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Abstract
Failure to monitor the condition of key infrastructure such as roads and bridges can
result in costly closures, but the economic impact could be lessened by early intervention.
Non-destructive testing (NDT) examines structures without causing damage, while
structural health monitoring (SHM) monitors a structure throughout its life. This
thesis presents a machine learning approach to fusing heterogeneous sensor modalities
that can be systematically applied to improve sensor interpretation and reduce reliance
on expertise. For the first time, echo state networks (ESNs) were used in two separate
NDT and SHM data fusion case studies.
The NDT-based study looked at detecting defects in steel reinforcement, teaching
ESNs to combine magnetic flux leakage (MFL) and cover depth data in order to compen-
sate for variation in MFL amplitude with increasing cover depth. Using seven different
cover depths between 42.5 mm and 289 mm, the fusion approach offered improved
performance for 42.5mm < depth < 205mm and the most consistent calculated optimal
output threshold, demonstrating the ease of systematic application.
In the SHM-based study, data from the National Physical Laboratory (NPL) foot-
bridge monitoring project was processed by a suite of ESNs to detect, localise, classify
and assess damage caused by deliberate interventions. A novel approach of combining
physical and environmental sensors in order to model a different modality of physical
sensor made it possible to use the residual to observe damage trends and locations,
which also led to the isolation of a faulty strain gauge. There was additional success in
distinguishing between different intervention types and producing a metric to express
the damage level.
Across both studies, the ESN approach to heterogeneous data fusion improved upon
non-fusion-based alternatives. This suggests that future work should consider structures
that are in regular use, combining further sensor modalities and the development of
bespoke data fusion software.
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CHAPTER 1
Introduction
1.1 The Cost of Failing Infrastructure
In the World Economic Forum’s 2016-17 Global Competitiveness Report, the quality of
the United Kingdom’s roads was ranked as 27th in the world, not only behind France,
Germany and the United States, but also Namibia, Ecuador and Oman [1]. This follows
on from a ranking of 29th in 2015-16 [2], 30th in 2014-15 [3], 28th in the 2013-14 [4] and
24th in 2012-13 [5]. In 2013, an HM Treasury policy paper stated that £10 billion would
need to be spent on repairs to roads by 2021 [6], while the Highways Agency, which is
responsible for only 2.4% of roads in England, spent £288,596,000 on road repairs in
the period 2014-15 [7]. The situation is hardly better elsewhere. In the United States
alone, the cost of repairing and upgrading deficient bridges is estimated to be $123
billion in 2017 [8], while the deteriorating infrastructure is expected to cost the US
economy an average of 400,000 jobs per year up until 2040 [9]. Indeed, in 2014, the US
Federal Highway Administration found that 24% of bridges in the US were structurally
deficient or functionally obsolete [10]. A technique capable of detecting the early onset
of damage, so as to prevent costly repairs at a later date, would clearly be of great
benefit.
There have been several high-profile bridge collapses in recent years, each of which
calls into question the efficacy of current approaches to monitoring the health of the built
environment. On the 10th of January 2016, after just 42 days of use, the $100,000,000
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Nipigon River bridge in Canada failed [11]. An independent investigation found that
a progressive fracture of 40 bolts was responsible for the failure [12]. In the US, the
collapse of the Tex Wash bridge in July 2015 led to 100 miles of Interstate 10 being
closed for five days at an estimated cost to the economy of $1,500,000 per day [13]. The
US Federal Highway Administration had given the bridge an ‘A’ grade and a sufficiency
rating of 91.5 out of 100 just twelve months previously [14], which is particularly
concerning given that 6,428 other bridges in California were deemed deficient in the
same set of inspections [10]. Poor infrastructure maintenance has also led to tragic
consequences, as 65 people were killed in Guinea when a bridge collapsed under the
weight of a truck in 2007 [15]. The 2007 collapse of the I-35W bridge in Minneapolis
(shown in Figure 1.1), caused by gusset plates in the bridge reaching their yield limit,
resulted in 13 fatalities and 145 injuries [16]. Clearly, more work needs to be done to
provide an accurate assessment of the condition of the infrastructure, so that failures
such as these can be prevented.
Figure 1.1: The aftermath of the I-35W bridge collapse in 2007 (from Rofidal [17]).
In 2013, Vanniamparambil et al. identified one of the chief problems facing structural
2
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engineers: while many different modalities of sensor are available for the assessment of
many different aspects of structural integrity, there is no single monitoring technique
that can provide a comprehensive picture of the state of a structure [18]. They concluded
that a data fusion approach should be developed in order to detect deterioration signs,
locate weak regions and assess damage severity. White’s Data Fusion Lexicon defines
data fusion as ‘a process dealing with the association, correlation, and combination
of data and information from single and multiple sources to achieve refined position
and identity estimates, and complete and timely assessments of situations and threats
as well as their significance’ [19]. It aims to overcome the limitations of individual
sensors in order to provide a more accurate and reliable estimate of the world-state
[20]. This thesis demonstrates how Computational Intelligence (CI) can be used to
work towards this goal, as heterogeneous data have been fused for damage detection in
two separate case studies. The first of these case studies considered defect detection in
reinforced concrete structures, while the second looked at online damage detection for a
‘real-world’ footbridge.
1.2 An Introduction to Echo State Networks
One flavour of Artificial Neural Network (ANN) is particularly suited to these two case
studies: the Echo State Network (ESN). ESNs are a relatively recent addition to the
Recurrent Neural Network (RNN) class of techniques, and were designed to be able
to process time-series data. Furthermore, they are efficient to train and have been
successfully applied in similar case studies in the past. They were developed with an
engineering perspective in mind, and have proven to be more effective than traditional
ANN methods at predicting chaotic time-series data, while also having a much shorter
training time [21]. The two case studies added an extra layer of complexity to the data
fusion task by using longitudinal data with a spatial or temporal extent. Any processing
technique would need to not only model the relationship between the input and output
data, but how changes in the input data over several consecutive datapoints should
affect the output data. One of the most useful aspects of ESNs is their ability to recall
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past inputs through presence of a short term memory, which can be controlled by a
careful tuning of the network parameters [22]. These ESN architecture features made
them a particularly good fit for the heterogeneous data fusion approaches presented in
this thesis.
Alongside Liquid State Machines (LSMs) [23], ESNs belong to the field of Reservoir
Computing [24]. However, an LSM’s spiking neurons are significantly more difficult to
tune to a desirable dynamic range, making them less well-suited to practical applications
than ESNs, which are generally easier to configure [25]. The general ESN architecture
has three principal features. The first of these is an input layer of neurons which, via a
fully connected weight matrix, projects into the second feature, a typically much larger,
high dimensional ‘kernel’ of sparsely interconnected reservoir neurons. Each of the
reservoir neurons is in turn fully connected to a layer of output neurons. A schematic
diagram of this architecture can be seen in Figure 1.2. In addition to these connections,
it is also possible to connect the input units to the output units directly, or to have the
output units feed back into the reservoir.
Figure 1.2: A typical ESN topology. Only the weights between the reservoir neurons
and the output units are trained.
Since their inception in 2001, ESNs have become popular due to their modelling
capacity, modelling accuracy, biologically plausible recurrence, extensibility and ability
to overcome the vanishing gradient problems traditionally associated with gradient
descent RNN training procedures [26]. This is achieved by keeping most of the weighted
connections between neurons unchanged during training, whereas other ANN approaches
require all of these connections to be trained. Indeed, only the weighted connections
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between the reservoir neurons and the output neurons are trained; all other weighted con-
nections are randomly generated at network initialisation and left unchanged throughout.
Ridge regression [27] has been found to be a good approach to training the weighted
connections between the reservoir and output neurons [28–30].
A detailed description of ESNs, including a review of recent advances and applica-
tions, can be found in Chapter 2.
1.3 Non-Destructive Testing of Reinforced Concrete
The most straightforward method for assessing the health of reinforced concrete struc-
tures, such as a bridge deck, is a visual inspection. In such an inspection, an expert
would survey the concrete surface for visible indicators of corrosion or deterioration,
such as cracking, small cavities (‘pitting’) and depressions (‘spalling’) [31]. While it is
the most popular type of inspection (Moughty and Cases noted in 2017 that the majority
of bridge data is obtained this way [32]), it is dependent on both the competence of
the inspector and signs of corrosion on the surface [33]. This is especially problematic,
since it is possible that there may be significant deterioration inside the concrete that
cannot be observed on the surface [34]. Consequently, a visual inspection is likely
to underestimate the full extent of the corrosion of the steel reinforcing bars (rebars)
[35]. Both underestimation and overestimation can have negative consequences, since
the former could lead to significant problems going unrepaired, while the latter could
prompt potentially costly and unnecessary repairs to be performed. Visual inspection
is, therefore, an insufficient method for the full evaluation of the level of corrosion in
a reinforced concrete structure. One outcome of this shortcoming is the development
of Non-Destructive Testing (NDT) techniques, which are capable of interrogating the
rebar for information on the level of corrosion, without requiring the prior removal of
the concrete. A successful, systematically applied computational approach to processing
the data from these NDT techniques would overcome the variation in interpretation by
individual inspectors.
This section details some of these NDT approaches, including the Electromagnetic
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Anomaly Detector (EMAD) technique, which is the focus of the first case study, found
in Chapter 3.
1.3.1 Corrosion of steel in reinforced concrete
The work performed in Chapter 3 looked at ways of fusing NDT techniques for the
detection of corrosion in rebar. The mechanisms by which steel rebar can be corroded
in concrete are well understood, and detailed guides to these have been published by
Tuutti [36], Broomfield [37] and, more recently, Poursaee [38]. A brief outline of the
corrosion process is given below.
1.3.1.1 Passivation
Concrete is very alkaline, usually with a pH of 12 - 13. When steel is immersed in
concrete with a high pH and no chlorides are present, anodic and cathodic reactions
begin. The anodic reaction leads to the formation of iron cations:
Fe −−→ + Fe2+ + 2 e–
while the cathodic reaction leads to the formation of hydroxyl anions:
1
2O2 + H2O + 2 e
– −−→ 2OH–
These two products combine and form a stable film around the steel [39]. This
passivating layer is a dense, ultrathin film of metal oxides and hydroxides, which can
protect it from corrosion by forming a physical barrier between the steel and corrosive
elements [40], reducing the steel’s dissolution rate to a negligible value [38]. However,
once depassivation, the breakdown of the passive layer, has occurred, corrosion is
initiated. This depassivation is caused by chloride attack and carbonation, both of
which can affect the concrete simultaneously or separately.
1.3.1.2 Chloride attack
Precisely why, how, and when steel depassivates due to chlorine attack is not clearly
understood [38]. However, Montemor et al. have given a detailed guide to chloride-
induced corrosion [39].
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There are several possible sources of the chloride ions that are required for chloride
attack, such as the use of chloride-contaminated ingredients in the mixing process, or
environmental factors such as seawater and deicing salts. There are three proposed
models for how chloride attack can then cause depassivation. The first of these is the
adsorption-displacement model, where the adsorption of Cl− and the simultaneous
displacement of O2 from the passive layer destroy the passive layer. The chemico-
mechanical model suggests that the chloride ions lower the surface tension, causing
cracks and flaws due to the repulsive forces between large numbers of adsorbed ions.
The final model is the migration-penetration model, where ion migration causes localised
acidification, breaking down the passive film.
Depassivation and the penetration of Cl− to the steel does not necessarily immediately
lead to corrosion. Concrete is able to bind chlorine ions, forming calcium chloroaluminate
and immobilising the ions. Consequently, a minimum number of ions (‘the chloride
threshold’) must be reached before corrosion can begin.
1.3.1.3 Carbonation
Carbonation can occur when carbon dioxide is absorbed by the concrete through the
environment, penetrating by diffusion through air-filled pores. Steffens et al. have
detailed the carbonation process in depth [41]. It can be described by the reaction of
the calcium hydroxide in the concrete and the penetrated carbon dioxide:
Ca(OH)2 + CO2 −−→ CACO3 + H2O
The practical effect of this is to reduce the pH of the concrete to less than 8.3.
When the carbonation penetrates to the depth of the rebar, this drop in pH leads to
depassivation.
1.3.1.4 Corrosion of steel
Once corrosion is initiated, the anodic and cathodic reactions change, depending on the
local conditions and the composition of the concrete. Poursaee reported four possible
anodic reactions, and two possible cathodic reactions [38]. The anodic reactions were:
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3Fe + 4H2O −−→ Fe3O4 + 8H+ + 8 e–
2Fe + 3H2O −−→ Fe2O3 + 6H+ + 6 e–
Fe + 2H2O −−→ HFeO –2 + 3H+ + 2 e–
Fe −−→ Fe2+ + 2 e–
while the cathodic reactions were:
2H2O + O2 + 4 e– −−→ 4OH–
2H2O + 2 e– −−→ H2 + 2OH–
These corrosion products occupy a greater volume than the original steel, causing
internal stress that can compromise the structural integrity of the concrete.
1.3.2 Detection of corrosion using the Electromagnetic Anomaly
Detection technique
The EMAD technique is an NDT approach that uses Remanent Magnetism (RM)
and Magnetic Flux Leakage (MFL) in order to detect breaks in rebars. It has been
developed at Keele University over a number of years, and details of the technique were
first published in 2006 [42]. It has since been the subject of further publications, which
have detailed both the development of the equipment [43] and the application of CI
approaches to the automated analysis of data captured by the technique [44–46]. While
not widely used, the EMAD technique is a promising approach to the NDT of rebar,
and has been applied commercially by SciCorr Ltd. in order to assess structures such as
bridges, car parks and dual carriageways. This section describes the theory behind the
EMAD technique and how it is practically applied. A detailed account of the physical
and mathematical principles behind MFL in general was given by Sawade and Krause
in 2010 [47].
The two pieces of EMAD equipment are the EMAD probe, shown in Figure 1.3, and
the energiser, which can be seen in Figure 1.4. In a typical rebar scan, the energiser,
which is a powerful electromagnet, is passed over the rebar in question. When a
ferromagnetic material, such as the steel used in rebar, is placed in a magnetic field that
is sufficiently large to magnetically saturate the material, that material will retain some
8
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Figure 1.3: The EMAD probe, which was used throughout Chapter 3.
magnetization once the field has been removed. This is remanent magnetism, and is
the basis of the EMAD technique. When the energiser is run along the length of a steel
bar, it leaves the bar in a magnetized state, a process referred to as energisation. At
this point, it is possible to consider the magnetic flux as flux lines flowing through the
material from one pole, at the point where the energisation started, to the other, at the
point where the energisation finished. Magnetic flux lines always take the path of least
magnetic reluctance, which is analogous to resistance in electrical circuits. Magnetic
reluctance is related to the magnetic permeability of the material that the flux travels
through by Equation 1.1:
R = l
µA
(1.1)
In Equation 1.1, R is the reluctance, l is the length of the circuit in m, µ is the
magnetic permeability of the material in henries per metre and A is the cross-sectional
area of the circuit in m2. As non-magnetic materials, both air and concrete, for cases
where the rebar is encapsulated, have a permeability very close to the that of free space,
9
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Figure 1.4: The energiser, which was used throughout Chapter 3.
4pi × 10−7 H m−1 [48]. This means that a typical rebar has a higher permeability than
its immediate surroundings. As a result of this, the flux lines travel mainly through
the steel. However, if a defect is introduced to the bar, the space available for the flux
to travel through is reduced. This forces more of the flux through the path of lower
permeability. Since air and concrete both have a lower permeability than steel, the
flux is perturbed. This is shown in Figure 1.5, which depicts the magnetic field and
recorded magnetic flux around two magnetised bars. This is the principle of MFL, and
is how defects are detected using the EMAD technique. A typical scan using the EMAD
technique will not be of one single bar, but several bars arranged in a mesh. In this
case, each bar in the mesh must be energised in turn.
After energisation has been completed, the EMAD probe is then used to detect
defects. The EMAD contains a triaxial magnetic probe which measures the three
Cartesian components of the magnetic flux, as shown in Figure 1.5. The probe is passed
over each rebar and records data every 4.71 mm. Figure 1.5 shows the data recorded
by the EMAD probe when passed directly over a defect on an energised rebar. The Z
axis readings for the flux can be treated as the magnitude of the flux leakage and the X
10
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Figure 1.5: The principle of MFL (from Diederich and Vogel [49]).
axis readings can be treated as the radial component of the flux leakage. Consequently,
the Z axis data rises up to a peak at the centre of the defect, before then returning to
its previous level. The X axis data, meanwhile, initially rises and then decreases from
a maximum down to a minimum, before returning to zero outside of the flux leakage
region. Providing that the probe was perfectly aligned with the rebar during the scan,
the Y axis data should give no signal at all. Although the Y axis data is recorded, it is
rarely used in practice.
There are a few possible confounding signals that are an inherent part of using
MFL to detect defects. The most common example of this is the ‘end effect’, a natural
consequence of the energisation procedure. After energisation, a large magnetic pole
is created at the end of the rebar or, in cases where the full rebar was not energised,
at the point where the energisation finished. End effects are usually much larger than
defect signals, but the two can still be easily confused. In the case of some rebar meshes,
some flux leakage is observed at points where the longitudinal and transverse rebars
cross over, leading to a ‘ripple’ effect. Although these signals resemble the characteristic
defect signal, they do not correspond to any fault in the steel.
Since corrosion in rebar is usually local - typically, there may be a few centimetres
of corrosion and a much longer section of clean steel [37] - one of the key challenges
with any defect detection technique is the accurate and precise location of potential
faults. Defects can be located using an Analytical Technique (AT), which is described in
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more detail in Chapter 3. In Chapter 3, a RNN approach is applied to EMAD data for
improved defect detection accuracy, before data fusion is performed using the EMAD
probe and a covermeter.
1.3.3 Magnetic flux leakage approaches to NDT of reinforced
concrete
The EMAD technique is not the first attempt at using MFL to find faults in rebars.
The method was first proposed by Kusenberger and Barton in 1981, where the pair
recommended the use of MFL based on their success in using it to detect faults in
steel in other contexts [50]. This led to the granting of a US patent for a method of
inspecting rebars in prestressed concrete beams by generating a magnetic field close to
the beam and using a Hall effect sensor to find anomalies [51]. Note that this method is
different to the EMAD technique, in that it does not exploit RM. Rather, the Hall effect
sensor is placed at the centre point between the two poles of an electromagnet, where
there is theoretically a zero field. Measurements are then taken during energisation
in a process referred to here as Active Field Measurement (AFM). The principle of
AFM can be seen in Figure 1.6. AFM has some advantages over RM, in that measured
flux leakage signals have a greater amplitude and smaller width [49]. Past studies have
found that in practice, however, RM is superior to AFM, since the latter was only
able to detect clean breaks [52]. Since these early publications, several groups have
attempted to implement methods for using MFL to detect faults in rebar.
The most active of these is the group of researchers from the Fraunhofer Institute.
Scheel and Hillemeier first published their work in English in 1997 [54], although an
earlier work was published in German by Hillemeier et al. in 1989 [55]. By way of
comparison, the first significant paper on the EMAD technique came in 2006 [42], and
details of a precursor to the EMAD probe were not published until 2009 [43]. In the 1997
paper, Scheel and Hillemeier used a remanent magnetism technique and investigated the
relationship between the peak to peak amplitude of the X component of the magnetic
flux signal and the width of the defect. This work has since developed into a portable
12
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Figure 1.6: The principle of Active Field Measurement. In (a), the pipe has no metal
loss, while in (b) the pipe has a defect. A pipe is comparable to a steel reinforcing bar
(from Shi et al. [53]).
system capable of magnetizing and scanning a 3.5 m wide section of road in one run
[56], and although RM methods have mostly been used, the group has also considered
AFM [57]. The most recent paper fromt he group was published in 2015, and employed
the RM method, which had been developed for commercial use [58]. The first paper on
the EMAD technique in its present state was published in 2014 [46]. However, the data
analysis for the method is limited to a manual inspection of the magnetic flux data
by an expert, with the aim of detecting the characteristic defect signature. The group
have also used MFL for other applications, such as the detection of corrosion damage
in prestressed concrete poles [59].
Separate work on using MFL to detect faults in reinforced concrete has been done by
a group at the University of Toledo, and this was first published in 1998 [60]. Although
a paper from the group in 2013 claimed that there are no MFL methods that are
currently ready for field work [61], a paper was published in 2014 that used AFM of
both MFL and main magnetic flux (MMF) to locate damage [62]. The MMF is simply
the flux that flows through the steel during the magnetization process. In order to
measure the MFL and MMF, Hall effect sensors were placed both on the poles of the
magnet used and at the centre point between the two poles. The level of corrosion
was then assessed by comparing the data taken by each sensor with a computerised
magnetic field simulation.
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Some of the most recent work on using MFL to find faults in rebars was performed
by Vogel, Wolf and Diederich at ETH Zurich. Initial tests used permanent neodymium
magnets to magnetize 50 cm long rebar samples in a laboratory setting, and then
measuring the RM using a tri-axial magnetometer [63, 64]. In these experiments, a
simple algorithm was used in order to detect breaks, with limited success. The method
has not yet moved from the laboratory to ‘real-world’ test sites, and in one of the most
recent papers, the technique was adjusted to use AFM rather than RM [49]. Software
for the evaluation and interpretation of results is currently in development [65].
There have been several other attempts to use MFL to inspect the condition of
rebars. Göktepe first looked at crack detection in industrial machine parts using MFL
in 2001 [66], but later went on to use AFM for the inspection of steel rebars [67]. This
was ultimately limited to locating bars within a sample using peaks in the z component
of the magnetic flux. Jensen et al. conducting a feasibility study in 2013 that involved
the on-site scanning of a bridge barrier rail using an AFM method, but this work was
still at an early stage [68]. Krause et al worked on the detection of tendon ruptures
in prestressed members of bridges with MFL by using a four-channel superconducting
quantum interference device in place of the typical Hall effect sensor and then manually
analysing the recorded data [69]. Although the system showed promise for periodically
monitoring rebars, no further work was conducted after 2002.
The use of MFL is not just limited to the NDT of rebars. Indeed, MFL has long
been used for defect detection in pipelines, having been first used by the British Naval
Architects Association to find defects on steel pipe in 1868 [70]. This inspection is
generally carried out by self-contained units that travel through pipelines at 2 – 6 miles
per hour and take AFM [71]. The popularity of MFL for defect detection in pipelines
is such that there have been efforts to embed ferrite particles in the polymer matrix
composites used in modern pipelines, so that they can be analysed using MFL [72].
Machine learning techniques such as neural networks have frequently been used to
process the resultant datasets, most recently for defect depth estimation [73], but also
for more straightforward tasks such as defect detection [74], which has so far only been
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considered in the context of NDT of rebars by Butcher [45]. Other recent examples of
the use of MFL include in the detection of defects in steam generator tubes [75] and the
detection of cracks in large liquid atmosphere storage tanks [76]. The related magnetic
rubber testing method, where magnetic particles are suspended in a liquid silicone that
is then poured on a test site for the detection of cracks, has been used for aerospace
applications since the 1970s [77].
While the use of MFL for the NDT of rebar has been subject to plenty of research,
it is clear that there are some gaps in the literature that merit further investigation.
Firstly, advanced techniques for processing MFL data are lacking. With the exception
of the work done by Butcher [45], machine learning techniques have not been used for
defect detection. Even then, the data was simply classified as ‘defect’ or ‘no defect’,
and no data visualisation was provided. This thesis addresses this gap by not only
detailing the application a machine learning technique, ESNs, to MFL data, but also by
presenting easily interpretable contour maps, that allow defects to be spatially located.
Secondly, MFL has yet to be fused with other NDT techniques for the more accurate
detection of defects in rebar. One of the main contributions of this thesis is that for the
first time, MFL was fused with rebar cover depth measurements, as might be provided
by a covermeter.
1.3.4 Alternative techniques for the non-destructive testing
of reinforced concrete
There are many alternative NDT approaches to detecting faults in rebar that could
potentially be used to complement the EMAD technique, and a brief review of each
these is given below. Since the EMAD technique looks principally at corrosion of the
rebar, this review only considers those techniques which can be used to investigate the
condition of the rebar. Guides to the NDT techniques that can be used for monitoring
the health of concrete structures in general have been given by Verma et al. and Helal
et al. [78, 79].
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1.3.4.1 Half-cell potential
Half-cell potential is one of the most widely used NDT techniques for the inspection of
rebar. First proposed in 1957, the method relies on the potential difference between
the rebar and a reference electrode [80]. The corrosion process in the rebar causes it to
act as a mixed electrode, and connection with the reference electrode on the surface
causes it to act as an electrical cell [81]. This requires direct contact between the
reference electrode and the rebar, and so some concrete has to be removed to create this
connection. The reference electrode itself can then be moved along the surface of the
concrete, with the potential difference periodically recorded. The potential difference
between the reference electrode and rebar increases as the corrosion activity increases.
According to the American Society of the International Association for Testing and
Materials standard C876, if the potentials for a given area are more positive than -0.2 V,
there is a greater than 90% probability that no reinforcing steel corrosion is occurring
in that area, while a value more negative than -0.35 V indicates a 90% probability of
corrosion occurring, while the results should be plotted on a contour map [82]. However,
it has been found that the method is sensitive to temperature, chloride concentration
and fly ash content [83], and that as a consequence of this, results obtained using
half-cell potential are unreliable without compensation [84]. Assouli et al. recommend
that the local weather, in particular the humidity and temperature, on both the day of
the survey and the days prior to the survey, should be taken into account when assessing
the results [85]. The EMAD technique could potentially be fused with half-cell potential
in order to increase confidence in the results, since an anomalous MFL signal in a region
that half-cell potential suggests has a high corrosion potential would be more likely to
be a defect than an anomalous MFL signal in a region with a low corrosion potential,
providing that some rebar is still present. If the steel has been completely corroded,
then the corrosion process will have stopped and the potential readings will be low,
making it impossible to detect such a fault using half-cell potential. However, because
of the sensitivity of the half-cell potential technique to environmental parameters, any
accurate model would also need to take into account several other modalities of sensor
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data. This would, in turn, require a prohibitive amount of training data in order to
build a model, since there would need to be enough training data to account for all
of the possible variations between the different modalities. On that basis, half-cell
potential is unsuitable for fusion with the EMAD technique.
1.3.4.2 Galvanostatic pulse
The galvanostatic pulse method bears some similarity to the half-cell potential method.
An external counter-electrode is placed on the surface of concrete and impresses a small
amplitude, short interval anodic current pulse on the rebar. The change in potential
over time is then used to assess the corrosion rate [86]. Typically, this current is in
the range of 10 to 200 µA and is applied for ten seconds [87]. The corrosion rate is
calculated by recording the time required for the potential difference to reduce to 37%
of its initial value [88].
It has been found that the galvanostatic pulse method is particularly sensitive to
both the sodium chloride content in the concrete and the cover depth [89]. It has
also been shown that the response to the method is largely due to the resistance of
the concrete, meaning that a map produced by the method is effectively a concrete
resistivity map. Consequently, it was recommended that the technique should be
performed alongside the half-cell technique, so as to avoid misinterpretation of the
results [39]. The utility of galvanostatic pulse is therefore limited, and it cannot be
usefully fused with EMAD data.
1.3.4.3 Linear polarization resistance
Linear polarization resistance is also closely related to the half-cell potential technique,
and uses similar apparatus to determine the corrosion rate by recording the change in
potential between the rebar and a half-cell when the current is changed. This is used to
calculate the polarization resistance, which is the ratio between the voltage applied to
the rebar and the step of the current change. The corrosion current is then calculated
by dividing a constant, typically 26 mV for steel rebar, by the polarization resistance
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[90, 91]. The greater the corrosion current, the greater the rate of corrosion.
Feliu et al. noted a number of shortcomings with linear polarisation resistance,
in particular the fact that its sensitivity to different environmental conditions means
that the result of a survey on any given day may not be representative of the average
corrosion rate [92]. The authors claim that the practice of confirming the results with a
half-cell potential scan is also flawed, due to its being similarly sensitive to environmental
factors. Consequently, like half-cell potential and the galvanostatic pulse approaches, a
prohibitive amount of training data containing known ground truth defects, gathered
in a range of conditions, would be required in order to produce a working corrosion
detection model. Furthermore, a measurement of corrosion rate may not necessarily
adequately complement MFL data. While a high corrosion rate might indicate that
it is more likely that a defect may be present in an area, the corrosion rate at a clean
break in the rebar would be zero, since no steel would be present at all.
1.3.4.4 Time domain reflectometry
Time domain reflectometry has been used for a number of years as a method of detecting
faults in transmission lines. When used for detecting faults in reinforced concrete, each
rebar is treated as a transmission line. A pulse generator is used to send an electrical
pulse down both the rebar and an adjacent, parallel sensor wire. An oscilloscope then
records the echoes that return, with damage to the rebar observed as a characteristic
spike in the impedance that can be calculated using the voltage and current in the
wire [93]. Liu et al. were able to detect and characterise pitting corrosion, surface
corrosion and even voids in the concrete using the method [94]. However, the technique
is designed so that the sensor wire is embedded in the concrete, along with the rebar.
It is still possible to assess the rebar for corrosion by placing the wire on the surface
of the concrete, but this reduces the sensitivity of the technique to reduction in rebar
cross-section. Its use is, therefore, limited unless it is embedded in the original structure
during construction. This makes the method unsuitable for surveying existing structures
alongside the EMAD technique.
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1.3.4.5 Electrical resistivity
Unlike the other techniques considered to this point, the electrical resistivity method
investigates a specific property of the concrete, electrical resistivity, in order to determine
the condition of the rebar. The resistivity is measured by placing two or more electrodes
on the surface of the concrete, applying a voltage between these electrodes and measuring
the resultant current. It is common for a resistivity probe to have four electrodes, with
two used for applying a voltage and two for measuring the current, since this has been
found to reduce errors [95]. This current is carried by ions dissolved in the pore liquid,
and so is greater for concrete with a higher water to cement ratio. The resistance
is then calculated using Ohm’s law, and a conversion factor is used to convert this
value into the resistivity of the concrete [96]. The resistivity is closely linked to the
degree of the concrete’s pore saturation and, below a critical pore saturation value, the
resistivity is sufficiently high to prevent corrosion [97]. Feliu et al. found in 1989 that
the rebar corrosion rate is inversely proportional to concrete resistivity, since areas of
low resistivity are areas that are relatively easily penetrated by chlorides [98]. Indeed,
the rebar can be said to be in an active state of corrosion if the resistivity is lower than
10 kΩ cm, since it is likely that the passive layer of the steel will have been broken down
by chloride attack. Conversely, rebar will exhibit passive behaviour if the resistivity
is greater than 30 kΩ cm, since it is unlikely that the chloride penetration would be
sufficient to cause depassivation [99]. Unlike the other methods reviewed here, resistivity
is generally not recorded continuously, but is instead systematically recorded at several
points on the surface to be scanned. This is because resistivity cannot be measured
directly over the rebar, since the current may be carried by the rebar instead of the
concrete. The exact position of the rebar in the concrete must therefore be known.
The instantaneous resistivity is sensitive to a number of environmental factors.
The relative humidity at the time of the scan affects the resistivity [100], as does the
temperature [96]. Consequently, as with linear polarization resistance, the resistivity
at any given time may not be representative of the average resistivity, and hence the
average corrosion rate. Much like half-cell potential, any data fusion model that sought
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to use the electrical resistivity method would need to have a bank of training data
gathered in a range of different environmental conditions. Since the EMAD technique is
not sensitive to these parameters, it would not be helpful to fuse it with these methods,
as it would serve to introduce additional potential sources of variability to the final
result.
1.3.4.6 Ground penetrating radar
Ground-Penetrating Radar (GPR) is a versatile technique, and has also been used in
NDT applications, such as rebar detection [101] and delamination detection [102]. The
GPR method is relatively straightforward: an antenna generates short radio pulses at
frequencies between 1 and 5 GHz, which reflect off objects in the concrete in different
ways depending on their electrical conductivity and dielectric constant [103]. In the case
of rebar, corrosion can reduce the rebar diameter and alter the dielectric constant for
the adjacent concrete. The subsequent data processing, however, is known to be highly
complex [104]. This data processing is made more complex by the changing behaviour
of GPR signals in different media, including wet and dry concrete [105]. Although the
use of GPR for corrosion detection is still an active area of research (see, for example,
work by Hasan and Yazdini [106], and Martino et al. [107]), much of this work is still
concerned with how best to interpret the data, and Tarussov et al. recommended that
GPR is used as an imaging technique, rather than a measurement technique [103].
In their work, image analysis software was used for visual identification of defects,
rather than the numerical analysis of the data that is performed when using the EMAD
technique. This makes it unsuitable for data fusion in this particular context.
It should be noted that although GPR with a magnetic bias field has been used to
detect corrosion, this work was still in a laboratory setting when last used, and so is
not yet suitable for use in the field [108, 109].
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1.3.4.7 Ultrasonic guided waves
Ultrasonic guided waves have been a popular NDT in several applications, in par-
ticular the detection of defects in oil and gas pipelines, where methods have been
developed for processing data arising from permanently embedded systems [110]. In
reinforced concrete, the method relies on the propagation of waves through the rebar.
A pulser/receiver is attached to two exposed ends of the rebar to be scanned so that
ultrasonic waves of different frequencies can be propagated through the rebar from
one end received at the other. The attenuation of the amplitude of the signal is then
calculated for each different frequency and used to determine if there has been loss of
section in the rebar [111]. Alternatively, changes to the time of flight of the waves in
the sample can be used to detect reduction in the diameter of the rebar [112]. The
method can also be used to discern between different types of corrosion [113]. However,
it cannot be used to identify the precise location of defects. Furthermore, an advantage
of the EMAD technique is that it is totally non-destructive and does not require direct
contact with the rebar. Fusion with ultrasonic guided wave data would necessitate the
breaking out of concrete at the end of each rebar to be scanned, which is undesirable.
Beard et al. reported that the inspection range for a complete break would be limited
to 0.8 m for wires with a diameter of 5 mm [114]. This is an additional problem, since
the reinforcing meshes used in Chapter 3 had 5 mm diameters and were over 4 m in
length. In light of all of this, it is not suitable to fuse the ultrasonic guided waves
technique with the EMAD technique.
1.3.4.8 Covermeter
Covermeters do not assess damage to the rebar, but instead use electromagnetic pulse
induction to map the rebar and, given the diameter of the rebar, determine the depth
of the cover. A covermeter can be considered to be a simple coil connected to an
alternating current electricity supply. When a coil carrying an AC current is brought
near a conductor, the changing magnetic field induced in the coil by the AC current
causes circulating eddy currents on the surface of the conductor via electromagnetic
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induction. This is what happens when a covermeter is brought in close proximity to a
rebar. The eddy currents on the surface of the rebar give rise to a secondary alternating
magnetic field, which induces a secondary current in the covermeter. This secondary
current opposes the original AC current, reducing the net current in coil and giving
the impression of the impedance of the coil increasing. This impedance is compared
with the impedance when no conductor is present in order to calculate the location and
depth of rebars [115, 116]. This principle can be seen in Figure 1.7.
Figure 1.7: The eddy current principle for covermeters (reproduced from Carino [115]).
The idea of combining the EMAD technique with covermeter data is appealing for
two reasons. Firstly, the magnitude of the signals received by the EMAD technique
depends directly on the vertical distance of the energiser and EMAD from the rebar.
The greater the vertical distance from which the scan is conducted, the smaller the
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effect of the energiser on the magnetic state of the rebar and the smaller the magnitude
of the signals recorded by the EMAD probe. It is possible that a very small anomaly
at a depth of 10 mm below the concrete would, in the raw EMAD data, appear to
be a more significant problem than a complete loss of section at a depth of 280 mm.
In a ‘real-world’ scenario, the rebar is not guaranteed to be close to the surface, or
even at a constant distance from the surface. A CI technique that has been trained
exclusively on data obtained at roughly the same distance from the rebar may learn
that smaller amplitude signals are less serious than large amplitude signals. Context
about the distance of the scan from the rebar is likely to be important for an accurate
determination of rebar condition.
Secondly, Pailes observed that cover depth is a significant factor in the health of
reinforcing bars, since rebars in areas of low cover deteriorate more quickly than those
in areas with a great depth of concrete cover [34]. Indeed, Marsh described the failure
to achieve the specified concrete cover as ‘probably the greatest single factor influencing
the premature deterioration of reinforced concrete’. For these two reasons, it was decided
that the EMAD data would be most productively fused with covermeter data.
1.3.5 Fusion of data from the non-destructive testing of rein-
forced concrete
While data fusion has yet to be used with any of the MFL techniques for NDT, this
is not true of the other NDT techniques. Indeed, since 2007, Huston et al. have
repeatedly called for data fusion in the assessment of rebar condition [33, 117–121],
with Kohl et al. also suggesting in 2005 that an automatic data fusion algorithm for
the NDT of concrete would be useful [122]. Breyssea gave two principle reasons for
the use of data fusion in this context. Firstly, if a measurement is sensitive to two
parameters, a second measurement that is sensitive to one of these parameters can be
used to invert the system and quantify each parameter. Secondly, if a technique is
sensitive to one influential parameter and a bias, measuring a second parameter that is
similarly sensitive to that bias can reduce the effect of the bias [123]. There are three
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major systems of data fusion for the NDT of reinforced concrete: OSSCAR/BetoScan
[124, 125], RABIT [126] and VOTERS [127]. These are summarised below, along with
several other attempts at fusing a variety of different NDT techniques.
1.3.5.1 VOTERS
VOTERS, the product of a research group at Northeastern University, is perhaps
the most well developed of these methods. First published in 2012 following a 2009
research grant [127], VOTERS employed accelerometers, laser height sensors and tyre
pressure sensors, along with acoustic sensors for the detection of tyre-induced vibration
and sound waves, so as to determine the surface texture [128], a GPR array for the
mapping of reinforcement bars and pavement layers [129], radar for the measurement
of near-surface defects [130] and video footage for crack detection [131, 132]. An
overview of this system was published by Birken et al. in 2014 [133]. The sensors were
mounted in a transit van, and data was collected using the Sirom3 framework [134, 135].
Data recorded by VOTERS were fused by the PAVEMON system, which produced a
pavement condition index for the road surveyed by VOTERS, classified surface features
as ‘cracks’, ‘manholes’ or ‘no cracks’, produced a priority list for repairs, and predicted
the effect of extreme weather on road condition [136]. In the first stage, certain features
of the raw tyre pressure, accelerometer and laser height sensor data were extracted and
transformed before being processed using stepwise regression, which gave a predicted
pavement condition index in the range of 0 - 100. Features from the acoustic sensors,
tyre pressure sensors and accelerometers were then fed into a support vector machine,
which classified the condition of the road at any given point as ‘crack’, ‘manhole’ or ‘no
features’. The repair prioritisation was performed using a simple weighted equation,
which was based on factors such as the pavement condition index, average daily traffic
and benefit-to-cost ratio. Finally, stepwise regression was used for quantifying the effect
of extreme weather on roads [137]. However, this approach does not fully utilise all of
the sensors available, and does not take into consideration factors such as the actual
condition of the steel reinforcing bars that would be mapped by the GPR.
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1.3.5.2 OSSCAR/BetoScan
Rather than embedding sensors in a transit van, the OSSCAR approach used a multi-
sensor scanner, while the related BetoScan method used a self-navigating robot. Both
of these methods were the result of a collaboration between researchers from several
different German research institutes and industrial partners. Betoscan was designed
to autonomously drive over large surfaces, simultaneously recording data on its eight
scanners [125]. These consisted of an air temperature and air humidity scanner,
two microwave scanners for the humidity of the concrete surface and volume, an
eddy current covermeter to record concrete coverage, ultrasound scanners for concrete
thickness measurements, radar scanners to give general information on the rebars and
half-cell potential [138]. In 2014, Cotic et al. developed an image fusion scheme that
combined the data from half-cell potential, covermeter and microwaves using three
different unsupervised clutering schemes, namely the fuzzy c-means, Gustafson-Kessel
and possibilistic-fuzzy c-means algorithms. By doing this, it was possible to produce
a map that represented each point as either an area of severe corrosion, an area with
high salinity content or undamaged [139].
OSSCAR, meanwhile, was designed as a more versatile device that could also
be used for scanning smaller areas [124]. OSSCAR featured three different sensors:
radar for geometrical information on the rebar, ultrasonic-echo for further geometrical
information and eddy-current covermeter for concrete coverage and rebar position
[140]. The data fusion method for OSSCAR was a simple weighted addition of the
values from the ultrasonic-echo scan and the radar scan, with the weights calibrated
on tests performed on a polyamide block, which could then be combined with the
covermeter data to produce a 3D map of the reinforcing bars [141]. Unlike the VOTERS
system, both OSSCAR and BetoScan considered the condition of rebars, but the data
fusion approaches used were straightforward, especially the weighted addition used by
OSSCAR. Consequently, OSSCAR only allowed for the visualisation of the steel and
while BetoScan could indicate regions that were affected by corrosion, it did not allow
for the sort of precise location of defects of which the EMAD probe is capable.
25
1.3. NON-DESTRUCTIVE TESTING OF REINFORCED CONCRETE
1.3.5.3 RABIT
Similar to BetoScan, RABIT aimed to provide autonomous scanning of concrete bridge
decks using a plurality of sensors, as part of research funded by the Federal Highways
Administration in the USA [142]. RABIT used electrical resistivity, impact echo,
ultrasonic surface waves and GPR in order to detect rebar corrosion, delamination and
concrete degradation [143]. In the most recent work, each of the scanners was used
to fulfil a separate role. Gucunski et al. used the impact echo sensor data to detect
delamination, while the ultrasonic surface waves were used to assess the quality of the
concrete [144]. La et al., meanwhile, used GPR to detect deterioration such as corrosion
or delamination, electrical resistivity to detect corrosion, ultrasonic surface waves to
assess the concrete elastic modulus and impact echo to detect delamination [145]. In
all of these works, no actual data fusion was performed, and each dataset was analysed
separately. The only exception to this has been in two other papers on RABIT, in
which a 3D visualisation of the rebar was created, where delamination was presented as
thin surfaces in the deck volume, low quality concrete was presented as a cloudy zone
and corrosion through the use different coloured sections of rebar [143, 146]. There was
also an attempt by Kim et al. to create an overall condition index based on the impact
echo, electrical resistivity and GPR data [147]. In this case, although the techniques
each looked at a different aspect of the condition of the bridge deck, data fusion could
potentially be used to give an overall assessment of the bridge deck condition. Although
corrosion and delamination were considered, RABIT was unable to precisely locate
defects in the rebar.
In the group’s most recent work, a prototype robot was developed and fitted with
cameras and infrared sensors, with a crack detection algorithm applied to stitched 3D
images [148]. Le et al., meanwhile, developed a robot that used GPR and electrical
resistivity sensors [149]. The GPR data was processed with a Naive Bayes classifier and
used to locate rebar, while the resistivity measurements were then mapped to these
results in order to indicate corrosion levels. Again, these two papers did not actually
use data fusion.
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1.3.5.4 CI approaches to data fusion in the NDT of reinforced concrete
Although VOTERS, OSSCAR/BetoScan and RABIT are perhaps the most developed
multi-sensor techniques for the assessment of reinforced concrete, they are by no means
the only attempts to integrate heterogeneous sensors for this purpose. There have been a
number of attempts to apply CI techniques for the fusion of different data types. Volker
and Shokouhi were able to detect honeycombing in reinforced concrete by applying
three different clustering algorithms - K-Means, Fuzzy C-Means and DBSCAN - to
impact-echo, ultrasound and GPR data, finding that DBSCAN provided the best results
[150]. The two also applied the Hadamard product - an algebraic operation for pixel-wise
multiplication of same-size matrices - and Dempster-Shafer rule of combination - an
approach that looks at the probabilities of each possible hypothesis - for the fusion
of the same data [151]. Using recorded temperature, dissolved oxygen, salinity, pH,
oxidation/reduction potential and corrosion rate data, Jue-Long et al. found that a
three layer feedforward backpropagation ANN was suitable for data fusion for assessing
corrosion in reinforced concrete sea walls [152], although in earlier work it was found that
a support vector regression method outperformed a back-propagation neural network
[153]. Sadowski, meanwhile, was able to assess the corrosion rate of rebar using a simple
ANN to fuse air temperature, AC resistivity over the rebar, AC resistivity remote from
the rebar and DC resistivity over the rebar [154]. This successful application of basic CI
techniques to the data fusion problem in this context suggests that there is some scope
for the application of more sophisticated machine learning methods, such as ESNs.
1.3.5.5 Other data fusion approaches to NDT of reinforced concrete
There have also been many attempts to use more straightforward data fusion approaches.
As recently as 2014, Vanniamparambil et al. assessed the condition of concrete masonry
walls by simply manually comparing digitally correlated digital photographs of a wall
with acoustic emission data, as recorded by sensors that detected the high frequency
waves emitted by the material due to deterioration [155]. A similar approach was
used by Khan et al., who manually assessed active infrared monitoring and ultrasonic
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tests [156]. Extracting useful conclusions by this method required some quite complex
analysis of the data, and a machine learning approach could potentially have reduced
the amount of manual analysis. Similarly, in work by Hola et al. [157] and Gorzelanczyk
et al. [158], a scan of a concrete surface was performed with impulse response and
possible delamination identified, before a second technique was used (impact-echo in the
case of the former, ultrasonic tomography in the latter) to confirm these results. The
approach was used by Yaghi for the fusion of infrared thermography and GPR in order
to investigate a range of possible modes of concrete faults, including rebar corrosion
[159]. Kohl et al. looked at different combinations of radar, ultrasonic data and impact
echo data for grouting fault detection in reinforced concrete [160]. In their most recent
work, radar data was fused with the ultrasonic and impact echo data separately using a
simple ‘max of amplitudes’ method [161]. In that work, the authors suggested that an
automated method might be preferable.
A more manual approach was used as part of the French SENSO project, which aimed
to combine different NDT techniques for assessing the health of concrete structures
[162]. Different aspects of ultrasonic, impact echo, resistivity, GPR and capacitance
measurements were combined separately using principal component analysis and data
inversion to find the porosity and water saturation of concrete [163]. This methodology
required a lot of manual analysis to determine the correlation between different factors
and then obtain the final results, with the result that predictive error for porosity
decreased from 36.7% without fusion to 4.1% with fusion. A research group in Chile
used multiple linear regression to combine ultrasonic pulse velocity, resistivity, resonance
frequency and hammer test rebound in order to find the static modulus of elasticity
for hydraulic concrete structures [164, 165]. The choice of a linear model, however,
necessitated the generation of multiple models, so as to ensure that any of the techniques
that did not correlate well with the static modulus of elasticity were identified and
removed.
Many more of the attempts at data fusion for the assessment of the health of
reinforced concrete have been based on pixel-level fusion. Huston et al. produced
28
1.3. NON-DESTRUCTIVE TESTING OF REINFORCED CONCRETE
maps of the results obtained from a bridge deck that was surveyed using chain drag,
impact echo, half-cell potential and GPR, and then simply took the average value for
the corresponding pixels in each map to produce an overall map of the condition of
the bridge [166]. Moselhi et al. found bridge deterioration by performing pixel-level
image fusion of GPR and infrared thermography data [167]. Cui et al. investigated the
corrosion of rebar with half-cell potential and GPR by considering the level of agreement
between pixels in the maps produced by each technique, producing a greyscale plot
in the process [168]. Maser surveyed an area with GPR and infrared thermography,
and then simply produced a map that overlayed the two sets of results [169]. These
methods are not unlike the method used by the commercially available CoverMaster
software, which allows a user to overlay recorded covermeter and half-cell data [170].
1.3.5.6 Industrial interest in data fusion
Finally, it is worth mentioning reports from the Netherlands Organisation for Applied
Scientific Research and Oak Ridge National Laboratory in the USA. In 2012, Oak Ridge
National Laboratory produced a report for the US Department of Energy on NDT
for the evaluation of concrete in light water nuclear reactors [171]. In the proposed
programme of work included in the report, a working group was set up to develop a data
fusion algorithm that could combine the many methods of NDT that were available.
Meanwhile, the Netherlands Organisation for Applied Scientific Research set out its
2015 - 18 action plan in an annual report and gave one of its planned activities as the
production of a data fusion model that could combine heterogeneous NDT sensor data
in order to detect rebar corrosion [172]. In addition to the academic interest in the topic
demonstrated by body of literature detailed above, these two reports clearly show that
the demand for the fusion of heterogeneous NDT data for the assessment of reinforced
concrete also extends into industry.
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1.3.5.7 Summary
What the current body of literature on the fusion of NDT techniques for the evaluation
of reinforced concrete shows is that, while this is an active area of study, there is scope
for new work and development, in the shape of both the EMAD technique and ESNs.
Of the three well-developed techniques that have been used in a ‘real-world’ setting,
not one out of VOTERS, OSSCAR/BetoScan and RABIT had the capability to locate
accurately specific defects in rebar. MFL, and the EMAD technique in particular,
should work well with other techniques in this regard, and could contribute to the
production of an accurate model of the health of a given reinforced concrete structure.
The literature also indicates that there is a current interest in heterogeneous data
fusion in this context, since it is the subject of both continuing academic research and
industrial interest. The combination of the EMAD technique and a covermeter, as
presented in Chapter 3, represents a novel and relevant contribution to this active area
of research.
1.4 Bridge-based Sensor Networks for Structural
Health Monitoring of Bridges
Structural Health Monitoring (SHM) is defined by Farrar and Worden as ‘the process
of implementing a damage identification strategy for aerospace, civil and mechanical
engineering infrastructure’ [173]. Where SHM differs from NDT is that it aims to
diagnose the state of a structure at every stage of its life and, over time, provide a
prognosis of factors such as evolution of damage or remaining usable life [174]. This
online monitoring approach is in contrast with NDT, which is generally used in an
oﬄine fashion for the diagnosis and characterisation of damage on the day of a survey.
A popular option for the SHM of bridges is the Bridge-based Sensor Network (BSN),
where multiple sensors are embedded in a bridge and passively monitor its behaviour.
Reviews of the general use of BSNs in SHM have been published by Lynch and Loh
[175], Jain et al. [176] and Dragos and Smarsly [177], while a tutorial on the basics of
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damage detection using BSNs was given by Viswanathan and Varshney [178].
The remainder of this section reviews past approaches to fusing data arising from
different modalities of embedded sensors on bridges. Note that this does not include
work in which multiple sensors of the same type were fused, such as the MODEM
approach proposed by Bhuiyan et al. [179], nor machine learning approaches to damage
detection that use only one type of sensor, a review of which has been published
by Hughes and Correll [180]. This review relates to the work in Chapter 4, where
temperature, tilt and strain sensors, embedded on a footbridge, were fused in order to
detect, localise, classify and assess damage.
1.4.1 Data fusion for damage detection with bridge-based sen-
sor networks
In 2007, Glaser et al. identified that work on data fusion for sensor networks installed
in civil infrastructure was lacking [181]. Since then, several studies have examined the
problem of damage detection in bridges using BSNs.
1.4.1.1 Removal of seasonal trends
One of the oldest and most popular approaches to processing BSN data is to remove
seasonal trends. The idea behind the removal of seasonal trends is that the majority of
the variation in sensor data is caused by seasonal effects, such as changes in temperature.
By removing these effects, any remaining variation in the sensor data (‘novelty’) could
potentially be indicative of damage. This was first attempted by Sohn et al. in 1999,
when a linear model was used to remove temperature effects from accelerometer data
taken from the Alamosa Canyon Bridge in New Mexico [182]. Ko et al., meanwhile, used
ANNs to correlate temperature sensor and accelerometer readings obtained from the
Ting Kau Bridge, so as to remove environmental effects [183]. Gu et al. used ANNs to
filter temperature effects from vibration-based data [184]. Yu and Ou developed a sensor
to monitor temperature, acceleration and strain, and used sensor-embedded arithmetic
to correct acceleration readings [185]. Xiao et al. fitted a bridge with infrared strain
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gauges, temperature sensors and tilt sensors and looked at the relationship between
strain and temperature, but did not perform any data fusion [186].
A slight modification to this idea can be seen in the cointegration approach developed
by Cross et al. [187], which was applied by Cross and Worden to purge the Z24
bridge accelerometer data of trends seen in the temperature sensor data by finding the
cointegrating vector that related the two variables [188]. Once this vector had been
found, new monitored data was projected onto that vector, filtering out temperature
effects. The filtered residual data could then be used for damage detection, as any
deviations in the residual were taken to be indicative of damage. A similar approach
was used by Worden et al. on both the Z24 bridge and the Tamar suspension bridge
[189].
1.4.1.2 Residual generation
The idea of a residual generation approach is also a popular one, although residuals are
usually found by calculating the difference between the data produced by a sensor, and
the output of a model of the sensor behaviour that is based on one or more alternative
sensors. Peeters et al. used an autoregressive exogeneous model to predict the behaviour
of the Z24 bridge accelerometers based on the temperature sensor data, and used outliers
in the residual to indicate damage [190, 191]. Cross has used temperature, traffic loading,
wind speed and route mean square deck acceleration data as inputs to a Gaussian Process
regression model, which predicted the lowest natural frequency of the Tamar bridge,
with residual outliers used to indicate damage[192], while a response surface model with
the same inputs has also been used [193]. Laory et al. used several techniques, such as
ANNs, random forest and support vector regression, to predict the natural frequency of
the Tamar suspension bridge based on wind, temperature and traffic data, but did not
go on to perform any damage identification [194]. Similarly, de Battista et al. created
a finite element model of the Tamar suspension bridge and used this to explain the
relationships between different variables, but did not go on to detect damage [195].
In other studies, the calculation of residuals is perhaps the most commonly used
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method for damage detection. Kijewski-Correa et al. modelled the relationship between
strain gauge data and acceleration for a simulated bridge using an autoregressive moving
average technique, and then determined the residual [196]. If the residual was greater
than a certain threshold value, it was assumed that damage had occurred. Kromanis
and Kripakaran set up a laboratory-based model of a steel truss, used support vector
regression to model strain gauge data based on temperature sensor data and then used
a signal subtraction method to detect anomalies in the residuals [197].
1.4.1.3 The Z24 Bridge and Tamar Suspension Bridge
Much of the work on data fusion in SHM using BSNs has been done by researchers at
the Universities of Sheffield and Exeter, who have used a range of approaches, most
of which were applied to one of two major ‘real-world’ case studies. The first of these
was the Z24 highway bridge in Switzerland, which was decommissioned, fitted with a
plurality of environmental sensors and accelerometers, and monitored for twelve months
between October 1997 and October 1998 [198]. The second of these major case studies
was the Tamar suspension bridge in Plymouth, which was fitted with strain gauges,
tower displacement sensors, level sensors, accelerometers and a number of different
environmental sensors, all of which recorded data between 2006 and 2009 [199, 200].
Both bridges were built in the 1960s (1963 for Z24, 1961 for Tamar) and experienced
decades of use before being fitted with sensors. Where the two differ is that the Z24
bridge had been taken out of use, but the Tamar suspension bridge continued to be
used normally for the duration of the project.
While the Z24 and Tamar bridges provided widely used datasets, the possibility
of fusing structural and environmental data has rarely been considered. When it
has, this has sometimes taken the form of purging the structural data of temperature
effects. Dervilis et al., identified outliers in the natural frequency of the Z24 bridge
using robust multivariate outlier statistics and then used cointegration to remove
environmental effects, before identifying which outliers were due to damage [201]. An
affinity propagation algorithm - where exemplars are found in order to form clusters -
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[202] and heteroscedastic Gaussian processes - Gaussian processes that do not assume
constant noise across the input - [203] have also been used for filtering environmental
effects on the Z24 bridge.
1.4.1.4 Alternative approaches for damage detection with data fusion
Flammini et al. took a different approach to those discussed so far, proposing the
DETECT model for fault classification [204]. However, the model was ultimately only
applied to the monitoring of railway infrastructure [205]. Zhang, Jo and Smyth and Wu
have all used Kalman filters to detect damage by estimating sensor readings at different
locations on a bridge. Smyth and Wu used Kalman filtering to estimate velocity and
displacement based on simulated acceleration data [206], Zhang fused accelerometers,
strain gauges and displacement transducers [207], and Jo used strain and acceleration
sensors only [208]. Sim et al. used damage locating vectors to combine strain gauge
and accelerometer data on a numerical model of a bridge truss and looked for damage
indicators such as changes in stiffness [209]. In later work by the same group, strain
gauge and accelerometer data from the Sorok bridge in South Korea were fused by a
multimetric, data-based algorithm, in order to predict bridge displacement, a potential
indicator of deterioration [210, 211]. Bruschetta et al. combined cable elongation data,
recorded by strain gauges, with force measurements, recorded by elasto-magnetic sensors,
and a priori knowledge of the bridge design and laboratory calibration to estimate the
load on a bridge near to Trento in Italy [212]. Similarly, Zonta used strain gauge and
thermometer data to estimate steel cable tension using Bayesian inference [213]. Sun et
al. proposed a framework for data fusion in SHM that used an adaptive resonant theory
neural network and adaptive fuzzy inference to combine global positioning satellite
displacement data with wind speed data, in order to determine the structure health
index for a cable bridge [214]. Cho et al. used a Kalman filter to fuse strain and
acceleration data obtained from a concrete test bridge so that the bridge’s displacement
could be estimated [215]. Zhang and Xu used a finite element model, Kalman filters and
a radial basis function ANN to combine strain gauges, accelerometers and displacement
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sensors for damage detection, although this work was only applied to laboratory-based
steel beam [216].
1.4.1.5 Summary
The present literature leaves a number of potential gaps for further work to be done.
Indeed, it was noted by Kulkarni et al. in 2011 that ANNs are potentially very well
suited to data fusion applications in BSNs, but have seldom been used [217]. Residual
generation is an attractive option, since it allows for the deviation of bridge behaviour
to be quickly identified, but only simple regression models have been used so far; the
noise tolerance and short term memory of ESNs could allow for better models to be
generated. Subtleties in the performance of bridges and the temporal relationship
between factors affecting bridge behaviour justify the use of CI techniques that are
well-suited to time-series data. Furthermore, once anomalous behaviour is identified,
further interpretation is required to determine the cause. No approach to date has
attempted to use both environmental and structural sensors in combination to model a
different structural sensor.
1.4.2 Sensor Validation
Also of interest is the issue of sensor validation, or the performance monitoring of sensors.
Sensor failure in SHM applications can potentially lead to the erroneous identification of
structural damage, due to the presence of anomalous signals in the data. It is, therefore,
important that any technique used for processing BSN data is sufficiently robust to
account for sensor faults [218]. Yung identified eight types of sensor failure: hardover,
bias, spike, stuck, erratic, cyclic, drift and nonlinear [219]. The characteristics and
possible causes of these faults are recorded below [220–223].
1. Hardover A sudden and full deflection in sensor reading, usually caused by
sudden changes in the operating environment, or an offset error in the sensor
system.
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2. Bias A sensor is offset from its true value by a constant amount. This is often
due to ageing sensor components.
3. Spike An abrupt, but short, deviation from the regular signal, often caused by
external disturbances or a fault in the operating environment.
4. Stuck The sensor value remains fixed at a constant value due to a blockage on
the sensing line.
5. Erratic Random measurements are returned either continuously or intermittently,
due to the ageing of the sensor.
6. Cyclic Cyclic variations in the signal due to factors such as temperature changes.
7. Drift A bias is systematically or gradually added to the sensor reading, caused
by sensor contamination or ageing.
8. Nonlinear Similar to the cyclic fault, a nonlinear variation is added to the signal.
Despite the increasing use of BSNs in SHM, there is a relative paucity of research into
sensor validation in an SHM context [224, 225]. A general review of sensor validation
in SHM has recently been published by Yi et al. [226]. Much of the work that has
been done has focused on piezoelectric sensors, which are typically used to monitor
structural health using either modal analysis, electromechanical impedance or Lamb-
wave propagation [227]. Several different groups have looked at using changes in one
of the capacitance, impedance, admittance or susceptance of the sensors to find and
isolate faulty piezoelectric sensors [225, 228–233]. In an alternative approach, Mulligan
et al. were able to correct faulty sensors by analysing changes in the physical transducer
modal damping at frequencies around piezoceramic resonance and then using a finite
element model to produce a correction factor [234], while Liang et al. isolated sensors
that produced outlying values and reworked sensor-paths as a means of reconstructing
faulty sensor data [235].
For other modalities of sensor, one typical validation approach is to attempt to model
the regular behaviour of the sensor and to then calculate the difference between the
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model and the actual sensor behaviour, known as the residual. The methods that have
been used for residual generation are given in Table 1.1, along with other approaches to
sensor validation.
The problem with all of these sensor validation approaches is that they assume that
the structure in question is in good condition, and that anomalous sensor readings are
due to sensor faults, rather than structural faults. Hamid et al. used Dempster-Shafer
theory of evidence to fuse sensors after calculating a simple reliability value based on
the number of false readings given by a sensor over a set window of readings [264], but
this approach did not actually identify specific sensor faults. There has only been one
credible attempt to detect both structural damage and sensor failure in SHM. In work
performed by Liu et al., natural frequency correlation was used to detect faulty sensors,
which could then be isolated and removed. The remaining undamaged sensors were
then used to examine the vibration pattern emitted when the structure was vibrating
under one of its natural frequencies, which allowed for damage to be detected [265].
However, the applicability of this approach to the SHM of bridges was not considered,
and the work was only trialled on a laboratory structure. The data fusion approach
presented in Chapter 4 contains not only a means of detecting, locating, characterising
and quantifying damage, but also of allowing for the observation of sensor faults on a
‘real-world’ bridge, and isolating those sensors as soon as any faults developed. More
details on this can be found in Section 4.4.2.
1.5 Thesis Outline
This thesis will explore the application of a relatively new RNN technique, the ESN, to
the problem of heterogeneous data fusion in a civil engineering context, in particular
for the detection of damage in concrete structures, such as bridges. To this end, two
separate, quasi-real-world case studies have been performed, with each examining a
different scenario in which data fusion can be of benefit. In the first of these case
studies, presented in Chapter 3, EMAD and covermeter data were combined in order
to locate more accurately the position of defects in rebar. Although the presence and
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Technique Purpose of Use References
Modal Filtering Residual Generation [224, 236]
Principal Component Analysis Residual Generation [237–241]
Auto-Regressive and
Auto-Regressive Exogeneous
Models
Residual Generation [242, 243]
H∞ filters Residual Generation [244]
Kalman Filters Residual Generation [245]
ANN Residual Generation [246, 247]
Naïve Bayesian Classifiers Residual Generation [248]
Auto-Regressive Exogeneous
Models
Modelling the Relationship
Between Two Sensors [249]
Auto-Regressive Exogeneous
Models Correcting Faulty Sensor Values [250]
Clustering Algorithm Sensor Validation [251]
Sliding Mode Observer Estimate Sensor MeasurementCoherence [252]
Kullback-Leibler
Divergence-based Analytical
Model
Sensor Fault Amplitude
Estimation [253]
State-Space Model Create an Error Function [254]
Largest Empty Rectangle
Problem Sensor Validation [255]
Null Space-based Algorithm Detect Sensor Faults [256]
Adaptive Differential Evolution
Algorithm Detect Sensor Faults [257]
Damage Locating Vector Sensor Validation [258]
Bayesian Belief Network Fault Detection in StrainGauges [259]
k-Medoid Clustering Algorithm Detection and isolation of sensorfault [260]
Minimum Mean Square Error
Estimate, Multiple Hypothesis
Test, Generalised Likelihood
Ratio
Detect, Identify and Quantify
Sensor Damage [261]
Multivariable statistical model Detect sensor faults [262]
Bayesian inference Detection and isolation of sensorfaults [263]
Table 1.1: Different techniques used for sensor validation
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location of defects was controlled, the EMAD and covermeter data were both obtained
from two real, physical reinforcing meshes that were surveyed in the same fashion that
a typical reinforced structure would be surfaced. In the second, presented in Chapter
4, tilt, temperature and strain data, taken over the course of a three year footbridge
monitoring project, were fused, allowing for the detection, location, classification and
assessment of damage sustained by the bridge, along with the development of faults in
the sensors. While potentially damaging events were manually enacted, the footbridge
was a real structure that had been in regular use since the 1960s when the monitoring
project began, and was still subject to environmental effects for the duration of the
project. The fact that these case studies were rooted in quasi-real-world scenarios is
significant, since Khaleghi noted in a 2013 survey of the data fusion literature that only
6% have a ‘practical perspective’ that does not use simulated data [266].
1.6 Research Questions
This work was carried out in order to answer the following research questions:
1. Can heterogeneous data fusion lead to improved sensor data interpretation using
a relatively new RNN technique from the field of reservoir computing, ESNs?
2. Can any ESN heterogeneous data fusion improvements be demonstrated in quasi-
real-world scenarios for:
(a) NDT, and
(b) SHM?
rather than relying on simulated data streams?
3. Can systematically applying the properties of ESNs for heterogeneous data fusion
affect the extent to which expert interpretation might otherwise be required?
Figure 1.8 gives a schematic guide the the themes and data modalities in each case
study, and where the research questions are answered.
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Heterogeneous
Data Fusion
NDT Case Study 1
Reinforced concrete
Chapter 3
Data fusion
testing mesh
MFL
Cover depth
Fusion ESN
RQ1 RQ2a RQ3
SHM Case Study 2
WSN on a footbridge
Chapter 4
NPL
Footbridge
Strain
Tilt
Temperature
ESNa
RQ1 RQ2b
Tilt
Temperature
ESNb
ESNc
RQ3
Figure 1.8: The themes present in the thesis, and how they answer the research
questions. The NDT-based case study used magnetic flux leakage (MFL) data and
cover depth data arising from a steel reinforcing mesh, while the SHM-based case study
used strain, tilt and temperature data obtained from the National Physical Laboratory
(NPL) footbridge by a bridge-based sensor network (BSN).
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1.7 Contribution to Science and Novelty
In the above review of the existing literature, a number of gaps were identified as
potential areas for research. This thesis aimed to fill these gaps, broaching new areas in
both SHM and NDT alike.
1.7.1 Novelty of research
In seeking to answer the two research questions, the two case studies that are presented
in Chapters 3 and 4 make novel contributions to NDT and SHM, respectively:
• As shown in Chapter 2, the use of ESNs for data fusion in SHM and NDT has
not previously been attempted, and the work in this thesis enters new territory in
this regard.
• Heterogeneous data has not previously been fused in order to detect the location
of defects on rebar.
• No past work has attempted to combine any MFL technique with covermeters.
• Chapter 4 presents a ‘suite’ of ESNs for simultaneously detecting, localising,
characterising and assessing damage to a monitored bridge.
• Chapter 4 also shows how environmental sensors and physical sensors can be
combined together in the modelling of other physical sensors.
1.7.2 Industrial impact of research
As well as being of academic interest, the work contained in this thesis is also relevant to a
number of directions presently being pursued in industry. The Netherlands Organisation
for Applied Scientific Research stated in its 2015 - 18 action plan that one planned
activity was the development of a data fusion model for the detection of corrosion in
rebar using heterogeneous NDT sensor data [172], while Oak Ridge National Laboratory,
working for the US Department of Energy, set up a working group to develop a data
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fusion algorithm for NDT [171]. The American Society of Civil Engineers’ 2017 report
card mentioned that embedded sensor technologies allow for the earlier identification of
structural problems in bridges, suggesting that any method that could better exploit
these sensor technologies would be of great benefit.
Furthermore, the EMAD is not an experimental technique; it is a method that has
been used commercially to inspect the condition of several ‘real-world’ structures. The
improvement in the interpretation of EMAD data in Chapter 3 will deliver a genuine
industrial impact, as the techniques can be used to improve the accuracy of EMAD
surveys. This, in turn, will allow faults to be detected and repaired in a timely fashion,
before a critical structural failure can occur.
Pailes identified that one of the problems with using NDT techniques is that the best
threshold value to apply to results can vary depending on certain environmental factors,
and does not always correspond to recommended thresholds given in the literature. This
means that in order to obtain the best results, a solid understanding of the different
factors that can influence measurements is required [34]. This is also true when using
the EMAD, which is not sensitive to environmental factors but does have a dependency
on the distance between the probe and the rebar, discussed in more detail in Chapter 3.
This work has shown for the first time that using data fusion to account for variance in
this distance led to an optimal threshold that was almost constant, especially when
compared to the much more widely varying AT, which is the present approach to
processing EMAD data.
While the work in Chapter 4 deals with a ‘real-world’ bridge that was taken out of
regular use and manually damaged over a period of time, other published monitoring
projects, such as the Tamar suspension bridge, looked at data collected from a large
structure that was under constant use. The increasing use of such sensor networks on
‘real-world’ bridges means that the methods and principles developed in Chapter 4 can
be applied to these structures in order to detect and monitor damage.
A further discussion of the novel contributions of this work and the practical
applications of the thesis can be found in the concluding chapter, Chapter 6.
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British Institute of Non-Destructive Testing (NDT 2014), pages 289 - 300, September
2014.
A. J. Wootton, C. R. Day, and P. W. Haycock. An echo state network approach
to structural health monitoring. in 2015 International Joint Conference on Neural
Networks (IJCNN), pages 1 - 7, July 2015.
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networks for static pattern recognition. Cognitive Computation, 9(3):391-399, 2017.
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Neural Network Analysis of Volatile Organic Compounds for the detection of lung
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1.9 Thesis Layout
The remainder of the thesis is organised as follows. Chapter 2 looks at past CI approaches
to the problem of data fusion and presents the CI approach used here. Chapter 3
presents the first case study, wherein EMAD and covermeter data were fused for the
accurate location of defects in reinforced concrete. Chapter 4 presents the second case
study, where three modalities of sensor data were fused for the detection, localisation,
classification and assessment of damage to a ‘real-world’ footbridge. These case studies
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are brought together and discussed in Chapter 5, while Chapter 6 concludes the thesis.
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CHAPTER 2
Computational Intelligence Approaches
2.1 Introduction
This chapter explores developments in data fusion, considering past CI approaches.
Following this, the CI technique that was used for the work presented in this thesis, the
ESN, is presented in more detail, along with recent ESN applications.
2.2 Data Fusion
Perhaps the simplest, and most concise, explanation of why a data fusion approach can
be valuable was given by Bellot et al. in 2002 [267], who described four possible ways
in which data fusion may improve the performance of a system:
1. Representation The data at the end of the fusion process has a greater granular-
ity or level of abstraction than each input dataset, providing a richer understanding
than the original sensors.
2. Certainty The probability of the results being correct following fusion should be
greater than the probability prior to fusion.
3. Accuracy Similar to the gain in certainty, the standard deviation of results
should be smaller, with noise and errors eliminated.
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4. Completeness Bringing together multiple sources of information on an environ-
ment should result in a more complete picture of the environment.
Consequently, an ideal system for fusing heterogeneous data would take in sources
of data with limited individual use and provide insights that can not be derived from
the individual sensors alone, suppressing noise and giving a fuller overall picture. The
benefits of the data fusion approaches presented in Chapters 3 and 4 are demonstrated
by an assessment against these four criteria.
Although multisensor data fusion has been used in fields such as NDT, as detailed
in Chapter 1, it was initially developed for military applications. Indeed, it was a
United States Department of Defence working group, the Joint Directors of Laboratories
(JDL) Data Fusion Working Group, that was responsible for the most commonly used
data fusion model: the JDL model [268, 269]. Since its publication in 1991, the
creators proposed revisions in 1999 [270] and 2004 [271]. It is a conceptual model that
decomposes the data fusion problem into five levels of fusion:
• Level 0: Source preprocessing The preparation of sensor data for fusion.
• Level 1: Object refinement For example, combining data relating to a target
so as to classify that target.
• Level 2: Situation refinement The use of fusion to estimate of the relationship
between different targets, such as temporal behaviour.
• Level 3: Threat refinement The use of fusion to estimate the effects of the
target’s behaviour.
• Level 4: Process refinement Optimisation of the data fusion process.
As an example of how this framework can be used, the work presented in Chapter
4 seeks to characterise different types of damage to a footbridge (Level 1), estimate
the temporal relationship between different types of sensor (Level 2) and estimate an
overall level of damage (Level 3). It should be noted, however, that the model has been
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subject to criticism due to its data-centred and abstract nature. This has led to the
formulation of a number of alternative models [272].
In 2013, Khalegi published a comprehensive review of the state of the art in the
field of data fusion [266]. This review identified a number of challenges for data fusion
approaches, some of which are particularly pertinent for the work in this thesis. For
example, problems such as data imperfection, where sensor measurements feature
uncertainty and imprecision, outliers in sensor data, differing data modalities, and the
presence of dynamic time-variant phenomena are particularly relevant.
Khaleghi also identified a major drawback in the present body of literature: of
over 50 papers that were surveyed, only 6% examined data fusion from a ‘practical
perspective’. The other papers were limited to using simulated data, or unrealistic tests.
Of those papers that did take a more ‘practical’ approach, many suffered from a lack of
knowledge of the ground truth, preventing any in-depth performance evaluation. An
important feature of the work presented in Chapters 3 and 4 is that real, empirically
recorded data from real sensors was used and that the ground truth was known.
While the scope of this thesis is limited to NDT and SHM, data fusion has been
applied across several other domains. A further review published by Khaleghi in 2015
gave examples of how fusion has been used for military applications such as landmine
detection and target tracking, but also non-military applications like air traffic control,
healthcare and environment monitoring [273].
The many different methods applied to data fusion are not detailed exhaustively
here, since the most common of these are covered in existing reviews of the state of
the art [274–277]. Among these are some of the most popular approaches, such as
Kalman filtering, wavelet transform and probabilistic grids. Of particular interest are
CI techniques, especially the ANN, which can be trained to learn the relationship
between different input and output variables. ANNs have long been used for data
fusion, as demonstrated by Luo and Kay’s 1989 review of data fusion techniques, which
listed a number of ANN approaches [278]. ANNs have also been used in the domain of
NDT (see, for example, work by Helifa et al. [279], Sambath et al. [280], and Sutcliffe
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and Lewis [281]) and SHM (for example, the work done by Abdeljaber et al. [282],
Chatterjee et al. [283] and Dworakowski et al. [284]).
One flavour of ANNs, the ‘Deep Learning’ or ‘Convolutional’ ANN, has been the
subject of an increasing amount of research in recent years. For example, they have
been used to combine image and radar data [285], image and text data [286], and
LiDAR and aerial photography [287]. However, certain practical considerations have
to be made relating to the implementation of any data fusion technique. There have
even been attempts to integrate Deep Belief networks with ESNs [288–290], although
this work is still at an early stage of development. One requirement for the approaches
used here was that the computational requirements during both training and testing
would not be prohibitive. For example, in Chapter 3, one desirable outcome of the
work would be that a surface could be surveyed using the EMAD and covermeter, and
the results viewed on-site. Deep Learning networks require considerable amounts of
time and computational resources during training, and often have to be implemented
on graphics processing units with greater parallel processing power [291–293]. In one
example from 2012, two graphics processing units had to be used, since the 3 GB
of memory available on a GTX 580 was insufficient for the Deep Learning network
that was implemented, which also required 1.2 million samples of training data [294].
Sufficient levels of processing power and data would not be readily available for training
in the applications considered here, and so Deep Learning networks were discounted as
an option.
2.3 Echo State Networks
It was explained in Section 1.2 that ESNs are particularly suited to the complexities of
the spatially and temporally longitudinal data used in Chapters 3 and 4. The remainder
of this chapter is dedicated to fully detailing ESNs and exploring recent applications in
a variety of fields.
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2.3.1 ESNs in the field of RNNs
RNNs are a class of ANNs that fundamentally differ from more traditional feedforward
ANNs, such as Multilayer Perceptrons (MLPs), in that they have at least one cyclic
path of connections. They have been the subject of several reviews in the past, including
those by Medsker and Jain [295] and Cardot and Bone [296].
While MLPs transfer data forwards through a number of different layers of neurons,
an RNN will also include connections that feed data back into the network [297]. A
simple Elman RNN model might have a similar architecture to an MLP, with an input
layer, hidden layer and output layer, but with the distinction of having a ‘contextual
layer’ of neurons that take the output of the hidden layer and feed it back into the
hidden layer at the following timestep (see Figure 2.1) [298]. This contextual layer sets
the simple Elman RNN apart from other varieties of ANN by allowing the network
to ‘remember’ past network states, but at the cost of making the training procedure
more complex. Although the gradient-based training procedures that are typically used
by ANNs have been adapted for use with RNNs, they are susceptible to long training
times, along with vanishing gradient (where the error gradient used for training weights
quickly reduces to zero) and exploding gradient (where the error gradient grows large
exponentially) problems [299].
One alternative machine learning approach to the sort of temporally or spatially
varying data that can arise from NDT and SHM projects is the Time-Delay Neural
Network (TDNN) [300]. The TDNN has previously been compared to ESNs in an NDT
context by Butcher in 2012, and offers a way to include information about previous
timesteps in a dataset by effectively expanding the size of the input layer through the
use of delay lines [301]. While TDNNs fall are a type of feedforward network, rather
than an RNN, the fact that the hidden layer has access to both the current timestep and
multiple previous timesteps gives the networks the ability to learn temporal variations.
A schematic diagram of the typical TDNN architecture is given in Figure 2.1, where it
is compared to an Elman RNN and an ESN. Like an RNN, the number of weighted
connections involved and the backpropagation training algorithm mean that TDNNs
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Figure 2.1: A side-by-side comparison of the schematic diagrams for (a) Elman RNNs,
(b) TDNNs and (c) ESNs. Weighted connections that are trained are represented using
a solid arrow, while weighted connections that are randomly generated at initialisation
and subsequently fixed are represented with dashed arrows. Only the sparsely
interconnected reservoir of the ESN allows for a more flexible short term memory than
the fixed memory lengths of Elman RNNs and TDNNs.
are susceptible to long training times and vanishing gradient problems [302].
As stated in Section 1.2, ESNs are a form of RNN that use a sparsely interconnected
reservoir of neurons in order to learn temporal patterns. In effect, they provide a new
training rule that is designed to overcome the problems with RNN training procedures
[26]. The presence of context units in a traditional RNN adds complexity and irregularity
to the network weight search-space, which, in turn, increases both the time required
to find optimal network weights and the chance of becoming trapped in local minima.
In contrast, the ESN approach is to keep all of the weighted connections constant
throughout training, with the exception of those between the reservoir and output layer.
Instead of using more complex training methods such as backpropagation through time,
a linear approach such as ridge regression will typically be used.
There is an additional drawback to using a standard RNN or TDNN for processing
timeseries data: the strictly controlled temporal extent of the network’s memory. The
context units in an Elman RNN only allow for one additional timestep of information to
be fed into the network, while the number of timesteps used by a TDNN is determined
prior to network initialisation. Finding the best number of timesteps to include requires
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a degree of optimisation, and the greater the number of timesteps, the greater the
computational resources required for training. A fixed window of past inputs may also
not necessarily be suitable for all applications. For example, in the NDT case study
given in Chapter 3, the range of datapoints over which magnetic anomalies can be seen
varies depending on a number of factors.
By way of contrast, carefully controlling the degree of recurrence in the reservoir
gives ESNs their key characteristic: the echo state property [22]. This is simply defined
as the state of the ESN, S at any time t depending not only on the input at t, but also
on the input at all previous time steps. The state of the network at t is governed by an
echo function, E, which maps the history of the matrix of network inputs, u, to the
current network state, as shown in Equation 2.1 [303, 304]:
S(t) = E(...,u(t− 1),u(t)) (2.1)
Rather than having a fixed memory length, the sparsity of the reservoir allows for a
more flexible short-term memory, making ESNs more suitable for the two case studies
presented here than the standard RNNs or TDNNs.
2.3.2 ESN parameters
One advantage of ESNs is the ability to tune a range of network parameters, adjusting
the behaviour of the ESN and potentially allowing for improved performance in practical
applications. The remainder of this section deals with these tunable parameters, a
general guide to which is given by Lukosevicius [29].
2.3.2.1 Leak rate
Although ESN reservoir neurons were initially simple additive units with sigmoid
activation functions, most ESN reservoirs now use leaky integrator neurons, first
proposed by Jaeger in 2007 [305]. The activation of a leaky integrator neuron in an
ESN reservoir is given by Equation 2.2 [306]:
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x(t) = f((1− δ)x(t− 1) + δ(Wresinpu(t) + Wresresx(t− 1))) (2.2)
In Equation 2.2, f is the activation function (typically tanh) Wresinp is the input
layer to reservoir weight matrix, x(t) is the vector of the activations of the reservoir
neurons at t, Wresres is the reservoir weight matrix (drawn randomly from a Z distribution)
and δ is the leak rate, which determines the extent to which ESN reservoir neurons’
activations decrease over a period of time. In this way, the leak rate can be used to
modify the behaviour of the reservoir, since higher leak rate values have been shown to
lead to faster reservoir dynamics [307, 308]. It can also be seen from Equation 2.2 that
adjusting the leak rate allows for the network’s dependence on both past and present
inputs to be fine tuned. A leak rate value very close to unity will increase the ability
of the ESN to recall past inputs, but will also decrease the ESN’s ability to recall the
most recent inputs [306].
2.3.2.2 Spectral radius
The short term memory of an ESN is also affected by the spectral radius. The spectral
radius is used to uniformly scale the reservoir weights, and the dependence of the final
reservoir weights on the spectral radius can be seen in Equation 2.3:
Wresres =
α×W′resres
|λmax| (2.3)
In Equation 2.3, Wresres is the final reservoir weight matrix, λmax is the maximum
eigenvalue of W′resres , which represents the initial reservoir weight matrix, and α is a
scaling factor. At this point, it is important to note that there is some confusion over
these terms in the literature. Initially, the spectral radius was defined as λmax, with
α termed the spectral radius scaling factor [303, 306]. However, it has since become
common to refer to α as the spectral radius (see, for example, work by Tong et al. [309]
and Venayagamoorthy and Shishir [310]), since α is a tunable parameter and λmax is
simply a property of the initial reservoir weight matrix that was generated. In this
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thesis, the latter convention is used, and the term ‘spectral radius’ refers to α. An
ESN with a value of α smaller than one is guaranteed to have the echo state property,
although it is possible to obtain the echo state property with a value of α greater than
one, if zero is not an admissible input [22, 303]. After the work of Buehner and Young in
2006 [311] there was, for a period, a commonly held assumption that having a spectral
radius less than unity was not just sufficient for the echo state property, but necessary.
However, this was corrected by Yildiz et al., who showed that the echo state property
can be obtained for spectral radii much greater than one, so long as the driving input is
sufficiently strong [312]. Small values of α generally yield a network with a very short
memory of past inputs, while values of α closer to one tend to lead to networks that
are able to recall further into the past [313, 314].
2.3.2.3 Input scaling
It is also possible to uniformly scale Wresinp, in order to adjust the extent to which the
reservoir neurons are driven by the present input, in accordance with Equation 2.2. The
dependence of Wresinp on the input scaling, ι, can be seen in Equation 2.4, where W′resinp is
the initial input weight matrix.
Wresinp = ι×W′resinp (2.4)
Finding an optimal value for the input scaling is just as important as finding an
optimal value for the spectral radius, since an excessively high value can cause the
present vector of inputs to dominate the reservoir and wipe out any useful internal
dynamics [315]. The input scaling also significantly affects the behaviour of the reservoir:
higher input scaling values lead to increasingly non-linear behaviour [316], while low
input scaling leads to linear behaviour [44]. When using a tanh activation function,
large input scaling causes reservoir neurons’ activations to take values at the extreme
points of the tanh curve, meaning that they effectively act in a saturated manner [29].
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2.3.2.4 Reservoir size
While the number of input and output neurons is usually determined by the dimen-
sionality of the input data and the desired network output, the number of neurons
present within the ESN reservoir (the reservoir size) can be optimised according to the
task. Having a sufficiently large reservoir is important, since it has been found that
reservoir size is critical to an ESN developing suitable internal dynamics [315]. It has
been shown in the past that a larger reservoir leads to both improved performance
and greater memory capacity [317]. Indeed, the memory capacity of an ESN is limited
by reservoir size, and the number of time steps that an ESN can recall cannot exceed
the number of neurons in the reservoir [22]. Furthermore, as reservoir size increases,
the variability in trained ESNs decreases, and at a reservoir size of 20,000 neurons,
the difference between trained ESNs is usually negligible [318]. A large reservoir is,
therefore, desirable in most applications.
Unlike the other ESN parameters, the reservoir size can determine computational
tractability. Although the relatively efficient training process for ESNs allows very
large reservoirs to be trained relatively quickly, increasing the reservoir size leads to an
associated increase in computational cost. It is, therefore, usually recommended that
the reservoir should be as big as is computationally affordable, and that the minimum
reservoir size for a task should be equal to the number of time steps of memory required
[29]. However, this may not be true for some tasks, and the best reservoir size for
any given dataset should be determined by analysing test data performance. This
thesis examines the use of ESNs in ‘real-world’ applications, where short training times
and near-immediate responses to input data are preferable, so as to provide real-time
monitoring. Consequently, there must be some trade off between reservoir size and
training time. It was decided that reservoir size would usually be limited to 500 neurons,
which is large enough to allow for good performance, but not so large that training and
response times are prohibitive.
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2.3.2.5 Reservoir connectivity
The reservoir connectivity determines the fraction of the reservoir neurons that are
connected together, such that reservoir connectivity of unity leads to every single weight
in W′resres being non-zero, and connectivity of zero means that every single weight in
W′resres is zero (i.e. there are no internal reservoir connections). While some improved
performance has been obtained by optimising the reservoir connectivity (in the work of
Song and Feng, for example [319]), it is generally considered that the connectivity has
a minimal effect on performance and the richness of reservoir dynamics if the reservoir
size is sufficient [315, 320]. The reduced number of connections that results from a
decreased reservoir connectivity does have the advantage of allowing for faster ESN
processing [29].
2.3.2.6 Reservoir adaptation
Before training begins, intrinsic plasticity can be used to optimise the reservoir. Intrinsic
plasticity was first proposed in 2005, and is based on the ability of biological neurons to
change their excitability by modifying voltage gated channels [321]. Intrinsic plasticity is
an input-driven unsupervised learning rule that allows reservoirs to adapt their internal
dynamics to a given task, regardless of the architecture chosen. The rule chosen here
was first detailed by Schrauwen et al. in 2008, and was the first intrinsic plasticity rule
designed for reservoir neurons with tanh activation functions [322]. This states that
if a gain factor, a, and a bias, b, are added to the activation function of each neuron
in the reservoir, as shown in Equation 2.5, then a and b can be updated according to
Equations 2.6 and 2.7.
fgen(x) = f(ax+ b) (2.5)
∆b = −η
(
− µ
σ2
+− y
σ2
(
2σ2 + 1− y2 + µy
))
(2.6)
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∆a = η
a
+ ∆bx (2.7)
In Equations 2.6 and 2.7, y is the output activity of the neuron, η is the learning
rate (set to 0.001), µ is the desired mean of the distribution of neuron outputs (usually
zero) and σ is the desired standard deviation of the distribution of neuron outputs
(set to 0.1). The idea is to maximise the amount of information on its inputs that is
contained in each neuron’s output and to drive the distribution of the neuron outputs
so that it is exponential.
The input data is randomly fed into the network for a set number of epochs, which
can be adjusted for optimal performance. Like reservoir size, there are practical limits
to the number of epochs of reservoir adaptation that can be performed, since adaptation
is time consuming for large reservoirs or large datasets. Different numbers of adaptation
epochs were trialled for each one of the ESNs used in this thesis.
2.3.2.7 Neuron activation function
The response of an individual ESN neuron for any given input is determined by the
neuron activation function chosen, in accordance with Equation 2.2. While a tanh
activation function is usually chosen, several other functions can be used. Schrauwen
noted that while many different types of function have been used, there is no clear
understanding of why some perform better than others in different tasks [30]. Some of
the possible options are detailed below.
Firstly, let Z(t) be equal to the weighted sum of the inputs to an ESN neuron at
time t, prior to the application of the activation function,
Z(t) = (1− δ)x(t− 1) + δ(Wresinpu(t) + Wresresx(t− 1)), (2.8)
such that the response of a neuron, x(t), using the tanh activation function, is given
by Equation 2.9.
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x(t) = tanh(Z(t)) (2.9)
The tanh activation function offers linear behaviour for inputs around zero, but
will act in an almost binary fashion if the weighted inputs operate at the function’s
extremities.
One commonly used alternative to tanh is the Fermi activation function, given
in 2.10 [322]. Past work has reported success when using this function, particularly
when using reservoir adaptation [323, 324]. While it is similar to the tanh function,
it is bound to the range [0,1], whereas the tanh function is bound to the range [-1,1].
Consequently, an extremely negative weight sum on inputs will result in the neuron
giving an output very close to zero.
x(t) = 11 + e−Z(t) (2.10)
The Lorentzian function was first proposed for use in neural networks by Giraud in
1995, citing the ease of controlling and understanding the stability of a network using
such an activation function [325]. The equation for the Lorentzian function is given in
Equation 2.11. Unlike the sigmoid tanh and fermi activation functions, the output of
the Lorentzian function actually peaks for a weighted input sum of zero, and will give
outputs close to zero for extreme inputs.
x(t) = 11 + Z(t)2 (2.11)
Similar to the Lorentzian is the radial basis function, given in Equation 2.12. Radial
basis functions have long been associated with ANNs, with the first network using a
radial basis activation function (radial basis network) being reported in 1988, and are
useful for their ability to combine a linear dependence on weights with an ability to
model nonlinear relationships [326].
x(t) = e−Z(t)2 (2.12)
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The final possible activation function considered here is the triangular basis function,
which has previously been successfully implemented in ANNs and is given in Equation
2.13 [327, 328]. It is similar in nature to the Lorentzian and radial basis functions in
that it peaks when the sum of the weighted inputs is zero, but differs in that it it
decreases linearly towards zero as the sum of the weighted inputs moves further away
from zero.
x(t) = 1− |Z(t)| (2.13)
The five activation functions presented above were all used in this thesis, since each
one could potentially subtly affect the behaviour of an ESN. The differences between
each function mean that each one could potentially be suited for application to the
datasets used in this thesis.
2.3.3 Recent advances in echo state networks
Since their introduction in 2001, ESNs have continued to be the subject of CI research.
The broad focus of most of this CI ESN research has been to try to obtain a better
analysis of the different properties of an ESN, in order to try and obtain a richer
understanding of the different parameters and properties that make ESNs a powerful
tool for both regression and classification. In addition, some CI researchers have
modified the standard ESN architecture in an attempt to make bespoke networks for a
particular task, or in order to integrate a state-of-the-art CI technique. One challenge
when attempting to apply ESNs to a problem is optimising the different parameters for
a specific task, and different methods for achieving this are also an active area of CI
research. Another interesting area of research is in the physical implementation of ESNs
using photonics, where laser systems are used to create a real, physical ESN, rather
than relying on purely software simulations of their properties. ESNs typically use a
simple, linear readout, although other readouts have been suggested in the literature,
along with alternatives to the usual ridge regression approach to training. A summary
of these most recent developments, along with the corresponding references, is given in
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Table 2.1.
Type of Development References
Property Analysis [329–335]
Modification to ESN Architecture [336–344]
Parameter Optimisation [345–348]
Physical ESNs using Photonics [349–351]
New Readout [350, 352]
New Training Regime [353–355]
Table 2.1: Recent developments in ESNs.
One further area of study is in the unconventional use of ESNs as a static pattern
classifier. This approach involves ‘clamping’ the usually time-varying trained-network
inputs by simply repeatedly presenting the same input pattern as part of a short
static sequence [356–358]. This unusual ESN modality has been at the core of recently
published CI research, some of which has arisen from the work described in this thesis
(see Appendix B). Applying the clamped ESN methodology to hyperspectral data
obtained from plant samples in a laboratory setting showed that, contrary to perceived
wisdom, it is possible to obtain good classification accuracy without having to wait for
the reservoir’s internal states to settle, providing that the number of input presentations
used with unseen test data is the same as that used in training. This interesting work
is outside of the scope of this thesis, but is presented in Appendix B.
2.3.4 Typical echo state network applications
ESNs have been applied in a wide range of fields since they were first presented in 2001.
In 2012, Lukosevicius gave several examples of the typical applications that ESNs have
been used for [359], while a more recent paper by Goudarzi and Teuscher suggested
a set of open problems facing reservoir computing in 2016, recommending the use of
ESNs for high-dimensional video data [360]. The most recent applications of ESNs are
summarised in Table 2.2.
What each of these applications has in common is that they exploit the short-term
memory of ESNs for signal processing applications. For example, much of the medicine-
based research concerned the processing of electroencephalographic signals for different
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Application References
Audio Processing [361, 362]
Cryptography [363]
Data Detrending [364]
Energy [365–369]
Industrial [370, 371]
Medicine [372–379]
Networking and Communications [380–385]
Optics [386]
SHM [387]
Trajectory Estimation [388, 389]
Table 2.2: Recent areas of application for ESNs.
purposes, while many of the energy and industrial applications used ESNs for processing
longitudinal sensor data. In the case of cryptography, the ESN reservoir was used as an
encryption and decryption key for data streams as they were sent and received. While
they are a relatively recent addition to the neural network researcher’s tool-kit, ESNs
are becoming a well-established technique for dealing with temporally and spatially
variant data, and are, hence, an appropriate tool for use in the case studies included in
this thesis.
2.3.5 Echo State Network approaches to data fusion
Although the use of ESNs for heterogeneous data fusion in SHM and NDT is a novel
contribution of this thesis, ESNs have been used to carry out some limited data fusion
in the past. This section outlines these past approaches.
2.3.5.1 Human activity classification
One of the areas where ESNs have been most commonly used for data fusion is in human
activity classification. This is largely due to the work by researchers from the University
of Pisa. In the work published by Bacciu et al., some rooms were fitted with four
sensors each, and the radio signal strength between these sensors and sensors strapped
to a human subject was measured. ESNs were then used to estimate whether the
person was about to change room or not based on their trajectory [390, 391]. Similarly,
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Palumbo et al. published work where the strength of signals shared between mobile
phone-based sensors and environmental sensors was gathered in order to classify the
type of activity being performed by a subject, who would carry the phone about their
person. A decision tree was used to determine a broad category for the activity, and
then the information would be fed into an ESN in order to find the specific task that
was done, such as falling, cycling, standing, walking, lying or bending [392, 393].
Away from the University of Pisa, other researchers have also attempted to classify
different human activities by fusing data with ESNs. Scherer et al. combined video
and audio data [394], and channels of modulated microphone data [395–397] in order
to detect human laughter. Meanwhile, a 100% success rate was achieved when an ESN
was used to fuse data gathered by nine separate video recorders in order to recognise
when a tennis player had played a forehand shot [398].
2.3.5.2 Trajectory estimation
One of the most common uses of data fusion is target tracking, one part of which is
trajectory estimation. ESNs are amongst the many techniques that have been used to
accurately predict the trajectory of a target. Li et al. used ESNs as one part of a larger
data fusion scheme, which used RADAR data from different sensors for final trajectory
estimation [399]. In a similar work, Shao et al. also used ESNs as one part of a wider
fusion scheme for vessel tracking. In this case, the ESN was used to predict a control
input for a Kalman filter by taking in position data, velocity data and the previous
control input [400]. The idea of employing an ESN as part of a larger fusion was also
used by Tsai et al., who filtered noisy observation data using the corresponding robot
image velocity, in order to produce a noise-free parameter value for a Kalman filter to
use to estimate the optimal system state. The ultimate object of this work was visual
state estimation, where dynamic moving targets are tracked [401].
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2.3.5.3 Robotics
In 2015, Qin and Lei used ESNs to combine twelve sensors embedded on a human to
move the arm on an NAO humanoid robot, with outputs corresponding to the behaviour
of the arm joints on the robot [402]. The same style of robot had previously been used
by Kanoi and Hartland, who embedded the robot with 15 sensors so that an ESN could
detect walking instability that could lead to a fall [403].
2.3.5.4 Damage detection and remaining useful life estimation
The damage detection task is not unlike the work carried out in the later chapters of this
thesis, in particular Chapter 3. Sun et al. used an ESN to predict the discrete cosine
transform composite spectrum entropy for the prognosis of a hydraulic pump [404].
In work performed by Peng et al., ESNs were used to estimate the remaining useful
life of aircraft engines, based on 21 engine information sensors and three operating
information sensors [405].
2.3.5.5 Prediction of meteorological phenomena
The final field of study that have employed ESNs for data fusion is that of meteorological
prediction. An ESN architecture produced by Ruffing and Venayagamoorthy used nine
output units to predict solar irradiance at nine future instances, based on extraterrestrial
irradiance, relative humidity, temperature, barometric pressure, and wind speed data
[406]. Liu et al. used historical wind speed and temperature data as inputs to an ESN
that forecast the short-term wind speeds [407].
2.3.6 Echo state network implementation
In this thesis, ESNs were implemented using the Reservoir Computing Toolbox for
MATLAB [317].
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2.4 Summary
This chapter introduced data fusion, and briefly reviewed some important past works,
before then going on to describe ESNs in detail, building on the short introduction in
Section 1.2. Different ESN parameters were discussed, along with recent advances in
ESNs, typical applications of ESNs and ESN approaches to data fusion in other fields.
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CHAPTER 3
Detection of Defects in Steel Reinforcing Bars
3.1 Introduction
This chapter concerns the application of ESNs to the EMAD technique, and then the
fusion of EMAD data with cover depth data, using ESNs, in order to more accurately
locate and identify defects in rebars.
There are four principle reasons why the fusion of cover depth data with EMAD
data should be beneficial. Firstly, each relates to a physical property of the rebar: the
presence of defects for the EMAD, and the distance of the rebar from the surface for
the cover depth. Secondly, there is likely to be a relationship between cover depth,
and rebar deterioration. This could potentially be exploited by a data fusion regime.
Thirdly, there is a relationship between cover depth and the amplitude of the signals
from the EMAD probe, which is discussed in more detail in this chapter. Finally, the
cover depth is actually highly variable in ‘real-world’ settings, which is a source of noise
in the aforementioned relationships.
The first of these reasons relates to the fact that both the EMAD and cover depth
data look directly at specific properties of the rebar, namely the magnetic flux of the
rebar after energisation and the distance between the rebar and the surface. Several of
the other possible candidates for data fusion would give details on factors that may
indicate an increased likelihood of corrosion, but do not necessarily relate to the current
physical state of the rebar. For example, the sort of information about the probability
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of corrosion that could be provided by the half-cell potential technique, or the data on
the electrical resistivity of concrete provided by the electrical resistivity method could
complement the EMAD probe data, but are determined more by the environmental
conditions than the actual rebar itself. Similarly, RABIT, discussed in Chapter 1, used
GPR to detect delamination and concrete degradation, both of which could potentially
indicate an increased likelihood of corrosion leading to a defect, but which do not give
an insight into the actual physical condition of the rebar. The fact that the cover depth
is a particular physical property of the rebar means that it can then complement the
EMAD technique usefully.
The second reason for the use of the cover depth concerns the relationship between
cover depth and deterioration. Pailes noted that areas with a low cover depth will
probably experience deterioration sooner than areas where the cover depth is greater
[34]. It is, therefore, possible that if an area is found to have a particularly low cover
depth, the likelihood that a magnetic anomaly in the EMAD probe data relates to a
defect increases. As a result of this, information on the cover depth should increase the
confidence in the results of the EMAD probe data.
The third reason is that the cover depth in a ‘real-world’ setting could vary signif-
icantly. For example, the UK Highways Agency standard BD 44/95 states that the
minimum depth of cover for a concrete surface that will be affected by de-icing salts
is 50.0 mm in the UK for grade 40 concrete [408]. European Standard EN 1992-1-1,
approved in 2004, gives Equation 3.1 for the calculation of the minimum appropriate
cover depth, Cmin [409]:
Cmin = max{Cmin,b;Cmin,dur + ∆Cdur,γ −∆Cdur,st −∆Cdur,add; 10 mm} (3.1)
In Equation 3.1, Cmin,b is the minimum cover due to bond requirement (equal to
the diameter of the rebar for separated rebar that are not part of a bundle), Cmin,dur is
the minimum cover due to environmental conditions (between 40 mm and 65 mm for
concrete subject to a cyclic wet and dry environment), ∆Cdur,γ is an additive safety
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element (0 mm in the UK national annex), ∆Cdur,st is a reduction of minimum cover
if stainless steel is used and ∆Cdur,add is a reduction of minimum cover if additional
protection is used. In 2015, Ekolu and Solomon surveyed three newly constructed
highway bridges in South Africa and found that the average cover depth was 51 mm,
with a maximum recorded cover of 90 mm and a minimum of 20 mm [410].
Finally, the magnitude of MFL defect signals is reduced according to distance from
the defect. In 1998, Hillemeier et al. found that the peak to peak amplitude of the
x component of the magnetic field at a defect, App (measured in mT), varies due to
concrete cover c (measured in mm) according to Equation 3.2 [411].
App(n, c) = A¯pp(n)c−1.75 (3.2)
A¯pp(n) is a fitting parameter that depends on the number of fractures in one rebar.
As the concrete cover depth, and, hence, the distance of the scan from the rebar increases,
the amplitude of recorded signals will significantly decrease. This phenomenon is shown
in Figure 3.1, which depicts the X and Z axis components of the magnetic flux recorded
at vertical distances of 42.5 mm and 85.0 mm away from a clean break in a rebar. The
peak to peak amplitude of the X axis component reduces from 4769 at 42.5 mm to 1770
at 85.0 mm, while the peak amplitude of the Z axis component reduces from 4849 to
3171. This reduction becomes more pronounced as the distance increases.
This is important, because the data processing algorithm that has previously been
used for processing EMAD data in commercial surveys (introduced in Section 3.2.2)
considers both the Z axis value and the peak to peak X axis value when producing
its final output. This suggests that it may produce the same output for both a minor
magnetic anomaly scanned at a close distance, and a major defect recorded from further
away. Similarly, an ESN that has only been trained to recognise the high-amplitude
signals seen at a close distance, such as the one described in the following section, may
not recognise low-amplitude signals from a greater distance as representing defects. In
a ‘real-world’ scenario, this could lead to significant defects being ignored, or repairs
taking place to address only minor anomalies. A data fusion technique that could
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Figure 3.1: The X and Z components of the magnetic flux recorded at 42.5 and 85.0
mm above a defect signal. The peak amplitude of the z component signal and peak to
peak amplitude of the x component both reduce as distance from the defect increases.
combine information about the cover depth with recorded EMAD data, would be able
to avoid this problem.
The first part of this chapter showcases a preliminary investigation into the ability
of ESNs to detect defects using EMAD data, in comparison with the current standard
methodology. The remainder of the chapter then details the methodology and results
of the attempt to obtain more accurate results by fusing EMAD and covermeter data.
3.2 Preliminary Work: Application of ESNs to the
EMAD technique
Before the ESNs could be used for data fusion, their suitability for use with the EMAD
technique was tested. To this end, a series of datasets were taken from a reinforced
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concrete test bed, which featured manually inserted defects at known locations, using
the EMAD technique. These datasets were then used to train and test ESNs, with
ESN performance on the test datasets being compared to an Analytical Technique (AT)
specifically designed to exploit the characteristic magnetic signature of a defect seen in
the EMAD probe data.
3.2.1 The Keele University concrete test bed
The datasets were taken from the Keele University concrete test bed, created by Butcher
as part of a PhD project [301]. The test bed was discussed by Butcher et al. in 2013 [45]
and later used by Wootton et al. in 2014 [46]. The test bed featured a steel reinforcing
mesh with an approximate area of 4.25 m x 1.755 m available for an EMAD survey.
This mesh consisted of 5 mm thick rebars separated by 195 mm in both the longitudinal
and transverse direction, encapsulated in concrete. Prior to encapsulation, a number of
defects were manually inserted in the mesh. These defects took the form of either a
clean break in a rebar, the application of corrosion products to a part of the mesh or a
combination of both of these. Corrosion was accelerated by immersing the mesh in a
sodium chloride solution. A total of twelve defects were initially inserted, but three
of the corrosion product defects were lost after encapsulation due to passivation. A
scanning area consisting of ten longitudinal lines, each aligned with a longitudinal rebar,
was set up, the layout of which, along with the location of the nine remaining defects
and the transverse rebars, can be seen in Figure 3.2.
For most of the datasets gathered, the energiser was run along each longitudinal line
in turn from left to right, bottom to top, as shown in Figure 3.2. After the whole mesh
had been energised, each longitudinal line was scanned with the EMAD probe. Once
the data were all gathered, the energiser was then run along each line in the opposite
direction and in reverse order, so that the mesh was left with a remanent magnetic field
with reversed polarity. This ensured that when the procedure was subsequently repeated
a following 16 times, the energiser would definitely be changing the magnetic state of
the steel prior to each EMAD scan. If this step was missed, it is possible that the mesh
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would already be saturated due to a previous scan and that the energiser would not
change the remanent magnetic field. In each case, the mesh was both energised and
scanned at a vertical distance of 41.0 ± 0.5 mm above each rebar. The scanning of the
mesh took place intermittently over a two year period, ensuring that no two datasets
were the same due to the degradation of the mesh over time and small variations in
the energisation and scanning procedure. After the repeats had been completed, a
significant bank of datasets for both training and testing the ESNs had been built up.
3.2.2 Analytical technique for processing EMAD data
In past commercial use, EMAD data was processed using a combination of expert
interpretation and a procedural algorithm, referred to here as the AT. This AT was
tailored to exploit the properties of the characteristic signature of a defect while
disregarding noise, with the aim of highlighting areas featuring significant magnetic
anomalies indicative of defects. An example of some EMAD data, featuring two defects
at known locations, can be seen in Figure 3.3. The two defects can be recognised by
their characteristic shape, as the recorded Z component data rises to reach a peak at
the centre of the defect, while the recorded X component data exhibits a slope with a
negative gradient at this point. For an EMAD scan carried out in a direction opposite
to the direction of the rebars remanent magnetization, the Z component data would
reduce to a negative peak at the centre of the defect and the X component data would
exhibit a slope with a positive gradient. Because of this, the first step in the AT was
to differentiate the Z component data with respect to distance and to then integrate
it with respect to distance using the trapezium rule. The modulus of the integrated
values was then taken. This centred the Z component data about zero and ensured that
the direction of the scan would not affect the final output.
A regular ripple can be seen in the data shown in Figure 3.3, most notably in the
range 0 – 1.5 m. This ripple was due to the presence of transverse bars rather than any
defect and is consequently undesirable noise. Therefore, the next stage of the AT was
to smooth both the integrated Z component data and the x component data using a
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Gaussian filter. The output of a Gaussian filter for the ith point in a dataset is given
by Equation 3.3:
Gi(x) =
∑n=σ/2
n=−σ/2 xi+ne
(di−di+n)2
σ + 1 (3.3)
In Equation 3.3, x is the X component data value, d is the distance of the X
component data point from the start of the scan line and σ is the number of data
points to be smoothed over. When analysing the signal shown in Figure 3.3 by eye, the
primary difference between the noisy ripples and the defect signals is the peak to peak
height in the x component data. Small, sharp decreases in the X component data are
not as significant as the much larger X component signals seen at points of interest. As
a further attempt to minimise the impact of noise on the final output of the AT, a peak
detection method based on Billauer’s peakdet script for locating maxima and minima in
noisy data [412] was incorporated into the AT. This method detected turning points in
the X component data and then calculated the difference in magnitude of consecutive
minima and maxima. An example of the output of the peak detection method for a set
of X component data can be seen in Figure 3.4.
Since the characteristic defect signature features a slope in the X component data,
the next stage of the AT was to calculate the slope by differentiating the X component
data with respect to distance from the start point of the scan line. The final output of
the AT, O, for any given data point was then given by Equation 3.4:
O =
|P ×G(z0 × dxdd )|
O¯
(3.4)
In Equation 3.4, P is the output of the peak detection method at that point, z0
is the value of the centred Z component data at that point, dx
dd
is the value of the
differentiated X component data, O¯ is the mean of O and G represents the Gaussian
smoothing function, which was applied to the product of the centred Z component data
and the differentiated X component data. The overall AT can be summarised as follows:
1. differentiate the Z component data with respect to distance and then integrate it
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using the trapezium rule, again with respect to distance;
2. take the modulus of this value;
3. apply a Gaussian filter to the X component data;
4. detect turning points in the X component data and calculate the difference in size
between adjacent turning points;
5. differentiate the X component data with respect to distance;
6. multiply the differentiated X component data by the centred Z component data
and apply a Gaussian filter to the resultant values;
7. multiply these values by the values obtained by the peak detection method and
then
8. divide throughout by the mean of the output values.
The resultant output data could then be plotted on a two-dimensional contour plot
and a threshold could be applied in order to highlight only the largest anomalies, since
a larger output value would indicate a larger magnetic anomaly. An example of such a
two-dimensional contour plot can be seen in Figure 3.5.
3.2.3 ESN approach
In order for ESNs to be used here, a suitable training regime had to be formulated.
A total of 82 different individual scan lines from datasets gathered over a number of
years were used for training. These were then categorised as either a line featuring a
known defect, or a line without any known defects. This was so that during training,
the ESNs would be presented with an equal number of lines featuring defects and lines
without defects, which would prevent overtraining on either. Each scan line was then
labelled so that at points without a defect the ESN had a target output of -1 and at
points with a defect the ESN had a target output of +1. During training, each scan line
was presented to the ESN in turn and 41-fold cross validation was used. Two datasets,
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Parameter Range varied over Optimal value
Spectral Radius 0 - 2 0.99
Input Scaling 0 - 2 1.8
Leak Rate 0 - 1 0.05
Adaptation Epochs 0 - 10 1
Reservoir Size 1 - 500 475
Reservoir Connectivity
Factor 0.1 - 1 0.65
Activation Function
Tanh, Lorentzian,
Triangular Basis Function,
Radial Basis Function,
Fermi
Tanh
Table 3.1: ESN parameters, the range that they were varied over in order to find the
optimal ESN configuration and the optimal value found for each parameter.
henceforth referred to as dataset A and dataset B, were kept back so that they could
be used as unseen testing data.
However, before the ESNs could be compared to the AT, a good set of ESN
configuration parameters needed to be found for this problem domain. To this end, a
grid search was performed, where ten ESNs would be trained with a certain configuration.
These ten ESNs would then be presented with a test dataset and the average performance
on the test dataset recorded. One parameter in this configuration would then be adjusted
and the process would then be repeated until all of the parameters had been adjusted
over a set range. These parameters, the range of the adjustment and the optimal value
for each are given in Table 3.1.
500 ESNs with the optimal configuration were then trained, and their performance
when presented with the two unseen test datasets compared to the performance of the
AT on the same test data. The reason for training 500 ESNs was that the weighted
connections between reservoir neurons are randomly generated, and an individual ESN
may be particularly well (or poorly) configured, meaning that the performance of that
one ESN would not be representative of the typcal performance that one might expect
to obtain. The results from training 500 ESNs would be more representative of the
typical performance in this problem domain.
Since this is a two-class (‘defect’ and ‘no defect’) problem, performance was assessed
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using a Receiver Operator Characteristic (ROC) curve. Analysis of an ROC curve,
where sensitivity is calculated against False Positive Rate (FPR) at several different
thresholds, provides a richer measure of classification accuracy due to de-coupling of
classifier performance from class skew and error costs, while the area underneath this
curve, the Area Under Curve (AUC), is equivalent to the probability that a classifier
will rank a randomly chosen positive instance higher than a randomly chosen negative
instance [413]. An AUC value of unity is indicative of perfect classification, while a
value of 0.5 suggests that the results from the classifier are little better than guessing.
In machine learning, the AUC has been found to be a better tool for the analysis of
two-class classifier performance than a simple calculation of classifier accuracy [414, 415].
Furthermore, ROC curve analysis has been used for assessing performance in both
NDT [416] and SHM [417]. In the ‘real-world’, the processed EMAD data is normally
presented on a thresholded contour plot, so an evaluation method that considers
performance at different thresholds is particularly useful. The average AUC for the
ESNs was therefore compared to the AUC for the AT on both of the unseen test datasets.
The FPR was calculated in accordance with Equation 3.5, while the sensitivity was
calculated using Equation 3.6.
FPR = FP
FP + TN (3.5)
Sensitivity = TP
TP + FN (3.6)
In Equations 3.5 and 3.6, FP is the number of false positives, TN is the number
of true negatives, TP is the number of true positives and FN is the number of false
negatives. One practical consideration for use of the technique in the ‘real-world’ is
the consistency of the optimal threshold, which can be found by determining the point
on the ROC curve that had the smallest Euclidean distance to the point that would
represent perfect classification, (0,1). When the ground truth is known, as in this case,
finding the threshold that produces the clearest contour plots for defect location is
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Classifier and Dataset AUC Optimal Threshold
ESNs on Dataset A 0.9369 (0.0187) 0.0683 (0.0076)
ESNs on Dataset B 0.9367 (0.0163) 0.0666 (0.0061)
AT on Dataset A 0.9578 4.3468
AT on Dataset B 0.9436 0.9276
Table 3.2: The average AUC found by 500 trained ESNs and the AT on datasets A and
B, with the standard deviation for the ESNs given in brackets. The optimal threshold,
determined by ROC curve analysis, is also given.
trivial. However, in the ‘real-world’, the ground truth is not usually known, meaning
that expert analysis is often required when setting the best threshold. If the calculated
threshold is consistent across different datasets, then expert analysis is not as important.
It was, therefore, considered that for ESNs to be suitable for analysing data taken with
the EMAD, the average optimal threshold should be consistent for both datasets.
Following the ROC analysis, a qualitative analysis of the output of the best per-
forming ESN and the AT was also performed.
3.2.4 Results and Discussion
The two unseen test datasets were presented to the AT and 500 ESNs in turn, with
the resulting average AUC for this given in Table 3.5. Note that in this section, known
defects are referred to by their label in Figure 3.2.
The values in Table 3.2 represent good performance by both techniques on both
of the test datasets. On average, the AT marginally outperformed the ESNs in terms
of AUC. However, the main object of the preliminary work was not necessarily to
outperform the AT, but to obtain performance that was comparable to that of the
AT and, hence, demonstrate that ESNs are a suitable approach to fusing EMAD data
with cover depth data. The fact that the ESNs achieved a high value for the AUC
suggests that it was able to learn to model the temporal relationship between the X
and Z component data. The ability to do this is absolutely key for any approach that
seeks to interpret EMAD data. The fact that this was shown with a relatively simple
ESN model that had only two input units is interesting, and indicates that a more
sophisticated ESN model could potentially outperform the AT.
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The results for the optimal threshold, where the ESN can be said to have out-
performed the AT, are equally interesting. The difficulty in judging an appropriate
threshold when using the AT is made clear by the discrepancy between the optimal
threshold for dataset A, 4.3468, and the optimal threshold for dataset B, 0.9276, espe-
cially since the two datasets were obtained from the same reinforcing mesh. In direct
contrast, the ESNs had, on average, very similar optimal thresholds of 0.0666 for dataset
A and 0.0683 for dataset B.
A more subjective comparison between the output of the AT and the best performing
individual ESN reveals some interesting details. It should be noted that this individual
ESN actually outperformed the AT on its own, giving an AUC of 0.9697 and optimal
threshold of 0.0757 when presented with dataset A, and an AUC of 0.9632 and optimal
threshold of 0.0886 when presented with dataset B. The optimally thresholded output
of each technique when applied to dataset A can be seen in the contour plots in Figure
3.6 for the AT and Figure 3.7 for the ESN. The centres of the ground truth defect
locations are marked with red diamonds, while the contours give damage locations
indicated by the technique, in accordance with the colour bar on the right.
It is immediately apparent from Figures 3.6 and 3.7 that neither approach works
completely perfectly. The ESN managed to detect all of the ground truth defects, but
also erroneously indicated the presence of defects at ‘clean’ locations. The AT indicated
slightly fewer false defects, but also failed to detect one of the real defects. This is a
significant failing, since this defect, located at approximately (2, 0.78), was a clean
break in the steel. Furthermore, the signal for the defect at (3.6, 1.755) is very weak
compared to some of the other signals, while the defect at (3.9, 0.975) is lost amongst a
number of false positives.
Had these results been recorded as part of a typical ‘real-world’ survey, where the
ground truth would not have been known, using the AT output seen in Figure 3.6 would
lead to a very different set of recommendations to using the output of the ESN seen
in Figure 3.7. Expert analysis of the output of the AT would probably lead to the
following interpretation:
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1. Large anomalous signals can be seen at (0.2, 1.755), (1.1, 0.1755) and (2.5 - 2.75,
1.755). These are the most likely regions for rebar defects and the surface should
be broken out to inspect the condition of the rebar at these points.
2. Smaller, but potentially significant signals can be seen at (0.4, 1.17), (1.3, 1.17),
(1.4, 1.755) and (3.3, 0.78). The strongest of these signals is the one located at
(1.3, 1.17), and the surface should be broken out here to assess the state of the
rebar. If damage is present, the other anomalies should also be examined.
3. There are at least six large, anomalous signals in the region (3.6 - 4.2, 0.585 -
1.755). These are probably just ‘end effects’ present in the data owing to the end
of the energisation region and can be ignored.
4. If large faults are found at the locations given in points 1 and 2, it may also be
worth assessing the rebar at (1.75, 1.365).
5. The small signals at (0.25, 0) and (3.5, 1.755) are probably low level noise and
can be discounted.
Based on this interpretation, even though the AT technically flagged up eight out
of the nine defects, defects 1, 3 and 9 would all be missed, while defect 2 could also
be missed due to the large offset between the actual defect location and the AT signal.
Furthermore, the surface could potentially be broken out in two areas where there are
no defects present. In short, use of the AT would result in most of the defects being
investigated, but also in a number of clean areas of rebar being examined and some
actual defects being missed, reducing confidence in the efficacy of the EMAD technique.
In contrast, analysis of the output of the ESN seen in Figure 3.7 would probably
lead to the following interpretation:
1. Large anomalous signals can be seen at (0.4, 1.17), (1.25, 1.755), (1.45, 1.755) and
(2.75, 1.755). These are the most likely regions for rebar defects and the surface
should be broken out to inspect the condition of the rebar at these points.
82
3.2. PRELIMINARY WORK: APPLICATION OF ESNS TO THE EMAD
TECHNIQUE
2. Smaller, but potentially significant signals can be seen at (1.3, 1.17), (1.9, 1.755),
(2.3, 1.755), (3, 0.78), (3.25, 1.755), (3.7, 1.755) and (3.75, 0.975). The strongest
of these signals is the one located at (1.3, 1.17), and the surface should be broken
out here to assess the state of the rebar. If damage is present, the other anomalies
should also be examined.
3. The large anomalies in the region (0 - 0.15, 0 - 1.755) and (4 - 4.25, 1.56 - 1.755) are
probably just ‘end effects’ present in the data owing to the end of the energisation
region and can be ignored.
4. Several anomalies appear in the range (0 - 4.25, 1.375 - 1.56). The regular nature
of these anomalies suggests that they are due to magnetic interference from
transverse rebar, and can be discounted.
5. If large faults are found at the locations given in points 1 and 2, it may also be
worth assessing the rebar at (0.3, 0) and (2.3, 0.78). The signal at (0.25, 1.755)
is slightly offset from the regular noise mentioned in point 4 and may also merit
further investigation.
Carrying this analysis forwards would lead to the successful location of all of the
defects, although there would also five unnecessary instances of the surface being
removed and the offset between defects 3 and 8 and the ESN output could result in
them being missed. Overall, the ESN would give better results in a ‘real-world’ survey,
but, importantly, would still not be completely reliable.
Analysis of Figures 3.8 and 3.9 leads to the same conclusion. The output of both
techniques when applied to dataset B is very similar to their output when applied to
dataset A, and the expert analysis of the ESN output in Figure 3.9 would be the same
as the expert analysis of Figure 3.7. For the AT, the analysis may slightly differ, as the
presence of a very large end effect signal at (3.8, 1.755) makes the signals for all of the
genuine defects appear to be significantly smaller. This could lead to defects 2 and 4
also being lost. While the AT does, on average, marginally outperform the ESNs in
terms of AUC, the ESN used here would be of more practical use in the ‘real-world’.
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3.2.5 Conclusion
When considering the AUC values, the optimal thresholds and the subjective evaluation,
two conclusions can be reached. Firstly, ESNs are, indeed, capable of processing EMAD
data and can provide competitive performance. Secondly, neither the ESN and AT are
wholly able to locate defects perfectly and unambiguously. The work in the remainder
of this chapter seeks to address both this problem and the problem of varying cover
depths by using the ESN’s apparent ability to learn the temporal relationship between
the different components of the EMAD data and supplementing it with cover depth
data.
3.3 Detecting defects with different cover depths
While both the AT and ESN were able to detect defects well on datasets obtained from
the concrete test bed, their ability to detect defects in data obtained at different vertical
distances from the rebar was not scrutinised in the previous section. As discussed in
the introductory section of this chapter, cover depth is a significant issue, since the
rebar in a ‘real-world’ structure may be encapsulated at varying vertical depths that
rarely correspond to the scanning distance of 41.0 mm that was used when scanning
the concrete test bed. The following sections show how EMAD data was fused with
cover depth data in order to account for this potential variation in depth.
The remainder of this chapter details the work that was done to achieve this.
3.3.1 Data Gathering Methodology
In order to test the ability of ESNs to fuse EMAD and cover depth data, new datasets
were obtained, in which systematic changes to the cover were made.
3.3.1.1 Recording concrete cover
Recording the concrete cover presented a challenge, due to the limitations of the
commercial covermeters available. For example, the Proceq Profoscope measures cover
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to a depth of 185 ± 4 mm for rebar with a diameter greater than 40 mm, and to a depth
of 105 mm for a rebar with a diameter of 5 mm, such as the rebar in both the concrete
test bed and data fusion mesh. This maximum depth can also be affected by the spacing
between the rebar [418]. The Elcometer 331, meanwhile, can detect a 40 mm diameter
rebar from a maximum of 200 mm away, and an 8 mm diameter rebar at a distance
of 150 mm, with an error of ± 5%. However, there is a requirement that the distance
between rebar must be 1.5 × the total cover depth [419]. The Kolectric Research
MC8022, meanwhile, can reach 185 mm ± 4 mm for bars of 40 mm diameter and 110
mm ± 2 mm for bars of 6 mm diameter [420]. Furthermore, a covermeter requires
careful calibration, especially with regards to bar diameter and range setting[421], and
the error in readings can greatly increase depending on the distance between adjacent
rebar [422].
While all of this would be less of an issue in the ‘real world’, where the concrete
cover should be well within the range of the covermeter, it meant that commercially
available covermeters were not appropriate for the systematic experimental work that
was intended here. Although it is unlikely that the concrete cover in the real world
would be 280 mm, it is still important for the ESN to be able to model the full range of
signals that could be obtained by the EMAD probe. Consequently, the cover depth
data was emulated by manually controlling the distance between the rebar and the
EMAD probe and then registering these measurements with each datapoint in the
EMAD probe datasets.
While the data were not obtained using an actual covermeter, the cover input
stream still reflected a real, physical distance between the EMAD and the steel, and so
differs from a dataset in which the EMAD signal attenuation due to separation was
just simulated. In order to further reflect the margin of error seen in data obtained by
a covermeter, Gaussian white noise was added to the normalised data in the testing set,
C2. A signal-to-noise ratio of 51 (or 0.5, if added prior to normalisation), equivalent to
variation in the range ± 2 mm, was used.
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3.3.1.2 Data fusion testing mesh
A second mesh, termed the ‘data fusion mesh’, was set up for the purpose of obtaining
datasets that could be used for data fusion. The layout of this mesh, along with the
location of six manually inserted defects, is given in Figure 3.10. As with the mesh
embedded in the concrete test bed in Section 3.2.1, the rebars were 5 mm thick and
separated by 195 mm. Unlike the first mesh, this second mesh was not encapsulated in
concrete, since different depths of concrete cover were to be artificially realised.
The different levels of cover were simulated using CrazyGadget R© plastic paving
driveway grids, each of which had approximate dimensions of 500 x 500 x 40 mm.
These grids could be clipped together horizontally, and nine were sufficient to cover
the full length of the mesh. The grids could also be stacked on top of each other for
the simulation of different levels of cover, with a stack of seven giving a cover depth of
280 mm, the limit at which the EMAD probe can detect anomalies. Since both plastic
and air are non-magnetic, their magnetic permeability is very close to the magnetic
permeability of concrete, which is, in turn, very close to the magnetic permeability of
free space, 4pi× 10−7 H m−1 [48]. This means that recording the magnetic flux through
plastic, rather than concrete, did not affect the behaviour of the magnetic flux. Figure
3.11 shows the second testing mesh with a stack of seven plastic grids in position over
two of the rebar, simulating a cover depth of 280 mm. The EMAD probe was wheeled
over the top of these grids in order to record the data.
Each line on the data fusion mesh was energised in the direction indicated in Figure
3.10. After energisation, each line was then scanned at seven different cover depths:
42.5 ± 0.5 mm, 85.0 ± 0.5 mm, 124 ± 0.5 mm, 165 ± 0.5 mm, 205 ± 0.5 mm, 251 ±
0.5 mm and 289 ± 0.5 mm. Each scan was performed twice - once by each EMAD
device - so as to create two separate datasets. As before, all of the data were normalised
between +1 and -1 before being presented to the ESN variants considered here. The
end result was two EMAD datasets, with 70 scan lines in each. These are henceforth
referred to as datasets C1 and C2.
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Figure 3.11: The data fusion testing mesh, with the plastic grids in position and giving
a simulated cover depth of 280 mm.
3.3.2 Application of Computational Intelligence Techniques
A data fusion methodology was formulated and applied to the recorded EMAD and
cover depth data. Some alternative ESN approaches were also designed for comparison
with this data fusion approach. These were ESNGD, which was trained on data obtained
from all cover depths, and ESNDS, a collection of ESNs that were trained to work on
data obtained at specific cover depths. The details of these are recorded below.
3.3.2.1 ESN data fusion approach
The data fusion approach that was used here was a relatively simple one. Firstly, each
EMAD datum was registered with depth of cover data, such that each datum had a
corresponding cover depth value. Then, an ESN was created with three inputs: X
axis component of the magnetic flux, Z axis component of the magnetic flux and cover
depth. This ESN had one output unit, which was trained to give a value of -1 when no
defect was present and +1 when a defect was present. An additional ‘bias’ input unit
was also used, since it was found that repeatedly feeding the network with an input
of +1 improved performance. There is some precedent for this in the literature, with
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Jaeger suggesting that such ‘bias’ input units improve training effectiveness when the
mean value of the desired output is not zero by increasing the variability of individual
neurons’ dynamics [297, 303].
Dataset C1 was used for training, which was performed using ridge regression, and
then C2 was used as an unseen testing dataset. Although these datasets reflected the
same physical reality, they were separately obtained by different EMADs devices and
are, hence, different. This meant that the ESN was trained on data from seven different
heights, including lines both with and without defects. A further completely unseen
dataset obtained from the concrete test bed was also used to evaluate performance.
Before the performance of the data fusion ESN approach could be measured, the
best performing ESN configuration had to be found. The parameters that were varied,
the range that they were varied over and the optimal values that were found can be
seen in Table 3.3.
Parameter Range varied over Optimal value
Spectral Radius 0 - 2 0.1
Input Scaling 0 - 2 1.25
Leak Rate 0 - 1 0.1
Adaptation Epochs 0 - 10 9
Reservoir Size 1 - 500 82
Reservoir Connectivity
Factor 0.1 - 1 0.45
Activation Function
Tanh, Lorentzian,
Triangular Basis Function,
Radial Basis Function,
Fermi
Tanh
Table 3.3: The optimal values of the ESN parameters for the data fusion approach,
along with the range that these parameters were varied over.
Once the optimal configuration was found, 500 ESNs were trained and their average
performance on the testing dataset recorded. Different approaches to analysing the data
were then used for comparison with this data fusion technique, and these are detailed
in the subsections below.
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3.3.2.2 AT and Preliminary ESN
Since it is the usual technique for processing EMAD data, the AT was also applied to
C2. If the data fusion approach could not outperform the AT, then it would not have
shown any improvement on the existing method. Similarly, the ESNs created in Section
3.2, which had been trained only on data from the concrete test bed, were also tested
using C2, and are henceforth referred to as ESNPrelim. This was to investigate whether
or not an ESN could detect defects at any cover depth, despite having only seen data
obtained with a constant cover depth of 41.0 mm in the preliminary work.
For both the AT and ESNPrelim, the X and Z axis components of the magnetic flux
were used as inputs, with a single output indicating whether or not a defect was present.
3.3.2.3 Depth-Specific ESNs (ESNDS)
One alternative approach to the problem of different cover is to have a suite of pre-
trained ESNs, each of which has been specially trained to process data recorded at a
specific cover depth. In the ‘real-world’, cover measurements could be taken and then
the most appropriate ESN selected for the recorded cover depth. A pre-trained ESN is
able to deliver an almost instantaneous output when presented with input data, and so
it would be possible to conduct an EMAD survey, determine the cover depth and then
select the most appropriate ESN from a number of networks that have been trained to
work at specific cover depth.
In order to explore this potential scenario, seven separate ESNs were trained, one for
each different level of simulated cover. Although there was a relative paucity of training
data for these ESNs - one data file from C1 for each of the ten rebar lines scanned
at each cover depth - the fact that these ESNs would only ever be exposed to data
recorded at one cover depth made up for this, since it would only have to learn how to
recognise defect signals, without needing to learn about the variability in amplitude
due to cover depth. Each ESN had two input units, corresponding to the X axis and
Z axis components of the magnetic flux, and a single output unit, which would give
the determined condition of the steel at each point. As with the data fusion ESN, this
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Param-
eter ESN42.5 ESN85.0 ESN124 ESN165 ESN205 ESN251 ESN289
Spectral
Radius 0.3 0.9 0.8 0.5 0.9 0.9 0.5
Input
Scaling 1.9 0.9 0.7 0.7 0.4 0.4 0.1
Leak
Rate 0.9 0.6 1.0 0.2 0.2 0.3 0.1
Adapta-
tion
Epochs
0 0 5 6 4 10 0
Reser-
voir
Size
300 300 90 120 140 340 20
Reser-
voir
Connec-
tivity
Factor
0.2 0.2 0.4 0.6 0.3 0.5 0.99
Activa-
tion
Func-
tion
Radial
Basis
Radial
Basis
Radial
Basis
Radial
Basis
Radial
Basis
Radial
Basis Lorentz
Table 3.4: The optimal parameters for each different implementation of ESNDS. The
range varied over for each parameter is the same as in Table 3.3
output unit was trained using ridge regression, and was to give values of -1 when no
defect was present, and +1 when a defect was present. Dataset C2 was used as an
unseen testing dataset.
The best performing ESN parameters that were determined for each ESNDS are
given in Table 3.4. These were determined by performing a grid search, and the range
that each parameter was varied over is the same as in Table 3.3.
3.3.2.4 General Depth ESN (ESNGD)
A further alternate approach to the problem of different cover depths that does not
involve the fusion of data is to train a single ESN on EMAD data from each different
cover depth, without providing any information about the cover depth itself. This
‘general depth’ approach led to ESNGD, which was trained on the entirety of one of the
two EMAD datasets available. Unlike the ESN used in Section 3.2, ESNGD was exposed
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Parameter Range varied over Optimal value
Spectral Radius 0 - 2 0.1
Input Scaling 0 - 2 1.3
Leak Rate 0 - 1 0.1
Adaptation Epochs 0 - 10 0
Reservoir Size 1 - 500 70
Reservoir Connectivity
Factor 0.1 - 1 0.6
Activation Function
Tanh, Lorentzian,
Triangular Basis Function,
Radial Basis Function,
Fermi
Tanh
Table 3.5: The optimal parameters found for ESNGD
to defect signals recorded at a range of cover depths, and was, therefore, expected to be
able to detect the presence of defects at any depth. A potentially confounding factor in
this case was that without vital context about the level of cover, it could be unable
to discern between low amplitude defects at cover of 280 mm and noise at cover of
42.5 mm. Again, the network was trained on dataset C1 using ridge regression, such
that the output unit would give a value of +1 when a defect was present, and -1 when
there was no defect. The network had three input units, one each for the recorded X
and Z axis components of the magnetic flux, and one which supplied a constant bias
value of ‘+1’. Once the optimal parameters for this had been found, 500 ESNs were
trained using this topology and then presented with C2 as an unseen testing dataset.
The overall average performance of these 500 ESNs was then used for comparison with
the other techniques.
The optimal parameters that were found for ESNGD after a grid search are given in
Table 3.5.
3.3.3 Results
The following section details the average AUC and optimal threshold for the AT,
ESNPrelim, ESNDS, ESNGD and the fusion ESN at each different cover depth, before
finally giving the standard deviation of these thresholds for each technique as a measure
of the consistency of the optimal threshold at different cover depths. Only selected
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contour plots are referred to in the results for each different cover depth, but the full
set of plots is given in Appendix A.
It should be noted that since it would be impractical to plot the output of all
500 repeats of each ESN topology, the contour plots here were plotted by what was
determined to be the ESN that gave the performance most typical of that topology. In
the case of the fusion ESN, ESNPrelim and ESNGD, this meant calculating the overall
average AUC across the entirety of C2 and then selecting the individual ESN whose
overall AUC was closest to this average. For ESNDS, this was done for each particular
cover depth, rather than for the entirety of C2. The following subsections give the
results for each technique at each different cover depth, while a grand results table is
given in Table 3.6 for convenience.
3.3.3.1 Performance at cover depth of 42.5 mm
The average AUC and optimal threshold for each technique at the smallest cover depth,
42.5 mm, are given in Table 3.7. Unsurprisingly, given the clarity of defect signals
demonstrated in Figure 3.1, performance was very good for each one of the methods.
The fusion ESN, ESNGD and ESN42.5 all achieved near-perfect classification accuracy,
with ESNGD marginally achieving the best AUC score. It is also worth noting that all
three of these were able to outperform the AT.
Figures A.2, A.3 and A.4 all show how well suited the three new ESN approaches
were to the dataset. In each case, all of the defects were clearly detected, with only a
minimal number of false positives. In contrast, Figure A.1 shows how the AT was able
to detect all of the defects, but also introduced several false positives that would make
identification of the defects difficult in a ‘real-world’ survey. Figure A.5 demonstrates
the importance of allowing an ESN to be trained on a wide variety of data in order to
develop the ability to generalise, as ESNPrelim gave a large number of false positives
that seriously obscured the actual defects.
95
3.3. DETECTING DEFECTS WITH DIFFERENT COVER DEPTHS
Cover Depth Classifier AUC Optimal Threshold
42.5 mm
AT 0.9882 0.6396
ESNPrelim 0.9648 (0.0234) 0.709 (0.0086)
ESN42.5 0.9976 (0.0008) -0.1241 (0.0729)
ESNGD 0.9984 (0.0002) -0.4126 (0.0356)
Fusion ESN 0.9922 (0.0050) -0.5932 (0.0493)
85.0 mm
AT 0.9742 0.9372
ESNPrelim 0.8129 (0.0574) 0.0590 (0.0048)
ESN85.0 0.9943 (0.0054) -0.1203 (0.1547)
ESNGD 0.9902 (0.0022) -0.5942 (0.0187)
Fusion ESN 0.9963 (0.0031) -0.5466 (0.0339)
124 mm
AT 0.9128 1.4279
ESNPrelim 0.7769 (0.0660) 0.0567 (0.0040)
ESN124 0.9726 (0.0156) -0.2268 (0.0904)
ESNGD 0.9742 (0.0026) -0.6766 (0.0126)
Fusion ESN 0.9857 (0.0023) -0.5724 (0.0034)
165 mm
AT 0.9034 2.1293
ESNPrelim 0.7095 (0.0805) 0.0558 (0.0044)
ESN165 0.9802 (0.0219) -0.3079 (0.0975)
ESNGD 0.9749 (0.0019) -0.6777 (0.0114)
Fusion ESN 0.9820 (0.0024) -0.5312 (0.0341)
205 mm
AT 0.8083 0.1240
ESNPrelim 0.7743 (0.0522) 0.0581 (0.0041)
ESN205 0.8851 (0.0326) -0.1832 (0.1002)
ESNGD 0.9216 (0.0059) -0.7152 (0.0090)
Fusion ESN 0.9127 (0.0149) -0.6233 (0.0479)
251 mm
AT 0.7335 0.0758
ESNPrelim 0.6945 (0.0628) 0.0568 (0.0043)
ESN251 0.9296 (0.0340) -0.2681 (0.0961)
ESNGD 0.8896 (0.0078) -0.7347 (0.0090)
Fusion ESN 0.8596 (0.0147) -0.5236 (0.0356)
289 mm
AT 0.7504 0.0876
ESNPrelim 0.6590 (0.0797) 0.0579 (0.0048)
ESN289 0.8597 (0.0519) -0.6625 (0.0635)
ESNGD 0.8531 (0.0126) -0.7241 (0.0104)
Fusion ESN 0.6912 (0.0204) -0.4832 (0.0441)
Test Bed
AT 0.9578 4.3468
ESNPrelim 0.9369 (0.0187) 0.0683 (0.0076)
ESN42.5 0.8888 (0.0481) -0.1280 (0.1679)
ESNGD 0.9441 (0.0069) -0.3705 (0.0919)
Fusion ESN 0.9665 (0.0092) -0.5068 (0.0500)
Table 3.6: The average AUC and average optimal threshold for the AT, ESNPrelim,
ESNDS, ESNGD and the fusion ESN across each dataset. The standard deviation for
the ESNs is given in brackets.
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Classifier AUC Optimal Threshold
AT 0.9882 0.6396
ESNPrelim 0.9648 (0.0234) 0.709 (0.0086)
ESN42.5 0.9976 (0.0008) -0.1241 (0.0729)
ESNGD 0.9984 (0.0002) -0.4126 (0.0356)
Fusion ESN 0.9922 (0.0050) -0.5932 (0.0493)
Table 3.7: The average AUC and average optimal threshold for the AT, ESNPrelim,
ESN42.5, ESNGD and the fusion ESN at a cover depth of 42.5 mm. The standard
deviations for the ESNs are given in brackets.
3.3.3.2 Performance at cover depth of 85.0 mm
Table 3.8 gives the average AUC and optimal threshold for each method at the second
cover depth, 85.0 mm. Most of the techniques maintained a good level of performance,
although ESNPrelim faltered when presented with data obtained at a cover depth twice
as great as the cover depth used to train it. As before, the fusion ESN, ESNGD and
ESN42.5 all achieved near-perfect classification accuracy, with the fusion ESN just
outperforming the other two. Once again, the AT failed to classify defects as well as
the three new ESN architectures.
Classifier AUC Optimal Threshold
AT 0.9742 0.9372
ESNPrelim 0.8129 (0.0574) 0.0590 (0.0048)
ESN85.0 0.9943 (0.0054) -0.1203 (0.1547)
ESNGD 0.9902 (0.0022) -0.5942 (0.0187)
Fusion ESN 0.9963 (0.0031) -0.5466 (0.0339)
Table 3.8: The average AUC and average optimal threshold for the AT, ESNPrelim,
ESN85.0, ESNGD and the fusion ESN at a cover depth of 85.0 mm. The standard
deviations for the ESNs are given in brackets.
Figure A.7 shows how the fusion ESN was able to distinguish between defects and
clean rebar almost unambiguously, introducing only one false positive at (4, 1.755).
While ESNGD and ESNDS, shown in Figures A.8 and A.9, were still able to detect all
of the defects, they also introduced more false positives than the fusion ESN.
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3.3.3.3 Performance at cover depth of 124 mm
The results for the cover depth of 124 mm are given in Table 3.9. In terms of AUC, it
can be seen that the fusion ESN again produced the best performance. All three of the
proposed ESN topologies continued to impress, and, while the AT still did a reasonable
job of detecting defects, there was a clear gulf in performance when compared to the
superior CI techniques.
Classifier AUC Optimal Threshold
AT 0.9128 1.4279
ESNPrelim 0.7769 (0.0660) 0.0567 (0.0040)
ESN124 0.9726 (0.0156) -0.2268 (0.0904)
ESNGD 0.9742 (0.0026) -0.6766 (0.0126)
Fusion ESN 0.9857 (0.0023) -0.5724 (0.0034)
Table 3.9: The average AUC and average optimal threshold for the AT, ESNPrelim,
ESN124, ESNGD and the fusion ESN at a cover depth of 124 mm. The standard
deviations for the ESNs are given in brackets.
Examination of Figures A.12, A.13 and A.14 shows that while the AUC values for
the three new ESN architectures seem quite similar, there is a significant difference
in terms of the clarity of the resultant contour plots. All of the defects were, once
again, successfully detected with good accuracy, but both ESNGD and ESN124 added
potentially misleading outputs. The false positives seen at (0.8, 0.39), (1.5, 0) and
(2.5, 1.755) in the output of ESNGD could all plausibly be mistaken for a real defect
signal, while the defect located at (3.75, 1.365) is obscured. While the high leak rate
of ESN124 (see Table 3.4) gave the best performance, it also led to very fast reservoir
dynamics (see the discussion on ESN leak rate in Chapter 2), which resulted in an
overall output that appears to be ‘rippled’. While most of the defects can be seen clearly,
the defects at (3.75, 1.365) and (4.2, 0.39) are somewhat lost amongst adjacent false
positives. All three of these methods compare favourably to the AT, shown in Figure
A.11, which failed to detect one defect and produced several false positives. Although
not unexpected, it should also be noted that by this stage, the output of ESNPrelim
seen in Figure A.15 was wholly inadequate for the detection of defects.
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3.3.3.4 Performance at cover depth of 165 mm
Despite the EMAD being four times further away from the mesh than the initial 42.5
mm survey, the proposed ESN topologies were able to maintain consistently good
performance at a cover depth of 165 mm, as shown in Table 3.10. In fact, ESNGD and
ESN165 showed marginal improvement compared to the results for cover of 124 mm.
However, the fusion ESN continued to outdo all of the other techniques.
Classifier AUC Optimal Threshold
AT 0.9034 2.1293
ESNPrelim 0.7095 (0.0805) 0.0558 (0.0044)
ESN165 0.9802 (0.0219) -0.3079 (0.0975)
ESNGD 0.9749 (0.0019) -0.6777 (0.0114)
Fusion ESN 0.9820 (0.0024) -0.5312 (0.0341)
Table 3.10: The average AUC and average optimal threshold for the AT, ESNPrelim,
ESN165, ESNGD and the fusion ESN at a cover depth of 165 mm. The standard
deviations for the ESNs are given in brackets.
This is also borne out in the contour plots for the fusion ESN, ESNGD and ESN165,
seen in Figures A.17, A.18 and A.19, respectively. All three techniques were still able
to detect all of the defects, in spite of the fact that the magnitude of the EMAD signals
was greatly reduced. Once again, the fusion ESN achieved this while also producing
the fewest full positives and the clearest overall output.
3.3.3.5 Performance at cover depth of 205 mm
Unsurprisingly, increasing the cover depth to almost five times that of the initial 42.5
mm cover depth resulted in worse performance. The biggest difference between the
results at a depth of 165 mm and the results for 205 mm is that the AT became unable to
clearly distinguish between defect signals and clean rebar. This is demonstrated by the
sudden drop in AUC from 0.9034 to 0.8083 seen in Tables 3.10 and 3.11, and the contour
plot seen in Figure A.21. Indeed, without prior knowledge of the defect locations, it
would be very difficult to accurately determine the location of the defects using Figure
A.21. If the new ESN techniques were still able to give a coherent and accurate output
at this cover depth, it would show that they have an important advantage over the
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typically used AT.
Classifier AUC Optimal Threshold
AT 0.8083 0.1240
ESNPrelim 0.7743 (0.0522) 0.0581 (0.0041)
ESN205 0.8851 (0.0326) -0.1832 (0.1002)
ESNGD 0.9216 (0.0059) -0.7152 (0.0090)
Fusion ESN 0.9127 (0.0149) -0.6233 (0.0479)
Table 3.11: The average AUC and average optimal threshold for the AT, ESNPrelim,
ESN205, ESNGD and the fusion ESN at a cover depth of 205 mm. The standard
deviations for the ESNs are given in brackets.
The AUC values in Table 3.11 show that while the depth specific ESN, ESN205,
faltered, the two ESNs trained on data from a variety of different cover depths were able
to maintain a strong level of performance, with ESNGD giving the best AUC. Figures
A.22 and A.23 indicate that practically speaking, the difference in defect detection
ability between the fusion ESN and ESNGD was minute. Both architectures were
able to detect all of the defects (although the fusion ESN struggled with the defect
at (4.2, 0.39)), and both architectures incorrectly identified the same false positives,
such as those at (0.75, 0.39), (1.2, 0.78) and (2.5, 1.755). While the overall picture
is more obscure than it was for previous cover depths, both methods allow for better
identification of faults than the AT.
3.3.3.6 Performance at cover depth of 251 mm
Table 3.12 shows how, at a cover depth of 251 mm, all of the defect detection approaches
began to struggle to detect all defects. For the first time, the AUC for the fusion ESN and
ESNGD dropped below 0.9, although there was some improvement in the performance
of the depth specific approach, which gave an AUC of 0.9296. Notably, all three of
these ESN architectures were again able to outdo the AT, which gave an AUC of 0.7335.
In Figure A.26, it can be seen that while most of the defects are detected by the AT,
this is mostly because they happen to be in larger regions of false positives, and not
because they, specifically, are positively identified as defects.
While ESN251 would appear to have been the best approach for a cover depth of 251
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Classifier AUC Optimal Threshold
AT 0.7335 0.0758
ESNPrelim 0.6945 (0.0628) 0.0568 (0.0043)
ESN251 0.9296 (0.0340) -0.2681 (0.0961)
ESNGD 0.8896 (0.0078) -0.7347 (0.0090)
Fusion ESN 0.8596 (0.0147) -0.5236 (0.0356)
Table 3.12: The average AUC and average optimal threshold for the AT, ESNPrelim,
ESN251, ESNGD and the fusion ESN at a cover depth of 251 mm. The standard
deviations for the ESNs are given in brackets.
mm based solely on the AUC, Figures A.27 (for the fusion ESN), A.28 (for ESNGD) and
A.29 (for ESN251) suggest that this is far from clear cut. The performance of the fusion
ESN suffers from the fact that it was unable to identify the defect at (0.9, 0), but the
other defects are relatively clearly identified. In contrast, ESNGD successfully detected
all of the defects, but almost all of these are hidden amongst larger false positives,
making it very difficult to determine the actual defect location. To a lesser extent,
the same is true of ESN251. In ‘real-world’ scenarios, the fusion ESN would, therefore,
provide more reliable results.
3.3.3.7 Performance at cover depth of 289 mm
The final cover depth, 289 mm, was particularly challenging, as shown by the results
seen in Table 3.13. Even the ESN specifically trained to solely recognise defects at
a depth of 289 mm was only able to give an AUC of 0.8597. These results initially
suggest that the performance of the fusion ESN was comfortably the worst of all of the
techniques, but Figures A.31, A.32, A.33, A.34 and A.35 show that this was not the
case.
Classifier AUC Optimal Threshold
AT 0.7504 0.0876
ESNPrelim 0.6590 (0.0797) 0.0579 (0.0048)
ESN289 0.8597 (0.0519) -0.6625 (0.0635)
ESNGD 0.8531 (0.0126) -0.7241 (0.0104)
Fusion ESN 0.6912 (0.0204) -0.4832 (0.0441)
Table 3.13: The average AUC and average optimal threshold for the AT, ESNPrelim,
ESN289, ESNGD and the fusion ESN at a cover depth of 289 mm. The standard
deviations for the ESNs are given in brackets.
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For example, Figure A.35 shows how ESNPrelim was unable to distinguish between
clean and damaged rebar, and consequently failed to usefully identify any true positives.
The signals seen in the contour plot are actually just the baseline of ESNPrelim’s output.
Similarly, the detection of defects by the AT in A.31 is almost coincidental, as large
swathes of the plot are wrongly identified as positives. This is not the case with the
fusion ESN, which failed to detect two of the defects, but did a better job than all of the
other techniques in clearly and unambiguously spatially locating those true positives
that were successfully identified. For example, while both the fusion ESN and ESN289
were able to produce a positive for the defect at (2.6, 0.585), it would be easier to
locate this defect using the fusion ESN. In this case, the AUC results alone do not fully
reflect the abilities of the different techniques at a cover depth that is at the limit of
the EMAD’s detection capabilities. All of the techniques struggled to an extent, and
only the three new ESN techniques made informed decisions on defect locations.
3.3.3.8 Performance on concrete test bed dataset
Finally, Table 3.14 gives the results for when the different approaches were applied to
the concrete test bed dataset, which was gathered at a cover depth of 41.0 mm. If
the depth-specific ESN approach was to be used in the ‘real-world’, it is probable that
ESN42.5 would be used in this case, since it specialises in data obtained at a similar
cover depth. For this reason, ESN42.5 was used to represent the ESNDS methodology.
In terms of the AUC, the only one of the new ESN architectures that actually
improved on the performance of the AT was the fusion ESN. This is no small feat, and
emphasises the value of a data fusion approach with the ESN technique, as the AT was
originally developed using a different, older set of data obtained from the concrete test
bed. As expected, all three of the new ESN architectures were able to beat ESNPrelim,
showing the of superiority the new, more thoroughly trained ESNs over the initial
preliminary work.
Figures A.36, A.37, A.38 and A.39 all show that while the fusion ESN and ESNGD
were capable of detecting all defects accurately, the longitudinal rebar seen at (0 - 4,
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Classifier AUC Optimal Threshold
AT 0.9578 4.3468
ESNPrelim 0.9369 (0.0187) 0.0683 (0.0076)
ESN42.5 0.8888 (0.0481) -0.1280 (0.1679)
ESNGD 0.9441 (0.0069) -0.3705 (0.0919)
Fusion ESN 0.9665 (0.0092) -0.5068 (0.0500)
Table 3.14: The average AUC and average optimal threshold for the AT, ESNPrelim,
ESN42.5, ESNGD and the fusion ESN on the concrete test bed dataset. The standard
deviation for the ESNs is given in brackets.
1.755) presented a greater challenge. While ESNGD was able to detect all four defects,
these were totally obscured amongst a series of large false positives. The fusion ESN
was better at unambiguously spatially locating these defects, but still produced some
false positives. Only the AT was able to locate these four defects clearly, although its
performance on the remainder of the dataset was not as good. ESN42.5 failed to detect
one defect, and struggled to unambiguously identify others. This highlights the biggest
drawback of the ESNDS approach. Having only seen data obtained at a cover depth of
42.5 mm, the results suggest that ESN42.5 was sensitive to even a small cover change of
1.5 mm. This suggests that the ESNDS approach might be difficult to use in practice,
since the most appropriate ESN available for a given cover depth could be confounded
by data obtained by a cover depth that is only slightly different to the one that it saw
in training. The ESN approaches that had been trained on data from different cover
depths, the fusion ESN and ESNGD, were better equipped to deal with small changes in
cover, and subsequently outperformed ESN42.5 Overall, the best performance in terms
of both AUC and clarity of contour plot was given by the fusion ESN.
3.3.3.9 Calculated AUC threshold consistency
The final performance measure was to calculate the standard deviation of the average
optimal thresholds reported for each technique in Tables 3.7 - 3.14. This was to give an
indication of how consistent the optimal thresholds were for each technique at different
cover depths. A large standard deviation would indicate that the optimal threshold
varied quite widely, while a smaller standard deviation would indicate a relatively
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consistent optimal threshold level. The standard deviation for the average optimal
thresholds at each height is given in Table 3.15.
Classifier Optimal Threshold Standard Deviation
AT 1.4568
ESNPrelim 0.2287
ESNDS 0.1941
ESNGD 0.1426
Fusion ESN 0.0464
Table 3.15: The standard deviation of the average optimal thresholds for AT,
ESNPrelim, ESNDS, ESNGD and the fusion ESN at each different cover depth. A smaller
standard deviation indicates a more consistent threshold as cover depth changed.
The standard deviation of the average optimal thresholds for the fusion ESN was
over three times smaller than the next smallest standard deviation (given by ESNGD),
indicating that the fusion ESN offers the most consistent threshold across different
cover depths.
3.4 Discussion
3.4.1 The advantages of data fusion in this case study
The results show that the fusion ESN approach was consistently able to outperform
the other techniques in terms of AUC, consistency of the calculated threshold and a
subjective evaluation of the clarity of resultant contour plots. Indeed, the fusion ESN
had the best AUC for four of the eight different cover depths investigated, the smallest
standard deviation in the overall average optimal threshold and was able to detect
defects at the very limit of the EMAD’s detection capabilities. Furthermore, it was able
to not only outperform three comparative ESN architectures, including one that used a
bespoke ESN for each different cover depth, but also the AT that has previously been
used.
Chapter 2 introduced Bellot’s four possible benefits of data fusion [267]. The success
of data fusion in this context can be assessed according to each of these four areas.
1. Representation Bellot suggested that the final output of the fusion system
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should have a greater granularity and greater level of abstraction than that
provided by the sensors prior to data fusion. Taken in isolation, the covermeter
data cannot provide any detail on the condition of the rebar, while the EMAD
data can identify defects after a level of data processing. The output of the data
fusion system, in contrast, is a single stream of data that abstracts out both sets
of knowledge into an informed judgement on the condition of the rebar. In that
sense, the output of the fusion system represents an increase in the granularity
and abstraction of the data. Furthermore, the fusion process provides a greater
increase in granularity and abstraction than the AT and the non-fusion ESN
approaches, which produced a single data stream informed only by the EMAD
data, divorced from the context of the cover depth.
2. Certainty The results obtained in this chapter show that using fusion would
certainly increase the probability of the results being correct, as the fusion ESN
was consistently able to outperform the AT, even at the smaller cover depths.
Since it was also found that the performance of the fusion ESN was always better
or at least comparable to the performance of the other ESN architectures used, it
can be said that the fusion ESN also gave greater certainty than the non-fusion
based CI techniques. Furthermore, the consistency in the optimal threshold at
each different cover depth adds a greater level of certainty, since it means that
an expert level of judgement is not required for the accurate application of the
threshold.
3. Accuracy As with the certainty, the results show that the fusion ESN offered
improvements over both the AT and the other ESN architectures in terms of
accuracy. This is particularly apparent in the graphs given in Appendix A, where
positively identified defects were generally highlighted with greater clarity and
without ambiguity by the fusion ESN when compared to other approaches.
4. Completeness Ultimately, using only the EMAD for the assessment of reinforced
concrete would give a picture of the state of the rebar, but would miss valuable
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contextual information on cover depth. By fusing the data, the user gets a picture
based on a relationship not only between the different components of the MFL
data, but also on the relationship between the magnitude of these signals and the
cover depth. This makes it easier to distinguish between low amplitude defect
signals at a high cover depth, and noise at a low cover depth, and gives a fuller
overall picture of the rebar.
3.4.2 Limitations of the data fusion approach
While the data fusion approach performed well, it should be noted that it only provided
the best performance in terms of AUC for cover depths between 85.0 mm and 205
mm. At 205 mm and beyond, the AUC degraded to the levels of the EMAD-only
techniques. This is not to say that the fusion ESN’s performance was not competitive
outside of the range 42.5mm < depth < 205mm; instead, it was only as good as the
alternative approaches. This can be explained by considering the relationship between
signal amplitude and cover depth that was discussed in Section 3.1. At a cover depth of
42.5 mm, the amplitude of the defect signals in the EMAD data is very large, making
the defects very easy for all of the techniques to distinguish from clean rebar. For
this reason, all of the different approaches were able to produce high AUC values,
and the fusion ESN did not confer much of an advantage. At cover depths of 205
mm and greater, the amplitude of the defect signals became increasingly small and,
hence, much more difficult to detect. The obscurity of these signals meant that the
added context of cover depth did not noticeably offer improved detection in comparison
with other methods. Instead, the fusion ESN was most useful for the cover depths at
which the defect signals in the EMAD data were still quite clear, but where changes in
the amplitude arising from the cover depth made it more challenging for EMAD-only
approaches to continue to distinguish between defects and noise.
An exception to this rule can be seen in the results for the concrete test bed dataset,
where the cover depth was 41.0 mm. Interestingly, this dataset was much noisier than
the others. This is because the data fusion testing mesh consisted of clean rebar with
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manually inserted defects, whereas the concrete test bed mesh had been corroding
gradually for a number of years in aggressive conditions. Furthermore, the concrete test
bed mesh had undergone several transverse energization cycles over its lifetime prior to
this case study, which may have interfered with this longitudinal survey. Even when
the depth of cover lies outside the range where the fusion ESN offers best performance,
benefits from the fusion approach still accrue when the EMAD signals themselves are
inherently noisy, such as those captured from the concrete test bed.
3.4.3 Applicability of the data fusion ESN to ‘real-world’ sce-
narios
The improved performance offered by the fusion ESN would be worth very little if
the technique proved to be unsuitable for use in ‘real-world’ settings. Both the data
fusion testing mesh and the concrete test bed were good approximations of ‘real-
world’ scenarios, since they were real, physical meshes, subject to real environmental
conditions and genuine defects. Furthermore, the data were gathered using the full
EMAD procedure, rather than simply simulating ideal MFL data. In terms of actual
ability to detect defects, all of the new ESN architectures introduced in this chapter
were suitable for application to ‘real-world’ data. However, the ability to detect defects
is only one aspect of ‘real-world’ applicability. With respect to ease of use and the
computational resources resources required in real world settings, the pre-trained fusion
ESN could be set up on a laptop and provide near instant results for data that is
presented in real time.
The on-site ease of use is perhaps best indicated by the consistency of the optimal
threshold seen in Table 3.15. One issue with using the AT is that the scale is arbitrary,
and the optimal threshold could take almost any positive value. If the ground truth is
not known, this makes it difficult to say with complete certainty where the threshold
should be for finding defects, especially if the cover depth is also unknown. In direct
contrast, the output of the fusion ESN usually fell between -1 and +1, with the standard
deviation of the optimal threshold being only 2% of the possible range of output values.
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In a real-world survey, an engineer would be able to retain confidence in the accuracy
of a contour plot created using a pre-set threshold value, rather than having to try to
determine the best threshold value themselves. This does not just mean that the fusion
ESN can be applied in the ‘real-world’, but that it holds a major advantage over the
AT.
The fusion ESN is also a viable option in terms of computational requirements.
Processing the data gathered at 42.5 mm in dataset C2 with the ‘most average’ fusion
ESN took 0.276 seconds. Although this is slow compared to the 0.0261 seconds required
for the AT to process the same data, it is not unacceptably so, especially when the
extra fraction of a second was used to produce superior results. It could potentially
be argued that costly, licensed software like MATLAB, which was used for all of the
data processing in this thesis, is impractical for use on site, but there are open source
alternatives for ESN production, such as Oger for Python [423].
All in all, the fusion ESN would be well suited to processing EMAD and covermeter
data in the ‘real-world’.
3.4.4 Reasons for the effectiveness of the data fusion ESN
3.4.4.1 Cover depth as a scaling factor
The advantage that data fusion conferred upon the fusion ESN can perhaps best be
demonstrated by modifying the covermeter data that was used as an input to the
network. Figure 3.12 shows how the output of the fusion ESN changed when presented
with the same EMAD data, but different covermeter data. The data in question was
taken from the scan of one rebar from the data fusion mesh, with a cover depth of 42.5
mm. In the case of the data plotted in blue, the fusion ESN was told that the cover
depth was 42.5 mm, whereas the data plotted in red shows how this output changed
when the same ESN was told that the cover depth was 289 mm. Similarly, Figure 3.13
shows exactly the same scenario, using data from the same rebar, but gathered at a
cover depth of 289 mm. The data plotted in blue again shows the output of the fusion
ESN when told that the cover depth was 42.5 mm, while the data in red shows the
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output when told that the cover depth was 289 mm.
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Figure 3.12: The response of the fusion ESN to a set of EMAD data gathered at a
cover depth of 42.5 mm when told that the cover depth was 42.5 mm (blue line) and
289 mm (red line). The two large spikes related to actual defects.
In Figure 3.12, it can be seen that telling the ESN that the rebar was 289 mm away
instead of 42.5 mm had a significant effect on the output signal. There are two peaks
in the output for when the correct cover depth was presented, and these correspond to
two real defects. This was to be expected, as the small cover depth resulted in a clean
defect signal that had the characteristic peak in the Z axis data and negative gradient
in the X axis data. The ESN was trained to recognise that as cover depth increases,
these defect signals become weaker, and so when the network saw such a clear defect
signal at an apparent cover depth of 289 mm, its output reached a much greater peak
value of approximately 11 for the exact same EMAD data. The effect of increasing the
cover depth that was input to the network was to massively amplify the overall output.
In Figure 3.13, the opposite effect is achieved. When the ESN was given the correct
cover depth of 289 mm, a number of different peaks can be observed in the output data.
The first two of these again correspond to real defects, but the later peaks are false
positives, caused by the real defects becoming less distinguishable from noise in the
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Figure 3.13: The response of the fusion ESN to a set of EMAD data gathered at a
cover depth of 289 mm when told that the cover depth was 42.5 mm (blue line) and
289 mm (red line). There are defects present at approximately 0.6 m and 1.5 m.
EMAD data gathered from a greater cover depth. In contrast, there is barely a single
peak in the output when the ESN was told that the cover depth was 42.5 mm. The
output has a baseline of approximately 0.8, and seldom moves away from that. The
ESN had learned that at a greater cover depth, the small, less distinct defect signals
could potentially be significant. However, as the cover depth reduced, the likelihood of
these smaller signals being indicative of defects also reduced, and they were treated as
random noise.
Viewed together, Figures 3.12 and 3.13 show that the ESN learned to use the
covermeter data to scale the overall output. This scaling allowed weak defect signals at
a greater cover depth to be ascribed the same significance as a stronger defect signal at
a small cover depth. It should be noted, however, that the cover depth did not actually
affect the ability of the ESN to determine the presence of a defect. Instead, it is this
scaling capability that meant that the fusion ESN had a much more consistent average
optimal threshold than all of the other techniques evaluated above.
The advantage that this scaling effect conferred upon the fusion ESN compared to
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ESNGD is shown in Figure 3.14, which shows how the output of the fusion ESN and
ESNGD changed for data gathered from the same rebar at different cover depths. The
figure focuses specifically on the region around two defects. It can be seen that at 42.5
mm, both architectures gave very similar outputs, clearly identifying the two defects.
When the cover depth increased, the magnitude of the output signals decreased for
both architectures. However, this is less pronounced with the fusion ESN, which still
produced two clear peaks at the point of the two defects. In comparison, there are still
two recognisable peaks in the output of ESNGD, but the magnitude of these peaks is
much smaller than those of the fusion ESN. This ability to continue to produce very
distinct peaks at defects even when the cover depth increased is what allowed the fusion
ESN to outperform ESNGD when the cover depth was 124 mm, and is a direct result of
the data fusion process.
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Figure 3.14: A comparison of the output of the fusion ESN and ESNGD at cover depths
of 42.5 mm and 124 mm.
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Figure 3.15: The response of the fusion ESN to a set of EMAD data gathered at a
cover depth of 42.5 mm when all of the X and Z axis data was used (blue line), when
the X axis input was set to zero (green line) and when the Z axis input was set to zero
(red line). The original EMAD data are also given.
3.4.4.2 Relationship between ESN output and EMAD data
There is also a more subtle relationship between cover depth, the two components of
the EMAD data and the output of the fusion ESN, and this is shown in Figures 3.15
and 3.16. These show the response of the fusion ESN to the data used in Figure 3.12 in
six different scenarios. Figure 3.15 shows how the output of the ESN changed when
it was presented with all of the data, including the correct cover depth, before then
being given the same data but with the X axis component set to a constant value of
zero, and then with the Z axis component set to zero. Setting any input to a constant
value of zero effectively removes it from the network. The original normalised X and Z
axis data are also presented. Figure 3.16 presents the same three scenarios, but with
the network told that the cover depth was 289 mm, rather than 42.5 mm, in the cases
where the X and Z axis data were removed.
Looking firstly at 3.15, the output of the ESN appears to be largely dependent on
the gradient of the X axis data. The output of the ESN when the Z axis was set to
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Figure 3.16: The response of the fusion ESN to a set of EMAD data gathered at a
cover depth of 42.5 mm when all of the X and Z axis data was used (blue line), when
the X axis input was set to zero and cover depth to 289 mm (green line) and when the
Z axis input was set to zero and cover depth to 289 mm (red line). The original EMAD
data are also given.
zero resembles the output for the full dataset much more closely than when the X axis
was set to zero. Furthermore, both the output when all of the data was used and the
output for when the Z axis was set to zero give a strong peak at the centre of the
slope in the X axis data. In contrast, when the X axis data was removed, there was no
peak in the output data. All of this suggests a strong, inverse relationship between the
output of the fusion ESN and the gradient of the input X axis data, with the Z axis
data having a minimal effect. However, comparing Figure 3.15 with Figure 3.16 reveals
a more nuanced relationship that also has some dependency on cover depth.
Perhaps the biggest difference between Figures 3.15 and 3.16 is that in Figure 3.16,
both defects were successfully detected when the X axis was set to zero. While the peaks
in the output data were still determined solely by the data provided by the EMAD, this
result reveals another of the ways in which the data fusion approach was able to benefit
the overall network performance. The strong, inverse relationship between the X axis
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input and the overall output did not change when the cover depth input changed, as
demonstrated by the large peaks in the output when the Z axis was set to zero. When
the cover depth was correctly given as 42.5 mm, this relationship meant that defects
could not be detected when the X axis was set to zero, since the gradient in the X axis
was zero at all points. However, the ESN also learned that as the cover depth increases,
the amplitude of the EMAD signals decreases, and so a small gradient in the X axis
does not necessarily indicate that no defect is present if there is a sufficiently large
corresponding peak in the Z axis. In this case, it did not matter that the gradient of
the X axis data was zero, because there was a clear, large peak in the Z axis data that
implied the presence of a defect. Hence, the covermeter data is also used by the ESN
to moderate what combination of EMAD signals could be indicative of a defect.
Figures 3.15 and 3.16 also give an insight into how the ESN uses the EMAD data to
determine its final output. While the biggest factor is the gradient of the X axis data,
Figure 3.16 shows how, without any Z axis data, the output becomes very sensitive
to small changes in the X axis gradient. Although the two defects are still detected,
low-amplitude noise in the data - possibly related to the transverse rebar in the mesh -
produced a number of other peaks with a large amplitude relative to the output when
all of the correct data was used. The magnitude of the Z axis signal plays a part in
whether or not the ESN responds to each change in the overall gradient. For cases
where the gradient of the X axis is sufficiently large, the lack of a peak in the Z axis
would not prevent the output from suggesting the detection of a defect, but would
enhance the overall output signal.
This is all in stark contrast with the impact that the X and Z axis data had on
ESNGD. Figure 3.17 shows how the response ESNGD to data gathered at a cover depth
of 42.5 mm changed when the X axis data were set to zero and the Z axis data were set
to zero. Figure 3.18 shows the same scenario, but when the data were instead gathered
at a cover depth of 85.0 mm. In each case, it can be seen that when there was no X axis
data, the output simply mimicked the input Z axis data, with a small lag. Similarly,
when the Z axis input was set to zero, the output just inverted the X axis data. Unlike
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Figure 3.17: The response of ESNGD to a set of EMAD data gathered at a cover depth
of 42.5 mm when all of the X and Z axis data was used (blue line), when the X axis
input was set to zero (green line) and when the Z axis input was set to zero (red line).
The original EMAD data are also given.
the fusion ESN, both figures suggest that ESNGD had a greater reliance on the Z axis
data than on the X axis data, since the output when both EMAD inputs were presented
closely resembled the output when the X axis input was set to zero. Whereas ESNGD
was only able to determine a very simple relationship between the EMAD data and the
desired output, the influence of the coveremeter data allowed the fusion ESN to access
more subtle relationships, which, in turn, allowed it to outperform ESNGD.
3.5 Conclusion
In this chapter, the applicability of data fusion to the NDT of reinforced concrete
was demonstrated through the first case study. Initially, it was shown that ESNs are
well suited to processing EMAD data, and could provide performance comparable to
that of the technique that has previously been used for ‘real-world’ applications, the
AT, when processing data obtained from a real reinforcing mesh that was subject to
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Figure 3.18: The response of ESNGD to a set of EMAD data gathered at a cover depth
of 85.0 mm when all of the X and Z axis data was used (blue line), when the X axis
input was set to zero (green line) and when the Z axis input was set to zero (red line).
The original EMAD data are also given.
corrosive influences. It was then shown that much improved results could be achieved
by fusing EMAD data with cover depth data of the sort that might be obtained via
coveremeter than by using EMAD data alone. It was found that the fusion ESN
outperformed four different EMAD-only approaches, including the AT, in the range
42.5mm < depth < 205mm, while providing competitive performance outside of that
range. The fusion ESN also proved to be more accurate when processing the noisier
data obtained from the Keele University test bed, while providing the most consistent
optimal threshold level across all of the data used.
It was found that the data fusion regime used here fulfilled all four of Bellot’s four
benefits of data fusion (as introduced in Chapter 2), improving data representation,
certainty, accuracy and completeness. This completeness was shown with an examination
of the response of the fusion ESN to modified inputs. While the location of peaks
representing defects in the output data was largely determined from the gradient of
the X axis of the EMAD data, the covermeter data served as a scaling factor, damping
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the output for small cover depths and amplifying the output for large cover depths.
The Z axis of the EMAD data, meanwhile, was used to as a means of determining the
response to a large gradient in the X axis. The cover depth was also able to improve
the detection capabilities of the fusion ESN in a more nuanced way. For example, it
was shown that a large peak in the Z axis data that did not have a corresponding
gradient in the X axis data would not give a positive output when the cover depth was
small, but would give a positive output when the cover depth was large. In this way,
the data fusion approach gave the ESN the ability to modify its response to EMAD
signals depending on the cover depth, something that none of the other techniques
were capable of. This provided a positive answer to Research Question 1, since the
interpretation of the EMAD data was clearly improved by heterogeneous data fusion.
The fusion ESN also demonstrated very good potential ‘real-world’ applicability.
As well as providing the best performance in the range 42.5mm < depth < 205mm,
the fusion ESN gave the best AUC when applied to the much noisier concrete test bed
dataset. This showed how the fusion ESN was adept not just at dealing with relatively
clean rebar across several different cover depths, but also at dealing with rebar that
has been kept in aggressively corrosive conditions for a number of years. While the
presence of defects and the cover depth were both controlled, the data used here were
nevertheless obtained using real EMAD devices to scan real, physical rebar, rather than
simulated MFL data for an ideal scenario. This all gives good reason to be confident
that the fusion ESN would transfer well to ‘real-world’ applications, where the ground
truth may not necessarily be known. The success in the scenarios devised here, along
with this potential ‘real-world’ applicability, shows that, in answer to Research Question
2, heterogeneous data fusion can be applied to quasi-real-world scenarios in NDT.
The consistent optimal threshold obtained using the fusion ESN demonstrated that,
in answer to Research Question 3, the data fusion technique could be deployed system-
atically to reduce the amount of variability that would require expert interpretation.
One problem with the AT is that it can be very difficult to determine an optimal
threshold for the detection of defects, as shown in Section 3.3.3.9 by the fact that the
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AT provided the least consistent optimal threshold values. This means that using the
AT in a ‘real-world’ setting where the ground truth was not known would likely require
access to an MFL expert, who would need to use the raw data signals to determine
the best threshold to use. This could potentially introduce both lengthy delays and
greater cost to the data analysis stage. In contrast, use of the fusion ESN would allow
for a threshold to be automatically applied and for real-time access to reliable results.
This is an important advantage over the other techniques, and reduces the amount of
variability in data interpretation.
In summary, this chapter presented a data fusion approach to the NDT of reinforced
concrete that significantly improved upon the AT. In addition to providing a good level
of performance, the architecture would be a plausible option for systematic application
in ‘real-world’ surveys. Having worked so well on a real, physical reinforcing mesh, the
next stage in this work would be to confirm all of this by performing a survey of a
real road or bridge where the ground truth is not known, and then breaking out the
concrete to verify the accuracy of the results.
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CHAPTER 4
Damage Detection, Localisation, Classification and
Assessment in Online Structural Health Monitoring
4.1 Introduction
In online Structural Health Monitoring (SHM) applications, the primary challenge is
damage identification in real-time [424]. Any method that would allow a structural
engineer to observe and identify damage trends in data would be of great value to
industry. This chapter presents the second case study performed as part of this research,
which concerned the fusion of different modalities of data extracted from sensors that
were embedded in a footbridge by the National Physical Laboratory (NPL) in order to
detect damage over the course of a three year monitoring project. A suite of separate
ESN approaches, henceforth referred to as ESNa, ESNb and ESNc, was initially applied
to data recorded by tilt and temperature sensors, before then also being applied to data
recorded by tilt sensors, temperature sensors and strain gauges. The suite consisted of:
• ESNtt: a preliminary architecture that simply used temperature sensor data to
predict the resultant tilt sensor data.
• ESNa: a data fusion approach that used temperature sensor and strain gauge
data as inputs for the purpose of modelling the tilt sensor data. This included
ESNasg, an architecture that used temperature sensor data to model strain.
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• ESNb: an ESN that detected specific types of damaging event by finding charac-
teristic temporal signatures in the tilt sensor data.
• ESNc: an ESN that used the output of ESNa to provide a single metric that
would describe the condition of the bridge at any given point in the monitoring
period.
Worden and Dulieu-Barton [425] gave five different hierarchical levels of damage
detection in SHM, building on the four levels previously defined by Rytter [426], with
each subsequent level requiring the preceding levels of damage detection:
1. Detection a qualitative indication of structural damage.
2. Localisation the identification of the probable location of the damage.
3. Classification the type of damage is determined.
4. Assessment an estimate of the extent of the damage.
5. Prediction information on the safety or remaining life of the structure.
The aim of this case study was to use the available sensor data to reach the fourth
of these levels of damage detection. When used alongside each other, the data fusion
approach used here allowed for damage to be detected and monitored for long term
impact, while also allowing for fault locations to be determined. Combining this with
two non-fusion based ESN approaches also allowed for the cause of the damage to be
classified and an overall measure of the level of damage that the bridge had sustained
at any given time to be provided. This synthesis of methods led to the proposal of
an overall SHM scheme that has resulted in an outline for a potential SHM toolbox
that exploits data fusion and CI to improve sensor interpretation for a quasi-real-world
scenario. Figure 4.1 shows which of the different ESN approaches used in this chapter
met each of the levels of damage detection.
At this point, it is important to make the distinction between a centralised and
decentralised fusion system. The proposed approach that is provided by the end of the
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Figure 4.1: A diagram reflecting where each of the ESN approaches fits with respect to
the first four levels of the hierarchy of damage detection in SHM.
chapter makes use of a centralised fusion system, where the sensor data is sent to a
central processor, which then makes decisions. In a decentralised fusion system, sensors
communicate with each other on a local level, making autonomous decisions about the
condition of the bridge in their locality and then communicating this to a fusion centre
[178]. Since the ESN fusion methodology presented here makes use of all of the sensors
on the bridge collectively, it is more appropriate to view it as a centralised system.
The remainder of this chapter is structured slightly differently to the other chapters
in this thesis. After the NPL footbridge project is introduced in section 4.2, some
preliminary work on modelling the thermal response of tilt sensors is presented. The
main focus of this chapter, the fusion of three sensor modalities, is given in section 4.4.
Section 4.5 presents two supplementary ESN approaches to assist in the interpretation
of the fusion approach, while Section 4.6 then details the proposed overall online SHM
system. A discussion is provided in section 4.7 and the chapter is then concluded in
section 4.8.
The case study work described in this chapter has also been reported in two original
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publications [46, 427], and has extended earlier related work carried out at Keele
University [428].
4.2 The NPL Footbridge
4.2.1 Motivation behind the project
The NPL footbridge project was set up as a UK-wide means of developing new sensor
technologies and methods for the processing of large time-series datasets from BSNs.
The footbridge itself was built in the 1960s, before being taken out of use in 2008
and fitted with a number of sensors. At the time of the project, it was 5 metres high,
approximately 20 metres long and weighed 15 tonnes [429]. The datasets that were
obtained from the footbridge project have also been made widely available to other
research groups, as will be discussed later in this section. At its inception, the three
main aims of the project were:
1. To provide test facilities for long-term sensor performance monitoring;
2. To demonstrate the use of different monitoring technologies;
3. To contribute to understanding how to assess the state of infrastructure [430].
Further details on the background and motivation behind the NPL footbridge project
have been published elsewhere, and are not repeated here [431, 432].
4.2.2 Sensor modalities
Although a wide variety of sensor modalities, such as crack sensors, accelerometers
and RFID sensors were used, the work in this chapter is concerned with the data
produced by ten temperature sensors, and eight electrolevel tilt sensors, which consisted
of 365 376 data points collected between January 2009 and May 2012, along with the
data produced by eight electrical resistance strain gauges collected between February
2009 and February 2011. All of the sensors were provided by ITMSOIL [434]. The
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Figure 4.2: The NPL footbridge. The image on the left shows the bridge itself, while
the image on the right shows two of the tilt sensors, which are circled in white
(reproduced from Kromanis and Kripakaran [433]).
temperature sensors were chosen on the basis that temperature has been found to be
the principle cause of bridge deformations [435]. Indeed, it was found that in the case
of the NPL footbridge, the vertical displacement at the end of the cantilever due to
the average daily temperature variation was 2.7 mm, approximately equivalent to an
applied vertical load of 4.5 kN [429]. Strain gauges, meanwhile, are amongst the most
commonly used type of sensors used in BSNs [436], and were found to be closely related
to temperature, but with a slight lag [429]. Many of the studies discussed in Section
1.4 used accelerometer data to investigate changing natural frequencies in a bridge, but
Brownjohn et al. identified that, due to the dependence of the bridge’s behaviour on
temperature, sensors that focus on movements in the vertical plane are required [435].
For this reason, it was decided that tilt sensors would be better suited to the damage
detection approach considered in this chapter. However, it should be noted that past
work by Gastineau suggested that multiple tilt sensors are required to show trends
across a structure, and that other sensor modalities are required in order to obtain
useful information from tilt sensors [437].
Figure 4.3 shows the spatial arrangement of the temperature and tilt sensors on the
bridge. Note that tilt sensors 7 and 8 are attached to the two piers of the bridge and
that it is a standalone structure, allowing weights to be suspended from the cantilever
where sensor 1 is located.
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Figure 4.3: The layout of sensors on the NPL footbridge. Tilt (TL) sensor locations are
marked in blue, while temperature (T) sensors are marked in red. Some temperature
sensors also had embedded strain gauges (SG).
4.2.3 Deliberately damaging interventions
Over the course of the project, several interventions were made by NPL scientists with
the intention of simulating damage and recording the response of the bridge to such
damage. The most significant of these interventions came in two forms: static tests and
fatigue tests. In the case of the former, heavy barrels of water were suspended from
the cantilever at the point indicated in Figure 4.3. The fatigue tests, meanwhile, were
performed as a way of both simulating damage and assessing the breaking point of the
bridge, using an adapted hydraulic system that performed half a million load controlled,
10 kN/s cycles. A creep test was also performed between the 11th of October 2011 and
the 28th of October 2011. Here, the bridge was kept in a stressed state for a 17 day
period. Table 4.1 lists all of the significant interventions, while the full list of damage
and repair cycles is given by Livina et al. [438].
4.2.4 Past research
There have been other studies which have analysed the data provided by the NPL
footbridge project. Barton and Esward [439] investigated errors in the sensor data,
but did not assess long-term damage. Kromanis and Kripakaran [433] used a support
vector regression technique to model tilt sensor behaviour with some accuracy, but this
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Date Intervention Type
24th March 2009 Static test
29-30th June 2009 Static test
3rd August 2009 Static test
30th June - 2nd July 2010 Static test
8th October 2010 Static test
18th October 2010 Static test
26th April 2011 Static test
18th - 19th May 2011 Static test
24th June 2011 Static test
27th June 2011 Static test
6th - 7th July 2011 Static test
28th July 2011 Static test
21st August 2011 Static test
24th August 2011 Static test
9th September 2011 Static test
28th September 2011 Fatigue test
29th September 2011 Fatigue test
3rd October 2011 Fatigue test
4th October 2011 Fatigue test
6th October 2011 Fatigue test
7th October 2011 Fatigue test
10th October 2011 Fatigue test
11th October 2011 Fatigue test
11th October 2011 Static test
11th - 28th October 2011 Creep test
28th October 2011 Static test
8th November 2011 Static test
Table 4.1: Significant interventions performed as part of the NPL footbridge project,
along with the date when these were performed.
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required significant pre-processing and did not give any indication about the condition
of the footbridge; the ESN methods used here sought not just to model the sensor
behaviour, but to also show long-term damage trends and localise damage. In a later
work, Kromanis applied support vector regression and principal component analysis
as part of the regression-based thermal response prediction methodology to allow for
anomaly detection, and reached the conclusion that short reference periods for data
prior to any events cannot lead to high prediction accuracies [440]. As a result of this,
the data had to be extrapolated in order to create a sufficiently large training dataset.
After going through a process of deseasonalising and detrending the temperature data,
Livina et al. managed to detect ‘early warning indicators’ when significant interventions
occurred, but were not able to quantify the damage caused by these events [438]. Worden
et al. [441] used cointegration on the tilt sensor data so as to purge environmental
effects and detect damage. However, the cointegration procedure required a full yearly
cycle of data from January 2009 to February 2010, meaning that the model was based
on how the bridge behaved after it had already undergone some damaging events.
Furthermore, once the condition of the bridge changed, the data were no longer purged
of environmental data and retraining would be required. In the most recent work, it was
shown that it was possible to detect the impact of a damaging event, but the location
of the damage was not determined [442].
4.3 Preliminary Work: Modelling the Thermal Re-
sponse of the Tilt Sensors
The ability of neural networks to perform non-linear model estimation without requiring
first-principle models or a priori knowledge about the structure has meant that they
have long been used for SHM applications [246, 443]. This suggests that ESNs might
well be suited to processing the data gathered in this case study, especially in light of
the ability of ESNs to exploit potential temporal patterns in datasets.
The initial work simply used a preliminary ESN model, ESNtt, to model the output
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of each tilt sensor based on the data recorded by each of the temperature sensors. This
temporal relationship is demonstrated in Figure 4.4, which shows the data produced by
tilt sensor 1 and temperature sensor 1 (the closest of the ten temperature sensors to
tilt sensor 1) on 10th March 2009, before the first significant intervention occurred. It
can be seen that under normal circumstances, the bridge underwent a daily cycle due
to change in temperature. Each day, the temperature increased and peaked at around
2 pm, before then gradually reducing, producing a characteristic daily spike. The tilt
sensor data followed this, since the tilt of the bridge at that point increased as the
temperature increased and peaked as the temperature peaked. As the bridge cooled,
the tilt sensor reading gradually reduced again. There is a clear, observable temporal
relationship between the two sets of data.
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Figure 4.4: The output of tilt sensor 1 and temperature sensor 1 over the course of 10th
March 2009. As the temperature changes, so to does the tilt of the bridge.
It was on this basis that ESNtt was presented with the data from the ten temperature
sensors as inputs and was tasked with predicting the output of the eight tilt sensors.
The aim of this was to use the temporal relationship between tilt and temperature
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sensor readings to model the typical, normal behaviour of the bridge. In doing this, an
‘analytical redundancy’ [444] approach could be employed in order to generate residuals
and, hence, observe deviations between the real and predicted tilt sensor data. It was
postulated that if the ESN was able to accurately model the tilt sensor data during the
training phase, then a subsequent significant deviation between the output produced by
ESNtt and the recorded tilt sensor data would be indicative of anomalous behaviour
and possibly damage to the bridge.
4.3.1 Methodology
The approach employed here was to use only the data prior to the first significant
intervention on the 29th June 2009 for training, and to then apply the trained ESNs
to the remainder of the data. This approach means that ESNtt was trained on the
behaviour of the tilt sensors only under normal conditions. As the portion of the data
available for training was limited to the first 12.79% of the data, no sampling was
performed and the full dataset up to 29th June 2009 was instead used. The data were
normalised between -1 and +1, with no other pre-processing performed. Training was
performed using ridge regression and 75-fold cross validation, with the data presented
to ESNtt in batches of one day of data (i.e. all of the data gathered between 00:00
and 23:55 for each full day in the training period). While this data may have been
discontinuous, it was still in the time domain. This meant that during training, the
ESN would be sequentially presented with the data for one of the full days in the
training set, during which time its output weights would be trained, and would then be
returned to its initial state (with the newly updated weights) so that the process could
be repeated with another randomly selected day. The rationale for doing this, rather
than continuously presenting the data from the entire training period in sequence, was
that it would allow the ESNs to learn the diurnal cycles of the tilt sensors in a range of
different scenarios. This could alleviate the need for a deseasonalisation process prior to
data presentation, and would test whether ESNs are sophisticated enough to recognise
the diurnal variations as part of a regular pattern of activity, without any seasonal
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context.
There is a possibility that the number of training batches available could result in
an overtrained network. However, the objective in this preliminary work was to see if
it was possible for the ESN to retain the features of the tilt sensors and potentially
discriminate subtle damage indicators in the presence of diurnal variability when applied
to the rest of the dataset. For this reason, the network was shown as much of this
variation as possible from the period prior to the first significant intervention. It is also
worth noting that each day in the training dataset is unique, and that the range of
temperatures typically seen at the start of the period are not the same as the range of
temperatures at the end of the training period. In the first 30 days of the training data,
the minimum recorded temperature was -14.42 ◦C, the maximum recorded temperature
was 19.37 ◦C and the mean temperature was 3.48 ◦C. In contrast, the final 30 days of
the training dataset had a minimum recorded temperature of -1.83 ◦C, a maximum
recorded temperature of 40.15 ◦C and a mean recorded temperature of 17.74 ◦C. If the
ESNs were to successfully model the tilt sensor behaviour, they would need to know
how they behaved in response to a wide range of different temperatures.
A grid search was then performed in order to find the best ESN topology, the results
of which are given in Table 4.2. Once this had been found, 100 ESNs with the optimal
topology were trained. After training, the 100 ESNs were then presented with the
data from the training period in a continuous stream, rather than in batches. The
average Pearson Correlation Coefficient (PCC) during the training period for each tilt
sensor was recorded, and the output of ESNtt that had the best PCC across all eight
tilt sensors was then compared to the real tilt sensor outputs. This was an interesting
test, because the ESNs had seen all of the data from this period in batches, but had
not previously seen it presented in sequence.
If good correlation between the ESN output and the original tilt sensor data was
achieved, the ESNs would then be presented with the temperature sensor data for the
entire monitoring period and would be tasked with using these sensors to predict the
corresponding output from each tilt sensor. The ESNs would produce an ‘ideal’ tilt
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Parameter Range varied over Optimal value
Spectral Radius 0 - 2 0.95
Input Scaling 0 - 2 1.9
Leak Rate 0 - 1 0.2
Adaptation Epochs 0 - 10 0
Reservoir Size 1 - 500 500
Reservoir Connectivity
Factor 0.1 - 1 0.5
Activation Function
Tanh, Lorentzian,
Triangular Basis Function,
Radial Basis Function,
Fermi
Tanh
Table 4.2: The optimal parameters for ESNtt.
sensor response to the changes in temperature, and this could then be compared to
how the bridge actually behaved. In order to do this, the residual between the output
predicted by this ESN and the actual tilt sensor data at each point was calculated and
then a moving average of the residual was taken according to Equation 4.1.
x = |
∑n+4999
n−5000 Pi
10000 −
∑n+4999
n−5000Ai
10000 | (4.1)
In Equation 4.1, x is the final moving average value, n the number of any given
data point, A the actual data point from a tilt sensor and P the data point that was
predicted by ESNtt for that sensor. The modulus of each value was taken, since it was
the absolute residual that was of interest here. This average error method was employed
to address the presence of noise that might otherwise lead to useful information being
obscured. 10 000 points, equivalent to approximately one month of data, was found
to be an optimal window size for removing the noise without also removing important
trends and features.
One drawback of this training and testing methodology is that it allowed no opportu-
nity for testing on data that were from the period when the bridge was undamaged but
not previously seen by the ESNs during training. This was an unfortunate consequence
of the relative paucity of data available for the undamaged period, which did not allow
for a meaningfully large testing dataset to be produced while still providing enough
data to train the network with a full range of tilt response to thermal variation. It was
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intended that the batch training approach would go a small way to addressing this,
since the ESNs would have seen the data as part of small 24 hour windows but not as a
continuous sequence, but it must be noted that this testing data cannot be considered
truly ‘unseen’ in the conventional sense.
A threshold value needed to be determined for application to the residual in order to
discern between residuals suggestive of damaged and undamaged bridge behaviour. This
threshold was tuned according to the small variability seen when ESNtt was continuously
presented with the training data. A residual value below the threshold (i.e. within the
typical variability seen in the training period) would indicate normal sensor activity at
that point, while a residual above the threshold would be indicative of an anomalous
event. A number of different threshold values were trialled, and it was found that a
value of 0.02 best reflected the difference between normal and anomalous behaviour.
If the residual exceeded 0.02, the full duration of this discrepancy was observed,
since a short duration may have been indicative of an initial response to an intervention,
whereas a longer time-scale may suggest permanent damage. In this analysis, it was
taken that the greater the size of the residual, the greater the level of damage. Although
ground truth data was available, only the dates of significant interventions were recorded
(see Table 4.1), and the extent of any long lasting damage caused by an intervention
was not known.
Since they were located on free-hanging cantilevers, the biggest residual errors would
probably be seen in tilt sensors 1 and 6. This might not necessarily indicate significant
structural damage to the bridge, but could instead be a reflection of the freedom of
movement in the bridge at that point. However, large residual errors in tilt sensors 2,
3, 4 and 5, all of which were located in the central part of the bridge, would be more
likely to reflect a major structural change, since they did not have the same freedom of
movement.
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Tilt
Sen-
sor
1
Tilt
Sen-
sor
2
Tilt
Sen-
sor
3
Tilt
Sen-
sor
4
Tilt
Sen-
sor
5
Tilt
Sen-
sor
6
Tilt
Sen-
sor
7
Tilt
Sen-
sor
8
Avg.
0.8791
(0.0118)
0.8059
(0.0117)
0.8647
(0.0106)
0.9723
(0.0039)
0.9614
(0.0043)
0.9558
(0.0050)
0.9666
(0.0032)
0.9388
(0.0062)
0.9181
(0.0053)
Table 4.3: The average PCC for each tilt sensor and 100 trained ESNs, with the
standard deviation of these given in brackets.
4.3.2 Results and Discussion
The training regime was designed to allow ESNtt to match the behaviour of the bridge
prior to manual interventions, but potentially deviate thereafter due to damaging inter-
ventions. The average PCC for each tilt sensor and the 100 trained ESNtt architectures,
along with the standard deviation, can be seen in Table 4.3.
It can be seen from the PCC values in Table 4.3 that ESNtt was successfully able
to model the output of the tilt sensors prior to the first significant intervention. This
confirms that ESNs are capable of learning a diurnal relationship and then applying that
to a continuous set of data, without the need to detrend or deseasonalise the data in
advance. The average PCC of 0.9181 suggests a strong positive correlation between the
original tilt sensor data and the ESNtt prediction. An example of the good correlation
between real and predicted tilt sensor data in the training portion can be seen in Figure
4.5, which shows the close match between the real sensor data for tilt sensor 5 and the
output of the best performing ESN over the period of 19th March 2009 to 23rd March
2009. This is significant, since it shows that ESNtt was able to predict accurately how
the bridge should normally behave, strongly implying that any difference between the
real and predicted values in the testing portion of the dataset would be due to a change
in the state of the bridge, rather than a fault in the predictive capability of ESNtt.
While the value of 0.8059 for the PCC between ESNtt and tilt sensor 2 represents
reasonably good correlation, this value is notably lower than that for the other tilt
sensors. Further analysis of the output of ESNtt showed that tilt sensor 2 was particularly
sensitive to the deliberate interventions. It is possible that the region around tilt sensor
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Figure 4.5: The real and best ESN predicted output of tilt sensor 5 over the period of
19th March 2009 to 23rd March 2009. ESNtt has learned to model the behaviour of the
tilt sensor well.
2 was prone to damage and that there was an underlying structural condition in the
bridge at this point that had developed during the 50 years of ordinary use that the
bridge underwent prior to the beginning of the sensor monitoring. This could have
caused the bridge to start behaving erratically in this region, making it especially
difficult for any regression technique to model its behaviour based on temperature alone.
Using Equation 4.1 to analyse the output from ESNtt allowed two key interventions
to be identified by inspection of the long-term trends in the data. Figure 4.6 shows
a moving average of the residual data for tilt sensors 1 - 3 and 6, during the period
July 2009 to May 2010, when the effects of the first key intervention could best be seen.
Figure 4.7, meanwhile, shows a moving average of the residual for the same tilt sensors
for the period June 2010 to April 2011, when the effect of the second key intervention
could best be seen. Each solid vertical red line in these figures represents a significant
intervention that occurred at that point in time. A rise in the error level due to an
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intervention that is then maintained over a long time period indicates that permanent
damage or at least medium term modification to the bridge was caused. A rise in the
error level following an intervention that is followed by the error returning quickly to
its prior level is indicative of the event affecting the bridge at that point in time, but
not causing any lasting damage. If there is no change in the error level, the bridge was
probably unaffected at that tilt sensor position.
The first of the two key interventions found using ESNtt occurred in August 2009,
when two water tanks suspended from one end of the bridge were filled with water and
then emptied. The water tanks were loaded onto the cantilever closest to tilt sensor 1
(see Figure 4.6), and so this sensor exhibited the strongest response to the event itself,
something probably exacerbated by the fact that the cantilever was relatively free to
move. In the aftermath of this, however, the residuals for tilt sensors 1, 2 and 3 all
begin to increase beyond the damage threshold of 0.02. This implies that the bridge
had changed state due to the intervention. However, while the residual for tilt sensors
2 and 3 reached a certain value and then began to plateau, the freedom of movement
in the cantilever meant that the residual for tilt sensor 1 decreased after peaking in
December 2009. This suggests that the cantilever was temporarily affected by the static
test, but that it eventually returned to its initial state. Conversely, the fact that the
residual error was maintained for tilt sensors 2 and 3 indicates that the bridge did
undergo a permanent change of state in that region, potentially indicative of damage.
The fact that the error is greater for tilt sensor 2 means that any damage probably
occurred closer to tilt sensor 2 than 3.
The residual error for tilt sensor 6 is more difficult to interpret for two reasons.
Firstly, the residual is erratic, often moving above or below the damage threshold with
no apparent cause; when the residual error for the other three tilt sensors continued to
increase in September 2009, the error for tilt sensor 6 began to decrease. In January,
the residual error began to grow again without an obvious cause for this change in
behaviour. Secondly, the fact that the sensor was located on the cantilever at the
opposite end of the bridge to tilt sensor 1, and that both cantilevers were free to move,
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suggested that the static tests would elicit a strong response from both cantilevers
initially. It is strange that the error for tilt sensor 1 would be maintained for such a
long time period, often at a greater level than the error for tilt sensor 2, when tilt sensor
6 behaved so differently. This could be due to external effects other than temperature
that made it difficult for the ESN to model tilt sensors 1 and 6 using temperature alone,
something that could be addressed with data fusion.
The second of the key interventions came about due to the loading and unloading
of two half-full water tanks on the bridge between the 30th of June and the 2nd of July
2010, the effects of which were then exacerbated by subsequent interventions on the 8th
and 18th of October 2010. Figure 4.7 shows the behaviour of tilt sensors 1, 2, 3 and 6
between July 2010 and April 2011, covering the three interventions and their aftermath.
Any damage that the first significant event imparted upon the bridge near tilt
sensors 2 and 3 was exacerbated by both the loading events of June/July 2010 and then
the static tests of October 2010. The residual can be seen to increase for both sensors
after these events, before eventually plateauing. Prior to the June/July loading events,
the error for tilt sensor 2 was around 0.03, which had increased to 0.07 by the time it
plateaued in April 2011, more than double the initial value. Similarly, the residual error
for tilt sensor 3 doubled from 0.02 in June 2010 to 0.04 in April 2011. These results
suggested that the area around tilt sensor 2 started in a damaged state due to the first
key intervention mentioned previously, and that this damage was increased by further
loading events.
The residual error for tilt sensors 1 and 6, meanwhile, still suggested that temperature
information alone was not sufficient for modelling free-hanging cantilevers. Tilt sensor 1
exhibited a strong response to all of the events before returning to a low value, indicating
that any change to the bridge at that point was temporary. Curiously, the output again
peaked during December, once more exceeding the residual generated in the damaged
tilt sensor 2 region. The residual for tilt sensor 6 continued to be erratic, breaking the
damage threshold at times but ultimately returning to zero by April 2011. Once again,
this implies that the recorded temperature measurements were not sufficient on their
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4.3. PRELIMINARY WORK: MODELLING THE THERMAL RESPONSE OF THE
TILT SENSORS
own for modelling tilt on free-hanging cantilevers.
4.3.3 Conclusion
There are a few, more general conclusions that can be reached from this initial phase
of work on this case study. Firstly, it has been shown that ESNs are well suited to
modelling the thermal dependency of the tilt of the bridge at different locations. Prior
to the first significant damaging event, good correlation between the real and predicted
tilt sensor data was achieved, with an average PCC of 0.9181 achieved across all eight
tilt sensors. This was achieved without any need for removing seasonal trends from the
data, or synthesising additional training data. Instead, the ESNs were able to embrace
the seasonal variations in the data using their ability to model temporal relationships,
and this was done using only six months of data. It is, however, important to sound
a note of caution at this point, since the network had seen all of the data prior to
the first significant damaging event in training, although the data had only previously
been seen in batches and were not presented in the continuous fashion used during
testing. The fact that the increase in residual begins almost immediately after the end
of the training period could potentially be concerning, but can be plausibly explained
by the fact that a significant intervention did occur at this point, and that similar
behaviour was observed after the second significant loading event. In spite of this, the
results suggest that ESNs are a plausible option for online SHM. By not only detecting
important events, but also giving some indication of long-term damage and damage
locations, the ESNs were able to give a clear picture of the bridge’s condition.
Although this preliminary work did not use data fusion in the conventional sense,
where input modalities might be combined in order to improve the output results, the
exploitation of the relationship between two different sensor modalities showed the
potential benefits of mapping between sensor modalities. Looking at sensors in this
kind of combination allowed for inferences that could not have been made using just
tilt sensor readings or temperature sensor readings alone. The temperature sensors
added vital context to the variations in tilt sensor data not just over the course of
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a day, but over the course of an entire year. However, the existence of a thermal
response by structures is well known, and has been used before (see, for example,
[197]). Furthermore, the behaviour of the bridge might not be fully accounted for by
its response to temperature, and other external factors could potentially be at play.
This could be the reason for the slightly counterintuitive behaviour seen in the residual
error for tilt sensors 1 and 6. Sohn previously reported that while temperature is the
chief contributor to dynamic changes in a bridge, there are other confounding variables
such as wind-induced variation that should be considered [445]: something that seems
particularly pertinent for free hanging cantilevers. In a ‘real-world’ bridge that is in
constant use, it is possible that there could be variation in the tilt sensor data based not
only on changes in the temperature, but also on the amount of traffic passing over the
bridge. Consequently, a data fusion technique would be more useful in the ‘real-world’ if
it could integrate alternative modalities of data that may account for unusual behaviour.
The work in the remainder of this chapter makes a novel contribution by not only
combining together tilt and temperature sensor data, but by also fusing strain gauge
data to obtain better results.
4.4 ESNa: Fusion of temperature, tilt and strain
data
The nature of the relationship between tilt sensors, temperature sensors and strain
gauges can be seen in Figure 4.8. Although the amplitude of the response is not as
great as that of tilt sensor 1, every change in temperature has a corresponding change
in the strain on the bridge. This follows, as one would expect variations in the tilt
at different points on the bridge to cause variations in the strain at different points.
Past research also gave some cause for optimism: it has been suggested that strain
gauges can be integrated with environmental sensors for condition monitoring [446],
while strain measurements have also been used for modelling acceleration [196, 211]
and have been analysed for damage detection [447].
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Figure 4.8: The output of tilt sensor 1, temperature sensor 1 and strain gauge 6
between 20th April and 24th April 2009. Like the tilt sensor, the strain gauge responds
to variations in the temperature of the bridge.
The motivation for including strain data in the data fusion model was that there was
a possibility that there may be a relationship between tilt and strain that is independent
of temperature. If this was the case, some of the deviations seen in the residuals
generated by ESNtt may not necessarily have been indicative of damage. A system that
employed different modalities of sensor would be able to take more than just the thermal
response of the bridge into account, producing a more accurate model of tilt sensor
behaviour. Any subsequent improved performance in terms of PCC during training
would increase confidence in the interpretation of the residual error generated by an
ESN. It is also possible that including the strain gauge data might address some of the
idiosyncrasies seen in the residual error produced by ESNtt for tilt sensors 1 and 6.
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4.4.1 Strain gauge data
Although the strain gauges were embedded in the ten temperature sensors, the actual
availability of strain gauge data was limited to the six sensors embedded in temperature
sensors 3, 6, 7, 8, 9 and 10 (see Figure 4.3). The constant output of -7999 that was given
by the strain gauges embedded in temperature sensors 4 and 5 (c.f. typical readings
of 0.122 and 0.00434) for extended periods was well beyond the sensors’ operational
limit of 3000 microstrain [448], suggesting that they had developed stuck faults. The
frequency and duration of these faults meant that those two strain gauges gave very
little useful information. They were, therefore, excluded from the analysis. The data
for the six working strain gauges only covered the period from 1st February 2009 to 1st
February 2011, compared to 30th January 2009 to 4th May 2012 for the other sensors.
Consequently, the subsequent analysis in this section looks only at events that took
place prior to February 2011.
4.4.2 Modelling strain with temperature
The first part of the ESN approach here was to attempt to model the thermal response
of the strain of the bridge. The same residual error approach used in Section 4.3 should
make it possible to observe points at which the strain deviated from its expected values,
and to possibly observe sensor faults. ESNasg was created in order to do this.
4.4.2.1 Methodology
The ESNtt architecture described in Section 4.3 above was slightly modified so that
there were six output units, one for each strain gauge. It was found that optimal
performance was obtained with all other ESN parameters kept the same as for ESNtt
(see Table 4.2). The portion of data up to the first significant event on 29th June 2009
was again used for training, despite the fact that the later start time for the strain
gauges meant that this training set was smaller than the one used to model the tilt
sensor data. Each ESN was trained using 74-fold cross validation.
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Strain
Gauge
1
Strain
Gauge
2
Strain
Gauge
3
Strain
Gauge
4
Strain
Gauge
5
Strain
Gauge
6
Avg.
0.9123
(0.0649)
0.9082
(0.0724)
0.9107
(0.0699)
0.9054
(0.0756)
0.9119
(0.0671)
0.9092
(0.0670)
0.9064
(0.0088)
Table 4.4: The average PCC for each strain gauge and 100 trained ESNa architectures,
with the standard deviation of these given in brackets.
100 ESNs using this architecture were trained. The full dataset was then presented
to the ESN continuously and Equation 4.1 was used to find the rolling average of the
difference between the predicted strain gauge output and the real strain gauge output.
It should once again be noted that the paucity of available data meant that all of the
undamaged data was presented in batches during training, such that there was no
unseen testing data from the undamaged period.
4.4.2.2 Results
As with the tilt sensor data, the training regime was designed so that the ESNs would
be able to accurately model the strain gauge data recorded prior to the first manual
intervention. Table 4.4 gives the average PCC for each strain gauge and the 100 trained
ESNasg architectures, with the standard deviation given in brackets.
The results shown in Table 4.4 are remarkably consistent, with all of the PCC values
falling within 0.05 of 0.91. The overall average PCC value of 0.9064 suggests a strong
correlation between the ESNasg output and the original strain gauge data, indicating
that it was possible to model the strain across the footbridge using the temperature.
This, in turn, suggested that the full extent of the data could be fed into ESNasg, and a
residual generated in order to detect deviations in the strain. The residual for all six
strain gauges over the full time period can be seen in Figure 4.9.
Figure 4.9 shows that while all of the strain gauges were in some way affected by
the first significant intervention, only strain gauge 2 significantly deviated from the
ESNasg prediction. A closer inspection of the raw strain gauge data revealed that in
May 2009, the sensor appears to have begun to produce spike and bias faults that
caused it to frequently deviate from the ESNasg prediction. An example of this can
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be seen in Figure 4.10, which shows how the ESN was able to model the strain gauge
data well, up until the point when a spike fault occurred, followed by the emergence
of a bias fault. Faults like these were responsible for the large residual seen for strain
gauge 2. On a moveable structure like the NPL footbridge, spikes are often caused by
loose electrical contacts within the sensor [449]. In this particular case, the size of the
residual did not indicate damage to the bridge, but damage to the sensor. The faulty
behaviour of strain gauge 2 was taken into account when using the strain gauges to
model the behaviour of other sensors.
10−Sep−2009 12−Sep−2009 14−Sep−2009 16−Sep−2009 18−Sep−2009
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
Date
ES
N
 a
nd
 N
or
m
al
ise
d 
Se
ns
or
 O
ut
pu
t
Real and Predicted Output of Strain Gauge 2
 
 
Strain Gauge 2 Output
ESN Prediction
Figure 4.10: The real and predicted output of strain gauge 2 between 10th September
and 18th September 2009. The ESN models the behaviour of the sensor well, apart
from when there are unexpected spike and bias faults on the 15th of September.
4.4.3 Modelling tilt with strain and temperature
In an online SHM application, where the data are arriving in real-time, it would not be
known from the outset that strain gauge 2 had developed a fault. Consequently, it was
decided that two separate ESNa models for predicting the tilt sensor data would be
created. The first of these, ESNa16 would have 16 input units - the ten temperature
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sensors and all six strain gauges - and eight output units (one for each tilt sensor), while
the second, ESNa15, would have 15 input units - the same as ESNa16, but without the
faulty strain gauge 2 - and, again, eight output units. The aims of this approach were:
1. To see if there was initially any benefit to using all six strain gauges, and if the
ESNa16 model was adversely affected by the development of the major faults in
one of the input sensors.
2. To see if, upon ‘detecting’ a sensor fault, it is possible to switch to a pre-trained
model that excludes the faulty sensor (ESNa15 in this case) and still obtain useful
results. 1
3. To answer Research Question 1 by improving on the sensor interpretation from
the preliminary work.
4. To answer Research Question 2 by considering how the ESNa approach could be
applied in a ‘real-world’ online SHM scenario.
5. To answer Research Question 3 by finding if it is still possible to systematically
apply ESNa, even in the presence of faulty sensors.
4.4.3.1 Methodology for data fusion
It was again found that the best ESN parameters for both ESNa16 and ESNa15 were
the same as the optimal parameters for ESNtt, given in Table 4.2. The training and
testing procedure was also unchanged from the procedure detailed in Section 4.3.1. 100
ESNs of each architecture were trained on discontinuous batches of individual days of
data from the training period using 74-fold cross validation, before being continuously
presented with the data from the training period during testing. This again meant that
the ESNs would not have seen the training data presented in sequence prior to testing,
1For a modest number of sensors, the relative ease of training ESNs means that this could be
achieved by exhaustively training all possible permutations of sensors and then choosing a network
that excludes those sensors that have become faulty. For a bigger, and possibly more realistic, system,
a new set of ESNs would have to be trained oﬄine, without the excluded sensor(s), once a sensor fault
was detected.
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but that there would be no previously unseen data from prior to the first damaging
event available for testing. The best performing individual ESN for each architecture
was found, and was then used for the production of the graphs and figures seen in
Section 4.4.3.2, below. After this, the ESNs were presented with the data from the
entire monitoring period so that residuals could be generated for each tilt sensor and
potential damage inferred.
4.4.3.2 Results for correlation prior to first significant event
Table 4.5 shows the PCC results when the 100 trained ESNa16 architectures were
continuously presented with the data from the training period. When these results
are compared to those in Table 4.3, one thing that is noticeable is that the PCC value
increased for every single tilt sensor, with the overall average rising from 0.9181 to 0.9438.
This confirms the hypothesis that there are external factors besides the temperature
that affect the behaviour of the bridge, and that some of these are represented in the
strain measurements. It also shows an immediate improvement in sensor modelling
that has been brought about by data fusion.
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Avg.
0.9226
(0.0044)
0.8750
(0.0067)
0.8973
(0.0044)
0.9767
(0.0017)
0.9703
(0.0015)
0.9754
(0.0015)
0.9752
(0.0011)
0.9578
(0.0025)
0.9438
(0.0025)
Table 4.5: The average PCC for each tilt sensor and 100 trained ESNa16 architectures
when all ten temperature sensors and all six strain gauges were used as inputs, with
the standard deviation of these given in brackets.
The PCC values from when the 100 trained ESNa15 architectures were continuously
presented with the data from the training period, meanwhile, are given in Table 4.6.
While there is a slight decrease in the PCC for seven of the eight tilt sensors and the
overall average, this effect is very small, and the changes were all within one standard
deviation. This indicates that even with one of the sensors removed, the data fusion
approach still offers an improvement over the preliminary model. This means that in
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the case of a detected sensor fault, it would be plausible to simply move to a pre-trained
model that excluded the faulty sensor.
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Avg.
0.9210
(0.0045)
0.8690
(0.0061)
0.8930
(0.0040)
0.9764
(0.0012)
0.9697
(0.0011)
0.9754
(0.0016)
0.9744
(0.0012)
0.9566
(0.0030)
0.9419
(0.0022)
Table 4.6: The average PCC for each tilt sensor and 100 trained ESNa15 architectures,
with the standard deviation of these given in brackets. Removing the erroneous strain
gauge only slightly reduced performance during the training period, and still offered an
improvement on the model used in the preliminary work.
The overall effect of the data fusion approach on the ESN prediction for each tilt
sensor can best be seen in Table 4.7, which shows the PCC for each tilt sensor prediction
produced by the best of the 100 trained ESNtt architectures and the best of the 100
trained ESNa15 architectures. The biggest improvement in PCC was for tilt sensor 2.
While the residual errors for some of the tilt sensors were hardly changed by the
introduction of the strain data, tilt sensors 1, 2, 3 and 6 were significantly affected,
as discussed below in Section 4.4.3.3. This is an interesting result, since these are the
sensors that had the poorest PCC for ESNtt and which were in the areas that were
identified as being most prone to additional external effects. While the good correlation
between the two ESNs for tilt sensors 4 and 5 is easy to explain - ESNtt was able
to account for their behaviour very well using only information on the temperature,
indicating that this region of the bridge was less prone to external effects - the reason
for the good correlation for tilt sensors 7 and 8 is less obvious. No strain gauges were
located on the two piers, and so it is probably the case that using strain gauge data did
not give ESNa15 any additional information about how the tilt should vary on the piers.
4.4.3.3 Results for application to the data from the full monitoring period
When the ESNs were presented with the dataset from the full monitoring period, most
of which had not been previously seen by the networks, the effects were significant.
Figure 4.11 shows the effects of two of the worst faults in strain gauge 2 on the residuals
147
4.4. ESNA: FUSION OF TEMPERATURE, TILT AND STRAIN DATA
Tilt
Sen-
sor
1
Tilt
Sen-
sor
2
Tilt
Sen-
sor
3
Tilt
Sen-
sor
4
Tilt
Sen-
sor
5
Tilt
Sen-
sor
6
Tilt
Sen-
sor
7
Tilt
Sen-
sor
8
0.5960 0.4465 0.7266 0.9388 0.9072 0.8492 0.9562 0.8817
Table 4.7: The PCC for each tilt sensor as predicted by the best performing of the 100
ESNtt architectures and the best performing of the 100 ESNa15 architectures over the
full extent of the dataset. It can be seen that the prediction for some tilt sensors was
largely unchanged, while there were pronounced changes for others.
produced by ESNa16 for selected tilt sensors. In each case, it can be seen that a large
spike is produced in each residual, which corresponds to the spike in the residual for
strain gauge 2. The peak of each spike is well in excess of the damage threshold of 0.02,
meaning that the sensor’s faults run the risk of being interpreted as the sudden onset
of damage in the locations around tilt sensors 1, 2, 3 and 6.
In contrast, Figure 4.12 shows how this problem was resolved by removing the faulty
sensor from the inputs to the network. The spikes seen in the residuals generated by
ESNa16 are totally absent from the residuals generated by ESNa15. Furthermore, ESNa15
revealed a spike in the residual for tilt sensor 1 that was obscured in the residual from
ESNa16. While the removal of a faulty sensor from the ESN model marginally reduced
the PCC during the training period, the overall performance of ESNa15 improved upon
that of ESNa16 when presented with the full dataset. Artefacts from the faulty sensor
were removed without significantly compromising the ESN’s ability to predict the tilt
sensor values. This means that in an online SHM application, it would plausibly be
possible to detect a fault in one of the input sensors, and to simply use a new model
(either pre-trained or trained oﬄine once the sensor fault had occurred) that did not
include the faulty sensor.
4.4.4 Discussion
The results for ESNasg, ESNa16 and ESNa15 demonstrated a number of useful points.
Firstly, as shown by ESNasg, it is possible to model the strain of the bridge based on
temperature, and to use this model to detect faults in the sensors. Secondly, as shown
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Figure 4.11: A comparison between selected residuals from ESNa16 and the residual for
strain gauge 2 produced by ESNasg. In each plot, it can be seen that the increase in
residual for strain gauge 2 caused by sensor fault also results in increases in the
residual for the tilt sensors.
by ESNa16 and ESNa15, it is possible to gain improved models of the tilt of the bridge
by incorporating other modalities of sensor as inputs to the ESNs. Thirdly, when sensor
faults are detected, faulty sensors can be removed from the inputs with only a minimal
drop in network performance.
All of the subsequent discussion in this section refers to the better-performing of
the two strain gauge data fusion ESNs: ESNa15.
Table 4.7 shows that the biggest differences between the residuals generated by
ESNtt and ESNa15 were seen in tilt sensors 1, 2, 3 and 6. Figure 4.13 shows how the
incorporation of strain gauge data gave residuals for tilt sensors 1 and 6 that were
more in line with prior expectations. The period shown in Figure 4.13 is for the full
extent of the available strain data. Both sensors still exhibit a large residual when
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Residuals generated by ESN
a15 on dates when ESNa16 was affected by faulty sensor readings
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Figure 4.12: The residuals generated by ESNa15 for selected tilt sensors on the same
dates as the plots in Figure 4.11. It can be seen the removing the faulty strain gauge
from the inputs to the network produced removed the effects from the predicted ESN
output.
the static tests were performed, but the residual for tilt sensor 1 no longer rises to a
peak in December 2009. Instead, the residual returns to zero after the static test, and
then varies afterwards due to its location on a free-hanging cantilever. The residual
for tilt sensor 6 now amply shows how the effects of the loading events were felt all
across the bridge. Rather than simply varying around the damage threshold of 0.02,
the new residual for tilt sensor six changes in keeping with the residuals for the other
tilt sensors, and comes to be the tilt sensor with the greatest residual at the end of
the data. Again, this is to be expected of a free-hanging cantilever, especially one that
would be strongly affected by changes in other regions of the bridge.
Figure 4.14, meanwhile, shows how the residuals for tilt sensors 2 - 5 changed over
the same period. A comparison between these sensors is interesting, since they were
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identified as the ones that would be best able to indicate any structural damage to the
bridge. It can be seen that for the most part, the output of all of the tilt sensors is
unchanged. The residuals for tilt sensors 2 and 3 consistently exceeded the damage
threshold after each of the static tests, indicating damage to the bridge in that region.
In sharp contrast, the residuals for tilt sensors 4 and 5 were consistently below the
damage threshold of 0.02, which can be interpreted as suggesting that the bridge was
unaffected in this region. The only major change in the residuals can be seen in tilt
sensor 2 in the period from around September 2010 to January 2011, where the residual
is greatly reduced. This suggests that the damage to the bridge in this region was not
quite as bad as ESNtt suggested, but had still been exacerbated by the static tests in
June and October 2010. Overall, these results do confirm the conclusion drawn when
using ESNtt, in that the interventions caused long-term damage to the bridge in the
region around tilt sensors 2 and 3.
When trying to piece together the overall picture of how the bridge was affected
by the potentially damaging interventions, it is important to consider how the two
piers behaved. Figure 4.15 shows how the residuals for tilt sensors 7 and 8 generated
by ESNa15 differed from those generated by ESNtt, while also including the residuals
generated by ESNa15 for tilt sensors 2 and 3 for further comparison. As previously
mentioned, there is little difference between the output of ESNa15 and ESNtt for tilt
sensors 7 and 8, probably owing to the fact that no strain gauges were located on
the piers. Tilt sensor 7 was strongly affected by the intervention in July 2009, but
this appears to have been a short term effect, since the residual fell below the damage
threshold in April 2010 and arrived at a value of 0.009 in January 2011. The residual for
tilt sensor 8, meanwhile, increased for almost the entire period following the July 2009
intervention. This could suggest that there was a problem with the piers, or possibly
the foundations of the bridge. It is particularly interesting that the residuals for tilt
sensors 2 and 3 appear to be strongly linked to the residuals for tilt sensors 7 and 8.
Following the static test in July 2009, the residuals for tilt sensors 2 and 3 increased
as the residual for tilt sensor 7 increased. As the residual for tilt sensor 7 began to
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decrease in November 2009, so did the residuals for tilt sensors 2 and 3, although they
did experience a sharp spike in January 2010. Similarly, in the aftermath of the June
2010 events, the changes in the residual for tilt sensors 2 and 3 were very similar to the
changes in the residual for tilt sensor 8.
Combining all of this information finally allows for the behaviour of the sensors to
be explained. In his 2015 thesis, Kromanis suggested that the bridge’s foundations
experienced differential settlement [440]. Differential settlement is known to cause
shears and cracks in structures, something that could only have been made worse by
the addition of heavy loads [450]. The results here seem to confirm this, and allow for
some interpretation of how and where the bridge became damaged. In July 2009, the
water tanks were loaded onto the cantilever closest to tilt sensor 1. The application of
this weight caused the bridge to pivot on the first pier, where tilt sensor 7 was located.
The initial impact of the resultant force was mostly strongly felt by the bridge in the
region around tilt sensor 1, since the cantilever was relatively free to move. Over the
subsequent months, it was then tilt sensors 2 and 3 that appeared to show damage. It
is likely that the addition of the load, coupled with the differential settlement, caused
the pier that tilt sensor 7 was located on to behave in an unexpected fashion. This, in
turn, had an effect on the bridge around tilt sensors 2 and 3. It then appears that there
was a change in the structure that allowed the pier to return to its usual behaviour, but
led to a permanent change in the behaviour of tilt sensors 2 and 3. The fact that the
residual for tilt sensor 2 was greater than that for tilt sensor 3 could mean that damage
had occurred at a positon closer to tilt sensor 2 than 3. It was reported by Worden et al.
that following the intervention, cracking was observed on tilt sensor 7’s pier, just above
tilt sensor 7 itself, which would explain all of this [441]. Significantly, this damage did
not occur at the exact moment of the loading event, but instead developed over several
months.
The events of June and October 2010 had a similar effect. This time, it was the
pier that tilt sensor 8 was located on that was affected the most by the events, possibly
due to torsional effects from the bridge pivoting on tilt sensor 7’s pier. This seemed to
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worsen the situation around tilt sensors 2 and 3. By the end of the period covered by
the strain gauges, the bridge had been permanently changed, and the region around tilt
sensors 2 and 3, in particular, had suffered damage.
Although the overall picture given by these results is somewhat different to that
obtained using ESNtt, especially for tilt sensors 1 and 6, the improved correlation shown
in Table 4.7 gives greater confidence in the accuracy of the results for ESNa15. Improving
the accuracy of the modelled sensor behaviour during the training period gives greater
certainty that the subsequent sensor behaviour predictions would be accurate. The use
of strain gauge data fusion here has allowed for more detailed interpretations to be
drawn than using just tilt and temperature sensors.
4.4.5 Conclusion
The first part of the ESNa approach suggested in this section was to use the ESNasg
architecture to model the thermal response of the strain gauges. By doing this, it was
possible to detect the onset of spike and bias errors in the data from strain gauge 2. It
was then shown that combining strain and temperature data produced a more complete
model of how the bridge tilted during the time period using ESNa16. It was also shown
that in the event of an error being introduced to the input to that model, it is possible
to compare the output of ESNasg to that of ESNa16 in order to see if increases in the
residual error in ESNa16 were due to genuine damage to the bridge or sensor fault.
Finally, ESNa15 isolated the faulty sensor with only a slight reduction in performance
compared to ESNa16. All of this met the first two levels of damage detection, detection
and localisation, as set out at the start of this chapter.
While it should again be noted that the small pool of training data available meant
that it was not possible to construct a meaningfully large testing dataset, a like-for-like
comparison between ESNa15 and ESNtt demonstrates the benefits of data fusion in this
case. The average PCC when presented with data from the training period rose from
0.9064 to 0.9419, as the strain gauges provided context to the condition of the bridge
that was simply not available in the temperature sensor data alone. Using the resultant
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residual, it was possible to observe both short and long-term changes in the state of the
bridge, allowing for permanent damage to be detected. The results suggested that a
fault had developed in the region around tilt sensors 2, 3 and 7, and this was confirmed
by a previous physical inspection. This confirmation is important, since it suggests
that the ESN interpretation of the sensor data was accurate, something that might
be normally tested by assessing correlation when presented with previously unseen
testing data. This does not just demonstrate how strain gauges usefully contribute to
determining the state of the bridge at any point, but shows that by using CI techniques
such as ESNs, it is possible to integrate a variety of different sensors to obtain improved
damage detection.
One area of concern is that in this case study, the date of the onset of the interventions
was known, which made the interpretation of the results somewhat easier. In the ‘real-
world’ scenarios, this ground truth data would possibly be unknown. It might, therefore,
be useful to have further ESN approaches in order to assist in the interpretation of
ESNa. Two new approaches, ESNb and ESNc were created with this in mind, and are
discussed in the following section.
4.5 Supplementary ESN Approaches
The two complementary approaches that were developed did not rely on data fusion,
but did help to interpret the output of ESNa. They were developed with Worden
and Dulieu-Barton’s third and fourth levels of damage detection in mind, specifically
classification and assessment. ESNb was created in order to classify every single day in
the dataset as either an ordinary day, a day featuring a static test or a day featuring
a fatigue test. ESNc, meanwhile, was created in order to estimate the extent of any
damage by using the output of ESNa to produce a single value that expressed the extent
of any damage to the bridge at any given moment.
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4.5.1 ESNb: Classification of Interventions
The potential benefits of being able to classify each day are twofold. Firstly, knowing
that a potentially damaging event had occurred would act as a red flag for any engineers
monitoring the condition of the bridge, since the output of ESNa could then be used to
observe how and where any damage developed from that point. Secondly, recognising
the cause of any long-term change in the bridge would make it easier to look for different
types of damage. It was for this reason that ESNb was tasked with classifying each day
as an ordinary day, static test or fatigue test, rather than just as an ordinary day or a
day with an intervention.
There was good reason for expecting ESNb to be able to classify the different types
of event. Figure 4.16 shows how the diurnal cycle of the bridge as recorded by tilt
sensor 1 could be perturbed by a static test. In the period shown in Figure 4.16, two
static tests occurred, one on 24th June 2011 and one on 27th June 2011. The signal
from tilt sensor 1 on these two days was different from the normal tilt sensor daily cycle
for the bridge: in each case, a second spike can be seen shortly after the usual peak in
the temperature data. This is due to the weight of the load, applied after 2 pm, causing
the bridge to tilt significantly before returning to its normal disposition once the load
had been released. This characteristic ‘double spike’ shape can be seen for all of the 22
static tests that were performed, and was a basis for expecting an ESN technique to
characterise the intervention.
Similarly, Figure 4.17 shows how the normal cycle was perturbed by another specific
type of intervention, the fatigue test. The fatigue tests were carried out by NPL
scientists as a way of simulating damage and assessing the bridge’s breaking point.
During the period shown in Figure 4.17, fatigue tests occurred on 28th September, 29th
September, 3rd October and 4th October 2011. On these days, the normal daily cycle of
the bridge was perturbed as the bridge was kept in a stressed state for several hours,
prompting a sharp rise in the value of the tilt sensor readings at the onset of the event
and a sharp drop in the value of the tilt sensor readings at the end of the event. This
characteristic shape can be seen for all eight fatigue tests that were performed. Again,
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Figure 4.16: The output of tilt sensor 1 between 22nd and 28th June 2011. It can be
seen that when a static test was performed, the output of the sensor was perturbed,
resulting in a large spike.
this was a basis for expecting the ESNb technique to be able to characterise this type of
intervention.
4.5.1.1 Methodology
Since the two primary types of intervention both had recognisable signatures in the
data, an experiment was set up using ESNs to determine automatically the type of
intervention using the data from all eight tilt sensors as inputs. The temperature sensors
were not used, since they reported only on ambient conditions and did not contain any
information about the bridge itself. The strain gauges were also omitted, partly because
there was no recognisable trace of any of the events seen in them, and partly because
the strain gauge data was only available for a limited time period that excluded most
of the interventions.
A new ESN was set up with three output units that would classify each data point
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Figure 4.17: The output of tilt sensor 1 between 27th September and 5th October 2011.
It can be seen that when a fatigue test was performed, the output of the sensor was
perturbed, with a sharp rise in the tilt at the onset of the test, and a sharp drop at the
end of the test.
as either part of the bridge’s normal cycle, a static test or a fatigue test. A training
dataset was created using the full data for the 22 days when static tests were performed,
the eight days when fatigue tests were performed and 32 randomly selected days when
no intervention occurred. It should be noted that there were two days that contained
both a static test and a fatigue test, and so there was a total of 60 different samples in
the training set. Each of these days was used as an individual training sample, and
the networks were trained using 60-fold cross validation. During testing, ESNb was
presented with the entire three year dataset in a continuous stream, and the value
produced by the three output nodes was recorded for each datapoint. An ensemble
classifier approach was used, such that 100 ESNs were trained and used to obtain an
average output for each datapoint during testing. An optimal threshold was then found
for each output node, with values above the threshold being classed as a positive, and
values below the threshold being classed as negative. For the purposes of analysis, the
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outputs were then divided into individual days. If an output node gave a positive value
at any time during a given day, then this was classed as a positive prediction. A window
of 24 hours was used before and after the known interventions, so as to counteract any
delayed classifier response and the possibility of a signature extended over a significant
portion of a whole day’s data points. Although training the ESNs to recognise all
of the available static and fatigue tests is unconventional, the approach has value in
demonstrating that the ESNs are still able to detect static and fatigue test signatures
when embedded in a longitudinal dataset where the majority of the data pertain to
ordinary days, without misclassifying these ordinary days as days of interest.
A standard grid search was employed in order to find the best topology for ESNb,
and this is given in Table 4.8. For most of the applications in this thesis, the large size
of the training datasets meant that using a reservoir size greater than 500 neurons was
computationally prohibitive. However, ESNb drew on a much smaller set of training
data than the other ESNs, and it was found that a reservoir with 800 neurons gave
good performance without too much computational trade-off.
Parameter Range varied over Optimal value
Spectral Radius 0 - 2 1
Input Scaling 0 - 2 0.6
Leak Rate 0 - 1 1
Adaptation Epochs 0 - 10 0
Reservoir Size 1 - 800 800
Reservoir Connectivity
Factor 0.1 - 1 0.5
Activation Function
Tanh, Lorentzian,
Triangular Basis Function,
Radial Basis Function,
Fermi
Tanh
Table 4.8: The optimal parameters for ESNb.
Two separate measures were used to analyse the performance of ESNb. Firstly, as in
Chapter 3, a graph of sensitivity against FPR was again used to calculate the AUC for
each output node. Additionally, the Matthews Correlation Coefficient (MCC) [451] was
calculated for each output node. The MCC is particularly appropriate here, since it is a
good measure of the performance of a classifier that has been applied to an unbalanced
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dataset, where there are significantly more instances of one class than another i.e. 32
different potentially damaging events amongst 1120 ordinary days of data. The MCC
was calculated using Equation 4.2.
MCC = (TP × FN)− (FP × FN)√
(TP + FN)(TP + FP )(TN + FP )(TN + FN)
(4.2)
In Equation 4.2, TP is the number of true positives, FN is the number of false
negatives, FP is the number of false positives and TN is the number of true negatives.
The output value lies in the range -1 to +1, with +1 indicating perfect classification, 0
suggesting random guesswork and -1 for completely incorrect classification.
4.5.1.2 Results and Discussion
Confusion matrices for the three output classification nodes are given in Tables 4.9 -
4.11. It should be noted that the output of the static test node was not classified on the
seven days when only a fatigue test took place, and vice versa. This was done because
the abnormal tilt sensor readings caused by one type of event could prompt a positive
output on both the static and fatigue test nodes. This is not as problematic as the
classifier giving a positive output on an ordinary day, since it may indicate that the
bridge is not behaving normally, even if it misidentifies the cause of this anomaly. The
values for the AUC and MCC for each node, meanwhile, are given in Table 4.12.
ESNb Classification
Static Normal
Ground Truth Static 21 1Normal 11 1079
Table 4.9: A confusion matrix for the ESNb static test node.
ESNb Classification
Fatigue Normal
Ground Truth Fatigue 8 0Normal 0 1091
Table 4.10: A confusion matrix for the ESNb fatigue test node.
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ESNb Classification
Normal Event
Ground Truth Normal 1063 28Event 1 28
Table 4.11: A confusion matrix for the ESNb normal day node.
Measure Static Test Node Fatigue Test Node Normal Day Node
AUC 0.9930 1.0000 0.9930
MCC 0.7867 1.0000 0.6849
Table 4.12: The values of AUC and MCC for each ESNb classification node
The data in Tables 4.9 - 4.12 show that the ESNb classification regime was a success,
with the fatigue test node providing perfect performance. The static test classification
node managed to detect all but one of the static tests, while the normal behaviour
classification node misclassified only one damage event as normal behaviour. The high
AUC values for all three nodes highlight how successful ESNb was, while MCC values
of 0.7867 and 0.6849 for the static test and normal day nodes, respectively, represent
good classification performance.
There are further details that come to light when looking at the days when the
static test classification node incorrectly gave a positive response, which are shown
in Table 4.13. Of the 11 days seen in Table 4.13, the one that stands out as being
particularly anomalous is the false positive on the 15th March 2010. However, this can
be accounted for, as the sensors were switched off between 10th March 2010 and 15th
March 2010. It is probably the case that the sudden discontinuity in the data led ESNb
to believe that a significant event had occurred, resulting in the false positive. It is also
very interesting to note that 5 of the 11 days came within 31 days of events that were
determined by ESNa to have caused permanent damage to the bridge. It is possible that
when the bridge underwent significant structural changes due to permanent damage, a
series of ‘aftershocks’ were recorded in the data that were then automatically detected
by ESNb. Consequently, it is possible that a single positive reading would indicate an
external factor causing the bridge to behave atypically, but a succession of positive ESNb
readings over the course of a month or so suggests that the initial atypical behaviour
has resulted in lasting damage to the bridge. Three false positives occurred 45, 62 and
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False Positive Date Nearest Event Date Difference (days)
8th May 2009 24th March 2009 45
25th May 2009 24th March 2009 62
24th June 2009 24th March 2009 92
13th August 2009 3rd August 2009 10
16th August 2009 3rd August 2009 13
19th August 2009 3rd August 2009 16
23rd August 2009 3rd August 2009 20
27th August 2009 3rd August 2009 24
15th March 2010 3rd August 2009 224
19th July 2010 2nd July 2010 17
9th August 2010 2nd July 2010 38
Table 4.13: Days when the ESNb static test classification node produced a false
positive, along with the closest static test prior to the date and the difference between
the two in days.
92 days after the nearest event, the less significant static test of 24th March 2009, but
the duration suggests that they may not be linked to the event itself. Since these false
positives were found within the first six months of the monitoring campaign, they could
possibly be further evidence of differential settlement in the bridge’s foundations.
The results for ESNb demonstrate the suitability of ESNs for attempting to classify
‘real-world’ time-series data. It was shown that it is possible to train an ESN on certain
patterns and then to have it recognise them in a larger test dataset with very few false
positives.
This work suggests that to obtain a fuller picture of the state of a structure, the
optimal approach would be to use a classifying ESN such as ESNb to detect and
characterise significant deviations from normal behaviour, but to also task an ESN
similar to ESNa with predicting the typical behaviour of the tilt sensors so that the
real and predicted values could be compared for the observation of long-term trends
and changes, and the assessment of damage. By doing this, both abnormal events and
long-term permanent damage could be detected.
4.5.2 ESNc: Quantification of Damage
Finally, the third topology, ESNc, was created with the intention of trying to quantify
the overall health of the bridge based on the residual generated by ESNa. This was
164
4.5. SUPPLEMENTARY ESN APPROACHES
done in order to address the fact that, while ESNa and ESNb could be used to detect
and characterise long-term damage, a certain level of expert analysis was still required
in order to interpret the results. The motivation behind ESNc was to produce an ESN
that gave as its output a single number that would indicate the condition of the bridge
at any time, based on current and past sensor readings, with no further interpretation
required. This would provide an ‘at-a-glance’ figure for the current state of the bridge,
which could be used as a first point of reference before using the output of ESNa and
ESNb to examine the bridge in more detail. It could also allow for a long-term view
of the bridge’s general health to be taken, as changes to the output over time could
be observed. The aim of this was that the findings from ESNc would corroborate the
interpretation given by ESNa. The motivation for this particular approach was in order
to meet Worden and Dulieu-Barton’s fourth level of damage detection: assessment,
where the extent of the damage is estimated.
4.5.2.1 Methodology
The earlier use of ESNa indicated two main periods when there was a significant
divergence between the data recorded by the tilt sensors and the normal behaviour of
the bridge predicted by ESNa. This was something that could also be observed in the
output of ESNtt. Since this divergence was taken to be indicative of damage, it was
decided that the residual generated by ESNtt would be used to train ESNc. ESNtt was
initially chosen over ESNa on the basis that that the data available for ESNtt covered a
longer time period. Furthermore, it should still be possible to present the network with
the residual generated by ESNa even after being trained on data obtained from ESNtt.
It should be noted that the residual used was not subject to the smoothing regime
given in Equation 4.1. Data from the period prior to the first significant intervention,
when there was a close correlation between the output of ESNa and the real tilt sensor
values, were used to train ESNc to recognise normal behaviour, while data taken from
the first of the periods of significant deviation between the output of ESNa and the
output of the tilt sensors were used to train ESNc to recognise when the bridge was in
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a damaged state. It was intended that the output of ESNc would clearly identify both
of the periods when the bridge was damaged, and the extent of this damage.
ESNc was set up with eight input units, one for each residual, and one output unit.
During training, the ESN was presented with 30 samples of tilt sensor data from the
period 25th March 2009 to 27th June 2009 and 30 samples of tilt sensor data from the
period 27th September 2009 to 27th February 2010 in batches of one full day (00:00 to
23:55) at a time. The network was trained to give an output of –1 when the bridge was
undamaged and +1 when the bridge was damaged. The full dataset was then presented
to ESNc in a continuous stream, as was the case with ESNa and ESNb. As before,
the data were normalised between -1 and +1, with no other pre-processing performed,
and training was performed using ridge regression and 30-fold cross validation. A grid
search was performed in order to find the optimal ESNc topology, the results of which
are given in Table 4.14.
Parameter Range varied over Optimal value
Spectral Radius 0 - 2 0.3
Input Scaling 0 - 2 0.5
Leak Rate 0 - 1 0.8
Adaptation Epochs 0 - 10 1
Reservoir Size 1 - 500 200
Reservoir Connectivity
Factor 0.1 - 1 0.3
Activation Function
Tanh, Lorentzian,
Triangular Basis Function,
Radial Basis Function,
Fermi
Tanh
Table 4.14: ESN parameters, the range that they were varied over in order to find the
optimal ESN configuration and the optimal value found for each parameter.
100 ESNs using the best configuration were trained, and the best performing one
was used for the production of the graphs seen in Section 4.5.2.2.
4.5.2.2 Results and Discussion
The output of ESNc largely confirmed the conclusions reached through the use of
ESNa. Figure 4.18 shows how this output varied over time. As expected, the ESN
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gave an output value of approximately -1 throughout the period prior to the first
significant event. Following the first significant event, the level of damage gradually
increased, before plateauing at an approximate value of +1 in November 2009. Since
the network was trained on samples from this time period, this was expected. What is
more interesting is the fact that following the interventions of July 2010, the output
increased again, plateauing at a value of approximately +2. In keeping with previous
conclusions about the condition of the bridge, this suggests that the level of damage
had significantly increased due to the interventions. Interestingly, the interventions of
2011 initially prompted an increase in the ESN’s output, but the final value at the end
of the monitoring period was approximately +2.4, a small overall increase in January
2011.
As a separate test, the pre-trained ESNc models were presented with the residual
generated by ESNa in order to see how the output would vary if residual derived from a
data fusion approach had been used as its input. Figure 4.19 shows a direct comparison
between the output of ESNc when using the residuals generated by ESNtt and ESNa. It
can be seen that very little changed as a result. Indeed, the two outputs have a PCC
of 0.9896, indicating that they are extremely similar. Since the chief damage to the
structure, in the region around tilt sensors 2, 3 and 7, was apparent in both ESNtt and
ESNa, this result was expected.
Pleasingly, the output of ESNc is relatively simple to interpret compared to ESNa.
There is only one value to monitor, and a baseline of approximately -1 indicates that
there is no damage. A non-zero gradient in the output’s baseline suggests that the
bridge is, at that moment, undergoing a structural change, while consistent values that
are greater than zero indicate damage. It is easy to look at the output of ESNc at any
given moment following the first significant damage event and to determine that the
bridge had been damaged. In this way, ESNc was successful in meeting the goal of
having an output that would instantly allow a user to know what condition the bridge
was in.
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4.5.3 Conclusion
This section introduced two supplementary ESN approaches to aid in the interpretation
of the data fusion-based ESNa. The first of these was ESNb, an ESN designed to
attempt to characterise the different types of potentially damaging interventions that
were performed. Having been trained to recognise the characteristic signatures of
static tests and fatigue tests, ESNb proved capable of detecting and identifying these
interventions when presented continuously with the entire dataset. In addition to this,
it was found that a particularly significant intervention may be followed by ‘aftershocks’
in the dataset, which ESNb classified as further static tests. The presence of three
false positives prior to the first significant event also gave some evidence for the idea of
differential settlement in the bridge’s foundations.
The picture presented by ESNc does not provide the same level of detail as ESNa,
which allowed for damage to be located and monitored over a long-term period, but
ESNc does give a single, at-a-glance figure that offers an insight into the condition of
the bridge at any given time. The broad findings of ESNc matched the interpretation
derived from ESNa, namely that the bridge was significantly damaged in June 2009,
and that this damage was exacerbated by subsequent static tests in June and July 2010.
By the end of the monitoring period, the impact of the static tests had been strongly
felt by the bridge, leaving it in a permanently changed state. The same conclusion was
reached regardless of whether the residuals generated by ESNa or ESNtt were used as
inputs to ESNc.
When used together, this suite of ESN approaches meets the first four of Worden
and Dulieu-Barton’s five levels of damage detection in SHM. The final parts of this
chapter now consider how they might be applied in ‘real-world’ scenarios.
170
4.6. PROPOSED FUSION-BASED ONLINE STRUCTURAL HEALTH
MONITORING SYSTEM
4.6 Proposed fusion-based online structural health
monitoring system
The final contribution of this chapter is to combine the four separate ESN approaches
(ESNasg, ESNa, ESNb annd ESNc) into a usable monitoring system. The following
section suggests how the three ESNs could be used in a potential ‘real-world’, online
SHM system, and how this could potentially be developed into software. Importantly,
all of the ESNs used in the proposed system would already have been trained - this
means that the outputs and plots displayed by the system are produced at almost the
same speed that the real-time input data are fed into them.
Figure 4.20 shows how the ESNs could potentially be built into a single monitoring
system that would place all of the necessary information at an engineer’s fingertips.
The residuals generated by ESNasg are given on in the top left hand corner, while
residuals generated by ESNa are shown on the right. This is so that upon seeing an
anomaly in the ESNa residuals, an engineer could look at whether the anomaly was
due to errant sensor behaviour such as that exhibited by SG2, or a genuine fault in the
bridge. Should the anomaly prove to be a result of sensor fault, the tick boxes could
be used to switch to a data fusion model that excludes particular strain gauges. The
current state of the bridge, as determined by ESNc, is shown in the bottom left corner,
while the current state of each ESNb output node is shown in the bottom right corner.
Each set of plots has an adjustable timescale, such that an engineer could focus on
the change to the bridge over the current day, or zoom out to look at changes to the
bridge over a longer period, fully using the ability of ESNa to show long-term damage
trends. Each plot could be updated in real-time, allowing for a truly online system. By
considering the collective output of each of the different ESNs, an engineer could then
make an informed judgement on the state of the bridge at any time and act accordingly.
For example, if a large residual was suddenly exhibited for one tilt sensor which was not
due to a strain gauge fault, the static test node from ESNb gave a positive output and
the output of ESNc increased, the region around the tilt sensor could then be physically
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assessed for damage. Even if there did not appear to be any initial effects, the situation
could still be monitored over a longer period with ESNa and ESNc.
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Figure 4.20: An example of how the ESNs could be used simultaneously in a
monitoring system.
Although this proposed approach has not actually been developed into software, it
does indicate how the work in this chapter could potentially be utilised as part of an
online SHM system, and, therefore, how sensor interpretation could be improved using
CI techniques for heterogeneous data fusion. A standard procedure for determining
whether or not the bridge had been damaged could also be created. For example, this
might take the following form if there was a major increase in the residual for one tilt
sensor:
1. Observe increase in residual for tilt sensor(s) and go to stage 2.
2. Check strain gauge residuals. If one or more strain gauges are exhibiting errors in
keeping with sensor faults, switch to a different ESN model and return to stage 1.
Otherwise, go to stage 3.
3. Observe the output of ESNb over the following 24 hours. If a particular type of
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event is detected, dispatch engineers to inspect the bridge in the region around
the affected tilt sensor. Otherwise, go to stage 4.
4. Monitor the changes in the tilt sensor residuals and the output of ESNc over the
following months. Should the output of either significantly increase at any point,
dispatch engineers to inspect the bridge in the region around the affected tilt
sensor. Otherwise, go to stage 5.
5. Continue to monitor the affected residuals and ESNc output over an extended
period of months. If no significant change is seen after six months, return to
monitoring the bridge as usual.
Other procedures could be created for other scenarios, such as ESNb detecting a
particular type of damage without an immediate response from other sensors.
4.7 Discussion
4.7.1 Levels of damage detection in SHM
At the outset of this chapter, the five different levels of damage detection in SHM given
by Worden and Dulieu-Barton [425] were reviewed, and the initial aim was to use an
ESN data fusion approach to reach the fourth of these levels. ESNa was not only shown
to have attained the first two levels - detection and localisation - but also allowed for
damage trends to be observed over time, meaning that it was possible to consider the
long term implications of potentially damaging interventions across different areas of
the bridge. This, in turn, means that even if the impact of the damaging event did not
appear to have an immediate effect on the structure, subsequent developments could be
traced.
The third level of damage detection, classification, was met by ESNb. Although
ESNb did not utilise data fusion, it was designed to complement the data fusion-based
ESNa. In this particular case, it was able to distinguish between two different types of
potentially damaging interventions, along with ordinary days in the dataset. While a
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‘real-world’ structure may not be expected to be routinely subject to deliberate static
loading events, the results for an RNN such as ESNb showed that even when presented
with a full, longitudinal dataset in sequence, it was possible to detect any type of event
that left a particular temporal signature in the sensor data. Should any other type
of damage event leave its characteristic time-series signal in the data recorded by the
sensor technology employed on a structure, then the ESN should be able to detect it
amongst a continuous stream of data.
ESNc, an approach based on the residuals generated by ESNa, met the fourth level
of damage detection: assessment. By giving a single number to describe the condition
of the bridge at any time, ESNc was able to estimate the extent of any damage that
had occurred. As with ESNa, ESNc was not limited to simply giving an instantaneous
estimate of damage, but would also allow for an engineer to see how the damage changed
and developed over time. By looking at the output for the full dataset that was used
here, it was possible to see how the damage to the bridge gradually grew, and worsened
due to the impact of subsequent events. Combining this approach with ESNa and ESNb
in one single interface, such as the one given in Figure 4.20, would allow for each of
these four levels of damage detection to be considered in real-time as part of an online
SHM approach.
4.7.2 The advantages of data fusion in this case study
The use of data fusion in this chapter also met the four potential benefits of data fusion
described by Bellot et al. [267]. Firstly, the representation of the dataset was improved,
since the output of ESNa allowed for a greater level abstraction, with the raw sensor
data used to produce a clearer output. Perhaps the best way to demonstrate the way in
which the data fusion met the next two possible benefits - certainty and accuracy - is
by examining difference in the PCC during the period that was used for training data.
The 100 trained ESNtt models, which considered only how the tilt sensors behaved
based on the temperature sensors, had an average PCC of 0.9181 across all eight tilt
sensors, with a standard deviation of 0.0053. In contrast, the 100 trained ESNa models
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gave an average PCC of 0.9419, with a standard deviation of 0.0022. This improvement
in terms of both PCC and standard deviation represents an increase in both certainty
and accuracy, and allowed for greater confidence in the ESN predictions for the unseen
data. Finally, the data fusion approach gave a more complete picture of the bridge’s
behaviour, as evidenced by the way in which the first four levels of damage detection
were met.
One of the more impressive aspects of the suites of ESNs used here was that a relative
paucity of training data was used for each ESN. ESNa was tasked with predicting the
ideal tilt sensor behaviour over a two-year period using only six months of training data,
due to the timing of the NPL’s first significant intervention after the first six months of
monitoring. Despite this, it proved capable of modelling the tilt sensors accurately for
both the training and unseen data. ESNb was tasked with detecting 22 static tests and
8 fatigue tests from over 1100 days of recorded data presented in sequence. Despite
having only 36 positive samples in total, it still unambiguously detected all eight fatigue
tests, and was able to detect 21 of the 22 static tests with only 11 false positives. ESNc
was only able to use a total of 60 randomly selected days out of the entire dataset.
Given that some of the past research into the NPL footbridge synthesised data in order
to get around the lack of training data, this is a good result. Furthermore, each ESN
was able to do this without having to filter seasonal trends from the data, instead
fully embracing these trends and building them into each model. In each case, it is
probable that the training regime employed is responsible for this. By presenting the
data in groups of one day during training, rather than continuously presenting the entire
training period, the ESNs could learn the diurnal variations of the bridge in a range of
different scenarios. It did not need to learn how the behaviour changed across different
seasons, because it instead learnt how the bridge should be affected by temperature on
any given day.
4.8 Conclusion
When the work on ESNa began, the four aims of its data fusion approach were given:
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1. To see if there was initially any benefit to using all six strain gauges, and if the
ESNa16 model was adversely affected by the development of the major faults in
the sensor.
2. To see if, upon ‘detecting’ a sensor fault, it is possible to switch to a pre-trained
model that excludes the faulty sensor (ESNa15 in this case) and still obtain useful
results.
3. To answer Research Question 1 by improving on the sensor interpretation in the
preliminary work.
4. To answer Research Question 2 by considering how the ESNa approach could be
applied in a ‘real world’ online SHM scenario.
Each one of these aims has been shown to have been substantially met. By using
six strain gauges as additional network inputs, the PCC when continuously presented
with data prior to the first significant event increased from 0.9181 for the preliminary
ESNtt to 0.9438 for ESNa. By considering multiple sensors, it was also possible to
perform sensor validation, finding that one sensor had begun to show spike and bias
faults. It was then found that it was still possible to obtain improved performance even
when the faulty sensor was removed from the model, with an average PCC of 0.9419
for ESNa15. This improved confidence in the residual generated for the unseen data
made it possible not just to use the new results to detect, locate and monitor damage,
but to also piece together a fuller picture of what had happened to the bridge, and why.
This is something that could not have been done using just ESNtt, and which had not
been done previously in the literature. Supplementary ESN approaches then enhanced
the interpretation of the sensor data, and a proposed combination of these ESNs for
real-time decisions about the state of the bridge was introduced.
In response to Research Question 1, the use of heterogeneous data fusion in ESNa
makes a novel contribution to the field of SHM. Few of the other techniques applied
to the NPL footbridge were able to allow for the same level of insight into long-term
changes in state of the footbridge, with damage localisation achieved using just six
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months of training data. In fact, data fusion has not been used to this effect in the
other SHM case studies reviewed in Chapter 1. Indeed, there has been no approach
before now that has brought together environmental and structural sensors to model a
third type of structural sensor. In this respect, an ESNa style approach does not just
improve upon the sensor interpretation derived from ESNtt, but also upon the sensor
interpretation for the SHM of bridges, generally.
By considering multiple sensors both in combination and separately, it was possible
to create a sensor validation routine that could distinguish between sensor fault and
genuine damage, and to then compensate for sensor faults by switching to a different
pre-trained ESN model. As mentioned in Chapter 1, this has not been reported in the
literature to date, and is another novel contribution of this chapter.
In terms of Research Question 2, the fact that the data fusion approach worked so
well on a ‘real-world’ structure, rather than on a simulation of a structure, suggests that
ESN-based heterogeneous data fusion is a plausible option for ‘real-world’ online SHM.
Although the different interventions were performed manually, the behaviour of the
bridge in the meantime was organic and based on the real, naturally varying ambient
conditions. Furthermore, the fact that the results were obtained without needing
to perform any significant filtering or pre-processing suggests that the methodology
might be well suited to online applications. The final section of this chapter presented
an example of how an engineer might have all of the information from the different
approaches presented in a more easily digestible format that would allow for informed
decisions to be made in ‘real-time’.
The ‘real-world’ applicability was also enhanced by the way in which the ESN
approaches would reduce the level of expert interpretation required. The ESNs per-
form much of the data interpretation for an engineer, describing exactly what sort of
intervention has occurred, what the overall state of the bridge is (expressed by a single
metric), where the damage occurred and how it changed over time. While it is still
necessary to make an informed judgement, one need not be an expert sensor analyst to
do so. Furthermore, it was possible to create a suggested general systematic approach
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to applying the ESN techniques to a structure, again reducing the variability in expert
interpretation. In this sense, this chapter was able to meet Research Question 3.
In summary, this chapter introduced a data fusion-based approach to online SHM
that offered new insights into the condition of the NPL footbridge and, when combined
with supplementary ESN techniques, was able to meet the first four of Bellot’s five levels
of damage detection in SHM [267], while also detecting and isolating faulty sensors. The
results showed that the data fusion approach is suitable for use in ‘real-world’ scenarios,
and the next step might be to use this methodology on a ‘real-world’ structure that is
in regular use, and perhaps has a wider range of available sensor data.
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Discussion: Comparison of Case Study Findings
This thesis presented two case studies that illustrated some of the benefits of data
fusion in NDT and SHM. The following discussion chapter aims to bring these case
studies together and consider, in more general terms, the benefits brought about by
fusing heterogeneous sensor modalities using ESNs.
5.1 Summary of case studies
The two case studies looked at applying heterogeneous data fusion to two different
aspects of assessing the health of structures, in particular bridges, in civil engineering:
NDT and SHM. In each case, the key challenge was damage detection. For the first case
study, this meant locating accurately areas of steel reinforcing meshes that had suffered
total loss of section due to corrosion. The idea of ‘damage’ was more nuanced in the
second case study, which looked beyond simply observing the occurrence of damaging
events, to monitoring, locating, characterising and quantifying long term changes in
the state of a bridge, while also considering sensor health. While they were combined
by this common thread, the first, NDT-based, case study considered how data fusion
could give better results in a one-off survey of a concrete surface, whereas the second
case study looked at long term damage trends based on data gathered over three years.
Both case studies looked at improving the interpretation of one widely used set of
sensors by incorporating other, widely used sensors in ways that had not previously
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been considered. The first case study combined the commercially used EMAD technique
with the sort of cover depth data that could be provided by a covermeter. In the second
case study, the use of environmental temperature sensors to predict the behaviour of a
physical tilt sensor and, hence, generate residuals for novelty detection was not new,
but the incorporation of another type of physical sensor, the strain gauge, was. So, too,
was the use of these sensors, along with a relatively new RNN technique, to reach the
first four of Worden and Dulieu-Barton’s five levels of damage detection in SHM [425],
to distinguish between sensor fault and structural damage and to infer physical changes
in the NPL footbridge.
One further challenge was to reduce the need for NDT or SHM expert interpretation.
Whenever EMAD data is used, a threshold must be applied to the output of the data
processing system in order to determine what does and does not constitute damage,
a task which cannot easily be performed by a first-time user of the equipment. The
data fusion approach provided a near-constant optimal threshold across several different
cover depths, the standard deviation of which was three times smaller than that for
the next most consistent technique. This would serve to almost entirely remove the
requirement for an MFL specialist to assess the results before a threshold could be
set. In the second case study, the ESN analysis did much of the work that an expert
might ordinarily be required to do: it gave a single metric that expressed the current
condition of the bridge, it pinpointed the type of damage that had occurred and the
residuals generated in the data fusion technique clearly indicated where and how the
damage developed over time.
The heterogeneous data fusion approach proved to be successful in both case
studies. Fusing EMAD and covermeter data provided more accurate results with a
more consistent threshold in the coverage range of 42.5mm < depth < 205mm when
compared with models created using EMAD data alone, while still providing competitive
performance outside of that range. The fusion ESN also gave the best performance
on the noisier concrete test bed dataset. The fusion of temperature, tilt and strain
data allowed for actual structural changes and damage types known to be present on
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the bridge used in the second case study to be inferred, while the two supplementary
ESNs (ESNb and ESNc) were capable of performing the tasks that they were given.
Through both case studies, heterogeneous data fusion using RNN techniques such as
ESNs was confirmed as a plausible option for assessing the condition of structures in
civil engineering.
5.2 Advantages of data fusion
In order to look at the precise benefits of data fusion in each case study, it is, once
again, helpful to revisit the four benefits of data fusion proposed by Bellot [267].
1. Representation The benefits of data fusion for data representation are best
seen by considering the improvement in abstraction, that allowed for a richer
understanding of the original sensor data. The EMAD, for example, only gives
information on the presence of defects in the rebar, while a covermeter only gives
the cover depth. The final output of the fusion ESN was a single value that
incorporated both the MFL from the rebar and the cover depth, providing a
far greater level of understanding than the individual sensors could manage in
isolation. Similarly, the temperature sensors and strain gauges embedded on the
NPL footbridge do not give any insight into the condition of the bridge, while the
tilt sensors are only useful when the ideal behaviour of the sensors is known. The
data fusion used a total of 24 different sensors to give eight different values at
any given point in time, each one representative of the condition of the bridge at
eight different locations. The data abstraction seen in this thesis makes the data
fusion approach used here a good fit for extracting useful information from the
increasing number of sensors and subsequent high volumes of data available in
both SHM and NDT.
2. Certainty The fusion ESN that was used to combine the EMAD data with cover
depth data proved to give better accuracy in terms of AUC than any non-fusion
techniques, having had the highest AUC on more datasets than any of the other
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approaches. In a test where the ground truth was not known, this would give a
user more confidence in the accuracy of fusion-based results than in any of the
other methods. Furthermore, the more consistent optimal threshold level would
also allow for a greater level of certainty, as it is less likely that the threshold would
be set sub-optimally. For the second case study, the fact that the PCC was greater
for the fusion ESN than the non-fusion ESN when continuously presented with
the training data increased confidence that the subsequent predicted tilt sensor
behaviour would be accurate, which then increased confidence in the conclusions
regarding when, where and how damage had developed.
3. Accuracy When presented with several different unseen test datasets, it was
shown that the fusion ESN highlighted defect locations with greater clarity and
less ambiguity when compared to several other techniques, seemingly better able
to deal with potentially confounding noisy input signals. With regards to the
NPL footbridge, the fusion ESN did not just improve the performance on the
continuously presented training data in terms of PCC. The standard deviation
associated with each PCC value for the 100 trained fusion ESNs was smaller than
the standard deviations for the 100 trained non-fusion ESNs.
4. Completeness In both case studies, the results suggest that the chief benefit of
data fusion was that it provided models that exploited valuable environmental
context. It was shown that the fusion ESN was able to model a complex and
nuanced relationship between the two components of the EMAD data and the
cover depth, something that was explained in detail in Chapter 3. Without access
to this vital information, the non-fusion techniques were not able to respond as well
to variations in different datasets. The fusion ESN is, therefore, better equipped
to give a more complete picture of the condition of a reinforcing mesh. Similarly,
in the second case study, it was known that much of the variation in the behaviour
of tilt sensors could be accounted for by considering the ambient temperature,
but this could not cover all aspects of the bridge’s behaviour. Integrating strain
data ensured that the final tilt sensor model that was produced would not just
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factor in the thermal response of the bridge, but the response to other factors
reflected in the changing strain. In both the NDT and the SHM case study, data
fusion gave a more complete picture of the scenario than any of the individual
sensors could have done alone.
5.3 Summary
This chapter brought together the two data fusion case studies presented in the thesis,
showing how on both occasions, data fusion gave advantages that could not be obtained
using individual sensor modalities. The techniques used here gave improved sensor
interpretation on two separate quasi-real-world scenarios, holding great promise for
future ‘real-world’ applications.
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CHAPTER 6
Conclusion
This final chapter briefly summarises the thesis as a whole, and explains what the chief
contributions of this work have been. Practical applications of the thesis are suggested,
and then recommendations for possible future work are given.
6.1 Thesis Summary
The first two chapters of this thesis set the scene for the work that was to be done. In
Chapter 1, it was shown that, despite the fact that there is an increasing interest in
evaluating reinforced concrete by fusing NDT techniques, none of the existing methods
could detect specific rebar defects accurately. Furthermore, there had not previously
been any attempt to combine the EMAD, or any other MFL approaches, with different
sensor modalities in order to achieve this. In terms of the use of ESNs for the SHM
of bridges, there were no attempts to use environmental and structural sensors in
combination to model a different structural sensor, or to detect both sensor fault and
damage in bridges simultaneously. Chapter 2 gave a brief background to data fusion
and ESNs, the particular RNN technique used here.
Chapter 3 looked at fusing EMAD and covermeter data together in order to counter-
act the effect of cover depth on MFL defect signal amplitude. Preliminary work showed
that using an ESN trained only on EMAD data gathered from the Keele concrete
test bed could provide performance that was comparable to that of the AT. The data
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fusion mesh was created, with defects manually inserted at different points and EMAD
data were gathered at manually adjusted distances from the mesh, so as to simulate
different cover depths. It was found that the fusion ESN outperformed all of the other
techniques between cover depths of 85.0 mm and 205 mm, both in terms of accurate
defect detection, clarity of output plots and consistency of threshold. An analysis of
changes in the fusion ESN output revealed that while the covermeter data did act as a
scaling factor, context about the cover depth allowed the ESN to access a more nuanced
relationship between the X axis and Z axis components.
The second, and final, case study was presented in Chapter 4, and concerned the
detection, localisation, characterisation and clarification of damage in online SHM
applications. This used longitudinal data from ten temperature sensors, eight tilt
sensors and six strain gauges embedded on the NPL footbridge. It was found that the
use of data fusion made it possible to observe the long term effects of interventions in
order to determine if any damage was permanent, before considering the location of the
tilt sensors that most strongly suggested damage. By modelling the strain based on the
temperature, it was possible to find that one strain gauge was faulty, and to then isolate
it with minimal performance loss. Two further ESN architectures were successfully
used for classifying types of damage and producing a single a metric that expressed the
overall condition of the bridge at any given time. Finally, it was shown how the overall
suite of ESNs might be incorporated into a single graphical user interface display for
ease of interpretation, and a possible strategy for reviewing the sensor data in real-time
was given.
The discussion chapter, Chapter 5, considered the two case studies together. Bringing
together different modalities of data using ESNs gave the ESN important and useful
contextual information to process that would not have been available using just one
sensor modality. This gave improvements in terms of data representation, certainty in
results, the accuracy of the results and the overall completeness of the picture provided.
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6.2 Answers to Research Questions
In Section 1.6, three research questions were posed:
1. Can heterogeneous data fusion lead to improved sensor data interpretation using
a relatively new RNN technique from the field of reservoir computing, ESNs?
2. Can any ESN heterogeneous data fusion improvements be demonstrated in quasi-
real-world scenarios for:
(a) NDT, and
(b) SHM
rather than relying on simulated data streams?
3. Can systematically applying the properties of ESNs for heterogeneous data fusion
affect the extent to which expert interpretation might otherwise be required?
This section considers the ways in which the two case studies answered these two
questions.
6.2.1 Research Question 1: improving sensor interpretation
with ESN-based heterogeneous data fusion
In each case study, it was shown how heterogeneous data fusion was able to improve
upon the existing level of interpretation of sensor data. The fusion ESN for EMAD and
covermeter data was compared to the AT, a mathematical approach that is currently
used for processing EMAD data. The fusion ESN comprehensively outperformed the AT
in terms of AUC for all but one of the datasets, including one obtained from the concrete
test bed that the AT was originally designed for. This is a clear, quantifiable improvement
on the existing standard. Furthermore, the fusion ESN was also shown to be better
than three alternative ESN-based CI attempts at finding defects using EMAD data
alone, since the cover depth data contained important context that complemented the
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EMAD readings. The heterogeneous data fusion method demonstrated a considerable
improvement in automatic sensor interpretation.
While novelty detection has been performed in order to detect damage in a number
of previous studies into the SHM of bridges (see Chapter 1), Cross has previously
observed that this is insufficiently informative, and does not distinguish between sensor
fault, extreme weather or actual damage [192]. The data fusion methodology used here
moved this work beyond simple novelty detection, and allowed for a more complete
picture of the bridge’s behaviour and its present state to be constructed. The task
changed from simply detecting when damage may have occurred to monitoring any
developments in this damage, and locating where the damage had occurred. CI was
further employed to develop this interpretation of the different sensors, allowing for
certain types of damage to be determined, and the overall state of the bridge to be
reflected in a single metric. By looking at the interdependent relationships between
multiple sensor modalities, it was possible to broach new territory in sensor validation,
successfully distinguishing between genuine sensor fault in strain gauges and genuine
damage to the bridge. The fusion ESN was at the heart of a methodology that provided
a more comprehensive picture of the bridge at any given point in the monitoring period.
6.2.2 Research Question 2: ‘real-world’ applicability in NDT
and SHM
The two projects considered in the NDT case study and SHM case study could be
described as quasi-real-world scenarios. In each case, the subject of the investigation
was a real, physical structure that was assessed using real sensors, with the exception
of the covermeter data, although this still reflected the physical reality of the cover
depth. None of the data used at any point were generated as part of a simulation or
model of a scenario. When defects or damage patterns were seen, these corresponded
to actual, physical faults that had occurred. For the NDT case study, the structure
was a steel reinforcing mesh that was kept in controlled conditions that made it prone
to corrosion, while the SHM case study considered a concrete footbridge that had
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undergone regular use for almost 50 years. Where the two differed from truly ‘real-
world’ scenarios was in that they were taken out of regular use so that they could
be deliberately damaged, thereby providing reliable ground truth data. This enabled
the ability of the heterogeneous data fusion techniques to detect known damage, such
that they could be used in ‘real-world’ scenarios where the extent of any damage was
not known. However, the success of the data fusion approaches used here shows great
potential for their application to truly ‘real-world’ structures.
The ease of applying a pre-trained ESN to the data in both case studies suggested that
the technique would be particularly suitable for real-time analysis on NDT, potentially
eliminating the need for additional costly closures, and online SHM. Aside from simply
normalising the data between -1 and +1, no significant pre-processing or filtering was
required, meaning that it would be straightforward to present the data to a fusion
ESN. This, again, suggests great promise for practical application of the work in a truly
‘real-world’ setting.
6.2.3 Research Question 3: reducing expert interpretation
with systematic application
The data fusion also offered improvements in terms of ease of interpretation, making
the monitoring devices themselves potentially more useful in the ‘real-world’. In both
case studies, using data fusion reduced the level of expert interpretation required in
order to get the most useful information out of the sensors. The consistent threshold
level for the fusion ESN when processing EMAD and cover depth data totally removed
the need for an MFL expert to analyse the data and set the optimal threshold. The
fusion ESN made it easy to see long term trends in the tilt sensor data on the NPL
footbridge, so that damage could be located and monitored over time, while it also
led to a single output metric that expressed the overall condition of the bridge at that
particular time.
In each case study, the data fusion approach allowed for a systematic approach
to data interpretation that reduced the need for expert interpretation. In Chapter
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3, the fusion ESN produced the most consistent optimal threshold, meaning that a
pre-trained network could be applied to any set of EMAD and covermeter data and a
set threshold applied in order to discern the presence of defects. In contrast, the less
consistent EMAD-only techniques would still require expert knowledge of MFL in order
to inspect the raw data and decide where the threshold should be set. An alternative
option for using these techniques in the ‘real-world’ would be to take a sample of any
anomalous signals from the EMAD and to visually inspect the rebar at these locations
by removing the concrete cover. The threshold could then be set based on which signals
corresponded to real defects. However, this would require destructive inspection and
could potentially be impractical if, for example, it would necessitate road closure and
repairs. Either of these options would cause a significant delay between conducting
the survey and obtaining usable results. The systematic approach provided by the
fusion ESN would prevent all of these problems, and the short time required to apply
a pre-trained ESN to a dataset would mean that results could be provided almost as
soon as the survey was completed, without requiring extensive expert interpretation.
Similarly, it was in Chapter 4 that a constant threshold of 0.02 was applied to the
modulus of the residual generated for tilt sensors by ESNa using temperature sensors
and strain gauges in order to detect potential damage to the NPL footbridge. ESNb,
meanwhile, was shown to be able to highlight the onset of particular events. Both of
these would reduce the level of expert interpretation required in order to initially detect
potentially damaging events and then to determine if the bridge was subsequently
damaged. Section 4.6 showed how these two ESNs, along with ESNc could be applied
systematically in order to detect, localise, classify and assess damage by presenting all
of the relevant data in a potential, easy to use graphical user interface form and gave a
procedure for using this data. While it was not possible to completely eliminate the
need for some expert judgement in this process, the overall demand for this expertise
was reduced.
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6.3 Thesis Contribution
The work presented in this thesis contained a number of novel contributions that are of
benefit to both science and industry. Firstly, while ESNs have previously been applied
in both NDT and SHM, and have also been used in data fusion, this is the first time
that they have been used to fuse together heterogeneous data in the context of SHM and
NDT. It was shown that the recurrent ESNs’ short-term memory made them adept at
dealing with the sort of data often provided by structural inspections, which is usually
either temporally or spatially continuous in nature, variable in signal intensity and in
the presence of noise. It was shown in both Chapters 3 and 4 that this meant that ESNs
were very good at detecting characteristic fault signatures from amongst noisy data,
while Chapter 4 also showed that ESNs are very good at modelling the relationship
between different sets of data, such that it is possible to predict the value read from a
sensor at any given time. ESNs have been shown to be a good option for applications
in the fusion of data in SHM and NDT.
Chapter 3 presented the first instance of heterogeneous data fusion being used for
the accurate detection of defects in steel reinforcing meshes, and the first time that
MFL data had been fused with any other data modality. The fusion ESN that was
created outperformed both the AT and the alternative ESN training methodologies that
were employed. The work offered a clear improvement on the data processing methods
that are currently employed, and it was shown that this could potentially be packaged
so that it could be used in ‘real-world’ surface inspections. Overall, the chapter gave a
new method for using MFL to detect accurately defects in rebar, such that the effect of
different cover depths on the EMAD data was accounted for.
The suite of ESNs used in Chapter 4 approached the SHM in bridges problem
in a new way. While the data produced by the NPL footbridge has been studied in
the past, no other approach was able to detect, locate, characterise and quantify the
damage using such a short training period. It has not previously been possible to do
all of this on a bridge while also observing sensor faults, and isolating faulty sensors.
190
6.4. PRACTICAL APPLICATIONS OF THESIS FINDINGS
The principle of combining different modalities of sensor, including environmental and
physical sensors, to predict the behaviour of another physical sensor, was introduced
and found to be more effective than simply modelling a physical sensor based on an
environmental sensor. The chapter also recommended a new procedure for using the
suite of ESNs to monitor a bridge, and how each ESN should be used to make inferences
about a structure. While residuals have been used for novelty detection, the use of
residuals to monitor long term damage trends in conjunction with a damage classifier
and a bridge health quantifier is new.
A summary of these contributions is given in Table 6.1.
Contribution Chapter Case Study
ESNs for data fusion in NDT and SHM 3 and 4 NDT and SHM
Fusion of heterogeneous data for rebar defect
location 3 NDT
Combination of MFL with covermeter 3 NDT
ESN ‘suite’ approach 4 SHM
Simultaneous detection, localisation, classification
and assessment in SHM of bridges 4 SHM
Fusion of environmental and physical sensors to
model other physical sensors 4 SHM
Table 6.1: The overall contributions of the thesis, and where these can be found
6.4 Practical Applications of Thesis Findings
In each case study, an attempt was made to envisage how the end result might be taken
out into the ‘real-world’ and applied in a civil engineering setting. The intention here
was to ensure that the work was not just a theoretical extension of data fusion, but
something that would allow for a genuine practical impact.
The most obvious practical application of this work would be to use the case study
presented in Chapter 3 to improve the quality of results provided in MFL (particularly
EMAD) surveys of reinforced concrete surfaces. By simply including covermeter
measurements in the data analysis, a considerable improvement on the current AT can
be obtained. The improvement in accuracy and the increased ease-of-use owing to the
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consistent threshold level would help to make the EMAD technique a more appealing
option than some of the more commonly employed methods for this task, such as
half-cell potential. This, in turn, would be of benefit to the overall civil infrastructure,
as scans of reinforced concrete surfaces could find faults in the rebar before those faults
caused a serious incident such as a bridge collapse.
The NPL footbridge case study from Chapter 4 could be similarly useful for the
timely detection of damage in bridges. The NPL footbridge work provides a proof of
concept of certain principles: how it is possible to detect and localise damage by fusing
sensor modalities together, how this damage can then be classified and quantified and
how physical and environmental sensors can be usefully brought together. While another
bridge may be on a bigger physical scale than the footbridge, and may have different
types of sensor, these principles can be applied in order to obtain key information on the
condition of the bridge at any time. To assist in this, the chapter presented a suggested
approach to using the suite of ESNs and a procedure for inspection of a monitored
bridge. Future and related directions for the application of these principles are given in
the future work section below.
6.5 Future Work
The most obvious direction is to now move away from quasi-real-world scenarios and
use the methods presented here to inspect and monitor structures that are currently in
use. One particularly interesting challenge would be to apply the suite of ESNs from
Chapter 4 to a structure such as the Tamar suspension bridge, which has been the
subject of other studies in the past (see Chapter 1). The Tamar suspension bridge is
much larger than the NPL footbridge (643 metres in length compared to 20 metres in
length), has a greater variety of sensors in situ and the fact that the bridge is still in use
today would allow for the work in Chapter 4 to be extended. The principles developed
could be used for the combination of wind speed anemometers, temperature sensors,
strain gauges and traffic loading in order to determine deck vertical displacement and,
potentially, detect significant changes in the bridge’s state. Application of a suite of
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ESNs to any such comprehensively monitored, regularly used bridge where the ground
truth was unknown would further test the practical applicability of these methods.
Similarly, future work relating to Chapter 3 could involve the application of the
heterogeneous data fusion approach to surveys of ‘real-world’ structures with naturally
developed defects. Future EMAD surveys should use a covermeter to determine the
cover depth associated with each reading, so that data fusion can be performed. It
would be particularly helpful to survey structures where it is possible to break out the
concrete afterwards in order to confirm the accuracy of the results.
While the work on NDT in this thesis considered only the EMAD technique and
covermeters, there are several other options available for the NDT of reinforced concrete,
as detailed in Chapter 1. Just as the further work on the SHM study considered different
sensor modalities, it is also worth investigating the possibility of fusing alternative NDT
methods. For example, the EMAD technique might complement existing approaches to
providing an overall picture of the condition of concrete surfaces, such as VOTERS,
OSSCAR/BetoScan and RABIT, presenting interesting data fusion possibilities. The
aim of the work in Chapter 3 was to combine two sensor modalities to more accurately
locate defects. For a more holistic investigation into a reinforced concrete surface, one
worthwhile avenue of research would be in combining EMAD data with the likes of
ultrasonic, GPR and thermography data to produce a single metric expressing the
health of the surface at any given point, much like ESNc in Chapter 4.
There is one more obstacle that stands in the way of a full practical application
of the work from both case studies which should be addressed in any future work.
The development of bespoke industrial software for the two case studies is beyond the
scope of this thesis, which focused instead on the heterogeneous data fusion techniques
themselves, but is something that would need to be addressed if the approaches in this
thesis are to be widely used in industry. Both Chapters 3 and 4 proposed how this
might be realised for each case study, and an attempt could be made to produce viable
software that could be used on site in real-time.
It was found in Chapter 4 that ESNs could be taught to recognise and reproduce
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diurnal variations in tilt sensor data, such that generating residuals then allowed for
unusual tilt sensor behaviour to be observed. This meant that there was no necessity
to detrend or deseasonalise the data prior to novelty detection. However, given the
effectiveness of approaches such as cointegration [187, 188, 192, 441], one possible avenue
of future research could be to see if the ESN data fusion approach to SHM could be
improved by combining it with a deseasonalisation technique.
Finally, while the benefits of heterogeneous data fusion in NDT and SHM have been
demonstrated, the work done in this thesis also confirmed that ESNs are a very appealing
option for longitudinal signal processing tasks. Appendix B presents the results of a
separate investigation into ESN properties when applied to a static pattern classification
task using an input clamping method. This work drew some new conclusions, including
the fact that it was possible to obtain good results without the need for reservoir or
output unit stabilisation, while also showing that ESNs could be applied successfully
beyond the build environment to plant species classification tasks using high-dimensional
hyperspectral data. One interesting direction for future work would be to continue this
research into the distinctive properties and behaviour of ESNs, and to perhaps even
apply the techniques shown in this thesis to heterogeneous data fusion in other settings,
such as the natural environment. Hyperspectral data could, for example, be fused with
lidar data on canopy height, in order to more accurately discriminate between plant
species and plant vitality in the ‘real-world’.
A table summarising the proposed recommendations for future work is given in
Table 6.2.
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Recommendation 1
Application of the suite of ESNs from Chapter 4 to the
online SHM of a large, more comprehensively monitored
bridge that is undergoing constant use.
Recommendation 2
Performing of surveys using the EMAD and covermeter on
reinforced concrete surfaces that have naturally corroded
over several years, with break-outs used to assess the
accuracy of the results
Recommendation 3
Use of the ESN data fusion approach to combine sensors
that look at different aspects of a reinforced concrete
surface, such as the EMAD, ultrasonics and GPR to
produce a value that gives an overall picture of the
surface’s condition at any given point.
Recommendation 4 The development of bespoke software to allow forreal-time data processing on site using the fusion ESNs.
Recommendation 5 A combination of ESN data fusion and deseasonalisationtechniques when processing SHM data.
Recommendation 6 Continued research into the distinctive properties of ESNs.
Recommendation 7 Application of ESN-based heterogeneous data fusion inthe natural environment.
Table 6.2: Recommendations for future work based on this thesis.
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APPENDIX A
All contour plots from Chapter 3
This appendix presents contour plots for the five approaches - the AT, the fusion ESN,
ESNGD, ESNDS and ESNPrelim - used in Chapter 3. Since each ESN architecture was
produced 500 times and the results averaged, the contour plots for these techniques
were produced by the individual ESN that produced the AUC closest to the overall
average AUC for that architecture, as detailed in Chapter 3.
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APPENDIX B
Optimizing Echo State Networks for Static Pattern
Recognition
This appendix presents the results of a recently published investigation into the internal
reservoir dynamics of ESNs [308].
B.1 Introduction
Two different ESN architectures were applied to a static pattern recognition task in order
to classify the hyperspectral signatures of five different plant species, and compared
with three other common CI techniques. This work took place in the context of the
monitoring of the natural environment, as opposed to the built environment, and only
considered one sensor modality, meaning that it is outside the scope of the thesis.
However, the work is included in this appendix due to the insights it gives into the
internal workings of ESNs, and the promising avenues of future CI research that it
opens up.
B.1.1 Static Pattern Recognition
Static pattern recognition is a common problem in machine learning, where classifiers
are trained to recognize a combination of attributes as belonging to particular classes
and there is no spatial or time-series relationship between consecutive input patterns.
An ESN static clamping regime has been used for this sort of task in the past [357, 358,
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452, 453], and were applied here in a similar fashion in order to explore how such input
pattern clamping might affect overall classification accuracy.
The motivation for using ESNs that were optimized for static pattern recognition
was that conventional static pattern recognisers, such as MLPs, will produce exactly
the same response when presented with a static input pattern, regardless of how many
times the pattern is presented and regardless of what might have been presented in the
recent past. In contrast, a recurrent architecture, after its initial response, is likely to
follow a trajectory towards an attractor in the high dimensional reservoir space that
might not have been reached by a single static pattern presentation. This could allow
the weights connecting the reservoir units to the output units to be better able to
classify the input patterns.
B.1.2 The Problem of Invasive Rhododendrons
Rhododendrons (Rhododendron ponticum) are an invasive plant species that needs
managing in many parts of the UK [454]. In 2010, it was reported that the annual
cost of controlling rhododendron is in excess of £8.5 million [455]. Since the size
of most survey areas makes visual inspection impractical, airborne or satellite-based
remote sensing techniques for locating them are being developed, including the use of
optical spectroradiometry reflectance data [456–459]. Reflectance data sampled under
laboratory conditions at 1869 wavelengths that had been collected from evergreen
rhododendron leaves and the leaves of species also present in the shrub layer of UK
woodlands were analysed using ESNs and alternative widely used CI techniques, each of
which was optimized to deliver their best performance with this dataset. It was hoped
that successful application to laboratory data would make the techniques used here
viable candidates for application to ‘real-world’ remote sensing datasets, such as those
already gathered at Coed-y-Brenin, Kiedler Forest District, Glen Affric and the Queen
Elizabeth Forest Park [460]. More detail on the information contained within the plant
leaf dataset can be found in Section B.1.3.
The aim of the study was to see if the short term memory developed by the ESN
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reservoir and the statically clamped inputs could deliver improved overall classification
accuracy when compared to other typical classification techniques. This differs from a
past work on the optimization of ESNs for static pattern recognition in that it considers
a wider range of ESN parameters [356]. Furthermore, while past works allow the
reservoir units to settle, the possibility of instead allowing the output units to settle, or
of letting neither settle, is considered here.
B.1.3 Leaf Sample Spectroradiometry Dataset
A leaf sample spectroradiometry dataset was used to measure the classifier performance.
The dataset contained 282 real world leaf samples, each with 1869 attributes, corre-
sponding to the absolute optical reflectance of the leaf sample in 10 nm wavelength
bands, and was gathered by Taylor et al. [458]. The leaf set samples consisted of various
species: 126 rhododendron, 48 beech (Fagus sylvatica), 36 holly (Ilex aquifolium), 36
ivy (Hedera helix) and 36 cherry laurel samples (Prunus laurocerasus). This was done
in order to ensure that any classifier was able to distinguish between rhododendron and
four other species commonly found in the UK, three of which are native. The classifiers
were presented with 24 randomly selected samples from each species for training and
then the rest of the data were used during the testing phase.
Although there were five different plant species to identify, particular importance was
placed on the detection of the rhododendron samples, since this was the target invasive
species under consideration as an important vector for plant infections. Therefore,
two key performance aspects of the classifiers were the percentage of rhododendron
samples correctly identified and the percentage of samples of other species that were
misclassified as rhododendron.
B.2 Methodology
As an extra test of the importance of the ESN’s short term memory in static pattern
classification, Extreme Learning Machines (ELMs) were also trained and applied to the
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data. An ELM can be thought of as an ESN without the possibility of recurrence, with
no interconnectivity in the reservoir (i.e. a spectral radius of zero) and, therefore, no
short term memory. While this could be implemented using the reservoir computing
toolbox, it was found that the training regime used in Huang’s ELM implementation
for MATLAB [461] gave better performance. Using this implementation, it was found
that using a triangular basis activation function in a 1000 unit hidden layer produced
excellent results that were considerably better than the results obtained using other
activation functions or different numbers of ELM hidden layer units. So as to provide
further performance comparison, two other widely used classification methods were
applied to the same data: MLPs, which were implemented using the neural network
toolbox for MATLAB, and Support Vector Machines (SVMs), which were implemented
using libsvm for MATLAB [462]. For each of these classifier approaches, a similar
grid-search optimization method was used, so as to provide the optimal set of parameters
for each approach. The best performing MLP had a hidden layer with eight units and
the best performing SVM was found to use a linear kernel function. Since the weighted
connections in ELMs, MLPs and ESNs are randomly generated at initialisation, the
results given for these three methods are the average performance of 1000 separately
trained networks for each technique. Similarly, the performance of SVMs is strongly
dependent on the training data, so 1000 random training datasets were generated and
the average performance of the SVM is reported below. The classification accuracy was
calculated using Equation B.1.
Accuracy = 100
(
1− m
n
)
(B.1)
In B.1, m is the number of misclassified samples and n is the total number of
samples. As an additional performance measure, the MCC was calculated for each
output class from each classifier. All of the data were normalised between +1 and -1
prior to presentation to any of the classifiers.
Prior to the use of the leaf sample spectroradiometry dataset, the ESN approach
was validated using two well-known benchmark datasets from the UCI machine learning
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repository [463], namely the Iris dataset and the Wisconsin Diagnostic Breast Cancer
(WDBC) dataset. The former consists of 150 samples, each with four different attributes.
There are three possible classes for the data to be sorted into and 50 samples for each
class. Each of the classifiers was presented with 25 samples of each class for training and
tasked with correctly classifying the remaining 25 samples during testing. The breast
cancer dataset is somewhat more challenging, containing 569 samples with 30 features
each, with two possible classes. There were 357 samples for the first class and 212 for
the second class. Fifty samples from each class were used for training the classifiers,
which were then tasked with classifying the remaining data in the testing phase.
B.2.1 ESN Optimization for Static Pattern Recognition
This section details how the adjustment of the ESN parameters (as detailed in Chapter 2)
was observed to affect the performance of ESNs when given a static pattern recognition
task. The tuned parameters here were the spectral radius, the leak rate, the reservoir
size and the input scaling.
In order to find the best static pattern recognition values for the parameters, the
ESNs were presented with data from the leaf sample spectroradiometry dataset. This
required an ESN with 1869 input units – one for each wavelength reflectance attribute
– and five output units, each representing a different plant species classification. An
attempt was made to reduce the dimensionality of the dataset using principle component
analysis; this did not lead to improved performance in preliminary investigations. The
overall performance of the network was then thoroughly tested using 20-fold cross
validation and it was on this basis that the optimal settings were chosen.
The presence of recurrent connections in the reservoir of a conventional ESN means
that the ESN can have a memory of past inputs that will affect the final output unit
activations. Static data, by definition, have only one set of input data for each sample
and so the most common approach is to keep the input clamped until the reservoir
state has settled [357, 358, 452, 453]. The approach used here, though, was to maintain
the clamped inputs until the output unit states were settled. The output node that
294
B.2. METHODOLOGY
produced the highest value at the end of a sequence of repeated pattern presentations
was considered the ‘winner’ for that set of clamped inputs. During each clamped
sequence of input pattern presentations, the output of each output node gradually
converged and eventually settled on a particular value. The input pattern clamping
regime effectively prevents the ESN learning a relationship between two consecutive
input patterns.
B.2.1.1 Leak rate
It was observed that the higher the leak rate, the smaller the number of repeated input
pattern presentations required for each output unit to settle on a value. Once the
outputs had settled, they continued to produce this value for every subsequent repeated
input pattern presentation. The sooner the outputs converge, the fewer repeated input
pattern presentations are required.
An example of the ESN output unit activations for a high leak rate (0.9) and a low
leak rate (0.1) can be seen in Figure B.1. Although the size of the leak rate did not
radically affect the classification performance of the ESN during cross validation, so
long as there were sufficient repeated input pattern presentations, the best classification
performance came with a leak rate of 0.3820. Figure B.1 shows that for input patterns
that are difficult to classify (for example, rhododendron often misclassifies as cherry
laurel), having a lower leak rate allows the ESNs to distinguish more clearly between
input patterns from those classes. For the outputs shown in Figure B.1, both ESNs
were repeatedly presented with the same input data taken from a cherry laurel sample.
However, in Figure B.1B, the final output activation for the laurel output node is almost
the same as the rhododendron output node’s activation, showing that the network has
difficulty distinguishing between these two classes. In Figure B.1A, the ESN has a lower
leak rate and the output unit classifications are correctly separated. It was generally
observed that there was a clearer distinction between classes for a slower reservoir of this
sort. A leak rate of 0.3820 provided a good balance, offering sufficiently slow dynamics
and also requiring a suitably small number of repeated presentations; classification
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performance did not improve when the number of input pattern presentations was more
than 60.
Figure B.1: ESN outputs over 100 input pattern presentations for the same set of input
data. Each coloured line represents values produced by a different output node, with
each node representing a different class. The ESN in A has a very low leak rate (0.1)
such that the output varies for some time as the repeats progress, while the ESN in B
has a high leak rate (0.9) and thus very fast dynamics. While the output of most units
is roughly the same in both cases, the holly output unit settles on a much lower output
of -0.7, rather than -0.4. Note also that in B, it can be difficult to distinguish between
the rhododendron and laurel outputs, which give very similar values.
B.2.1.2 Reservoir size
It was found that a relatively small reservoir consisting of just 55 neurons provided the
best classification performance on the cross validation data. This is a curious result and
led to an unconventional application of ESNs in this work. One of the basic ideas of
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ESNs is to project an input into a higher-dimensional space – the reservoir – allowing
for the data to become more linearly separable [297, 464]. Consequently, one might
assume that the very high-dimensional input used here would necessitate a reservoir
containing in excess of 1869 neurons, which could be computationally unwieldly. The
use of a lower-dimensional representation is more akin to the recent work by Bozhkov
et al., where ESNs were used for the dimensionality reduction of static input patterns
[376]. While that work featured combinations of the equilibrium states of reservoir
neurons being fed into classification techniques such as SVMs and decision trees, the
high-dimensional input data here effectively underwent dimensionality reduction by
being fed into the low-dimensional reservoir, with the output weights then trained to
learn the relationship between this representation and the desired output. In this sense,
the static reservoir acts almost as a feature selection tool and classifier.
B.2.1.3 Spectral radius
While the ESN used here is unconventional in the sense that the inputs are static, it
can still be said that the spectral radius has influence over the extent to which the ESN
outputs vary with each repeated input presentation.
Figure B.2 shows the output of two ESNs processing the same clamped input pattern,
but with different spectral radii: 0.99 in A and 0.01 in B. Comparing the plots in A
and B, it is clear that the number of repeated input pattern presentations required for
the output unit activations to settle is similar, if slightly longer for the smaller spectral
radius. Prior to that point, though, the behaviour of the output units is significantly
influenced by the network’s memory of previous inputs. When the spectral radius
was increased past a value of unity, chaotic outputs and poor network classification
performance were observed. Based on classification accuracy during the cross-validation
testing, the best value for the spectral radius was found to be quite low at 0.181. This
suggests that for static classification tasks, a network should be strongly driven by the
clamped input pattern, and that reservoir feedback is less important. Consequently,
it is better to use a network with more stable dynamics. Importantly, it should be
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noted that that some feedback is required (i.e. the best spectral radius was greater
than zero and performance was generally good for all spectral radii less than unity, as
can be seen by the range of spectral radii evaluated in Figure B.3). A non-zero spectral
radius is therefore one of the properties of the ESN that is desirable for a static pattern
classification task.
Figure B.2: An ESN with a spectral radius of 0.01 (A) (i.e. a small short-term
memory) and an ESN with a spectral radius of 0.99 (B) (i.e. a long short-term
memory). The lines representing each class are the same as in Figure B.1
B.2.1.4 Input scaling
Figure B.4 shows how the performance of the ESN varied as input scaling was varied.
Classification performance during cross-validation peaked with an input scaling value
of 0.17. This means that the reservoir units would have been operating in the linear
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Figure B.3: The effect of the spectral radius on ESN performance. The final optimal
value, 0.181, is marked by the dashed line.
part of their tanh activation function.
Figure B.4: The effect of the input scaling value on the performance of the network.
The optimal input scaling, 0.17, is marked on the graph with the dashed line.
B.2.1.5 Interaction between reservoir and output neurons
One of the most instructive details found during the optimization process concerned the
relationship between the interaction of the ESNs’ reservoir neurons and their output
neurons. Compared to the work of Alexandre et al. [357], whose focus was on reservoir
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behaviour, Figure B.5A shows the outputs of twelve randomly selected reservoir neurons
for each presentation of a randomly chosen clamped input pattern that was clamped at
the input units. Figure B.5B shows the corresponding output activations from each of
the five output units during the same input pattern clamping. The vertical dashed line
on each plot marks the point at which output units and the selected reservoir units had
plateaued, respectively. The lag between the number of pattern presentations required
for the reservoir and the output units to plateau indicates that the best results may
not necessarily achieved by harvesting values after reservoir stabilisation, as suggested
by Alexandre et al. [357], but after output unit stabilisation has occurred instead.
Furthermore, although the output unit activations had all plateaued after around 24
input pattern presentations during training, the best cross validation classification
results were obtained with 60 input pattern presentations, suggesting that the output
weights of the ESN need to be trained on a settled reservoir. However, only 24 input
pattern presentations are required when a trained network is presented with unseen
test data.
B.2.1.6 Input clamping
Earlier work has noted that reservoir neurons need to be ‘clamped’ until full reservoir
stabilisation has been achieved for good classification performance [357, 358, 452, 453].
However, while a grid search found that using 60 repeated input pattern presentations
was optimal, it was observed that good performance could also be achieved by as few
as two input pattern presentations during both the training and testing period. Using
only two input presentations is equivalent to obtaining an output without allowing
the reservoir to settle at all, suggesting that for good (if not optimal) performance,
input ‘clamping’ may be almost unnecessary. This is a counter-intuitive result that
goes against the conventional wisdom.
Interestingly, the fact that the reservoir is still in an unstable state for the first ten
input presentations means that the number of input presentations in testing must not
exceed that used in training, unless the number used in training is greater than the
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Figure B.5: The activations of twelve randomly selected reservoir neurons (A) and the
corresponding outputs of the five output units (B). On each graph, the point at which
the data had all plateaued is marked with a dashed line.
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extent of the unstable state. Figure B.6 shows how the output from each node varied
with each repeated input pattern. The purple line represents the cherry laurel output
node, which should give the highest output value for this test pattern in question. This
plot demonstrates why it is important that the number of testing repetitions should
not exceed the number of training repetitions when using this approach. Although the
cherry laurel node has the highest output after the second presentation, beyond this
point a different output node starts to produce much higher values, causing that to
become the winner after 25 testing presentations were used. It was usually the case
that for every sample presented during testing, each ESN trained on two presentations
had one output node consistently produce much higher output values than all of the
others, although this was not necessarily the correct winning output node. It seems
to be the case that the dynamics of the reservoir and corresponding output weights of
the network had been tuned so that the correct output was obtained after the first two
presentations, but these weights were not configured to continue produce the correct
output when the reservoir dynamics were driven beyond this number of presentations,
possibly due to the short term memory of the network.
Figure B.6: The effect of presenting more than two presentations to a network trained
on only two presentations. The lines representing each class are the same as in Figure
B.5
Following this result, two separate training methods were used on ESNs with
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the optimized architecture outlined above. ESNs subject to the first training regime
(henceforth referred to as ESN-Op) were presented with the optimal 60 input repeats
during both training and testing, while ESNs subject to the second training regime
(henceforth referred to as ESN-2R) were given two input repeats during training and
testing. By doing this, it would be possible to determine exactly how necessary reservoir
stabilisation is for good performance.
B.3 Results
Table B.1 gives the performance of each technique on the benchmark datasets. These
results show that on average, both ESN architectures achieved better performance than
all of the other classifiers, with the exception of the MLP. This confirms that the input
clamping methodology can provide good performance on static data when compared to
other widely-used classifiers.
Technique Dataset Classification AccuracyIris WDBC Average
ESNOp 96.37% 95.17% 95.77%
ESN2R 97.69% 94.90% 96.30%
ELM 91.20% 99.96% 95.58%
SVM 94.67% 92.75% 93.71%
MLP 98.63% 95.99% 97.31%
Table B.1: Benchmark dataset results.
Table B.2 shows that, when applied to the leaf sample spectroradiometry dataset,
the two ESN training regimes used here both produce good test data classification
performance comparable to the ELM and SVM techniques. The MLP, in contrast,
was the worst performing technique in all but one category. While it was adept at
dealing with the relatively straightforward benchmark datasets, the more challenging
real-world dataset proved to be too complex for the MLP. The ELM was the best at
distinguishing between non-rhododendron samples, having achieved perfect classification
for these during testing. Despite this, the two ESNs were found to be better at correctly
identifying rhododendron samples and also gave slightly better overall classification
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accuracy. The SVM produced good results, but was outperformed by both ESN training
regimes in all but three categories. Given that the focus of this task was on detecting
rhododendron and that, although they did not classify the other species perfectly, the
ESNs misclassified very few of the non-rhododendron samples as false positives, the
ESNs offered the best performance of the CI techniques used for this particular problem.
Curiously, the SVM and ELM gave very similar overall performance, with the SVM
proving to be marginally better at rhododendron detection, but with the ELM superior
at classifying the other plant species. It would seem that while other classifiers can
offer good performance, the recurrent reservoir in an ESN adds certain discriminatory
advantages that are not available to other methods.
Test TechniqueESNOp ESN2R ELM SVM MLP
Accuracy 96.71%(0.016)
96.49%
(0.017)
96.05%
(0.007)
96.07%
(0.027)
71.66%
(0.223)
Rhod. MCC 0.9330 0.9291 0.9202 0.9214 0.5675
Rhod. Identified 95.34% 95.01% 93.72% 94.42% 61.53%
Beech Identified 99.90% 99.92% 100.00% 100.00% 0.23%
Holly Identified 99.84% 99.71% 100.00% 99.66% 85.13%
Ivy Identified 98.88% 98.70% 100.00% 99.66% 85.13%
Laurel Identified 96.63% 96.78% 100.00% 96.28% 91.67%
Beech Misidentified as Rhod. 0.09% 0.07% 0.00% 0.00% 2.19%
Holly Misidentified as Rhod. 0.05% 0.12% 0.00% 0.97% 4.36%
Ivy Misidentified as Rhod. 0.91% 0.95% 0.00% 0.24% 8.53%
Laurel Misidentified as Rhod. 3.01% 2.82% 0.00% 3.09% 2.30%
Table B.2: Leaf sample spectroradiometry results. The standard deviation for the
classification accuracy is given in brackets.
B.4 Discussion
Looking at ESN-Op and ESN-2R, it would appear that there is very little difference
between the two techniques in terms of the overall accuracy. ESN-Op marginally
outperformed ESN-2R on seven out of the eleven performance measures, including the
critical classification accuracy, percentage of rhododendrons identified and rhododendron
MCC measures, but the difference was minimal. So long as the number of repeated
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input pattern presentations used during testing is kept the same as the number of
clamped presentations used during training, this result suggests that there is no need to
clamp the reservoir neurons until reservoir stabilisation has occurred. This is contrary to
results reported in the literature elsewhere, where it was proposed that the activations
of the reservoir units needed to be allowed to settle in order to provide the best ESN
performance [357, 358, 452, 453]. The most significant contribution of the work in this
appendix, therefore, is that it is possible to obtain accurate results while the reservoir is
still unstable, so long as the number of repeated input presentations used during testing
is the same as during training. The need for algorithms to determine the point at which
the reservoir units can be deemed to have stabilised are thus rendered unnecessary.
B.5 Conclusion
ESNs were optimized for static pattern classification and the effect of altering spectral
radius, leak rate, input scaling, reservoir size and input pattern repeats on the behaviour
of both reservoir and output units was investigated. The performance of these was then
tested by presenting them with a challenging classification dataset and comparing them
to MLP, ELMs and SVMs approaches.
Two different ESN training regimes were employed and in each case it was found
that the optimized ESNs outperformed the other classification techniques. Only the
MLP produced better classification accuracy on the benchmark datasets, although the
MLP was later unable to deal with the more complex leaf sample spectroradiometry
dataset. The fact that the ELM and SVM achieved very similar performance implies
that the recurrent connections within the reservoir are important for providing optimal
classification performance, as does the fact that the optimal ESN spectral radius was
greater than zero. Contrary to results reported in the literature, it was found that it
is possible to obtain similar classification capability by presenting the input pattern
only twice, even though the ESN reservoir might still be in a highly unstable state
at this stage. This idiosyncratic network behaviour needs further investigation, in
particular how the spectral radius affects final output designations and the function of
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the unusually small reservoir.
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