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Introdution générale
1
3La grande majorité des tehnologies modernes, dans la plupart des disi-
plines, utilisent des apteurs pour mesurer des grandeurs utiles pour l'étude ou
le ontrle d'un phénomène physique. Les mirophones par exemple aptent
les ondes sonores se propageant dans l'air, les antennes radio mesurent l'évolu-
tion d'un hamp életromagnétique, les déteteurs photo-sensibles numérisent
l'image obtenue par un système optique, enn les életrodes plaées sur le
râne d'un patient permettent d'enregistrer le hamp életrique assoié à son
ativité érébrale.
En pratique, malheureusement, les signaux obtenus grâe à es apteurs
sont souvent des mélanges de plusieurs ontributions issues de signaux origi-
nels appelés soures. Dans le as le plus général, es ontributions sont des
signaux obtenus par ltrage non-linéaire des soures physiques. Dans d'autres
as plus simples, elles peuvent être des versions pondérées et/ou déalées tem-
porellement des soures.
La Séparation Aveugle de Soures (SAS) onsiste à estimer les signaux
soures (ou éventuellement leurs ontributions) à partir des mélanges obte-
nus sur haque apteur. Le orps humain possède un organe réalisant e type
d'opération : le erveau. Celui-i peut en eet se foaliser sur un phénomène
extérieur partiulier déteté par les sens. On peut ainsi éouter une personne
s'exprimant dans une salle bruitée où d'autres personnes parlent en même
temps (un hall de onférenes par exemple). La zone du erveau dédiée à la
vision peut aussi xer notre attention sur une zone préise du hamp visuel.
La séparation de soures, en tant que disipline sientique est relative-
ment réente et s'est inspirée, à son ommenement, du erveau humain et de
son organisation en réseaux neuronaux [88℄ (1984). Elle s'est aussi basée sur
des résultats obtenus en déonvolution aveugle, en adaptant un ritère parti-
ulier, le kurtosis ou autoumulant d'ordre 4 qui est aujourd'hui enore l'un
des plus utilisés. La SAS a ensuite onnu durant deux déennies des évolutions
onstantes, et a trouvé un vaste hamp d'appliations, e qui en fait atuel-
lement un domaine de reherhe majeur en traitement du signal. On utilise
les tehniques de séparation aveugle de soures dans des domaines aussi di-
vers que le traitement de soures audio, les téléommuniations multianales,
l'analyse de signaux biomédiaux, l'imagerie astrophysique multispetrale, le
traitement de données géophysiques, la détetion et la loalisation radar et
bien d'autres [64, 65, 102, 103, 106℄.
Le proessus de mélange entre soures et apteurs est modélisé en général
par l'équation vetorielle suivante :
x(t) = A (s(t)) + b(t) (1)
où
- s(t) est le veteur des signaux soures que l'on herhe à estimer.
4- x(t) est le veteur des observations mesurées par les apteurs.
- b(t) est le veteur de bruit qui modélise les erreurs de mesure des apteurs.
- A est l'opérateur de mélange.
On peut lasser les problèmes de SAS en fontion de la nature de l'opéra-
teur A.
a) Si et opérateur est linéaire, on parle de mélange linéaire. L'équation (1)
s'érit alors
x(t) = A(t) ∗ s(t) + b(t) (2)
où
 A(t) est une matrie de réponses impulsionnelles de ltres.
 ∗ est l'opérateur de onvolution ontinue.
Si les signaux mesurés sont à temps disret, e qui est néessairement le as
pour des signaux numériques enregistrés, la variable de temps t est remplaée
par un indie temporel n entier et l'opérateur de onvolution ontinue est
remplaé par une onvolution disrète. L'équation (2) devient alors
x(n) = A(n) ∗ s(n) + b(n). (3)
Parmi les mélanges linéaires, on peut isoler deux as partiuliers de mélanges :
 Les mélanges sont linéaires instantanés quand la matrie de réponses
impulsionnelles de ltres A(n) est onstituée d'éhantillons unités δ en-
trés en 0. La matrie A(n) s'érit alors sous la forme A(n) = Aδ(n),
où A est une matrie, et l'opérateur de onvolution devient une simple
multipliation matriielle
x(n) = As(n) + b(n). (4)
 Les mélanges sont linéaires à atténuations et retards quand la fontion
A(n) est onstituée d'éhantillons unités d'amplitudes diérentes et en-
trés à des instants diérents suivant le ouple soure-apteur onsidéré.
b) Les mélanges non-linéaires sont les plus généraux mais aussi les plus dif-
iles à traiter. Ils ont d'abord été étudiés dans un as partiulier : elui où
la non-linéarité est introduite uniquement au niveau du apteur du fait par
exemple d'un phénomène d'érêtage. Les observations onsistent alors en une
somme de ontributions qui subit une non-linéarité au moment de la onver-
sion en signal életrique. On parle alors de mélanges post-non-linéaires. Notons
que la zone auditive du erveau eetue la séparation de e type de mélanges.
En eet l'oreille humaine n'a pas une réponse parfaitement linéaire : l'inux
nerveux du nerf auditif n'est pas proportionnel à la pression exerée sur le
5tympan. Depuis, des ongurations plus générales ont été traitées omme les
mélanges linéaires quadratiques [70℄ ou ertaines lasses partiulières de mé-
langes [76℄. La lasse des mélanges non-linéaires n'est pas été étudiée dans la
suite de e doument.
On peut aussi lasser les mélanges suivant le nombre d'observations rela-
tivement au nombre de soures. Les mélanges sont dits sur-déterminés quand
le nombre d'observations est supérieur au nombre de soures. Si le le nombre
d'observations est inférieur au nombre de soures, on parle de mélanges sous-
déterminés. Enn, si les nombres de soures et d'observations sont égaux, le
mélange est dit déterminé. Selon le as, la matrie de mélange A(n) a un plus
grand nombre de lignes (mélanges sur-déterminés), de olonnes (mélanges sous-
déterminés), ou un nombre égal de lignes et de olonnes (mélanges déterminés).
Dans la première partie de ette thèse, nous nous sommes intéressés aux
mélanges onvolutifs (sur-)déterminés, pour lesquels nous proposons un al-
gorithme à point xe opérant dans le domaine temporel. Le hapitre 1 est
onsaré à un état de l'art de la séparation aveugle de soures. Nous déri-
vons l'ensemble des lasses de ritères utilisées dans la littérature jusqu'ii et
évoquons pour haun d'eux les extensions qui ont été proposées pour traiter
les mélanges onvolutifs. Nous analysons ensuite les avantages et inonvénients
des deux grandes approhes fréquentielle et temporelle de séparation aveugle
pour mélanges onvolutifs. Dans le hapitre 2, nous herhons à étendre le
très populaire algorithme FastICA aux mélanges onvolutifs. Pour ela, nous
introduisons un proessus de blanhiment spatio-temporel non-ausal, qui, en
initialisant d'une ertaine façon les paramètres d'extration, permet d'utiliser
une proédure d'optimisation de type point xe analogue à elle de FastICA.
L'estimation des ontributions des soures dans les observations est réalisée
au moyen d'un ritère quadratique orrespondant à la diérene entre une ob-
servation donnée et une version ltrée du proessus d'innovation extrait par
l'optimisation à point xe. L'optimisation de e ritère est réalisée au moyen
d'un proessus de ltrage de Wiener non-ausal. Dans le hapitre 3, nous vali-
dons notre algorithme en eetuant des tests de séparation utilisant des signaux
réels et simulés, puis nous eetuons une analyse statistique pour omparer ses
performanes en termes de séparation et de rapidité ave l'algorithme de Tu-
gnait qui suppose les mêmes hypothèses de stationnarité et de non-gaussianité
des soures. Cette première partie a fait l'objet d'une publiation dans la revue
IEEE SPL [203℄ (une première version de l'artile a été présentée au Workshop
ECMS qui a eu lieu à Toulouse en mai 2005 [202℄).
Dans la deuxième partie, nous nous intéressons aux mélanges sous-déterminés
linéaires instantanés ou onvolutifs, pour lesquels nous herhons là aussi à
étendre l'algorithme FastICA. Nous présentons dans le hapitre 4 un état de
l'art de la séparation aveugle de soures sous-déterminée et onstatons que
l'hypothèse de parimonie des soures est utilisée pour la plupart des mé-
6thodes existantes. Dans le hapitre 5 onsaré aux mélanges linéaires instanta-
nés sous-déterminés, en nous basant sur le onept de séparation diérentielle
de soures, nous proposons un proessus de blanhiment diérentiel des obser-
vations qui permet l'emploi d'itérations à point xe pour optimiser un ritère
diérentiel orrespondant à la diérene entre deux instants du kurtosis du
signal de sortie. Deux versions de l'algorithme proposé, baptisé DFICA sont
présentées : une version à déation et une version parallèle. Dans le hapitre 6,
nous utilisons le même onept de séparation diérentielle de soures pour les
mélanges onvolutifs sous-déterminés pour lesquels nous proposons un proes-
sus de blanhiment spatio-temporel diérentiel permettant d'extraire par une
proédure d'optimisation à point xe les proessus d'innovation de soures
dites utiles en présene de soures de bruit. L'estimation des ontributions des
soures utiles, superposées à des ontributions de soures de bruit, est réalisée
au moyen d'un ritère quadratique diérentiel dont l'optimisation est eetuée
au moyen d'un proessus de ltrage de Wiener dit diérentiel. Nous appelons
C-DFICA et algorithme destiné aux mélanges onvolutifs sous-déterminés. Le
hapitre 7 démontre l'utilité de nos algorithmes en présentant des tests de sépa-
ration de mélanges de soures réelles et artiielles ; des tests de Monte-Carlo
permettent d'évaluer la résistane de nos algorithmes diérentiels DFICA et
C-DFICA à la présene de soures de bruit. Nous omparons aussi la rapidité
de l'algorithme C-DFICA ave elle d'une version diérentielle de l'algorithme
de Tugnait développée auparavant dans l'équipe. Le ontenu de ette seonde
partie a donné lieu a une publiation dans la revue IEEE TSP [204℄.
La troisième partie est onsarée aux mélanges linéaires instantanés de
soures ontenant un grand nombre d'éhantillons. Cette onguration est fré-
quente notamment en séparation aveugle d'images du fait de l'augmentation
du nombre de pixels des apteurs photo-sensibles de types CCD ou CMOS.
Le hapitre 8 met d'abord en évidene une limitation de l'algorithme FastICA
appliable aux mélanges linéaires instantanés (sur-)déterminés qui, à haque
itération de l'algorithme d'optimisation à point xe, eetue un alul de statis-
tiques sur l'ensemble des éhantillons disponibles, e qui demande de réaliser
un grand nombre d'opérations élémentaires. FastICA demande pour ela le
stokage en mémoire de signaux, qui, si le nombre d'éhantillons disponibles
est élevé, demande un espae mémoire important. Après avoir onstaté que
le ritère du kurtosis est polynmial relativement aux oeients d'extration
à estimer, nous proposons une proédure d'identiation de e polynme qui
permet ensuite d'appliquer des itérations de type point xe dans un espae de
alul moins gourmand. Nous baptisons O-FICA et algorithme appliable aux
mélanges linéaires instantanés de longs signaux de mélange. Nous reprenons
ensuite le prinipe d'identiation polynmiale multivariable et l'appliquons à
l'algorithme DFICA pour les mélanges linéaires instantanés sous-déterminés.
Le kurtosis diérentiel pouvant aussi être identié omme un polynme, une
proédure d'identiation similaire à elle d'O-FICA permet d'optimiser l'al-
gorithme DFICA lorsque les mélanges ontiennent un grand nombre d'éhan-
7tillons. Nous baptisons O-DFICA et algorithme proposé pour la séparation
sous-déterminée de signaux longs. Le hapitre 9 permet de mesurer le gain en
temps de alul obtenu ave nos algorithmes optimisés omparé à leur version
standard assoiée. Un artile au sujet de l'algorithme O-FICA a été présenté
à la onférene GRETSI en Septembre 2007 [206℄ (une version anglaise a été
présentée au Workshop ECMS en mai 2007 [205℄). Un artile de revue est a-
tuellement en ours de révision pour la revue IEEE TSP onernant les deux
algorithmes O-FICA et O-DFICA.
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Première partie
Mélanges onvolutifs
(sur-)déterminés
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Chapitre 1
Mélanges onvolutifs : état de l'art
1.1 Introdution
La séparation aveugle de mélanges onvolutifs est un domaine de reherhe
réent et très prometteur. Elle étudie la séparation des mélanges linéaires gé-
néraux, les mélanges linéaires instantanés et à atténuations et retards étant
des as partiuliers réalistes pour ertaines appliations uniquement. En eet,
le temps de propagation entre une soure et un apteur n'est jamais parfaite-
ment nul, même s'il peut parfois être négligé. La sous-lasse des mélanges à
atténuations et retards modélise es retards de propagation mais suppose que
le signal n'est pas déformé par le milieu, e qui peut ne pas être onforme à
la réalité. Pour les appliations audio par exemple, on ne renontre e type
de mélanges que lorsque l'enregistrement est réalisé dans une hambre ané-
hoïque qui élimine les trajets multiples (ou réverbérations) entre les soures
et les apteurs. Très souvent, don, de nombreuses versions temporellement dé-
alées d'une même soure parviennent à haque apteur en raison de réexions
multiples dans le milieu. Chaque version déalée possède sa propre atténuation
qui orrespond à un oeient de la réponse impulsionnelle du ltre du ouple
soure-apteur onsidéré. Le phénomène de réverbération aoustique est illus-
tré de façon simpliée par la gure 1.1. Dans e hapitre, nous ommençons
par dénir le modèle de mélange onvolutif puis nous répertorions les dié-
rents types de ritères d'abord utilisés pour la séparation de mélanges linéaires
instantanés puis étendus à la lasse des mélanges onvolutifs. Nous divisons
ensuite les méthodes onvolutives en deux types : les méthodes fréquentielles
utilisant la transformée de Fourier à ourt terme et les méthodes temporelles
qui herhent à estimer des ltres d'extration formulés temporellement.
1.2 Position du problème
La lasse générale des mélanges onvolutifs tient ompte de la déformation
du signal propagé et la modélise par un ltrage entre la soure et l'observation,
11
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Fig. 1.1  Illustration d'un mélange onvolutif aoustique à 3 soures et 3
apteurs.
e qui s'érit mathématiquement sous la forme d'une onvolution. La ontri-
bution d'une soure d'indie j sur un apteur i s'exprime don de la manière
suivante :
xij(t) = aij(t) ∗ sj(t) (1.1)
où ∗ est l'opérateur de onvolution1.
Toutes les équations reliant les P observations aux N soures (où P ≥ N)
peuvent s'érire de manière synthétique par la relation matriielle suivante :
x(t) = A(t) ∗ s(t) (1.2)
où s(t) = [s1(t), · · · , sN(t)]
t
et x(t) = [x1(t), · · · , xP (t)]
t
sont respetivement
les veteurs soure et observation et où
A(t) =

 a11(t) · · · a1N (t)..
.
.
.
.
aP1(t) · · · aPN(t)

 (1.3)
regroupe les réponses impulsionnelles des ltres présents entre soures et ap-
teurs. Lorsque l'on onsidère des signaux numériques, l'éq. (1.2) s'exprime à
l'aide d'un indie temporel disret n au lieu de la variable de temps ontinue
t :
x(n) = A(n) ∗ s(n) (1.4)
1
Le terme de bruit de mesure b(n) n'est pas pris en ompte ii.
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où ∗ est ette fois l'opérateur de onvolution disrète.
Dans le domaine en Z, on obtient alors
X(z) = A(z)S(z) (1.5)
où A(z) est une matrie de fontions de transfert de ltres qui est la transfor-
mée en Z de A(n)
A(z) =


∑+∞
k=−∞ a11(k)z
−k · · ·
∑+∞
k=−∞ a1N (k)z
−k
.
.
.
.
.
.∑+∞
k=−∞ aP1(k)z
−k · · ·
∑+∞
k=−∞ aPN(k)z
−k

 (1.6)
Pour que le mélange soit réellement onvolutif (.-à-d. pas seulement à at-
ténuations et retards), il faut que pour au moins un ouple d'indies (i, j),
la fontion Aij(z) =
∑+∞
k=−∞ aij(k)z
−k
ait deux oeients aij(k) non nuls.
La grande majorité des travaux de séparation aveugle de soures dans le as
onvolutif supposent un modèle de mélange faisant intervenir des ltres au-
saux à Réponses Impulsionnelles Finies (RIF). La matrie de ltres A(z) se
réérit alors
A(z) =


∑K
k=0 a11(k)z
−k · · ·
∑K
k=0 a1N (k)z
−k
.
.
.
.
.
.∑K
k=0 aP1(k)z
−k · · ·
∑K
k=0 aPN(k)z
−k

 (1.7)
Notons toutefois les travaux de Cihoki qui supposent l'existene d'une om-
posante auto-régressive dans le proessus de mélange [52℄. La gure 1.2 repré-
sente le proessus de mélange sous forme de shéma-blo.
Si toutes les fontions de transfert ont un seul oeient non nul, le mé-
lange est simplement à atténuations et retards et si de plus les fontions d'une
même olonne de A(z) ont e oeient non nul au même indie k, le mé-
lange peut être réérit de manière linéaire instantanée en déalant si besoin les
soures.
La séparation aveugle de soures herhe à estimer les soures sj(n) formant
le veteur s(n). Dans le as d'un mélange onvolutif, ette estimation n'est
possible qu'à une indétermination de ltrage près. En eet, si l'on prend un
ltre quelonque F (z), la ontribution d'une soure j sur un apteur i (1.1)
peut se réérire dans le domaine en Z sous la forme
Xij(z) =
Aij(z)
F (z)
(
F (z)Sj(z)
)
, (1.8)
si bien que l'on peut réérire (1.5) en remplaçant la soure Sj(z) du veteur
S(z) par F (z)Sj(z) et en remplaçant les éléments Aij(z) de la olonne j de
A(z) par
Aij(z)
F (z)
. Sans d'autres hypothèses sur les soures, il n'y a auun moyen
de lever ette indétermination. Dans le as de soures i.i.d. (indépendantes et
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s2(n) x2(n)
x1(n)s1(n) A11(z)
A12(z)
A21(z)
A22(z)
Fig. 1.2  Shéma-blo du proessus de mélange.
identiquement distribuées), ette indétermination peut être levée en partie. On
peut alors identier les soures à un retard et à un salaire multipliatif près
(éventuellement omplexe) [212℄.
En fait il est parfois susant d'estimer un jeu de ltres de séparationW(z)
qui suppriment les interférenes des autres soures introduites par le proessus
de mélange. Ces ltres peuvent être à réponses impulsionnelles nies ou à
réponses impulsionnelles innies (RII). Le système de séparation RIF ausal
s'exprime par
∀l = 1 . . . N, yl(n) =
P∑
i=1
K ′∑
k=0
wli(k)xi(n− k) (1.9)
e qui peut s'érire dans le domaine en Z
Y(z) =W(z)X(z). (1.10)
x1(n)
x2(n)
y1(n)
y2(n)
W11(z)
W12(z)
W21(z)
W22(z)
Fig. 1.3  Shéma-blo d'un dispositif de séparation diret.
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Le système de séparation de la gure 1.3 est qualié de diret [97℄. Il existe
aussi des systèmes de séparation de type réurrent dont les soures estimées
sont données par les équation suivantes :
∀l = 1 . . . N, yl(n) = xl(n) +
P∑
i=1
K ′∑
k=0
uli(k)yi(n− k) (1.11)
e qui peut être exprimé matriiellement dans le domaine en Z par
Y(z) = X(z) +U(z)Y(z), (1.12)
d'où on déduit
Y(z) = (I−U(z))−1X(z) (1.13)
sous réserve que (I−U(z))−1 existe et que tous ses ples soient dans le erle
unité. La matrie de séparation 'direte' équivalente est alors
W(z) = (I−U(z))−1 (1.14)
La gure 1.4 représente le dispositif de séparation réurrent sous forme de
shéma-blo
2
.
y2(n)
y1(n)x1(n)
x2(n)
U11(z)
U12(z)
U21(z)
U22(z)
Fig. 1.4  Shéma-blo d'un dispositif de séparation réurrent.
Les réseaux direts et réurrents peuvent être ombinés pour donner un
réseau hybride où une struture direte est suivie d'une struture réurrente
[50, 51℄. Dans ette thèse, nous avons développé des méthodes basées unique-
ment sur les réseaux direts qui sont les plus utilisés en raison de leur stabilité,
qui est toujours vériée ontrairement aux réseaux réurrents.
Les équations de mélange et de séparation dans le domaine temporel et
dans le domaine en Z sont regroupées dans le tableau 1.1.
2
Le plus souvent, les ltres direts Uii(z) sont hoisis égaux à des ltres nuls.
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Proessus Domaine temporel Domaine en Z
Mélange RIF ausal ∀i = 1..P, xi(n) =
∑N
j=1
∑K
k=0 aij(k)sj(n− k) X(z) = A(z)S(z)
Séparation direte ∀l = 1..N, yl(n) =
∑P
i=1
∑K ′
k=0wli(k)xi(n− k) Y(z) =W(z)X(z)
Séparation réurrente ∀l = 1..N, yl(n) = xl(n)+
∑P
i=1
∑K ′
k=0 uli(k)yi(n−k) Y(z) = (I−U(z))
−1X(z)
Tab. 1.1  Tableau de synthèse des équations de mélange et de séparation.
En pratique, on herhe souvent à estimer des versions ltrées partiulières
des soures qui sont les ontributions sur les diérents apteurs. Dans le as
de signaux i.i.d. (en général des signaux de téléommuniations), on herhe à
estimer les soures non ltrées à un retard et à un fateur d'éhelle près.
L'autre indétermination onerne l'ordre des soures séparées : on ne sait
pas à quel indie de soure j orrespond un signal séparé i. Cette indétermi-
nation n'existe en fait que si l'on a numéroté de façon arbitraire les signaux
soures inonnus (dans le as ontraire, on peut ordonner les soures à posté-
riori de la même façon que les signaux séparés assoiés). Cette numérotation
des soures à estimer est toutefois néessaire pour les méthodes fréquentielles
omme nous le verrons.
1.3 Hypothèses et ritères de séparation
Les hypothèses généralement admises par les méthodes de séparation de
mélanges onvolutifs appartenant à la lasse de l'Analyse en Composantes
Indépendantes sont les suivantes :
Hypothèse 1 Les soures sont entrées. En pratique on peut toujours se ra-
mener à un mélange de soures entrées en entrant les observations.
Hypothèse 2 Les signaux onsidérés sont stationnaires et ergodiques de sorte
que l'on peut estimer les espéranes par des moyennages temporels.
Hypothèse 3 La matrie de mélange A(z) est inversible à gauhe et la ma-
trie inverse peut être approhée à l'aide de ltres RIF éventuellement
non ausaux d'ordres susamment grands.
Hypothèse 4 Les soures sont statistiquement indépendantes, .-à-d. la den-
sité de probabilité onjointe du veteur signal
(
s1(n−d1), · · · , sN(n−dN )
)
est égale au produit des densités marginales :
p(s1(n− d1), · · · , sN(n− dN)) =
N∏
i=1
p(si(n− di)), ∀d1, · · · , dN (1.15)
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Hypothèse 5 Les soures à estimer sont non-gaussiennes, sauf une éventuel-
lement.
Hypothèse 6 Les soures à estimer résultent de la oloration de proessus
d'innovation par ltrage RIF d'ordre susamment grand.
L'Hypothèse 3 exige que les soures soient situées à des endroits diérents
de l'espae (ou au moins qu'elles émettent dans des diretions diérentes). Elle
implique aussi d'avoir un nombre d'observations P supérieur ou égal au nombre
de soures N . Nous éviterons ependant ette hypothèse dans la seonde par-
tie de e manusrit, où l'on herhera à eetuer une séparation partielle de
soures non-stationnaires en présene de soures de bruit stationnaires.
La majorité des ritères de séparation de soures pour mélanges onvolutifs
ont été utilisés d'abord par des méthodes appliables aux mélanges linéaires
instantanés. Nous détaillons ii les prinipaux ritères qui peuvent être las-
sés en 7 atégories. Les 4 premières atégories sont historiquement les plus
aniennes et exigent les hypothèses lassiques relatives à l'ACI dérites plus
haut. Les trois suivantes regroupent des ritères où ertaines des hypothèses
préédentes sont remplaées par des hypothèses spéiques : non-orrélation,
oloration des soures, non-stationnarité, parimonie ou positivité.
1.3.1 Statistiques roisées d'ordre supérieur
L'annulation de statistiques roisées d'ordre supérieur est un ritère très
utilisé en séparation de soures. En eet, une façon d'exprimer l'indépendane
des sorties du dispositif de séparation, si elles-i sont entrées et à densités
symétriques, est d'annuler tous les moments roisés d'ordre impair
E
{
yi(n)
αyj(n− τ)
β
}
= 0, ∀i 6= j, ∀τ, ∀α, β = 1, 3, 5, 7 . . . (1.16)
En fait, il n'est pas néessaire d'annuler tous es moments roisés pour réaliser
la séparation. En lien ave e ritère, on peut utiliser deux familles de statis-
tiques qui quantient l'indépendane des sorties :
1) Les moments roisés non-linéaires sont dénis à partir de deux fontions
f et g par la formule3
C(f,g)(i, j) = E {f(yi(n))g(yj(n))} , ∀i 6= j (1.17)
et ont donné lieu aux premiers algorithmes de séparation de soures développés
par J. Hérault, C. Jutten et B. Ans [8890,104℄.
3
Pour ne pas se ramener à un simple ritère de déorrélation, f et g ne doivent pas être
toutes les deux linéaires.
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Pour annuler la fontion C(f,g)(i, j), ils utilisent l'algorithme adaptatif
cij(n+ 1) = cij(n) + µnf(yi(n))g(yj(n)) (1.18)
où i 6= j, µn est le pas d'adaptation, et cij(n) est le oeient de séparation
cij évalué à l'instant n.
Pour la séparation de mélanges onvolutifs, l'algorithme de Hérault et Jut-
ten a été transposé dans le domaine fréquentiel par A. Bak et A. Tsoi [20℄,
approhe qui a ensuite été approfondie dans [111℄. H. L. Nguyen-Thi et C.
Jutten [105, 139℄ ont aussi proposé un algorithme onvolutif dans le domaine
temporel qui reherhe l'annulation des moments roisés
E {f(yi(n))g(yj(n− k))} , ∀i 6= j, ∀k = 0 . . .Q. (1.19)
Leur approhe suppose d'avoir un mélange à phase minimale ayant des ltres
unités entre les soures et observations de même indie. Cette méthode a été
étudiée de façon approfondie par C. Servière [185℄ et une étude sur la séparation
des mélanges onvolutifs par les réseaux de type Hérault-Jutten a été faite par
Berthommier et Choi [31℄.
Les fontions f et g les plus utilisées sont f(x) = x3 et g(y) = y en raison
de leur simpliité. L'utilisation de es fontions f et g revient à l'annulation
du moment roisé (3,1) des signaux de sortie, qui ne permet que la séparation
de soures globalement sous-gaussiennes [46℄.
Pour des mélanges onvolutifs à phase minimale, N. Charkani et Y. Deville
ont montré qu'en optimisant les fontions f et g, il est possible de séparer des
soures sur-gaussiennes et sous-gaussiennes [4547℄.
La déorrélation non-linéaire est équivalente pour ertains hoix de f et
g à d'autres ritères de séparation. Ainsi, en hoisissant dans l'équation 1.17
pour fontions f et g les deux jeux de fontions (f = scorei, g = id) et
(f = id, g = scorej), où scorek, k ∈ {i, j} est la fontion sore de la soure
k, la déorrélation non-linéaire est équivalente à la maximisation de vraisem-
blane [97℄.
2) Le umulant roisé d'ordre 4, Cum (yi, yj, yj, yj) est un autre ritère
d'indépendane utilisé pour la première fois par J. L. Laoume et P. Ruiz [112℄
puis par P. Comon [54℄. Comme le moment roisé (3,1), il est nul dans le as
de deux signaux yi et yj indépendants mais auune preuve de onsistane du
ritère n'a été établie [189℄.
Une approhe plus générale d'utilisation des umulants roisés est basée
sur l'analyse tensorielle. Considérons le tenseur T déni par
Tijkl = Cum (yi, yj, yk, yl) (1.20)
T est diagonal dans le as de signaux de sortie yi, yj, yk et yl indépendants. La
diagonalisation de e tenseur T est réalisée en pratique grâe à l'identiation
de matries propres pour la transformation linéaire
Fij(M) =
∑
kl
mklCum (yi, yj, yk, yl) . (1.21)
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On peut montrer que les matries propres assoiées à des omposantes indé-
pendantes s'érivent sous la forme wiw
t
i où wi est égal à une olonne de la
matrie de mélange blanhie, et que leur valeurs propres assoiées sont les
kurtosis des omposantes indépendantes.
Une façon rapide d'obtenir es matries propres est la méthode de puis-
sane qui onsiste à appliquer itérativement la transformation F jusqu'à la
onvergene. On peut montrer que ette méthode est équivalente à l'algorithme
FastICA basé sur le kurtosis.
Une autre méthode est basée sur la propriété suivante : si on suppose les
sorties yi, yj, yk et yl indépendantes entre elles, l'image de toute matrieM sui-
vant (1.21) doit être diagonale e qui permet d'eetuer la séparation par une
diagonalisation onjointe approhée de plusieurs matries F(Mr) dénies par
(1.21). L'algorithme JADE [44℄, en hoisissant pour matries Mr les matries
propres du tenseur T [97℄, se ramène à la minimisation du ritère
JJADE =
∑
(ijkl)6=(iikl)
Cum(yi, yj, yk, yl)
2
(1.22)
Dans [151℄ l'algorithme JADE a été appliqué dans le domaine fréquentiel
pour séparer des mélanges onvolutifs.
Une autre méthode, FOBI [41℄, très liée à JADE, onsiste à diagonaliser la
matrie de orrélation pondérée
Γ = E
{
z(n)z(n)t‖z(n)‖2
}
. (1.23)
où z(n) est une version blanhie et normalisée des observations. On peut mon-
trer qu'une matrie réalisant ette diagonalisation est néessairement une ma-
trie de séparation. Pour que ette méthode s'applique, il faut ependant que
toutes les soures aient des kurtosis normalisés diérents.
A. Ferréol et al. ont étendu la méthode SOBI à l'ordre 4 permettant ainsi
l'identiation de mélanges sous-déterminés (FOBIUM [77℄).
1.3.2 La vraisemblane
M. Gaeta et J. L. Laoume en 1990 [79℄ puis D. T. Pham et al. [162℄
deux années plus tard ont introduit en séparation de soures le ritère du
maximum de vraisemblane qui a été largement utilisé depuis en séparation
instantanée [85, 86, 155, 159, 161℄ et onvolutive [14, 62, 137, 148, 149℄.
Nous herhons ii les paramètres de mélange qui maximisent la probabilité
d'ourrene des observations. A partir de l'équation matriielle de mélange
x(n) = As(n), (1.24)
on peut exprimer la densité de probabilité du veteur x(n) en fontion des
densités de probabilité des soures et du déterminant de l'inverse B de la
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matrie de mélange A
px(x) = |detB|
∏
i
pi(si) (1.25)
e qui peut aussi être exprimé en fontion du veteur d'observation et des
lignes bi de B par
px(x) = |detB|
∏
i
pi(bix(n)). (1.26)
Si on dispose de T éhantillons et que l'on onsidère qu'ils sont indépendants,
la vraisemblane V de l'obtention du veteur x(n) s'érit
V =
T∏
n=1
|detB|
∏
i
pi(bix(n)). (1.27)
En général, on onsidère plutt la log-Vraisemblane dénie par le loga-
rithme de la vraisemblane
logV =
∑
n
∑
i
log (pi(bix(n))) + T log|detB| (1.28)
e qui donne en divisant haque terme par T et en supposant que le moyennage
temporel est égal à l'espérane mathématique (ergodiité)
1
T
logV =
∑
i
E {log (pi(bix(n)))}+ log|detB|
= −
∑
i
H(bix(n)) + log|detB|, (1.29)
où H(y(n)) est l'entropie diérentielle du signal y(n) dénie par
H(y(n)) = −
∫
py(η)log (py(η)) dη. (1.30)
Comme pour les ritères d'information mutuelle et de néguentropie que
nous allons présenter ensuite, la diulté majeure du ritère de vraisemblane
vient du fait que l'on ne onnaît pas la densité de probabilité des soures et
des observations. On peut alors soit les supposer onnues à priori, soit suppo-
ser qu'elles appartiennent à une famille donnée de distributions. Nous verrons
plus loin que le ritère du maximum de vraisemblane est équivalent au ri-
tère d'information mutuelle et que si on suppose que le déterminant de B est
rendu onstant par une déorrélation et une normalisation des observations,
la vraisemblane est aussi équivalente à la néguentropie (voir ritères de non-
gaussianité).
J. F. Cardoso a montré [42℄ que la maximisation de vraisemblane est équi-
valente à la maximisation de l'entropie de g(y) où g1 . . . gN réalisent l'approxi-
mation des fontions de répartition des soures. Cette approhe appelée Info-
max a été utilisée [13,23,231℄ pour la séparation de mélanges linéaires instanta-
nés et pour la séparation des mélanges onvolutifs [115,173,192,210,211,225℄.
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1.3.3 L'information mutuelle
Pour des signaux indépendants, la densité de probabilité onjointe est égale
au produit des densités marginales. L'information mutuelle est un ritère qui
mesure la similitude entre la densité onjointe et le produit des densités mar-
ginales.
On peut mesurer la similitude entre p(y) et
∏
i pi(yi) en alulant leur
divergene de Kullbak-Leibler dénie par
I(y1, · · · , yN) = divK
(
p(y),
∏
i
pi(yi)
)
=
∫
y
p(y)log
(
p(y)∏
i pi(yi)
)
dy (1.31)
Comme l'argument du logarithme dans (1.31) vaut 1 partout si et seule-
ment si la densité de probabilité mutuelle est égale presque partout au produit
des densités marginales, l'information mutuelle est nulle uniquement pour des
variables yi indépendantes [43℄.
La divergene de Kullbak-Leibler de la densité onjointe et du produit des
densités marginales du signal y est égale à la diérene entre la somme des
entropies diérentielles des variables marginales yi et l'entropie diérentielle
du veteur y :
I(y1, · · · , yN) =
∑
i
H(yi)−H(y) (1.32)
Si ette information mutuelle est nulle, les variables ne portent auune
information ommune.
Sahant que pour une transformation linéaire y = Bx
H(y) = H(x) + log|detB|, (1.33)
on obtient
I(y1, · · · , yN) =
∑
i
H(yi)−H(x)− log|detB|. (1.34)
CommeH(x) est onstante par rapport à la matrie de séparation B à estimer,
la omparaison de (1.29) et (1.34) donne
I(y1, · · · , yN) = −
1
T
logV + Cte. (1.35)
L'information mutuelle I est don égale à une onstante près à l'opposé du
ritère de log-Vraisemblane.
Le ritère d'information mutuelle a été introduit pour la première fois en
ACI par P. Comon [57℄ puis par K. Matsuoka et M. Kawamoto [130℄ pour la
séparation de mélanges linéaires instantanés. Ce ritère a ensuite donné lieu à
de nombreux travaux, en partiulier de D. T. Pham [154,156℄.
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On peut iter aussi les travaux de K. E. Hild, D. Erdogmus et al. [75,91,92℄
ainsi que de S. Samadi, M. Babaie-Zadeh, C. Jutten et K. Nayebi [19, 181℄.
Pour la séparation de mélanges onvolutifs, l'information mutuelle a été
peu utilisée. On peut iter toutefois quelques approhes temporelles [93, 124,
153, 157, 174℄ et l'approhe fréquentielle de D.T. Pham [158℄.
1.3.4 La non-gaussianité
Un autre ritère très utilisé en séparation de soures est la non-gaussianité.
Ce ritère est fondamental en partiulier dans le as de soures blanhes sta-
tionnaires puisque la non-gaussianité des soures est alors néessaire pour
pouvoir eetuer la séparation. En eet, les signaux résultant d'un mélange
orthogonal de signaux gaussiens indépendants sont aussi indépendants e qui
interdit toute possibilité d'identiation par un ritère d'indépendane. La sé-
paration de soures par maximisation de la non-gaussianité est basée sur un
phénomène très intuitif : une ombinaison linéaire de signaux non-gaussiens
de même distribution est davantage gaussienne que les signaux d'origine, la
gaussianité d'un signal étant dénie omme l'éart de la distribution de e si-
gnal par rapport à la distribution d'un signal gaussien de même puissane. On
peut don séparer les soures d'un mélange linéaire instantané en maximisant
la non-gaussianité du signal de sortie obtenu par une ombinaison linéaire des
observations.
Le premier ritère pour évaluer la non-gaussianité fut historiquement l'au-
toumulant d'ordre 4 ou kurtosis (non-normalisé) [61℄ qui a été utilisé aupa-
ravant en déonvolution aveugle de soures en faisant en sorte que le signal de
sortie soit de puissane unité. Il est déni pour des signaux entrés à partir
des moments d'ordres 2 et 4 par l'équation :
cum
(
y(n), y(n), y(n), y(n)
)
= E
{
y4(n)
}
− 3E
{
y2(n)
}2
(1.36)
Nous avons représenté en haut de la gure 1.5 le kurtosis non-normalisé d'une
ombinaison linéaire y(n) = as1(n) + bs2(n) de deux signaux s1(n) et s2(n)
de puissane unité et de kurtosis non-normalisés valant respetivement −1 et
2. Nous voyons que les extremums loaux du kurtosis de y(n) sur le bord
de la surfae dénie par l'équation a2 + b2 = 1 sont les 4 points (a, b) ∈
{(−1, 0), (0,−1), (1, 0), (0, 1)} qui orrespondent aux points séparants du erle
unité.
L'inonvénient majeur du kurtosis est que son estimation est très sensible
aux valeurs extrêmes ar le moment d'ordre 4 est alors mal estimé. On uti-
lise don prioritairement e ritère pour des soures sous-gaussiennes où les
"outliers" sont peu présents.
Une famille de ritères plus réente et qui évite e problème est basée sur
l'entropie diérentielle dénie par (1.30).
Un résultat fondamental de théorie de l'information établit que parmi
toutes les distributions, la distribution gaussienne est elle qui a la plus grande
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Fig. 1.5  Kurtosis non-normalisé (en haut) et kurtosis normalisé (en bas) de
la ombinaison linéaire y(n) = as1(n) + bs2(n) de deux signaux s1(n) et s2(n)
de puissane unité et de kurtosis non-normalisés (ou normalisés) valant -1 et 2.
-Absisses et ordonnées : oeients a et b de la ombinaison linéaire.
-Hauteur : valeur du kurtosis.
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entropie et peut don être onsidérée omme la plus aléatoire. Au ontraire,
à variane égale, les distributions très struturées (très plates ou très piquées)
auront une entropie faible. Un ritère de non-gaussianité peut don être ob-
tenu en omparant l'entropie du signal de sortie normalisé y(t) ave l'entropie
d'une variable gaussienne ygauss(t) de puissane unité. On nomme néguentropie
e ritère déni par
neg(y(n)) = H(ygauss(n))−H(y(n)) (1.37)
où H(y(n)) est l'entropie diérentielle de y(n) dénie par (1.30). En onsi-
dérant l'équation (1.29) on montre [97℄ que si le déterminant de B est rendu
onstant par une déorrélation et une normalisation des observations (B est
alors orthogonale), la maximisation de la vraisemblane et don la minimisa-
tion de l'information mutuelle (1.29) sont équivalentes à la maximisation de la
somme des néguentropies des signaux de sortie. Cependant es ritères ne sont
pas parfaitement équivalents ar dans le as de la néguentropie, que l'on peut
dénir pour une unique sortie, il est possible d'extraire les soures une à une,
e qui est impossible pour la log-Vraisemblane ou l'information mutuelle.
La diulté de e ritère vient du fait qu'il est diilement estimable,
faisant intervenir les densités de probabilité des soures (estimées en pratique
à partir des densités de probabilité des observations) inonnues à priori. On
utilise don en général une approximation dénie à partir d'une fontion G
non quadratique [95℄ :
neg(y(n)) ≈
(
E
{
G
(
ygauss(n)
)}
−E
{
G
(
y(n)
)})2
(1.38)
Les méthodes basées sur l'optimisation de la non-gaussianité demandent
une normalisation, soit du ritère, soit du signal extrait. En eet le kurtosis
par exemple augmente ave le fateur d'éhelle que l'on applique devant un
signal. Pour pallier e problème on peut normaliser le ritère du kurtosis et
dénir le kurtosis normalisé par
kurtnory (n) =
kurty(n)
(E {y2(n)})2
. (1.39)
Nous avons représenté sur la gure 1.5 en bas le kurtosis normalisé d'une om-
binaison linéaire y(n) = as1(n) + bs2(n) de deux signaux s1(n) et s2(n) de
puissane unité et de kurtosis non-normalisés (ou normalisés) valant respeti-
vement −1 et 2. Les extremums loaux du kurtosis normalisé orrespondent
aux droites (a, 0) et (0, b) où a, b ∈ [−1, 1]\0. Ce kurtosis normalisé, ontraire-
ment au kurtosis standard, est indépendant du fateur d'éhelle.
On peut aussi imposer au signal extrait d'être de norme unité. Le proédé
utilisé onsiste alors à déorréler et à normaliser les observations an que la
normalisation de la sortie y(n) puisse s'eetuer en normalisant simplement le
veteur d'extration de soure appliqué au veteur d'observations déorrélé et
normalisé.
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La non-gaussianité a été utilisée pour la séparation de mélanges linéaires
instantanés par P. Comon qui a proposé omme ritère la somme des valeurs au
arré des kurtosis des signaux de sortie ainsi qu'un algorithme pour l'optimiser
(COM2 [5557℄). E. Moreau et O. Mahi ont ensuite proposé omme ritère
la somme des kurtosis des sorties [136℄, ritère qui ne permet la séparation que
dans le as où les kurtosis des soures sont de même signe. P. Comon et E.
Moreau ont par la suite donné une solution analytique à l'optimisation de e
ritère (COM1 [59℄).
N. Delfosse et P. Loubaton [61℄ ont ensuite proposé un algorithme à dé-
ation qui estime itérativement haque soure en optimisant la valeur absolue
ou le arré du kurtosis d'une unique sortie. Hyvärinen et Oja ont par la suite
développé une famille d'algorithmes de type point-xe appelée FastICA utili-
sant au hoix le kurtosis ou la néguentropie [96, 98℄ pour estimer les soures
soit simultanément par une approhe symétrique, soit itérativement par une
approhe à déation.
La non-gaussianité a aussi été largement utilisée pour la séparation de
mélanges onvolutifs, majoritairement en utilisant le ritère du kurtosis, non-
normalisé [122, 141, 190℄ ou normalisé [40, 191, 212214℄. En raison du nombre
de oeients de ltres d'extration à estimer, les algorithmes d'optimisation
proposés pour es méthodes sont très lents en général, même en remplaçant
l'algorithme à gradient par un algorithme de Newton [6℄.
Notons aussi l'existene de méthodes fréquentielles qui, grâe à l'utilisation
de la transformée de Fourier à ourt terme, reformulent le mélange de manière
linéaire instantanée [110, 165℄. Nous verrons dans la prohaine setion que e
type d'approhe présente de nombreux inonvénients.
L'objetif de la première partie de ette thèse a été de développer un algo-
rithme temporel rapide à point xe onvolutif utilisant au hoix le kurtosis ou
la néguentropie suivant le type de soures à séparer.
1.3.5 Statistiques roisées du seond ordre
Ce type de ritère exige d'autres hypothèses que elles évoquées en début
de hapitre. Les hypothèses 4 et 5 sont en eet remplaées par l'hypothèse de
non-orrélation alliée aux hypothèses de oloration ou de non-stationnarité des
soures. Nous savons que la déorrélation de signaux de sortie entre eux n'est
en général pas susante pour eetuer la séparation de soures [97℄. En eet,
si on multiplie le veteur soure par une matrie orthogonale quelonque (uni-
taire dans la as omplexe), le veteur résultant est aussi omposé de signaux
déorrélés mais non séparés.
On peut ependant eetuer la séparation en supposant une des deux hy-
pothèses suivantes :
1) Si on suppose que les soures sont olorées, il est possible de séparer
les soures grâe à l'annulation de l'interorrélation des signaux de sortie plus
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ou moins déalés entre eux :
E {yi(n)yj(n− τ)} = 0, ∀i 6= j, ∀τ ∈ T (1.40)
où T est un ensemble de valeurs entières.
Ce ritère n'est pas appliable aux soures blanhes puisque dans e as,
E {si(n)si(n− τ)} est nul quelle que soit la valeur de τ non nulle et don
E {y(n)y(n− τ)t} = GE {s(n)s(n− τ)t}Gt = 0 quelle que soit la matrie de
performanesG dénie par le produit des matries de mélange et de séparation.
Les méthodes utilisant e ritère de séparation herhent en pratique à
diagonaliser simultanément les matries
Cxτ = E
{
x(n)x(n− τ)t
}
(1.41)
orrespondant à plusieurs valeurs de τ .
Dans le as de AMUSE [207,208℄, on herhe à diagonaliser onjointement
Cx0 et C
x
τ où τ 6= 0. Pour ela, l'algorithme AMUSE réalise d'abord un blan-
himent des observations qui donne un nouveau veteur d'observations z(n)
vériant Cz0 = I, puis diagonalise la matrie C
z
τ . Une version de AMUSE pour
mélanges onvolutifs a été proposée [198℄.
L'algorithme SOBI développé par Belouhrani et al. [24℄ herhe lui à diago-
naliser de façon approhée Cx0 et plusieurs matriesC
x
τ . Comme pour AMUSE,
une étape de blanhiment préède la diagonalisation onjointe des matriesCzτ .
Une version onvolutive temporelle de SOBI [37℄ ainsi qu'une version temps-
fréquene [25℄ ont été proposées par la même équipe.
2) On peut aussi supposer que les soures étudiées sont non-stationnaires
[131,160,163,164,184,220,224℄, en travaillant éventuellement dans le domaine
fréquentiel.
Les statistiques qui varient dans le temps fournissent alors de l'information
supplémentaire. Dans e as, la déorrélation des soures entre elles à plusieurs
instants n permet d'eetuer la séparation :
E {yi(n)yj(n)} = 0, ∀i 6= j, ∀n (1.42)
En eet, en raison de la non-stationnarité à l'ordre 2 la ovariane de y(n)
dépend de l'instant n e qui engendre de nouvelles ontraintes par rapport au
blanhiment et permet même la séparation de soures gaussiennes. Ce ritère
(1.42) (éventuellement transposé dans le domaine fréquentiel) a été étendu au
as onvolutif dans le adre de méthodes temporelles [38, 107, 108℄ et surtout
fréquentielles [38, 146, 147, 163, 164, 170172℄.
1.3.6 La parimonie
L'utilisation de la parimonie des soures est très populaire atuellement en
séparation aveugle de soures (on parle de Sparse Component Analysis) [84℄. En
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général, les observations sont transposées dans une représentation améliorant le
aratère parimonieux des soures, .-à-d. leur nullité dans ertaines zones de
la représentation, et permettant don une meilleure estimation des paramètres
de mélange (on peut iter l'analyse temps-fréquene, l'analyse temps-éhelle
et l'analyse multi-résolution). Contrairement à beauoup d'autres approhes,
elle permet l'estimation de soures gaussiennes et/ou orrélées ainsi que la
séparation des mélanges sous-déterminés.
On distingue trois types d'approhes tirant parti de la parimonie des
soures :
1) Une méthode onsiste à identier séparément les olonnes de la ma-
trie de mélange grâe à des tehniques de lustering appliquées au nuage de
points des observations pour estimer la matrie de mélange [35,36,94,119,120℄.
Plusieurs tehniques de lustering peuvent être employées [228℄ pour identier
les veteurs olonnes (K-means [132℄, K-medians [200℄, C-means [228℄). Une
méthode de e type pour mélanges linéaires à atténuations et retards a été
proposée par P. Boll [33℄.
2) Une autre méthode suppose l'orthogonalité disjointe des soures qui
est une hypothèse relativement restritive sur les soures. Elle suppose en
eet que dans haque ase du plan temps-fréquene, une seule soure soit
ative. On peut alors en alulant des rapports d'observations identier les pa-
ramètres d'amplitude et de phase de la matrie de mélange puis reonstituer
les soures à l'aide de masques temps-fréquene binaires. L'algorithme DUET
utilise e prinipe et permet la séparation de mélanges linéaires à atténuations
et retards [21, 22, 101, 175, 177179, 229℄. Des versions onvolutives de DUET
ont été développées [32, 133, 134℄. Notons l'existene d'approhes similaires à
DUET, par exemple l'utilisation par C. Choi [49℄ de l'algorithme de lustering
K-means et l'utilisation de la "basis pursuit" basée sur la norme ℓq par R.
Saab [180℄. Réemment, une approhe de type sous-espae a été proposée par
Aissa-El-Bey et al., qui permet la reonstrution des soures lorsque le nombre
de soures atives à haque point temps-fréquene est stritement inférieur
au nombre d'observations [17,18℄. Une approhe bayésienne de DUET a aussi
été étudiée pour e as où plusieurs soures sont atives dans une même zone
temps-fréquene [128, 129℄.
3) D'autres méthodes prennent elles en ompte la similitude des observa-
tions entre elles pour eetuer l'estimation de la matrie de mélange dans des
zones privilégiées du plan temps-fréquene où une seule soure est ative. L'al-
gorithme TIFROM [7,9,195℄ estime ette similitude en alulant des varianes
de rapports d'observations dans le plan temps-fréquene (n, ω) :
JTIFROM = V ar
{
Xi(n, ω)
Xj(n, ω)
}
(1.43)
Si ette variane est faible dans une zone du plan temps-fréquene, on peut
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montrer que la zone en question est mono-soure e qui permet l'identiation
d'une olonne de la matrie de mélange par moyennage de rapports d'observa-
tions. Une version améliorée de et algorithme a été développée spéiquement
pour les mélanges à atténuations et retards [166, 168℄.
L'algorithme TIFCORR [66, 71, 196℄ utilise le oeient de orrélation
4
entre 2 observations dans le plan temps-fréquene :
JTIFCORR =
|Rxixj(n, ω)|
2
Rxixi(n, ω)Rxjxj (n, ω)
, (1.44)
où, si n1 · · ·nL sont les instants de la fenêtre temporelle d'indie n,
Rxixj (n, ω) =
1
L
L∑
p=1
xi(np, ω)x
∗
j(np, ω). (1.45)
Si le module de JTIFCORR est prohe de 1 dans une zone temps fréquene, les
deux observations ontiennent majoritairement une soure dans ette zone, e
qui permet là enore d'identier une olonne de la matrie de mélange. Chaque
oeient de mélange est ette fois estimé en alulant le rapport entre l'in-
terorrélation de deux observations et l'autoorrélation de l'une d'elles. Une
version de TIFCORR utilisant un lustering de type médiane (K-medians)
pour l'identiation de la matrie de mélange a été proposée [169℄ ainsi qu'une
version pour mélanges à atténuations et retards [167℄.
TIFCOHERE [10, 11℄ utilise une fontion statistique appelée fontion de
ohérene dénie par le rapport entre le module au arré de la densité inter-
spetrale de puissane et le produit des densités (auto-)spetrales de puissane
segmentées temporellement.
JTIFCOHERE =
|Sxixj(n, ω)|
2
Sxixi(n, ω)Sxjxj(n, ω)
(1.46)
Là enore, une valeur de JTIFCOHERE élevée (prohe de 1), indique que l'on a
une zone mono-soure permettant l'identiation d'une olonne de la matrie
de mélange. TIFCOHERE identie ensuite haque oeient de mélange par
le alul du rapport entre la densité interspetrale de puissane de deux obser-
vations et la densité autospetrale de l'une d'elles. Une version à atténuations
et retards a aussi été proposée [10℄ ainsi qu'une version onvolutive [12℄.
Notons que es trois algorithmes TIFROM, TIFCORR et TIFCOHERE
sont transposables à d'autres domaines d'analyse que le domaine temps-fréquene.
Une version temps-éhelle de TIFCORR a ainsi été proposée [68℄ réemment.
4
Les auteurs ont proposé deux versions de TIFCORR ; l'une entre les observations dans
la fenêtre d'analyse au préalable, et l'autre non. Nous ne présentons ii que la version non
entrée.
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M. Xiao, S. Xie et Y. Fu ont proposé une méthode de détetion des zones
mono-soures basée sur une normalisation du veteur d'observation à haque
instant et sur la dérivation temporelle de e nouveau veteur. Si la dérivée du
veteur normalisé est prohe de 0 dans une zone du domaine d'analyse, ela
indique qu'une seule soure est présente dans ette zone et que l'on peut y
identier une olonne de la matrie de mélange (par une approhe de type
lustering ou par le alul de rapports d'observations) [226℄.
1.3.7 La positivité
La positivité (ou non-négativité), appliable lorsque les matries des éhan-
tillons des soures et de mélange sont à oeients réels positifs ou nuls onduit
à une tehnique réente de séparation aveugle de soures développée dans le
milieu des années 90 [1, 2, 15, 113, 114, 145℄.
La fatorisation en matries non-négatives (NMF : Non-negative Matrix
Fatorization en anglais) onsiste à déomposer la matrie des observations X
de dimension P × T , P et T étant respetivement les nombres d'observations
et d'éhantillons, sous la forme
X =WH (1.47)
et sous ontrainte de positivité des oeients des matriesW etH, identiées
respetivement omme les matries de mélange et de soures.
La fatorisation en matries non-négatives n'est en général pas unique.
Toute matrie B inversible permet en eet de réérire l'équation (1.47) sous la
forme :
X =WB−1BH (1.48)
Si les matries W1 =WB
−1
et H1 = BH sont aussi à oeients positifs ou
nuls, on dénit ainsi une nouvelle fatorisation NMF de X. Dans le as le plus
simple, B s'érit sous la forme P∆ où ∆ est une matrie diagonale positive
onstituée de fateurs d'éhelle et P est une matrie de permutation.
Il existe plusieurs types de NMF qui dièrent par la mesure de distane
utilisée pour évaluer l'éart entre X et WH, et éventuellement par le type de
régularisation employée. Deux distanes relativement simples ont été proposées
par Lee et Seung : la norme de Frobenius de la diérene X−WH, dénie par
‖X−WH‖2F =
∑
ij
(Xij − (WH)ij)
2
(1.49)
et la divergene entre X et WH dénie par
D(X |WH) =
∑
ij
(Xijlog(
Xij
(WH)ij
−Xij + (WH)ij). (1.50)
En adaptant les oeients de W et H de façon itérative [113, 114℄, es deux
ritères donnent deux algorithmes de NMF diérents. Les deux mises à jour
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proposées par Lee et Seung pour es ritères basés sur la norme de Frobenius
(1.49) et sur la divergene (1.50) sont respetivement

Haµ ← Haµ
(W tX)aµ
(W tWH)aµ
Wia ← Wia
(XH t)ia
(WHH t)ia
(1.51)
et 

Haµ ← Haµ
∑
iWiaXiµ/(WH)iµ∑
kWka
Wia ← Wia
∑
µHaµXiµ/(WH)iµ∑
ν Waν
(1.52)
En interprétant les soures omme des spetres de puissane à séparer et en
adaptant les équations de Lee et Seung (1.51-1.52), des extensions onvolutives
de la NMF ont été proposées réemment [193, 194, 219℄.
1.4 Classiation des méthodes de SAS onvo-
lutives
On distingue deux grandes lasses de méthodes pour la séparation de mé-
langes onvolutifs : les méthodes fréquentielles qui utilisent la transformée de
Fourier pour se ramener à un problème de séparation aveugle de soures ins-
tantanée et les méthodes temporelles qui eetuent la séparation au moyen de
ltres dits d'extration estimés dans le domaine temporel. Dans ette setion,
nous présentons les prinipes et les limitations respetives de es deux types
d'approhe
5
.
1.4.1 Les méthodes fréquentielles
Les méthodes fréquentielles [125℄ simplient le modèle de mélange onvolu-
tif en utilisant la transformée de Fourier. La relation de onvolution (1.2) dans
le domaine temporel devient dans le domaine fréquentiel
x˙(f) = A˙(f)s˙(f) (1.53)
En pratique, on utilise la transformée de Fourier à ourt terme [7, 71, 99, 135,
146,147,163,164,170172,182,183,192,229℄, pour obtenir plusieurs éhantillons
par fréquene mais aussi pour tirer parti de la variabilité temporelle des signaux
soures, par exemple leur non-stationnarité [146,147,163,164,170172℄ ou leur
5
Le tableau 1.2 en n de setion réapitule les avantages et inonvénients des deux types
de méthodes.
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parimonie dans le adre d'approhes déterministes [7,71,229℄ (on montre que
la transformée de Fourier à ourt terme est optimale pour les signaux de parole
[176℄). On obtient alors l'équation de mélange suivante :
x˙(f, t) = A˙(f)s˙(f, t) (1.54)
Par es méthodes fréquentielles, on obtient don pour haque fréquene un mé-
lange linéaire instantané omplexe que l'on peut séparer en utilisant les mêmes
ritères qu'en séparation de soures instantanée. Ces méthodes fréquentielles
présentent ependant trois diultés majeures :
 Les indéterminations d'éhelle et de permutation propres à la séparation
de soures font qu'un veteur soure obtenu pour une fréquene donnée
peut être pondéré et ordonné de façon diérente de elui obtenu à une
autre fréquene. La reonstrution des signaux dans le domaine temporel
néessite de orriger et eet.
 En utilisant la transformée de Fourier à ourt terme, on obtient beauoup
moins de points pour haque fréquene, e qui rend diile l'estimation
des statistiques [16℄. Pour ertains algorithmes en eet, il est néessaire
que la taille de fenêtre utilisée par la transformée de Fourier à ourt terme
soit beauoup plus grande que l'ordre des ltres de mélange, e qui en-
gendre un faible nombre d'éhantillons par fréquene. Une méthode qui
pallie e problème a été proposée par C. Servière [186℄.
 Un autre problème vient du fait que l'équation (1.53) n'est parfaite-
ment valide que si le mélange est modélisé en utilisant l'opérateur de
onvolution irulaire alors que le mélange réel réalise une onvolution
linéaire. Ce problème a été étudié par plusieurs auteurs qui ont mon-
tré [16, 147℄ que l'approximation n'est aeptable que si la longueur des
fenêtres temporelles est susamment grande par rapport à l'ordre des
ltres de mélange (plus grande d'un fateur 2 au moins).
Notons que le problème des permutations évoqué plus haut peut être évité
si une unique soure ative dans un intervalle de temps permet d'estimer les
paramètres de mélange de ette soure pour toutes les fréquenes [10, 12℄.
Un algorithme fréquentiel de type point xe diretement adapté de FastICA
a été développé par R. Prasad et al. [165℄ pour la séparation de mélanges
onvolutifs de signaux de parole.
Dans la première partie de ette thèse, nous onsidérons les mélanges de
signaux stationnaires et herhons à éviter le problème des indéterminations
d'éhelle et de permutation bande à bande en introduisant pour ela une mé-
thode temporelle.
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1.4.2 Les méthodes temporelles
Les méthodes temporelles à struture direte herhent à estimer une soure
ou une de ses ontributions à l'aide d'une ombinaison onvolutive des signaux
d'observations :
y(n) =
P∑
k=1
hk(n) ∗ xk(n). (1.55)
Par rapport à la séparation de mélanges linéaires instantanés, on a don
remplaé l'estimation d'un veteur d'extration omposé de salaires par l'es-
timation d'un veteur de P réponses impulsionnelles de ltres hk(n) assoiés
aux P observations. L'estimation est don rendue plus diile en raison du
grand nombre d'inonnues, en partiulier si l'ordre élevé du mélange impose
de hoisir des ltres d'extration hk(n) d'ordre élevé.
La séparation onvolutive de soures dans le domaine temporel est très liée
aux problèmes de déonvolution aveugle [72,100,187,188,221℄, la déonvolution
herhant à estimer à l'aide d'un ltre une soure unique i.i.d. ayant subi un
ltrage par le milieu de propagation.
De plus, historiquement, un des premiers ritères de séparation de soures
(pour mélanges instantanés), l'autoumulant d'ordre 4 ou kurtosis fut introduit
par Wiggins en 1978 pour la déonvolution aveugle de soures sismiques [221℄.
Il s'est inspiré du théorème de la limite entrale et du fait qu'une ombinaison
linéaire de soures aléatoires indépendantes non-gaussiennes de même distribu-
tion est davantage gaussienne que les soures d'origine. Le ritère qu'il propose
pour mesurer ette non-gaussianité, le kurtosis normalisé (1.39), est maximum
en valeur absolue lorsque le ltre appliqué à l'observation restitue le signal i.i.d.
à l'entrée du anal de propagation (le ltre de déonvolution est alors égal à
l'inverse du ltre du anal, à un retard et un fateur multipliatif omplexe
près).
De la même façon, N. Delfosse et P. Loubaton ont montré [61℄ en sépa-
ration de mélanges linéaires instantanés que la valeur absolue ou le arré du
kurtosis (non-normalisé) du signal de sortie normalisé est maximisée lorsque
les oeients d'extration utilisés orrespondent à un fateur près à une ligne
de l'inverse de la matrie de mélange.
Ce lien entre séparation de soures et déonvolution a induit des méthodes
temporelles [212214℄, dédiées aux mélanges onvolutifs et utilisant le ritère
du kurtosis normalisé. Cependant, les méthodes proposées étaient lentes du fait
du nombre important de paramètres à estimer et de l'utilisation d'algorithmes
de type gradient pour optimiser le ritère. Un autre algorithme d'optimisation,
utilisé par F. Abrard et Y. Deville [6, 8℄ et basé lui sur l'algorithme de New-
ton, est plus rapide mais reste très lent lorsque l'ordre hoisi pour les ltres
d'extration est élevé. D'autre part, la onsistane du ritère de séparation n'a
été prouvée que pour des ltres d'extration innis ou pour des ltres d'ordre
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ni dans des as partiuliers (pour des ltres de mélange AR par exemple). S.
Douglas et al. [73, 74℄ ont proposé en parallèle à nous un algorithme de type
point xe pour mélanges onvolutifs fontionnant dans le domaine temporel.
L'artile ne donne pas de preuve de onvergene et dérit une proédure de
blanhiment spatio-temporelle itérative dont la rapidité n'est pas étudiée. De
plus ses performanes n'ont pas été omparées à d'autres algorithmes onvolu-
tifs utilisant les mêmes hypothèses de stationnarité et de non-gaussianité des
soures omme l'algorithme de Tugnait [212℄ par exemple.
1.5 Conlusion
Dans e hapitre, nous avons présenté un état de l'art de la séparation
aveugle de soures. Après avoir répertorié les grands types de ritères exis-
tant pour la séparation aveugle de mélanges linéaires instantanés et onvolu-
tifs, nous avons lassé les algorithmes onvolutifs en deux grandes atégories.
Les méthodes fréquentielles, qui utilisent la transformée de Fourier pour re-
formuler les mélanges sous forme linéaire instantanée, sourent à haque fré-
quene des indéterminations d'éhelle et de permutation bande à bande. Les
méthodes temporelles demandent elles l'estimation de ltres dits d'extration
ontenant un grand nombre de oeients à estimer, e qui fait que es mé-
thodes sont lentes et moins utilisées en pratique que les méthodes fréquentielles
bien qu'elles n'imposent pas de résoudre les indéterminations d'éhelle et de
permutation bande à bande. Nous proposons dans la suite de ette partie un
algorithme temporel de type point xe pour mélanges onvolutifs permettant
la séparation rapide de mélanges onvolutifs RIF.
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Méthodes temporelles Méthodes fréquentielles
Avantages Inonvénients Avantages Inonvénients
• L'hypothèse d'in-
dépendane est
mieux vériée dans
le domaine temporel.
• Les performanes
sont dégradées en
aoustique dans un
environnement à
forte réverbération.
• Les mélanges
onvolutifs sont
transformés en mé-
langes instantanés à
haque fréquene.
• A haque fré-
quene, il y a une
ambiguïté d'éhelle
et de permutation
qui doit être résolue.
• La onvergene
vers le point optimal
est plus préise.
• Grâe à la FFT, les
aluls sont simpliés
par rapport à une im-
plémentation dans le
domaine temporel.
• L'utilisation de la
transformée de Fou-
rier à ourt terme
réduit le nombre
d'éhantillons à
haque fréquene.
• Lorsque l'on a
peu d'éhantillons
à haque fréquene,
l'indépendane est
mal estimée en
pratique.
• La modélisa-
tion sous forme de
onvolution iru-
laire dégrade les
performanes de
séparation.
Tab. 1.2  Tableau réapitulatif des avantages et inonvénients respetifs des
méthodes de séparation temporelles et fréquentielles [150℄.
Chapitre 2
Extension des méthodes de SAS
basées sur la non-gaussianité
2.1 Introdution
Ce hapitre présente une nouvelle méthode de séparation aveugle de soures
pour les mélanges onvolutifs RIF de proessus MA. Elle onsiste en une exten-
sion dans le domaine temporel de l'algorithme FastICA développé par Hyväri-
nen et Oja pour les mélanges linéaires instantanés. Nous proposons d'utiliser
un blanhiment onvolutif non-ausal des observations ainsi qu'une initialisa-
tion partiulière des paramètres d'extration an d'employer des algorithmes
d'optimisation de type point xe, assoiés aux ritères de kurtosis ou de né-
guentropie, pour estimer les proessus d'innovation des soures. Les ontribu-
tions des soures sur les apteurs sont ensuite estimées en utilisant un ritère
quadratique orrespondant à la puissane de la diérene entre une observa-
tion donnée et une version ltrée non-ausale du proessus d'innovation d'une
soure.
2.2 Position du problème
Comme indiqué dans le hapitre préédent, la séparation aveugle de soure
(SAS) onsiste à estimer un jeu de N soures inonnues à l'aide de P observa-
tions onstituées de mélanges de es soures quand les paramètres de mélange
sont inonnus. Notons s(n) = [s1(n), · · · , sN(n)]
t
le veteur des soures et
x(n) = [x1(n), · · · , xP (n)]
t
le veteur des observations. Nous onsidérons ii
les mélanges onvolutifs dénis par un jeu de ltres inonnus dont les réponses
impulsionnelles sont aij(n), où i = 1, · · · , P et j = 1, · · · , N . Les relations entre
les soures et les observations peuvent être érites dans le domaine temporel
sous la forme
xi(n) =
N∑
j=1
∞∑
k=−∞
aij(k)sj(n− k), ∀i = 1, · · · , P. (2.1)
35
36 Chapitre 2. Extension des méthodes de SAS basées sur la non-gaussianité
La relation globale dans le domaine en Z est alors
X(z) = A(z).S(z) (2.2)
où X(z) et S(z) sont respetivement les transformées en Z de x(n) et s(n), et
la matrie A(z) de dimension P ×N est omposée des fontions de transfert
Aij(z) = Z [aij(n)] des ltres de mélange.
Dans ette partie, haque soure sj(n) est supposée être un proessus MA
et s'exprimer dans le domaine en Z suivant
Sj(z) = Fj(z).Uj(z) (2.3)
où Fj(z) orrespond à un ltre RIF ausal et Uj(z) est la transformée en Z
d'un proessus uj(n) qui est le proessus d'innovation de sj(n).
En notantU(z) = [ U1(z) , · · · , UN (z) ]
t
, nous pouvons exprimer l'équation
de mélange (2.2) suivant
X(z) = H(z).U(z) (2.4)
où H(z) = A(z).F(z) ave F(z) =

 F1(z) 0. .
.
0 FN (z))

.
Nous faisons les hypothèses suivantes onernant le modèle de mélange pré-
senté i-dessus :
 Le proessus u(n) = [u1(n), · · · , uN(n)]
t
est réel, de moyenne nulle, tem-
porellement i.i.d. et spatialement indépendant, .-à-d. ses omposantes
uj(n) sont statistiquement indépendantes entre elles mais n'ont pas né-
essairement la même distribution. Nous supposons qu'une omposante
au plus est gaussienne.
 Les matries de ltres F(z), A(z) et don H(z) sont ausales, RIF et non
singulières. Notons que les systèmes RII peuvent aussi être approximés
par des modèles équivalents RIF (d'ordre élevé).
Le but de la SAS onvolutive est typiquement d'estimer les ontributions
de toutes les soures dans haque observation, .-à-d. Aij(z).Sj(z). Dans les
méthodes à déation telles que [212℄, ei est réalisé en utilisant la proédure
suivante :
1. Extraire le proessus d'innovation uj(n) d'une soure sj(n) à partir des
observations.
2. Identier P ltres de oloration et les appliquer à uj(n) pour estimer les
ontributions de sj(n) dans haque observation, .-à-d. Aij(z).Sj(z).
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3. Retenir la ontribution la plus puissante
6
omme sortie orrespondant à
l'une des soures.
4. Soustraire les ontributions de toutes les observations pour obtenir un
nouveau jeu d'observations appelées observations réduites.
5. Enlever l'observation réduite la moins puissante
7
. Si le nombre d'observa-
tions réduites subsistant est supérieur à 1, réitérer la proédure à partir
de l'étape 1.
Cette proédure est représentée sous forme de shéma-blo dans la gure
2.1.
Nous onsidérons ii les méthodes de SAS dans le domaine temporel qui
utilisent la non-gaussianité omme ritère pour réaliser la première étape de
la proédure i-dessus et qui sont don basées sur l'Analyse en Composantes
Indépendantes (ACI) [98℄. Dans la prohaine setion, nous analysons les prin-
ipes et les limites des méthodes existantes et nous proposons dans les setions
suivantes une approhe pour les étendre an d'obtenir pour les mélanges onvo-
lutifs des méthodes à onvergene rapide basées sur le kurtosis ou la néguen-
tropie. Les performanes de séparation des méthodes proposées sont présentées
dans le hapitre 3 et des onlusions sont ensuite tirées de es travaux.
2.3 Approhes existantes
Comme nous l'avons mentionné au hapitre 1, N. Delfosse et P. Louba-
ton [61℄ ont proposé la première méthode de SAS à déation fondée sur le
kurtosis pour les mélanges linéaires instantanés, où les ltres Hij(z) sont rem-
plaés par des oeients salaires. Cette méthode onsiste premièrement à
obtenir une version spatialement blanhie et normalisée z(n) du veteur d'ob-
servation x(n), .-à-d. un jeu de ombinaisons linéaires de es observations qui
sont mutuellement déorrélées à l'instant n et qui ont des varianes unitaires8.
Un premier signal de sortie est ensuite obtenu par une ombinaison linéaire
y(n) = wtz(n) des observations déorrélées et normalisées, où w est un veteur
normalisé de oeients, séletionné de manière à maximiser le arré (ou la
valeur absolue) du kurtosis non-normalisé de y(n) déni par l'équation (1.36)
pour un signal à moyenne nulle. Delfosse et Loubaton ont prouvé dans [61℄
que les maxima loaux de e ritère orrespondent aux points de séparation.
Ils ont utilisé une méthode de type gradient pour maximiser e ritère. Cela
néessite de séletionner onvenablement le pas d'adaptation et implique de
toute façon une onvergene lente. Hyvärinen et Oja ont résolu e problème
6
Nous hoisissons de retenir la ontribution la plus puissante ar 'est elle qui est la
moins perturbée par une interférene ou un bruit de puissane donnée.
7
Nous hoisissons d'enlever l'observation réduite la moins puissante ar elle est suseptible
de ontenir des ontributions faibles des soures restant à estimer.
8
L'annexe A est onsarée à ette première étape de blanhiment et de normalisation des
observations.
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processus d’innovation extrait
Estimation des contributions du
d’une source
Suppression de l’observation
Extraction du processus d’innovation
1
re´duite la moins puissante
Soustraction des
contributions
(re´duction)
y1(n)
Contribution la
plus puissante
y2(n)
y3(n)
(x1(n), · · · , xP (n))
t
P − 2
P − 1
P
P
P
2
(x
(1)
1 (n), · · · , x
(1)
P−1(n))
t
(x
(2)
1 (n), · · · , x
(2)
P−2(n))
t
(x
(P−2)
1 (n), x
(P−2)
2 (n))
t
yP−1(n)
x(P−1)(n) = yP (n)
Fig. 2.1  Shéma-blo du proessus de déation.
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en introduisant un algorithme de type point xe pour optimiser le ritère i-
dessus [98℄. Brièvement, et algorithme tire parti du fait que l'on réalise une
optimisation sous ontrainte du ritère onsidéré et met à jour itérativement
le veteur w des oeients de la ombinaison linéaire ave une version nor-
malisée du gradient de e ritère sur la surfae de ontrainte. Cet algorithme
ne omprend auun paramètre à régler (tel que le pas d'adaptation pour les
méthodes de type gradient) et sa onvergene est très rapide.
Une approhe diérente fut proposée par J. K. Tugnait pour les mélanges
onvolutifs [212℄. Elle opère diretement sur les observations, .-à-d. sans les
blanhir ni les normaliser, mais utilise alors la valeur absolue du kurtosis nor-
malisé du signal de sortie y(n) déni par (1.39), omme ritère de séparation.
J. K. Tugnait a prouvé que les points séparants orrespondent aux maxima
loaux de e ritère quand on reombine les observations à l'aide de ltres
d'extration doublement innis. Il a proposé d'optimiser e ritère en utilisant
une approhe de type gradient, e qui entraîne là enore une onvergene lente.
Les tests réalisés dans notre équipe [6℄ ont montré que, même en utilisant un
algorithme d'optimisation de type Newton modié, la onvergene reste lente,
partiulièrement pour les ltres d'ordre élevé.
Ce hapitre a pour but de ombler le manque mis en évidene par et
historique, .-à-d. d'introduire des méthodes rapides à base de kurtosis ou de
néguentropie pour les mélanges onvolutifs. Dans e but, nous herhons om-
ment étendre aux mélanges onvolutifs l'approhe basée sur un blanhiment
et une optimisation de type point xe du kurtosis non-normalisé, proposée
préédemment pour les mélanges linéaires instantanés.
2.4 Nouvelles méthodes pour extraire un pro-
essus d'innovation
Toutes les méthodes itées dans la setion préédente demandent une nor-
malisation, ar le kurtosis non-normalisé de y(n) tend vers l'inni quand la
puissane de y(n) tend vers l'inni. Dans l'approhe de Tugnait, 'est le ritère
qui est normalisé ar la méthode onsiste à estimer un des proessus d'innova-
tion uj(n) à un retard et à un fateur d'éhelle près en maximisant la valeur
absolue du kurtosis normalisé d'une ombinaison onvolutive des observations
dénie par :
y(n) =
P∑
p=1
kp(n) ∗ xp(n) =
P∑
p=1
R∑
r=−R
kp(r)xp(n− r) (2.5)
où kp(n), p = 1 . . . P sont P ltres RIF non ausaux.
Au ontraire, les deux approhes linéaires instantanées mentionnées dans la
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setion préédente utilisent le kurtosis non-normalisé et sont basées sur une
normalisation de la puissane de y(n) :
E
{
y(n)2
}
= 1. (2.6)
Cela est failement réalisé grâe à étape de blanhiment et de normalisation
des observations fournissant le veteur z(n), qui entraîne que y(n) = wtz(n)
vérie E {y(n)2} = ‖w‖2, si bien qu'en hoisissant w tel que ‖w‖2 = 1, on
garantit que E {y(n)2} = 1. Nous étendons ii ette méthode aux mélanges
onvolutifs. Dans e but, la première étape de notre approhe réalise une or-
thonormalisation onvolutive des observations, dénie omme suit.
A haque instant n, nous onsidérons le veteur d'observations étendu déni
par
x˜(n) = [x1(n +R), · · · , x1(n−R), · · · · · · , xP (n +R), · · · , xP (n−R)]
t
(2.7)
ontenant P˜ = (2R+1)P éléments9. Nous en déduisons le veteur olonne, de
dimension P˜ , z˜ = [z˜1(n), · · · , z˜P˜ (n)]
t
déni par
z˜(n) = Bx˜(n) (2.8)
où B est une matrie P˜ × P˜ hoisie de telle sorte que
E {z˜i(n)z˜j(n)} = δij, ∀i, j ∈
{
1, · · · , P˜
}
(2.9)
où δ est le symbole de Kroneker, e qui est équivalent à
Rz˜(n) = I. (2.10)
où Rz˜(n) est la matrie d'autoorrélation du veteur signal z˜(n). La gure 2.2
illustre et étage de blanhiment dit onvolutif.
Blanchiment
convolutif
x˜1(n)
x˜2(n)
x˜P˜ (n)
z˜1(n)
z˜2(n)
z˜P˜ (n)
Fig. 2.2  Shéma-blo du proessus de blanhiment onvolutif.
Par rapport à x˜(n), l'opération (2.8) peut être onsidérée omme un blan-
himent et une normalisation onventionnels, e blanhiment onsistant en une
Analyse en Composantes Prinipales (ACP). Mais par rapport aux observa-
tions d'origine xi(n), ela peut être interprété diéremment. En eet, les éq.
(2.7) et (2.8) montrent que les signaux z˜i(n) sont des mélanges onvolutifs des
9
Certaines méthodes à sous-espaes utilisent e prinipe d'étalement des veteurs signaux
[35,83, 127℄ (nous utiliserons aussi dans la suite une version étalée du veteur soure).
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observations xi(n). L'éq. (2.9) signie alors que les signaux z˜i(n) sont réés
de façon à être déorrélés et à variane unité, e qui peut être vu omme une
orthonormalisation spatio-temporelle des observations xi(n). Notons y(n) le
signal extrait
y(n) = wtz˜(n) =
P˜∑
m=1
wm.z˜m(n). (2.11)
En ombinant les dénitions (2.7), (2.8) et (2.11) de y(n) ave la version tem-
porelle de (2.4), on montre que y(n) est une ombinaison linéaire de versions
déalées des proessus uk(n) .-à-d.
y(n) =
P˜∑
m=1
wm
P˜∑
j=1
bmj x˜j(n) (2.12)
=
N∑
q=1
Dmax∑
d=Dmin
vqduq(n− d) (2.13)
où vqd, Dmin et Dmax sont obtenus à partir des ordres des ltres RIF impliqués
dans (2.4) et (2.5).
En utilisant les propriétés du kurtosis pour des variables aléatoires indé-
pendantes, nous déduisons à partir de (2.12)
kurty(n) =
N∑
q=1
Dmax∑
d=Dmin
v4qdkurtuq(n− d)
=
N∑
q=1
Dmax∑
d=Dmin
v4qdαqd, (2.14)
où
αqd = kurtuq(n− d) (2.15)
Calulons maintenant la puissane de y(n) en tenant ompte de la linéarité de
l'opérateur de puissane pour des variables indépendantes
powy(n) =
N∑
q=1
Dmax∑
d=Dmin
v2qdpowuq(n− d). (2.16)
Chaque proessus uq(n) est supposé être identiquement distribué à tous les
instants n−d où d varie de Dmin à Dmax. Les termes powuq(n−d) dans (2.16)
ne dépendent don pas de d, .-à-d. que (2.16) implique seulement un terme
de puissane powuq(n) pour haque soure, valable quel que soit le déalage
d appliqué au proessus uq(n). Ces puissanes peuvent en outre être remises
à l'éhelle ave un fateur positif grâe l'indétermination d'éhelle propre à la
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SAS. Ainsi, elles peuvent être supposées égales à 1 de telle sorte que (2.16)
devient
powy(n) =
N∑
q=1
Dmax∑
d=Dmin
v2qd. (2.17)
Calulons maintenant d'une autre manière la puissane de y(n) :
powy(n) = E
{
y(n)2
}
= wtRz˜(n)w
= ‖w‖2 (2.18)
d'après (2.10), e qui entraîne grâe à (2.17)
‖w‖2 =
N∑
q=1
Dmax∑
d=Dmin
v2qd. (2.19)
Imposer à w d'être sur la sphère unité ‖w‖ = 1 permet don de ontraindre de
façon simple notre veteur {vqd, 1 ≤ q ≤ N, d ∈ [Dmin, · · · , Dmax]} à être sur
la sphère unité
N∑
q=1
Dmax∑
d=Dmin
v2qd = 1 (2.20)
de dimension N ×D où D = Dmax −Dmin + 1.
L'optimisation de la valeur absolue du kurtosis kurty(n) déni par (2.14),
sous la ontrainte (2.6) (réalisable par la normalisation de w) appartient don
au même type de problème que l'optimisation de
f (vq, q = 1..N) =
N∑
q=1
v4qαq (2.21)
sous la ontrainte
N∑
q=1
v2q = 1 (2.22)
ave un jeu de variables ii notées vqd, au lieu du jeu de variables vq dans le
as instantané (l'indie des retards d est absent dans le as des mélanges ins-
tantanés). Le type de fontion déni dans (2.21) a été largement étudié dans
le ontexte des méthodes de SAS instantanée.
En appliquant les résultats de [61, 97℄, on garantit que les maxima de
|kurty(n)| sur la sphère unité orrespondent aux points tels qu'une seulement
des variables onsidérées vqd est non nulle (égale à ±1)
10
. L'éq. (2.12) montre
10
Les mélanges onvolutifs entraînent une approximation onernant les points que l'on
peut atteindre, omme on l'expliquera dans la setion suivante.
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que le signal se ompose alors seulement d'une version pondérée et déalée
el(n) du proessus ul(n) orrespondant.
Des algorithmes performants pour réaliser une optimisation sous ontrainte
de la valeur absolue du kurtosis de y(n) peuvent ensuite être diretement dé-
duits des approhes préédentes pour les mélanges linéaires instantanés. En
eet, la setion suivante montre que les mélanges onvolutifs x˜(n) étudiés
peuvent être reformulés omme des mélanges instantanés sous ertaines ondi-
tions. Nous proposons don omme extension de FastICA [98℄ l'algorithme
onvolutif à point xe et kurtosis suivant, basé sur notre veteur modié w :
 Initialiser w à une valeur w0, par exemple en utilisant les approhes
présentées i-dessous.
 Répéter les étapes 1) et 2) jusqu'à la onvergene
1) w = E
{
z˜(n)(wtz˜(n))3
}
− 3w (2.23)
2) w = w/ ‖w‖ (2.24)
La valeur initiale w0 de w mentionnée préédemment peut être séletionnée
de façon aléatoire. Une approhe améliorée peut être obtenue en tirant parti
du fait qu'il existe une relation entre notre veteur w et les oeients des
ltres RIF de l'approhe de Tugnait dénie par (2.5). En eet, onsidérons les
olonnes de notre matrie B et indiçons les omme suit
B = [b−R1 , · · · ,b
+R
1 , · · · ,b
−R
P , · · · ,b
+R
P ], (2.25)
en nous basant sur (2.7) et (2.8). En utilisant (2.8), le signal (2.11) extrait
par notre méthode s'érit y(n) = wtBx˜(n) = wt
∑P
p=1
∑R
r=−R b
r
pxp(n− r). En
identiant ette expression ave le signal de sortie (2.5) dans l'approhe de
Tugnait, nous obtenons
kp(r) = w
tbrp, ∀p ∈ {1, · · · , P} , ∀r ∈ {−R, · · · , R} (2.26)
et don
K = wtB (2.27)
où le veteur ligne K est omposé des oeients des réponses impulsionnelles
des ltres k1(n), · · · , kP (n). Cette relation nous permet d'initialiser notre ve-
teur w omme dans la méthode de Tugnait, .-à-d. ave des ltres unités
kp(n) = δ(n), de sorte que y(n) soit la somme des observations xp(n). Cela
revient à prendre K = K0 déni par
K0 = [0, · · · , 0, 1, 0, · · · , 0︸ ︷︷ ︸
k1
, · · · · · · , 0, · · · , 0, 1, 0, · · · , 0︸ ︷︷ ︸
kP
]t. (2.28)
L'éq. (2.27) entraîne alors
wt0 = K0B
−1. (2.29)
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Cette initialisation de w nous donne de meilleurs résultats expérimentaux
qu'une initialisation aléatoire et est utilisée dans le hapitre 3.
Pour les mélanges linéaires instantanés, au lieu d'utiliser le kurtosis, une
autre fontion de ontraste basée sur la néguentropie a été proposée par Hyvä-
rinen pour estimer la non-gaussianité [96℄. Elle a démontré sa meilleure robus-
tesse et sa plus faible variane par rapport à l'approhe fondée sur le kurtosis.
En partiulier, elle est plus robuste aux valeurs extrêmes que elle basée sur le
kurtosis qui fait appel à un moment d'ordre 4, dont l'estimation est très sen-
sible aux valeurs extrêmes. De plus, un algorithme à point xe rapide et able
a aussi été développé par Hyvärinen pour e type de fontion. Nous étendons
et algorithme aux mélanges onvolutifs de la même manière que l'approhe
fondée sur le kurtosis, en utilisant la formule d'adaptation suivante à la plae
de (2.23) à haque itération :
1) w = E
{
z˜(n)g(wtz˜(n))
}
− E
{
g′(wtz˜(n))
}
w (2.30)
où g et g′ sont les dérivées première et seonde d'une fontion non-quadratique
G utilisée pour estimer la néguentropie.
L'algorithme à kurtosis proposé peut être optimisé en termes de temps de
alul néessaire pour estimer l'espérane dans (2.23). En eet, (2.23) néessite
de aluler un produit matrie-veteur z˜ = Bx˜(n) pour haque indie d'éhan-
tillon n an d'en déduire la somme des termes z˜(wtz˜)3 utilisée pour l'estimation
de l'espérane. En alulant le veteur w1 = w
tB une seule fois pour l'itération
donnée de l'algorithme et en remplaçant z˜ par Bx˜ dans l'équation de mise à
jour (2.23), nous obtenons
1) w = BE
{
x˜(n)
(
wt1x˜(n)
)3}
− 3w (2.31)
Nous alulons ainsi seulement deux produits matrie-veteur pour estimer
l'espérane, .-à-d. un pour w1 = w
tB et un dans (2.31). Le même prinipe
s'applique à l'algorithme (2.30) basé sur la néguentropie.
2.5 Reformulation du mélange sous forme linéaire
instantanée
Les P observations xi(n) onsidérées s'expriment en fontion des N proes-
sus d'innovation uj(n) suivant (2.4). Elles sont don des mélanges RIF ausaux
d'ordre Q de es proessus. Considérons maintenant le veteur x˜(n) déni
par (2.7) et omposé d'observations déalées. L'analyse fournie par exemple
dans [78℄ implique que x˜(n) peut être interprété omme un jeu de mélanges
linéaires instantanés de soures qui sont ii des versions déalées et pondérées
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des proessus d'innovation uj(n). Ce mélange linaire instantané s'érit sous
forme matriielle
x˜(n) = H˜ u˜(n) (2.32)
où
• x˜(n) est déni par (2.7),
• u˜(n) = [u1(n+R), · · · , u1(n−R−Q), · · · · · · , uN(n+R), · · · , uN(n−R−Q)]
t
,
• H˜ =

 H˜11 · · · H˜1N..
.
.
.
.
.
.
.
H˜P1 · · · H˜PN

,
• ave H˜ij =

 hij(0) · · · hij(Q) 0. .
.
.
.
.
0 hij(0) · · · hij(Q)

, matrie de Toeplitz de
dimension (2R+ 1)× (2R+ 1 +Q).
On montre alors failement que si
PL ≥ N(Q+ L) (2.33)
où L = (2R + 1) est le nombre de retards utilisés pour onstituer le veteur
d'observations étendu x˜(n), alors le mélange x˜(n) = H˜ u˜(n) a au moins au-
tant d'observations que de soures et le mélange reformulé de façon linéaire
instantanée est don (sur-)déterminé.
Don, si (2.33) est vériée, l'analyse pour les mélanges linéaires instantanés
fournie dans [61℄ prouve rigoureusement que, en maximisant la valeur absolue
du kurtosis non-normalisé du signal y(n) déni par (2.11) sous la ontrainte
(2.6), nous extrayons une version déalée et pondérée du proessus d'innova-
tion, αlul(n− r), dont l'estimée est notée el(n) dans la suite.
Si (2.33) n'est pas vériée, le problème de SAS reformulé en instantané est
sous-déterminé, .-à-d. qu'il implique moins d'observations que de soures (no-
tons que 'est en partiulier le as quand P = N). Cette sous-détermination est
liée à l'ordre ni des ltres d'extration équivalents appliqués aux observations
par les étages de traitement (2.7), (2.8) et (2.11). Certaines approximations
sont don néessaires. Néanmoins, quand le rapport
PL
N(Q+L)
assoié à (2.33)
tend vers 1 (e qui est le as quand P = N et quand L est grand), un pro-
essus d'innovation pondéré et déalé peut enore être estimé préisément à
l'aide d'une ombinaison linéaire des observations disponibles dont la valeur
absolue du kurtosis non-normalisé est maximale sous la ontrainte (2.6). L'im-
pat en termes de SIR11, du aratère sous-déterminé du mélange reformulé
11
Le rapport signal à interférenes est déni par :
SIR = 10 log10
(
E
{
y(n)2
}
/E
{
(y(n)− yˆ(n))2
} )
, où yˆ(n) est l'estimation de y(n).
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sous forme linéaire instantanée est étudié dans la setion qui suit.
2.6 Performanes atteignables par le modèle li-
néaire instantané sous-déterminé
Nous avons vu dans la setion préédente qu'un mélange onvolutif RIF
ausal peut être réinterprété omme un mélange linéaire instantané omportant
P˜ = PL observations et N˜ = N(Q+L) soures où L est le nombre de retards
de x˜(n) et Q est l'ordre du modèle déni par la somme des ordres de mélange
et de oloration des proessus d'innovation. Soit w un veteur d'extration
de proessus d'innovation. Redénissons ii e veteur pour y inlure l'étape
de blanhiment réalisée grâe à la matrie B, .-à-d. la notation w utilisée
ii orrespond au produit Btw ave la notation préédente. Supposons que e
veteur extrait approximativement la soure de u˜(n) d'indie i.
Considérons maintenant ∆, norme de l'éart entre le veteur de séparation
global wtH˜ et le veteur ligne bi = [0, · · · , 0︸ ︷︷ ︸
i−1
, 1, 0, · · · , 0︸ ︷︷ ︸
N˜−i
] omposé d'un 1 à
l'indie i et de 0 ailleurs :
∆ = ‖wtH˜− bi‖
= ‖H˜tw − bti‖. (2.34)
La formule des moindres arrés [123℄ dénit le veteur w optimal minimisant
la valeur de ∆ :
wopt =
(
(H˜t)tH˜t
)−1
H˜bti
=
(
H˜H˜t
)−1
H˜bti (2.35)
et don
wtopt = biH˜
t
(
H˜H˜t
)−1
. (2.36)
Le veteur de séparation global optimal est don
wtoptH˜ = biH˜
t
(
H˜H˜t
)−1
H˜ (2.37)
et est égal à la ligne i de H1 où H1 = H˜
t
(
H˜H˜t
)−1
H˜, de dimension P˜ × N˜ est
le projeteur orthogonal sur
(
KerH˜
)⊥
[123℄.
En appliquant la matrie H1 au veteur soure u˜(n), on obtient don un
veteur signal don le ie`me élément orrespond à la meilleure estimation au
sens des moindres arrés du ie`me signal du veteur soure u˜(n).
Déterminons maintenant les performanes moyennes qui peuvent être obte-
nues par e ritère des moindres arrés. Soit u˜′(n) l'estimation du veteur u˜(n)
obtenue à l'aide du projeteur H1 par la formule u˜
′(n) = H1u˜(n). Sahant que
H1 est le projeteur orthogonal sur
(
KerH˜
)⊥
de dimension P˜ , la diérene
u˜(n)− u˜′(n) est le projeté de u˜(n) sur KerH˜ qui est de dimension N˜ − P˜ .
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Calulons la puissane moyenne de l'erreur ommise pour l'estimation des
N˜ soures :
Perrmoy =
1
N˜
E
{
‖u˜(n)− u˜′(n)‖2
}
. (2.38)
Soit une B une base orthonormée adaptée à la déomposition orthogonale
IRN˜ =
(
KerH˜
)⊥
⊕KerH˜ (2.39)
et U la matrie unitaire de passage de la base anonique à ette base B.
Notons uˆ(n) le veteur u˜(n) exprimé dans ette nouvelle base. Comme
u˜(n)− u˜′(n) est le projeté de u˜(n) sur KerH˜,
u˜(n)− u˜′(n) = U[0, · · · , 0, uˆP˜+1(n), · · · , uˆN˜(n)]
t. (2.40)
La puissane moyenne de l'erreur ommise dans l'estimation des N˜ soures
vaut don
Perrmoy =
1
N˜
E
{
‖u˜(n)− u˜(n)′‖2
}
=
1
N˜
E
{
‖[0, · · · , 0, uˆP˜+1(n), · · · , uˆN˜(n)]U
t‖2
}
(2.41)
et omme U est unitaire,
Perrmoy =
1
N˜
E
{
‖[0, · · · , 0, uˆP˜+1(n), · · · , uˆN˜(n)]‖
2
}
=
1
N˜
E


N˜∑
i=P˜+1
uˆ2i (n)


=
1
N˜
N˜∑
i=P˜+1
E
{
uˆ2i (n)
}
. (2.42)
Les signaux uˆi(n) résultant des signaux u˜i(n) par hangement de base or-
thonormale, en supposant que les u˜i(n) sont de puissane unité, les uˆi(n) sont
aussi de puissane unité et
Perrmoy =
1
N˜
(N˜ − P˜ ) (2.43)
Le Rapport Signal à Interférene (SIR : Signal to Interferene Ratio en
anglais déni par le rapport entre la puissane du signal à estimer et la puis-
sane de l'erreur d'estimation) assoié à ette puissane moyenne de l'erreur
d'estimation des soures est alors
SIR =
1
1− P˜ /N˜
=
1
1−
PL
N(Q+ L)
(2.44)
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Notons que ette performane moyenne est la performane maximale moyenne
obtenue grâe à la matrie pseudo-inverse de H˜t réalisant l'optimisation du
ritère des moindres arrés. On ne peut pas garantir en pratique que notre
algorithme basé sur l'optimisation de la non-gaussianité permettra d'obtenir
ette performane maximale théorique. Nous ne quantions don ii que la
dégradation de la séparation due au aratère sous-déterminé du modèle de
mélange linéaire instantané.
Notons toutefois que si L est grand, P˜ /N˜ devient prohe de 1, e qui
entraîne un SIR possible élevé.
2.7 Méthode globale de SAS proposée
L'étape d'extration de proessus d'innovation proposée en setion 2.3 nous
donne une estimation el(n) d'un proessus d'innovation de soure à un fateur
d'éhelle et à un retard près, qui peut ensuite être olorée pour obtenir haque
ontribution de la l ième soure dans la k ième observation xk(n). Cei peut
être fait en alulant les ltres de oloration non ausaux
Ckl(z) =
R′∑
r=−R′
ckl(r)z
−r
(2.45)
qui rendent les signaux ckl(n) ∗ el(n) les plus prohes des xk(n) au sens des
moindres arrés [6℄. Nous montrons en annexe A que ela peut être réalisé
par des ltres RIF non ausaux de Wiener, dont les oeients de réponses
impulsionnelles forment des veteurs ckl dénis par
ckl = Rel(n)
−1relxk(n) (2.46)
où Rel(n) est la matrie d'autoorrélation du signal el(n) et relxk(n) est le
veteur d'interorrélation des signaux el(n) et xk(n). Notons que la matrie
d'autoorrélation a une struture de Toeplitz très régulière et qu'il existe de
nombreuses méthodes rapides [215℄ pour résoudre l'équation matriielle linéaire
(2.46).
Après avoir soustrait les ontributions ckl(n) ∗ el(n) de toutes les observa-
tions, nous obtenons une autre onguration de mélange ave N − 1 soures
si(n). La première étape doit être réitérée omme expliqué dans la setion 2.1
pour extraire le proessus d'innovation d'une autre soure.
2.8 Conlusion
Dans e hapitre, nous avons introduit une nouvelle approhe pour la sé-
paration dans le domaine temporel de mélanges onvolutifs de soures. Nos al-
gorithmes sont basés sur un blanhiment spatio-temporel (ou onvolutif) non-
ausal des observations et sur une initialisation partiulière des paramètres
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d'extration qui permettent l'utilisation d'itérations de type point xe pour
extraire les proessus d'innovation des soures par l'optimisation des ritères
du kurtosis ou de la néguentropie. La pertinene de notre méthode est notam-
ment basée sur la réinterprétation du mélange sous forme linéaire instantanée.
Pour obtenir les ontributions des soures sur les apteurs, nous utilisons un
ritère quadratique orrespondant à la puissane de la diérene entre une ob-
servation et une version ltrée du proessus d'innovation extrait et proposons
d'utiliser un proessus de Wiener non-ausal pour l'optimiser. Nous baptisons
notre algorithme C-FICA (extension onvolutive de FastICA).
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Chapitre 3
Résultats expérimentaux
3.1 Introdution
Dans les deux premières setions de e hapitre, nous illustrons le fontion-
nement de notre algorithme en eetuant quelques simulations de séparation de
soures de téléommuniations et de soures audio en utilisant soit des ltres
aléatoires, soit des ltres réels mesurés au niveau des oreilles d'une tête de
mannequin. Ensuite, nous eetuons une étude statistique des performanes
de notre algorithme en termes de SIR, de temps de alul et de résistane au
bruit. Nous omparons aussi ses performanes et sa rapidité à elles de l'algo-
rithme de J. K. Tugnait travaillant ave les mêmes hypothèses de stationnarité
et de non-gaussianité des soures.
12
3.2 Séparation de signaux de téléommuniations
Nous avons testé notre algorithme C-FICA en utilisant le ritère du kurtosis
dans une onguration relative aux appliations téléoms. Les deux premières
soures utilisées sont ii deux soures binaires mélangées à l'aide d'un jeu de
ltres RIF ausaux à 10 oeients générés par une loi uniforme entre 0 et 1.
Les deux soures font 50000 éhantillons haune. Nous avons hoisi ii R = 10
et R′ = 30 où R et R′ sont dénis respetivement par (2.7) et (2.45).
12
Une page internet [201℄ est onsarée à notre algorithme C-FICA. Elle omprend une
arhive téléhargeable ontenant une implémentation sous Matlab de l'algorithme ainsi que
deux programmes de démonstration illustrant la séparation de mélanges onvolutifs de si-
gnaux artiiels et audio.
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La gure 3.1 représente les deux signaux soures utilisés sur une longueur de
300 éhantillons. La gure 3.2 représente de haut en bas les deux observations
du mélange, les deux ontributions des soures 1 et 2 respetivement sur les
apteurs 1 et 2 (nous avons hoisi de représenter la ontribution de plus forte
puissane pour haune des soures), et les estimations de es deux ontribu-
tions. Les rapports signal à interférenes (SIR : Signal to Interferene Ratio
en anglais)
13
de sortie des ontributions estimées sont respetivement 18.7 dB
et 18.6 dB, et les améliorations de SIR (SIRI) de 16.8 dB et 16.9 dB.
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Fig. 3.1  Soures utilisées 1 et 2 orrespondant à des signaux binaires.
13
Nous dénissons les mesures de performanes SIRout, SIRin et SIRI dans l'annexe C.
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Fig. 3.2  De haut en bas : observations 1 et 2, ontributions réelles des soures
1 et 2 respetivement sur les apteurs 2 et 1, ontributions estimées.
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Les gures 3.3 et 3.4 représentent les résultats obtenus dans une onguration
similaire à l'exeption des soures qui sont ette fois des soures AM à 4 états.
Les SIR de sortie des ontributions estimées sont ette fois respetivement
25.6 dB et 22.2 dB, et les améliorations de SIR (SIRI) de 19.1 dB et 24.2
dB.
0 50 100 150 200 250 300
−1.5
−1
−0.5
0
0.5
1
1.5 s1(n)
n
0 50 100 150 200 250 300
−1.5
−1
−0.5
0
0.5
1
1.5 s2(n)
n
Fig. 3.3  Soures utilisées 1 et 2 orrespondant à des signaux téléoms AM à
4 états.
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Fig. 3.4  De haut en bas : observations 1 et 2, ontributions réelles des soures
1 et 2 respetivement sur les apteurs 1 et 2, ontributions estimées.
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3.3 Séparation de signaux audio
Nous avons eetué deux tests de séparation dans le as de mélanges de
deux signaux de parole et de musique en utilisant des ltres réels d'ordre 256
(à une fréquene d'éhantillonnage de 20 kHz) mesurés au niveau des oreilles
d'une tête de mannequin [81℄ (pour le premier test nous avons séletionné les
ltres assoiés aux angles 15et -30). La séparation a été réalisée ii en utili-
sant la néguentropie ave G(x) = e−
x2
2
et en hoisissant R = 40 et R′ = 100.
Nous avons aussi hoisi une fenêtre d'extration de proessus d'innovation où
les deux soures sont stationnaires (les ltres obtenus ont ensuite été appliqués
à la totalité des signaux). Pour hoisir ette fenêtre d'extration, nous avons
développé une proédure qui onsiste à eetuer la séparation suessivement
sur plusieurs fenêtres et à hoisir l'une de elles donnant des sorties de ontri-
butions les plus orrélées. La gure 3.5 représente les 4 ltres réels utilisés et
la gure 3.6 représente de haut en bas les deux observations du mélange, les
deux ontributions des soures 1 et 2 respetivement sur les apteurs 1 et 2
(nous avons hoisi de représenter la ontribution de plus forte puissane pour
haune des soures), et les estimations de es deux ontributions. Les SIR
des ontributions estimées sont de 12.8 dB et 14.3 dB et les améliorations de
SIR (SIRI) de 5.7 dB et 11.7 dB.
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Fig. 3.5  Réponses impulsionnelles de la matrie de ltres de mélange utilisée
orrespondant aux azimuts 15et -30(ordre=256).
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Fig. 3.6  De haut en bas : observations 1 et 2, ontributions réelles des soures
1 et 2 respetivement sur les apteurs 1 et 2, ontributions estimées.
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Les gures 3.7 et 3.8 représentent les résultats obtenus dans une onguration
de mélange similaire à e qui préède à l'exeption des positions des soures
qui ont ette fois été assoiées aux angles 10 et 60. Nous sommes don ii
dans une onguration où les deux soures se trouvent du même té de la
tête de mannequin. Cette onguration peut poser des problèmes pour er-
tains algorithmes omme elui de L. Parra qui n'a pas donné de résultats
auditifs satisfaisants dans e as à la diérene du as préédent. Pour notre
approhe, les SIR des ontributions estimées sont ii de 13.2 dB et 13.0 dB et
les améliorations de SIR (SIRI) de 6.2 dB et 13.2 dB.
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Fig. 3.7  Réponses impulsionnelles des ltres de mélange utilisés orrespon-
dant aux azimuts 10et 60(ordre=256).
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Fig. 3.8  De haut en bas : observations 1 et 2, ontributions réelles des soures
1 et 2 sur le apteur 1, ontributions estimées.
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3.4 Tests statistiques
Dans ette setion, nous étudions les performanes de nos méthodes dans
plusieurs ongurations. Les algorithmes sont d'abord testés pour P = 2 mé-
langes onvolutifs de N = 2 soures normalisées olorées artiiellement onte-
nant 100000 éhantillons. Nous avons eetué des tests dans les deux as de
gure où les proessus d'innovation uj(n) ont des distributions uniforme et la-
plaienne. Dans le as de proessus à distribution uniforme, nous avons utilisé
le ritère du kurtosis qui s'est avéré légèrement plus performant que la né-
guentropie (les SIRout des ontributions estimées sont supérieurs de 2 à 3 dB).
Dans le as de proessus laplaiens, le ritère de la néguentropie en utilisant
la non-linéarité gaussienne G(x) = e−x
2/2
a donné de meilleures performanes
et a don été préféré au kurtosis. Nous avons représenté les SIRout
14
, en fon-
tion de l'ordre du modèle Q que nous dénissons omme la somme des ordres
des ltres de mélange Aij(z) et de oloration d'innovation Fj(z). Pour haque
valeur de Q, 100 simulations de Monte-Carlo ont été réalisées en faisant varier
les oeients des ltres de mélange et de oloration d'innovation ave une loi
uniforme. Les moyennes et éarts-types des SIRout résultants ont ensuite été
alulés. L'ordre R dans (2.7) a été xé à R = Q ar nos tests ont montré que
ela entraîne un bon ompromis entre le SIRout et le temps de alul. De la
même manière, l'ordre des ltres non ausaux Ckl(z) utilisés pour olorer les
proessus d'innovation estimés a été xé à R′ = 2Q.
La gure 3.9 montre que dans dans le as de proessus d'innovation uni-
formes, pour des ordres de modèle Q inférieurs à 60, les moyennes des SIRout
sont omprises entre 17 et 9.5 dB pour la première soure et un peu moins
pour la seonde soure, exepté pour le as linéaire instantané, qui onduit à
des performanes nettement meilleures. Nous avons observé qu'en hoisissant
un seuil de ritère d'arrêt plus petit (nous l'avons hoisi égal à 10−12 ii), il est
possible d'obtenir de meilleurs résultats pour des valeurs de Q élevées. Cepen-
dant, le temps de alul est alors plus long, e qui limite la possibilité d'une
analyse statistique par des tests de Monte-Carlo. Notons que les oeients
de ltres utilisés ii ne sont pas déroissants dans l'ensemble omme eux des
ltres réels dont les derniers oeients sont en général faibles. Cela explique
que nous ne puissions pas ii atteindre ave de bonnes performanes des va-
leurs de Q égales à l'ordre des ltres réels utilisés dans la setion préédente.
La gure 3.10 montre que pour des proessus d'innovation à distribution
laplaienne, les SIRout moyens sont ompris entre 19 et 13 dB pour des valeurs
de Q inférieures à 80. Ces performanes sont meilleures que dans le as d'une
distribution uniforme, probablement en raison d'optimums du ritère plus pro-
nonés dans le as laplaien, la distribution laplaienne étant plus éloignée de
14
Dans ette setion, nous avons utilisé des ltres artiiels de puissanes à peu près
égales ; le SIRin est don prohe de 0 ar les deux ontributions de soures normalisées sur
un apteur donné sont alors de puissanes à peu près égales.
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la loi normale que la distribution uniforme (le kurtosis normalisé d'une variable
uniforme est égal à -1.2 tandis que elui d'un variable laplaienne est égal à
3).
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Fig. 3.9  SIRout des soures extraites en fontion de Q pour des soures olo-
rées artiielles dans le as de proessus d'innovation uniformes et en utilisant
le ritère du kurtosis.
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Fig. 3.10  SIRout des soures extraites en fontion de Q pour des soures olo-
rées artiielles dans le as de proessus d'innovation laplaiens et en utilisant
le ritère de la néguentropie.
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Dans la seonde série d'expérienes, nous avons testé notre algorithme dans
le as sous-déterminé N = 3 et P = 2, quand les deux signaux observés
ontiennent une soure de bruit blan gaussien
15
stationnaire en plus des deux
soures utiles mentionnées préédemment (nous avons hoisi ii des proessus
d'innovation de densité uniforme). Nous avons xé l'ordre du modèle à Q = 20.
En faisant varier la puissane de la soure de bruit et don le rapport signal à
bruit d'entrée (SNRin), nous avons étudié la robustesse de l'estimation de la
matrie de mélange en présene de bruit. Dans e but, nous avons alulé les
SIRout des deux soures utiles estimées dans lesquelles nous avons enlevé les
ontributions de la soure de bruit. La gure 3.11 montre que notre méthode
est assez robuste au bruit puisque les SIRout de la première soure restent
supérieurs à 10 dB pour un SNRin déroissant jusqu' à 8 dB.
Pour N = P = 2, nous avons omparé le temps de alul de notre méthode
ave une version modiée de l'algorithme de Tugnait développée dans [6℄, qui
permet déjà une plus grande rapidité que l'approhe de Tugnait en utilisant
un algorithme de Newton modié. Nous avons fait varier l'ordre du modèle Q
entre 0 et 30 pour des soures ontenant T = 10000 éhantillons (T > 10000
ou Q > 30 entraînent des temps de alul trop grands pour 100 tests de
Monte-Carlo de la méthode de Tugnait modiée). Les résultats de la gure
3.12 représentent la durée de l'extration du premier proessus d'innovation,
qui est de loin l'étape la plus lourde en temps de alul. Cela montre que notre
méthode est à peu près 100 fois plus rapide que la méthode Tugnait-Newton.
De plus, elle donne des SIRout légèrement supérieurs, d'à peu près 0.5 dB.
3.5 Conlusion
Dans e hapitre, nous avons validé notre algorithme C-FICA en l'appli-
quant d'abord à des mélanges RIF de soures de téléommuniations et de
soures audio. Nous avons ensuite eetué des tests de Monte-Carlo pour ap-
préier la robustesse de notre méthode en fontion de l'ordre du mélange, de
l'ordre de oloration des soures et du niveau de bruit présent dans les obser-
vations. Les performanes en termes des Rapport Signal à Interférene sont
légèrement meilleures qu'ave la méthode de Tugnait-Newton, tandis que le
temps de alul est de l'ordre de 100 fois plus faible.
15
Le kurtosis d'un signal gaussien est nul mais en raison du blanhiment qui se fait à
partir de statistiques du seond ordre, e bruit gaussien n'est pas transparent pour notre
ritère d'optimisation.
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Fig. 3.11  SIRout des soures utiles extraites en fontion du SNR d'entrée.
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Fig. 3.12  Temps d'extration moyen du premier proessus d'innovation en
fontion de Q pour une optimisation de type Tugnait-Newton et pour notre
optimisation de type point xe.
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Deuxième partie
Mélanges sous-déterminés
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Chapitre 4
Mélanges sous-déterminés :
état de l'art
La séparation aveugle de soures sous-déterminée herhe à estimer un jeu
de N signaux soures inonnus sj(n) à partir d'un jeu de P signaux obser-
vés xi(n) lorsque le nombre d'observations est inférieur au nombre de soures
(P < N). Les signaux observés sont dans la plupart des as des mélanges
linéaires instantanés ou onvolutifs des signaux soures. Les mélanges onvo-
lutifs s'expriment par
x(n) = A(n) ∗ s(n) (4.1)
où s(n) = [s1(n), · · · , sN(n)]
t
et x(n) = [x1(n), · · · , xP (n)]
t
sont les veteurs
des soures et des observations, ∗ représente l'opérateur de onvolution, et la
matrie de mélange A(n) est omposée des réponses impulsionnelles de ltres
de mélange inonnus. Ce ontexte général inlut les mélanges linéaires instan-
tanés. A(n) se réduit alors à une matrie omposée de termes proportionnels à
des diras entrés à l'origine Aδ(n) et le veteur d'observations s'exprime par
un simple produit matriiel
x(n) = As(n). (4.2)
Le nombre de soures N étant supérieur au nombre d'observations P , la
matrie de mélange A(n) possède davantage de olonnes que de lignes et n'est
don pas inversible à gauhe. Dans le as général, il est don impossible, même
en onnaissant parfaitement les paramètres du mélange, d'estimer orrete-
ment les soures par des méthodes de séparation linéaires.
La séparation de soures sous-déterminée a été abordée pour la première
fois par Belouhrani et Cardoso [26℄ (1994). Elle se déompose en général en
deux sous-problèmes : l'estimation de la matrie de mélange et l'estimation
des soures.
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4.1 Estimation de la matrie de mélange
La grande majorité des algorithmes de séparation pour mélanges sous-
déterminés supposent que les soures sont parimonieuses, .-à-d. qu'il existe
des zones du domaine d'analyse (domaines temps-fréquene, en ondelettes ou
multi-résolution par exemple) où une soure seulement est non nulle. Dans e
as, l'analyse d'une zone mono-soure permet l'identiation d'une olonne de
la matrie de mélange.
L'identiation des oeients de mélange peut être réalisée soit par l'étude
du nuage de points des observations, grâe à des tehniques de lustering
[35, 36, 94, 119, 120℄, soit par le alul de rapports d'observations, de oe-
ients d'interorrélation ou de densités interspetrales des observations (resp.
DUET [229℄ ou TIFROM [7℄, TIFCORR [71℄, TIFCOHERE [10℄). Dans le as
de DUET, le alul des rapports d'observations est ouplé à une analyse d'his-
togramme à deux dimensions (amplitude, retard) pour déterminer le nombre
de soures ainsi que les oeients de mélange.
Les algorithmes basés sur la parimonie peuvent être plus au moins ontrai-
gnants sur les propriétés des soures. L'algorithme DUET par exemple suppose
que les soures sont totalement disjointes dans le plan temps-fréquene : dans
haque ase du plan temps-fréquene, une seule soure doit être présente (ou
présente de façon prépondérante). Les algorithmes TIFROM, TIFCORR et
TIFCOHERE supposent eux que haque soure possède au moins une zone
mono-soure assoiée. Dans e as, l'existene de zones multi-soures est tolé-
rée.
Notons que dans le as de mélanges ontenant un grand nombre de soures,
l'existene de zones mono-soures est moins probable.
D'autres hypothèses que la parimonie peuvent être utilisées pour la sé-
paration de mélanges sous-déterminés. On peut par exemple supposer que les
soures sont disrètes [26, 58, 197℄, de distributions onnues [34, 152, 209℄, ou
qu'elles vérient un modèle donné [109, 230℄ (un artile de E. Vinent et X.
Rodet suppose par exemple que les soures de musique vérient un modèle
markovien [218℄). D'autres méthodes formulent des hypothèses sur le proes-
sus de mélange [39℄.
La séparation de soures sous-déterminée a été très peu étudiée dans le
as de mélanges onvolutifs. On peut iter toutefois [17, 32, 34, 144, 152℄. Le
modèle linéaire à atténuations et retards a été lui plus étudié, prinipalement
par les approhes temps-fréquene DUET [229℄, TIFROM [7℄, TIFCORR [71℄
et TIFCOHERE [10℄.
4.2 Reonstrution des soures
Une fois la matrie de mélange identiée, il reste à séparer les soures entre
elles, e qui ne peut être fait par simple inversion matriielle puisque la matrie
de mélange sous-déterminée n'est pas inversible à gauhe. Une solution onsiste
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à aluler la matrie pseudo-inverse de Moore-Penrose dénie par
A+ = At(AAt)−1. (4.3)
Dans e as, on obtient une séparation approximative des soures : haque
sortie ontient une soure prépondérante superposée à des résidus des autres
soures.
Une autre solution onsiste à annuler la présene de ertaines soures en
eetuant une séparation partielle. Pour un mélange à N soures et P obser-
vations, il est ainsi possible d'annuler la présene de P − 1 soures dans les
signaux de sortie. Chaque signal de sortie ontiendra alors N −P + 1 soures.
Cette méthode peut être employée par exemple en as de présene de soures
parasites se superposant aux soures utiles que l'on veut séparer entre elles.
Une autre solution très simple [121,216,217℄ onsiste, à haque instant n, à
assoier le veteur d'observations à la soure dont le veteur olonne deA est le
plus prohe. Pour ela, on alule les produits salaires du veteur d'observation
ave les N olonnes normalisées de la matrie de mélange et on identie l'indie
de la soure ative omme elui ayant le plus grand produit salaire en valeur
absolue. On retient alors e produit salaire (signé) omme valeur pour la
soure ative. La gure 4.1 illustre ette méthode de reonstrution de soures.
x1
s1(n) = 0
ǫ
aˆ3
aˆ1
x(n) = aˆ3s3(n) + ǫ
s2(n) = 0
aˆ2
x2
s3(n) 6= 0
Fig. 4.1  Shéma du prinipe d'estimation des soures à partir de la matrie
de mélange en onsidérant qu'une seule soure (elle d'indie 3) est ative à
l'instant n.
Une extension logique de ette approhe onsiste à assigner plusieurs soures
à haque observation. En général, on herhe alors à haque instant n un ve-
teur soure à P omposantes non nulles vériant l'équation de mélange et de
norme ℓ1 minimale [35,36,118,119,199,222℄. Cela revient à résoudre à haque
instant n le problème d'optimisation suivant :
mins1(n)..sN (n)
( N∑
j=1
|sj(n)|
)
t.q.
N∑
j=1
aˆjsj(n) = x(n) (4.4)
où aˆj est l'estimée de la j
e`me
olonne de la matrie de mélange et où P om-
posantes seulement du veteur s(t) sont supposées non nulles. Cette tehnique
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dite du trajet le plus ourt exige ependant une forte parimonie des soures,
et e d'autant plus que le rapport P/N est faible ar elle suppose qu'à haque
instant, P soures seulement parmi N soient non nulles. La gure 4.2 illustre
ette méthode du trajet le plus ourt.
s3(n)
s1(n)
s2(n) = 0
x(n) = aˆ1s1(n) + aˆ3s3(n)
aˆ1
aˆ3
aˆ2
x2
x1
Fig. 4.2  Shéma du prinipe d'estimation des soures à partir de la matrie
de mélange par la méthode du trajet le plus ourt.
D'autres normes que la norme ℓ1 ont été employées pour déterminer e plus
ourt trajet (norme ℓq ave q < 1 par exemple [179℄).
Une approhe basée sur les statistiques du seond ordre et appelée prinipe
de déomposition statistiquement parimonieuse (SSDP : statistially sparse
deomposition priniple) a aussi été proposée par M. Xiao, S. Xie et Y. Fu [227℄
pour identier les soures prépondérantes à séparer entre elles.
Une autre tehnique ouramment employée onsiste à utiliser un dition-
naire de formes d'onde auquel les soures sont supposées appartenir [27,28,232℄.
L'appartenane des soures au ditionnaire engendre de nouvelles ontraintes
qui rendent possible leur estimation. La déomposition n'étant pas unique,
plusieurs méthodes peuvent être employées pour reonstituer les soures (Me-
thod Of Frames MOF [60℄, Best Orthogonal Basis BOB [53℄, Mathing Pursuit
MP [116,117, 126℄, Basis Pursuit [48℄ BP).
Nous avons vu que les méthodes linéaires ne permettent pas une sépa-
ration exate des soures. Dans le as général, une ombinaison linéaire des
observations ontiendra en eet au minimum N − P + 1 soures. Cependant
la séparation exate peut être réalisée au moyen d'un masquage binaire du
plan temps-fréquene sous réserve que les soures soient totalement disjointes
dans le plan temps-fréquene. L'algorithme DUET utilise ette tehnique qui
onsiste pour l'estimation d'une soure donnée à masquer les ases temps-
fréquenes assoiées aux autres soures [229℄. Réemment Aissa-El-Bey et al.
ont proposé une méthode pour relâher l'hypothèse d'orthogonalité des soures
en se basant sur une projetion en sous-espaes. Cette méthode suppose qu'à
haque point temps-fréquene, le nombre de soures atives est stritement in-
férieur au nombre d'observations. Deux artiles ont été publiés respetivement
pour les mélanges linéaires instantanés [18℄ et onvolutifs [17℄.
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Nous herhons dans ette partie à éviter toutes es hypothèses parfois très
restritives sur le mélange et les soures. Les méthodes de séparation partielle
rapides présentées ii supposent uniquement que les soures mélangées sont
divisées en deux atégories : ertaines sont non-stationnaires et orrespondent
aux soures utiles que l'on herhe à séparer entre elles, d'autres sont station-
naires et orrespondent à des soures de bruit qui peuvent rester présentes
dans les sorties de l'algorithme de séparation.
Notons que la superposition d'un signal de bruit stationnaire sur un signal
de parole est moins gênante que la superposition d'un autre signal de parole.
En eet, le erveau se foalise davantage sur la parole et l'on est davantage
perturbé par une personne parlant en même temps que notre interlouteur que
par un bruit de fond neutre.
4.3 La séparation diérentielle de soures
Dans [67℄, Deville, Benali et Abrard ont introduit un onept général de
SAS diérentielle pour traiter les mélanges sous-déterminés. Dans sa version
standard, la séparation diérentielle de soures onsidère la situation où (au
plus) P des N soures mélangées sont non-stationnaires alors que les N − P
autres soures (au moins) sont stationnaires.
Les P soures non-stationnaires sont les signaux utiles dans ette approhe,
alors que les N − P soures stationnaires sont onsidérées omme des soures
de bruit. Notre onept de SAS diérentielle réalise la séparation partielle des
P soures utiles (le prinipe de la séparation partielle a été déni dans la se-
tion préédente) [67℄.
Néanmoins, nous faisons remarquer que ette séparation partielle peut-
être onsidérée omme une séparation pseudo-omplète dans les situations où
l'on ne herhe pas à séparer les soures de bruit qui ne ontiennent auune
information. Cette méthode peut être d'un intérêt pratique pour le sénario
du "oktail party" bruité. On pourrait aussi envisager notre approhe dans
les systèmes de ommuniations MIMO, pour lesquels les signaux reçus sont
souvent perturbés par des soures de bruit stationnaires dans les appliations
réelles. Cette méthode pourrait aussi être appliquée aux signaux biomédiaux,
qui ontiennent eux aussi diverses omposantes de bruit stationnaire.
Bien que le onept de séparation diérentielle soit déni de façon assez
générale dans [67℄, il n'a été appliqué pour l'instant qu'à une méthode de SAS
simple mais restritive, limitée à P = 2 mélanges, impliquant seulement deux
ltres à réponses impulsionnelles nies (RIF) stritement ausaux (.-à-d. pas
de mélange instantané), et basée sur des algorithmes à onvergene lente. Nous
introduisons ii des méthodes de SAS beauoup plus puissantes et leurs algo-
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rithmes, basées sur la SAS diérentielle, pour les mélanges linéaires instantanés
et onvolutifs
16
.
Notre méthode instantanée est obtenue en étendant aux mélanges sous-
déterminés le ritère de séparation appelé kurtosis [61℄ et l'algorithme FastICA
assoié, de type point xe et à onvergene rapide [98℄. Dans le as onvolutif,
nous étendons aux mélanges sous-déterminés l'algorithme temporel rapide à
point xe C-FICA restreint aux mélanges (sur-)déterminés (i.e. P ≥ N) que
nous avons proposé dans la partie 1 du manusrit. Nous gardons ainsi les pro-
priétés attratives de e dernier algorithme.
16
Un algorithme diérentiel à point xe légèrement diérent a été proposé auparavant dans
notre équipe [69℄ pour les mélanges linéaires instantanés. La onvergene de et algorithme
n'a pas été prouvée rigoureusement et la version parallèle n'a pas été étudiée.
Chapitre 5
Méthode de SAS diérentielle
proposée pour les mélanges
instantanés
5.1 Introdution
Ce hapitre onerne la séparation de mélanges linéaires instantanés sous-
déterminés. Nous proposons une méthode de SAS partielle qui sépare P soures
supposées non-stationnaires en gardant des omposantes résiduelles des N−P
autres soures supposées être des soures de "bruit" stationnaire. Cette mé-
thode est basées sur le onept général de séparation diérentielle réemment
introduit dans notre équipe. L'approhe proposée onsiste en une extension
diérentielle de l'algorithme FastICA et repose sur un blanhiment diérentiel
des observations permettant d'appliquer un algorithme de type point xe pour
l'optimisation du ritère du kurtosis diérentiel que nous dénissons.
5.2 Un nouveau ritère de SAS basé sur le kur-
tosis diérentiel
La méthode FastICA standard [98℄, qui est seulement appliable aux mé-
langes linéaires instantanés ave P = N (ou P > N), extrait une soure au
moyen d'une proédure en deux étapes. La première onsiste à appliquer au
veteur d'observations x(n) une matrie réelle P × P , e qui donne le veteur
z(n) = Bx(n). (5.1)
Dans la méthode FastICA standard, B est hoisie de manière à déorréler spa-
tialement et à normaliser les observations. La seonde étape de ette méthode
standard onsiste ensuite à obtenir un signal de sortie y(n) en faisant une
ombinaison linéaire des signaux ontenus dans z(n), .-à-d.
y(n) = wtz(n) (5.2)
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où w est un veteur, qui est ontraint à être de norme unité. Ce veteur w est
séletionné de manière à optimiser le kurtosis (non-normalisé) de y(n), déni
omme l'autoumulant sans déalage d'ordre 4.
kurty(n) = Cum
(
y(n), y(n), y(n), y(n)
)
. (5.3)
Etudions maintenant le as sous-déterminé, .-à-d. P < N . Nous obtenons à
nouveau un signal de sortie y(n) en aord ave (5.1) et (5.2). Nous herhons
à dénir de nouveaux ritères pour séletionner B et w, de façon à réaliser la
SAS partielle, dénie dans le hapitre préédent, des P soures utiles. A ette
n, nous appliquons le onept général de SAS diérentielle dérit dans [67℄ au
ritère spéique du kurtosis utilisé dans la méthode FastICA standard. Nous
onsidérons don deux instants n1 et n2, et introduisons ensuite le kurtosis
diérentiel (non-normalisé) que nous assoions à (5.3) pour es deux instants.
Nous dénissons e paramètre par
Dkurty(n1, n2) = kurty(n2)− kurty(n1). (5.4)
Montrons maintenant que, bien que le paramètre standard kurty(n) dépende
de toutes les soures, sa version diérentielle Dkurty(n1, n2) dépend seulement
des soures non-stationnaires. Les éq. (4.2), (5.1) et (5.2) donnent
y(n) = vts(n) (5.5)
où le veteur
v = (BA)tw (5.6)
inlut les eets des étages de mélange et de séparation. En notant vq, ave
q = 1, · · · , N , les éléments de v, L'éq. (5.5) implique que le signal de sortie
y(n) peut être exprimé en fontion de toutes les soures omme suit
y(n) =
N∑
q=1
vqsq(n). (5.7)
En utilisant les propriétés des umulants et l'indépendane supposée de toutes
les soures, on en déduit failement que
kurty(n) =
N∑
q=1
v4qkurtsq(n) (5.8)
où kurtsq(n) est le kurtosis de la soure sq(n), à nouveau déni par (5.3). Le
kurtosis standard (5.8) de la sortie dépend don réellement des kurtosis de
toutes les soures. Le kurtosis diérentiel assoié de la sortie, déni par (5.4),
peut être exprimé par
Dkurty(n1, n2) =
N∑
q=1
v4qDkurtsq(n1, n2) (5.9)
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où nous dénissons le kurtosis diérentiel Dkurtsq(n1, n2) de la soure sq(n)
de la même façon que dans (5.4). Tenons ompte maintenant de l'hypothèse
suivant laquelle P soures sont non-stationnaires17, alors que les autres soures
sont stationnaires.
Nous notons I l'ensemble ontenant les P indies des soures non-stationnaires
inonnues. Le kurtosis standard kurtsq(n) de toute soure sq(n) ave q /∈ I
prend alors les mêmes valeurs pour les deux instants n1 et n2, si bien que
Dkurtsq(n1, n2) = 0
18
. L' éq. (5.9) se simplie alors en
Dkurty(n1, n2) =
∑
q∈I
v4qDkurtsq(n1, n2). (5.10)
Cela montre expliitement que e paramètre diérentiel dépend seulement des
soures non-stationnaires. De plus, pour des soures données et deux instants
n1 et n2, elui-i peut être vu omme une fontion f(.) du jeu de variables
{vq, q ∈ I}, .-à-d. que Dkurty(n1, n2) est égal à
f (vq, q ∈ I) =
∑
q∈I
v4qαq (5.11)
où les paramètres αq sont égaux aux kurtosis diérentiels Dkurtsq(n1, n2) des
soures non-stationnaires. Le type de fontion déni dans (5.11) a été large-
ment étudié dans le ontexte des méthodes de SAS à kurtosis standard, .-à-d.
les méthodes pour le as P = N , pare que le kurtosis standard utilisé omme
ritère de SAS dans e as peut être exprimé sous la forme (5.11)
19
.
Le résultat suivant a été établi (voir [97℄ p. 173 pour la onguration à 2
soures et [61℄ pour une preuve générale). Supposons que tous les paramètres
αq ave q ∈ I sont non nuls, .-à-d. que toutes les soures non-stationnaires ont
des kurtosis diérentiels non nuls pour les deux instants n1 et n2. Considérons
les valeurs de la fontion (5.11) sur la sphère unité de dimension P , .-à-d. sur
l'ensemble {vq, q ∈ I} tel que ∑
q∈I
v2q = 1. (5.12)
17
Dans la suite, le nombre Nˇ de soures non-stationnaires est supposé être égal au nombre
P d'observations.
18
Notons que la stationnarité omplète des soures sq(n) ave q /∈ I est susante mais
pas néessaire pour notre méthode : nous avons seulement besoin que leurs kurtosis dié-
rentiels (et leurs puissanes diérentielles introduites i-après) soient nuls pour les instants
onsidérés. En dehors du as stationnaire, les kurtosis diérentiels sont nuls par exemple
quand l'aplatissement (mesuré par le kurtosis normalisé déni par kurts(n)/E
{
s(n)2
}2
) et
la puissane au arré des soures varient de façon inversement proportionnelle.
19
Dans les approhes standard, la somme pour q ∈ I dans (5.11) est réalisée pour toutes
les P = N soures et les paramètres αq sont égaux aux kurtosis standard kurtsq(n) de toutes
les soures. Néanmoins, ela n'a pas d'inuene sur l'argumentation qui suit, basée sur les
propriétés générales du type de fontion déni par (5.11).
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Les résultats obtenus dans [61℄, [97℄ impliquent dans notre as que les maxima
de la valeur absolue de f(vq, q ∈ I) sur la sphère unité sont tous les points tels
qu'une seule variable vq, ave q ∈ I, est non nulle. L' éq. (5.7) montre que le
signal de sortie y(n) ontient alors une ontribution d'une seule soure non-
stationnaire (et des ontributions de toutes les soures stationnaires). Nous réa-
lisons don bien la SAS partielle voulue pour une des soures non-stationnaires.
Le dernier aspet de notre méthode qui doit être préisé est omment sé-
letionner la matrie B et omment ontraindre le veteur w (qui est le pa-
ramètre ontrlé en pratique, et non pas v) pour que les variables {vq, q ∈ I}
vérient la ondition (5.12). Nous dénissons d'abord la puissane diérentielle
Dpowy(n1, n2) d'un signal y entre deux instants n1 et n2 par
Dpowy(n1, n2) = E
{
y(n2)
2
}
− E
{
y(n1)
2
}
. (5.13)
En utilisant l'indépendane des signaux soures, on peut montrer failement
que, omme pour le kurtosis diérentiel (5.10), nous avons
Dpowy(n1, n2) =
∑
q∈I
v2qDpowsq(n1, n2). (5.14)
L'indétermination d'éhelle propre à la SAS permet de remettre à l'éhelle
les puissanes diérentielles des P soures non-stationnaires ave des fateurs
positifs. Don, sous réserve que es P puissanes diérentielles soient strite-
ment positives pour les instants n1 et n2 onsidérés (dans le as de puissanes
diérentielles toutes négatives, on peut éhanger les instants n1 et n2), elles
peuvent être supposées égales à 1 sans perte de généralité. L'éq. (5.14) s'érit
alors
Dpowy(n1, n2) =
∑
q∈I
v2q (5.15)
si bien que l'équation de ontrainte (5.12) peut être exprimée en termes de
puissane diérentielle unité pour le signal de sortie y(n). Nous introduisons
ensuite une extension diérentielle de l'étage de déorrélation et de normali-
sation des méthodes à kurtosis standard, .-à-d. que nous herhons à obtenir
une matrie B qui permette de normaliser la puissane diérentielle de y(n)
en normalisant simplement le veteur d'extration w. Dans e but, nous dé-
nissons la matrie d'autoorrélation diérentielle de x(n) par
DRx(n1, n2) = Rx(n2)−Rx(n1) (5.16)
où Rx(ni) = E {x(ni)x(ni)
t} est la matrie de orrélation standard de x(n)
à l'instant ni. Considérons maintenant la déomposition en veteurs propres
( [82℄ p. 393) de la matrie symétrique réelle DRx(n1, n2) :
DRx(n1, n2) = E∆E
t
(5.17)
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où E est une matrie P × P orthogonale réelle et ∆ est une matrie P × P
diagonale. On peut montrer omme suit que les éléments de∆ sont stritement
positifs. Les éq. (4.2) et (5.16) donnent
DRx(n1, n2) = Rx(n2)−Rx(n1)
= ARs(n2)A
t −ARs(n1)A
t
= A (Rs(n2)−Rs(n1))A
t
= ADRs(n1, n2)A
t
(5.18)
où DRs(n1, n2) est une matrie diagonale en raison de l'indépendane des
soures et ses éléments d'indies q /∈ I sont nuls en raison de la stationnarité
des soures orrespondantes. On peut vérier failement que les olonnes de A
d'indies q /∈ I ne donnent auun terme dans la partie droite de (5.18), si bien
que nous avons aussi
DRx(n1, n2) = AˇΛAˇ
t
(5.19)
où Aˇ est omposée des P olonnes de A d'indies q ∈ I et la matrie diagonale
Λ ontient les puissanes diérentielles des P soures non-stationnaires pour
les deux instants n1 et n2. Alors que (5.18) met en jeu des matries retangu-
laires, (5.19) ontient seulement des matries P × P .
Si nous supposons que Aˇ est inversible, le théorème 4.2.1 de [82℄ p. 141 im-
plique que DRx(n1, n2) est dénie positive si et seulement si Λ est aussi dénie
positive. Don, si nous supposons à nouveau que les puissanes diérentielles
des soures non-stationnaires sont stritement positives (pour les instants n1
et n2), (5.17) et (5.19) montrent que toutes les valeurs de la diagonale de ∆
sont stritement positives. De plus, si es puissanes diérentielles sont mises
à l'éhelle unité, alors Λ = I et (5.19) devient
DRx(n1, n2) = AˇAˇ
t. (5.20)
Comme ∆ n'a que des valeurs positives, elle a une raine arrée réelle et nous
pouvons dénir la matrie de blanhiment diérentiel B par
B =∆−1/2Et. (5.21)
Don, ave z déni par (5.1) nous avons
DRz(n1, n2) = BDRx(n1, n2)B
t
= ∆−1/2EtE∆EtE∆−1/2
= I. (5.22)
Considérons maintenant le signal de sortie y(n) déni par (5.2). Nous avons
Dpowy(n1, n2) = E
{
y(n2)
2
}
− E
{
y(n1)
2
}
= wtRz(n2)w−w
tRz(n1)w
= wtDRz(n1, n2)w
= ‖w‖2. (5.23)
78Chapitre 5. Méthode de SAS diérentielle proposée pour les mélanges instantanés
En tenant ompte des relations (5.15) et (5.23), nous obtenons
‖w‖2 =
∑
q∈I
v2q . (5.24)
En forçant notre veteur w à être de norme unité, nous ontraignons ainsi le
veteur {vq, q ∈ I} à être sur la sphère unité. Don, omme expliqué i-dessus,
les maxima de la valeur absolue deDkurtwtz(n1, n2) sur la surfae de ontrainte
‖w‖ = 1 orrespondent rigoureusement aux points de séparation partielle.
5.3 Résumé des méthodes proposées
La première méthode qui résulte de l'analyse i-dessus se déompose en
plusieurs étapes :
Etape 1 Séletionner deux intervalles temporels non reouvrants pour
estimer les paramètres statistiques (kurtosis, autoorrélation et puissane)
aux deux instants n1 et n2. Dans la plupart des as, nous avons obtenu de
meilleurs résultats ave des intervalles tels que les puissanes diérentielles
des soures (qui peuvent être estimées grossièrement par les puissanes dié-
rentielles des observations) sont élevées. Ces intervalles doivent être tels que
toutes les soures non-stationnaires
20
aient des puissanes diérentielles posi-
tives (dénies par (5.13)) et des kurtosis diérentiels non nuls
21
.
Les signes des puissanes diérentielles des soures peuvent être obtenus en
estimant la matrie de orrélation diérentielleDRx et en alulant sa déom-
position de en veteurs propres E∆Et. En eet, si toutes les valeurs propres
sont stritement positives, nous avons prouvé i-dessus que les P soures utiles
ont toutes des puissanes diérentielles stritement positives (si toutes les va-
leurs propres sont stritement négatives, nous pouvons permuter les deux in-
20
"non-stationnaire" signie ii "non-stationnaire à long terme". Plus préisément, toutes
les soures doivent être stationnaires à l'intérieur de haun des deux intervalles temporels
"ourts" assoiés aux instants n1 et n2, de sorte que leurs statistiques puissent être estimées
pour haun de es intervalles, par moyennage temporel. Cela orrespond à la "stationna-
rité à ourt terme". Les soures "utiles" évoquées i-dessus (resp. soures de "bruit") sont
don des signaux dont les statistiques doivent varier (resp. ne pas varier) d'un des inter-
valles onsidérés à l'autre, .-à-d. des soures qui sont non-stationnaires à long terme (resp.
stationnaires à long terme).
21
Notons que l'hypothèse Dkurtsq(n1, n2) 6= 0, ∀q ∈ I ne néessite pas que les distribu-
tions des soures aient des aplatissements diérents aux deux instants n1 et n2. En eet,
l'aplatissement se mesure par le kurtosis normalisé déni par kurts(n)/E
{
s(n)2
}2
, si bien
qu'une soure peut avoir des kurtosis non-normalisés diérents mais le même aplatissement
aux deux instants tant que ette soure a des puissanes diérentes à es instants. Don,
exepté le as très spéique où les kurtosis normalisés et les puissanes au arré des soures
varient de façon inversement proportionnelle, nous sommes sûrs que les soures ont des
kurtosis diérentiels non nuls.
5.3. Résumé des méthodes proposées 79
tervalles temporels pour les rendre toutes positives).
Etape 2 Caluler la matrie B = ∆−1/2Et à partir des matries E et ∆
dénies i-dessus. Cette matrie réalise une déorrélation et une normalisation
diérentielles des observations, .-à-d. qu'elle donne un veteur z(n) déni par
(5.1) qui vérie (5.22).
Etape 3 Créer un signal de sortie y(n) déni par (5.2), oùw est un veteur
qui satisfait ‖w‖ = 1 et qui est adapté pour maximiser la valeur absolue du
kurtosis diérentiel de y(n), déni par (5.4). Divers algorithmes peuvent être
utilisés pour réaliser ette optimisation, par exemple en développant des ver-
sions diérentielles d'algorithmes préédemment proposés pour le as P = N .
L'approhe la plus lassique est basée sur une optimisation de type gra-
dient [97℄. Nous préférons ii utiliser une méthode améliorée déduite de l'al-
gorithme standard à point xe FastICA [98℄, qui a deux avantages sur l'algo-
rithme du gradient, .-à-d. sa onvergene rapide et son absene de paramètre
réglable. Brièvement, omme l'algorithme standard FastICA, notre algorithme
linéaire instantané diérentiel à point xe, noté DFICA par la suite, tire parti
du fait que si un veteur d'extration w optimise le ritère |Dkurty(n1, n2)|,
alors le gradient de Dkurty(n1, n2) a la même diretion que w (voir [97℄ p.
178). Notre équation de mise à jour utilise don le gradient du kurtosis dié-
rentiel qui est alulé à l'annexe D, .-à-d. qu'elle utilise l'assignation
w ∝
∂Dkurty(n1, n2)
∂w
. (5.25)
Plus préisément, en partant d'un veteur à norme unité quelonque w, notre
algorithme DFICA onsiste à réitérer les deux opérations suivantes :
1) Mise à jour diérentielle de w
w← E
{
z(n2)(w
tz(n2))
3
}
−E
{
z(n1)(w
tz(n1))
3
}
−3
[
Rz(n1) + (1 +w
tRz(n1)w)I
]
w
∝
∂Dkurty(n1, n2)
∂w
(5.26)
où les paramètres statistiques sont estimés par moyennage temporel.
2) Normalisation de w, pour obtenir l'égalité ‖w‖ = 1, .-à-d.
w←
w
‖w‖
. (5.27)
Etape 4 Le signal soure non-stationnaire y(n) extrait à l'étape 3 est
ensuite utilisé pour soustraire ses ontributions de tous les signaux d'observa-
tion. Les signaux résultants sont ensuite réutilisés ave la proédure omplète
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dérite i-dessus, extrayant ainsi une autre soure, et ainsi de suite jusqu'à e
que toutes les soures non-stationnaires soient extraites. Cei orrespond à une
proédure à déation [61℄, mais une version diérentielle de ette proédure
doit ii être dénie.
Cette déation diérentielle opère en réalité omme la déation standard,
à l'exeption du fait que les paramètres statistiques sont remplaés par leur
version diérentielle pour estimer les valeurs akl de la matrie de mélange A.
En eet, nous prouvons en annexe E que le fateur d'éhelle de la ontribu-
tion d'une soure extraite sl(n) dans la k
e`me
observation peut être obtenu en
estimant la orrélation diérentielle Dcorryxk(n1, n2) dénie par
Dcorryxk(n1, n2) = E {y(n2)xk(n2)} − E {y(n1)xk(n1)} (5.28)
dont on montre qu'elle est égale à la valeur akl de la matrie de mélange A.
A la plae de la version à déation de notre méthode DFICA, une extension
diérentielle de l'approhe symétrique dérite dans [98℄ peut être utilisée. La
méthode DFICA symétrique résultante est omposée des étapes 1 et 2, suivies
par la réitération des deux opérations :
1) Mise à jour diérentielle des P veteurs wi, ave i = 1, · · · , P , en utili-
sant (5.26).
2) Orthogonalisation symétrique des veteurs wi, .-à-d.
W←
(
WWt
)−1/2
W (5.29)
où W = [w1, · · · ,wP ]
t
.
5.4 Preuves de onvergene
Considérons les expressions de mise à jour (5.26)-(5.27) de notre algorithme
diérentiel à déation. Le signal de sortie y(n) peut être exprimé en fon-
tion des soures suivant (5.5) ave v = Mtw et M = BA. De plus, nous
avons prouvé i-dessus que le kurtosis diérentiel de y(n) dépend seulement
des soures utiles (dont les indies appartiennent à I) et de la sous-matrie
assoiée Aˇ. Don, en onsidérant la omposante globale yˇ(n) de y(n) or-
respondant aux soures non-stationnaires, on peut réaliser le hangement de
variable vˇ = Mˇtw où la matrie Mˇ = BAˇ ombine les étages de mélange et de
blanhiment diérentiel pour les soures non-stationnaires. Nous avons don
yˇ(n) = vˇtsˇ(n) (5.30)
où le veteur olonne sˇ(n) ontient seulement les valeurs des soures non-
stationnaires, .-à-d. sq(n) ave q ∈ I. Pour la lisibilité, nous omettrons ii les
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instants n1 et n2 dans la notation du kurtosis diérentiel.
La loi de mise à jour
w←
∂Dkurtwtz
∂w
(5.31)
s'érit don
w ←
∂vˇ
∂w
∂Dkurtwtz
∂vˇ
. (5.32)
Comme Dkurtwtz = Dkurtvts = Dkurtvˇtsˇ, nous pouvons réérire (5.32) sui-
vant
w← Mˇ
∂Dkurtvˇtsˇ
∂vˇ
. (5.33)
L'expression de mise à jour de vˇ s'érit don
vˇ = Mˇtw← MˇtMˇ
∂Dkurtvˇtsˇ
∂vˇ
. (5.34)
En ombinant (5.1) et (5.20), on obtient
DRz(n1, n2) = BDRx(n1, n2)B
t
= BAˇAˇtBt
= MˇMˇt (5.35)
et en onsidérant (5.22)
MˇMˇt = I. (5.36)
Mˇ est don orthogonale et nous avons
MˇtMˇ = I. (5.37)
Ainsi l'expression de mise à jour (5.34) devient
vˇ←
∂Dkurtvˇt sˇ
∂vˇ
. (5.38)
En onsidérant l'éq. (5.10) et en prenant en ompte le fait que le veteur vˇ
ontient seulement les oeients des soures non-stationnaires si, i ∈ I, nous
pouvons exprimer l'équation de mise à jour de haque omposante de vˇ dans
(5.38) suivant
vˇi ← 4Dkurtsivˇ
3
i ∝ Dkurtsi vˇ
3
i (5.39)
En hoisissant j ∈ I de sorte que Dkurtsj 6= 0 et vˇj 6= 0, nous obtenons
|vˇi|
|vˇj|
←
|Dkurtsi|
|Dkurtsj |
(
|vˇi|
|vˇj |
)3
, ∀i ∈ I. (5.40)
Cette équation de réurrene nous permet d'obtenir l'expression analytique de
|vˇi|
|vˇj |
:
|vˇi(k)|
|vˇj(k)|
=
√∣∣∣∣DkurtsjDkurtsi
∣∣∣∣.
(√∣∣∣∣DkurtsiDkurtsj
∣∣∣∣
∣∣∣∣ vˇi(0)vˇj(0)
∣∣∣∣
)3k
. (5.41)
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Toutes les omposantes vˇi(k) sauf elle vˇj(k) qui vérie
j = argmaxp
(√
|Dkurtsp||vˇp(0)|
)
deviennent don rapidement petites ompa-
rées à vˇj(k). Ave la normalisation ‖w‖ = 1 qui implique ‖vˇ‖ = 1 en raison
de l'orthogonalité de la matrie Mˇ, nous onluons que vˇj(k) → ±1 et que
vˇi(k)→ 0, ∀i 6= j.
Nous avons don prouvé que vˇ onverge vers un veteur ayant seulement un
élément non nul (égal à ±1). Cela implique la séparation partielle des soures
utiles, ar yˇ(n) = vˇtsˇ(n). Ainsi, nous avons prouvé la onvergene globale (.-
à-d. quel que soit vˇ(0)) de notre algorithme. De plus, ette onvergene est
ubique (omme pour l'algorithme (sur-)déterminé FastICA [98℄), e qui veut
dire une onvergene très rapide.
Pour notre algorithme symétrique, la même approhe que [142℄ peut être
utilisée dans le as diérentiel. En eet, dans le as (sur-)déterminé, Oja a
prouvé que quand les mises à jour obéissent aux lois
vpq ← kurtsq(n) v
3
pq (5.42)
pour la qe`me omposante de haque veteur d'extration vp, es mises à jour
ombinées ave l'orthogonalisation symétriqueW← (WWt)−1/2W entraînent
une onvergene ubique vers les points de séparation et la stabilité de l'al-
gorithme dans le voisinage des points séparants, omme dans l'algorithme à
déation.
En remarquant que notre algorithme diérentiel donne (5.39), qui est équi-
valent à (5.42) ave q = i, exepté que les kurtosis standard kurtsq(n) sont
remplaés par leur version diérentielle Dkurtsi(n1, n2), nous prouvons rigou-
reusement la onvergene ubique de notre algorithme diérentiel symétrique.
5.5 Conlusion
Dans e hapitre, nous avons proposé un algorithme de type point xe pour
la séparation partielle de mélanges linéaires instantanés sous-déterminés. Nous
avons introduit le proessus de blanhiment diérentiel qui permet d'obtenir
un algorithme d'optimisation à point xe dont nous démontrons la onvergene
ubique et la stabilité. Deux versions de notre algorithme, baptisé DFICA, sont
proposées : une version à déation qui estime les soures itérativement et une
version parallèle. Pour estimer les ontributions de soures à soustraire des
observations durant le proessus de déation, nous proposons de aluler la
orrélation diérentielle entre deux instants.
Chapitre 6
Méthode de SAS diérentielle
proposée pour les mélanges
onvolutifs
6.1 Introdution
Dans le as onvolutif, nous étendons ii notre algorithme temporel à point
xe dénommé C-FICA aux mélanges sous-déterminés. Notre approhe est ba-
sée sur le onept de séparation diérentielle de soures et sur un proessus
de blanhiment diérentiel onvolutif non-ausal qui permet l'utilisation de
mises à jour de type point xe pour l'optimisation du kurtosis diérentiel in-
troduit dans le hapitre préédent. L'estimation des ontributions des soures
est réalisée au moyen d'un ritère quadratique diérentiel que nous dénissons.
6.2 Utilisation du kurtosis diérentiel dans le
as onvolutif
Nous supposons ii avoir le même modèle de mélange que elui dérit dans
le hapitre 1 (1.4) exepté que ette fois le nombre de soures est supérieur
au nombre d'observations (N > P ). Nous herhons ii à étendre notre algo-
rithme de séparation onvolutif C-FICA au as sous-déterminé, en utilisant
le onept de SAS diérentielle introduit dans [67℄. L'algorithme résultant est
don appelé C-DFICA dans la suite. Dénissons à nouveau y(n) par (2.7),
(2.8) et (2.11) où B˜ et w seront séletionnés omme expliqué i-dessous.
Comme dans le hapitre 5, nous notons kurty(n1) et kurty(n2) resp. les
kurtosis non-normalisés de y(n) pour deux instants n1 et n2, et nous dénissons
son kurtosis diérentiel non-normalisé par (5.4). En ombinant les dénitions
(2.7), (2.8) et (2.11) de y(n) ave (2.4), on montre que y(n) est une ombinaison
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linéaire de versions déalées des proessus uk(n) .-à-d.
y(n) =
N∑
q=1
Dmax∑
d=Dmin
vqduq(n− d) (6.1)
où Dmin et Dmax sont obtenus à partir des ordres des ltres RIF impliqués
dans (2.4) et (2.7).
Les proessus uq(n) sont ii enore supposés entrés, à valeurs réelles, mu-
tuellement et temporellement indépendants. P d'entre eux sont enore sup-
posés non-stationnaires à long terme (don non identiquement distribués) et
orrespondent aux soures utiles, alors que les N −P autres sont stationnaires
et orrespondent aux soures de "bruit". En utilisant la multi-linéarité du kur-
tosis pour des variables aléatoires indépendantes, nous en déduisons à partir
de (5.4) et (6.1)
Dkurty(n1, n2) =
N∑
q=1
Dmax∑
d=Dmin
v4qd
[
kurtuq(n2 − d)− kurtuq(n1 − d)
]
=
N∑
q=1
Dmax∑
d=Dmin
v4qdαqd, (6.2)
où
αqd = Dkurtuq(n1 − d, n2 − d) (6.3)
est déni omme dans (5.4). Comme dans le as linéaire instantané, notons
I l'ensemble ontenant les P indies des soures non-stationnaires inonnues.
Les hypothèses i-dessus de notre onept de SAS diérentielle signient que
seuls les proessus uq(n) ave q /∈ I sont supposés avoir le même kurtosis à des
instants diérents, .-à-d.
∀q /∈ I, ∀d ∈ [Dmin..Dmax] , kurtuq(n1 − d) = kurtuq(n2 − d). (6.4)
Ainsi nous avons
Dkurty(n1, n2) =
∑
q∈I
Dmax∑
d=Dmin
v4qdαqd. (6.5)
Nous voyons don que les soures de bruit (dont les indies n'appartiennent pas
à l'ensemble I) sont invisibles pour notre ritère de séparation diérentielle.
En faisant une extension du as instantané, nous onsidérons ii les valeurs
de (6.5) sur la sphère unité de dimension
22 P ×D où D = Dmax −Dmin + 1,
.-à-d. l'ensemble {vqd, q ∈ I, d ∈ [Dmin, · · · , Dmax]} tel que∑
q∈I
Dmax∑
d=Dmin
v2qd = 1. (6.6)
22
Les mélanges onvolutifs entraînent une légère approximation onernant les points de
ette sphère que l'on peut atteindre, omme on l'expliquera dans la setion 6.3.
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On peut d'abord montrer failement que la puissane diérentielle de y(n), à
nouveau dénie par (5.13), s'érit ii
Dpowy(n1, n2) =
∑
q∈I
Dmax∑
d=Dmin
v2qdDpowuq(n1 − d, n2 − d). (6.7)
Chaque proessus uq(n) ave q ∈ I est supposé ii être non-stationnaire entre
n1 et n2. Néanmoins, il est supposé être identiquement distribué à tous les
instants ni − d où d varie de Dmin à Dmax. En pratique, ela signie que nous
séletionnons n1 et n2 tels que n2−n1 ≫ D, et que uq(n) est non-stationnaire
à long terme entre les instants n1 et n2 mais stationnaire à ourt terme à
l'intérieur de haque fenêtre [ni −Dmin, ni −Dmax] ave i = 1 ou 2. Les termes
Dpowuq(n1 − d, n2 − d) dans (6.7) ne dépendent don pas de d, .-à-d. que
(6.7) implique seulement une puissane diérentielle Dpowuq(n1, n2) unique
pour haque soure non-stationnaire. Ces puissanes diérentielles peuvent être
remises à l'éhelle ave un fateur positif grâe à l'indétermination d'éhelle
propre à la SAS. Ainsi, si elles sont stritement positives, elles peuvent être
supposées égales à 1 si bien que (6.7) devient
Dpowy(n1, n2) =
∑
q∈I
Dmax∑
d=Dmin
v2qd. (6.8)
Don, si DRx˜(n1, n2) = E∆E
t
est la déomposition en veteurs propres de
DRx˜(n1, n2) dénie pour x˜ omme dans (5.16), nous dénissons B˜ par B˜ =
∆−1/2Et. Ainsi, en dénissant z˜ par (2.8), nous pouvons prouver omme dans
(5.22) que
DRz˜(n1, n2) = I (6.9)
e qui implique, en utilisant la même approhe que dans (5.23) mais maintenant
ave (2.11),
Dpowy(n1, n2) = ‖w‖
2
(6.10)
si bien que grâe à (6.8)
‖w‖2 =
∑
q∈I
Dmax∑
d=Dmin
v2qd. (6.11)
Faire varier w ave ‖w‖ = 1 permet don de ontraindre de façon simple notre
veteur {vqd, q ∈ I, d ∈ [Dmin, · · · , Dmax]} à être sur la sphère unité (6.6) dans
le as onvolutif sous-déterminé.
L'optimisation de la valeur absolue du kurtosis diérentiel Dkurty(n1, n2)
déni par (6.2), sous la ontrainte (6.6) appartient don au même type de pro-
blème qu'ave (5.11)-(5.12), ave un jeu de variables notées ii vqd au lieu de
vq. En appliquant à nouveau les résultats de [61℄, [97℄ qui étaient déjà utilisés
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dans le hapitre 5, on garantit ii que les maxima de |Dkurty(n1, n2)| sur la
sphère unité orrespondent aux points tels qu'une seule des variables onsidé-
rées vqd, ave q ∈ I, est non nulle. L'éq. (6.1) montre que le signal de sortie se
ompose alors seulement d'une version pondérée et déalée el(n) du proessus
ul(n) assoié à une soure non-stationnaire (ainsi que des ontributions des
soures stationnaires).
Nous olorons ensuite el(n) pour estimer ses ontributions dans haque
observation. Cei est réalisé ii en adaptant la solution de Wiener que nous
avons utilisée dans la partie I du manusrit, .-à-d. en introduisant un ltrage
de Wiener diérentiel, que nous dénissons omme suit.
Considérons la diérene x′k(n) entre l'observation xk(n) et une version
ltrée du signal extrait préédent el(n) ave l ∈ I, .-à-d.
x′k(n) = xk(n)−
R′∑
r=−R′
c(r)el(n− r) (6.12)
où les c(r) sont les oeients d'un ltre RIF non ausal. En raison des hypo-
thèses de la setion 2.1, xk(n) est un mélange RIF ausal de tous les proessus
d'innovation, .-à-d. que (2.4) nous donne
xk(n) =
N∑
q=1
L∑
r=0
hkq(r)uq(n− r). (6.13)
De plus,
el(n) = βlul(n− rl) +
∑
q /∈I
∑
p
βqpuq(n− p) (6.14)
où les bornes de p ne sont pas préisés ii ar le termes orrespondants s'an-
nulent plus bas dans (6.18). Don, si R′ est assez grand pour que rl − R
′ ≤ 0
et rl +R
′ ≥ L, (6.12)-(6.14) nous donnent
x′k(n) =
rl+R
′∑
r=rl−R′
[hkl(r)− βlc(r − rl)]ul(n− r)
+
∑
q∈I,q 6=l
L∑
r=0
hkq(r)uq(n− r) +
∑
q /∈I
∑
p
γkq(p)uq(n− p) (6.15)
où les poids γkq(p) dépendent de c(r), hkq(r) et βqp. Ces termes et les bornes
sur p n'ont pas besoin d'être dénis ii pour les mêmes raisons que plus haut.
La puissane diérentielle de x′k(n) est dénie par
Dpowx′
k
(n1, n2) = E
{
x′k(n2)
2
}
− E
{
x′k(n1)
2
}
. (6.16)
Sahant que tous les proessus d'innovation sont entrés, mutuellement et tem-
porellement indépendants, et que
Dpowuq(n1 − p, n2 − p) = 0, ∀p ∈ {1..N}, ∀q /∈ I, (6.17)
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les éq. (6.15) et (6.16) donnent
Dpowx′
k
(n1, n2) =
rl+R
′∑
r=rl−R′
[hkl(r)− βlc(r − rl)]
2Dpowul(n1 − r, n2 − r)
+
∑
q∈I,q 6=l
L∑
r=0
h2kq(r)Dpowuq(n1 − r, n2 − r). (6.18)
Comme nous avons supposé que toutes les puissanes diérentielles
Dpowul(n1−r, n2−r) ave l ∈ I sont stritement positives, l'éq. (6.18) montre
que la minimisation de Dpowx′
k
(n1, n2) en fontion de c(r) orrespond exate-
ment à
hkl(r)− βlc(r − rl) = 0, ∀r ∈ [rl − R
′, · · · , rl +R
′]. (6.19)
En omparant e résultat ave (6.15), nous en déduisons que pour obtenir une
observation modiée x′k(n) où la ontribution de la l
e`me
soure a été enlevée
onsiste à minimiser Dpowx′
k
(n1, n2). Nous utilisons la méthode de Newton
pour optimiser e ritère, qui est noté J dans la suite et peut être exprimé par
J = E
{(
xk(n2)−
R′∑
r=−R′
c(r)el(n2−r)
)2}
−E
{(
xk(n1)−
R′∑
r=−R′
c(r)el(n1−r)
)2}
.
(6.20)
L'équation de mise à jour du veteur c = [c(−R′), · · · , c(R′)]t s'érit
c← c−
(
∂2J
∂c2
)−1
∂J
∂c
(6.21)
où
∂J
∂c
et
∂2J
∂c2
sont respetivement le gradient et le Hessien du ritère J . Calu-
lons la ie`me omposante du gradient de J par rapport à c :
∂J
∂ci
= 2E
{
− el(n2 − i).
(
xk(n2)−
R′∑
r=−R′
c(r)el(n2 − r)
)}
−2E
{
− el(n1 − i).
(
xk(n1)−
R′∑
r=−R′
c(r)el(n1 − r)
)}
. (6.22)
En partiulier
∂J
∂ci
∣∣∣∣
c=0
= 2E {−el(n2 − i)xk(n2)} − 2E {−el(n1 − i)xk(n1)} . (6.23)
Don nous avons
∂J
∂c
∣∣∣∣
c=0
= −2 (relxk(n2)− relxk(n1)) (6.24)
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où relxk(np) est le veteur d'interorrélation entre les signaux el(np − i), ave
i ∈ [−R′, R′] et xk(np), ave p = 1 ou 2. Calulons maintenant la (i, j)
e`me
omposante du Hessien de J :
∂2J
∂ci∂cj
= 2E {el(n2 − i)el(n2 − j)} − 2E {el(n1 − i)el(n1 − j)} . (6.25)
Don, nous avons
∂2J
∂c2
= 2 (Rel(n2)−Rel(n1)) (6.26)
oùRel(np) est la matrie d'autoorrélation assoiée aux valeurs de el(n) autour
de n = np. En initialisant c ave c = 0, la valeur de c après une itération de
l'algorithme de Newton s'érit
c′ = −
(
∂2J
∂c2
)−1
∂J
∂c
∣∣∣∣
c=0
= −
1
2
(Rel(n2)−Rel(n1))
−1 (−2) (relxk(n2)− relxk(n1))
= (Rel(n2)−Rel(n1))
−1 (relxk(n2)− relxk(n1)) . (6.27)
Sahant que l'algorithme de Newton atteint un point stationnaire en une itéra-
tion pour les ritères quadratiques et que notre ritère est quadratique positif,
nous prouvons que le veteur c′ orrespond au maximum global de J . Notons
que ette expression est une version diérentielle du ltre de Wiener standard
déni par (2.46).
6.3 Résumé de la méthode proposée
Nous proposons la proédure suivante pour réaliser la séparation partielle
rapide des mélanges onvolutifs sous-déterminés. Cette proédure est basée sur
une version adaptée d'algorithme à point xe et sur notre proessus de ltrage
diérentiel pour estimer les ontributions des soures dans les observations
dans le ontexte d'une approhe à déation.
Etape 1 Séletionner deux intervalles temporels non reouvrants en uti-
lisant le même type d'approhe que dans le hapitre 5.
Etape 2 Estimer la matrie de orrélation diérentielle DRx˜(n1, n2) du
veteur d'observations étendu x˜. Caluler ensuite la déomposition en veteurs
propres de ette matrie. Cela nous donne une matrie E dont les olonnes
sont les veteurs propres de norme unité de l'estimée de DRx˜(n1, n2), ainsi
qu'une matrie diagonale ∆ qui ontient les valeurs propres de l'estimée de
DRx˜(n1, n2). Caluler ensuite la matrie B˜ = ∆
−1/2Et. Nous obtenons ainsi
un veteur z˜(n) déni par (2.8) qui vérie (6.9).
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Etape 3 Initialiser le veteur d'extration w, en utilisant (2.29) omme
pour l'algorithme C-FICA mais ave la nouvelle matrie B˜ dénie à l'étape 2.
Créer un signal de sortie y(n) déni par (2.11), où w est un veteur norma-
lisé qui est adapté pour maximiser la valeur absolue du kurtosis diérentiel de
y(n). La même approhe que dans l'étape 3 de la setion 5.2 peut être utilisée.
Cela nous donne l'algorithme C-DFICA déni omme suit :
1) Mise à jour diérentielle de w
w← E
{
z˜(n2)(w
tz˜(n2))
3
}
−E
{
z˜(n1)(w
tz˜(n1))
3
}
−3
[
Rz˜(n1) + (1 +w
tRz˜(n1)w)I
]
w
∝
∂Dkurty(n1, n2)
∂w
(6.28)
2) Normalisation de w, pour vérier la ondition ‖w‖ = 1, .-à-d.
w←
w
‖w‖
. (6.29)
Etape 4 Le proessus non-stationnaire ul(n) extrait par y(n) dans l'étape
3 est ensuite oloré au moyen de notre ltrage de Wiener diérentiel introduit
dans la setion préédente an d'estimer les ontributions de la soure or-
respondante dans haque observation. Ce ltre minimise la puissane diéren-
tielle de la diérene entre une observation et une version ltrée non ausale
ckl(n) ∗ y(n) du signal y(n). Nous avons démontré la onsistane de ette mi-
nimisation et avons établi l'expression des ltres de oloration qui la réalisent,
.-à-d.
ckl = (Rel(n2)−Rel(n1))
−1 (relxk(n2)− relxk(n1)) . (6.30)
Comme ave les fontions statistiques kurtosis et puissane, nous avons prouvé
que e proessus de oloration ne dépend pas des soures de bruit. Les signaux
résultants ckl(n) ∗ y(n) sont ensuite soustraits des observations. Les étapes 2
à 4 sont ensuite réitérées jusqu'à e que tous les proessus d'innovation soient
extraits.
Nous n'introduisons pas ii de version symétrique pour et algorithme dif-
férentiel destiné aux mélanges onvolutifs. En eet, omme nous le développe-
rons dans la prohaine setion, les mélanges onvolutifs peuvent être exprimés
sous forme de mélanges instantanés de multiples versions déalées des soures
et augmentent don onsidérablement la dimensionnalité de l'espae d'opti-
misation par rapport au hapitre 5. Nous éonomisons don énormément de
mémoire et de temps de alul en extrayant les proessus d'innovation les uns
après les autres.
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6.4 Reformulation du mélange sous forme linéaire
instantanée
Dans haun des signaux de mélange de x˜(n) dénis par (2.7), nous onsidé-
rons ii seulement la omposante engendrée par les soures non-stationnaires,
ar le ritère de SAS i-dessus dépend seulement de ette omposante. L'ana-
lyse de la setion 2.5 onernant les mélanges onvolutifs (sur-)déterminés
montre que es mélanges peuvent être interprétés omme des mélanges li-
néaires instantanés de multiples versions pondérées et déalées des proessus
uq(n) ave q ∈ I. En partiulier, l'analyse montre que si Q est l'ordre de H(n)
dans (2.4), et si l'inégalité
PL ≥ Nˇ(Q+ L) (6.31)
est vériée, où L = (2R + 1) est le nombre de déalages, P est le nombre de
mélanges et Nˇ est le nombre de soures non-stationnaires, alors x˜(n) est un
mélange linéaire instantané (sur-)déterminé de versions déalées et pondérées
des proessus uq(n) ave q ∈ I. La preuve de onvergene obtenue dans la
setion 5.3 dans le as instantané peut don être appliquée à notre algorithme
onvolutif diérentiel, e qui garantit ii à nouveau la onvergene globale u-
bique.
Si (6.31) n'est pas vériée, e qui est en partiulier le as quand P = Nˇ ,
le mélange reformulé de manière instantanée est sous-déterminé. Cette sous-
détermination est liée à l'ordre ni des ltres d'extration équivalents de (2.5).
Néanmoins, quand le rapport PL/[Nˇ(Q+ L)] assoié à (6.31) tend vers 1 (e
qui est le as quand P = Nˇ et L est grand), notre onguration est presque dé-
terminée .-à-d. que la matrie de mélange instantanée équivalente est presque
arrée. On peut don enore obtenir quasiment une estimation d'un proessus
uq(n) en maximisant la valeur absolue du kurtosis diérentiel non-normalisé
sous la ontrainte d'une puissane diérentielle unitaire.
Evoquons maintenant l'approximation que nous avons mentionnée dans la
setion 6.2 onernant les points de la sphère unité aessibles en onvolu-
tif. Dans le as linéaire instantané sous-déterminé, vˇ = Mˇtw, où Mˇ est une
matrie orthogonale. Don, faire varier w permet d'atteindre n'importe quelle
valeur de vˇ, et en partiulier toute la sphère unité. Le même résultat s'applique
aux mélanges onvolutifs si (6.31) est vériée pare que, omme expliqué dans
la setion 2.5, es mélanges peuvent être reformulés omme des mélanges li-
néaires instantanés. Au ontraire, quand on onsidère des mélanges onvolu-
tifs tels que (6.31) n'est pas vériée, on ne peut pas garantir que tout point
{vqd, q ∈ I, d ∈ [Dmin, · · · , Dmax]} de la sphère unité peut être atteint en fai-
sant varier w. Cependant, et eet devient négligeable quand PL/[Nˇ(K +L)]
se rapprohe de 1, omme expliqué i-dessus. Ce phénomène est don ignoré
dans e doument.
6.5. Conlusion 91
6.5 Conlusion
Nous avons proposé dans e hapitre un algorithme rapide de type point
xe opérant dans le domaine temporel et destiné à la séparation de mélanges
onvolutifs sous-déterminés. Notre approhe, baptisée C-DFICA, est basée sur
un proessus de blanhiment diérentiel spatio-temporel (ou onvolutif) non-
ausal des observations qui permet d'appliquer des itérations d'optimisation à
point xe pour optimiser le ritère du kurtosis diérentiel. Nous avons prouvé
sous ertaines onditions la onvergene et la stabilité de notre méthode à
déation vers les valeurs optimales du kurtosis diérentiel. Nous proposons
d'estimer les ontributions des soures sur les apteurs grâe au alul d'un
ltre de Wiener diérentiel non-ausal qui permet de minimiser un ritère
quadratique diérentiel déni omme la diérene entre deux instants de la
puissane de l'éart entre une observation et une version ltrée non-ausale du
proessus d'innovation extrait.
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Chapitre 7
Résultats expérimentaux
7.1 Introdution
Dans e hapitre destiné à valider expérimentalement nos algorithmes dif-
férentiels rapides DFICA et C-DFICA, omme dans la partie préédente, nous
ommençons par illustrer le fontionnement de nos méthodes en les testant sur
des mélanges linéaires instantanés et onvolutifs de soures de téléommunia-
tions et de soures audio. Pour haque expériene réalisée, nous donnons aussi
les performanes de séparation obtenues ave les méthodes non-diérentielles
assoiées FastICA et C-FICA. Ensuite, nous eetuons une analyse statistique
pour évaluer la robustesse de nos méthodes en fontion de la puissane du bruit
stationnaire présent dans les mélanges. Nous omparons aussi les performanes
et la rapidité de notre algorithme C-DFICA ave une version diérentielle de
l'algorithme de Tugnait développée auparavant dans l'équipe.
7.2 Séparation de mélanges linéaires instantanés
de signaux téléoms
Nous avons ii eetué une simulation de séparation d'un mélange linéaire
instantané sous-déterminé de deux soures téléoms AM démodulées à 4 états
et d'une soure de bruit stationnaire. Nous avons hoisi ii une soure station-
naire uniformément répartie entre -2 et 2 (e qui orrespond à une soure de
puissane 1.3) et une matrie de mélange égale à
A =
[
1 0.9 1
0.9 1 1
]
(7.1)
et dont la dernière olonne est assoiée à la soure de bruit. Sur les deux
domaines ontenant haun 100000 éhantillons, les deux soures AM sont
respetivement de puissanes 1 et 0.01. Le SNRin orrespondant à ette on-
guration est de -14 dB en moyenne sur les deux domaines.
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La gure 7.1 représente de haut en bas les deux soures AM sur une partie
du domaine 1, les deux observations sur le même domaine et les deux soures
séparées auxquelles ont été enlevées les omposantes de bruit stationnaire.
On onstate que les soures séparées sont visuellement identiques aux soures
réelles malgré la forte présene de bruit dans les observations.
Pour mesurer la performane de séparation, nous avons ii utilisé un ritère
déni à partir de la matrie P × N dite de performane G = [gij] qui est
le produit de la matrie de mélange et de la matrie de séparation partielle
estimée. Le ritère de performanes pour le j e`me signal soure s'érit :
∀j ∈ I, Perf(j) = maxi 10 log10
(
g2ij∑k 6=j
k∈I g
2
ik
)
. (7.2)
Le ritère Perf(j) résultant est ensuite moyenné sur l'indie j pour obtenir un
ritère unique Perf pour une matrie de performanes G donnée. Le ritère
de performanes obtenu par notre algorithme DFICA symétrique pour ette
simulation est de 43.8 dB ontre 0.1 dB pour l'algorithme FastICA symétrique
standard.
Nous avons aussi testé les versions à déation des algorithmes standard et
diérentiel. Les SIRout obtenus pour les deux soures ont été respetivement
de 33.2 dB et 32.5 dB pour notre algorithme DFICA (32.3 et 31.6 dB de SIRI)
et de 3.0 dB et -21.5 dB pour l'algorithme FastICA standard (2.07 et -22.4 dB
de SIRI)23.
23
Les dénitions des paramètres SIRout et SIRI utilisés dans le as d'une séparation
partielle sont données en annexe F.
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Fig. 7.1  De haut en bas : soures 1 et 2, observations 1 et 2, soures estimées
sans leur omposante de bruit.
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7.3 Séparation de mélanges linéaires instantanés
de signaux audio
Nous avons eetué la même simulation que dans la setion préédente en
remplaçant les deux soures téléoms par deux soures audio orrespondant à
l'enregistrement de deux instruments (piano et basse) pendant 15 seondes à
une fréquene d'éhantillonnage de 44 kHz et dont nous avons séletionné deux
domaines de 100000 éhantillons pour appliquer notre méthode diérentielle
(les deux domaines orrespondent aux intervalles [2.105, 3.105] et [5.105, 6.105]).
Les deux soures sont de puissanes 1.0 et 0.26 sur le premier domaine et de
puissanes 0.04 et 0.01 sur le seond domaine. Nous avons hoisi la même
soure de bruit et la même matrie de mélange que dans la setion préédente.
Le SNRin orrespondant à ette onguration est de -19.6 dB en moyenne sur
les deux domaines de 100000 éhantillons.
La gure 7.2 représente de haut en bas le signal soure de basse, le signal
de piano, les deux observations et les deux soures séparées sans leur ompo-
sante de bruit. Comme dans le setion préédente, malgré la forte présene
de bruit, les soures estimées sont visuellement identiques aux soures réelles.
L'indie de performanes obtenu est de 37.3 dB pour notre algorithme diéren-
tiel DFICA symétrique ontre 4.2 dB pour l'algorithme FastICA symétrique
standard. Comme dans la setion préédente, nous avons testé les versions à
déation des algorithmes DFICA et FastICA. Les SIRI obtenus pour les deux
soures ont été respetivement de 19.3 dB et 25.6 dB pour notre algorithme
DFICA (24.2 et 18.9 dB de SIRI) et de 4.6 dB et -2.0 dB pour l'algorithme
FastICA standard (7.3 et -6.6 dB de SIRI).
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Fig. 7.2  De haut en bas : soures 1 et 2, observations 1 et 2, soures estimées
sans leur omposante de bruit.
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7.4 Séparation de mélanges onvolutifs de signaux
téléoms
Dans ette setion, nous avons réalisé une simulation de séparation d'un mé-
lange onvolutif des deux soures téléoms AM à 4 états utilisées préédem-
ment. Comme dans la setion 7.1, les deux soures omportant 100000 éhan-
tillons sur haque domaine sont de puissane 1 sur le premier domaine et de
puissane 0.01 sur le deuxième. La soure stationnaire est une soure unifor-
mément répartie entre -0.5 et +0.5 e qui orrespond à une puissane
24
de
0.082. Nous obtenons dans ette onguration un SNRin moyen sur les deux
domaines de 1.0 dB. Le jeu de ltres de 5 oeients a été généré par une
fontion uniformément répartie entre 0 et 1.
La gure 7.3 représente les deux soures utilisées sur une plage de 300
éhantillons. La gure 7.4 représente de haut en bas les deux observations du
mélange, les deux ontributions réelles des soures 1 et 2 respetivement sur
les apteurs 1 et 2 et les deux estimations de es ontributions. Les SIRout des
ontributions estimées sont respetivement de 21.4 dB et 19.4 dB (les SIRI
sont respetivement de 19.1 dB et 20.1 dB) alors que l'on obtient dans la même
onguration ave l'algorithme C-FICA non-diérentiel des valeurs de SIRout
de 13.0 dB et 8.7 dB (pour des SIRI de 10.7 dB et 9.4 dB).
1000 1050 1100 1150 1200 1250 1300
−1.5
−1
−0.5
0
0.5
1
1.5 s1(n)
n
1000 1050 1100 1150 1200 1250 1300
−1.5
−1
−0.5
0
0.5
1
1.5 s2(n)
n
Fig. 7.3  Soures utilisées 1 et 2 orrespondant à des signaux téléoms AM
démodulés à 4 états.
24
En onvolutif, nous avons dû diminuer la puissane de bruit pour obtenir une séparation
orrete du mélange.
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Fig. 7.4  De haut en bas : observations 1 et 2, ontributions réelles des soures
1 et 2 sur le apteur 2, ontributions estimées sans leur omposante de bruit.
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7.5 Tests statistiques
Nous herhons à omparer les performanes de nos méthodes pour mé-
langes sous-déterminés ave leur versions non diérentielles .-à-d. les algo-
rithmes FastICA et C-FICA. Nous avons d'abord testé notre méthode à déa-
tion DFICA pour mélanges linéaires instantanés sous-déterminés dans le as
N = 5, P = Nˇ = 2, où les deux soures non-stationnaires orrespondent à
des signaux sonores de basse et de piano [63℄ ave 100000 éhantillons sur ha-
un des deux domaines temporels. Les trois soures de bruit sont des signaux
stationnaires de même puissane orrespondant à des distributions uniforme,
gaussienne et laplaienne. Leur fateur d'éhelle et leur puissane résultante
ont été variés dans nos tests pour mesurer l'évolution des performanes en fon-
tion du SNRin des observations. Nous moyennons les deux valeurs de SNRin
assoiées aux deux domaines temporels.
Pour haque fateur d'éhelle appliqué aux soures de bruit normalisées,
nous avons réalisé 100 simulations de Monte-Carlo en faisant varier les oe-
ients de la matrie de mélange ave une distribution uniforme dans [−0.5, 0.5].
Les performanes de notre méthode de SAS sont mesurées par son Rapport Si-
gnal à Interférene de sortie (SIRout), qui peut être omparé au SIR d'entrée
(SIRin) assoié aux observations.
La gure 7.5 montre que quel que soit le SNRin, le SIRout est supérieur
pour notre algorithme diérentiel omparé à l'algorithme standard. De plus,
les performanes ommenent à diminuer signiativement pour un SNRin
inférieur à 10 dB pour notre algorithme diérentiel, au lieu de 35 dB pour
l'algorithme standard. En outre, pour notre version diérentielle, le SIRout est
supérieur à 30 dB pour la première soure extraite jusqu'à un SNRin égal à 0
dB, au lieu de 20 dB pour l'algorithme standard. Ces résultats ont été obtenus
pour un SIRin moyen de 5 dB pour l'ensemble des 100 simulations.
Nous avons aussi omparé la version symétrique de notre algorithme ins-
tantané diérentiel ave l'algorithme symétrique standard FastICA, ave la
même onguration que i-dessus. La gure 7.6 montre les même avantages
que i-dessus pour notre algorithme diérentiel omparé à l'algorithme stan-
dard. Cette fois, l'indie de performanes Perf déni en (7.2) ommene à
diminuer signiativement pour SNRin plus petit que 15 dB (resp. 35 dB)
pour l'algorithme diérentiel (resp. l'algorithme standard) et e ritère reste
supérieur à 33 dB jusqu'à un SNRin égal à 0 dB (resp. 16 dB). Sur ette
gure, les SIRout des ontributions des soures, estimées au moyen de la orré-
lation diérentielle (5.28) omme post-traitement, sont aussi représentés. Cela
montre pour l'algorithme symétrique que le ritère Perf est plus élevé que le
ritère SIRout qui requiert lui pour être mesuré l'estimation des ontributions
des soures par un post-traitement (le ritère Perf se base seulement sur la
matrie de séparation estimée). Notons que es SIRout des ontributions de
soures sont légèrement supérieurs à eux obtenus ave l'algorithme à déation.
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Fig. 7.5  SIRout obtenus ave les versions à déation de FastICA et DFICA
en fontion du SNR d'entrée.
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Fig. 7.6  Perf et SIRout obtenus ave les versions symétriques de FastICA
et DFICA en fontion du SNR d'entrée.
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Dans le as onvolutif, nous avons testé nos algorithmes C-FICA et C-DFICA
pour deux soures laplaiennes olorées par des ltres RIF d'ordre 10 et non-
stationnaires à long terme. Elles sont stationnaires à ourt terme sur deux
fenêtres temporelles de 100000 éhantillons. Nous avons utilisé des ltres de
mélange réels dont les réponses impulsionnelles d'ordre 64 ont été mesurées au
niveau des oreilles d'une tête de mannequin [80℄. Comme dans le as linéaire
instantané, les soures de bruit sont des soures pondérées à distributions uni-
forme, gaussienne et laplaienne dont les fateurs d'éhelle varient pour modi-
er le SNRin.
Pour haque fateur d'éhelle appliqué aux soures de bruit, nous avons
onsidéré 153 jeux de ltres diérents assoiés à diérentes positions de soures.
Nous avons seulement ontraint les 2 soures utiles à n'être pas très prohes les
unes des autres (la diérene angulaire a été prise supérieure ou égale à 20) et
nous avons plaé les soures de bruit à des positions assoiées aux angles -90,
30et 150. Comme ave les versions à déation des algorithmes instantanés,
nous exprimons les performanes en termes de SIRout des ontributions des
soures (mesurés omme expliqué en annexe F), ette fois obtenues en utilisant
le ltrage de Wiener diérentiel (6.30).
La gure 7.7 représente le SIRout des algorithmes d'ACI à point xe stan-
dard et diérentiel en fontion du SNRin. Comme dans le as linéaire ins-
tantané, les performanes de notre algorithme diérentiel restent supérieures
à elles de l'algorithme standard quel que soit le SNRin. Plus préisément,
elles ommenent à diminuer signiativement pour un SNRin inférieur à 15
dB (resp. 35 dB) pour notre version diérentielle (resp. la version standard).
Pour la première soure extraite, le SIRout reste supérieur à 15 dB jusqu'à un
SNRin égal à 8 dB (resp. 22 dB).
Dans l'expériene suivante, nous avons herhé à évaluer la robustesse
de notre algorithme diérentiel pour les mélanges onvolutifs en fontion du
nombre d'éhantillons de haque domaine temporel. Pour ela, nous avons ré-
glé le fateur d'éhelle appliqué aux bruits stationnaires de façon à obtenir un
SNRin moyen de 11 dB pour toutes les positions de soures et pour haque
nombre d'éhantillons n, et nous avons testé notre algorithme diérentiel sur
les 153 jeux de ltres utilisés dans l'expériene préédente. La gure 7.8 montre
que le SIRout moyen reste supérieur à 15 dB jusqu'à un nombre d'éhantillons
égal à 50000 éhantillons.
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Fig. 7.7  SIRout obtenus ave C-FICA et C-DFICA en fon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Fig. 7.8  SIRout obtenus ave C-DFICA en fontion du nombre d'éhantillons.
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Pour N˜ = P = 2 et N = 3, nous avons omparé le temps de alul de notre mé-
thode onvolutive diérentielle rapide C-DFICA ave une version diérentielle
de l'algorithme de Tugnait développée dans [6℄, qui permet déjà une grande
rapidité en utilisant un algorithme de Newton modié. Nous avons hoisi des
proessus d'innovation de soures de densité uniforme ontenant T = 10000
éhantillons sur haque domaine temporel et olorés par des ltres générés
aléatoirement par une loi uniforme. Les ltres de mélange ont aussi été géné-
rés par une loi uniforme. Nous avons fait varier l'ordre du modèle
25 Q entre
0 et 30 (T > 10000 ou Q > 30 entraînent des temps de alul trop grands
pour 100 tests de la méthode de Tugnait modiée) et nous avons eetué 100
tests de Monte Carlo pour haque onguration. Les résultats de la gure 7.9
représentent la durée de l'extration du proessus d'innovation, qui est de loin
l'étape la plus gourmande en temps de alul. Cela montre que notre méthode
à point xe est près de 500 fois plus rapide que la méthode de Tugnait dié-
rentielle. Nous avons aussi onstaté des performanes de séparation légèrement
meilleures pour notre méthode (les SIRout sont supérieurs de 1 dB environ).
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Fig. 7.9  Temps d'extration moyen du premier proessus d'innovation en
fontion deQ pour une optimisation de type Newton et pour notre optimisation
de type point xe (algorithme C-DFICA).
25
L'ordre du modèle est déni par la somme de l'ordre de oloration des soures et de
l'ordre du mélange.
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7.6 Conlusion
Dans e hapitre, nous avons testé expérimentalement nos algorithmes dif-
férentiels DFICA et C-DFICA appliables aux mélanges sous-déterminés res-
petivement instantanés et onvolutifs. Après avoir illustré le fontionnement
de nos méthodes sur des mélanges de soures de téléommuniations et audio,
nous avons présenté les résultats d'une analyse statistique donnant les perfor-
manes de séparation en fontion de la puissane totale des soures de bruit
stationnaires. Les méthodes diérentielles se sont montrées plus résistantes
que les approhes standard en présene de soures de bruit stationnaires. Nous
avons aussi omparé notre algorithme C-DFICA ave une version diérentielle
de l'algorithme de Tugnait développée auparavant dans l'équipe. Nous avons
onstaté que notre algorithme est près de 500 fois plus rapide tout en permet-
tant une séparation légèrement meilleure en termes de SIR.
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Troisième partie
Mélanges linéaires instantanés
ontenant un grand nombre
d'éhantillons
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Chapitre 8
Algorithmes rapides optimisés
pour les mélanges linéaires
instantanés
8.1 Introdution
Ce hapitre présente une nouvelle approhe pour optimiser les ritères de
séparation basés sur le kurtosis dans le as de longs enregistrements de mé-
langes. Notre méthode est basée sur une étape d'identiation polynmiale
multivariable qui évite le alul de statistiques à haque mise à jour de l'al-
gorithme d'optimisation à point xe. Comparées à l'algorithme FastICA et
à notre algorithme DFICA présenté dans la partie préédente, nos nouvelles
méthodes sont très performantes pour les longs enregistrements d'un nombre
modéré de soures mélangées. Elles sont don partiulièrement adaptées à la
séparation aveugle d'images, en raison de l'augmentation atuelle du nombre
de pixels des apteurs photo-sensibles. Nos algorithmes éonomisent aussi de
l'espae mémoire en évitant le alul et le stokage du veteur d'observations
blanhies.
8.2 Position du problème
Notons s(n) = [s1(n), · · · , sN(n)]
t
le veteur des soures réelles entrées et
x(n) = [x1(n), · · · , xP (n)]
t
le veteur des observations. Nous étudions ii le as
des mélanges linéaires instantanés. En notant A la matrie de mélange salaire
de taille P × N ontenant des oeients salaires réels, la relation entre les
veteurs soure et observation s'érit sous forme matriielle
x(n) = As(n) (8.1)
Dans le as (sur-)déterminé, nous faisons les hypothèses lassiques suivantes
onernant le modèle de mélange :
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 s(n) est spatialement indépendant, .-à-d. que ses omposantes sont sta-
tistiquement indépendantes entre elles. Nous supposons aussi qu'au plus
une de ses omposantes est gaussienne.
 La matrie de mélange salaireA est de rang de olonne plein. Si P > N ,
nous pouvons utiliser l'Analyse en Composantes Prinipales (ACP) pour
réduire le nombre d'observations à N .
Les hypothèses i-dessus sont par exemple requises par l'algorithme FastICA
à kurtosis développé par Hyvärinen et Oja [98℄ que nous nous proposons d'op-
timiser dans ette partie.
Dans le as sous-déterminé (P < N), nous optimisons notre algorithme
DFICA présenté dans la partie 2 et destiné à la séparation partielle de soures
non-stationnaires en présene de soures de bruit stationnaires. Les hypothèses
requises par et algorithme sous-déterminé de type point xe sont les suivantes :
 s(n) est omposé de N˜ soures non-stationnaires à long terme (ave N˜ ≤
P ) dont les puissanes varient dans le même sens entre deux instants
partiuliers n1 et n2, et de N − N˜ soures stationnaires à long terme.
Les N soures sont statistiquement indépendantes, et au plus une des N˜
soures non-stationnaires est gaussienne aux deux instants n1 et n2
26
.
 La matrie A˜, omposée des olonnes de A assoiées aux soures non-
stationnaires, est de rang de olonne plein. Si le nombre N˜ de soures
non-stationnaires est inférieur à P , nous pouvons eetuer une Analyse
en Composantes Prinipales diérentielle pour réduire le nombre d'ob-
servations à N˜ .
Dans la suite, nous supposons que le nombre N˜ de soures non-stationnaires
est égal au nombre d'observations P , et nous notons T le nombre d'éhantillons
dans haun des deux intervalles temporels.
Nous onsidérons ii le as où les observations ontiennent un grand nombre
d'éhantillons (typiquement plus de 100000 éhantillons, e qui est souvent le
as pour les soures d'images) e qui implique que les algorithmes FastICA
et DFICA demandent beauoup de temps de alul pour l'estimation des sta-
tistiques à haque mise à jour des algorithmes d'optimisation. En raison de
l'atuelle augmentation de taille des apteurs photo-sensibles de type CCD et
CMOS, qui engendre un grand nombre d'éhantillons, notre approhe est par
exemple une bonne alternative aux algorithmes lassiques FastICA et DFICA
dans le adre du traitement d'images. Nous supposons que les soures à es-
timer ne sont pas trop nombreuses (typiquement jusqu'à 7 soures), e qui
est souvent le as à l'exeption des appliations biomédiales où le nombre de
26
Nous exluons le as très spéique où le kurtosis normalisé et la puissane au arré des
soures non-stationnaires varient de manière inversement proportionnelle.
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mélanges enregistrés est souvent élevé.
8.3 Un algorithme optimisé rapide pour la SAS
(sur-) déterminée
8.3.1 Prinipes et limitations de l'approhe standard
Parmi les méthodes de SAS, nous onsidérons ii elles qui utilisent l'Ana-
lyse en Composantes Indépendantes (ACI) et en partiulier elles qui herhent
à maximiser la non-gaussianité de signaux de sortie pour estimer les soures.
Dans [61℄, il fut proposé d'eetuer ette séparation en deux étapes.
La première étape réalise un blanhiment en appliquant au veteur d'ob-
servations une matrie dite de blanhiment obtenue grâe à la déomposition
en veteurs propres de la matrie d'autoorrélation des observations. Dans la
seonde étape, un algorithme à gradient maximise la valeur absolue ou le arré
du kurtosis non-normalisé d'une ombinaison linéaire y(n) = wtz(n) des N
signaux blanhis sous la ontrainte ‖w‖ = 1. Cela nous donne une estimation
d'une des soures, les autres soures pouvant être estimées itérativement par
une proédure à déation [61℄.
Dans l'algorithme FastICA, le même proessus de blanhiment des obser-
vations est appliqué mais il est ette fois suivi par un algorithme de type point
xe plus rapide que l'algorithme à gradient. L'itération de l'algorithme à point
xe met à jour le veteur d'extration ave le gradient du kurtosis et normalise
ensuite e veteur.
Il existe deux versions de FastICA. La version parallèle, dont la onver-
gene a été rigoureusement prouvée par Oja et Yuan dans [143℄, extrait toutes
les soures en même temps en répétant alternativement les deux opérations
suivantes : la mise à jour d'un jeu de veteurs d'extration par les gradients du
kurtosis en es points et l'orthonormalisation de es veteurs par l'opération
symétriqueW =W (WtW)
− 1
2
, où la matrieW est omposée des N veteurs
d'extration arrangés par olonnes. La mise à jour de type point xe des N
veteurs d'extration est réalisée dans le logiiel FastICA [87℄ par l'opération
W = (Z*(( Z'*W ).
∧
3)) / T - 3 * W (8.2)
où Z est une matrie de taille N × T ontenant les T éhantillons des obser-
vations blanhies et W implémente la matrie W de taille N × N . Comme la
mise à jour (8.2) néessite de stoker Z et (Z'*W).
∧
3, nous avons besoin de
2N × T ases mémoires. De plus, on peut montrer que l'opération (8.2) de-
mande de réaliser (4N2 + N)T + 2N2 opérations élémentaires. Dans [96℄ est
évoquée la possibilité d'eetuer les moyennages dans l'opération de mise à
jour en utilisant un nombre réduit d'éhantillons, diminuant ainsi la harge de
alul. Néanmoins, e nombre réduit d'éhantillons a un eet sur la préision
de l'estimation nale de W. Comme nous herhons à atteindre une bonne
préision, nous utilisons ii toutes les données disponibles.
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La version à déation de FastICA extrait les soures les unes après les
autres en appliquant une proédure d'orthogonalisation à déation à la plae
de l'orthogonalisation symétrique mentionnée i-dessus. Dans e as, à haque
étape de l'optimisation, un unique veteur w est mis à jour ave le gradient
du kurtosis de wtz(n) (la matrie W est remplaée par un unique veteur w
de taille N) et le veteur résultant est projeté sur l'espae orthogonal aux
veteurs d'extration préédemment estimés. Cei est réalisé par l'opération
w = w−WWtw où W ontient les veteurs préédemment estimés arrangés
par olonnes. Le veteur résultant est ensuite normalisé par l'opération w =
w/‖w‖.
8.3.2 Une nouvelle approhe pour optimiser le kurtosis
Dans ette setion, nous proposons une méthode pour éviter l'important
besoin en mémoire et le alul des statistiques empiriques à haque opération
de mise à jour de l'optimisation de W ou w. Cette méthode est basée sur
une identiation polynmiale multivariable qui nous permet d'eetuer les
aluls des algorithmes à point xe i-dessus dans un espae de oeients
polynmiaux. Elle évite aussi le alul et le stokage du veteur d'observa-
tions blanhies z(n). Cette nouvelle approhe est attrayante dans beauoup de
ongurations (ave N ≤ 7) en termes de temps de alul et d'espae mémoire
requis, partiulièrement dans le as de longs enregistrements de mélange, alors
qu'elle onverge exatement vers les mêmes points que les algorithmes FastICA
standard.
Notons y(n) = wtz(n) une ombinaison linéaire des éléments du veteur
d'observations blanhies z(n) utilisé dans l'algorithme FastICA (le alul de
z(n) sera évité dans notre approhe omme expliqué plus bas). Comme tous
les signaux sont supposés être entrés, le kurtosis de y(n) s'érit :
kurty(n) = kurtwtz(n)
= E
{
(wtz(n))4
}
− 3E
{
(wtz(n))2
}2
. (8.3)
Comme nous avons
E
{
(wtz(n))2
}
= E
{
wtz(n)zt(n)w
}
= wtE
{
z(n)zt(n)
}
w
= wtIw
= ‖w‖2, (8.4)
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(8.3) devient
kurty(n) = E
{ N∑
i1,i2,i3,i4=1
4∏
k=1
w(ik)zik(n)
}
− 3
( N∑
i=1
w(i)2
)2
=
N∑
i1,i2,i3,i4=1
( 4∏
k=1
w(ik)
)
E
{ 4∏
k=1
zik(n)
}
− 3
N∑
i1,i2=1
w(i1)
2w(i2)
2.
(8.5)
Comme (8.5) est un polynme d'ordre 4 par rapport aux variablesw(1), · · · , w(N),
nous pouvons dénir un jeu de oeients (αd)d∈D ave
D =
{
d ∈ {0, · · · , 4}N \
N∑
k=1
d(k) = 4
}
, (8.6)
tel que
kurty(n) =
∑
d∈D
αd
N∏
k=1
w(k)d(k). (8.7)
L'éq. (8.7) orrespond au développement anonique du kurtosis par rapport
aux variables w(1), · · · , w(N). Notons R le ardinal27 de D, d1, · · · ,dR ses
éléments et α1, · · · , αR les valeurs de (αd)d∈D. Nous avons alors
kurty(n) =
R∑
r=1
αr
N∏
k=1
w(k)dr(k). (8.8)
Il serait possible de aluler diretement les oeients αr qui dépendent de
moments roisés d'ordre 4 des signaux z1(n), · · · , zN(n). Nous proposons ii
une méthode plus eae en termes de temps de alul. Soit (vi)i=1..R une
famille de R veteurs diérents de taille N . En remplaçant w par vi dans
(8.8), nous avons
∀i = 1 . . . R, kurtvtiz(n) =
R∑
j=1
αj
N∏
k=1
vi(k)
dj(k)
(8.9)
e qui peut être exprimé par la relation matriielle
Mα = k (8.10)
où α est le veteur olonne des oeients (αr)r=1..R et où la matrie M =
[mij ]i,j=1..R et le veteur olonne k = (ki)i=1..R sont dénis respetivement par

∀i, j = 1..R, mij =
N∏
k=1
vi(k)
dj(k)
∀i = 1..R, ki = kurtvtiz(n)
(8.11)
27
On peut montrer que card(D) = R = N+ 3N(N−1)2 +
N(N−1)(N−2)
2 +
N(N−1)(N−2)(N−3)
24 .
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En hoisissant R veteurs d'extration vi de taille N qui fournissent une ma-
trieM non-singulière, nous pouvons don identier les R oeients (αr)r=1..R
en alulant les kurtosis ki des R signaux v
t
iz(n) obtenus ave es veteurs d'ex-
tration et en utilisant la relation inverse de (8.10), .-à-d. α = M−1k. Dans
l'annexe G, nous proposons un hoix partiulier de veteurs (vi) qui entraîne
un bon onditionnement de la matrie M. Notons que grâe au proessus de
blanhiment,
∀i = 1, · · · , R, E{(vtiz(n))
2} = ‖vi‖
2, (8.12)
omme le montre (8.4) et don
kurtvtiz(n) = E{(v
t
iz(n))
4} − 3‖vi‖
4, (8.13)
si bien que nous n'avons à aluler qu'un moment simple d'ordre 4 pour haun
des R veteurs d'extration. De plus la relation
∀i = 1 . . . R, vtiz(n) = v
t
i∆
−1/2Etx(n)
= utix(n) (8.14)
ave uti = v
t
i∆
−1/2Et nous permet d'éviter le alul du veteur d'observations
blanhies z(n). Dans la suite, V et U sont les matries ontenant respetive-
ment les jeux de veteurs (ui)i=1..R et (vi)i=1..R arrangés par olonnes.
Notons que la matrie M est indépendante des soures et du proessus de
mélange. Il est don possible de aluler son inverse une fois pour toutes pour
le jeu de veteurs (vi)i=1..R hoisi pour un nombre de soures donné. Après
avoir identié le jeu de oeients (αr)r=1..R en alulant les kurtosis ki des R
signaux assoiés aux veteurs (vi)i=1..R et en alulant α =M
−1k, nous her-
hons à maximiser la valeur absolue de kurtwtz(n) =
∑R
r=1 αr
∏N
k=1w(k)
dr(k)
par rapport à w sous la ontrainte ‖w‖ = 1. Cela peut être réalisé de la
même façon qu'ave l'algorithme FastICA standard mais ii dans l'espae des
oeients polynmiaux αr de (8.8), au lieu de l'espae des signaux assoié à
(8.3). Comme dans la version à déation de FastICA, nous répétons alterna-
tivement l'opération de mise à jour par le gradient du kurtosis et l'opération
de normalisation (pour la version parallèle, N veteurs sont mis à jour puis
orthonormalisés). Nous utilisons don le gradient de kurtwtz(n) par rapport à
w, qui s'érit
∂kurtwtz(n)
∂w
=
R∑
r=1
αr
∂
∏N
k=1w(k)
dr(k)
∂w
(8.15)
ave
∂
∏N
k=1w(k)
dr(k)
∂w(j)
=


dr(j)w(j)
dr(j)−1
∏
k 6=j
w(k)dr(k) , si dr(j) ≥ 1
0 , si dr(j) = 0
(8.16)
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8.3.3 Résumé de la méthode proposée
Résumons maintenant la version parallèle de notre algorithme FastICA op-
timisé, que nous appelons O-FICA :
 Estimer la matrie d'auto-orrélation Rx du veteur d'observations x(n)
et aluler sa déomposition en veteurs propres qui donne une matrie
orthogonale E et une matrie diagonale ∆.
 Caluler U = E∆−1/2V où V est onstituée des veteurs d'extration
proposés dans l'annexe G.
 Caluler les kurtosis (ki)i=1..R des R signaux u
t
ix(n), i = 1..R et iden-
tier le jeu de oeients α = (αr)r=1..R au moyen de l'inverse de M
dénie par (8.11) et alulée préalablement, ave la relation α =M−1k.
 InitialiserW ave N veteurs de tailleN diérents arrangés par olonnes,
.-à-d. W = [w1, · · · ,wN ] = [wji] et répéter jusqu'à la onvergene :
1) ∀i, j = 1 . . . N, wji ←
∑R
r=1 αrdr(j)w
max(dr(j)−1,0)
ji
∏
k 6=j w
dr(k)
ki
e qui est équivalent à faire ∀i = 1 . . . N, wi ←
∂kurt
w
t
i
z
(n)
∂wi
.
2) W←W(WtW)−
1
2
Remarquons que e nouvel algorithme ne demande pas d'estimer de statis-
tiques à haque étape de l'algorithme à point xe, ontrairement à l'algo-
rithme FastICA standard. Il n'utilise que des oeients polynmiaux αr dont
le nombre est indépendant de T , e qui est plus eae s'ils ne sont pas trop
nombreux ('est le as typiquement pour N ≤ 7). De plus, nous évitons de
stoker les matries Z et (Z'*W).
∧
3 pendant l'algorithme à point xe, e qui
représente 2NT ases mémoires. On peut montrer que nous ne stokons ii que
R2+R+RN+N2 mots mémoires pendant l'optimisation, valeur indépendante
du nombre d'éhantillons T .
Le passage à la version à déation de notre algorithme O-FICA peut être
déduit failement de la relation entre les versions parallèle et à déation de
l'algorithme FastICA lassique.
8.4 Un algorithme optimisé rapide pour la SAS
sous-déterminée
8.4.1 Prinipe et limitations de notre approhe DFICA
Comme l'algorithme FastICA standard, notre algorithme DFICA est om-
posé de deux étapes : une étape de blanhiment diérentiel suivie d'un al-
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gorithme de type point xe. Le blanhiment diérentiel estime la matrie
d'autoorrélation diérentielle des observations dénie par la diérene entre
les matries d'autoorrélation estimées respetivement sur les deux intervalles
temporels :
DRx(n1, n2) = Rx(n2)−Rx(n1). (8.17)
Ensuite, sous la ondition que DRx(n1, n2) est dénie positive
28
, sa déompo-
sition en veteurs propres est alulée, e qui donne une matrie orthogonale
E et une matrie diagonale ∆. La matrie de blanhiment diérentielle est
ensuite obtenue par B = ∆−1/2Et. Enn, les observations sont blanhies dif-
férentiellement. Ce blanhiment diérentiel implique une équivalene entre la
normalisation d'un veteur d'extration w et elle de la puissane diérentielle
du signal y(n) = wtz(n) :
E{y2(n2)} −E{y
2(n1)} = 1⇔ ‖w‖
2 = 1. (8.18)
Nous avons prouvé dans la seonde partie de e doument que la maximisation
de la valeur absolue du kurtosis diérentiel de wtz(n), déni par
Dkurtwtz(n1, n2) = kurtwtz(n2)− kurtwtz(n1) (8.19)
par rapport à w sous la ontrainte ‖w‖ = 1 réalise la séparation partielle des
soures non-stationnaires, .-à-d. que le signal de sortie y(n) = wtz(n) est alors
omposé d'une unique soure utile et de ontributions des soures de bruit.
Comme pour l'algorithme FastICA standard, nous avons proposé deux ver-
sions de notre algorithme DFICA. La version parallèle extrait toutes les soures
utiles en même temps en mettant à jour N˜ veteurs d'extration ave les gra-
dients du kurtosis diérentiel en es points, puis en les orthonormalisant au
moyen de l'opération symétrique W = W(WtW)−1/2 déjà mentionnée dans
le hapitre préédent. La mise à jour de type point xe des N˜ veteurs d'ex-
tration peut être représentée en langage Matlab par les opérations
R1 = ( Z1*Z1' )/T ;
D = diag( W'*R1*W )' ;
W = ( Z2*( ( Z2'*W ).
∧
3 ) - Z1*( ( Z1'*W ).
∧
3 ) ) / T
-3( ( I+R1 )*W+D(ones(1,length(W)), :).*W ) ; (8.20)
où Z1 et Z2 sont deux matries de taille N˜ × T ontenant les T éhantillons
des observations diérentiellement blanhies sur les deux intervalles temporels,
W est une matrie de taille N˜ × N˜ implémentant les N˜ veteurs d'extration
arrangés par olonnes et R1 est la matrie d'autoorrélation de z(n) sur le
premier intervalle. La mise à jour (8.20) demande don de stoker au moins Zi
et ( Zi'*W ).
∧
3 ave i = 1 ou 2, e qui représente 2N˜T ases mémoires.
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Les onditions de la nature dénie positive de DRx(n1, n2) seront données dans la
prohaine setion.
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De plus, on peut montrer que l'opération (8.20) néessite de aluler (10N˜2 +
2N˜)T + 6N˜3 + N˜2 + N˜ opérations élémentaires.
Comme pour les algorithmes FastICA et O-FICA, une version à déa-
tion peut être obtenue en remplaçant la matrie W par un unique veteur
d'extration w et en appliquant une orthogonalisation à déation au lieu de
l'orthogonalisation symétrique.
Comme pour la version optimisée O-FICA de l'algorithme FastICA stan-
dard, nous proposons dans la prohaine setion une approhe pour éviter le
alul de statistiques à haque étape de l'optimisation à point xe.
8.4.2 Une nouvelle approhe pour optimiser le kurtosis
diérentiel
Notons à nouveau y(n) = wtz(n) une ombinaison linéaire des éléments
du veteur d'observations diérentiellement blanhies z(n) obtenu dans l'algo-
rithme DFICA.
Comme pour l'algorithme O-FICA, le alul de z(n) sera évité dans notre
nouvel algorithme omme expliqué plus bas. Dans la setion préédente, nous
avons montré que le kurtosis standard de y(n) est un polynme multivariable
par rapport à w(1), · · · , w(N˜). Le kurtosis diérentiel, déni omme une dif-
férene de deux kurtosis à deux instants, est don aussi un polynme multiva-
riable de es mêmes variables. On peut failement l'exprimer en fontion des
moments roisés d'ordre 4 des signaux z1(n), · · · , zP (n) :
Dkurty(n1, n2) = kurty(n2)− kurty(n1)
= E
{
(wtz(n2))
4 }
−3
(
E
{
(wtz(n2))
2 })2
−E
{
(wtz(n1))
4 }
+3
(
E
{
(wtz(n1))
2 })2
= E
{∑N˜
i1,i2,i3,i4=1
∏4
k=1w(ik)zik(n2)
}
−3
(
E
{∑N˜
i1,i2=1
w(i1)w(i2)zi1(n2)zi2(n2)
})2
−E
{∑N˜
i1,i2,i3,i4=1
∏4
k=1w(ik)zik(n1)
}
+3
(
E
{∑N˜
i1,i2=1
w(i1)w(i2)zi1(n1)zi2(n1)
})2
=
∑N˜
i1,i2,i3,i4=1
(
E
{∏4
k=1 zik(n2)
}
−E
{∏4
k=1 zik(n1)
})∏4
k=1w(ik)
−3
∑N˜
i1,i2,i3,i4=1
(
E
{
zi1(n2)zi2(n2)
}
E
{
zi3(n2)zi4(n2)
}
−E
{
zi1(n1)zi2(n1)
}
E
{
zi3(n1)zi4(n1)
}) 4∏
k=1
w(ik). (8.21)
Comme le kurtosis standard, le kurtosis diérentiel peut ainsi être exprimé de
façon similaire à (8.7) en fontion d'un jeu de R oeients (αd)d∈D. Au lieu
de aluler les moments roisés identiés dans (8.21), les oeients polyn-
miaux peuvent être identiés en alulant les kurtosis diérentiels Dki de R
signaux obtenus ave R veteurs d'extration (vi)i=1..R qui peuvent être hoisis
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omme indiqué dans l'annexe G
29
. Comme dans le as (sur-)déterminé, il n'est
pas néessaire de aluler le veteur d'observations diérentiellement blanhies
z(n). Une fois que l'on a identié le jeu de oeients (αr)r=1..R en alulant
les kurtosis diérentiels de R signaux et en multipliant le veteur résultant par
l'inverse de M, on peut utiliser le même type d'algorithme que dans l'algo-
rithme O-FICA (sur-)déterminé pour maximiser la valeur absolue du kurtosis
diérentiel sous ontrainte de puissane diérentielle unitaire.
8.4.3 Résumé de la méthode proposée
Résumons maintenant notre algorithme DFICA optimisé, que nous appe-
lons O-DFICA :
 Choisir deux intervalles temporels assoiés aux deux instants n1 et n2 de
sorte que l'estimée de la matrie d'autoorrélation diérentielle
DRx(n1, n2) = Rx(n2)−Rx(n1) soit dénie positive
30
et aluler sa dé-
omposition en veteurs propres qui donne une matrie orthogonale E et
une matrie diagonale ∆.
 Caluler U = E∆−1/2V où V est onstituée des veteurs d'extration
proposés dans l'annexe G.
 Caluler les kurtosis diérentiels (Dki)i=1..R des R signaux u
t
ix(n), i =
1..R et déterminer le jeu de oeients α = (αr)r=1..R au moyen de
la matrie inverse de M (8.11) alulée préalablement, ave la relation
α =M−1Dk.
 InitialiserW ave N˜ veteurs diérents de taille N˜ arrangés par olonnes,
.-à-d. W = [w1, · · · ,wN˜ ] = [wji] et répéter jusqu'à la onvergene :
1) ∀i, j = 1 . . . N˜ , wji ←
∑R
r=1 αrdr(j)w
max(dr(j)−1,0)
ji
∏
k 6=j w
dr(k)
ki
e qui est équivalent à faire ∀i = 1 . . . N˜ , wi ←
∂Dkurt
w
t
i
z
(n1,n2)
∂wi
.
2) W←W(WtW)−
1
2
Comme l'algorithme O-FICA, et algorithme O-DFICA n'utilise que des o-
eients polynmiaux dont le nombre est indépendant de T , pendant l'opti-
misation de type point xe. Cela est plus eae quand le nombre de soures
est modéré (typiquement N˜ ≤ 7). Il évite aussi de stoker Zi et ( Zi'*W
29
La valeur de R dépend ette fois de N˜ au lieu de N , .-à-d. R = Card(D) = N˜ +
3N˜(N˜−1)
2 +
N˜(N˜−1)(N˜−2)
2 +
N˜(N˜−1)(N˜−2)(N˜−3)
24 .
30
Nous avons prouvé dans la seonde partie que ette ondition est équivalente à l'augmen-
tation de puissane de toutes les soures non-stationnaires entre n1 et n2. Si DRx(n1, n2)
est dénie négative, on peut permuter les deux intervalles temporels assoiés à n1 et n2 pour
la rendre dénie positive.
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).
∧
3 ave i = 1 ou 2, e qui représente 2N˜T mots mémoires. Comme ave
l'algorithme (sur-)déterminé, nous ne stokons ii que R2+R+RN˜+N˜2 mots,
valeur indépendante du nombre T d'éhantillons.
Comme pour l'algorithme O-FICA, la version à déation de notre algo-
rithme sous-déterminé O-DFICA peut être déduite de la relation entre les
algorithmes parallèles et à déation de l'algorithme FastICA lassique.
8.5 Conlusion
Dans e hapitre, nous avons proposé des méthodes d'optimisation du kur-
tosis et du kurtosis diérentiel basées sur l'identiation du ritère sous forme
d'un polynme relativement aux variables d'extration. Nous avons montré
que nos algorithmes pour mélanges (sur-) et sous-déterminés, baptisés respe-
tivement O-FICA et O-DFICA, évitent l'estimation de statistiques à haque
itération de l'algorithme d'optimisation à point xe. Ils évitent aussi de stoker
le veteur d'observations blanhies qui est de grande taille lorsque le nombre
d'éhantillons est élevé. Notre approhe est partiulièrement intéressante en
séparation aveugle d'images en raison de l'augmentation du nombre de pixels
des apteurs photo-sensibles de types CCD et CMOS.
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Chapitre 9
Résultats expérimentaux
9.1 Introdution
Dans e hapitre, nous présentons des résultats expérimentaux qui om-
parent les vitesses de nos algorithmes O-FICA et O-DFICA ave elles des
algorithmes standard FastICA et DFICA. Dans la première setion, nous mon-
trons l'intérêt de notre approhe pour la séparation d'images astrophysiques
reueillies par le télesope Hubble. Des tests de Monte-Carlo sont ensuite réa-
lisés dans deux ongurations : elle où le ritère d'arrêt est xé et elle où
le temps de alul est xé. Dans le premier as, nous mesurons le temps mis
par les algorithmes à atteindre un ritère d'arrêt permettant d'obtenir une
performane de séparation moyenne donnée. Dans le deuxième as, nous éva-
luons les performanes moyennes qui peuvent être atteintes par les diérents
algorithmes en un temps xé.
9.2 Appliation à l'astrophysique
Nous avons ii appliqué notre algorithme O-FICA à la séparation de deux
types de rayonnement émis par un nuage interstellaire en présene du rayon-
nement d'une étoile voisine. Les nuages interstellaires sont à l'origine de la
formation des étoiles, e qui les rend partiulièrement intéressants à étudier
d'un point de vue physio-himique.
Les télesopes qui srutent es nuages interstellaires, souvent en employant
des ltres pour obtenir des images à diérentes longueurs d'onde, permettent
d'obtenir une distribution spatiale des rayonnements émis. Dans le as des né-
buleuses par réexion, la répartition spatiale obtenue est en fait une répartition
du mélange formé par deux types de rayonnements : l'émission rouge étendue
(ERE : Extended Red Emission en anglais) dont le spetre s'étend de 540 à 900
nm ave un pi entre 600 et 800 nm, et la lumière diusée (sattered light en
anglais). En modiant la longueur d'onde d'étude, on obtient des répartitions
diérentes du fait de l'émission plus ou moins importante de es deux types
de rayonnements aux longueurs d'onde onsidérées.
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Admettons que le nombre de photons reçus dans la ellule d'un apteur
CCD pour un type de rayonnement donné soit proportionnel à l'intensité de
e rayonnement dans la zone spatiale assoiée à e pixel ainsi qu'à la densité
spetrale du rayonnement à la longueur d'onde hoisie :
νj(x, y, λ) = C
teSj(λ)rj(x, y) (9.1)
où νj(x, y, λ) est le nombre de photons du rayonnement j et de longueur d'onde
λ reçus par le pixel de oordonnées x et y, rj(x, y) est l'intensité du rayonne-
ment j dans la zone spatiale assoiée au pixel de oordonnées x et y, et Sj(λ)
est la densité spetrale d'émission du rayonnement j à la longueur d'onde λ.
Dans le as de l'émission de N rayonnements diérents, on obtient pour P
longueurs d'onde diérentes λ1, · · · , λP les équations
∀i = 1 . . . P, ν(x, y, λi) =
N∑
j=1
νj(x, y, λi) (9.2)
où ν(x, y, λi) est le nombre total de photons de longueur d'onde λi reçus par
le pixel (x, y). En tenant ompte de l'éq. (9.1), nous obtenons
∀i = 1 . . . P, ν(x, y, λi) =
N∑
j=1
CteSj(λi)rj(x, y), (9.3)
e qui s'érit matriiellement
ν(x, y) = S r(x, y) (9.4)
où les veteurs r(x, y) et ν(x, y) sont les veteurs soure et observation dénis
respetivement par r(x, y) =
(
rj(x, y)
)
j=1..N
et ν(x, y) =
(
ν(x, y, λi)
)
i=1..P
, et
S est la matrie de mélange dénie par S =
[
CteSj(λi)
]
i=1..P,j=1..N
.
L'équation (9.4) orrespond à l'équation d'un mélange linéaire instantané
d'images
31
de oordonnées spatiales x et y.
Ce modèle simple eetue quelques approximations aeptables pour l'ap-
pliation que nous allons présenter. Il suppose en eet que les spetres des
rayonnements ne varient pas spatialement, e qui peut être irréaliste en as de
présene de forts transferts radiatifs, dans le as de galaxies par exemple [140℄.
Néanmoins Witt et al. [223℄ ont montré que pour les nébuleuses par réexion,
e phénomène n'intervient pas.
Lorsque le nombre de pixels du apteur photo-sensible est important, une
ontrainte alulatoire apparaît : l'analyse statistique des éhantillons impose,
si l'on veut tirer le meilleur parti des données, d'eetuer des moyennages spa-
tiaux sur un grand nombre de valeurs. L'algorithme FastICA, omme nous
31
Réemment des méthodes de séparation aveugle de soures ont été utilisées pour étudier
la répartition d'espèes himiques de nuages interstellaires ; le mélange y était interprété en
termes de mélanges de spetres et non de répartitions spatiales de rayonnement [29, 138℄.
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l'avons expliqué préédemment, eetue des aluls statistiques à haque ité-
ration de l'algorithme de type point xe, e qui entraîne un temps de alul
important. Notre algorithme O-FICA eetue lui une analyse statistique dans
un premier temps pour identier la fontion polynmiale à optimiser, puis réa-
lise l'optimisation du polynme sans avoir à aluler de statistiques sur un
grand nombre d'éhantillons.
Nous omparons ii les temps de alul des algorithmes O-FICA et FastICA
pour l'analyse de la répartition spatiale de rayonnements à partir de deux
images de la nébuleuse NGC 2023 prises par le télesope Hubble aux deux
longueurs d'onde λ1=474 nm et λ2=631 nm. Le apteur CCD employé est de
taille 4220× 4298, e qui entraîne un nombre d'éhantillons égal à 18137560.
Cette valeur est très élevée et exige un temps de alul important en utilisant
l'algorithme FastICA.
Les gures 9.1 et 9.2 représentent les deux images obtenues par le télesope
Hubble respetivement aux longueurs d'onde λ1=474 nm et λ2=631 nm.
Les gures 9.3 et 9.4 représentent les deux images obtenues en sortie des
algorithme FastICA ou O-FICA. Alors que l'algorithme FastICA a eetué la
séparation en 115 se., .-à-d. près de deux minutes sur notre mahine, l'algo-
rithme O-FICA n'a mis que 4.5 seondes pour réaliser la même tâhe.
Les deux répartitions spatiales de rayonnement des gures 9.3 et 9.4 sont
intéressantes d'un point de vue astrohimique ar elles nous renseignent sur
les répartitions des espèes himiques qui les émettent. Parmi les espèes hi-
miques présentes dans les nuages interstellaires, on peut iter les moléules
polyyliques aromatiques hydrogénées (PAH : Polyyli Aromati Hydroar-
bons) qui sont ionisées à divers degrés (PAH neutres, PAH+, PAH++ et PAH+2 )
et les très petits grains (VSG : Very Small Grain en anglais) formés par agré-
gation de es moléules aromatiques. Des travaux menés en ollaboration ave
l'équipe d'Olivier Berné et de Christine Joblin du CESR [30℄ ont montré qu'un
bon andidat à l'émission du rayonnement ERE est la moléule PAH+2 , pré-
sente en périphérie du nuage en raison d'un proessus de destrution des VSG
exposés aux photons UV. Etant le produit nal d'une asade de réations de
photodissoiation, ette espèe est en eet relativement stable et abondante ar
elle se reforme eaement à partir des moléules de PAH neutres et ionisés.
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Fig. 9.1  Image de la nébuleuse NGC 2023 prise par le télesope Hubble à la
longueur d'onde λ1=474 nm.
Fig. 9.2  Image de la nébuleuse NGC 2023 prise par le télesope Hubble à la
longueur d'onde λ2=631 nm.
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Fig. 9.3  Image séparée 1 obtenue ave l'algorithme FastICA en 115 se. et
ave l'algorithme O-FICA en 4.5 se.
Fig. 9.4  Image séparée 2 obtenue ave l'algorithme FastICA en 115 se. et
ave l'algorithme O-FICA en 4.5 se.
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9.3 Tests statistiques
Dans la première série de tests présentée i-dessous, nous avons omparé
les temps de alul des algorithmes optimisés O-FICA et O-DFICA aux algo-
rithmes standard assoiés FastICA et DFICA. Pour ela, nous avons mesuré
le temps qu'ils prennent à atteindre le ritère d'arrêt utilisé dans le logiiel
Matlab FastICA. Brièvement, e ritère ompare les diretions des veteurs
d'extration après les deux dernières mises à jour et l'optimisation est stop-
pée si es diretions varient moins qu'un ertain seuil (nous avons réglé e
paramètre de seuil à 10−4, qui est la valeur par défaut dans le logiiel). Nous
avons testé les versions parallèles et à déation des algorithmes pour séparer
des soures uniformes et laplaiennes en nombres à peu près égaux.
Pour les algorithmes diérentiels O-DFICA et DFICA, nous avons pris
deux intervalles entre lesquels les puissanes des soures varient dans le même
sens. Sur es intervalles, nous avons mélangé es soures ave 3 soures de
bruit stationnaires orrespondant à des distributions uniforme, gaussienne et
laplaienne.
La gure 9.5 représente les valeurs de t′/t en fontion du nombre d'éhan-
tillons T , où t et t′ sont respetivement les temps de alul des algorithmes
standard et optimisé. Pour haque onguration, nous avons réalisé 100 tests
de Monte-Carlo en faisant varier les soures et les oeients de mélange, et
avons moyenné les valeurs de t′/t. On peut onstater sur la gure 9.5 que
pour un nombre de soures (un nombre de soures non-stationnaires dans le
as diérentiel) inférieur ou égal à 7 pour les algorithmes (sur-)déterminés et
inférieur ou égal à 6 pour les algorithmes diérentiels, le rapport t′/t est nette-
ment inférieur à 1 quand le nombre d'éhantillons T est assez grand et déroît
généralement quand T augmente, e qui montre l'eaité de nos méthodes
optimisées.
Dans la seonde série de tests, nous avons représenté l'indie de perfor-
manes en fontion du temps de alul des algorithmes symétriques standard et
optimisés dans la même onguration que i-dessus. L'indie de performanes
mentionné i-dessus est déni par
Perf = meanj
{
maxi 10 log10
(
g2ij∑
j 6=i g
2
ij
)}
(9.5)
où les valeurs gij sont les oeients de la matrie de performanes G égale
au produit des matries de mélange et de séparation. Dans le as diérentiel,
nous ne prenons en ompte que les olonnes de G assoiées aux soures non-
stationnaires et nous évaluons don la qualité de la séparation partielle des
soures utiles.
Comme préédemment, pour haque onguration assoiée à un nombre de
soures et à un temps de alul donnés, nous avons réalisé 100 tests de Monte-
Carlo et avons moyenné les valeurs de Perf . Nous avons hoisi un nombre total
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Fig. 9.5  Rapport t′/t des temps de alul en fontion du nombre T d'éhantillons.
En traits pleins : algorithmes symétriques, en pointillés : algorithmes à déation.
A gauhe : algorithmes non-diérentiels (sur-)déterminés FastICA et O-FICA.
A droite : algorithmes diérentiels sous-déterminés DFICA et O-DFICA.
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d'éhantillons égal à 100000 (T = 50000 dans le as diérentiel). La gure 9.6
montre que les algorithmes optimisés atteignent la plus grande valeur de Perf
en un temps de alul plus ourt (exepté pour N˜ = 7 dans le as diéren-
tiel). Nous voyons aussi que pour les algorithmes FastICA et DFICA, l'indie
de performanes augmente progressivement ontrairement à nos versions op-
timisées pour lesquelles l'indie augmente très rapidement au moment où les
oeients polynmiaux ont été estimés (le temps de l'optimisation dans le
nouvel espae est négligeable omparé à l'identiation polynmiale).
9.4 Conlusion
Dans e hapitre, nous avons démontré l'intérêt de nos algorithmes op-
timisés O-FICA et O-DFICA par rapport aux méthodes standard assoiées,
FastICA et DFICA. Une appliation en astrophysique a d'abord montré que
dans le as d'une séparation de deux images soures de dimension 4220×4298,
notre méthode O-FICA permet d'eetuer la séparation en un temps 25 fois
plus ourt. Des tests statistiques ont ensuite montré que nos algorithmes per-
mettent, lorsque le nombre d'observations don de soures n'est pas trop élevé,
d'obtenir la même performane de séparation en un temps plus ourt. Ces tests
statistiques, pour des raisons de temps de alul, ont été limitées à un nombre
d'éhantillons égal à 1 million. Nos méthodes se sont alors révélées 2 à 10
fois plus rapides que les méthodes standard. Pour des nombres d'éhantillons
très grands omme dans le as des images astrophysiques de grande taille, le
gain s'avère supérieur. Nos méthodes permettent aussi, en un temps de alul
donné, d'obtenir une meilleure séparation.
9.4. Conlusion 129
0 1 2 3 4
0
20
40
60
0 2 4 6 8
0
20
40
60
0 2 4 6 8 10 12
0
20
40
60
0 5 10 15
0
20
40
60
0 5 10 15 20 25
0
20
40
60
0 5 10 15 20 25 30
0
20
40
60
temps de calcul (sec.)
P erf (dB) N = 2
N = 3
N = 4
N = 5
N = 6
N = 7
0 1 2 3 4
0
20
40
60
0 2 4 6 8 10 12
0
20
40
60
0 2 4 6 8 10 12
0
20
40
60
0 5 10 15 20
0
20
40
60
0 5 10 15 20 25
0
20
40
60
0 10 20 30
0
20
40
60
P erf (dB)
temps de calcul (sec.)
N˜ = 2
N˜ = 3
N˜ = 4
N˜ = 5
N˜ = 6
N˜ = 7
Fig. 9.6  Indie de performanes Perf en fontion du temps de alul.
En traits pleins : algorithmes symétriques optimisés.
En pointillés : algorithmes symétriques standard.
A gauhe : algorithmes non-diérentiels (sur-)déterminés FastICA et O-FICA.
A droite : algorithmes diérentiels sous-déterminés DFICA et O-DFICA.
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Ce travail de thèse a eu pour objetif de proposer des algorithmes temporels
de type point xe pour une lasse de mélanges plus large que la lasse des mé-
langes linéaires instantanés (sur-)déterminés, domaine d'appliation de l'algo-
rithme FastICA. Nous nous sommes d'abord intéressés aux mélanges onvolu-
tifs (sur-)déterminés pour lesquels nous avons proposé un algorithme dénommé
C-FICA, qui, grâe à une proédure de blanhiment onvolutif non-ausal et
à une initialisation partiulière des paramètres d'extration, utilise des itéra-
tions d'optimisation de type point xe pour estimer le proessus d'innovation
d'une soure. Les ontributions des soures sur les diérents apteurs sont
obtenues grâe à un ritère quadratique orrespondant à la puissane de la
diérene entre une observation et une version ltrée non-ausale du proes-
sus d'innovation extrait. L'optimisation de e ritère onduit à l'adoption d'un
proessus de ltrage de Wiener non-ausal. Des tests expérimentaux ont mon-
tré que notre approhe permet de séparer des mélanges onvolutifs artiiels
de signaux réels audio pour des réponses impulsionnelles de ltres ontenant
256 oeients mesurés au niveau des oreilles d'une tête de mannequin. Notre
méthode a aussi permis de séparer des mélanges de signaux de téléommuni-
ations pour des ltres artiiels d'ordre 10. Suivant le type de soures et la
longueur des ltres, nous obtenons des SIR (rapport signal à interférene) de
sortie ompris entre 13 à 25 dB. Nous avons onstaté que notre algorithme
C-FICA permet d'eetuer la séparation lorsque deux soures se trouvent du
même té de la tête de mannequin, ontrairement à d'autres algorithmes qui
n'y parviennent pas dans e as de gure. Dans le as des signaux audio, une
proédure a été proposée, qui permet de reherher les zones stationnaires des
signaux de mélange. Des tests statistiques ont ensuite permis de valider notre
algorithme en termes de performanes de séparation et de rapidité. Nous avons
notamment montré que notre algorithme est plus de 100 fois plus rapide et lé-
gèrement plus performant en termes de séparation que l'algorithme de Tugnait
modié (aéléré en utilisant une optimisation de type Newton), qui s'applique
aux mêmes lasses de mélanges et de soures. Cela permet d'utiliser des ltres
de séparation d'ordre plus grand et d'obtenir ainsi de meilleures performanes
que et algorithme de Tugnait modié.
Dans la seonde partie de e doument, nous avons proposé des algorithmes
de type point xe pour les mélanges sous-déterminés instantanés ou onvo-
lutifs. Contrairement à beauoup d'algorithmes destinés aux mélanges sous-
déterminés, nous n'utilisons pas ii l'hypothèse de parimonie des soures. Le
onept de séparation diérentielle de soures que nous employons nous permet
d'eetuer la séparation partielle de soures utiles non-stationnaires en pré-
sene de soures de bruit stationnaires. L'algorithme que nous proposons pour
les mélanges linéaires instantanés sous-déterminés, baptisé DFICA, utilise un
blanhiment diérentiel des observations de façon à employer un algorithme de
type point xe pour extraire les soures, soit itérativement par une approhe
à déation, soit de façon symétrique en utilisant un ritère de kurtosis dit
diérentiel. La onvergene globale de es algorithmes est prouvée rigoureu-
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sement et l'on montre que ette onvergene est ubique. Pour la séparation
des mélanges onvolutifs sous-déterminés, nous avons étendu le proessus de
blanhiment spatio-temporel non ausal à la séparation diérentielle de soures
et avons proposé l'algorithme C-DFICA qui emploie un proessus de blanhi-
ment onvolutif diérentiel non-ausal en préalable à l'optimisation du ritère
du kurtosis diérentiel. Un ritère quadratique diérentiel est proposé pour
l'estimation des ontributions des soures sur les apteurs, et son optimisation
est réalisée au moyen d'un proessus de ltrage de Wiener non-ausal dit dif-
férentiel. Nous avons ensuite réalisé des tests expérimentaux de séparation de
mélanges sous-déterminés linéaires instantanés ou onvolutifs de signaux réels
audio ou de téléommuniations. Dans le as des mélanges onvolutifs, omme
dans la première partie, nous avons utilisé des ltres d'ordre 256 mesurés au
niveau des oreilles d'une tête de mannequin. Ces tests ont onrmé l'utilité de
nos méthodes, qui, ontrairement aux méthodes standard, permettent d'ee-
tuer la séparation partielle de soures utiles en présene de soures de bruit
relativement puissantes. Des tests de Monte-Carlo ont permis ensuite de om-
parer les performanes et la vitesse de notre algorithme C-DFICA ave une
version diérentielle de l'algorithme de Tugnait aéléré développée aupara-
vant dans l'équipe. Ceux-i ont montré que notre algorithme C-DFICA est à
peu près 500 fois plus rapide, tout en donnant des performanes de séparation
légèrement meilleures.
Dans la dernière partie de e doument, nous avons présenté une nou-
velle approhe pour séparer rapidement les mélanges linéaires instantanés (sur-
)déterminés ou sous-déterminés de soures ontenant un grand nombre d'éhan-
tillons. Nos méthodes se fondent sur l'observation du fait que les algorithmes
FastICA et DFICA alulent des moments empiriques à haque itération de
l'optimisation à point xe du ritère, e qui implique le alul de nombreuses
opérations élémentaires. Pour y remédier, nous proposons d'identier les ri-
tères du kurtosis et du kurtosis diérentiel sous forme de polynmes multi-
variables relativement aux oeients d'extration appliqués au veteur d'ob-
servation blanhi. Cette étape d'identiation permet ensuite d'eetuer les
itérations d'optimisation en un temps très ourt. Un test expérimental sur des
données astrophysiques du télesope Hubble a montré que notre approhe O-
FICA pour mélanges (sur-)déterminés permet de diviser le temps de alul par
25 par rapport à FastICA lorsque la taille de l'image avoisine les 16 millions de
pixels. Des tests de Monte-Carlo ont ensuite montré que pour un nombre de
soures inférieur ou égal à 7, nos algorithmes O-FICA et O-DFICA permettent
d'atteindre un seuil de ritère d'arrêt donné en un temps plus ourt, .-à-d.
jusqu'à 10 fois plus ourt pour un mélange de 2 soures ontenant 1 million
d'éhantillons. Les itérations d'optimisation étant eetuées très rapidement
grâe à notre approhe, elle-i permet en fait de réduire onsidérablement
le seuil du ritère d'arrêt sans aeter sensiblement le temps de alul. Elle
permet don d'obtenir de meilleures performanes de séparation en un temps
donné.
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Au sujet des méthodes proposées dans les deux premières parties de ette
thèse, nous pouvons envisager à l'avenir de développer des proédures pour
hoisir au mieux les fenêtres d'extration où les proessus d'innovation sont
estimés. Nos méthodes néessitant que les soures à séparer soient station-
naires sur es fenêtres, les performanes de séparation pourraient se trouver
améliorées. Dans le as des mélanges (sur-)déterminés par exemple, la méthode
proposée qui alule les oeients de orrélation de sorties obtenues sur plu-
sieurs intervalles est relativement simple et pourrait être perfetionnée en y
inluant des mesures de stationnarité. Dans le as des méthodes diérentielles
qui demandent à la fois la stationnarité des soures sur haque fenêtre d'ana-
lyse et des variations de puissanes de soures de même signe d'une fenêtre à
une autre, une proédure de hoix automatique des deux fenêtres d'extration
tenant ompte de es deux ontraintes pourrait être envisagée.
Nous pensons aussi étendre nos algorithmes C-FICA et C-DFICA aux mé-
langes onvolutifs à ltres et à soures omplexes. Cela serait intéressant pour
pouvoir utiliser nos méthodes dans le as d'appliations en téléommuniations.
Nous souhaitons aussi proposer des versions symétriques de es algorithmes de
façon à éviter l'aumulation d'erreurs d'estimation durant le proessus de dé-
ation. Enn, une version optimale de C-FICA, en se basant sur l'algorithme
instantané EFICA qui atteint la borne de Cramer-Rao, pourrait aussi être en-
visagée.
Conernant la dernière partie de ette thèse, nous pensons à l'avenir étendre
notre méthode O-FICA au ritère de la néguentropie. En eet, il existe des ap-
proximations de la néguentropie qui utilisent des fontions non-quadratiques
G(x) polynmiales. La néguentropie est alors enore un polynmemulti-variable
relativement aux oeients d'extration. Une première étape d'identiation
de e polynme permettrait don d'eetuer les itérations d'optimisation de
façon plus rapide, e qui diminuerait le temps de alul par rapport à l'algo-
rithme FastICA basé sur la néguentropie.
Dans les trois parties de ette thèse, nous avons proposé des méthodes ap-
partenant à la lasse de l'ACI. Ces méthodes supposent que les soures sont
stationnaires et ergodiques. En eet, es méthodes demandent l'estimation de
statistiques par des moyennages empiriques, e qui est réalisable seulement si
les soures sont stationnaires et ergodiques. Réemment, nous avons mis en
évidene qu'en hoisissant des fenêtres d'extration de taille réduite, du fait de
la stationnarité à ourt terme des soures qui est mieux vériée en pratique,
nous pouvons obtenir de meilleures performanes de séparation pour des si-
gnaux non-stationnaires à long terme mais stationnaires à ourt terme. Nous
développons atuellement, pour les mélanges linéaires instantanés
(sur-)déterminés dans un premier temps, une méthode qui eetue des ACI
suessivement sur une série de zones temporelles ou spatiales de taille ré-
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duite et éventuellement reouvrantes, puis lassie les veteurs de séparation
obtenus pour obtenir une série de veteurs orrespondant aux entroïdes des
lusters détetés. Nous avons démontré que ette approhe permet d'eetuer
la séparation de soures empiriquement orrélées à long terme mais empirique-
ment déorrélés à ourt terme. Cela n'est pas le as de la plupart des méthodes
d'ACI ar elles-i ommenent par blanhir empiriquement les observations
et estiment ensuite une matrie unitaire réalisant la séparation à partir du ve-
teur d'observations blanhies : les soures estimées sont don par onstrution
empiriquement déorrélées à long terme. Nos premiers résultats expérimen-
taux montrent que notre approhe, en utilisant l'algorithme de lassiation
K-medians, donne une nette amélioration des performanes de séparation dans
le as de soures audio et d'images non-stationnaires, et permet une séparation
de soures orrélées à long terme, ontrairement aux méthodes d'ACI standard
qui éhouent lorsqu'on eetue l'ACI sur l'intégralité des éhantillons. Un ar-
tile de onférene est en ours de soumission onernant e travail. Cette ap-
prohe pourra ensuite être étendue aux mélanges onvolutifs (sur-)déterminés
et sous-déterminés, e qui donnera lieu prohainement à des travaux théoriques
et expérimentaux.
Annexes
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Annexe A : Blanhiment
L'étage de blanhiment d'un jeu d'observations entrées x1(n), · · · , xP (n)
onsiste à déorréler mutuellement es observations entre elles. Le plus sou-
vent, ette étape de déorrélation est suivie d'une étape de normalisation de
sorte que les signaux obtenus sont de puissane unité. Soit Rx la matrie d'au-
toorrélation des observations, dont haque oeient (i, j) est déni par le
oeient de orrélation entre la ième observation et la jème observation :
E {xi(n)xj(n)} (1)
La matrie Rx est alors dénie matriiellement par
Rx = E
{
x(n)x(n)t
}
. (2)
Eetuons maintenant la diagonalisation de la matrie Rx, qui donne une
matrie orthogonale E de veteurs propres regroupés par olonnes, et une
matrie diagonale ∆ onstituée des valeurs propres de Rx.
Soit y(n) le veteur signal déni par
y(n) = Etx(n) (3)
et alulons sa matrie d'autoorrélation Ry :
Ry = E
{
y(n)y(n)t
}
= E
{
Etx(n)
(
Etx(n)
)t}
= EtE
{
x(n)x(n)t
}
E
= EtRxE
= EtE∆EtE
= ∆ (4)
La matrie d'autoorrélation du veteur signal y(n) est don diagonale, e
qui signie que les signaux y1(n), · · · , yP (n) sont mutuellement déorrélés (le
veteur d'observations y(n) est dit blanhi), et vérient
∀i, j = 1 . . . P, E {zi(n)zj(n)} = δij∆i (5)
où δij est le symbole de Kroneker déni par
δij =
{
1 si i = j
0 sinon
, (6)
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et ∆i est la i
ème
valeur propre de Rx. La matrie Rx étant une matrie d'au-
toorrélation, on peut montrer qu'elle est dénie positive, .-à-d. que toutes
ses valeurs propres (regroupées dans la matrie diagonale ∆) sont stritement
positives.
Soit le veteur signal z(n) déni par
z(n) = ∆−1/2y(n) =∆−1/2Etx(n), (7)
où ∆−1/2 est la matrie diagonale onstituée des raines arrées inverses des
valeurs propres de Rx. Calulons la matrie d'autoorrélation de z(n) :
Rz = E
{
z(n)z(n)t
}
= E
{
∆−1/2y(n)
(
∆−1/2y(n)
)t}
= ∆−1/2E
{
y(n)y(n)t
}
∆−1/2
= ∆−1/2∆∆−1/2
= I (8)
La matrie d'autoorrélation de z(n) est don égale à la matrie identité, e
qui implique que ses signaux sont mutuellement déorrélés et de puissane
unité (le veteur d'observations z(n) est dit blanhi et normalisé). La gure 1
illustre sous forme de shéma-blo les deux étages suessifs de déorrélation
et de normalisation.
PP P
x(n) Et z(n)∆−1/2
y(n)
Fig. 1  Shéma-blo des étages de blanhiment et de normalisation.
On dénit aussi parfois z(n) par
z(n) = E∆−1/2Etx(n), (9)
dénition qui fait intervenir la matrieE∆−1/2Et, dite matrie raine arrée in-
verse de la matrie d'autoorrélation Rx. On montre failement que la matrie
d'autoorrélation de e nouveau veteur signal z(n) est aussi égale à la matrie
identité. La gure 2 i-dessous illustre les deux possibilités de blanhiment.
∆−1/2Et
E∆−1/2Et
ou
P P
z(n)x(n)
Fig. 2  Shéma-blo du proessus de blanhiment et de normalisation.
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Le proessus de blanhiment (ou de déorrélation) et de normalisation dé-
rit i-dessus est appelé 'sphering' en anglais. Cette dénomination vient du
fait que si l'on applique un veteur d'extration w au veteur d'observation
blanhi normalisé z(n), le signal wtz(n) est de puissane unité si et seulement
si le veteur w appartient à la sphère unité :
E
{(
wtz(n)
)2}
= 1⇔ ‖w‖ = 1 (10)
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Annexe B : Estimation des
ontributions des soures
Considérons la diérene x′k(n) entre l'observation xk(n) et une version
ltrée du signal extrait préédent el(n), .-à-d.
x′k(n) = xk(n)−
R′∑
r=−R′
c(r)el(n− r) (1)
où les c(r) sont les oeients d'un ltre RIF non ausal. En raison des hypo-
thèses de la setion 2.1, xk(n) est un mélange RIF ausal de tous les proessus
d'innovation, .-à-d. que (2.4) nous donne
xk(n) =
N∑
q=1
L∑
r=0
hkq(r)uq(n− r). (2)
De plus,
el(n) = βlul(n− rl) (3)
Don, si R′ est assez grand pour que rl − R
′ ≤ 0 et rl + R
′ ≥ L, (1)-(3) nous
donnent
x′k(n) =
rl+R
′∑
r=rl−R′
[hkl(r)− βlc(r − rl)]ul(n− r) +
∑
q 6=l
L∑
r=0
hkq(r)uq(n− r) (4)
La puissane de x′k(n) vaut
E
{
x′2k (n)
}
=
rl+R
′∑
r=rl−R′
[hkl(r)− βlc(r − rl)]
2E
{
u2l (n− r)
}
+
∑
q 6=l
L∑
r=0
h2kq(r)E
{
u2q(n− r)
}
. (5)
Comme nous avons supposé que toutes les puissanes E {u2l (n− r)} sont stri-
tement positives, l'éq. (5) montre que la minimisation de E {x′2k (n)} en fontion
de c(r) orrespond exatement à
hkl(r)− βlc(r − rl) = 0, ∀r ∈ [rl − R
′, · · · , rl +R
′]. (6)
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En omparant e résultat ave (4), nous en déduisons que pour obtenir une
observation modiée x′k(n) où la ontribution de la l
e`me
soure a été enlevée
onsiste à minimiser E {x′2k (n)}. Nous utilisons la méthode de Newton pour
optimiser e ritère, qui est noté J dans la suite et peut être exprimé par
J = E
{(
xk(n−
R′∑
r=−R′
c(r)el(n− r)
)2}
. (7)
L'équation de mise à jour du veteur c = [c(−R′), · · · , c(R′)]t s'érit
c← c−
(
∂2J
∂c2
)−1
∂J
∂c
(8)
où
∂J
∂c
et
∂2J
∂c2
sont respetivement le gradient et le Hessien du ritère J . Calu-
lons la ie`me omposante du gradient de J par rapport à c :
∂J
∂ci
= 2E
{
− el(n− i).
(
xk(n)−
R′∑
r=−R′
c(r)el(n− r)
)}
(9)
En partiulier
∂J
∂ci
∣∣∣∣
c=0
= 2E {−el(n− i)xk(n)} . (10)
Don nous avons
∂J
∂c
∣∣∣∣
c=0
= −2relxk(n) (11)
où relxk(np) est le veteur d'interorrélation entre les signaux el(n−i), ave i ∈
[−R′, R′] et xk(np). Calulons maintenant la (i, j)
e`me
omposante du Hessien
de J :
∂2J
∂ci∂cj
= 2E {el(n− i)el(n− j)} . (12)
Don, nous avons
∂2J
∂c2
= 2Rel(n) (13)
où Rel(np) est la matrie d'autoorrélation assoiée aux valeurs de el(n). En
initialisant c ave c = 0, la valeur de c après une itération de l'algorithme de
Newton s'érit
c′ = −
(
∂2J
∂c2
)−1
∂J
∂c
∣∣∣∣
c=0
= −
1
2
Rel(n)
−1(−2)relxk(n)
= Rel(n)
−1relxk(n). (14)
Sahant que l'algorithme de Newton atteint un point stationnaire en une itéra-
tion pour les ritères quadratiques et que notre ritère est quadratique positif,
nous prouvons que le veteur c′ orrespond au maximum global de J . Notons
que ette expression est elle d'un ltre de Wiener.
Annexe C : Dénitions des ritères
SIRout, SIRin, SIRI et SNRin
Pour haque soure sj(n) et haque ontribution estimée de la soure k dans
l'obsevation i notée xˆik(n), nous dénissons le SIRout(i, j, k) assoié omme le
rapport entre la puissane du "signal" et la puissane de l'"interférene" où
 le "Signal" est la valeur idéale xij(n) de xˆik(n) qui est la ontribution de
sj(n) dans xi(n).
 l'"Interférene" est la déviation de xˆik(n) par rapport à sa valeur idéale,
.-à-d. xˆik(n)− xij(n).
Cela donne ∀i ∈ {1, · · · , P} , ∀j ∈ {1, · · · , N} , ∀k ∈ {1, · · · , P} ,
SIRout(i, j, k) = 10 log10
(
E
{
x2ij(n)
}
E {(xˆik(n)− xij(n))2}
)
. (1)
Pour haque soure j et haque sortie k, on onsidère seulement le seul
SIRout(i, j, k) orrespondant à l'observation i donnant le signal xˆik qui a la
puissane la plus élevée. Ensuite, pour haque indie de soure j, on onsi-
dère seulement le maximum par rapport à l'indie de sortie k des valeurs
SIRout(i, j, k). Cela nous donne un unique SIR pour haque soure utile.
Le SIR d'entrée (SIRin) de la soure j dans les observations est lui déni
par
∀j ∈ {1, · · · , N} , SIRin(j) = maxi 10 log10
(
E
{
x2ij(n)
}
∑k 6=j
k=1..N E {x
2
ik(n)}
)
. (2)
Pour une soure donnée, on dénit ensuite l'amélioration du SIR, SIRI par
SIRI(j) = SIRout(j)− SIRin(j) (3)
D'une façon similaire, nous pouvons dénir le rapport signal à bruit des
observations par
∀i ∈ {1, · · · , N} , SNRin(i) = 10 log10
(∑
k∈U E {x
2
ik(n)}∑
k∈B E {x
2
ik(n)}
)
(4)
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où U et B sont respetivement les ensembles d'indies assoiées aux soures
utiles et aux soures de bruit. Les SNRin(i) peuvent ensuite être moyennés
pour obtenir un unique ritère pour l'ensemble des observations.
Annexe D : Gradient du kurtosis
diérentiel
Le kurtosis non-normalisé d'un signal entré y(n) = wtz(n) est déni par
kurty(n) = E
{
y4(n)
}
− 3
(
E
{
y2(n)
})2
. (1)
En alulant sa dérivée première par rapport à w, nous obtenons
∂ kurty(n)
∂w
=
∂
∂w
(
E
{
(wtz(n))4
}
− 3
(
E
{
(wtz(n))2
})2)
= E
{
4z(n)(wtz(n))3
}
− 6E
{
(wtz(n))2
}
E
{
2z(n)wtz(n)
}
= 4E
{
z(n)y3(n)
}
− 12E
{
y2(n)
}
E
{
z(n)z(n)t
}
w
∝ E
{
z(n)y3(n)
}
− 3E
{
y2(n)
}
Rz(n)w. (2)
Notons que dans l'approhe FastICA non diérentielle, l'expression du gradient
(2) peut être simpliée en raison de l'étape de déorrélation et de normalisation
qui entraîne E {y2(n)} = 1 et Rz(n) = I. L'expression du gradient est alors
∂ kurty(n)
∂w
∝ E
{
z(n)y3(n)
}
− 3w. (3)
Dans notre as, le gradient diérentiel s'érit
∂Dkurty(n1, n2)
∂w
=
∂ kurty(n2)
∂w
−
∂ kurty(n1)
∂w
∝ E
{
z(n2)y
3(n2)
}
− 3E
{
y2(n2)
}
Rz(n2)w
−E
{
z(n1)y
3(n1)
}
+ 3E
{
y2(n1)
}
Rz(n1)w. (4)
En utilisant les relations Rz(n2)−Rz(n1) = I, E {y
2(ni)} = w
tRz(ni)w ∀i ∈
{1, 2} et E {y2(n2)} −E {y
2(n1)} = 1, on peut simplier l'expression (4) pour
obtenir
∂Dkurty(n1, n2)
∂w
∝ E
{
z(n2)y
3(n2)
}
− E
{
z(n1)y
3(n1)
}
−3
[
Rz(n1) + (1 +w
tRz(n1)w)I
]
w. (5)
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Annexe E : La orrélation
diérentielle
Nous supposons ii que le signal extrait ontient seulement une seule soure
utile ainsi que des soures de bruits de sorte que
y(n) = εsl(n) +
∑
q /∈I
αqsq(n) (1)
ave l ∈ I. Le fateur d'éhelle ε assoié à sl(n) dans (1) peut être obtenu grâe
à la puissane diérentielle de y(n) supposée égale à 1 et grâe à la puissane
diérentielle unitaire des soures non-stationnaires, .-à-d.
Dpowsl(n1, n2) = 1, ∀l ∈ I (2)
qui implique que ε = ±1. Dans la suite, nous supposons sans perte de généra-
lité que ε = 1 (autrement, nous pouvons redénir sl(n) par son opposée).
En outre, la ke`me observation s'érit
xk(n) =
N∑
q=1
akqsq(n). (3)
Calulons maintenant la orrélation diérentielle entre y(n) et xk(n), dénie
par
Dcorryxk(n1, n2) = E {y(n2)xk(n2)} − E {y(n1)xk(n1)} . (4)
Don
Dcorryxk(n1, n2) = aklDcorrslsl(n1, n2) +
∑
q 6=l
akqDcorrslsq(n1, n2)
+
∑
q1/∈I,q2
αq1akq2Dcorrsq1sq2 (n1, n2)
= aklDpowsl(n1, n2)
= akl (5)
omme Dcorrsq1sq2 (n1, n2) = 0, ∀q1 6= q2 en raison de l'indépendane des
soures entrées, Dcorrsqsq(n1, n2) = 0, ∀q /∈ I en raison de la stationnarité
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des soures de bruit et en prenant en ompte (2).
Dcorryxk(n1, n2) donne don le fateur d'éhelle assoié à la ontribution
de la le`me soure dans la ke`me observation.
Annexe F : Dénitions des ritères
SIRout, SIRin et SIRI pour les
méthodes de séparation partielle
Nous dénissons ii les ritères utilisés dans le hapitre 3 pour évaluer les
performanes des algorithmes à déation. Pour haque test, nous appliquons
d'abord les mélanges de toutes les soures au système de SAS et estimons les
paramètres séparation. Comme nous herhons à évaluer la qualité de la sépa-
ration partielle seulement entre les soures non-stationnaires, nous transférons
ensuite seulement es soures à travers les étages de mélange de séparation.
Nous obtenons ainsi un jeu de ontributions estimées xˆik(n) assoiées à un
signal extrait yk(n) et à une observation xi(n). Pour haque soure sj(n) et
haque signal xˆik(n), nous dénissons ensuite un SIRout(i, j, k) assoié omme
le rapport entre la puissane du "signal" et la puissane de l'"interférene" où
 le "Signal" est la valeur idéale xij(n) de xˆik(n) qui est la ontribution de
sj(n) dans xi(n).
 l'"Interférene" est la déviation de xˆik(n) par rapport à sa valeur idéale,
.-à-d. xˆik(n)− xij(n).
Cela donne ∀i ∈ {1, · · · , P} , ∀j ∈ I, ∀k ∈ {1, · · · , P} ,
SIRout(i, j, k) = 10 log10
(
E
{
x2ij(n)
}
E {(xˆik(n)− xij(n))2}
)
. (1)
Pour haque soure j et haque sortie k, on onsidère seulement le seul
SIRout(i, j, k) orrespondant à l'observation i donnant le signal xˆik qui a la
puissane la plus élevée. Ensuite, pour haque indie de soure j, on onsi-
dère seulement le maximum par rapport à l'indie de sortie k des valeurs
SIRout(i, j, k). Nous alulons ensuite la moyenne de es valeurs sur les deux
intervalles temporels. Cela nous donne un unique SIR pour haque soure
utile, qui dénit la performane de sortie de notre système, noté SIRout(j)
i-après. La moyenne de es SIRout(j) sur les soures peut ensuite être alu-
lée. Nous faisons ette moyenne pour aluler le SIRout global des méthodes
symétriques.
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Le SIR d'entrée des observations est dénie de manière similaire. Nous
dénissons d'abord le SIR d'entrée assoié à haque soure par
∀j ∈ I, SIRin(j) = maxi 10 log10
(
E
{
x2ij(n)
}
∑k 6=j
k∈I E {x
2
ik(n)}
)
. (2)
Nous alulons ensuite le SIRin global omme la moyenne sur les soures et
sur les domaines temporels.
Annexe G : Choix de la famille de
veteurs d'extration
Dénissons les 5 ensembles
32
:
E1 =
{
w ∈ {0, 1}N \ ∃i1 , w(i1) = 1, ∀i 6= i1 w(i) = 0
}
E2 =
{
w ∈ {0, 1}N \ ∃i1, i2 , w(i1) = w(i2) = 1, ∀i 6= i1, i2 w(i) = 0
}
E3 =
{
w ∈ {0, 1, 2}N \ ∃i1, i2 , w(i1) = 2w(i2) = 2, ∀i 6= i1, i2 w(i) = 0
}
E4 =
{
w ∈ {0, 1, 2}N \ ∃i1, i2, i3 , w(i1) = 2w(i2) = 2w(i3) = 2, ∀i 6= i1, i2, i3 w(i) = 0
}
E5 =
{
w ∈ {0, 1}N \ ∃i1, · · · , i4 , w(i1) = . . . = w(i4) = 1, ∀i 6= i1, · · · , i4 w(i) = 0
}
Les ardinaux de E1, .., E5 valent respetivement N,
N(N−1)
2
, N(N − 1),
N(N−1)(N−2)
2
, N(N−1)(N−2)(N−3)
24
. En notant E = ∪iEi, card(E) =
∑
i card(Ei) =
N + 3N(N−1)
2
+ N(N−1)(N−2)
2
+ N(N−1)(N−2)(N−3)
24
= card(D) = R.
De plus, nous avons vérié numériquement que ette famille donne une
matrieM dénie par (8.11) non singulière pour un nombre de soures N ≤ 7.
Les onditionnements respetifs deM (dénis par le rapport de la plus grande
et de la plus petite valeurs propres de M) pour N = 2, · · · , 7 valent en eet
182, 414, 844, 1605, 2758, 4344, e qui assez faible pour les valeurs de R assoiées
(respetivement 5, 15, 35, 70, 126, 210). Par exemple, le onditionnement moyen
de matries de dimension 210 ave des oeients uniformément distribués
entre 0 et 1 est supérieur à 50000. Nous avons don une famille de veteurs
qui peut être utilisée pour identier le jeu de oeients (αr)r=1..R déni par
(8.8).
32
Dans le as sous-déterminé, N doit être remplaé par N˜ dans e qui suit.
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Résumé : La première partie de ette thèse est onsarée aux mélanges onvo-
lutifs (sur-)déterminés. Nous herhons à étendre l'algorithme FastICA aux
mélanges onvolutifs en proposant un algorithme à point xe opérant dans
le domaine temporel. Nous introduisons un proessus de blanhiment spatio-
temporel non-ausal, qui, en initialisant les paramètres d'extration d'une fa-
çon partiulière, permet d'utiliser des itérations d'optimisation de type point
xe. L'estimation des ontributions dans les observations est réalisée grâe à
un ritère quadratique optimisé par un ltre de Wiener non-ausal.
Dans la deuxième partie, onsarée aux mélanges sous-déterminés instan-
tanés et onvolutifs, nous herhons aussi à étendre l'algorithme FastICA en
nous basant sur le onept de séparation diérentielle. Nous proposons des
proédures de blanhiment diérentiel des observations qui permettent l'em-
ploi d'itérations à point xe pour séparer entre elles des soures dites utiles.
En onvolutif, les ontributions sont estimées au moyen d'un ltre de Wiener
diérentiel non-ausal.
La troisième partie, onsarée aux mélanges instantanés de soures onte-
nant un grand nombre d'éhantillons, met d'abord en évidene une limitation
de l'algorithme FastICA, qui, à haque itération d'optimisation, alule des
statistiques sur l'ensemble des éhantillons disponibles. Le ritère du kurtosis
étant polynmial relativement aux oeients d'extration, nous proposons
une proédure d'identiation de e polynme qui permet d'eetuer l'opti-
misation dans un espae de alul moins gourmand. Ce prinipe est ensuite
appliqué aux mélanges instantanés sous-déterminés.
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Mots-lés : Séparation Aveugle de Soures (SAS), Analyse en Composantes
Indépendantes (ACI), mélanges onvolutifs, mélanges sous-déterminés, longs
enregistrements de mélanges, FastICA.
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Disipline : Traitement du signal
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