Abstract. We describe a social game that we designed for encouraging energy efficient behavior amongst building occupants with the aim of reducing overall energy consumption in the building. Occupants vote for their desired lighting level and win points which are used in a lottery based on how far their vote is from the maximum setting. We assume that the occupants are utility maximizers and that their utility functions capture the tradeoff between winning points and their comfort level. We model the occupants as non-cooperative agents in a continuous game and we characterize their play using the Nash equilibrium concept. Using occupant voting data, we parameterize their utility functions and use a convex optimization problem to estimate the parameters. We simulate the game defined by the estimated utility functions and show that the estimated model for occupant behavior is a good predictor of their actual behavior. In addition, we show that due to the social game, there is a significant reduction in energy consumption.
Introduction
Energy consumption of buildings, both residential and commercial, accounts for approximately 40% of all energy usage in the U.S. [16] . Lighting is a major consumer of energy in commercial buildings; one-fifth of all energy consumed in buildings is due to lighting [23] .
There have been many approaches to improve energy efficiency of buildings through control and automation as well as incentives and pricing. From the meter to the consumer, many control methods, such as model predictive control, have been proposed as a means to improve the efficiency of building operations (see, e.g., [3] , [5] , [6] , [13] , [18] , [12] ). From the meter to the energy utility, many economic solutions have been proposed, such as dynamic pricing and smart meter technology, to reduce consumption by providing economic incentives (see, e.g., [14] , [21] ).
Many of the past approaches to building energy management only focus on heating and cooling of the building. We are advocating that due to new technological advances in building automation, incentives can be designed around more than just heating, ventilation and air conditioning (HVAC) systems. In particular, our experimental set-up allows us to design incentives based on lighting and individual plug-load in addition to HVAC and interact with occupants through a social game.
Social games have been used to encourage energy efficient behavior in transportation [17] as well as in the healthcare domain for understanding the tradeoff between privacy and desire to win by expending calories [4] .
There are many ways in which a building manager can be motivated to encourage energy efficient behavior. The most obvious is that they pay the bill or, due to some operational excellence measure, are required to maintain an energy effcient building. Beyond these motivations, recently demand response programs have begun to be implemented by utility companies with the goal of correcting for improper load forecasting (see, e.g., [1] , [15] , [11] ). In such a program, consumers enter into a contract with the utiltiy company in which they agree to change their demand in accordance with some agreed upon schedule. In this scenario, the building manager may now be required to keep this schedule.
Our approach to efficient building energy management focuses on office buildings and utilizes new builidng automation products such as the Lutron lighting system 1 . We design a social game aimed at incentivizing occupants to modify their behavior so that the overall energy consumption in the building is reduced. The social game consists of occupants logging their vote for the lighting setting in the office and they win points based on how energy efficient their vote is compared to other occupants. The average of the votes is what is actually implemented in the office. The points are used to determine an occupants likelihood of winning in a lottery. We designed an online platform so that occupants can login and vote, view their points, and observe all occupants consumption patterns and points. This platform also store all the past data allowing us to use it for estimation of the behavior of the occupants.
In this paper we present the results of a social game focused only on the encouraging more energy efficient lighting usage; however, we emphasize that the framework is easily adapted to incorporate the full capabilities of the automation installed in our experimental set-up (i.e. lighting, HVAC, and plug-load). The occupants are modeled as utility maximizers who engage in a non-cooperative game with all occupants. We parameterize their utility functions in such a way that we capture the tradeoff between the desire to win and comfort. Using data from the social game that occured over the period of roughly three months, we formulate the utility learning problem as a convex optimization problem and form estimates of each occupants utility function. We simulate the game using the estimated utility functions and show that the Nash equilibrium from the simulations is a good predictor of occupant behavior. Our results are compared to other estimation techniques.
A major advantage of modeling occupants as utility maximizers competing in a game and using the Nash equilibrium concept is this game theoretic model fits in the Stackelberg framework for incentive design in which the builiding manager performs an online estimation of occupant's utility function and designs incentives for behavior modification. This, in essence, is a problem of closingthe-loop around the occupants so that the building manager achieves sustained energy savings. We leave this as future work.
The rest of the paper is organized as follows. In Section 2, we start with the game theoretic framework for modeling the competitive environment between the non-cooperative occupants. We formulate the utility estimation problem as a convex optimization problem and take a dynamical systems perspective for developing a method of computing the Nash equilibrium of the estimated game. In Sections 3 and 4 we describe the experimental set-up and report on our findings including utility estimation results as well as simulation of the game corresponding to the estimated utilities. Finally, in Section 5, we make concluding remarks and comment on future research directions.
Game Formulation
We begin by describing the game theoretic framework used for modeling the interaction between the occupants. We remark that the use of game theory for modeling the behavior of the occupants has several advantages. First, it is a natural way to model agents competiting over scarce resources. It can also be leveraged in the design of incentives for behavioral change in that it incorporates the ability to model the occupants as strategic players.
Let the number of occupants participating in the game be denoted by n. We model the occupants as utility maximizers having utility functions composed of two terms that capture the tradeoff between comfort and desire to win. We model their comfort level using a Taguchi loss function which is interpreted as modeling occupant dissatisfaction as increasing as variation increases from their desired lighting setting. In particular, each occupant has the following Taguchi loss function as one component of their utility function:
where x i ∈ R is occupant i's lighting vote,
is the average of all the occupant votes and is the lighting setting which is implemented. Each occupant's desire to win is modeled using the following function
where ρ is the total number of points distributed by the building manager and x b is the baseline setting for the lights. The term inside the natural log function is how the points are distributed; ρ, being the total number of points, is multiplied by the distance an occupant's vote is from the baseline and then normalized by the sum of the differences of all occupants' votes from the baseline.
Hence, each occupant's utility function is given by
where θ i is an unknown parameter. The occupants face the following optimization problem
where S i = [0, 100] ⊂ R is the constraint set for each x i . Note that each occupant's optimization problem is dependent on the other occupant's choice variables.
We can explicitly write out the constraint set as follows. Let h i,j (x i , x −i ) for j ∈ {1, 2} denote the constraints on occupant i's optimization problem. In particular, following Rosen [22] , for occupant i, the constraints are
so that we can define
Thus, the occupants are non-cooperative agents in a continuous game with constraints. We model their interaction using the Nash equilibrium concept.
for each i ∈ {1, . . . , n}.
The interpretation of the definition of Nash is as follows: no player can unilaterally deviate and increase their cost. If the parameters θ i ≥ 0, then the game is a concave n-person game on a convex set.
Theorem 1 ([22]).
A Nash equilibrium exists for every concave n-person game.
Define the Lagrangian of each players optimization problem as follows:
where A i (x i ) is the active constraint set at x i . We can define
where
It is the local representation of the differential game form [19] corresponding to the game between the occupants.
A sufficient condition guaranteeing that a Nash equilibrium x is isolated is that the Jacobian of ω(x), denoted Dω(x), is invertible [19] , [22] .
Utility Estimation
We formulate the utility estimation problem as a convex optimization problem by using first-order necessary conditions for Nash equilibria. In particular, the gradient of each occupant's utility function should be identically zero at the observed Nash equilibrium. This is the case since the observed Nash equilibria are all inside the feasible region so that none of the constraints are active, i.e. we do not have to check the derivative of Lagrangian of each occupant's optimization problem.
In particular, for each observation x (k) , we assume that it corresponds to occupants playing a strategy that is approximately a Nash equilibrium where the superscript notation (·) (k) indicates the k-th observation.
Thus, we can consider first-order optimality conditions for each occupants optimization problem and define a residual function capturing the amount of suboptimality of each occupants choice x (k) i [10] , [20] . Note that all our observations are on the interior of the constraint set so we need only consider the following residual defined by the stationarity condition for each occupant's optimization problem:
Define
where each x (k) ∈ C, we can solve the following convex optimization problem:
where χ : R n → R + is a nonnegative, convex penalty function satisfying χ(z) = 0 if and only if z = 0, i.e. any norm on R n . With a specific choice of χ we can explicitly write the estimation problem as follows. Let
for each i ∈ {1, . . . , n} and denote
T . Then, we can formulate the following convex optimization problem to solve for θ:
Note the constraint that the θ i 's be non-negative. This is to ensure that the estimated utility functions are concave. We add this restriction so that we can employ techniques from simulation of dynamical systems to the computation of the Nash equilibrium in the resulting n-person concave game with convex constraints.
Dynamical Systems Perspective
We can take a dynamical systems perspective in order to come up with a method for computation of the Nash equilibrium (see, e.g. [8] , [19] , [22] ). We first write down a reasonable set of dynamics, then we show that a Nash equilibrium is a stable fixed point of these dynamics, and finally we suggest a subgradient projection method for computation. It is natural to consider computing Nash equilibria by following the gradient of each occupant's utility function. Hence, we consider the dynamical system obtained by taking the derivative with respect to their choice variable of the Largrangian's for each occupant's optimization problem.
Due to the fact that our constraint set is convex, closed and bounded in R n and there is a point in its strict interior, we satisfy a constraint qualification condition which is a sufficient condition for the Karush-Khun-Tucker (KKT) conditions for each occupant's optimization problem [2] . It is known that for concave games, i.e. concave player utility functions constrained on a convex set, given that the problem satisfies a constraint qualification condition, then a point satisfying KKT conditions for each player's optimization problem is a Nash equilibrium [22] . We can study the continuous-time dynamical system generated by the gradient of the Lagrangian of each occupant's optimization problem with respect to her own choice variable; we leṫ
for i ∈ {1, . . . , n} and where µ i,j is the j-th dual variable for occupant i's optimization problem. The first term is the derivative of occupant i's utility with respect to her own choice variable x i . The second term, with the appropriate dual variables µ i,j , ensures that for any initial condition in the feasible set C, the trajectory solving (16) remains in C. The right-hand side of (16) is the projection of the psuedogradient on the manifold formed by the active constraints at x [22] . We can rewrite the dynamics in a compact form as follows. Let
T for j ∈ {1, 2} and D is the Jacobian operator. Also,
Then, the dynamics can be written aṡ
and J(x) = {j| h j (x) ≤ 0}. This formulation is given in the seminal work by Rosen [22] along with the theorem that states that for any initial condition in C, a continuous solution x(t) to (17) exists such that x(t) ∈ C for all t > 0. Thus, we have the following results.
Proposition 1 (Theorem 8 [22] ). The dynamical system (17) is asymptotically stable on C if Dω(x, µ) has eigenvalues in the open left-half plane for x ∈ C and µ ∈ U (x).
Further, if x * ∈ C is a differential Nash equilibrium, we can linearize ω around x * and get the following sufficient condition guaranteeing x * attracts nearby strategies under the gradient flow F (x, µ).
Proposition 2. If x
* ∈ C is a differential Nash equilibrium, and the eigenvalues of Dω(x * , µ * ) are in the open left-half plane, then x * is an exponentially stable fixed point of the continuous-time dynamical system (16).
Note that since in our estimation, we restrict θ i ≥ 0, the f i will be concave; hence, Nash equilibria of the game will be differential Nash equilibria.
These results imply that we can simulate the dynamical system in (17) in order to compute Nash equilibria of the game. Using a forward Euler discretization scheme and a subgradient projection method, we can compute Nash equilibria of the constrained game. The subgradient projection method is known to converge to the unique Nash equilibrium of the constrained n-person concave game [8] .
Experimental Set-Up
The social game for energy savings that we have designed is such that occupants in an office builing vote according to their usage preferences of shared resources and are rewarded with points based on how energy efficient their strategy is in comparison with the other occupants. Having points increases the likelihood of the occupant winning in a lottery. The prizes in the lottery consist of three Amazon gift cards.
We have installed a Lutron 2 system for the control of the lights in the office. This system allows us to precisely control the lighting level of each of the lights in the office. We use it to set the default lighting level as well as implement the average of the votes each time the occupants change their lighting preferences.
We have divided the office into five lighting zones and each zone has four occupants. Thus, there are 20 occupants who participate in the social game. In addition, we have two heating, ventalating and air conditioning (HVAC) zones and each zone has ten occupants (see figure 1(a) ).
We have developed an online platform in which the occupants can login and participate in the game. This includes the ability for the occupants to vote on their lighting and heating, ventilating and air conditioning (HVAC) preferences as well as view all occupant point balances and all occupant consumption patterns including the ability to monitor individual occupant plug-load consumption. Figure 1 In this paper, we focus on a game focused on encouraging occupants to select lower lighting settings in exchange for a chance to win in a lottery. An occupant's vote is for the lighting level in their zone as well as for neighboring zones. The lighting setting that is implemented is the average of all the votes.
Each day when an occupant logs into the online platform the first time after they enter the office, they are considered present for the remainder of the day. There is a default lighting setting. An occupant can leave the lighting setting as the default after logging in or they can change it to some other value in the interval [0, 100] depending on their preferences.
Some of the energy savings we achieve is due to the default setting and some due to the social game. We are currently conducting experiments to determine
Games' Interface / Web Portal
Participants of our experiment (20 persons in total) have access to an online social game platform, which is a website that is password protected, and only the research group along with the participants have access to it. Each participant has a personal username in order to login to the web portal. This website, display the energy usage of all participants as well as to the shared energy sources light and temperature levels in 406 Cory Hall. Also, the website gives to each participant information about his / her total points along with instantaneous control of the shared lights / temperature.
Below there are figures that show the web portal of our experiment. In figure 8 each participant can see lively his / her point balance for every game. Also, he can see his grand point total so as to know how much chances does he have in the game. Moreover, in the left upper corner there is a yellow coin that it is randomly appeared every 40 to 70 minutes and gives to each participant some bonus points if he pushes that. So, this is one way for us to see if an individual cares about his / her points and if he looks at his / her total point balance. how much savings is due to the social game. It is the building managers duty to ensure that the occupants are satisfied (via appropriate lighting level) and the building is operating in an energy efficient way. We believe that through optimal design of the incentives, we will be able to achieve greater energy savings than would be possible by only adjusting the default lighting setting. We leave this for future work.
Results
In this section, we report the results on the savings acheived through the game, the utility learning problem as well as simulation of the estimated utilities. We use the data collected over the period from Mar. 3, 2014 to Jun. 5, 2014 when occupants have regular working schedules in the office. The baseline lighting, x b , is 90%, which is the standard lighting level prior to the beginning of the experiment. Throughout this period, we have changed the default lighting level three times (see Table 1 ). We divide each day into four regions based on the Table 1 . Default levels for four periods during the experiment. By changing the default setting to 90% we isolate the savings due to the social game from those achieved by changing the default setting.
outside lighting in Berkeley during the summer, namely from 5 to 10am (Dawn), 10am to 5pm (Daylight), 5pm to 8pm (Dusk), and 8pm to the next day 5am (Night). The data is further processed by taking the average of votes in each region of the day for each user.
Savings
First, we highlight the savings achieved as a result of instituting the social game. In Figure 2 , we report the savings per day in KWh for the four periods in which the default varied. We remark that in the last period in which the default setting was set to 90% (which is the baseline line setting), we still acheived a savings of 3KWh on average per day. Using the mean savings for each of the periods and a rate of $0.12/KWh, we estimate that we saved $73. In addition, over the period of 101 days that the experiment was conducted the office consumed 2,185 KWh for lighting and we saved approximately 601KWh. That is a 27.5% reduction in energy. This savings is just due to a change in lighting usage behavior for one small portion of a building.
Our platform has the capability of including HVAC and plug-load in addition to lighting. We plan to implement a similar social game in Singapore and we expect much greater savings. This current experiment shows that a social game is a viable way to engage building occupants and induce behavioral change toward more energy efficient behaviors. Fig. 2 . Savings acheived per day (KWh). The mean savings over the four periods in which the default varied. Notice that in the period during which the default setting was at the baseline, there is still a savings of around 3KWh per day.
Estimation
The estimation proposed is Section 2.1 is performed for each user in each day interval and default lighting interval. Only true votes, not the default votes, are considered. We apply the bootstrapping method to obtain the empirical distribution of θ i for i ∈ {1, ..., 20} by randomly sampling a subset from the data [7] . The mean and standard deviation for the users which are the most active are reported in Table 2 . Table 2 . Estimated utility parameter for selected set of active users. A, B, C, D stand for the periods Dawn, Daylight, Dusk, and Night respectively. The standard deviation is indicated inside the parentheses and the mean is given outside of the parentheses. Blank indicates that the occupant did not vote during that period. Hence, they have no estimated utility. Occupants' whose number is in boldface have won at least once in the lottery. Note that numbers marked with * indicate that we do not have reliable estimates due to limited data. We remark that occupant 2 has a very low mean for the parameter θ 2 as compared to the other active occupants. By examining the ground truth values (red dots) in Figure 3 , we see that occupant 2 often votes for a lighting setting around 60-70%. On the other hand, in Figure 4 , we can see the ground truth of occupant 14 who often votes for a lighting setting of 0%. This player is more aggressive than occupant 2 and this behavior is reflected in the mean of the estimate for parameter θ 14 .
Simulation
To capture the working schedules of each user, we employ a simple probabilistic model which determines the probability of individual user being absent, p absent i , Fig. 3 . One day ahead prediction by the Nash equilibrium algorithm for occupant 2. Red: ground truth, i.e. occupant 2's actual votes. We sample from the distributions across the events absent, active, default for each occupant and simulate the game with the set of active and default players. We repeat this 20 times for each day and generate a distribution for the predictions of each occupant's behavior. Blue: mean of prediction. Green: prediction within 1 standard deviation of the prediction mean. Gaps in the plots indicate that the occupant was not present on that day. . By assumption the sample space Ω includes the above three outcomes, and the probability mass functions should sum to unity. This probability is estimated by p
Ni , where E is the event of one of the three outcomes, N i,E is the number of event E for user i, and N i is the number of total events.
For the prediction of the next day lighting votes, we randomly sample from this distribution to determine the set of active, default, and absent users, then obtain a local Nash equilibrium for them. This step is performed 20 times for each day to predict the distribution of votes, as shown in Figure 5 .
As can be seen, the Nash equilibrium captures substantial variations in the data. We also compared the results of prediction with the autoregressive integrated moving average (ARIMA) model [9] , constant model which uses the default lighting for prediction, and the persistent model which uses the previous day value for prediction. The mean squared errors (MSE) of the models are summarized in Table 3 . The Nash equilibrium achieves a prediction that is the most accurate as compared with other models, which presents it favorably for leaders in the Stackelberg game to design optimal incentives to motivate energy saving behaviors. Indeed in the Stackelberg framework, the leader (building manager) assumes that the agents (occupants) are utility maximizers and play Fig. 4 . One day ahead prediction by the Nash equilibrium algorithm for occupant 14. Red: ground truth, i.e. occupant 14's actual votes. We sample from the distributions across the events absent, active, default for each occupant and simulate the game with the set of active and default players. We repeat this 20 times for each day and generate a distribution for the predictions of each occupant's behavior. Blue: mean of prediction. Green: prediction within 1 standard deviation of the prediction mean. Gaps in the plots indicate that the occupant was not present on that day.
Nash. Hence, we will be able to integrate our estimation algorithm into an online algorithm for designing incentives. Table 3 . Mean square error (MSE) of four algorithms that predict the one day ahead occupant behavior over the period of study (101 days): ARIMA(1,0,1) (we use one autoregressive term, zero nonseasonal differences, and one lagged forecast error in the prediction equation) [9] , Nash, a model which uses the default as the prediction, and a model which uses occupants' previous votes as the prediction. Nash out performs each of the other methods.
Model ARIMA (1,0,1 We have designed and implemented a social game for inducing building occupants to behave in an energy efficient manner. We presented data and results pertaining to the game in which occupants select their lighting preferences and . One day ahead prediction by the Nash equilibrium algorithm for the average implemented lighting setting in the office each day. We sampled from the distribution over the events absent, active, default for each of the players and simulated Nash given the sample of active and default players. We repeated this 20 times for each day and generated a distribution for the prediction of the implemented lighting setting. Red: ground truth, i.e. the average lighting setting that is implemented per day. Blue: mean of prediction as given by the Nash simulation. Green: prediction within 1 standard deviation of the prediction mean.
win points depending on how far their vote is from the baseline lighting setting and proportional to other occupants' votes distances from the baseline. As a result, the occupants are interacting in a competitive environment which we model as a non-cooperative game. We show that we get significant savings as compared to usage prior to the implementation of the social game. This savings is due to both a change in the default setting as well as due to the incentives offered in the social game.
We described the experimental set-up which includes an online platform for the implementation of the social game as well as the use of a Lutron lighting system for percise control of the lighting setting. Our platform also includes the ability to implement a social game centered around HVAC settings as well as occupant plug-load consumption. We leave exploring these additional features as future work.
We have formulated the problem of estimating the occupant utility functions as a convex optimization problem and estimated occupant utilities in a 20 player social game. We simulated the game using the estimated utility functions and showed that our model is a good predictor for occupant behavior. It out performs a number of other estimation techniques including ARIMA.
There are several ways in which we believe we can improve our estimate of the utility functions of the occupants. We did not consider the environmental noise such as variations in natural light. We instead used a heuristic to capture this variation by breaking the day into intervals in which the natural light entering the office is most consistent. In addition, we did not consider any information on the occupants' schedules or location in the office with respect to windows. We could incorporte these aspects into our estimation as priors on the parameters of the occupants utility function or as a noise process in the estimated behavior model. We leave this as future work.
In the experiments used for this paper, we selected the value of ρ based on heuristics. Our goal is to design ρ in an optimal way. We can leverage the fact that we have modeled occupants as utility maximizers who play in a noncooperative game by considering the design of ρ by the building manager. In particular, we can model this interaction between the building manager and the occupants as a Stackelberg game. In this framework, the building manager would perform an online estimation of the occupants' utility functions and update ρ accordingly [20] . We believe that by optimizing the incentive ρ, we can achieve greater savings. We are currently implementing such a scheme in our experimental platform.
