Maximum-likelihood range imaging is considered for pulsed-imager operation of a coherent laser radar. The expectation-maximization algorithm is used to develop an explicit procedure for maximum-likelihood fitting of a multiresolution (wavelet) basis-at a sequence of increasingly fine resolutions-to laser radar range data. Specialization to the Haar-wavelet basis yields a procedure that is both computationally efficient and numerically robust. Basic analytical properties of the estimation algorithm and its performance are presented, along with results based on simulated and real laser radar range data. It is shown that the weights associated with the expectation-maximization iterations provide a reliable indicator for terminating the coarse-to-fine resolution progression. At the weightdetermined stopping point, estimation performance approaches the ultimate limit set by the complete-data bound.
Introduction
Coherent laser radars are capable of collecting intensity, range, or Doppler images by raster scanning a field of view [1] , [2] . In pulsed-imager mode, each range pixel represents the time-of-flight between the transmitted pulse for that pixel and the peak intensity of the video-detected intermediate frequency (IF) waveform from the radar's optical-heterodyne receiver. Range imagery is subject to fluctuations arising from the combined effects of laser speckle and local-oscillator shot noise. The former is due to the rough-surfaced nature of most reflecting surfaces measured on the scale of a laser wavelength [3] ; the latter is the fundamental noise encountered in optical heterodyne detection [4] . Range measurement is a nonlinear estimation problem, hence it is subject to a threshold effect [5] , even in the absence of speckle. Thus, at high enough carrier-to-noise ratio (CNR) the range-measurement accuracy will be better than the resolution limit set by the pulse bandwidth, but an abrupt and severe performance degradation is incurred as CNR decreases, owing to range anomalies. An anomaly occurs when a strong noise peak-somewhere within the range uncertainty interval being probed by the receiver's peak detector-dominates the video-detected target return, leading to a measured range far removed from the true range value. Target speckle severely exacerbates the range-anomaly problem, because the concomitant Rayleigh-fading of the video-detected target return transforms the anomaly probability from a function that decreases exponentially with increasing CNR [5] to one that is inversely proportional to CNR [6] .
We have long been interested in the statistics of peak-detecting coherent laser radars, starting from the fundamentals of single-pixel statistics [6] , through target-detection studies for 2-D imagers [7] - [9] , to planar-range profiling and target detection for 3-D imagers [10] - [12] . These efforts have combined theory, computer simulations, and experiments to achieve a considerable degree of understanding for a progression of idealized, but increasingly real-istic, detection scenarios. The present paper represents the start of another advance-the incorporation of multiresolution (wavelet) signal processing-in our thinking. Our objective is to develop an effective, principle-based means for suppressing range anomalies, without appreciable loss of high-resolution spatial information in the range image, as a pre-processor for a statistical model-based object recognition system. We eschew median filtering and other simple anomaly-suppressing image enhancement techniques; they do not build on the sensor physics, hence they do not provide the quantified, near-optimal performance characteristics that, we believe, are essential for developing the end-to-end scientific underpinnings of a laser-radar-based object recognizer. We also ignore thresholded systems, in which a dropout, i.e., no range measurement, is declared for any pixel whose peak video-detector output falls below an intensity threshold [6] . Thresholding can convert virtually all anomalies into dropouts. However its aggressive use may seriously undermine range imaging in marginal CNR scenarios, by dropping out substantial numbers of non-anomalous pixels, incurring, as a result, a loss of maximum operational range for the recognition system.
Range Estimation Problem
Suppose that we use a uniformly-spaced raster scan to collect a J × K-pixel range image of some field of view, { r jk : 1 ≤ j ≤ J, 1 ≤ k ≤ K }, whose respective true range values are { r * jk : 1 ≤ j ≤ J, 1 ≤ k ≤ K }. We shall assume that the interrogated field-of-view produces fully-developed speckle returns with a nominally-constant CNR, and that the pixel spacing is large enough to ensure uncorrelated speckle on each radar return [11] . Re-arranging the range data into a Q ≡ JK-dimensional column vector and making a similar vectorization, r * , for the true range values, we have that
is the joint probability density for r = R to occur, given that r * = R * is the true-range vector [11] . In Eq. 1: Pr(A) is the anomaly probability; δR is the local range accuracy,
i.e., the root-mean-squared range error given that the data is not anomalous; and ∆R is the width of the radar's range uncertainty interval, R ≡ [R min , R max ]. The data is automatically confined to R and we shall assume that the true-range values also lie within R. If R res is the radar's range resolution-roughly cT /2 for a transform-limited pulse of duration T , where c is the speed of light-then we have [6] δR
and
in terms of the radar's carrier-to-noise ratio, CNR ≡ average radar return power average local-oscillator shot-noise power ,
and the number of range-resolution bins, N ≡ ∆R/R res , in its range-uncertainty interval.
The approximations in Eqs. 2 and 3 are valid in the interesting N 1, CNR≥ 10 regime;
for more exact expressions see [6] .
The CNR, for the typical case of monostatic operation, is given by the resolved specklereflector radar equation [14] 
Here: η is the radar receiver's photodetector quantum efficiency; P T is the radar transmitter's peak power; hν is the photon energy at the radar's laser wavelength, λ = c/ν; B is the radar receiver's IF bandwidth; ρ is the reflectivity for the pixel under consideration;
A R is the radar receiver's entrance-pupil area; is the product of the radar's optical and heterodyne efficiencies; and α is the atmospheric extinction coefficient, which is assumed to be constant along the propagation path. By means of Eqs. 2-5 the results of this paper can be tied to the physical parameters of a real laser radar system. In what follows, however, we shall confine our development to the parameters given in Eq. 1, i.e., we will neglect the linkage between δR and Pr(A) that exists because they both depend upon the radar's CNR.
The preceding material provides a complete statistical characterization for the following laser radar range-imaging problem: given the range-data vector r, find the maximumlikelihood (ML) estimate of the true-range vector r * , i.e., the range estimate satisfying
Unfortunately, the probability density function (pdf) from Eq. 1 implies thatr * ML (R) = R, i.e., the ML range image equals the raw data. Mathematically, it is the pixel independence combined with the unimodal single-pixel range pdf that is responsible for this behavior.
Physically, it is disastrous because range anomalies-which may occur on more than 10%
of the pixels at reasonable CNR's-are not suppressed at all.
Parametric Range Imaging
Reliable maximum-likelihood range-imaging has been developed in a downlooking scenario for which the range truth comprises a planar profile [11] . For planar profiling, only three parameters-two slopes and an intercept-are needed to parameterize r * , and strong anomaly suppression has been demonstrated with a computationally convenient approach based on the expectation-maximization (EM) algorithm. In the present paper we will show how this EM/ML estimation apparatus can be wedded to multiresolution signal processing [15] .
Let { φ q : 1 ≤ q ≤ Q } be an arbitrary orthonormal column-vector basis for Qdimensional vector space, and let
be the Q × Q coordinate-transformation matrix generated by this basis. The true-range vector can then be written as r * = Hx, where x is the Q-dimensional vector x ≡ H T r * , with T denoting transpose. If we pick a basis-equivalently, if we pick an orthogonal matrix H-estimating r * from r is equivalent to estimating x from r, indeed we have
Suppose, for a particular H, we know that only the first P dimensions of x are nonzero,
i.e., we know that in the {φ q } basis the range truth can be characterized by a P -dimensional vector,
For future use it convenient now to introduce
so that
The aforementioned knowledge that only the first P dimensions of x are nonzero means that x c P = 0. Clearly we are now set up for parametric ML range imaging, and, if P Q,
we can expect to reap the benefit of substantial range-data anomaly rejection.
The key results for using the EM algorithm on the x P -estimation problem are developed in the next two subsections; their derivations, which we omit, can be found elsewhere [15].
Obtaining the ML Range Image via the EM Algorithm
The ML estimate satisfies
which is the necessary condition for an extremum at X P =x P ML . This reduces to the necessary condition for solving a nonlinear weighted least-squares problem,
where the Q × Q weight matrix is given by
with
The EM algorithm for solving Eq. 12 produces a sequence of estimates, {x P (n) : n = 0, 1, 2, . . . , }, whose associated likelihood sequence, { p r|x P ( R |x P (n) ) : n = 0, 1, 2, . . . , }, is monotonically increasing. The algorithm proceeds as follows.
Initialization
An arbitrary initialization,x P (0), can be used in the EM algorithm, but, whether or not the algorithm converges tox P ML -or to some secondary maximum of the likelihood functiondepends on the quality of this initial estimate [11] , [15] . Thus, to be explicit, let us assume that we use the least-squares initialization,
where the Q × Q initial weight matrix, W Q (0), equals the identity matrix, I Q , for Qdimensional vector space. Physically, this amounts to assuming that the data is anomalyfree, i.e., Pr(A) = 0 prevails. Under this condition, Eq. 12 becomes a linear least-squares problem, whose solution, Eq. 15, is well known. Moreover, because W Q (0) is the Q × Q identity matrix and H P has (by construction) rank P , the necessary inverse matrix does exist.
For very high CNR's and small P -values, the least-squares initialization is satisfactory [11] . For realistic CNR's, however, least-squares initialization fails, but the recursive expectation-maximization (REM) algorithm can be used in its stead with good performance, 
Update Procedure
After the nth step of the EM algorithm, for n = 0, 1, 2, . . . , we have available the current estimate,x P (n), and its associated weight matrix, W Q (n) = diag[w q (n)]. The expectation step of the EM algorithm updates the weights according to:
where
The maximization step of the EM algorithm then updates the estimate via:
The inverse matrix in Eq. 17 always exists, in theory, but there are numerical issues that may arise in its evaluation, as will be noted below. 
Multiresolution ML Range Imaging
The purpose of employing a parametric ML range imager is to impose regularity conditions that ensure a degree of anomaly suppression. When the true range image may be argued to be reasonably planar-such as in the background range-profiling task in the downlooking detection scenario-there is a natural parametric model to employ. In more general scenarios-especially when we are trying to simultaneously range-profile both target and background features-the choice of a parametric model, i.e., an {H, P } pair, is not so clear.
Suppose, for the moment, that we have already selected the H matrix and we are concerned with choosing the number of x dimensions to estimate, namely the value of P . Let us also assume that {φ q } is a wavelet basis, which has been ordered such that increasing q corresponds to increasingly fine scale behavior. Now, it is natural to extract the coarse-scale features from our range data first, viz. use a small P value initially, and then progress to successively finer levels of detail by increasing P . The estimation process should be terminated when we reach the finest scale of interest or when P becomes so large that we are unable to ensure there has been sufficient anomaly suppression to warrant any confidence in finer-scale estimates.
In the sections that follow, we shall exhibit Haar-wavelet results based on simulated and real laser radar range data which demonstrate the soundness of the preceding multiresolution imaging approach. Before that, however, it is germane to present a theoretical result on the ultimate performance limit for ML range imaging.
Performance of the Parametric ML Range Imager
Following standard practice [13] , we shall use the bias and the error covariance matrix to assess the performance of our ML parameter-vector estimate,x P ML . These can be converted, in turn, to corresponding performance results for the ML range estimate via r * P ML = H PxP ML . In keeping with our interest in multiresolution range imaging, we shall undertake this performance analysis without the assumption that x c P = 0.
The error vector associated withx P ML is defined by
The bias ofx P ML is then the average error of this estimate,
In general, the bias may be a function of the true value, X. It is desirable, other things being equal, to have an unbiased estimate, namely one satisfying
If the data is anomaly-free, i.e., Pr(A) = 0, our ML estimation problem becomes linear with, as noted earlier, the following explicit solution
Furthermore, when Pr(A) = 0 the data vector has the following useful decomposition,
where v is a Q-dimensional column vector of independent, identically distributed, zeromean, variance δR 2 , Gaussian random variables. Using Eq. 22 in Eq. 21 it is easily shown that b P ML = 0, when Pr(A) = 0. When Pr(A) > 0, the bias cannot be evaluated explicitly.
Knowing that an estimate is unbiased says that its average error is zero. Because the error-vector's components take on both positive and negative values, saying their expectations are zero does not preclude their being quite large, in magnitude, for any given data vector. The error covariance matrix,
provides useful information in this connection-its diagonal elements are the estimation variances for the components ofx P ML . For any unbiased estimate,x P , we have the Cramér-Rao (CR) bound on Λ P (X), given by [13] 
is the Fisher information matrix for estimating x P from r. The inequality in Eq. 24 means that Λ P (X) − I r (X; P ) −1 is a positive semidefinite matrix. When there is an unbiased estimator which satisfies Eq. 24 with equality for all X, we call that estimator efficient.
Nonlinear estimation problems, such as our range imaging problem, do not, in general, have efficient estimators. Whenever there is an efficient estimator, it is always the ML estimator [13] . If Pr(A) = 0 in our range-imaging problem, it is not hard to show that such is the case, viz., we then have that
When Pr(A) > 0, however, we cannot obtain a simple expression for the Fisher information matrix, but we can obtain a useful explicit lower bound for I r (X; P ) −1 [15].
Suppose we could augment the range data vector, r, with the anomaly data,
to form a complete data vector,
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Clearly, any unbiased estimate of x P based on r is also an unbiased estimate of x P based on y, from which the following complete-data (CD) bound,
can be developed. If Pr(A) = 0, the CD and CR bounds coincide.
1-D Haar-Wavelet Simulation Results
As an initial test of the preceding multiresolution ML range imaging scheme, we have used the Haar-wavelet basis to form multiresolution ML range images from 1-D simulated range data. Figure 1 shows a "Manhattan skyline" range truth for a 512-pixel line, and a single line of simulated laser radar data based on this range truth. The latter was generated using the statistics from Eq. 1 assuming that R min = 0, R max = 1 km, δR = 1 m, and Pr(A) = 0.2; the impact of range anomalies on this simulated data is quite dramatic. This range truth comprises 25 nonzero Haar-wavelet coefficients, out of the 512 dimensions that span this 1-D data. However, owing to the particular form of the range truth we have chosen, a multiresolution Haar-wavelet ML range image that increases its P -value in powers of two will require P = 64 to fully resolve the range truth. Compared to the raw range data, these ML estimates show outstanding anomaly suppression. Moreover, as suggested in the previous paragraph, the P = 16 and P = 32 images do not fully resolve the range truth features, but the P = 64 image does. By accumulating bias and mean-squared error behavior over a large number of simulation runs, we can be more precise about the performance of our Haar-wavelet ML imager [15] . It turns out that there is appreciable bias to the P = 16 estimate, a resolution significantly below that needed for our range truth, but there is little bias at P = 64, a resolution sufficient to perfectly represent the range truth. More importantly, at P = 64, the mean-squared estimation errors for the Haar-wavelet coefficients approach the ultimate limit set by the CD bound.
Coarse-to-Fine Termination Procedure
The multiresolution, wavelet-based ML imaging scheme we have exhibited in the preceding section allows us to sequence through a progression of estimates of increasingly-fine resolutions. The associated likelihoods also increase with increasing resolution, achieving their maximum at P = Q. This means that the full-resolution estimate is the best possible ML estimate, if likelihood is the only performance criterion. However, as noted in Sect. 2, anomaly suppression is a critical component of range-image processing. Thus, there is an inevitable trade-off between increasing the resolution (to capture finer scale range-truth details in our ML estimate) and minimizing resolution (to better suppress anomalous pixels).
In this section, we describe a weight-based procedure for optimally terminating the coarseto-fine scale progression of EM/ML range imaging and use our 1-D Haar-wavelet simulation to demonstrate its validity.
In the expectation step of each EM iteration, a weight is computed for each pixel, which determines whether or not that pixel should be discarded when updating the next estimate, see Sect. 3.2. Consider Fig. 3 , which shows the final weights associated with the ML estimates from Fig. 2 . These results show that the weight values are strongly clustered near zero and one, representing pixels which are presumed anomalous and non-anomalous, respectively, assuming the range estimate is the range truth. This clustering provides a powerful route to coarse-to-fine termination. Under the pixel statistics given in Eq. 1, the number of anomalous pixels is a binomial random variable with mean Q Pr(A). Because
Pr(A) is fairly easy to estimate from the radar's measured CNR and Eq. 3, we can compare N z , the number of near-zero weights associated with a P -dimensional ML range image,
, the nominal number of anomalies to be expected in a Q-pixel frame, to decide whether we have reached the correct coarse-to-fine stopping point.
This approach is illustrated in Fig. 4 , which shows 500-trial histograms for the weights associated with P = 16, P = 32, and P = 64 ML range images. The dotted curves in these figures are the Gaussian approximations to the binomial distribution with mean Q Pr(A).
These results show that when the range truth is significantly underresolved, e.g., P = 16 in our example, the weights predict far more anomalous pixels than expected from the known anomaly probability. As the progression from coarse-to-fine continues, this disparity
shrinks, see the P = 32 case. Ultimately, when the proper resolution for terminating the coarse-to-fine progression has been reached, the weights have statistics commensurate with the Pr(A) value, as seen in the P = 64 case here.
Fast Haar-Wavelet EM/ML Processing
The 1-D simulation results we have just presented hide the two most significant issues that hinder straightforward application of our multiresolution ML imaging scheme to 2-D laser radar range data: computational load, and numerical robustness. Both of these issues arise from the maximization step in the EM iterations, namely, Eq. 17. A conventional evaluation and inversion of the P × P matrix H T P W Q (n)H P has a computational complexity of order QP 2 . Thus, whereas an REM P = 64 Haar-wavelet fitting to a Q = 32 × 32 range image took about 270 s on a Sun SPARCstation 10, almost 2 × 10 4 s were required to perform an REM P = 128 Haar-wavelet fitting to a Q = 128×128 range image on the same workstation [16] . Because the latter Q value is typical of laser radar range imagery, in which case Pvalues appreciably larger than 128 are desirable, it would seem that computational burden alone would undercut the utility of our proposed multiresolution ML approach to anomaly suppression. Numerical issues, however, become even more constraining at large P values.
Indeed, although it has been shown that H T P W Q (n)H P is never singular in principle [15] , in practice its condition number becomes so large, as P becomes comparable to Q, that the maximization step fails. Fortunately, both of the foregoing difficulties can be circumvented by restricting our EM/ML algorithm to Haar wavelets and exploiting a special property of that basis [16].
Haar-Wavelet Singular Value Decomposition
Consider a Q = J × K-pixel 2-D range image and let H from Eq. 7 be the separable Haarwavelet basis for the associated Q-dimensional vector space. For convenience, let J and K both be powers of two, and let us consider EM/ML imaging with resolution
where the elevation and azimuth resolutions, P J < J and P K < K, are also powers of two.
Furthermore, in keeping with our desire to perform a coarse-to-fine resolution progression, we shall assume that the Haar basis { φ q } comprising H is arranged in order of increasingly fine resolution. It then follows that the range space of H P has a basis composed of P orthonormal Q-dimensional vectors, { h p : 1 ≤ p ≤ P }, with non-overlapping support, viz., By the definition of H P and the {h p }, we have that
so that H P has a singular value decomposition of the form
where { ψ p : 1 ≤ p ≤ P } is a set of orthonormal P -dimensional vectors. Now, if we use { e q : 1 ≤ q ≤ Q } to denote the standard basis for Q-dimensional space, we can then employ
in conjunction with Eq. 32, to obtain
where the last equality follows from the non-overlapping support property of the {h p }.
Finally, using Q s (p) ≡ { q : h pq = 0 } to denote the support set for h p and applying the fact that h pq = P/Q for q ∈ Q s (p), the maximization step of the Haar-wavelet EM iteration can be reduced tô
Equation 38 represents an extraordinary simplification in our multiresolution EM/ML range imaging scheme. In particular, there is no longer any matrix inversion to be performed. Moreover, by declaringr P q (n) to be anomalous for all q ∈ Q s (p) whenever numerical underflow is encountered on all the elements of { w q (n) : q ∈ Q s (p) }, we can guarantee that our maximization step is numerically robust. Thus, by using Eq. 38 to directly perform EM range-estimate iterations on each Q/P -pixel block, the maximization step's computational complexity is reduced to order Q. Further speed-up can then be realized by parallelization, because the maximization step for each Q/P -pixel block in the {h p }-tiling of the range data can be assigned to an independent processor dedicated to that block.
To buttress the preceding assertions regarding the numerical robustness and computational efficiency of our Haar-wavelet multiresolution laser radar range imaging, we have performed conventional and fast REM processing at various P -values on raw imagery of various Q-values. Our results are summarized in Table 1 ; additional details can be found in [16] . Because of the fixed overhead of the computations, the resolution dependence of the number of EM iterations needed, and memory-size issues, the entries in Table 1 do not strictly follow the QP 2 and Q respective maximization-step computational complexities for conventional and fast EM/ML processing. Nevertheless, the dramatic speed-up enabled by use of the fast algorithm is evident. Also, the fast algorithm was able to circumvent the numerical difficulties of inverting H T P W Q (n)H P matrices as large as 4096 × 4096.
Results Based on Real Laser Radar Data
Using the fast Haar-wavelet EM/ML algorithm, we have extended our exploration of multiresolution range imaging from the simple 1-D cases, studied via simulation in Sects. 4
and 5, to much more realistic scenarios. In this section we shall present one such example; others are given in [16] .
From MIT Lincoln Laboratory we obtained a laser radar range image of a tank situated in sloping, but otherwise featureless, terrain. That image appears as the upper part of Fig. 5 . It was taken under high-CNR conditions from an airborne laser radar operating in the pulsed-imager mode. Because this image is anomaly free, we used it as the range truth from which to produce realistic simulated raw images for testing our multiresolution processor. In particular, for each raw image we want generated from this range truth, we first add a local range accuracy Gaussian noise to each pixel. Then, we use a Bernoulli process to randomly select pixels which are to be made anomalous. For each such "anomalous" pixel we assign a random range value, chosen from a uniform distribution over the range uncertainty interval. What results is a raw laser radar range image conforming to the Eq. 1 statistical model with known range truth; one such image is shown in the bottom part of We could have chosen to work with an original image that was taken at lower CNR values so that it would itself have exhibited a substantial number of range anomalies. The advantage, in an initial 2-D study, of using this hybrid approach is that we can produce statistically independent, identically distributed range images with a known, realistic, range truth. As will be seen below, this permits us to probe the bias and variance of multiresolution Haar-wavelet range imaging.
In Fig. 6 we show multiresolution Haar-wavelet ML fits-obtained via the REM algorithm with the fast maximization step-to the lower image in Another aspect of the coarse-to-fine progression in Haar-wavelet EM/ML range imaging is seen in Fig. 7 . Here we have plotted gray-scale images of the final weights associated with the EM/ML fits from Fig. 6 . Because the Fig. 6 images suppressed the gun barrel almost completely until 2 × 2-pixel blocks are employed, the barrel-indeed the entire top edge of the tank-appears strongly silhouetted in the weight images at lower resolutions. Physically, this is easy to understand; when an h p block straddles a significant range discontinuity, the EM/ML processor will assign that block a range value close to that of the majority of pixels within its P J ×P K -pixel region. More importantly, the notion that range-edge detection can be accomplished from low-resolution weight images, suggests a hybrid approach to Haarwavelet EM/ML range imaging of the Fig. 5 range truth: use modest resolution to discern the body of the tank, and recover its barrel feature from the associated weight image.
The fast EM/ML algorithm is efficient enough to allow us to assess the validity of our weight-based coarse-to-fine stopping rule. In Table 2 we present sample mean and sample standard deviation values for F z , the fraction of pixels with low final weights, obtained from sets of statistically independent, identically distributed trials at various resolutions. We see from this table that the sample mean of F z is steadily decreasing, with increasing resolution, toward its theoretical ensemble average value of Pr(A) = 0.05.
Using the same set of trials run for the stopping-rule test, we have collected sample mean and sample variance values for multiresolution range images of the range truth from Fig. 5 . In Fig. 8 we show a gray-scale image of the magnitude of the range-image bias,
and in Fig. 9 we have a gray-scale image of the range-image error variance,
The former shows substantial bias occurs in regions along the top edge of the tank and the tank barrel, and that these regions shrink as the resolution is increased. Given the discussion of Fig. 7 , regarding the weight images of these regions, their bias behavior comes as no surprise. The error-variance images do not have any clear message, in part because the systematic error-variance increase that accompanies increasing resolution (cf. Eq. 44, below) makes it hard to draw any conclusions from comparing the different resolutions shown in this figure. Table 3 presents a more interesting error variance vs. resolution comparison. Here, at each resolution, we have averaged the error variances from all but the most anomalous appearing pixels from Fig. 9 , and compared the results to the associated range-image version of the complete-data bound,
= δR
which follows readily from Eqs. 30,31, and the definition of the {h p }. We see that the ultimate, CD-bound performance limit is being approached at the highest resolution value, P = 4096.
Discussion
We have established a theoretical framework for maximum-likelihood multiresolution laser radar range imaging. For the Haar-wavelet multiresolution basis, we have instantiated our framework with a computationally efficient, numerically robust form of the expectationmaximization algorithm. Results based on simulated and real laser radar range data demonstrate that the weights associated with the expectation-maximization iterations provide a reliable indicator for terminating the coarse-to-fine resolution progression. Moreover, at the 20 weight-determined stopping point, estimation performance approaches the ultimate limit set by the complete-data bound.
Despite these positive attributes of our Haar-wavelet EM/ML algorithm, a cursory comparison of the bottom image in Fig. 5 (our "raw" data) with the bottom image in Fig. 6 (our Haar-wavelet EM/ML fit at the stopping-rule selected resolution of 2×2-pixel blocks) raises a simple question. Couldn't similar image enhancement be achieved with straightforward techniques such as median filtering? For the raw image we have studied, the answer to that question is probably yes. But, as we now explain, image enhancement is not the real issue.
As stated at the outset, our goal has been to develop an ML approach to laser radar range imaging that can serve as the front-end for a model-based object recognition system. Toward that end, our algorithm succeeds by extracting the finest-scale information adequately supported by the raw data while simultaneously suppressing range anomalies. Unlike ad hoc image enhancement procedures, our EM/ML approach is faithful to the sensor physics in that it relies on proper range statistics for pulsed-imager operation of a coherent laser radar.
Unlike ad hoc image enhancement procedures, our EM/ML approach will automatically terminate at the proper trade-off between resolution and anomaly suppression. Thus, when the range truth is well-captured by a resolution P Q, as was the case in our 1-D simulations, our EM/ML procedure achieves substantial dimensionality reduction that would not have immediately accrued via image enhancement techniques. Stated alternatively, when the EM/ML algorithm stops at P Q, the parameter vector x P provides a logical, lowerdimensional starting point for feature-based object recognition. Note that little dimensionality reduction occurred in our 2-D example based on real laser radar data. Basically, this is because the range truth in that case contained sufficient high-resolution information to drive the EM/ML stopping rule to 2 × 2-pixel blocks. Nevertheless, as the weight images in Fig. 7 indicate, there may yet be a strong dimensionality reduction available, if we wed a 21 coarse-resolution ML range image to the high-resolution features detected in the associated weight image. Finally, unlike ad hoc image enhancement procedures, our EM/ML approach yields quantitative estimation-performance predictions via the CD bound. This is especially important, for an object recognition front end, in that it launches the analytical audit trail by which sensor-physics limits can be propagated to feature-extraction performance and thence to object recognition capability. More significantly, by having a front-end processor with quantified, near-optimal performance characteristics, we can back-propagate the feature-accuracy requirements of the object recognition module to the sensor, and hence determine the radar, atmosphere, and scene conditions under which adequate recognition performance is achievable.
[ scale lookup table is shown on the right. Table 3 : Sample range-error variance (in range bins squared) and associated complete data (CD) bound, for Haar-wavelet EM/ML range imaging, vs. resolution. Statistics obtained from 100 independent, identically distributed Pr(A) = 0.05, δR = 2 images generated from the range truth shown in Fig. 5 . Bias-magnitude images associated with multiple-trial Haar-wavelet EM/ML fits to simulated raw images generated from the top image in Fig. 5 . From top to bottom the associated h p tiling is in: 4×8-pixel blocks, 4×4-pixel blocks, 2×4-pixel blocks, and 2×2-pixel blocks. For each image, the numbers of trials employed was 100. Each image is a 45×128-pixel gray-scale representation of the bias magnitude (in range bins) vs. elevation×azimuth pixel number. The range bin to gray scale lookup table is shown on the right.
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