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ABSTRACT
Several holographic lenses were constructed and tested. The point
spread functions of the lenses were scanned to obtain edge traces. The
modulation transfer functions and the line spread functions were calculated
from the edge traces. An integration of the MTFs provided a signal-to-noise
metric similar to the Strehl ratio. The diffraction efficiencies of the lenses were
measured. The results showed that all of these image quality metrics can be
obtained from a point image.
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1. INTRODUCTION
1 . 1 HISTORICAL BACKGROUND
Holography is a process that was developed by Dr. Dennis Gabor
[Gabor, 1948]. It is a process that enables the recording and reconstruction of
wavefront propagation. The process is based on the concepts of interference
and diffraction.
The first step is to record the propagation of a specific wavefront. To do
so, the amplitude and phase of the wavefront must be recorded. The recording
of these parameters is simplified by introducing a reference wavefront that
intersects the object wavefront. Constructive and destructive interference are
created within this volume of intersection. The recording material is positioned
within the volume of intersection and records an interference pattern. This
pattern contains the amplitude and phase information from the object wavefront
relative to the amplitude and phase information from the reference wavefront.
The recorded pattern is called a hologram.
The second step is to reconstruct the object wavefront. To do so, the
amplitude and phase of the object wavefront must be reconstructed. If the same
reference wavefront intersects the hologram, in the same orientation, then the
hologram will diffract energy in the direction that the original object wavefront
propagated. The diffracted energy will form a wavefront with an amplitude and
phase that is proportional to the amplitude and phase of the object wavefront.
Therefore, the object wavefront will have been reconstructed.
The object wavefront is completely characterized by its amplitude and
phase information. Since the hologram contains this information, it is a
complete recording of the object wavefront. Dr. Gabor called this two step
process
"holography" from the Greek words "holos", meaning whole or
complete, and "graphos", meaning writing or recording.
This has been a simplistic explanation of the holographic process. More
detailed explanations, along with variations on the process, can be found in the
references [Collier, Burckhardt, & Lin, 1971; Hariharan, 1986].
There was little interest in holography until the laser was invented in the
early 1960's. The laser provided highly coherent and very intense light, a
combination that was previously unavailable. This new light source made
holography much more practical and stimulated an enormous amount of
research [Leith & Upatnieks, 1962; Leith & Upatnieks, 1964; Leith, Upatnieks, &
Haines, 1965; vanLigten, 1966; Helstrom, 1966; Falconer, 1966; Carter &
Dougal, 1966; Goodman, 1967; Friesem &Zelenka, 1967; Wyant & Givens,
1968; Latta, 1968; Upatnieks & Leonard, 1969; Nassenstein, Dedden, Metz,
Rieck, & Schultze, 1969; Urbach & Meier, 1969; De Belder, 1969; Burckhardt &
Doherty, 1969; Chang & George, 1970; Pennington & Harper, 1970; Lamberts,
1972; Lee, 1972; Majkowski & Gara, 1972].
From 1962 to 1972 most of the published articles dealt with the
characteristics of holograms and holographic images. After 1972, the majority
of the articles dealt with specific applications of holography.
1 .2 EVALUATION OF HOLOGRAPHIC IMAGES
Although a large amount of information has been published on the
characteristics of holograms, there is still a need for more information. The
number of parameters in the holographic process and their range of variation
make it necessary to have a means of evaluating the performance of a
hologram for a given application. The common methods of evaluating
holographic images are: measurements of diffraction efficiency, measurements
of the signal-to-noise ratio, and subjective evaluations of images of resolution
targets [DeVelis, Raso, & Reynolds, 1967; Champagne & Massey, 1969;
Lamberts & Kurtz, 1971; Lee & Greer, 1971].
Diffraction efficiency is defined as the percentage of incident light that is
diffracted into the primary first-order image. For accurate measurements, the
image should be small enough to be completely collected by a detector.
Diffraction efficiency is an important measure of the
"brightness"
of the
reconstructed image, but it gives no information about aberrations or noise in
the image.
The signal-to-noise ratio is defined as the ratio of the signal level to the
noise level in the image. Signal-to-noise measurements are commonly made
by recording a hologram of a black-and-white pattern and measuring the
irradiance in the reconstructed image. The irradiance of the white part of the
image is the signal level and the irradiance of the black part of the image is the
noise level. This process generally requires a broad diffuse object for the
hologram and provides an average measurement of the signal-to-noise ratio.
Resolution is generally defined as the spatial frequency of the maximum
sinusoidal frequency that can be resolved by the imaging system. Resolution
targets are commonly used to evaluate the resolving power of an imaging
system. These targets have a repeating pattern (e.g., three black bars on a
white field) of increasing spatial frequency. For evaluating the resolving power
of a hologram, the target is used as the object for the hologram. When the
holographic image of the target is viewed, the observer determines the highest
frequency pattern that can be resolved. The frequency of this pattern is
designated as the cut-off frequency in the image. Although it is easy to carry
out, the subjective nature of this process makes the results more qualitative than
quantitative.
Each of these methods provides valuable information about the image
quality, but three separate images (and thus three separate holograms) are
needed. It would be advantageous if all this information could be gathered from
a single hologram, thus reducing measurement time and experimental error. It
would also help if the image was representative of the intended application. A
method is proposed that will provide all the information from one hologram and
will use an image which is typical of holographic applications.
I will show that the diffraction efficiency, signal-to-noise ratio, and
resolution of a hologram can be obtained from a point image. Aside from the
artistic applications, holograms are most commonly used to form point images
(e.g., holographic lenses, holographic scanners, and holographic memories).
Therefore, it is appropriate to evaluate a point image.
1 .3 CHARACTERISTICS OF AN IMAGE
1.3.1 LINEAR SYSTEM
An optical system is linear if the image of a sum of objects is equal to the
sum of the images of the individual objects. This is represented mathematically
by the following expressions:
S { } : represents the optical system.
/jU) and/2U) : object signals.
g^x) : image signal from S {./[(*)} .
g2{x) : image signal from S {/2U)} .
a1 and a2 : arbitrary complex constants.
S{o^U) + a2/2U)} = S{alfl{x)}+S{a2f2(x)} (1)
= aiSUU)}+a2S{/2U)}
= afaix) + ag^x)
[Gaskill, 1978].
1.3.2 SHIFT INVARIANCE
An optical system is shift-invariant if the only effect of a spatial shift of the
object is a spatial shift of the image. The magnitude and shape of the image are
not influenced by the position of the object.
If an optical system is both linear and shift-invariant, then it is relatively
easy to analyze. The acronym LSI is used to denote linear shift-invariant
systems [Gaskill, 1978].
1 .3.3 THE IMAGE OF AN OBJECT
The rules of geometrical optics can be used to predict the position and
size of the image of an object. This prediction assumes that the structure of the
object is unaltered in the image. In reality, the structure of the image may be
altered by diffraction and aberration effects. For an LSI system, the image,
i(x,y), is actually the convolution of the geometrical optics prediction, u(x,y), with
the point spread function, p(x,y), of the optical system [Goodman, 1968].
i(x,y) = p(x,y)*u(x,y) (2)
Where the convolution operation is defined as:
oo
p(x,y)*u(x,y) = Jp(a,f3)u(x-a,y-f3)dadf3 (3)
oo
[Hariharan, 1986].
1 .3.4 DIFFRACTION-LIMITED SPOT SIZE
The diffraction-limited spot size is the smallest image that a system can
produce due to the diffraction pattern of the exit pupil in the image plane. This
spot size, x, is defined as the radius of the central spot in the image of a point.
x = 1 .22 X f/# (4)
where
f/#: f number of the lens
X : wavelength of light
Example (1):
f/# = 5
* =0.6328 urn
x = 1 .22 X f/# (4)
= (1.22)(0.6328)(5)um
= 3.86 urn
Example (2):
f/# = 1 0
* =0.6328 urn
x = 1 .22 X f/# (4)
= (1.22)(0.6328)(10)um
= 7.72 urn
Note that the spot size increases as the f/# increases.
1 .4 SPREAD FUNCTIONS
1 .4.1 POINT SPREAD FUNCTION, PSF
For an LSI system, the point spread function, p(x,y), is the diffraction
pattern of the exit pupil in the image plane. It represents the two-dimensional
irradiance distribution in the image of a point. The PSF is also known as the
impulse response of the imaging system. For a diffraction-limited circular lens,
the PSF is the well known Airy pattern [Goodman, 1968].
1.4.2 LINE SPREAD FUNCTION, LSF
The line spread function, l(x), is the one-dimensional irradiance
distribution across the image of a line. The line spread function can be
obtained by scanning the image of a line or by integrating the point spread
function in one direction.
I(x) = Jp(x,y)dy (5)
1.4.3 EDGE SPREAD FUNCTION, ESF
The edge spread function, e(x), is the one-dimensional irradiance
distribution across the image of an edge. The edge spread function can be
obtained by scanning the image of an edge or by integrating the line spread
function.
X
e(x) = j\(a)da (6)
The edge spread function can also be obtained by scanning the image of
an aperture with an edge. This is mathematically analogous to scanning the
image of an edge with an aperture. Either scanning process will produce an
edge trace. The edge trace is a collection of sampled data that represents the
edge spread function.
1 .5 FREQUENCY ANALYSIS OF OPTICAL IMAGE FORMATION
1 .5.1 THE FOURIER TRANSFORM
The Fourier transform provides a relationship between the space domain
and the spatial frequency domain. The space domain is familiar as coordinate
space, where optical information is represented by the spatial location of the
elements of a pattern. In the spatial frequency domain, information is
represented by the amplitude and phase of each sinusoidal frequency in the
pattern. The information in the spatial frequency domain is often called the
"spectrum"
of the information in the space domain.
The Fourier transform operation is defined as:
F^,r,)-l]f(x,yyM""")dxdy (7)
OO
The inverse Fourier transform operation is defined as:
oo
/(x.,)-JJf(e.n)'2**"l<*i <8>
CO
where
* . . r 1
c, is in units of -r
n is in units of ^
The Fourier transform pairs are denoted by: <=> .
/(x,y)~F(c;,Ti)
*(*,y)~G(?,Tl)
(9)
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The Fourier transform also provides a relationship between convolution
and multiplication. Convolution in one domain is equivalent to multiplication in
the other domain.
f{*,y>g{x,y)~ F(Z,t\)G{S,T\) (10)
F[Z,r\)*G{Z,r\)~ f(x,y)g{x,y)
The Fourier transform simplifies the analysis of the effect of the point
spread function on the image of an optical system.
Space domain:
i(x,y)=p(x,y)*u(x,y) (11)
Spatial frequency domain:
i(5,n)-K5,n)u(5,n) (12)
Fourier transform pair:
i(x,y)~l(,n) (13)
The function P(,n ) has a multiplicative influence on the image
spectrum l(,n) and, therefore, is known as the transfer function of the optical
system.
1 .5.2 OPTICAL FOURIER TRANSFORM
If an object is illuminated with coherent light, then the complex amplitude
of the Fraunhofer, or far-field, diffraction pattern is proportional to the Fourier
transform of the spatial signal from the object [Goodman, 1968]. Since the
Fraunhofer diffraction pattern can be seen in the space domain, it is desirable to
1 1
be able to predict its pattern in spatial units instead of spatial frequency units.
The spatial units for the pattern are:
x =Xd (14)
where d is the distance from the object to the image plane. If a lens is used to
form the image, then d is the distance from the exit pupil of the lens to the image
plane.
1.5.3 IMPULSE RESPONSE
The impulse response, or point spread function, of an optical system is
the Fraunhofer diffraction pattern of the exit pupil. For a coherent system, the
Fraunhofer diffraction pattern of the exit pupil is the optical Fourier transform of
the exit pupil. Therefore, the impulse response of a coherent system is
proportional to the Fourier transform of the exit pupil function. The impulse
response of an incoherent system is the squared modulus of the system's
coherent impulse response [Goodman, 1968].
P(X' y)incoherent = |p(X> ^coherent f <15)
1 .5.4 OPTICAL TRANSFER FUNCTION, OTF
The optical transfer function, OTF(,n). is the Fourier transform of the
impulse response, p(x,y). Therefore, for coherent systems the OTF(, n) is
proportional to the exit pupil function. If the analysis is restricted to one
dimension, then the OTF() is the Fourier transform of the line spread function,
l(x).
12
The OTF() is a complex function having both a modulus and a phase.
OTK^) =MTF(?)e-iPTF(5] (16)
The modulus of the OTF( ) is the modulation transfer function, MTF( ) .
The modulation transfer function influences the amplitude of each sinusoidal
frequency in the image spectrum l(). The phase of the OTF() is the phase
transfer function, PTF( ) . The phase transfer function influences the position of
each sinusoidal frequency in the image spectrum !()
l(0-OTF(OU(5) (17)
1 .5.5 MODULATION TRANSFER FUNCTION, MTF
MTFl?) = (18)
In Simpler terms, the MTF{) is the ratio of the output-signal modulation
of a system relative to the input-signal modulation as a function of spatial
frequency. For coherent optical systems, the input is the complex-amplitude
distribution from the object and the output is the complex-amplitude distribution
in the image. For incoherent optical systems, the input is the intensity
distribution from the object and the output is the intensity distribution in the
image. An object can be considered as a complicated pattern with a range of
spatial frequencies. Coarse detail has low spatial frequencies and fine detail
has high spatial frequencies. The MTF, therefore, characterizes the ability of the
optical system to image detail in an object. Based on this information, the MTF
has become a metric for evaluating the resolution of optical imaging systems
[Brock, 1967].
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1 .5.6 COHERENT VS. INCOHERENT IMAGING
Coherent systems are linear in complex amplitude, E, while incoherent
systems are linear in intensity, I. Intensity is the squared modulus of the
complex amplitude of light [Goodman, 1968].
E = E0Cos6 (19)
I = E02 (20)
E0: modulus of the complex amplitude.
0: phase of the complex amplitude.
To characterize a coherent system, the MTF should be obtained from the
complex-amplitude distribution in the image. Unfortunately, detectors and
recording materials only respond to intensity. Taking the square root of the
intensity provides the modulus of the complex amplitude but the phase
information is lost.
VT=E0 (21)
To obtain the coherent MTF(), the complex amplitude of the line
spread function is needed. The modulus of the complex amplitude can be
obtained from the intensity distribution of the edge trace, but the phase
information must be measured by other means. The difficulty in measuring the
phase of the complex amplitude of the LSF prohibits its inclusion here.
When the image is a single monochromatic point, the coherent MTF
provides no more information than the incoherent MTF. To form a single
monochromatic point image, the object must be a single monochromatic point
source. If the object is a point source, then it is spatially coherent. If the point
source is monochromatic, then it is also temporally coherent. Therefore, an
14
optical system that forms a point image from a monochromatic point source is a
coherent system. For this special case, the incoherent MTF is acceptable for
evaluating a coherent system. The incoherent MTF, for monochromatic light,
can be calculated from the intensity values of the edge trace of the
monochromatic point image [Scott, Scott, & Shack, 1963].
1 .5.7 APPLICATION TO HOLOGRAPHY
Some papers have been published on the use of a transfer function as a
method of evaluating holographic images [Predko & Sinchenko, 1979;
Sentyalov, 1981; Zhang & Cai, 1984]. Predko and Sinchenko presented a
method for experimentally determining the transfer function by recording a
hologram of two lines and scanning its real image with two slits. The modulus
of the transfer function is obtained from the intensity LSF of each of the lines.
The phase of the transfer function is obtained from the interference of the two
lines.
The advantages of the method proposed in this thesis are the ease of
implementation and the relevance of the selected image. The alignment of an
edge with respect to a point is less critical than the alignment of two slits with
respect to two lines. The image of a point is far more prevalent in holographic
optical systems than the image of two lines.
15
1.6 HOLOGRAPHIC LENSES
1.6.1 HOLOGRAPHIC OPTICAL ELEMENTS
Optical elements are classified as refractive, reflective, or diffractive. A
Holographic Optical Element (HOE) is a diffractive optical element. A
holographic lens is a HOE that has the wavefront-altering properties of a lens.
There are two ways to make a simple positive holographic lens. In either
case, the reference beam can be diverging, converging, or collimated. The first
method requires an object beam that converges to a point. When the virtual
image of the object beam is played back with the original reference beam, the
reconstructed beam will focus to a point. The second method requires an object
beam that diverges from a point. When the real image of the object beam is
played back with the conjugate of the reference beam, the reconstructed beam
will focus to a point.
ble 1 .6.1 HOE Design Options
Converging Diverging
Object Beam Object Beam
Advantage Easier to reconstruct a Easier to form a noise-free
perfect image by using the unaberrated object beam.
original reference beam.
Disadvantage Difficult to form a noise- Difficult to form the exact
free, diffraction-limited, conjugate of the reference
converging object beam beam for playing back the
of sufficient diameter and real image.
f-number.
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The disadvantage of the diverging object beam method is easy to
overcome when a collimated reference beam is used. The conjugate of a
collimated beam is a collimated beam propagating in the opposite direction.
The method chosen for this thesis was a diverging object beam combined with
a collimated reference beam.
1.6.2 TYPES OF HOLOGRAMS
Holograms are classified under the following headings:
transmission or reflection
amplitude or phase
thin (plane) or thick (volume)
on-axis or off-axis
single-beam or two-beam
wavefront-division or amplitude-division
These headings describe the characteristics of the hologram. A holographic
lens can be a hologram with any legitimate combination of these characteristics.
The two-beam off-axis amplitude-division method provides the most
control over the lens design for three reasons. First, two-beam amplitude-
division provides more control over the beam ratio. Second, off-axis alignment
eliminates the playback problem of the real and virtual images being on the
same optical axis [Leith & Upatnieks, 1963]. Third, off-axis alignment avoids the
obstruction problem during recording that is associated with collinear object
and reference beams. Thin transmission holograms have the loosest
tolerances for the recording and playback parameters due to the spatial
frequency and orientation of the fringes. Therefore, a two-beam, off-axis,
amplitude-division, thin, transmission hologram would be a good choice for a
holographic lens.
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Phase holograms are generally preferred over amplitude holograms
because phase holograms can provide higher diffraction efficiency. However,
phase holograms are less stable than amplitude holograms when silver halide
materials are used. Silver-halide phase holograms are composed of gelatin
and undeveloped or bleached silver halide crystals. The silver halide crystals
are light sensitive and will gradually convert to silver metal upon exposure to
intense light [McMahon & Maloney, 1970]. Silver-halide amplitude holograms
are composed of gelatin and silver metal. The silver metal is relatively stable.
Since the holograms produced for this thesis were recorded on silver halide
emulsions, the holograms were designed to be amplitude holograms.
1.6.3 ABERRATIONS
Meier derived the equations for third-order aberrations in the real image
of a point [Meier, 1965]. These equations apply to off-axis holograms of a point
object with an arbitrary reference wavefront. To simplify the analysis, the
equations were reduced to the classical Seidel aberration coefficients for
spherical aberration, coma, astigmatism, field curvature, and distortion. For a
point image, the only effect of field curvature and distortion is a shift in the
location of best focus [Champagne, 1967; Born & Wolf, 1980]. The plane of the
edge trace can be shifted to compensate for field curvature and distortion.
Therefore, field curvature and distortion will be ignored in this discussion.
Champagne extended Meier's equations to a nonparaxial model
[Champagne, 1967]. Champagne's equations can be simplified by stipulating
two conditions:
1) The same wavelength is used for recording and reconstruction.
2) The magnification of the hologram is unity.
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The aberration coefficients are as follows:
Spherical Aberration
S = ^~E3 + D3~r53 (22)
where
R? R? R? R
Coma
p =2^_-^2_ + 2^---^i- (23)
X
Rj R3 Rf Rf
l '
r =yc.-yo- + ^L--^i- (24)
Astigmatism
a = *L-*L+*L-X (25)Ax
R? R3 R? R?
A =t-t+yL_)L (26)*y R3 R3 R3 R3
* .Mc-Ml+Mi-^ (27)AXy R3 R3 R3 R3
x0, yo. Ro : object point coordinates.
Xr, yr, Rr : reference source coordinates.
Xc, yc. Re : reconstruction source coordinates.
xj, yi, Rj : image point coordinates.
19
The hologram is located in the x-y plane. The symbol R has been
substituted for the symbol z since the beams propagate along two different axes
and neither of these axes is necessarily orthogonal to the x-y plane.
Figure 1.6.3.1 Cartesian Coordinates
o & i
Z axis
Y axis
Champagne and Massey modified Champagne's model to incorporate
expressions for angular alignment [Champagne & Massey, 1969]. This
variation is based on the following substitutions:
x
=sinoc
y
=sina
(28)
(29)
Upon substitution, the equations for the aberration coefficients become:
Spherical Aberration
J__J_ J__S=R3-R3+R3-R3 (22)
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Coma
n sinacc,-
R,
sina
T^- +
Rf
sinar sina
Rf Rf
r -sinac sinaT^- +
R2,
sinar sina
Rf Rf
Astigmatism
sin2
a
A - c
sin2
a0
R0
sin2
ar
sin2
a,
+
"
Re Rr R,
_sin2e
' Re
sin2
a0
R0
sin2
ar
sin2
oc;
+
Rr R,
.
sin2
a.
A = -
sin2
ac. sin2ar
sin2
a
L + L-
(30)
(31)
xy R r. a R,
(32)
(33)
(34)
These expressions can be used to relate the magnitude of wavefront
aberration to the alignment tolerance of the hologram. The phase error of a
reconstructed wavefront, as a function of the Seidel aberration coefficients and
the polar coordinates of the hologram aperture, is determined by the following
equation:
W =')>
+ - p3(Cx cos 0 + Cy sin0)
" \ P*(Ax cos20 + Ay sin20+2Axycos0 sin 6)] (35)
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Where p and 0 are the polar coordinates of the hologram aperture [Meier,
1965].
1 .6.4 PLAYING BACK THE IMAGE
A collimated reference beam and a diverging object beam were used to
record the hologram. Therefore, the conjugate of the reference beam was
required to reconstruct the real image of a point. The conjugate of a collimated
beam is a collimated beam propagating in the opposite direction. This
facilitated the reconstruction step since the original reference beam could be
used as the reconstruction beam. To obtain the proper orientation, the
hologram was rotated 180 degrees about the x axis.
The choice of a collimated reference beam helps to minimize the
aberrations in the reconstructed wavefront [Meier, 1965; Champagne & Massey,
1969]. This is evident in the equations presented in section 1 .6.3. For
collimated reference and reconstruction beams, the coefficient for spherical
aberration reduces to zero. The magnitude of the wavefront error for coma and
astigmatism depends on the alignment error of the reconstruction beam.
Astigmatism can be very large for a small error in alignment.
1.6.5 NOISE
The noise in a holographic image can be classified into five categories
[H. Smith, 1977].
1 . Granularity
2. Scattering from Substrate Material
3. Phase Noise
4. Nonlinear Recording
5. Speckle Noise
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Granularity is a significant source of noise for holograms made from
silver halide emulsions. The silver grains in amplitude holograms scatter light
over a large solid angle. The silver halide crystals in phase holograms also
scatter the light. The scattering produces a broad uniform noise level.
Scattering from the substrate material also produces a broad uniform
noise level. This scattering is a function of the texture and microstructure of the
substrate. However, scattering is not significant for glass substrates.
Phase noise is present in holograms of broad diffuse objects. The spatial
extent of the object and the different angles of reflection lead to intermodulation
of the reflected components of the object beam. The intermodulation of the
object beam creates a secondary interference pattern which produces a low-
frequency phase modulation in the hologram material. This low-frequency
modulation acts as a secondary grating. The resulting noise in the image plane
has intensity modulation as a function of spatial location. However, an object
beam diverging from a point source will not produce phase noise.
Nonlinear recording causes the fringes of the hologram to deviate from
sinusoidal profiles toward rectangular profiles. The profile distortion causes
diffraction into higher orders. This higher-order diffraction produces secondary
images. The secondary images can produce noise in the first-order image if
they overlap the first-order image. For the case of a point image from an off-axis
hologram, secondary images generally will not be spatially broad enough to
overlap the first-order image. If the secondary images are odd harmonics (i.e.,
3, 5, 7, ete.), then a distorted first-order image will be added to the primary
first-order image. The resulting noise in the image plane will have intensity
modulation as a function of spatial location [Goodman & Knight, 1968].
Speckle noise is unique to temporally coherent light. It is associated with
diffusely scattered wavefronts. The intermodulation of the scattered wavefront
produces interference patterns. The scale of the light and dark elements of the
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pattern is determined by the numerical aperture of the viewing system
[Hariharan, 1986]. Speckle is a broad uniform noise. However, speckle will not
be significant for a point image because none of the wavefronts are diffuse.
Of the five types of noise, only noise from granularity and nonlinear
recording are applicable to the holograms produced for this thesis.
Although aberrations are not considered to be noise, they do degrade
the image. Aberrations reduce the relative magnitude of the central peak in the
point spread function. The result is a reduced signal level.
1.6.6 SIGNAL
The Strehl ratio is a figure of merit used for evaluating optical imaging
systems. The Strehl ratio is the ratio of the peak value in the actual PSF to the
peak value in a diffraction-limited PSF for a given f number. Therefore, the
Strehl ratio provides a relative measure of the signal level for a point image.
The Strehl ratio can be related to the MTF by the central ordinate
theorem [W. Smith, 1966]. The central ordinate theorem states that the value of
the central ordinate of a function of two variables is equal to the volume under
the Fourier transform of the function. The Strehl ratio can be determined by
comparing the volume under the actual MTF to the volume under the
diffraction-
limited MTF. A Strehl ratio of 0.8 or more is considered excellent [Born & Wolf,
1980].
The concept of Strehl ratio can be extended to the LSF. The central
ordinate theorem also applies to functions of one variable. In this case, the
relative signal level can be determined by comparing the area under the actual
MTF to the area under the diffraction-limited MTF. We will call this the one-
dimensional Strehl ratio.
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The edge trace is normalized to a minimum of zero and a maximum of
unity. As a result, the edge trace will measure the net signal in the image. The
net signal is the difference between the signal level and the uniform noise level.
The MTF obtained from the normalized edge trace will then provide the net
modulation as a function of spatial frequency. Therefore, the one-dimensional
Strehl ratio from this MTF will provide the net signal level in the image relative to
a perfect signal level.
The utility of the signal-to-noise ratio is to determine the net signal level
in the image. Therefore, the one-dimensional Strehl ratio obtained from an
edge trace will provide the same utility.
The Strehl ratio is not a linear measure of noise and aberrations. As the
aberrations increase, the Strehl ratio does not account for the complexity of the
changes in the point spread function. When the Strehl ratio falls below 0.5, then
a more detailed study of the point spread function should be carried out [King,
1968].
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1 .7 PARAMETERS OF THE LENSES
1 .7.1 ANGLE BETWEEN THE REFERENCE AND OBJECT BEAMS
The angle between the reference and object beams defines a carrier
frequency. This carrier frequency is the average spatial frequency in the
interference fringes which form the hologram.
K 2sin0Z=^~ (36)
where
: spatial frequency of the interference pattern.
0 : half-angle between the reference and object beams.
X : wavelength of light.
The interference fringes have a distribution of spatial frequencies since
they are produced from a spherical wave interfering with a plane wave. The
spatial frequency bandwidth in the hologram is defined by the aperture and
focal length of the holographic lens.
The diffraction efficiency of the fringes is related to the fidelity with which
they are recorded, which in turn is related to the MTF of the processed recording
material [Biedermann & Stetson, 1969]. As the spatial frequency of the fringes
increases, the contrast of the recording decreases, causing a decrease in
diffraction efficiency. The decrease in diffraction efficiency is not necessarily a
linear function of spatial frequency. Therefore, for a given bandwidth, the
variation in diffraction efficiency over the bandwidth will depend on the carrier
frequency. The variation in efficiency or in spatial frequency across the lens
aperture may degrade the quality of the reconstructed point image.
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Also, as the spatial frequency increases, the fringes become more
sensitive to dimensional and optical changes in the recording material brought
about by processing. This higher sensitivity means that these fringes are more
likely to be a source of aberrations.
1 .7.2 REFERENCE TO OBJECT BEAM IRRADIANCE RATIO
The Amplitude Transmittance vs. Exposure curve represents the
relationship between the input and the output of the holographic process for
amplitude holograms [Kozma, 1966]. The input is exposure. The output is the
amplitude transmittance. For the recording process to be linear, the exposure
range for the irradiance modulation of the interference pattern must remain
within the linear region of this curve. The irradiance modulation is controlled by
the ratio of the reference beam irradiance to the object beam irradiance, as
shown by the following equations:
Imax=Ii+l2 + 2VMT /cm2 (37)
. uW/
Iun=Ii + l2-2ViX /cm2 08)
where
and
I^ reference beam irradiance at hologram plane.
I2: object beam irradiance at hologram plane.
uW seconds/
exposure = (irradiance) (exposure time)
H
/^ (39)
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Nonlinearity in the recording process leads to secondary images and
noise in the primary image. This noise was described in section 1 .6.5. The
presence of secondary images also reduces the diffraction efficiency for the
primary image.
1.7.3 F NUMBER OF THE LENS
The f number, f/#, of a single lens is defined as the ratio of the focal
length, f, to the diameter, D, of the lens [Born & Wolf, 1980].
f/# = ^ (40)
As the f number of the lens decreases, so does the diffraction-limited spot
size, x:
x = 1 .22 X f/# (4)
Aberrations in the image become more apparent as the diffraction-limited
spot size decreases. At some f number, the spot size will become limited by
aberrations. Aberrations in the image will affect the size and shape of the point
spread function, which in turn will affect the resolution of the lens.
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1 .8 OBJECTIVES
The objective of this thesis is to investigate the use of a point image to
evaluate the quality of a holographic lens. The line spread function and the
incoherent monochromatic modulation transfer function of the holographic lens
can be obtained from an edge trace of the point image. The one-dimensional
Strehl ratio can be obtained from the MTF. The diffraction efficiency of the
hologram can be obtained from the relative irradiance of the point image with
respect to the playback beam. These metrics will provide considerable
quantitative information about the performance of the holographic lens. The
parameters under study are:
1 . The angle between the reference and object beams.
2. The ratio of the irradiance of the reference and object beams.
3. The f number of the lens.
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2. EXPERIMENTAL METHOD
2.1 PRELIMINARYWORK
2.1 .1 TEST ANTIHALATION METHOD
One of the common problems associated with using a glass plate
substrate for holography is secondary interference patterns. These secondary
patterns arise from the interference of the incident beams with their reflection
from the glass plate. The patterns are clearly visible as low frequency density
variations and are a source of noise in the image. These patterns can be
prevented by eliminating the reflections from the glass plate. There are a few
common methods for doing this:
1 . Use plates with a factory-applied antihalation backing [Foley &
Wendt, 1967],
2. Apply an antihalation backing to the plates [Foley & Wendt,
1967],
3. Use an index matching fluid on the plates [Dreskin & Langone,
1968].
The desired plates were not available with a factory-applied antihalation
backing. The methods that required large amounts of index matching fluid were
expensive, messy, and obtrusive. Even index matching the plate to a
non-
reflective material was considered messy and expensive. In addition, most of
the suitable index matching fluids are toxic or otherwise undesirable. The lack
of ventilation in the holography lab prohibited the use of such materials.
Foley and Wendt proposed the use of a black paint as an antihalation
backing [Foley & Wendt, 1967]. This approach seemed to be efficient,
inexpensive, and harmless. The paint used by Foley and Wendt has since
been discontinued, so a flat-black latex house paint, "Villa Black", manufactured
30
by Martin Senour Paints was used instead. This paint was chosen because it is
non-reflective, water soluble, and labeled as "non-photochemically reactive".
The paint is non-photochemically reactive because it does not contain mercury,
an element that will fog silver halide emulsions. A simple experiment
demonstrated the effectiveness of the paint as an antihalation backing. In
addition, the paint remained intact during processing and was fairly easy to
remove after washing. See appendix 6.1 .
2. 1 .2 DETERMINE OPTIMUM PROCESSING OF RECORDING MATERIAL
The optimum processing of a recording material is unique for the
particular combination of the recording material and processing chemicals.
One of the best ways for determining the optimum processing for holography is
to compare the Amplitude Transmittance vs. Exposure curves for different
processes [Friesem, Kozma, & Adams, 1967; Kaspar & Lamberts, 1968;
Biedermann & Stetson, 1969]. The primary parameters that affect this curve
are:
1. recording material
2. developer type and/or concentration
3. developer pH
4. developer temperature
5. development time
A complete study of these parameters is beyond the scope of this thesis
and therefore only one parameter was varied: development time. The recording
material was chosen to be Agfa-Gevaert 10E75 because of its specific
resolution and its popularity among holographers. The developer was chosen
to be Kodak D-19 at its standard pH. D-19 is one of the standard developers for
amplitude holograms because it is a high-contrast, high-capacity developer.
The development temperature was approximately 20 degrees Celsius as
recommended by Kodak. At a higher temperature, the lifetime of the developer
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would be shortened. At a lower temperature, the diffraction efficiency of the
hologram would be decreased.
The parameter that was varied was the development time. Three
different development times were used: 5, 7, and 9 minutes. After comparing
the respective Amplitude Transmittance vs. Exposure curves, the 7 minute
development time was chosen. See appendix 6.2. The final tray processing
schedule was as follows:
D-19 19 C 7min.
Continuous agitation for first minute,
then 5 seconds of agitation at
30 second intervals.
Stop Bath 19 C 0.5 min.
Continuous agitation.
Fixer 19 C 4 min.
Continuous agitation for first minute.
(Clearing time was 45 sec.)
Wash 20 min.
Photo-flo bath 1 min.
Dry at room temperature
2.1 .3 DETERMINE BEAM RATIOS
The Amplitude Transmittance vs. Exposure curve from section 2.1 .2
provided the guidelines for determining the reference-to-object beam ratios.
The linear range for the exposure appeared to be from 0.5
microjoules/cm2 to
1 .5 microjoules/cm2. The curve remained fairly linear out to 2.0
microjoules/cm2.
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The average exposure was chosen to be 1.15 microjoules/cm2 for
optimum linearity and maximum diffraction efficiency. The following beam ratios
were chosen based on their modulation range.
Table 2.1.3.1 Exposure Modulation
Ratio Minimum
Exposure
Maximum
Exposure
Linearity
3:1 0.154 uJ/cm2 2.146 uJ/cm2 Nonlinear
9:1 0.460 uJ/cm2 1 .840 uJ/cm2 Borderline
20:1 0.660 uJ/cm2 1 .640 uJ/cm2 Linear
The reference beam is always given the larger irradiance to minimize
nonuniformity in the hologram exposure.
2. 1 .4 OBTAIN THE DIFFRACTION EFFICIENCY CURVE
The Diffraction Efficiency vs. Spatial Frequency curve was obtained by
measuring the diffraction efficiency of a series of holographic gratings. Eight
gratings were recorded, ranging in spatial frequency from approximately 800
cycles/mm to 2500 cycles/mm. The eight gratings were recorded on the same
plate to minimize processing errors. Two sets of gratings, on two different
plates, were produced to compare the repeatability of the experiment.
The diffraction efficiency was calculated from measurements of the
incident unexpanded HeNe laser beam and the light diffracted into the
appropriate first order. The plate was oriented with the laser beam incident on
the glass substrate. The same orientation was later used to reconstruct a point
image with the holographic lenses. Three sets of measurements were made to
average out errors. See appendix 6.3.
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2.1 .5 DETERMINE BEAM ANGLES
The choice of angles between the reference and object beams was
based on the following considerations:
1 . The limitations and physical dimensions of the lab equipment.
2. The resolution of the emulsion.
3. The Diffraction Efficiency vs. Spatial Frequency curve.
4. The hologram orientation sensitivity.
The angle of 36.8 degrees was the lower limit for the lab equipment. The
angle of 90.0 degrees is the condition of maximum orientation sensitivity [Leith,
Kozma, Upatnieks, Marks & Massey, 1966]. The angle of 61 .9 degrees is
midway between these angles.
These beam angles correspond to the following carrier frequencies in the
hologram:
Table 2.1.5.1 Beam Angles
Total
Angle
(degrees)
Half
Angle
(degrees)
Carrier
Frequency
(cycles/mm)
36.8 18.4 998
61.9 30.95 1625
90.0 45.0 2235
2.1 .6 CALIBRATE THE PIEZOELECTRIC PUSHER
The piezoelectric pusher was used to step the razor edge across the
point image. The piezoelectric pusher is a ceramic device that expands in
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proportion to the amount of DC voltage applied to it. For the device used, the
calibrated expansion was found to be 0.24067 microns per volt. The
piezoelectric pusher was calibrated with a Michelson interferometer in which
one of the mirrors was mounted on the piezoelectric pusher. As the voltage was
increased in 5 volt increments, the number of fringes that travelled over a point
in the image plane was counted. Each fringe cycle represented an expansion
of half of a wavelength of light (i.e., 0.3164 \im). The settling time for a 5 volt
increment was found to be 1 minute. See appendix 6.4.
2.1 .7 DETERMINE F NUMBER FOR HOLOGRAPHIC LENSES
The choice of f numbers was based on the following considerations:
1 . The aberration sensitivity of the f number.
2. The limitations and physical dimensions of the lab equipment.
3. The edge trace step size.
4. The expansion range of the piezoelectric pusher.
5. The diameter of the object source.
The f number needed to be low enough to make the reconstructed point
image sensitive to the parameters that were being evaluated. If the f number
was too large, then the point would be diffraction-limited and would provide little
information for analysis.
The limitations and physical dimensions of the laboratory equipment
made it difficult to achieve an f number lower than f/5.
The spatial extent of the point spread function needed to be much larger
than the step size of the edge trace. This requirement enabled the
collection of
enough sample values to model the edge spread function accurately.
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The expansion range of the piezoelectric pusher was found to be 33.7
microns. This expansion range needed to be at least twice the radius of the
third zero in the diffraction limited point spread function. See appendix 6.6.
Table 2.1.7.1 Point Spread Function
PSF
Radius
Incremental
Energy
Total
Energy
x1=1.220Xf/# 83.9% 83.9%
x2 = 2.233Xf/# 7.1% 91 .0%
x3=3.238Xf/# 2.8% 93.8%
x4 =4.241Xf/# 1 .5% 95.3%
x5 =5.243Xf/# 1 .0% 96.3%
Let x3 = 16.85 microns and X = 0.6328 microns. Then the maximum f/# is
8.2.
The radius of the pin-hole spatial filter used in the object beam was 2.5
microns. The radius of the pin-hole needed to be smaller than the radius of the
first zero in the diffraction-limited point spread function. This was necessary to
ensure that the structure of the pin-hole was not resolved in the reconstructed
point image.
Let xi = 2.5 microns and X = 0.6328 microns. Then the minimum f/# is
3.2.
Based on these considerations, the lenses were designed with a focal
length of 127 millimeters. Apertures were used to produce f/10, f/6.7, and f/5
during playback. The following table lists the radial distances for the zeros in
the point spread functions for the three f numbers.
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Table 2.1.7.2 F Numbers
f/5 f/6.7 f/10
*1 3.86 urn 5.17 jim 7.72 urn
x2 7.07 urn 9.47 urn 14.13 urn
x3 10.25 urn 13.73 urn 20.49 urn
x4 13.42 urn 17.98 urn 26.84 urn
x5 16.58 urn 22.23 urn 33.18 urn
2.1 .8 DETERMINE STEP SIZE FOR EDGE TRACE
The Nyquist limit in sampling theory states that a sinusoid must be
sampled more than two times per period to obtain sufficient information to
reconstruct the sinusoid.
2Ax<- (41)
where
Z, : frequency of the sinusoid
Ax: step size
Since the point spread function defines the smallest point that a lens can
produce, it also defines the highest frequency pattern that the lens can image.
This maximum frequency is called the cut-off frequency, c . The cut-off
frequency for a diffraction-limited optical system can be determined
from the
following equation:
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.-?# (42)
For an f/5 lens and X = 0.6328 microns
c =316 cycles/mm
To sample this frequency properly in the point image, the step size for the
edge trace should be:
Ax < - = 1 .582 microns
2^c
The dynamic range of the piezoelectric pusher was 140 volts. For ease
of calculation, the step size was chosen to be 5 volts.
Ax = (5 volts) (0.24067 microns/volt) = 1.203 microns
Some edge traces were made with step sizes of 4 volts or 3 volts in an
attempt to improve the repeatability.
(4 volts) (0.24067 microns/volt) = 0.963 microns
(3 volts) (0.24067 microns/volt) = 0.722 microns
However, no significant improvement in repeatability was obtained.
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2.2 MAKING AND EVALUATING THE LENSES
2.2.1 MAKE THE HOLOGRAPHIC LENSES
A series of simple positive holographic lenses was made by using a
diverging object beam and a collimated reference beam. When the real image
was played back with a collimated beam, the reconstructed wavefront
converged to a point. The holograms, therefore, acted as positive lenses.
Each hologram was recorded using the amplitude-division, two-beam,
off-axis method for transmission holograms. The normal to the holographic
plate was oriented so that it bisected the angle between the object and
reference beams. The interference fringes also bisect the angle between the
two beams and therefore the recorded fringes were oriented perpendicular to
the emulsion. This minimized distortion of the fringes from changes in the
emulsion thickness that occur during processing [Vilkomerson & Bostwick,
1967;Gara&Yu, 1971].
The object beam was expanded through a 40x microscope objective that
had a numerical aperture of 0.65. The beam was spatially filtered through a
pin-hole that had a diameter of 5 microns.
The reference beam was expanded through a 60x microscope objective
that had a numerical aperture of 0.85. The beam was spatially filtered through a
pin-hole that had a diameter of 10 microns. The beam was collimated with a f/5
precision-optomized achromatic plano-convex lens.
A 10 milliwatt Helium Neon (HeNe) laser operating at X = 632.8 nm was
used to record the holograms. The coherence length of the laser was
approximately 17 centimeters. The HeNe laser is the most popular laser for
holography because of its exceptional coherence properties, its low cost, its
small size, and its lack of special cooling requirements.
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The holograms were recorded on Agfa-Gevaert's 10E75 holographic
plates. The 10E75 emulsion is specially sensitized for red light for use with
HeNe, Ruby, or Krypton lasers. The glass plate substrate was chosen to ensure
that the holograms remained dimensionally stable. The 10E75 emulsion has a
resolution limit of approximately 3000 cycles/mm.
Figure 2.2.1.1 Recording Layout
shutter
beam splitter
mxrror
z axis
10E75 plate
The recording material was processed to produce amplitude
holograms.
Thin amplitude holograms have a maximum diffraction efficiency of 6.25%
[Hariharan, 1986]. Although amplitude holograms have a much lower
diffraction efficiency than phase holograms, they are much more stable for
silver-halide emulsions. The holograms were exposed to produce an optical
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density of about 0.5 after processing. This optimum density is associated with
the average exposure of 1.15 uJ/cm2 and the development process specified in
section 2.1.2.
Two of the parameters under study were designed into the lenses. The
third parameter, f number, was varied by using different apertures on the
holograms during playback. There were three variations of each parameter.
1 . The angle between the reference and object beams.
(36.8, 61.9, and 90.0)
2. The ratio of the irradiance of the reference and object beams.
(3:1, 9:1, and 20:1)
3. The f number of the lens.
(f/5,f/6.7, andf/10)
The combination of these parameters was as follows:
Table 2.2.1 . 1 Parameters of Set #1
angle beam ratio f number
36.8 20:1 f/5
61.9 20:1 f/5
90.0 20:1 f/5
Table 2.2.1 .2 Parameters of Set #2
angle beam ratio f number
36.8 3:1 f/5
36.8 9:1 f/5
36.8 20:1 f/5
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Table 2.2.1 .3 Parameters of Set #3
angle beam ratio f number
36.8 20:1 f/5
36.8 20:1 f/6.7
36.8 20:1 f/10
The first set isolated the effect of the beam angle on the point image. The
beam ratio of 20:1 ensured a linear recording and the f number of f/5 caused
aberrations to be more apparent.
The second set isolated the effect of the beam ratio on the image. The
beam angle of 36.8 degrees minimized the alignment sensitivity of the
hologram and the f number of f/5 was used for consistency.
The third set isolated the effect of the f number on the point image. The
beam angle of 36.8 degrees minimized the alignment sensitivity of the
hologram and the beam ratio of 20:1 ensured a linear recording.
2.2.2 REALIGN THE LENS FOR PLAYBACK
A microscope was used to view the point image formed by the
holographic lens. Care was taken to reduce the intensity of the laser light to
prevent retinal damage. The hologram was adjusted in the y and z directions,
rotated in the y-z plane, and rotated in the x-y plane to obtain the best image.
The image was very sensitive to the alignment of the hologram. As expected,
the image was degraded by aberrations. The predominant aberration was
astigmatism. Additional rotation capability in the x-z plane would have helped
to reduce the aberrations further.
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2.2.3 TAKE EDGE TRACE OF POINT IMAGE
For each edge trace, the lens was illuminated with collimated light from a
HeNe laser to form a point image. A microscope was used to view the point
image and determine the plane of best focus. A razor edge was then aligned to
the same plane as seen through the microscope.
Figure 2.2.3.1 Playback Layout
HeNe laser
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mirror
beam splitter
integrating
sphere
razor
edge
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The razor edge was aligned along the x axis and stepped across the
point image along a line in the y-z plane to obtain the edge trace. The edge
trace was represented by intensity readings from the radiometer as a function of
the voltage to the piezoelectric pusher. See appendix 6.7. This raw data was
processed through two computer programs to obtain the normalized edge
spread function. The first program "VoltToRaw" converted the voltage data to
spatial position. The second program "NormEdge" normalized the intensity
data to a minimum of zero and a maximum of unity.
2.2.4 CALCULATE THE LINE SPREAD FUNCTION
The line spread function is the derivative of the edge trace. Since the
edge trace was represented by sampled data, the LSF was obtained from the
following equation:
LSF( **\ e(x
+ Ax)-e(x)
2 J Ax
A computer program called
"FindLSF"
was used to calculate the LSF
from the edge trace data. The program also normalized the LSF data to a
maximum of unity.
2.2.5 CALCULATE THE MTF USING TATIAN'S METHOD
The optical transfer function is the Fourier transform of the line spread
function. However, the LSF was obtained from the derivative of sampled data.
Differentiation enhances the noise in the data. To avoid taking the Fourier
transform of noise enhanced data, Berge Tatian presented a numerical method
for calculating the OTF directly from the normalized edge spread function
[Tatian, 1965].
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OTF(c;)= p27r&e(neK,27r?n for |^ | < Sc (44)
where
n : sample number of the edge spread function.
e : step size.
e(ne) : normalized edge spread function.
This formula was the basis for the computer program "TatianMethod" that was
used to calculate the OTF and MTF from the normalized edge trace data.
The OTF has two parts, the modulation transfer function and the phase
transfer function. Due to the sampling nature of this method, phase effects
would be induced in the PTF if the exact center of the edge trace could not be
identified and sampled. This type of accuracy was not practical for this
application; therefore, the phase transfer function was ignored. The analysis
was restricted to the modulation transfer function.
2.2.6 MEASURE DIFFRACTION EFFICIENCY
The diffraction efficiency of the holographic lens was determined from
measurements of the optical power of the reconstruction beam, cj)c and the
optical power of the point image, (J);.
diffraction efficiency = L (45)
<t>c
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The point image was focused by the hologram on the detector, allowing
the detector to be underfilled. A glass lens was used to focus the reference
beam on the detector. It was important to underfill the detector for both
measurements so that the meter read total power instead of power per unit
area. Placing the glass lens in the reference beam caused a small error in the
measurement of the power in the reference beam. The throughput of the glass
lens was approximately 96%. Therefore, the measured value for the power in
the reference beam was lower than the actual value. This error was negligible
because the efficiencies of the holographic lenses were near 1%.
2.2.7 CALCULATE THE ONE-DIMENSIONAL STREHL RATIO
The one-dimensional Strehl ratio was obtained by comparing the area
under the edge-trace MTF to the area under the diffraction-limited MTF for the
same f/#.
A
one-dimensional Strehl ratio = -r^- (46)
where
Aet : area under the edge-trace MTF.
Adl : area under the diffraction-limited MTF.
The one-dimensional Strehl ratio is a relative measure of the signal level
in the image. The maximum signal level is attained when the one-dimensional
Strehl ratio equals unity.
A diffraction-limited LSF was simulated with the computer program
"LSFSim". The LSF was summed into the ESF in the computer program
"IntegrateLSF". The diffraction-limited ESF was then run through the computer
program
"TatianMethod" to obtain the diffraction-limited MTF. The edge-trace
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MTF and the diffraction-limited MTF were compared in the computer program
"StrehlRatio" to obtain the one-dimensional Strehl ratio.
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3. RESULTS
3.1 LINE SPREAD FUNCTIONS
Figure 3.1 .1 shows a perfect LSF for a diffraction limited f/10 lens. The
line spread function was simulated with the computer program "LSFSim". The
program calculated the intensity of a point spread function as a function of x and
y coordinates. The LSF was calculated by summing the intensity values along
the x axis for a given y coordinate. The step size was 1 .20335 microns for both
the x and y axes. There were 120 points on the x axis and 28 points on the y
axis in the PSF.
Figure 3.1.1
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Figure 3.1 .2 shows a perfect line spread function for a diffraction-limited
f/5 lens. The LSF was simulated with the computer program "LSFSim". The
program calculated the intensity of a point spread function as a function of x and
y coordinates. The LSF was calculated by summing the intensity values along
the x axis for a given y coordinate. The step size was 1 .20335 microns for both
the x and y axes. There were 60 points on the x axis and 28 points on the y axis
in the PSF.
Figure 3.1.2
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Figures 3.1 .3 and 3.1 .4 show the LSFs from the edge traces for lens #4.
The total angle between beams is 36.8 degrees. The f number is f/10. The
beam ratio is 20:1.
LSF for lens #4, trace #1 .igure 3.1.3
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Figures 3.1 .5, 3.1 .6, 3.1 .7, and 3.1 .8 show the LSFs from the edge traces
for lens #5. The total angle between beams is 36.8 degrees. The f number is
f/5. The beam ratio is 20:1 .
Figure 3.1.5
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Figure 3.1 .6 LSF for lens #5, trace #7.
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Figure 3.1.7
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Figure 3.1 .8 LSF for lens #5, trace #10.
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Figures 3.1 .9, 3.1 .10, 3.1 .1 1 , 3.1 .12, and 3.1 .13 show the LSFs from the
edge traces for lens #15. The total angle between beams is 61 .9 degrees. The
f number is f/5. The beam ratio is 20:1 .
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Figure 3.1.10
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Figure 3.1 .11
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Figure 3.1 .13
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Figures 3.1.14, 3.1.15, and 3.1.16 show the LSFsfrom the edge traces
for lens #1 . The total angle between beams is 90.0 degrees. The f number is
f/5. The beam ratio is 20:1 .
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Figure 3. 1.15
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Figure 3.1.16 LSF for lens #1 , trace #1 1 .
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3.2 MODULATION TRANSFER FUNCTIONS
Figure 3.2.1 shows a perfect modulation transfer function for a diffraction-
limited f/10 lens. The MTF was calculated from the simulated f/10 line spread
function shown in figure 3.1 .1 . The simulated LSF was calculated with the
computer program
"LSFSim" from a 28x120 point PSF. Then the LSF was
integrated into an edge spread function with the computer program
"IntegrateLSF". Finally the MTF was calculated from the ESF with the computer
program "TatianMethod".
Figure 3.2.1 Tatian MTF from simulated f/10 LSF.
1
a
o
H
4J
rd
i-H
d
o
2
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
k
0 20 40 60 80 100 120 140 160
Spatial Frequency (cycles/mm)
58
Figure 3.2.2 shows a perfect modulation transfer function for a diffraction-
limited f/5 lens. The MTF was calculated from the simulated f/5 line spread
function shown in figure 3.1 .2. The simulated LSF was calculated with the
computer program "LSFSim" from a 28x60 point PSF. Then the LSF was
integrated into an edge spread function with the computer program
"IntegrateLSF". Finally the MTF was calculated from the ESF with the computer
program "TatianMethod".
Figure 3.2.2
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Figure 3.2.3 shows the MTFs calculated from the edge traces for lens #4.
The total angle between beams is 36.8 degrees. The f number is f/10. The
beam ratio is 20:1.
Figure 3.2.3 MTFs for lens #4, traces 1 & 2.
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Figure 3.2.4 shows the MTFs calculated from the edge traces for lens #5.
The total angle between beams is 36.8 degrees. The f number is f/5. The beam
ratio is 20:1.
Figure 3.2.4 MTFs for lens #5, traces 6, 7, 9, & 10.
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Figure 3.2.5 shows the MTFs calculated from the edge traces for lens
#15. The total angle between beams is 61 .9 degrees. The f number is f/5. The
beam ratio is 20:1.
Figure 3.2.5 MTFs for lens #1 5, traces 1 , 2, 3, 4, & 5.
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Figure 3.2.6 shows the MTFs calculated from the edge traces for lens #1 .
The total angle between beams is 90.0 degrees. The f number is f/5. The beam
ratio is 20:1.
Figure 3.2.6 MTFs for lens #1 , traces 9, 1 0, & 1 1 ,
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3.3 DIFFRACTION EFFICIENCY
Figure 3.3.1 shows the diffraction efficiency as a function of beam angle.
The f number is f/5. The beam ratio is 20:1 . The beam angles are 36.8 degrees
and 90.0 degrees.
Figure 3.3.1 Diffraction Efficiency vs. Beam Angle.
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Table 3.3.1 Diffraction Efficiency vs. Beam Angle.
Angle Sample #1 Sample #2 Sample #3
36.8 0.56 % 0.57 % 0.63 %
90.0 0.39 % 0.37 % 0.37 %
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Figure 3.3.2 shows the diffraction efficiency from the quadrants of the
HOE aperture as a function of beam angle. The f number is f/5. The beam ratio
is 20:1 The beam angles are 36.8 degrees and 90.0 degrees.
Figure 3.3.2 Diffraction Efficiency from HOE Quadrants vs. Beam Angle.
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Figure 3.3.3 shows the diffraction efficiency as a function of beam ratio.
The total angle between beams is 36.8 degrees. The f number is f/5. The beam
ratios are 3:1 , 9:1 , and 20:1 .
Figure 3.3.3 Diffraction Efficiency vs. Beam Ratio.
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Table 3.3.2 Diffraction Efficiency vs. Beam Ratio.
Ratio Sample #1 Sample #2 Sample #3
3:1 2.42 % 2.51 % 2.45 %
9:1 1 .23 % 1 .23 % 1 .25 %
20:1 0.56 % 0.57 % 0.63 %
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Figure 3.3.4 shows the diffraction efficiency as a function of f number.
The total angle between beams is 36.8 degrees. The beam ratio is 20:1 . The f
numbers are f/5, f/6.7, and f/10.
Figure 3.3.4 Diffraction Efficiency vs. F Number.
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Table 3.3.3 Diffraction Efficiency vs. F Number.
F Number Lens #4 Lens #5 Lens #6
f/5 0.56 % 0.57 % 0.61 %
f/6.7 0.65 % 0.66 % 0.70 %
f/10 0.71 % 0.72 % 0.76 %
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3.4 ONE-DIMENSIONAL STREHL RATIO
Table 3.4.1 shows the one-dimensional Strehl ratio for lens #4. The total
angle between the beams is 36.8 degrees. The f number is f/10. The beam
ratio is 20:1 . The simulated f/10 MTF shown in figure 3.2.1 was used as the
diffraction-limited reference MTF. The summation covered the bandwidth from 0
to 150 cycles/mm with a delta of 2 cycles/mm.
Table 3.4.1 Lens #4 One-Dimensional Strehl Ratio.
Trace # Strehl Ratio
1 0.820
2 0.817
Table 3.4.2 shows the one-dimensional Strehl ratio for lens #5. The total
angle between the beams is 36.8 degrees. The f number is f/5. The beam ratio
is 20:1 . The simulated f/5 MTF shown in figure 3.2.2 was used as the diffraction-
limited reference MTF. The summation covered the bandwidth from 0 to 300
cycles/mm with a delta of 3 cycles/mm.
Table 3.4.2 Lens #5 One-Dimensional Strehl Ratio.
Trace # Strehl Ratio
6 0.591
7 0.578
9 0.562
10 0.537
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Table 3.4.3 shows the one-dimensional Strehl ratio for lens #15. The
total angle between the beams is 61 .9 degrees. The f number is f/5. The beam
ratio is 20:1 . The simulated f/5 MTF shown in figure 3.2.2 was used as the
diffraction-limited reference MTF. The summation covered the bandwidth from 0
to 300 cycles/mm with a delta of 3 cycles/mm.
Table 3.4.3 Lens #15 One-Dimensional Strehl Ratio.
Trace # Strehl Ratio
1 0.667
2 0.671
3 0.651
4 0.639
5 0.633
Table 3.4.4 shows the one-dimensional Strehl ratio for lens #1 . The total
angle between the beams is 90.0 degrees. The f number is f/5. The beam ratio
is 20:1 . The simulated f/5 MTF shown in figure 3.2.2 was used as the diffraction-
limited reference MTF. The summation covered the bandwidth from 0 to 300
cycles/mm with a delta of 3 cycles/mm.
Table 3.4.4 Lens #1 One-Dimensional Strehl Ratio.
Trace # Strehl Ratio
9 0.395
10 0.394
11 0.395
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4. DISCUSSION
4. 1 SEIDEL ABERRATION COEFFICIENTS
The equation for wavefront error in section 1 .6.3 can be simplified further
for the particular design parameters of the holographic lenses.
The object and reference beams are symmetric about the z axis.
ot0 = -cxr
sinoc0 = -sinocr
(47)
(48)
The reference and reconstruction beams are collimated.
n =r = oo
r'r ' 'c (49)
The object, reference, reconstruction, and image coordinates are related
through the following equations [Champagne & Massey 1969]:
sinotj = sinocc -(sinoc0
-
sinotr)
fT"r VRo"Rry
(50)
(51)
The identity for Rj can be simplified by replacing Rr and Rc with.
1 = 1
R. RV o )
Ri - Hn (52)
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Upon substitution, the aberration coefficients become:
Spherical Aberration
-
1 1
,
1 1
Ro
(-R0)3
= 0
Coma
0 sinac (-sinar) sinar
A
00 R2 00
0
sinaj
(-Ro)'
= j^2"(sinar -sinaj)
Ro
=
2-(-sina0 -|sinac -(sina0 -sinar)j)
R0
(53)
= =j2"(-sina0 -fsinac -2sina0|)
R
= -2-(sina0-sinac) (54)
Ho
Cy =-2-(sina0 -sinac) (55)H
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Astigmatism
sin2
a (-sinar) sin2ar sin2 aAx = - - + T- - l
R0 (-R0)
( 2 -2 \
= (^sin at -sin ocr)
Ho
=
p-([sinac-2sina0f -sin2ar)R0
= ([sin2ac -4sina0sinac +4sin2a0|-sin2ar)
0
= (sin2ac -4sina0sinac + 4sin2a0-[-sina0f )
(sin2ac -4sina0sinac + 3sin2a0) (56)R0
Ay = (sin2ac -4sina0sinac + 3sin2a0) (57)
Axy = (sin2ac -4sina0sinac + 3sin2a0) (58)H,
0
The coefficients Cx, Cy, Ax, Ay, and Axy reduce to zero if ac = a0 . This
condition is satisfied when oc0 = -ccr and the reconstruction beam is the
conjugate of the reference beam.
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4.2 HOLOGRAM ALIGNMENT TOLERANCE
To obtain an estimate of the alignment tolerance, let ac = a0 + e
Coma
C* =p2(sinao_sin[a0+e])
= ^2"(sina0 -[ sin a0 cose + cos a0 sin el)Ho
{cose ~ 1 and sine e }
= ^2"(sina0
-
sina0 -ecosa0)
Ro
=
p2("ECOSao)
Astigmatism
Ax = (sin2fa0 + e]-4sina0sinfa0 +e| + 3sin2a0)R
(59)
([ sin a0 cose + cosa0 sine] JR0
+ (-4sina0fsina0cose + cosa0sine| + 3sin2a0)
Ro
= (fsina0 +ecosao| -4sin2a0)R0
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+ =-(-4esina0cosa0 + 3sin2a0)
Ho
= a0 + 2e cos a0 sinc^ +
e2 cos2
a0 )
0
+ Oq -4esina0cosa0)Ho
=
cos2
a0
- 2e sin a0 cos oc0 )
.2 2{e cos a0 0 }
(-2e sin a0 cos a0 )H
R,
-2e -sin2a0
(-esin2a0) (61)
The same analysis applies to Cy, Ay, and Axy. Therefore, the aberration
coefficients for coma and astigmatism are reduced to functions of R0, oc0, and e
Coma
Cx = ^2-(-ecoso:0) (59)
Cy = R2-(-ecosa0) (60)
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Astigmatism
Ax = (-esin2a0) (61)
Ay = (-esin2a0) (62)
Axy=R~("Esin2ao) (63)
Substitution into the equation for wavefront error (section 1 .6.3) provides:
Coma
2tt
W= p3 (Cx cos 0 + Cy sinO) (64)
Astigmatism
-2tt
W=^- p2(Axcos20 + Aysin20+2Axycos0sin0) (65)2X
If we restrict the analysis to the y axis, then p = y and 0 = 90. By
implementing these substitutions, we obtain the following equations:
Coma
2tt_
2X
=
^Ly3
2Xy
-ecosocc (66)
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Astigmatism
W-yA,
-27T -
=
2^
-e sin2a,
(67)
The parameters of the lenses are:
y =
12.7 mm
cosa.
a0 = 18.4, 30.95, or 45.0
R0 = 127 mm
X =0.6328x10"3 mm
If we let the wavefront error be a quarter wavelength, then W = 0.25. The
alignment tolerances for error are:
4
4.2.1 Coma To erance
cc0
18.4 30.95 45.0
H 0.129 0.105 0.071
Table 4.2.2 Astigmatism Tolerance
0
18.4 30.95 45.0
H 0.0215 0.0119 0.0071
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4.3 ABERRATIONS FROM GLASS SUBSTRATE
The Agfa-Gevaert 10E75 silver halide emulsion was coated on glass
plates. These plates were not optically flat. Therefore, it was likely that the
glass plates contributed to the aberrations in the point images that were formed
by the holographic lenses.
The glass plates for the fifteen holographic lenses were tested in a
Michelson interferometer. Each glass plate was inserted in the beam path and
a subjective measurement was made of the magnitude and type of aberration
seen on the screen (see appendix 6.9).
The diameter of the beam in the Michelson interferometer was one inch.
The interferometer had a system error of 1/4 fringe of coma over this aperture.
The dominant aberrations induced by the glass plates were coma and
astigmatism.
The average magnitude of actual fringe distortion from the glass plates
was 1/3 fringe. The median magnitude of actual fringe distortion was 1/4 fringe.
Each fringe represented a half wavelength of error in the wavefront. Therefore,
the average wavefront error was 1/6 wave and the median wavefront error was
1/8 wave over the one inch aperture. The wavefront error in the interferometer
was 1/8 wave over the one inch aperture.
Due to the subjective nature of the test, it is not known whether the
wavefront error from the glass plates was additive or subtractive with respect to
the 1/8 wave error in the interferometer.
The average wavefront error of 1/6 wave is less than the general
tolerance of 1/4 wave. Although the glass plates have contributed to the
aberrations in the image from the HOE, this contribution is less significant than
the contribution from the alignment sensitivity of the HOE.
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4.4 EFFECT OF BEAM ANGLE
The beam ratio for this set of lenses is 20:1 . The f number for this set of
lenses is f/5.
At the smallest angle, 36.8 degrees, the f/5 LSFs are similar to the
diffraction-limited LSF shown in figure 3.1 .2. The f/5 LSFs show some
degradation. The shape of the LSFs and the analysis in sections 4.2 and 4.3
indicate that the degradation is coma and astigmatism. At f/5 this HOE is
acceptable for many applications where the LSF is the dominant quality
criterion.
At the median angle, 61 .9 degrees, the f/5 LSFs are similar to the
diffraction-limited LSF shown in figure 3.1 .2. The f/5 LSFs show some
degradation. Again, the shape of the LSFs and the analysis in sections 4.2 and
4.3 indicate that the degradation is coma and astigmatism. The f/5 LSFs at 61 .9
degrees are actually slightly better than the f/5 LSFs at 36.8 degrees. At f/5 this
HOE is acceptable for many applications where the LSF is the dominant quality
criterion.
At the largest angle, 90.0 degrees, the f/5 LSFs are severely degraded.
Astigmatism and coma have broadened the LSF. The increase in the
magnitude of the aberrations is associated with the increase in the alignment
sensitivity shown in section 4.2. At f/5 this HOE is acceptable for few
applications where the LSF is the dominant quality criterion.
The impact of the aberrations is more evident in the MTFs. The MTFs
show the image resolution associated with the LSFs. The resolution
information is represented by the relative modulation level as a function of
spatial frequency. The best modulation response is equal to unity. A general
criterion for comparing MTFs is the spatial frequency at which the modulation
drops to a specific level. The following table lists the spatial frequencies where
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the modulation level drops to 0.7, 0.5, 0.3, and 0. 1 . The values for an f/5
diffraction-limited MTF are listed as a reference.
able 4.4.1 f/5 MTFs
Modulation f/5 Reference 36.8 61.9 90.0
0.7 84 cycles/mm 36 cycles/mm 42 cycles/mm 24 cycles/mm
0.5 1 38 cycles/mm 66 cycles/mm 66 cycles/mm 30 cycles/mm
0.3 1 98 cycles/mm 1 08 cycles/mm 1 20 cycles/mm 54 cycles/mm
0.1 264 cycles/mm 1 56 cycles/mm 204 cycles/mm 150 cycles/mm
The spatial frequency values for the experimental f/5 HOEs are about half
of what are expected from a diffraction-limited f/5 HOE. The f/5 HOEs with beam
angles of 36.8 degrees or 61 .9 degrees are acceptable for some applications
where resolution is the dominant quality criterion. The HOE with a beam angle
of 90.0 degrees is acceptable for very few applications where resolution is the
dominant quality criterion.
Figure 3.3.1 , shows that the diffraction efficiency decreases as the beam
angle increases. This was expected based on the results in appendix 6.3. The
HOE with the beam angle of 36.8 degrees would be preferred when the
dominant quality criterion is diffraction efficiency.
The quadrant analysis represented in figure 3.3.2 shows that the
diffraction efficiency is uniform over the four quadrants for the HOE with a beam
angle of 36.8 degrees. Since the diffraction efficiency is uniform, the effects of
the inverse square law on the exposure of the hologram appear to be
negligible.
For the HOE with a beam angle of 90.0 degrees, quadrants 1 and 3 have
lower diffraction efficiency than quadrants 2 and 4. Quadrants 1 and 3 have
higher spatial frequency gratings than quadrants 2 and 4. The diffraction
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efficiency of quadrants 1 and 3 are equal. The diffraction efficiency of quadrants
2 and 4 are equal also. The quadrant analysis clearly indicates that the
reduction in diffraction efficiency is due to the increase along the y axis of the
spatial frequency of the gratings in the HOE. The nonuniformity of the diffraction
efficiency has contributed to the asymmetry of the LSF.
The one-dimensional Strehl ratio data is shown in Tables 3.4.2, 3.4.3,
and 3.4.4. At the smallest angle, 36.8 degrees, the average Strehl ratio is 0.57.
At the median angle, 61 .9 degrees, the average Strehl ratio is 0.65. At the
largest angle, 90.0 degrees, the average Strehl ratio is 0.39. The HOE with a
Strehl ratio of 0.57 is acceptable for many applications where the signal-to-
noise ratio is the dominant quality criterion. The HOE with a Strehl ratio of 0.65
is acceptable for most applications where the signal-to-noise ratio is the
dominant quality criterion. The HOE with a Strehl ratio of 0.39 is acceptable for
few applications where the signal-to-noise ratio is the dominant quality criterion.
4.5 EFFECT OF BEAM RATIO
The beam angle for this set of lenses is 36.8 degrees. The f number for
this set of lenses is f/5.
Figure 3.3.3 shows that the diffraction efficiency of the HOE decreases as
the beam ratio increases. This was expected based on previous research
[Friesem, Kozma, & Adams, 1967; Biedermann & Stetson, 1969]. The diffraction
efficiency is related to the contrast of the grating in the hologram. The contrast
of the grating is related to the irradiance modulation in the interference pattern.
The irradiance modulation is related to the beam ratio. The maximum
modulation, contrast, and diffraction efficiency are achieved when the beam
ratio is 1:1. The modulation, contrast, and diffraction efficiency decrease as the
beam ratio deviates from 1:1. Of the three HOEs tested, the HOE with the beam
ratio of 3:1 would be preferred when the dominant quality criterion is diffraction
efficiency.
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4.6 EFFECT OF F NUMBER
The beam ratio for this set of lenses is 20:1 . The beam angle for this set
of lenses is 36.8 degrees.
At the smallest f number, f/5, the LSFs are similar to the diffraction-limited
LSF shown in figure 3.1 .2. The f/5 LSFs show some degradation. The shape of
the LSFs and the analysis in sections 4.2 and 4.3 indicate that the degradation
is coma and astigmatism. At f/5 this HOE is acceptable for many applications
where the LSF is the dominant quality criterion.
At the largest f number, f/10, the LSFs are very close to the diffraction-
limited LSF in figure 3.1 .1 . The degradations are negligible. At f/10 this HOE is
acceptable for any application where the LSF is the dominant quality criterion.
The MTF values for this HOE at f/5 are listed in table 4.4.1 under the
heading 36.8. As was noted before, the resolution is about half of what is
expected from a diffraction-limited f/5 HOE. The MTF values for this HOE at f/10
are listed in table 4.6.1 along with the values for the diffraction-limited f/10 MTF.
Table 4.6.1 f/ OMTFs
Modulation f/10 Reference 36.8
0.7 42 cycles/mm 34 cycles/mm
0.5 69 cycles/mm 54 cycles/mm
0.3 96 cycles/mm 78 cycles/rnm
0.1 1 29 cycles/mm 1 06 cycles/mm
Although the HOE is nearly diffraction limited at f/10, the resolution at f/10
is inferior to the aberrated f/5 resolution. This is shown by the MTF comparison
in figure 4.6.1 . The modulation level at f/5 is equal to or higher than the
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modulation level at f/10 for the range of spatial frequencies. Therefore, the f/5
HOE would be preferred for applications where resolution is the dominant
quality criterion.
Figure 4.6. 1 f/5 and f/1 0 MTFs at 36.8 beam angle
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Figure 3.3.4 shows that the diffraction efficiency of the HOE increases as
the f number increases. For this experiment, the focal length was constant and
the aperture diameter was varied. The aperture became smaller as the f
number increased. The grating frequency increases radially from the center of
the HOE. The change in diffraction efficiency as a function of f number is based
on the diffraction efficiency of the gratings illuminated through the aperture.
Therefore, the results agree with the expectations from the results in appendix
6.3. Of the three HOEs tested, the f/10 HOE would be preferred when the
dominant quality criterion is diffraction efficiency.
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The one-dimensional Strehl ratio data is shown in tables 3.4.1 and 3.4.2.
At f/5 the average Strehl ratio is 0.57. At f/10 the average Strehl ratio is 0.82. At
f/5 this HOE is acceptable for many applications where the signal-to-noise ratio
is the dominant quality criterion. At f/10 this HOE is acceptable for any
application where the signal-to-noise ratio is the dominant quality criterion.
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5. CONCLUSION
Aberrations could not be completely adjusted out when the HOE was
positioned for playback. This was partially due to the lack of a rotation
adjustment in the x-z plane. This additional degree of freedom was omitted in
an effort to reduce costs and realignment time. Inclusion of this degree of
freedom in the x-z plane is recommended for future work.
The best lens combination for the maximum diffraction efficiency was f/5,
3:1 , and 36.8 degrees. It is expected that if the f number was increased to f/1 0
then the efficiency would have been higher.
The best lens combination for the maximum resolution was f/5, 20:1 , and
61 .9 degrees. The resolution at the beam angle of 36.8 degrees was almost as
good. The difference is attributed primarily to experimental error.
The best lens combination for the maximum one-dimensional Strehl ratio
was f/10, 20:1 , and 36.8 degrees. It is expected that the one-dimensional Strehl
ratio would increase to unity as the f number increases.
It is noteworthy that the best HOE was different for each of the three
performance indicators: diffraction efficiency, resolution, and one-dimensional
Strehl ratio. On further comparison, it is expected that the combination for the
best overall performance would be f/5, 3:1 , and 61 .9 degrees.
The analysis of a point image provided the desired information on the
diffraction efficiency, resolution, and net signal level of the holographic image.
The strengths of this process are the simplicity with which it can be carried out,
the totality of the information that it provides, and the relevance to the typical
image from a HOE. The weaknesses of the process are that the information is
only in one dimension and that the information is not applicable to images other
than a point image.
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Appendix 6.1.
Evaluation of Antihalation Backing
Various coatings of the flat black paint were applied to glass microscope
slides. An unspread HeNe laser beam was directed, at various angles, at the
unpainted side of these slides. The reflected light was measured with a
radiometer attached to an integrating sphere. The same measurements were
made for an unpainted slide as a reference. The results are shown in the figure
1.1.
Figure 1.1
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Angle of Reflectance (degrees)
It is clear that one, two, and three coats of paint were all effective as
antihalation backings. Infact, there was not much difference between the three
different coats. Figure 1 .2 illustrates the subtle differences between the three
different coats by showing an expanded view of the percent reflectance relative
to the unpainted slide.
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Figure 1 .2 Relative Reflectance
62-
one coat
two coats
three coats
0 10 20 30 40 50
Angle of Reflectance (degrees)
As would be expected, three coats provided the smoothest curve and
one coat provided the roughest curve. It is odd, however, that two coats
provided a larger reduction in reflectance than three coats. There are two
possible reasons for this: 1) The optimal contact between the glass and the
paint might have been effected by how clean the glass was before it was
painted. 2) The point of incidence for the laser beam was randomly chosen,
therefore local variations in the thickness of the coats and the brush stroke
pattern could have effected the results.
The Martin Senour flat black latex house paint was effective as an
antihalation backing for holographic plates exposed to HeNe laser light. From
the data in figure 1.1 and figure 1 .2, it appears that only two coats of paint were
needed to obtain good results. Further tests on an Agfa-Gevaert 10E75 plate
showed that 2 coats of paint was effective as an antihalation backing.
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Appendix 6.2.
Evaluation of Film Processing
A series of experiments was done on Agfa-Gevaert 10E75 film to
determine the optimum development time. The selection criteria were the
exposure range of the linear region of the Amplitude Transmittance vs.
Exposure, Ta vs. H, curve and the average amplitude transmittance of this linear
range.
The film was exposed with a single beam of expanded and collimated
HeNe laser light. Each sheet of 4x5 film had a complete set of exposures.
Three sheets of film were exposed for each development time to observe the
repeatability of the results. The three sets of data for each development time
are plotted in figures 2.1 through 2.6.
The first set of exposures was made with a fixed irradiance and varying
exposure times. The densitometry was done under white light with a Macbeth
densitometer.
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Figure 2.1 D vs. Log H for 5 Minute Development Time
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Figure 2.2 Ta vs. H for 5 Minute Development Time
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Figure 2.3 D vs. Log H for 7 Minute Development Time
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Figure 2.4 Ta vs. H for 7 Minute Development Time
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Figure 2.5 D vs. Log H for 9 Minute Development Time
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Figure 2.6 Ta vs. H for 9 Minute Development Time
0.9-
S0.8-
5 0.7
4->
E
0.6-
0.5
0.4
CD
" 0.3
3 0.2
&
| o-1
0 r
iTil^'iTT'i i i i i i i i 1 i i
Exposure (micro joules/square cm)
90
The 7 minute development time was chosen as the best curve. Another
set of exposures was made to obtain more points in the Ta vs. H curve. The
exposure time was fixed at 1/2 second and the irradiance was varied to get
linear increments of exposure.
Figure 2.7 D vs. Log H for 7 Minute development Time
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Figure 2.8 Ta vs. H for 7 Minute Development Time
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The densitometry for this set was done with a HeNe laser and a
radiometer attached to an integrating sphere. As shown in figure 2.9, the results
matched the previous results for 7 minute development shown in figure 2.4.
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Figure 2.9 Ta vs. H for 7 Minute Development Time
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Figure 2.8 shows that an average amplitude transmittance of 0.48 will
produce the maximum linear range and maximum diffraction efficiency This
corresponds to an average exposure of 1.1 microjoules per square centimeter.
Havg = (Iref + 'obj) t microjoules/cm2
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Appendix 6.3.
Diffraction Efficiency as a Function of Spatial Frequency
An experiment was done to determine the diffraction efficiency of
amplitude gratings as a function of spatial frequency for a specific combination
of emulsion and development process. An Agfa-Gevaert 10E75 plate was
exposed to two collimated beams of HeNe laser light and developed for 7
minutes according to the process outlined in Appendix 6.2. A series of
exposures at increasing beam angles was made on the 4x5 inch plate. The
plate was translated behind a mask so that eight separate 7x68 millimeter areas
were exposed.
The diffraction efficiency was calculated from measurements of the
incident unspread HeNe lase beam and the light diffracted into the appropriate
first order. The plate was oriented with the laser beam incident on the glass
substrate. The results are shown in figure 3.1 and figure 3.2.
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Figure 3.1 Diffraction Efficency vs. Spatial Frequency
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Figure 3.2 Diffraction Efficiency vs. Beam Angle
0.01
>,0.009
0.008
o 0.007-
0.006
w
fl
0.005-
2 0.00 4-
rd 0.003-
0.002-
Q 0.001
0
10 15 20 25 30 35 40 45 50
Half Angle Between Beams (degrees)
55
The experiment was repeated on a second plate to evaluate the
repeatability. The results of the two experiments are compared in figure 3.3.
Figure 3.3 Diffraction Efficency vs. Spatial Frequency
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The spatial frequencies in figures 3.1 and 3.3 and the half angles in
figure 3.2 are based on the recording geometry. The actual angle of diffraction
was measured for these gratings. The gratings showed a pronounced angular
sensitivity. The angular sensitivity is characteristic of volume gratings and
shows that these gratings had a significant thickness. The measured angles
deviated from the recording geometry due to the refraction through the glass
substrate.
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Appendix 6.4.
Piezoelectric Pusher Calibration
The piezoelectric pusher was calibrated with a Michelson interferometer.
One of the two mirrors in the interferometer was mounted on the piezoelectric
pusher. As the voltage to the piezoelectric pusher was increased in 5 volt
increments, the number of fringes that travelled over a point, in the image plane,
was counted. Each fringe cycle represented an expansion of half a wavelength.
The settling time for a 5 volt increment was found to be 1 minute.
Three sets of measurements were made to evaluate the repeatability of
the experiment. The results of the three measurements are plotted in figure 4.1 .
Figure 4.1 Piezoelectric Expansion Calibration
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Regression on the three sets of measurements provided the following
equations.
expansion! = 0.240230(volts) - 0.2497 r2 = 0.99777
expansion2 = 0.240895(volts) - 0.0925 r2 = 0.99837
expansions = 0.240882(volts) - 0.0889 r2 = 0.99787
These are the straight lines plotted in figure 4.1 .
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Appendix 6.5.
Voltmeter vs. Radiometer Correlation
A voltmeter was used as a remote display for the radiometer. The
voltmeter was connected to the analog output of the radiometer. The voltmeter
readings and the radiometer readings were compared to determine the linearity
of the correlation.
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Regression on this data provided the following equation.
volts = 0.45971 3(mW) + 0.01934 r2 = 0.99223
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Appendix 6.6.
MTF Error From Truncation of Edge Trace
The following table shows the radius of the zeros in the point spread
function for an f/5 lens with a circular aperture illuminated with monochromatic
light at X =0.6328 microns.
Table 6. 1 Zeros in the f/5 PSF
zero radius
1 3.86 urn
2 7.07 jam
3 10.25 pm
4 13.42 pm
5 16.58 pm
Five different line spread functions were simulated with the computer
program "LSFSim". The spatial increment in the simulations was chosen to be
the same as the step size for the edge traces (see section 2.1 .8). Therefore, the
spatial increment was 1 .20335 microns. The radii of the five line spread
functions are listed below.
Table 6.2 Simulated f/5 LSFs
LSF radius data points
1 3.61 (im 6
2 7.22 pm 12
3 10.83 |um 18
4 13.24 jam 22
5 16.85 urn 28
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The simulated LSFs were integrated into their respective ESFs. The ESF
data was run through the computer program "TatianMethod" to obtain the MTF.
The following plot shows these MTFs and the geometrical MTF for an f/5 lens.
Figure 6.1 F/5 MTFs
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The geometrical MTF was simulated with the computer program
"MTFSim".
The five simulated MTFs were compared to the geometrical MTF to
determine the percent error in the MTF from truncation of the LSF. See figure
6.2.
101
Figure 6.2 Truncation Error in f/5 MTFs
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The percent error data is summarized in the following table.
Table 6.3 Truncation E rror in f/5 MTFs
Spatial
Frequency
(cycles/mm)
6 pt. LSF 12 pt. LSF 18 pt. LSF 22 pt. LSF 28 pt. LSF
30 0.11 0.08 0.06 0.05 0.03
60 0.18 0.09 0.05 0.04 0.04
90 0.22 0.07 0.06 0.06 0.05
120 0.23 0.08 0.09 0.07 0.06
150 0.20 0.13 0.10 0.09 0.09
180 0.15 0.18 0.12 0.12 0.11
210 0.11 0.19 0.18 0.14 0.14
240 0.12 0.16 0.20 0.21 0.18
270 0.33 0.18 0.19 0.22 0.23
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The error in the MTF is also dependent on the sampling frequency in the
LSF data. This can be illustrated by keeping the spatial increment at 1 .20335
microns but changing the f number to f/10. The following table shows the radius
of the zeros in the point spread function for an f/10 lens with a circular aperture
illuminated with monochromatic light at X =0.6328 microns.
Table 6.4 Zeros in the f/1 0 PSF
zero radius
1 7.72 urn
2 14.13 urn
3 20.49 u.m
4 26.84 urn
5 33.18 urn
Three different line spread functions were simulated. The spatial
increment in the simulations was 1 .20335 microns. The radii of the three line
spread functions are listed below.
Table 6.5 mulatedf/10 LSFs
LSF radius data points
1 7.22 urn 12
2 14.44 jjm 24
3 16.85 urn 28
The following plot shows the MTFs from the simulated LSFs and the
geometrical MTF for an f/10 lens.
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Figure 6.3 F/10 MTFs
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The geometrical MTF was simulated with the computer program
"MTFSim".
The three simulated MTFs were compared to the geometrical MTF to
determine the percent error in the MTF from truncation of the LSF. See figure
6.4.
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Figure 6.4 Truncation Error in f/10 MTFs
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The percent error data is summarized in the following table.
Table 6.6. Truncation Error in f/10 MTFs
Spatial
Frequency
(cycles/mm)
12 pt. LSF 24 pt. LSF 28 pt. LSF
30 0.18 0.08 0.06
60 0.19 0.05 0.06
90 0.09 0.11 0.07
120 0.01 0.05 0.09
105
Appendix 6.7.
Edge Trace Data
Lens #1 , Trace #9
volts f(volts)
5.3 0.580
10.3 0.573
15.3 0.567
20.3 0.561
25.3 0.552
30.3 0.536
35.3 0.522
40.3 0.515
45.3 0.505
50.3 0.484
55.3 0.456
60.3 0.433
65.3 0.416
70.3 0.388
75.3 0.343
80.3 0.280
85.3 0.214
90.3 0.158
95.3 0.115
100.3 0.079
105.3 0.055
110.3 0.039
115.3 0.029
120.3 0.023
125.3 0.020
130.3 0.019
135.3 0.018
140.3 0.017
145.3 0.016
Lens #1, Trace #10
volts f(volts)
5.3 0.578
10.3 0.571
15.3 0.565
20.3 0.557
25.3 0.544
30.3 0.529
35.3 0.520
40.3 0.513
45.3 0.497
50.3 0.470
55.3 0.444
60.3 0.424
65.3 0.404
70.3 0.365
75.3 0.311
80.3 0.245
85.3 0.183
90.3 0.132
95.3 0.092
100.3 0.064
105.3 0.045
110.3 0.033
115.3 0.026
120.3 0.022
125.3 0.019
130.3 0.018
135.3 0.017
140.3 0.0165
145.3 0.016
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Lens #1 , Trace #1 1
volts ffvolts}
5.3 0.576
10.3 0.568
15.3 0.564
20.3 0.556
25.3 0.543
30.3 0.528
35.3 0.519
40.3 0.511
45.3 0.493
50.3 0.467
55.3 0.442
60.3 0.422
65.3 0.401
70.3 0.367
75.3 0.310
80.3 0.245
85.3 0.183
90.3 0.131
95.3 0.092
100.3 0.064
105.3 0.045
110.3 0.033
115.3 0.026
120.3 0.022
125.3 0.019
130.3 0.018
135.3 0.017
140.3 0.0165
145.3 0.016
Lens #4, Trace #1
volts f(volts)
5.3 0.423
10.3 0.422
15.3 0.421
20.3 0.419
25.3 0.414
30.3 0.41 1
35.3 0.410
40.3 0.406
45.3 0.399
50.3 0.385
55.3 0.357
60.3 0.317
65.3 0.264
70.3 0.209
75.3 0.155
80.3 0.110
85.3 0.074
90.3 0.052
95.3 0.038
100.3 0.031
105.3 0.027
110.3 0.025
115.3 0.023
120.3 0.022
125.3 0.020
130.3 0.018
135.3 0.017
140.3 0.016
145.3 0.015
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Lens #4, Trace #2
volts f(volts)
5.3 0.426
10.3 0.425
15.3 0.423
20.3 0.420
25.3 0.416
30.3 0.414
35.3 0.412
40.3 0.408
45.3 0.400
50.3 0.385
55.3 0.354
60.3 0.314
65.3 0.262
70.3 0.203
75.3 0.151
80.3 0.104
85.3 0.071
90.3 0.050
95.3 0.037
100.3 0.031
105.3 0.028
110.3 0.025
115.3 0.023
120.3 0.021
125.3 0.019
130.3 0.018
135.3 0.017
140.3 0.016
145.3 0.015
Lens #5, Trace #6
volts ffvolts)
5.3 0.996
10.3 0.995
15.3 0.993
20.3 0.991
25.3 0.988
30.3 0.985
35.3 0.979
40.3 0.970
45.3 0.959
50.3 0.945
55.3 0.922
60.3 0.896
65.3 0.863
70.3 0.801
75.3 0.672
80.3 0.494
85.3 0.314
90.3 0.174
95.3 0.104
100.3 0.077
105.3 0.069
110.3 0.061
115.3 0.051
120.3 0.043
125.3 0.039
130.3 0.035
135.3 0.032
140.3 0.029
145.3 0.027
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Lens #5, Trace #7
volts f(volts)
5.3 0.992
10.3 0.991
15.3 0.990
20.3 0.990
25.3 0.984
30.3 0.983
35.3 0.974
40.3 0.967
45.3 0.958
50.3 0.946
55.3 0.926
60.3 0.900
65.3 0.871
70.3 0.821
75.3 0.729
80.3 0.578
85.3 0.391
90.3 0.233
95.3 0.125
100.3 0.084
105.3 0.072
110.3 0.066
115.3 0.058
120.3 0.048
125.3 0.042
130.3 0.038
135.3 0.035
140.3 0.032
145.3 0.029
Lens #5, Trace #9
volts f(volts)
5.3 0.997
10.3 0.996
15.3 0.994
20.3 0.990
25.3 0.986
30.3 0.981
35.3 0.972
40.3 0.962
45.3 0.949
50.3 0.929
55.3 0.905
60.3 0.876
65.3 0.832
70.3 0.755
75.3 0.608
80.3 0.440
85.3 0.269
90.3 0.151
95.3 0.094
100.3 0.075
105.3 0.069
1 10.3 0.060
115.3 0.050
120.3 0.043
125.3 0.039
130.3 0.036
135.3 0.033
140.3 0.030
145.3 0.027
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Lens #5, Trace #10
volts f(volts)
5.3 0.999
10.3 0.998
15.3 0.993
20.3 0.990
25.3 0.987
30.3 0.982
35.3 0.975
40.3 0.965
45.3 0.952
50.3 0.935
55.3 0.912
60.3 0.886
65.3 0.849
70.3 0.792
75.3 0.685
80.3 0.532
85.3 0.364
90.3 0.214
95.3 0.127
100.3 0.087
105.3 0.075
110.3 0.067
115.3 0.059
120.3 0.050
125.3 0.043
130.3 0.039
135.3 0.036
140.3 0.033
145.3 0.030
Lens #15, Trace #1
volts ffvolts)
5.3 0.900
10.3 0.898
15.3 0.896
20.3 0.892
25.3 0.886
30.3 0.882
35.3 0.876
40.3 0.868
45.3 0.855
50.3 0.830
55.3 0.800
60.3 0.763
65.3 0.704
70.3 0.556
75.3 0.363
80.3 0.223
85.3 0.134
90.3 0.097
95.3 0.079
100.3 0.064
105.3 0.052
110.3 0.043
115.3 0.039
120.3 0.035
125.3 0.033
130.3 0.031
135.3 0.029
140.3 0.027
145.3 0.025
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Lens #1 5, Trace #2
volts ffvolts)
5.3 0.901
10.3 0.899
15.3 0.897
20.3 0.892
25.3 0.887
30.3 0.882
35.3 0.874
40.3 0.865
45.3 0.851
50.3 0.826
55.3 0.796
60.3 0.765
65.3 0.700
70.3 0.556
75.3 0.372
80.3 0.200
85.3 0.129
90.3 0.094
95.3 0.075
100.3 0.060
105.3 0.049
110.3 0.042
115.3 0.036
120.3 0.034
125.3 0.032
130.3 0.029
135.3 0.027
140.3 0.026
145.3 0.025
Lens #15, Trace #3
volts f(volts)
5.3 0.898
10.3 0.897
15.3 0.896
20.3 0.894
25.3 0.890
30.3 0.884
35.3 0.877
40.3 0.868
45.3 0.856
50.3 0.831
55.3 0.801
60.3 0.769
65.3 0.713
70.3 0.581
75.3 0.397
80.3 0.232
85.3 0.143
90.3 0.099
95.3 0.078
100.3 0.062
105.3 0.050
110.3 0.042
115.3 0.038
120.3 0.035
125.3 0.033
130.3 0.031
135.3 0.028
140.3 0.026
145.3 0.025
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Lens #15, Trace #4
volts f(volts)
5.3 0.900
10.3 0.898
15.3 0.895
20.3 0.892
25.3 0.888
30.3 0.882
35.3 0.875
40.3 0.868
45.3 0.852
50.3 0.829
55.3 0.798
60.3 0.766
65.3 0.708
70.3 0.581
75.3 0.396
80.3 0.238
85.3 0.140
90.3 0.099
95.3 0.080
100.3 0.063
105.3 0.050
110.3 0.042
1 15.3 0.037
120.3 0.035
125.3 0.033
130.3 0.031
135.3 0.029
140.3 0.027
145.3 0.025
Lens #15, Trace #5
volts f(volts)
5.3 0.898
10.3 0.897
15.3 0.896
20.3 0.893
25.3 0.889
30.3 0.884
35.3 0.876
40.3 0.867
45.3 0.856
50.3 0.831
55.3 0.800
60.3 0.765
65.3 0.702
70.3 0.565
75.3 0.388
80.3 0.227
85.3 0.134
90.3 0.096
95.3 0.077
100.3 0.060
105.3 0.049
110.3 0.041
115.3 0.037
120.3 0.034
125.3 0.032
130.3 0.030
135.3 0.028
140.3 0.027
145.3 0.025
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Appendix 6.8.
Computer Programs
The following computer programs were produced with the THINK Pascal
software from Symantec Corporation. The programs were run on a Macintosh
computer.
1) VoltToRaw
2) NormEdge
3) FindLSF
4) TatianMethod
5) LSFSim
6) IntegrateLSF
7) StrehlRatio
8) MTFSim
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program VoltToRaw;
{ This program reads in edge values, as a function of voltage to the piezoelectric pusher, }
{ from the file 'voltedge'. The edge values are in decreasing order. The program converts }
{ from voltage increments to distance increments. The edge values are then written to the }
{ file
'rawedge' in increasing order as a function of spatial position in microns.
const
{array size}
{piezoelectric expansion coefficient}
}
MAX = 60;
DXDV = 0.24067;
va r
dv: real;
dx: real;
e: array[1..max] of real;
i: integer;
imax: integer;
v: array[1..max] of real;
x: real;
Dataln: text;
DataOut: text;
begin
reset(Dataln, 'voltedge');
rewrite(DataOut, 'rawedge');
i := 1;
while not eof(Dataln) do
begin
readln(Dataln, v[i], e[i]);
i := i + 1;
end;
imax := i 1 ;
dv := v[imax] - v[imax - 1];
dx := DXDV * dv;
writeln('dx = ', dx : 6 : 4);
x := 0.0;
for i := imax downto 1 do
begin
writeln(DataOut, x : 12
x := x + dx;
end;
end.
{voltage increment for piezoelectric pusher}
{spatial increment for piezoelectric pusher}
{edge values, e(x)}
{array index}
{maximum array index value}
{voltage values for piezoelectric pusher}
{spatial location, in microns, of edge value}
{input data file: voltedge}
{output data file: rawedge}
6, e[i] : 12 : 6);
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program NormEdge;
{ This program reads in edge values, as a function of spatial position, from
{ the file 'rawedge' The programs finds the minimum and maximum edge
{ values and then uses them to normalize the edge values to a maximum of
{ unity. The normalized edge values are then written to the file
'edgeplot'
{ as a function of spatial position.
va r
{edge value: double precision real}
{maximum edge value: double precision real}
{minimum edge value: double precision real}
{normalized edge value: double precision real }
{spatial location of edge value}
{input data file: rawedge}
{output data file: edgeplot}
e: double;
max: double;
min: double;
n: double;
x: real;
Dataln: text;
DataOut: text;
begin
reset(Dataln, 'rawedge');
rewrite(DataOut, 'edgeplot');
max := 0.2; {initialization value}
min := 0.3; {initialization value}
while not eof(Dataln) do
begin
readln(Dataln, x, e);
if e < min then
min := e; {finds minimum edge value}
if e > max then
max := e; {finds maximum edge value}
end;
reset(Dataln);
writeln('
min: ', min : 6 : 4,
'
max:
while not eof(Dataln) do
begin
readln(Dataln, x, e);
n := (e min) / (max - min);
writeln(DataOut, x : 10 : 4, n :
end;
end.
10, max : 6 : 4); {diagnostic}
{normalizes the edge value}
14 : 8);
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program FindLSF;
{ This program reads in normalized edge values, as a function of spatial position,
{ from the file 'edgeplot'. The slope between each pair of points is calculated.
{ The slope values are normalized to a maximum of unity. The midpoint of the
{ spatial increment is calculated. Then the slope values are written to the file
{
'LSF'
as a function of midpoint positions.
const
MAX = 60; {array size}
type
points = array[1..MAX] of real;
va r
{spatial increment}
{edge trace comparison value #1}
{edge trace comparison value #2}
{array index}
{maximum array index value}
{line spread value}
{peak line spread value}
{spatial location of edge value}
{input data file: edgeplot}
{output data file: LSF}
dx: real;
e1: real;
e2: real;
i: integer;
imax: integer;
I: points;
Imax: real;
x: points;
Dataln: text;
DataOut: text;
begin
reset(Dataln, 'edgeplot');
rewrite(DataOut, 'LSF');
Imax := 0.0;
i := 1; {initializes array index}
readln(Dataln, x[1], e1);
while not eof(Dataln) do
begin
readln(Dataln, x[i + 1], e2);
l[i] := e2 - e1; {calculates the slope}
if l[i] > Imax then
l[i] {finds the maximum slope}Imax :=
e1 := e2;
i := i + 1;
end;
writeln('Imax = '
imax := i - 1 ;
dx := x[2] - x[1]
for i := 1 to imax do
begin
l[i] := l[i] / Imax; {normalizes the slope}
writeln(DataOut, (x[i] + (dx / 2)) : 10 : 4, l[i] : 12 : 6);
end;
end.
Imax : 10 : 4); {diagnostic}
{calculates the spatial increment}
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program TatianMethod;
{ This program reads in edge trace values from 'edgeplot', calculates the }
{ OTF and MTF using Tatian's method, and writes them to the data files }
{
'OTF'
and
'MTF'
respectively. The edge trace values must be in }
{ increasing order as a function of spatial position. }
const
xmax = 1000; {array limit}
PI = 3.141592654;
type
edgedat = array[1..xmax] of double; {double = 64 bit floating point real number}
complex = record
r: double; {real}
i: double; {imaginary}
end;
va r
i: integer;
imax: integer;
n: integer;
n1: integer;
dx: double;
eofx: edgedat;
x: edgedat;
f1: real;
f2: real;
deltaf: real;
f: real;
arg: double;
sum: complex;
terrnl: complex;
term2: complex;
center: integer;
loff: complex;
magnitude: double
Dataln: text;
OTFOut: text;
MTFOut: text;
tf 1 : boolean;
tf2: boolean;
function Sine (x: real)
const
PI = 3.141592654;
begin
if x <> 0.0 then
sine := SIN(PI
*
x) / (PI
else
sine := 1;
end;
begin
reset(Dataln, 'edgeplot'); {initialize input data file}
rewrite(OTFOut, 'OTF'); {initialize output data file}
rewrite(MTFOut, 'MTF'); {initialize output data file}
readln(Dataln, x[1], eofx[1]); {read first data set in input data file. e(x)=0.}
readln(Dataln, x[2], eofx[2]); {read second data set in input data file. e(x)>0.}
{array index}
{maximum value of array index, imax must be an odd number.}
{sample index for e(x) summation}
{sample index for minimum x where e(x) = 1}
{spatial increment in e(x)}
{e(x) values}
{spatial values for e(x)}
{initial frequency in OTF & MTF}
{final frequency in OTF & MTF}
{frequency increment in OTF & MTF}
{frequency variable}
{subsection of equation}
{summation variable}
{first term in Tatian's method.}
{second term in Tatian's method}
{central index value in data array}
{OTF data, also known as L(f)}
{MTF data}
{input data file: edge spread data}
{output data file: OTF data}
{output data file: MTF data}
{loop conditional variable}
{loop conditional variable}
double;
x)
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while eofx[2] = 0.0 do {skips over data sets while e(x)=0}
begin
readln(Dataln, x[2], eofx[2]);
end;
i := 3; {e(x)>0}
tf1 := TRUE; {initializes boolean}
tf2 := TRUE; {initializes boolean}
while tf1 and tf2 do {continues to read in data sets until e(x)=1}
begin
readln(Dataln, x[i], eofx[i]);
tf1 := not eof(Dataln); {test for end of input file}
tf2 := eofx[i] < 1.0; {test for e(x)<1}
writeln(tf1 : 6, tf2 : 10); {write test values to screen for diagnostics}
i := i + 1 ;
end;
writeln('
not eof(Dataln) is ', tf1); {write information to screen for diagnostics}
writeln('
eofx[i] < 1.0 is ', tf2); {write information to screen for diagnostics}
imax := i - 1; {maximum value of array index. eofx[imax]=1.}
writeln('imax = ', imax : 3); {write information to screen for diagnostics}
dx := (x[imax] - x[imax 1]) / 1000; {determine x increment in millimeters from last two x values}
write('Please input the initial frequency: '); {request initial OTF frequency desired}
readln(fl);
write(' Please input the final frequency: '); {request final OTF frequency desired}
readln(f2);
write(' Please input delta f: '); {request frequency increment desired}
readln(deltaf);
f := f1; {initialize frequency variable}
while f <= f2 do {calculate OTF(f)}
begin
sum.r := 0.0; {initialize variable}
sum.i := 0.0; {initialize variable}
arg := 2
* PI * f * dx; {initialize variable}
center := TRUNC((imax + 1) / 2); {initialize variable}
writeln('
center = ', center : 2); {write information to screen for diagnostics}
n := 1 - center; {initialize variable. (1 -center) < n < (center-1).}
for i := 1 to imax do {calculate summation for first term in Tatian's method}
begin
sum.r := sum.r + ((eofx[i] eofxpmax +1 i]) / 2)
* SIN(arg * n); {real part}
sum.i := sum.i + ((eofx[i] + eofx[imax +1 i]) / 2)
* COS(arg
*
n); {imaginary part}
n := n + 1;
end;
n1 := n - 1; {initialize variable}
writeln('
n1 = ', n1 : 2); {write information to screen for diagnostics}
terml.r := arg
*
sum.r; {first term in Tatian's method, real part}
terml.i := arg
*
sum.i; {first term in Tatian's method, imaginary part}
term2.r := COS((n1 + 0.5) * arg) / Sinc(f
* dx); {second term in Tatian's method, real part}
term2.i := SIN((n1 + 0.5)
*
arg) / Sinc(f
* dx); {second term in Tatian's method, imaginary part}
loff.r := terml.r + term2.r; {OTF(f), real part}
loff.i := terml.i - term2.i; {OTF(f), imaginary part}
writeln(OTFOut, f : 10 : 4, loff.r : 10 : 6, loff.i : 10 : 6); {write OTF data to output file}
magnitude := SQRT(SQR(loff.r) + SQR(loff.i)); {calculate MTF(f) from OTF(f)}
writeln(MTFOut, f : 10 : 4, magnitude : 10 : 6); {write MTF data to output file}
f := f + deltaf;
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end;
writeln;
writeln('The number of frequency points is: ', ((f - f1) / deltaf) : 4 : 1); {diagnostics}
end.
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program LSFSim;
{ This program calculates the simulated LSF values as a function of Cartesian coordinates. }
{ The LSF is simulated with the Sombrero-squared function. The Bessel function is a }
{ component of the Sombrero-squared function. The program will only accept f/5 or f/10 }
{ choices for the simulation. The LSF data is written to the file 'SimLSF' }
const
{wavelength}
{*}
{increment in x value written to DataOut}
LAMBDA = 0.6328
PI = 3.14159265;
DX = 1.20335;
type
integral = array[1
va r
fnumber: real;
test: boolean;
ymax: integer;
points: integer;
na: double;
rO: double;
pO: real;
delta: double;
x: double
y: double
r: double
xmax: integer;
xi: integer;
yi: integer;
somb2: double;
Isf: integral;
DataOut: text;
function Bessel
.160] of double; {double = 64 bit floating point real number}
{f number of lens}
{loop variable}
{radius of PSF on y axis}
{number of points in the LSF}
{numerical aperture of the lens: double precision real}
{radial distance to zero in LSF: double precision real}
{number of points needed to reach rO based on delta}
{scaled increment for LSF calculation: double precision real}
{linear distance on x axis: double precision real}
{linear distance on y axis: double precision real}
{radial distance based on x and y: double precision real}
{radius of PSF on x axis}
{array index}
{array index}
{Sombrero-squared value: double precision real}
{LSF value}
(x:
{output data file: SimLSF}
real): double;
{This function calculates the first order Bessel function}
va r
t1, t2, t3, t4, t5, t6: double;
f, a: double;
begin
x := ABS(x); {converts input variable x to its absolute value}
if x <= 3 then
begin
t1 :=
t2 :=
t3 :=
t4 :=
t5 :=
t6 :=
0.56249985
0.21093573
0.03954289
0.00443319
0.00031761
0.00001109
bessel :=
end
else
begin
t1
(0.5
EXP(2 *
EXP(4 *
EXP(6 *
EXP(8 *
EXP(10
EXP(12
t1 + t2
LN(x / 3));
LN(x / 3));
LN(x / 3));
LN(x / 3));
* LN(x /
* LN(x /
t3 + t4
3));
3));
t5 + t6);
t2
t3
t4
t5
0.00000156
0.01659667
0.00017105
0.00249511
0.00113653
(3 / x);
EXP(2 *
EXP(3 *
EXP(4 *
EXP(5 *
LN(3
LN(3
LN(3
LN(3
/ x));
/ x));
/ x));
/ x));
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t6 := 0.00020033 * EXP(6 '
f := 0.79788456 + t1 + t2 +
t1
t2
t3
t4
t5
t6
a
0.12499612 *
0.00005650 *
0.00637879 *
0.00074348 *
0.00079824 *
0.00029166 *
< 2.35619449
LN(3 / x));
t3 - t4 + t5 - t6;
(3 / x);
EXP(2 * LN(3 / x));
EXP(3 * LN(3 / x));
EXP(4 * LN(3 / x));
EXP(5 * LN(3 / x));
EXP(6 * LN(3 / x));
+ t1 + t2 t3 + t4 + t5 - t6;
COS(a);fbessel := SQRT(1 / x)
end;
end;
begin
rewrite(DataOut, 'SimLSF');
test := true; {initializes the boolean variable}
repeat
write(' Please input the f number (5 or 10): ');
readln(fnumber);
if fnumber = 5 then
begin
ymax := 30; {sets the summation limit for f/5}
test := true;
end
else if fnumber = 10 then
begin
ymax := 60; {sets the summation limit for f/10}
test := true;
end
else
test := false;
until test = true;
writelnf f/# = ', fnumber : 4 :
writeln('
ymax = ', ymax : 2);
na := 1 / (2 * fnumber);
rO := (0.610 * lambda) / na;
pO := (2 * rO) / DX;
writelnf radius of 1st zero = ',
rO := (1.1165 * lambda) / na;
pO := (2 * rO) / DX;
writeln('
radius of 2nd zero = ',
rO := (1.619 * lambda) / na;
pO := (2 * rO) / DX;
writeln('
radius of 3rd zero = ',
rO := (2.1205 * lambda) / na;
pO := (2 * rO) / DX;
writelnf radius of 4th zero = ',
delta := (4.241 * DX) / rO;
writelnf delta = ', delta : 7 : 5);
writelnf DX = ', DX : 7 : 5);
write('Please input the number of points in the LSF (even #)
readln(points);
xmax := TRUNC(points / 2);
x := delta / 2;
1); {diagnostic}
{diagnostic}
rO : 5 : 2, ' microns and requires ', pO : 5 : 2, ' points');
rO : 5 : 2, ' microns and requires ', pO : 5 : 2, ' points');
rO : 5 : 2, ' microns and requires ', pO : 5 : 2,
'
points');
rO : 5 : 2, ' microns and requires ', pO : 5 : 2,
'
points');
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for xi := 1 to xmax do {steps through x axis}
begin
lsf[xi] := 0;
y := delta / 2;
for yi := 1 to ymax do {sums along y axis}
begin
r := SQRT(SQR(x) + SQR(y));
if r = 0 then
somb2 := 1.0
else
somb2 := (4 * SQR(bessel(PI * r))) / SQR(PI
*
r); {calculates the Sombrero-squared value}
lsf[xi] := lsf[xi] + somb2;
y := y + delta;
end;
writelnf LSF(\ x : 4 : 2, ') = ', lsf[xi] : 6 : 4); {diagnostic}
x := x + delta;
end;
for xi := xmax downto 1 do
begin
lsf[xi] := lsf[xi] / lsf[1j; {normalizes LSF data to maximum of unity}
x := -(xi
* DX) + (DX / 2); {calculates the spatial position}
writeln(x : 12 : 6, lsf[xi] : 15 : 8); {diagnostic}
writeln(DataOut, x : 12 : 6, lsf[xi] : 15 : 8);
end;
for xi := 1 to xmax do
begin
x := (xi * DX) - (DX / 2); {calculates the spatial position}
writeln(x : 12 : 6, lsf[xi] : 15 : 8); {diagnostic}
writeln(DataOut, x : 12 : 6, Isffxi] : 15 : 8);
end;
writeln((2
*
xmax) : 4,
'
points in LSF'); {diagnostic}
end.
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program IntegrateLSF;
{ This program reads in LSF data from the file 'SimLSF The LSF has an even number of }
{ data points. The program calculates the corresponding ESF with an odd number of data }
{ points. The ESF starts with a value of zero. The ESF data is normalized to a maximum }
{ of unity and then written to the file 'edgeplot'. }
const
MAX = 50; {array size}
va r
Isf: double; {LSF values: double precision real}
e: double; {normalized edge value: double precision real}
esf: array[1..MAX] of double; {summed edge values: double precision real}
xl: array[1..MAX] of double; {spatial position of LSF values: double precision real}
xe: double; {spatial position of ESF values: double precision real}
i: integer; {array index value}
imax: integer; {maximum array index value for ESF}
emax: double; {maximum edge value: double precision real}
dx: double; {spatial increment in LSF and ESF: double precision real}
Dataln: text; {input data file: SimLSF}
DataOut: text; {output data file: edgeplot}
begin
reset(Dataln, 'SimLSF');
rewrite(DataOut, 'edgeplot');
esf[1] := 0; {initializes the edge value}
i := 1; {initializes the array index}
while not EOF(Dataln) do
begin
readln(Dataln, xl[i], Isf);
i := i + 1 ;
esf[i] := esf[i - 1] + Isf; {sums the LSF values}
writeln('ESF = ', esf[i] : 11 : 8,
' LSF = \ Isf : 1 1 : 8); {diagnostic}
end;
writeln;
writeln((i - 1) : 4,
'
points in the LSF'); {diagnostic}
writeln;
imax := i;
emax := esf[imax]; {defines the maximum edge value}
xe := 0; {initializes the spatial position}
dx := xl[2] - xl[1]; {calculates the spatial increment}
for i := 1 to imax do
begin
e := esf[i] / emax; {normalizes the edge value}
writeln(xe : 12 : 6, e : 14 : 8); {diagnostic}
writeln(DataOut, xe : 12 : 6, e : 14 : 8);
xe := xe + dx;
end;
writeln;
writeln(imax : 4,
'
points in the ESF'); {diagnostic}
end.
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program StrehlRatio;
{ This program reads in frequency and modulation data from MTF Sig and MTF Ref. }
{ The area under MTF Sig is calculated by summing the modulation values from MTF Sig. }
{ The area under MTF Ref is calculated by summing the modulation values from MTF Ref. }
{ The Strehl Ratio is the ratio of the area under MTF Sig to the area under MTF Ref. }
va r
{spatial frequency of the signal}
{spatial frequency of the reference}
{modulation data from MTF Sig}
{modulation data from MTF Ref}
{sum of the modulation data from MTF Sig}
{sum of the modulation data from MTF Ref}
{compares the spatial frequency values}
{number of data points in MTF Sig}
{Strehl ratio}
{MTF data from edge trace: MTF Sig}
{Diffraction-limited MTF data from perfect LSF: MTF Ref}
fs: real;
fr: real;
ms: real;
mr: real;
sums: double;
sumr: double;
test: boolean;
count: integer;
sr: double;
Datalnl: text;
Dataln2: text;
begin
reset(Dataln1, "MTF Sig');
reset(Dataln2, 'MTF Ref);
count := 0;
while not EOF(Datalnl) do
begin
readln(Dataln1, fs, ms);
sums := ms + sums;
readln(Dataln2, fr, mr);
sumr := mr + sumr;
test := (fs = fr);
count := count + 1;
end;
sr := sums / sumr; {calculates Strehl ratio}
writeln('Spatial frequency test = ', test);
if test = false then
writelnf Spatial frequency mismatch!!!');
writelnf The number of data points is
writelnf The last frequency point is:
writelnf The Strehl ratio is: ', sr : 7
end.
{diagnostics}
, count : 3); {diagnostics}
fs : 4 : 2, ' cycles/mm'); {diagnostics}
5); {diagnostics}
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program MTFSim;
{ This program calculates the simulated modulation transfer function for a lens with a }
{ circular aperture. The inputs to the simulation are the f number, wavelength, spatial }
{ frequency increment, and maximum spatial frequency. The MTF data is written to }
{ the file
'MTF' }
const
PI = 3.14159265;
va r
f: integer; {spatial frequency}
fc: integer; {cut-off frequency}
fmax: integer; {maximum frequency written to DataOut}
MTF: real; {MTF(f)}
fnumber: real; {f number}
lambda: real; {wavelength}
deltaf: integer; {spatial frequency increment}
na: real; {numerical aperture}
sigma: double; {sigma term: double precision real}
beta: double; {beta term: double precision real}
DataOut: text; {output data file: MTF}
function Arccos (value: double): double;
begin
arccos := ARCTAN(SQRT(SQR(1 / value) - 1));
end;
begin
rewrite(DataOut, 'MTF');
f := 0;
MTF := 1.0000;
writeln(DataOut, f : 10, MTF : 12 : 6);
writef Please input the F number: ');
readln(fnumber);
writef Please input the wavelength in microns: ');
readln(lambda);
lambda := lambda / 1000;
fc := TRUNC(1 / (lambda
* fnumber)); {calculates the cut-off frequency}
writelnf Cut-off Frequency = ', fc : 4); {diagnostic}
writef Please input delta f in cycles/mm: ');
readln(deltaf);
writef Please input f max in cycles/mm: ');
readln(fmax);
na := 1 / (2 * fnumber); {calculates the numerical aperture}
writelnf N.A. = ', na : 6 : 4); {diagnostic}
f := deltaf;
sigma := (lambda
* f) / na; {initializes the sigma term}
writelnf sigmaf, f : 2, ') = ', sigma : 9 : 6); {diagnostic}
while f <= fmax do
begin
beta := Arccos(sigma / 2); {calculates the beta term}
MTF := ((2 * beta) - (sigma
* SIN(beta))) / PI; {calculates the modulation value}
WritelnfDataOut, f : 10, MTF : 12:6);
f := f + deltaf;
sigma := (lambda
* f) / na; {calculates the sigma term}
end;
f := f - deltaf;
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writelnf Maximum frequency is: ', f : 3, ' cycles/mm'); {diagnostic}
end.
Appendix 6.9.
Glass Substrate Evaluation
A Michelson interferometer was used to determine the contribution of the
glass plate substrate to the aberration in the HOE image.
The Michelson interferometer had a system aberration of 1/4 fringe of
coma over a one inch aperture.
Figure 9.1 Michelson Interferometer
Screen
HeNe Laser
Glass Plate
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The interferometer had a circular aperture that was one inch in diameter.
Each glass plate was inserted in the beam path. The interference pattern was
viewed on a white screen. A subjective measurement was made of the
magnitude and type of wavefront aberration seen on the screen.
The actual contribution from the glass was half of the measured result
due to the double pass through the glass. The measured results were:
Lens #1
Lens #2
Lens #3
Lens #4
Lens #5
Lens #6
Lens #7
Lens #8
Lens #9
Lens #10
Lens #1 1
Lens #12
Lens #13
Lens #14
Lens #15
1 fringe astigmatism.
1/4 fringe astigmatism.
1/2 fringe astigmatism.
3/4 fringe coma.
1/2 fringe coma.
1&1/4 fringe astigmatism and coma.
3/4 fringe coma.
1/2 fringe astigmatism.
1 fringe coma.
1 fringe coma.
1/4 fringe coma.
1 &3/4 fringe coma.
1/2 fringe coma and astigmatism.
1/4 fringe coma.
1/4 fringe astigmatism and coma.
The average magnitude of actual fringe distortion was 1/3 fringe. The
median magnitude of actual fringe distortion was 1/4 fringe.
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Appendix 6.10.
List of Lenses
Lenses 1 . 2. and 3
Total angle = 90.0 degrees
Beam ratio = 20:1
Edae Traces
L1 1 6 traces at f/5
L2 2 traces at f/5
L3 2 traces at f/5
Lenses 4 5. and 6
Total angle = 36.8 degrees
Beam ratio = 20:1
Edae Traces
L4 2 traces at f/10
L5 1 7 traces at f/5
L6 2 traces at f/5
Lenses 7 8. and 9
Total angle = 36.8 degrees
Beam ratio = 3:1
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Lenses 10. 11. and 12
Total angle = 36.8 degrees
Beam ratio = 9:1
Lenses 13. 14. and 15
Total angle = 61.9 degrees
Beam ratio = 20:1
Edae Traces
L13: 0
L14: 0
L15: 5 traces at f/5
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