In this paper, we consider the slack due-window assignment model and study a single machine scheduling problem of linear time-dependent deteriorating jobs and a deteriorating maintenance activity. The cost for each job consists of four components: earliness, tardiness, window location and window size. The objective is to schedule the jobs and to assign the maintenance activity and due-windows such that the total cost among all the jobs is minimized.
I. INTRODUCTION
Competition in market place prompts the studies on operations management to improve customer service. One important objective of operations management in practice is to finish jobs as close as possible to their due-dates.
Usually a time interval is assigned in the supply contract so that a job completed within the time interval will be considered on time and not be penalized. The time interval is called the due-window of a job. The due-window assignment methods include common due-window, slack due-window (also called common flow allowance) and others. Some relevant references are [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] . [12] presented a polynomialtime solution to find the optimal schedule and the optimal due-window size such that the total cost is minimized.
[13] considered the slack due-window problem and gave an O(nlogn) time complexity solution.
In classical scheduling theory, job processing times are considered as constants. However, a steadily growing interest on solving scheduling problems with changeable job processing times has been witnessed in the last decade. Recently, [14] studied the single machine common due-window assignment problem with learning effect and deteriorating jobs. They gave polynomial-time algorithms to minimize costs for earliness, tardiness, window location and window size. [15] considered the parallel problem for the slack due-window model.
[16] initiated research on machine scheduling with a rate-modifying activity. Since then, researchers have applied the concept of rate-modifying activity to other scheduling settings involving various performance measures ( [17] , [18] , [19] , [20] ). In this paper, the maintenance activity considered is different from the rate-modifying activity.
It can be described as follows. Assume that there is at most one maintenance activity throughout the schedule.
Maintenance activity can be performed immediately after the completion of any job. However, the position and starting time of the maintenance activity are decided by the scheduler. The machine reverts to its initial conditions after the maintenance activity including machine deterioration. See [21] , [22] and [23] .
The combinations of the above-mentioned settings have been considered in the following recent literatures.
Common due-window assignment and scheduling with simultaneous considerations of time-dependent deteriorating jobs and a rate-modifying activity was studied in [24] . Slack due-window assignment and scheduling with considerations of variable processing-time jobs and a rate-modifying activity was considered in [25] . Common due-window assignment and scheduling with simultaneous considerations of time-dependent deteriorating jobs and a maintenance activity was investigated in [23] . In this paper, the problem of slack due-window assignment and single-machine scheduling considering time-dependent deteriorating jobs and a maintenance activity is presented.
To our best knowledge, this problem has not been studied in literatures.
The rest of this paper is organized as follows. In Section II, a description of the problem is given. In Section III some important lemmas and properties are presented. In Section IV, a polynomial-time solution for the problem is given. A numerical example is presented to demonstrate the polynomial-time solution in Section V. The research is concluded and future study is foreseen in the last section.
II. MODEL FORMULATION
There are n jobs J 1 , J 2 , . . . , J n to be processed on a single machine. All the jobs are available for processing at time zero and no preemption is allowed. The job processing times are assumed to follow a linear time-dependent deteriorating model. Then, the actual processing time of job J j is determined by
where a j is the normal processing time of job J j , b is a common deteriorating factor for all the jobs, and t ≥ 0 is the starting time of job J j .
The due window of job J j is specified by a pair of non-negative real numbers [d
j } is the tardiness value of job J j , and
is the due-window size of job J j . For the slack due-window method, the window starting time for job J j is defined as the sum of its processing time p j and a job-independent constant q (1) :
and the due window completion time for J j is defined as the sum of its processing time and a job-independent
Then
, for j = 1, . . . , n, i.e., the window size is identical for all the jobs. Let D = D j .
Furthermore, the following assumptions have been made for this problem: (i) the machine will revert to its initial conditions after the maintenance activity and machine deterioration will start anew, (ii) there is at most one maintenance activity throughout the schedule, and (iii) the maintenance duration is a linear function of its starting time and is given by f (t) = µ + σt, where µ > 0 is the basic maintenance time, σ is a maintenance factor, and t is the starting time of the maintenance activity.
The objective function consists of four cost components, i.e. (i) earliness E j , (ii) tardiness T j , (iii) the starting time of the due-window d
j , and (iv) the due-window size D. Let α > 0, β > 0, γ > 0 and δ > 0 represent the earliness, tardiness, due-window starting time and due-window size costs per unit time respectively. The general objective is to determine the optimal q (1) and q (2) , the optimal location of the maintenance activity, and the optimal schedule to minimize the total cost function
Using the three-field notation of [26] , the problem under study is denoted as
, where SLK and ma in the second field denote the slack due-window method and maintenance activity, respectively.
For convenience, we define
III. PROPERTIES OF AN OPTIMAL SOLUTION
In this section some properties for an optimal schedule are obtained.
j+1 .
Proof: We have
Similar to the proof of Lemma 1, we have
. Then the total cost Z is a linear function of q (1) and q (2) , and thus an optimum is obtained either at q
and either at q (2) = C t or q (2) = C t+1 .
Therefore we obtain the following result, whose proof is similar to the one in [13] .
Lemma 3: (i) For any given schedule, the optimal values of q (1) and q (2) are determined by the completion times of the k'th and l'th jobs (l ≥ k).
(ii) An optimal schedule exists with no idle time between consecutive jobs and starts at time zero.
For a number a, ⌊a⌋ denotes the largest integer not more than a.
Proof: Shift q (1) to the left by ∆ time units, where 0 < ∆ < p k . As a result, the overall cost Z has been changed
Shift q (1) to the right by ∆ time units, where 0 < ∆ < p k+1 . As a result, the overall cost Z has been changed by (α(k + 1) + nγ − δn)∆. We obtain (α(k + 1) + nγ − δn)∆ ≥ 0, and hence k ≥
In the similar way, we can prove l = n(β−δ) β by using the standard perturbation method.
Lemma 5: Suppose that sequences x 1 , x 2 , . . . , x n and y 1 , y 2 , . . . , y n are given except in arrangement. The sum of the products of the corresponding elements n j=1 x j y j is minimized if the sequences are monotonic in opposite senses.
Proof: See page 261 in [27] .
IV. OPTIMAL SOLUTION
For a job scheduled in the rth position in a sequence, p [r] and a [r] denote the actual processing time and the normal processing time of the job, respectively. All the jobs are available for processing at time zero. By Lemma 4, the locations of k and l can be calculated. Let i be the position of the last job preceding the maintenance activity.
If the position of the maintenance activity is before k (i.e., i < k), then the total cost is given by
where
If k ≤ i < l, then we have
If l ≤ i ≤ n, then we have
Note that i = n means no maintenance activity is necessary in the schedule. Given the processing time a [j] , the actual processing time p [j] of the scheduled j'th job can be given as follows.
where 1 ≤ j ≤ n, and
Combining (5), (7) and (9) and using (11), we obtain
the positional weight
and
From the above analysis and the rearrangement inequality (Lemma 5), the problem 1 | SLK, p j = a j + bt, ma | n j=1 (αE j + βT j + γd (1) j + δD) can be solved by the following algorithm.
Algorithm 1.
Step 1. By Lemma 4, get the values of k = n(δ−γ) α and l = n(β−δ) β .
Step 2. Set i = 1.
Step 3. For j = 1, 2, . . . , n, obtain the positional weights W j according to (15) .
Step 4. Renumber the jobs in non-decreasing order of their normal processing times a j . By Lemma 5, arrange the job with the largest normal processing time to the position with the smallest value of W j , the job with the second largest normal processing time to the position with the second smallest value of W j , and so forth. Then, obtain a local optimal schedule and the corresponding total cost.
Step 5. i = i + 1. If i ≤ n, then go to Step 3. Otherwise, go to Step 6.
Step 6. The optimal schedule is the one with the minimum total cost.
Then we have the following result.
Proof: The correction of Algorithm 1 is guaranteed by Lemmas 3 -5. The running time of Steps 1 and 3 is O(n), and the time complexity of Step 4 is O(n log n). Since the maintenance activity can be scheduled immediately after any one of the jobs, n different positions of the maintenance activity must be considered and evaluated to obtain the global optimal solution until Step 6. Hence, the time complexity for solving the 1 | SLK, p j = a j + bt, ma | n j=1 (αE j + βT j + γd
V. NUMERICAL EXAMPLE
In this section, Algorithm 1 is demonstrated by the following example. Based on Algorithm 1, we have the local optimal sequence is (6, 8, 3, 5, 7, 1, 2, 4, 9) and the total cost is Z = 18271.87. As shown in Table I , all the local optimal job sequences and the corresponding total costs are presented, among which the optimal total cost is underlined. The global optimal solution for this example includes the following:
(i) the job sequence is (7, 8, 6 ,3,5,1,2,4,9) and the corresponding job starting time and actual processing time are (ii) the slack window parameters are q (1) = 79.50 and q (2) = 154.12; (iii) the maintenance activity is located immediately after the first job (i.e. Job 7), starting at time t = 55.00 and ending at time t = 70.50; (iv) the total cost is Z = 17476.37.
VI. CONCLUSION
We solved a single machine slack due-window assignment and scheduling problem of linear time-dependent deteriorating jobs and a deteriorating maintenance activity, and gave a polynomial-time algorithm. The running time of this algorithm does not exceed O(n 2 logn). Further research may consider the problem with the setting of parallel identical machines, or the problems with min-max type objective functions.
