Abstract-Distributed Denial of Service (DDOS) attacks have become one of the main threats in cloud environment. A DDOS attack can make large scale of damages to resources and access of the resources to genuine cloud users. Old-established defending system cannot be easily applied in cloud computing due to their relatively low competence and wide storage. In this paper we offered a data mining and neural network technique, trained to detect and filter DDOS attacks. For the simulation experiments we used KDD Cup dataset and our lab datasets. Our proposed model requires small storage and ability of fast detection. The obtained results indicate that our model has the ability to detect and filter most type of TCP attacks. Detection accuracy was the metric used to evaluate the performance of our proposed model. From the simulation results, it is visible that our algorithms achieve high detection accuracy (97%) with fewer false alarms.
I. INTRODUCTION
Cloud computing is a long-held imagination of computing as a utility. Armbrust et al. [1] discussed that cloud has the possibility to change a large part of the IT industry. Currently, it is growing as a computing key platform for sharing resources including infrastructure resources, application resources and software resources [2] . Regardless of the huge amount of online resources, these cloud systems are facing serious security problems.
Distributed denial of service (DDOS) is a type of DOS attacks. The only exception between DDOS and DOS attacks is DDOS sends several malicious packets from multiple hosts (zombies) to the victim node. DDOS generates more traffic than DOS attack [3] . These zombies together form a Botnet, and will generate large amount of distributed attack packets to the victim node. DDOS attacks will block the legitimate access to the server, exhaust their resources and caused considerable financial loss and have become one of the most serious security threats to the internet. While it is easy to start an attack with some attack tools and it is not easy to stop it [2, 4] . Therefore, these critical services and infrastructure need protection. Network performance degradation, revenue loss, and service unavailability at significant time are some of the issues that motivated us to offer protection for these collaborative applications. For example DDOS attacks such as SYN flood, HTTP flood, UDP flood, and buffer overflow have been posing a serious threat to resource canters [5] . DDOS attacks could harm a company's image and reputation. They could also affect the assurance of users. In recent years, DDOS attacks have been used as a tool of cyber warfare, retribution, and protest. Latest events happened in the December 2010 that disabled Visa and MasterCard Websites for more than a day [6] . Recently, many researchers on DDOS defence have been worked and lots of new techniques have been put forward. In DDOS attack There are three main branches of the research: detection of attack [4, 5, 7, 8, 9, 10, 11] , filtering of attack [2, 6] , and attack traceback [12] . The majority of the present DDOS defences are proposed through currency based [13] technique, where a sender is required to expend scarce resources to verify his legitimacy before sending packets. Although the currency based network shows to be more secure than the conventional open internet, they generally require the changes to both end systems and intermediary routers [4] . Packet scoring is another technique [1] that gets some attributes from TCP and IP headers and then uses classification algorithm or statistic theorems to analyze packets. It has a high filtering accuracy and easy to deployed, but it is not suitable for handling large amounts of attack traffic. Also scoring has a costly processing operation. Wrongly use of detection methods able to recognize packets that match a known pattern or signature. But, these methods fail to detect unknown anomalies. Anomalies can be an old type of attack that has changed its pattern in an obtrusive manner to avoid detection. Or it can completely be a new form of attack. Methods of anomaly detection are used to detect the traffic patterns that differ from the modelled of normal traffic behaviour. The identified anomalies can be either a normal or attack [10] . A DDOS defence mechanism should be able to differentiate attack packets from legitimate ones with high accuracy, Minimum resource consumption and low false negative and positive rate. We are specially focused on detection and mitigation of DDOS attacks in the cloud computing which is purely on the service oriented architecture (SOA) system .In this paper, we propose a based DDOS mitigation system called the -Cloud Confidence DDOS Filtering (C 2 DF)‖. This system generates value distributions of some attributes in the TCP and IP headers such as source IP address, packet length, sequence number, and Time to live (TTL) then uses a decision tree algorithm for detection of the DDOS packets. C 2 DF has a very high filtering accuracy, easy to deploy and requires very small storage. The rest of this paper is organized as follows: section 2 introduces some related work done in security of cloud computing and the DDOS attacks that threaten this security. Section 3 gives a scenario of Cloud Confidence DDOS Filtering method. Section 4 experiments and evaluations of our proposed model. Finally section 5 covers conclusions of our work.
II. RELATED WORK

A. Cloud Computing Attacks
Specht and Lee [14] argue that -DDOS attack is generally classified into bandwidth depletion and resource depletion attack‖. In bandwidth depletion attack, attackers flood the target with huge packet traffic that avoids the legitimate traffic and intensify the attack by sending messages to broadcast IP address. In resources depletion attack, attackers try to tie up the significant resources (processor and memory) then trying to unable the victim to process the services. Kumar and Selvakumar [15] have done research on DDOS attacks and existing attack tools. They show that the DDOS attack has the subsequent characteristics:
 Through port 80 HTTP requests are flooded.  Flags in the UDP and TCP protocols are manipulated.  Routing table in a host or gateway is changed.  Source and Destination IP address and packet port number are randomly created.  Length of packet, sequence number and window size are fixed all through the attack.
Dou et al. [2] proposed a method for filtering a DDOS attack called as CBF. This system calculates the score of a particular packet in the attack time and decides whether to discard it or not. Kumar and Selvakumar [5, 10, 16] recently have done a researches on DDOS attack detectio n. They evaluate the perfo rmance o f a comprehensive set of machine learning algorithms for choosing the base classifier. They note that single classifier creates error on different training samples. So, by generating an ensemble of classifiers and combination of their outputs, the total error can be much reduced and the detection accuracy can be significantly improved. Varalakshmi and Selvi [11] proposed a five level DDOS defense mechanism by using an information divergence method that detects the attacker and rejects the packets in a fixed amount of time in an organized way. Du and Nakao [4] proposed architecture to mitigate a DDOS attacks by introducing a credit -based accounting mechanism, where a machine can send packets based on its credit points earned by its legitimate communication behaviours in its place of using resources in advance. Mirkovic and Reiher [17] introduce a system that discards packets based on the arrival of packets from an attacker machine Rather than DDOS detection. This helped in mitigating DDOS attack's effects. Varalakshmi et al. [18] discusses the efficiency of DDOS attacks on statistical based filtering in a common context where attackers are smart. It considers different cases such as the dynamic and static property of the attacker and the mitigating. Kim and Reddy [19] proposed a traffic detector, which can be worked in real time by monitoring the packet headers. In the proposed system a wavelet filter was used along with weighted correlation to identify DDOS attacks. Chonka et al. [12] note that HTTP Denial of service and XML Denial of service attacks are the most serious threats to cloud computing. They also offer a scheme called as Cloud Trace Back (CTB) to locate the source of these attacks. In [2, 4] the authors improved the accuracy, detection result and reduced the amount of False positive. Modi et al. [20] have done a comprehensive overview on intrusion detection system (IDS) and Intrusion prevention system (IPS) in cloud. Li and Li [15] based on normal traffic analysis introduced an adaptive system, which is used for defending against DDOS attacks. This system could be able to infiltrate the packets that are entering the network and adaptively change its configurations according to the attack severity and network conditions. Lu et al. [22] proposed a novel framework to robustly detect DDOS attacks and recognize attack packets. The key idea of their framework is to make use of spatial and temporal correlation of DDOS attack traffic. They developed a perimeter based anti DDOS system, in which traffic is analyzed only at the edge routers of ISP network.
B. DDOS attacks
DDOS attacks make use of zombies, which send requests to a target system as orders of the attacker. Mostly DOS attacks involve spoofing of the attackers' IP addresses as the victims' IP addresses, making it complex to recognize the attackers. Kim et al. [23] have done systematic review on the dark side of the internet. The authors summarized the major form of DOS attacks as mentioned bellow. difficult to trace back the attack, in general it is simple to know when the attack actually takes place, because the server becomes unavailable or drastically slows down. The monitoring system at the target system raises an alarm when there is an unusually large volume of traffic at a constant rate. However, the attacker may send variable-rate and low-rate traffic to the victim, making it complex for the victim to understand that actually an attack is taking place. And if the attack is not detected, the administrators may incorrectly conclude that legitimate traffic has increased and increase investment in network bandwidth.
III. DESIGN OF PROPOSED C 2 DF SYSTEM
Cloud Confidence DDOS Filtering (C 2 DF) can be used in a network structure such as LAN or grid network. C 2 DF is made within a virtual machine to make placement within the cloud network compatibility. C 2 DF is installed at the edge routers in order to be next to the source end of the cloud network. Generally if no security services are prepared for server, the system becomes absolutely vulnerable to attacks. C 2 DF can cure this by being located before the server. As a result all service requests are first sent to the C 2 DF for checking. The proposed architecture is shown in Fig 1. The proposed C 2 DF system consists of the following The proposed C 2 DF system consists of the following two stages: I.J. Computer Network and Information Security, 2014, 9, 43-50 
A. Pre-processing
The input to the pre-processing stage is the network traffic and the output of this stage is classified data. Preprocessing refers to the process of extracting information about packet and construction of new statistical features. The pre-processing steps are explained as follows:
In first step the system extract the seven header fields of the packet. In first step the system extract the seven header fields of the packet. These fields are Packet Length, Protocol Type, Time to Live (TTL), Source Port, Destination Port, Window size and Flag. We used these Destination Port, Window size and Flag. We used these features to find the statistical properties such as variance and standard deviation. These features quantify the behavioural characteristics of a connection in terms of number, types of various data and time.
B. Detection
The proposed DDOS detection system highly reduces the false positive and false negative rates since we analyze the entire packets. For each incoming packet during the profiling time, the system extracts the Time to Live (TTL in short) value and computes the number of hops the packet has travelled. Attacker can spoof the packet header, but not able to manipulate the Hop count value. By comparing TTL's value with IP to hop count (IP2HC in short). If no accurate matches are found, then the packet is spoofed and the system discards it directly.
The rest of the packets are forwarded to the next level of proposed DDOS detection system, known as deviation or anomaly detector. In this step the current header information compare with the profile information that is already trained in the database, to determine the information divergence between the two profiles. The packets are analyzed at this point for any anomaly in the Header of the packets. The extracted attributes and their probabilities for each field are obtained for a certain time span. This probability allocation is learned for a given period of time. This learned profile for each attribute is refreshed regularly which ensures minor changes in behaviour of genuine users. In this scenario we are using the concept of Jensen-Shannon Divergence. We are using the following Equations to compute Information Divergence (D) in header for each IP.
(1)
By comparing the profile of already learned traffic and the incoming traffic for the period of observation, it gives the opportunity to distinguish the legal traffic from the attack traffic.
Information divergence is a non-commutative measure of the difference between two probability distributions P and Q. P typically represents the -True‖ distribution of data, or a precise calculation theoretical distribution. The measure Q usually represents a theory, model, or approximation of P. By referring to (1) this system firstly compute divergence for (P ║M) and (Q ║M) then by using (2) we can get the total divergence for the (ith) IP. If for the (ith) IP Information Divergence is more than learned profile (Di ˃ γ) so the two probabilities have divergence. Therefore, P and Q denote the behaviour of different entities. But if Dᵢ is equal to 0.0 then it indicates that there is a possibility of flooding attack. We analyze the packets which are stored in an intermediate buffer for f l o o d i n g a t t a c k u s i n g t h e f r e q u e n c y c o u n t e r . Each incoming packet is compared with the identity of () ( || ) ( ) log ()
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blacklisted IP for the exact similarity. If an exact match is identified the frequency count of packet is incremented by 1. Since in a DDOS attack, a large number of packets surround the victim in a short period of time. There is a very high possibility that the attacker sends similar packet many times which almost happens in a flooding attack. The frequency count of each packet is checked. If it exceeds the threshold value for a particular IP, the system indicates an attack and that IP is identified as the attacker. Then the system discards the packet and adds the attacker IP to the blacklist. In our proposed system we used the following two algorithms for detection and discarding of attacks, Algorithms.1, 2.
Algorithm. 
IV. PERFORMANCE EVALUATION
The proposed model is evaluated with respect to implementation. For generating network traffic and DOS attack we created a cloud Lab. We have chosen a HP proliant ML 330 G6 server with following features: Intel Xeon E5606, 6 GB RAM, 2×300 GB SCSI Hard Drives, we also selected VMware ESXI 5.0.0 Hypervisor as virtual machine manager (VMM) and windows 7 as guest operating system. We also have 4 clients with following features: Intel core 2 duo (2.26 GHZ), 2GB RAM.
On each client machine we installed virtual machines with the random IP addresses for generating traffic. One of these client is generating Normal traffic consist of FTP access, Web page access, e-mail access and UDP traffic. The performance of server at the time of normal traffic is shown in Fig 2 . The rest of clients generate attacks traffic. In each client machine, 6 virtual machines were created with spoofed IP addresses. We used Netwag tool [24] to generate well known DDOS attacks such as a Smurf attack, TCP SYN attack and etc. we have also tried using hping, packet crafting tool. In our proposed model, only the TTL, Total length, Source port, Destination port, Protocol type, Window size and Flag of packet are extracted. To capture the packets and access all its header information, a packet capturing tool JPCap is used. JPCap is an open source java Library for transferring and capturing network packets. By using JPCap, we can establish applications to capture packets from a network interface and explore them in java. Fig 3 shows CPU performance plots of the hypervisor during Smurf attacks and TCP SYN flood attacks. For simulation, different machines were used to send non-stop requests to create DDOS attack. In beginning all non spoofed packets are allowed in the learning period and once profiled are learned, deviations are recognized which result in rules being framed and therefore afterward DDOS attack packets which matches the rules are discarded. Once an attack is detected, rules are framed in order to stop similar packets from infiltrate the system. This might decrease the amount of false positive to small extent.
In our first experiment, we used 1000 data points randomly from our own lab dataset to test the detection percentage and the False alarm rate of proposed model. The detection rate is the ability of the system to detect attacks over the total amount of attacks. The false alarm is the number of data incorrectly predicted as attack traffic. The equation for detection percentage (DP) and false alarm rate (FAR) is as follows:
False positive and detection rate of traffic that is Trained and tested by our proposed system is showed in Fig. 4 . The result shows that the C 2 DF was able to detect over 95% of attack traffic with a 4.5% of false positive rate. As it is not possible to get 100% of detection rate without getting a false positive alarm, we can achieve the maximum possible detection rate by changing the threshold to the maximum value. By increasing the threshold value we improve detection accuracy but thereby increasing the false positive rate leading to the system inefficiency. Classification of any attack based on predefined classes of attacks can be answered successfully through using machine learning techniques [25] . All these techniques are accessible in the data mining community. From the presented list we have selected PART [26] , Support Vector Machine [27] , Decision Tree [28] , Multilayer Perceptron [29] and Bagging [30] As mentioned in above table the detection accuracy in C 2 DF is above 97% but the false positive rate is above 2% .Decision Tree has 93% of detection rate with more than 8% of false positive. Bagging classification algorithm has more than 95% of detection but the false positive is above 6%. Multilayer perceptron has above 96% of detection and the false positive is more than 5%. PART detection rate is above 98% but the false positive rate is more than 1%. For SVM algorithm the detection rate is 98% and the false positive is above 2%. By this comparison we observe that PART and SVM algorithms in detection accuracy have better performance in comparison to our proposed model. But in false positive rate our proposed model has almost same performance in comparison to SVM algorithm. PART has better performance than our proposed model. The results show that our proposed model has problem in detection rate of attack traffic. This seems to indicate that the DDOS defence system setting needs to be re-adjusted to improve it efficiency. Serious services are frequently badly affected by DDOS attacks, in spite of the usual deployment of network attack prevention mechanisms such as Intrusion Detection systems and Firewall. Some intrusion detection systems could detect only attacks with recognized signatures. Predicting the upcoming attacks is impossible. Hence, we have proposed a comprehensive solution for DDOS attacks in reliable cloud computing. In this model we proposed two level of filtering for detecting the attackers. Firstly the system extracts the seven header fields of each packet entering the system. In next level the system compare the value TTL with the value stored in the table of IP to hop count (IP2HC). If the values do not match, the packet is spoofed and the system drops it. In final level we used the concept of Jensen-Shannon Divergence. The incoming packets header information compare with the profile information that already is stored in the database, to find out the information divergence between the profiles. The packets are comparing for any anomaly in the header of the packets. The core of our work is to present an efficient false positive reduction technique to reduce the false alarms. From the simulation experiments, it is evident that the C 2 DF results in high detection rate of 97%. Further, it has been observed from the end results that C 2 DF has better performance than Decision Tree, Bagging and Multilayer Perceptron Algorithm. But in comparison to SVM and PART it has almost the same performance. In future work we have plan to re-adjust the setting of C 2 DF to improve it detection accuracy.
