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Introduction
Following the recent discovery of the Higgs boson, the standard model of particle
physics (SM) can be regarded as an established theory. However, it leaves some mys-
teries unsolved, such as the nature of dark matter and dark energy in the universe,
and the abundance of matter over antimatter. e experiments at the Large Hadron
Collider (LHC) are currently in the best position to either discover or exclude theories
beyond the standard model provided they aﬀect physics at the electroweak scale. e
analysis described in this thesis contributes to this eﬀort by searching for evidence
of alternative models in which long-lived particles occur that are massive and have a
measurable non-zero lifetime. ese exotic particles cannot be detected directly, but
can be identiĕed by their decay into SM particles at a decay vertex that is displaced
from the primary interaction point. ey can leave diﬀerent types of signatures in
the detector, such as events containing one or more displaced vertices that decay into
individual particles, jets, or both jets and leptons.
Analysis overview
eoretical models that propose long-lived particles are introduced in Chapter 1. e
analysis described in this thesis is focussed on the search for a single long-lived 'hidden
valley' 0v particle decaying into two quark-jets. e search is performed using data
from the LHCb experiment at the LHC proton-proton collider in Geneva, described
in Chapter 2. Although most theoretical models, especially the hidden valley models,
feature pair-produced long-lived particles, the limited acceptance of the LHCb detec-
tor reduces the eﬃciency with which both particles can be detected. It is therefore
worthwhile to search for events with a single long-lived particle candidate.
e event selection is not ĕne-tuned to a speciĕc quark Ęavour, lifetime or mass,
such that a wide range of models can be included in the search. e results in this
thesis are obtained by assuming a hidden valley signal in which a standard model
Higgs boson decays to two 0v metastable particles, each decaying into two b-jets.
e lifetime acceptance for the long-lived particles is mainly determined by the
1
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size of the vertex locator (VELO detector). VELO tracks or track segments are re-
quired in both the trigger and the jet reconstruction. is implies that the particle has
to decay within the VELO volume, limiting the sensitivity to particles with a lifetime
less than approximately 100 ps. A lower limit on the lifetime acceptance of about 1 ps
is enforced by the requirement that candidate vertices are displaced from the beamline
by at least 0.4 mm, which is used to eliminate primary vertices.
e detector acceptance for diﬀerent 0v masses is limited due to the requirement
to detect two jets per candidate. For low-mass particles (approximately below 20GeV)
the two b quarks are reconstructed within a single jet. For masses above 50 GeV, the
transverse momentum of the 0v particle is low due to the fact that it is produced in the
resonant decay of a Higgs boson. In this case, the jets will oen be (partly) outside the
acceptance of the LHCb detector. Chapter 3 describes the data and simulated signal
and background samples.
e vertex reconstruction and trigger selection of signal-like events are described
in Chapter 4. e trigger selection at both the hardware level (L0) and the ĕrst so-
ware high level trigger (HLT1) relies on the conĕgurations that are used to eﬃciently
select b- and c-hadron decays in LHCb, since they are well-suited to trigger on dis-
placed vertices. At the hardware level, the signal is triggered by either hadron, lepton
or photon energy deposits. e HLT1 triggers on a reconstructed track with high
transverse momentum. e events are selected at the second soware stage (HLT2)
using a dedicated displaced vertex trigger, which reconstructs vertices with a high
track multiplicity, a high mass and a minimal displacement from the primary interac-
tion point. Supplementary two-, three- and four-body topological triggers (ordinarily
used to select b-hadron decays) are added to increase the sensitivity to vertices with
less tracks, lower mass and lower lifetime. Oﬄine, a vertex reconstruction algorithm
is run on the triggered events, which recreates the vertices found in the trigger stage.
Subsequently, a jet reconstruction is performed in order to make an estimate of
the long-lived particle mass (Chapter 5). is dedicated jet reconstruction is run on
all particles that point back to the displaced vertex candidate. e jets and vertices are
matched to create dijet objects, whose properties are described in Chapter 6.
emain backgrounds for heavy displaced vertices, as described in Chapter 7, are
material interactions, primary collision vertices and decays of standard model b- or
c-hadrons with additional tracks added to the vertex. e material interactions are
eliminated by vetoing a geometrically deĕned region around the detector elements.
e primary vertices are removed by excluding the primary interaction region, and
the standard model backgrounds are reduced by requiring the presence of a vertex
with a high mass and a high track multiplicity. However, due to combinations of real
detached tracks (e.g. from charm or beauty decays) with tracks from elsewhere in
the event, charm and beauty decays form the main source of background at the ĕnal
selection level. One of the main challenges in the analysis is to produce suﬃcient
3Monte Carlo events to simulate the amount of bb and cc created in the data used for
this analysis, namely 1011 and 1012 events, respectively. ese large amounts cannot
all be fully simulated, due to limited computing power. e solution is not to rely on
simulated background, but to ĕt the mass of the remaining data events with a smooth
background shape, fromwhich a potential signalmass peak can be distinguished. is
relies on a suﬃciently good signal mass resolution, which is obtained from the jets.
e measurement is diluted by the systematic uncertainties described in Chap-
ter 8. e main uncertainties arise ĕrstly from the selection eﬃciency, which is esti-
mated from simulation, and secondly from the uncertainty on the dijet mass of the
candidates. e eﬃciencies of the trigger, oﬄine vertex reconstruction and selection
procedure are determined from simulation and the uncertainties are veriĕed using
control samples in data. e uncertainty on the invariant mass shape depends mainly
on the jet energy scale, and is retrieved from control channels for the jet reconstruc-
tion. e validation of the jet algorithm constitutes a signiĕcant part of the analysis,
since both the input particles, the reconstruction algorithm and the selection criteria
on the jet properties diﬀer from the standard jet reconstruction method in LHCb.
To determine whether a long-lived particle been observed in the current data set,
a ĕt is performed to the mass shape in data, in bins of radial displacement from the
beamline (as described in Chapter 9). e radial binning improves the sensitivity of
the search, since the remaining background events are mostly at low mass and low
lifetime. e ĕt is performed for a ĕxed set of generated 0v mass assumptions between
25 and 50 GeV, and for diﬀerent 0v lifetimes between 1 and 200 ps.
e research presented in this thesis gives a detailed overview of all the steps that
are involved in the search for exotic long-lived massive particles at the LHCb detector.
It gives a good impression of both the possibilities and the limitations of new physics
searches at high energy particle accelerators. e last chapter includes a critical review
of the analysis and an outlook on future prospects.
4 INTRODUCTION
CHAPTER 1
Theoretical motivation
roughout the twentieth century, the development of new detectors and accelerators
enabled the observation of the existence of a wide range of subatomic particles, some
of which were predicted by theory. With the discovery of the Higgs particle, these
observations completed the evidence for the standard model of particle physics (SM),
the theoretical description of which was ĕnished in 1974 [1]. is thesis investigates
the existence of particles beyond the SM, focussing on theoretical models that predict
long-lived massive particles.
1.1 e standard model
e standard model is a quantum ĕeld theory that describes the known particles and
three of the four fundamental forces as gauge ĕelds, based on the SU(3)C SUL(2)
U(1)Y symmetry group. SU(3)C describes strong interactions, where C represents the
`colour charge' quantum number of quarks. Electroweak interactions are described
by the combined SUL(2)U(1)Y groups, where Y denotes the hypercharge, and L the
weak isospin coupling to le-handed fermions only. eSM implements an invariance
under local transformations in this symmetry group to describe interactions of quarks
and leptons (both fermionswith spin 1=2) via force carriers (bosonswith integer spin).
An illustration of the SM particle content is given in Fig. 1.1.
e quarks and leptons are divided into three generations. e ĕrst generation
of quarks consists of the up- and down-quark, the second of the charm- and strange-
quark, and the third generation of the top- and beauty-quark. e leptons and their
associated lepton-neutrinos are divided into the electron, muon and tau. In addition,
5
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Figure 1.1: Schematic representation of the standard model, the elementary particles and the
forces acting between them. From [2].
each particle has an associated anti-particle with opposite internal quantum numbers.
e gluon (g) is a quantum of the strong force, which couples to quarks through
their colour charge. As a consequence of its self-coupling, the strong force has a limited
range. However, due to its strong coupling constant, it is the dominant force inside
nuclei, and it is responsible for keeping atomic nuclei together by binding the quarks
in the protons and neutrons.
e photon () corresponds to the electromagnetic force, which couples to the
electrically charged particles. e electromagnetic force has a long range and binds the
negatively charged electrons in atoms to the positively charged nucleus. e strong
and electromagnetic interactions only couple to particles and antiparticles of one type,
so both the photons and the gluons conserve Ęavour.
e weak ĕeld quanta couple to both quarks and leptons. Flavour is not con-
served in charged current weak interactions that aremediated by theW bosons, such
that the quarks can change generation by the interchange of aW, as described by the
Cabibbo-Kobayashi-Maskawa (CKM) matrix. Neutral weak interactions, mediated
by the Z boson, are Ęavour conserving.
e electromagnetic and the weak force are closely connected through the
SUL(2)U(1)Y symmetry upon which the SM is based. e electroweak force carry-
ing bosons (W+,W ,Z0 and ) should bemassless as a consequence of the underlying
gauge symmetry. However, the physicalW and Z0 bosons do have mass. is con-
tradiction is solved through the addition of a new scalar `Higgs' ĕeld with a non-zero
vacuum expectation value: so-called spontaneous symmetry breaking. Any particle
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that interacts with this Higgs ĕeld acquires mass. is mechanism gives rise to the ex-
istence of a massive Higgs boson [3, 4], which was discovered in 2012 by the ATLAS
and CMS experiments [5, 6]. Even though it has proven to be a successful description
of particle physics, the SM still leaves several fundamental questions unanswered.
1.1.1 Limitations of the standard model
Uniĕcation of forces: e electromagnetic and the weak force both originate from
the SUL(2)  U(1)Y combined gauge symmetry, which at low energy appears
as two diﬀerent forces. e strong force is not included in this symmetry. e
existence of a larger symmetry group embedding the SM is proposed in grand
unifying theories (GUT). However, the uniĕcation of the observed running of
the coupling constants requires the presence of supersymmetry.
Gravity: emost obvious limitation of the SM is that the fourth fundamental force,
gravity, is not included, and no gravitation quantum force carrier has been dis-
covered. e gravitational attraction is so weak at the subatomic particle level
that it does not inĘuence any of the observations. String theory is one of the
attempts to incorporate gravity in an overall quantum theory [7].
Hierarchy problem: On the one hand, the requirements on the maximum allowed
value of the Higgs boson mass from precision measurements on weak inter-
actions are of the order of 100 GeV, which is in agreement with the observed
Higgs mass of  126 GeV. On the other hand, if the SM were to be valid up to
the Planck scale of 1019 GeV, loop corrections in the self-coupling of the Higgs
would drive the mass towards very high energies [8, 9, 10]. e energy scales
in particle physics therefore seem to conĘict, and an uncomfortable degree of
ĕne-tuning is needed to cancel the loop corrections to achieve the observed
Higgs mass using only the SM particles. It is therefore expected that physics
beyond the SMmust appear at an energy scale of about 1 TeV, not too far above
the electroweak scale. Supersymmetric theories (SUSY) can solve the hierarchy
problem by introducing a supersymmetric partner for every SM particle, which
exactly cancels the loop contribution of the associated SM particle [11].
Dark matter and dark energy: Visible baryonic matter by itself cannot account for
observed orbital rotations of galaxies and velocities of stars throughout galax-
ies [12, 13, 14].is supports the existence of `darkmatter', which only interacts
via gravity, and perhaps the weak force. Furthermore, the observed accelerated
expansion of the universe indicates that some `dark energy' must act against
the gravitational attraction between the constituents of the universe. Dark en-
ergy and dark matter are estimated to make up respectively 68% and 27% of
the energy in the universe, whereas ordinary matter only accounts for 5% [15].
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New particle physicsmodels that attempt to solve the darkmatter problemmust
feature at least one neutral stable particle, which serves as a dark matter candi-
date. Darkmatter candidate searches are carried out through direct detection in
large detector volumes such as the XENON experiment [16], through detection
of high energy photons or positrons from dark matter annihilation in space, or
through indirect detection of missing energy aer producing the dark matter
candidate in accelerators such as the LHC.
Massive neutrinos: For a long time, the neutrinos were assumed to be massless. e
observation of neutrino Ęavour oscillations implies that neutrinos have a small
mass [17], which is orders of magnitude smaller than the mass of the other
fermions. Such small masses can be accommodated in the SM, but would be
unnatural. Alternatively, the unusually small neutrino mass can be described
by the addition of a Majorana mass term for neutrinos, resulting in both very
small le-handed neutrino masses and heavy right-handed Majorana neutri-
nos, via the `see-saw' mechanism, which will be discussed in more detail in
Section 1.2.2 [18].
Matter-antimatter asymmetry: e electroweak sector of the SM allows charge-
parity (CP) violation only at a very small level. is is not enough to account
for the abundance of matter over antimatter in the universe [19]. Some process
must have prevented the annihilation of all matter and antimatter into pho-
tons shortly aer the Big Bang. ere are models that introduce a large enough
amount of CP-violation to explain the matter-antimatter asymmetry, such as
sterile right-handed neutrinos that couple to the charged leptons [20].
1.2 Models featuring long-lived particles
e shortcomings of the standard model lead to searches for evidence of physics be-
yond the standard model (BSM) at particle accelerators. ese searches for unknown
processes are usually guided by theory. Many theoretical models are developed that
can solve some of the questions that the SM leaves unanswered.
Most new physics searches use generalisations or simpliĕcations of models, in or-
der to be able to focus on a limited number of possible signatures. An example is
the minimal supersymmetric model (MSSM). However, there is no reason why new
physics would present itself in its most simpliĕed form. For example, both the stan-
dard model and the BSM models could have additional gauge sectors, and extended
Higgs sectors [21].e fact that no evidence for physics beyond the SMhas been found
so far at the LHC supports these more complicated scenarios. ey could reduce the
experimental signatures of the most popular supersymmetrical signals such as miss-
ing energy, and increase the occurrence of other signatures such as displaced vertices,
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which are created when new neutral massive long-lived particles decay into SM parti-
cles.
e next paragraphs introduce BSM models that motivate the existence of long-
lived particles, and the displaced vertex signatures they produce in a hadron collider.
emain focus will be on the hidden valley scenario, which is used as the signalmodel
in the analysis described in this thesis.
1.2.1 SUSY with R-parity violation
Weak scale supersymmetry (SUSY) is the most popular model to solve the hierarchy
problem of the standard model. It implies that for each SM boson, a supersymmet-
ric fermion exists, and for each SM fermion a supersymmetric boson. erefore the
SUSY superpartners diﬀer by spin 1=2 from the SM particles. SUSY has to be a bro-
ken symmetry, for otherwise the SUSY particles would be identical to the SM particles
except for their spin, and they would have been observed already. A detailed review
of SUSY scenarios is given in e.g. Ref. [22, 11].
In SUSY, baryon number and lepton number are not conserved as they are in the
SM at low energy, but a mechanism is needed to prevent proton decay. To this end,
so-called `R-parity' is introduced, deĕned as: PR = ( 1)3(B L)+2s, where B and L are
the baryon and lepton number, respectively, and s is the spin of the particle. By this
deĕnition, SM and SUSY particles receive opposite R-parity. Most SUSY models as-
sume R-parity conservation. e multiplicative conservation of R-parity implies that
SUSY interactions always require an even diﬀerence in the number of SUSY particles
between the initial and the ĕnal state. A heavy SUSY particle will always decay into
an odd number of lighter SUSY particles and an arbitrary number of SM particles, but
never into only SM particles. Consequently, the lightest superpartner (LSP) cannot
decay, and could therefore be a dark matter candidate.
However, R-parity violating (RPV) operators that allow the LSP to decay can be
included in the description of SUSYwithin the current experimental bounds. R-parity
violation can be achieved either through baryon number violation (BNV) or through
lepton number violation (LNV) [23, 24, 25]. Both cannot be violated at the same time,
because that would allow the proton to decay. In case of RPV, R-parity odd terms that
are allowed by renormalisability and gauge invariance are included in the superpoten-
tial of the supersymmetric standard model, leading to the following expression:
WRPV = ijkLiLjEk + 0ijkLiQjDk + 00ijkUiDjDk (1.1)
where L and E are the lepton doublet and the antilepton singlet superĕelds,Q andU;D
are the quark doublet and antiquark singlets superĕelds, and ijk are the couplings
for the diﬀerent terms. e i; j; k are Ęavour indices. e ĕrst two terms violate lep-
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Figure 1.2: (a) R-parity violating LSP decay, corresponding to the lepton number violating term
231L2L3~E1. (b) RPV neutralino decay corresponding to the baryon number violating term
00112U1D1 ~D2.
ton number, and the last term, which involves only quarks, violates baryon number.
e Yukawa-like fermion–fermion-scalar interactions associated with the couplings
ofWRPV involve both SM and supersymmetrical particles. For example, the ĕrst term
can be expressed as the following Lagrangian term, according to the derivation in
Ref. [25]:
LRPVLiLjEk  ijk(~iL ljL lkR + iL~ljLlkR + 
c
iR ljL ~lkR   (i$ j)) (1.2)
where the tildes represent supersymmetrical particles. As an example, the le diagram
in Fig. 1.2 involving ,  and ~e corresponds to the lepton number violating term
231L2L3E1. e diagram on the right is a hadronic decay, involving baryon number
violation, corresponding to the term 00112U1D1D2.
Supersymmetric theories with RPV through baryon number violation could con-
tribute to baryon non-conservation that explains the matter-antimatter asymmetry.
Lepton number violation can naturally generate the observed neutrino masses and
mixing [25].e couplings ijk, 0ijk and 00ijk are constrained by measurements of pro-
cesses such as lepton universality, top quark forward-backward asymmetry and neu-
trinoless double beta decay [24].
An additional motivation to search for RPV signals is that the current SUSY
searches, relying mostly on `missing energy' due to the stable LSP escaping the de-
tector, have not revealed any hints of signals yet. RPV has the consequence that the
lightest superpartner is no longer stable. is would eliminate missing energy signa-
tures in events with supersymmetric particles. e lightest superpartner can decay
into standard model particles through an R-parity violating decay, which, depending
on the amount of RPV, acquires a certain lifetime, and leaves a displaced vertex signa-
ture. e lifetime is inversely related to the strength of the RPV operator. An overview
of possible hadron collider signatures in RPV SUSY models is given in Ref. [24], and
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an update of the constraints using the latest LHC results for dijet resonances is sum-
marised in Ref. [26].
SUSY with baryon number violation
e overview in Ref [27] proposes that the current experimental bound from 2012
LHC data leave room for SUSY signatures with displaced vertices. e rate of typical
baryon decay processes scales as    j00j2m~q, where 00 is the BNV coupling, and
m~q is the typical mass of the LSP, in this case the squark (the SUSY partner of the
quark) [25]. e long-lived particle decay length in the detector is inversely related to
the strength of the BNV operator squared. As was mentioned before, BNV could have
generated the matter-antimatter asymmetry in the universe at or aer the electroweak
phase transition. However, BNV interactions can also erase a baryon asymmetry that
would be present before the electroweak phase transition in the early universe. e
preservation of baryon number therefore poses an upper bound on the operator 00,
which translates into a lower bound on the decay length. e calculation in Ref. [27]
gives a requirement on the rate of j00j2m~q . O(109s 1). At the LHC, this results
in a minimal long-lived particle decay length of approximately 60 m [27]. An upper
boundof severalmeters is supported by the current experimental results that constrain
missing energy signatures.
e minimal supersymmetric standard model (MSSM) is the simplest extension
of the SM that includes SUSY. In case R-parity violation is caused by BNV, a Higgs
boson could hadronically decay via two so-called `neutralinos' (~01) to a fermion and
a sfermion (the SUSY partner of the fermion), which in turn decays to two fermions,
as illustrated in Fig. 1.2b. Both decay processes from SUSY to SM particles violate
R-parity, and lead to metastable lifetimes. If the neutralino lives suﬃciently long, the
Higgs decays to six displaced jets [28].
One of the MSSM models is minimal supergravity (mSUGRA), which features
gravity mediated supersymmetry breaking. An R-parity violating mSUGRAmodel is
proposed in Ref. [29]. It assumes baryon number violation, leading to purely hadronic
neutralino decays. In this model the lightest neutralino has a mass in the range 20-
60 GeV and it decays into three quarks through BNV. Such decays give rise to three
so jets with a total invariant mass equal to that of the original sparticle [30].e ĕnal
state is similar to that of theMSSMmodelmentioned above, and suitable signatures for
LHCb with three jets (such as the one illustrated in Fig.1.2b) are studied in Ref. [31].
e neutralino decay length depends on its massm~01 , the mass of the squarksm~q and
the RPV couplings 00. Neutralino lifetimes in the range from 3 to 25 ps, as proposed
in Ref. [31], are compatible with the limits on the baryon number violating couplings
00 from for example rare hadronic B-decays, in which any transition other than the
b ! c is suppressed in the SM and might be enhanced by RPV. e production of
neutralinos mainly happens in pairs through the decay of a Higgs boson h0. If the
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parameter deĕning the Higgs couplings, tan(), is small (typically < 3), the SUSY
h0 is essentially equivalent to the standard model Higgs, with an expected production
cross-section of about 20 pb at 7 TeV proton-proton collisions [32].
SUSY with lepton number violation
In case R-parity violation is caused by lepton number violation, the allowed amount
of LNV is constrained by the neutrino masses, and by limits on rare processes such
as  ! 3e. An interesting scenario features a Higgs boson that, through two LSPs,
ultimately decays to four jets and two leptons, creating two displaced vertex signa-
tures [33].
mSUGRA scenarios can also incorporate RPV through LNV. In that case, the
lightest neutralino decays either fully leptonically or semileptonically [34, 35]. e
study in Ref. [36] proposes signatures with displaced vertices of dimuons and a neu-
trino, that would be detectable in LHCb. A preliminary study has been performed to
search for such a model in LHCb, using a signature with a displaced vertex including
one muon and two jets [37].
GMSB
In gauge mediated supersymmetry breaking models (GMSB), SUSY is broken in a
hidden sector, and so-called messenger ĕelds interact with the SM through gauge me-
diated interactions [38, 39]. e LSP is the gravitino, and the next-to lightest super-
symmetric particle (NLSP) is long-lived because the coupling between the NLSP and
the gravitino is small. e most promising signature is that of a NLSP decaying into a
gravitino and an oﬀ-shell Z0, with the Z0 decaying into two leptons or two quarks. e
potential of LHCb to search for signatures with a jet pair or an opposite-sign lepton
pair is discussed in Ref. [40].
Other SUSY models
Various other extensions of SUSY can result in a wide scope of displaced vertex signa-
tures. Some examples are: lepton number violating signals withmultileptons andmul-
tijets, with multiple displaced vertices due to the presence of long-lived right-handed
neutrinos [41], gluinos decaying to same-sign leptons and additional particles [42],
and neutralinos decaying to any number of charged leptons [43].
1.2.2 Right-handed neutrinos
One of the striking observations in particle physics is the large diﬀerence between the
neutrino masses and the SM fermion masses. is could be explained by adding Ma-
jorana mass terms that introduce new right-handed neutrinos at a high energy scale.
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Such a Majorana neutrino, which is its own antiparticle, can be much heavier than
the SM particles, since it is not related to the Higgs mass scale. However, as the sterile
right-handed neutrino gets heavier, the SM le-handed neutrino gets lighter, hence
this model is called the `see-saw' mechanism [18]. e mass of the right-handed neu-
trino can be low enough for the particle to be produced at the LHC through couplings
to SM particles at the TeV scale. If its mass is between 1-100 GeV, its lifetime is such
that it can decay within the acceptance of LHC detectors. Particles with a smallermass
would decay outside the reach of the detector, and particles with a higher mass would
decay too quickly to distinguish them from promptly decaying particles. An overview
of heavy Majorana neutrino searches and the LHC potential for these searches can be
found in Ref. [44].
e existence of Majorana neutrinos can be veriĕed via lepton-number violating
processes, but also via direct detection of their decay products. In LHCb, the LNVpro-
cess B  ! +   is used to search for a light Majorana neutrino (< 5 GeV) [45],
and a displaced vertex search could reveal a heavy neutrino candidate. ere are vari-
ousmodels that featureMajorana neutrinos, and depending on the exact implementa-
tion of the model, they have diﬀerent displaced vertex signatures. A pair of displaced
vertices could be the indication of a Higgs boson that decays into two right-handed
neutrinos, each decaying into a quark pair and a lepton, thereby violating lepton num-
ber conservation [46]. A right-handed long-lived sneutrino in a next-to-minimal su-
persymmetric standard model (NMSSM) would predominantly decay into a lepton
and two quarks or two leptons and neutrinos [47]. A more general proposal to search
for Majorana neutrinos through displaced vertices with leptons and jets at the LHC is
given in Ref. [48].
1.2.3 Hidden Valley
`Hidden valley' (HV)models feature a hidden sector at a lowmass scale that is weakly
coupled to the SM gauge sector through heavy mediators [49]. Hidden valley scenar-
ios are oen motivated by string theory [50]. e potential of LHCb in searches for
hidden valley particles is pointed out in Ref. [51].
e term `hidden valley' refers to the fact that the particles in the new sector have
weak-scale masses, but they are hardly accessible because they are hidden by a high
energy barrier, as illustrated in Fig. 1.3. e hidden sector is formed by a new non-
abelian gauge group, which extends the SM gauge group. e SM particles are neu-
tral under the hidden gauge group. e hidden sector contains `v-particles', which
are neutral under the SM but charged under the hidden gauge `v'. An abelian group
would result in radiation of v-photons that decay to SM fermion pairs, whereas a non-
abelian group results in hadronisation into v-mesons that decay to SM particles such
as quarks [52]. Here, only the non-abelian group is considered.
e interaction between the hidden particles and the SM group is mediated by
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Figure 1.3: Schematic view of the production and decay of v-hadrons. While LEP was unable to
penetrate the barrier separating the sectors, LHC may be able to produce v-particles. ese form
v-hadrons, some of which can decay to SM particles. From [51].
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Figure 1.4: A hidden valley event in the two-light-Ęavours regime. e v are v-charged, but
neutral under the SM electrical charge. e 0v are the long-lived particles that decay to SM quark
pairs. Reproduced from [49].
higher dimension operators, for example loops of heavy particles (TeV scale) or a
Z0. e high mass scale of the mediator would explain why such v-particles have
never been observed at previous collider experiments, but could be produced at the
LHC, through collisions at a higher center-of-mass energy. is model encompasses a
large collection of v-particles, comparable to the SM particles, all with diﬀerent decay
widths, masses and decay modes.
e simplest hidden valley model is a QCD-like Z0 model [49], consisting of a
U(1)  SU(3) group that is added to the SM. e scale of SU(3) is 1 GeV < v < 1
TeV.emediator, a vector particleZ0, has amass of the order 1-6 TeV due to coupling
to a scalar ĕeld , with a non-zero expectation value, breaking theU(1) symmetry. To
this simple model two v-quark Ęavours (U and D) can be added. e quarks acquire
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mass by coupling to the scalar ĕeld . In the case where there are two light Ęavours,
and mU  mD  v, all v-hadrons decay into v-pions (0v ; v ) and v-nucleons, as
shown in Fig. 1.4. Particles with a v-charge cannot decay to SM particles, such that
the lightest stable v-particle is a dark matter candidate. Of the v-particles, only the 0v ,
which is v-charge neutral, is unstable. e 0v can decay via a Z0 into standard model
fermion pairs. If the 0v mass is in the range 2mb < mv < 2mt, it decays mainly to
heavy Ęavour bb, due to helicity conservation of a scalar 0v into two spin 12 quarks.
e decay rate of the 0v depends on mv , mZ0 and the coupling g0, which can all vary
within a wide range, leaving the lifetime of the 0v almost unconstrained.
e production of hidden valley particles in the two v-quark Ęavour regime can
happen in various ways. First, just like the 0v can decay via a Z0 into standard model
fermion quark pairs, the process can also be reversed, such that the fusion of two
quarks in a proton-proton collision produces a Z0 [49]. is Z0 can then decay into
UU, as shown in Fig. 1.4. It is expected that in the decay of UU to v-hadrons, there is
a large spread of v-pion multiplicities, and events can have a more spherical or a more
collimated structure depending on the center of mass energy of the collision. At the
LHC, the dominant decay for the two-light-Ęavours model (0v ! bb) would result
in an unknown number of b-jet pairs and possibly missing energy. For an increasing
v, the number of produced v-hadrons will decrease, but the jets resulting from their
decay will be harder and easier to distinguish from background.
Figure 1.5: v-quark production cross-section at the LHC in  versus mZ0 , for diﬀerent mZ0=g0.
Here SU(3) with two light v-quark Ęavours is assumed, and v;mU;mD << mZ0 . From [49].
Figure 1.5 shows the dependence of the v-quark production cross-section on the
Z0 mass and on the couplingmZ0=g0. is prediction is valid for the speciĕc QCD-like
model introduced above. ere are some constraints on these cross-sections from
previous experiments. For example, results from Z decays at LEPI give a limit on
mZ0=g0 > 10 TeV (for mZ0 = 2:5 GeV), such that the cross-section at the LHC is at
most 20  [49]. More complicated models than the two light v-quark Ęavour model
result in multi-object ĕnal states, which result in weaker bounds.
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Figure 1.6: A hidden valley event with a resonant Higgs decay to v-hadrons, each of which decays
to SM bb through a heavy Z0. Reproduced from [53].
A second way to produce v-particles is through the resonant decay of a Higgs bo-
son [53, 49]. If the Higgs ĕeld mixes with the scalar ĕeld  of the hidden sector, it
can decay to pairs of v-particles through gg ! h   ! QQ, where Q can be a 0v ,
if kinematically allowed. e v-particles decay through the heavy Z0, and are there-
fore long-lived. An illustration of such a process is given in Fig. 1.6. ese decays are
not aﬀected by the LEP constraints. Even though the particle discovered in 2012 at
the LHC is consistent with a SM Higgs boson, it could still have non-SM properties,
such as a coupling to exotic particles. Given the results from 2012 LHC data, a SM
Higgs with SM couplings can still accommodate a branching ratio up to 40-60% to
new particles [54, 55].
A third production process of v-particles is through the decay of the lightest stan-
dard model superpartner (LSsP) in supersymmetric extensions of the hidden valley
scenario [51]. In this case, both the SM and the hidden valley have additional super-
partners. is model results in more complicated ĕnal states than the ones described
before, including so jets, leptons and displaced vertices. It also motivates the search
for events with a single displaced vertex with a large track multiplicity, or events with
cascades of displaced vertices.
e Monte Carlo simulation for the analysis described in this thesis implements
the resonant Higgs decay to two 0v particles. e current analysis searches for indi-
vidual long-lived 0v particles. Alternatively, a signature of two displaced vertices per
event was used for a search for a Higgs boson in the 2010 LHCb data set [56].
1.2.4 Dark matter
Some darkmatter candidates are already incorporated in previously discussedmodels,
like the LSP in some SUSY models, and the lightest stable v-particle in hidden valley
models. ere are various other models with a dark matter candidate that feature
displaced vertices in collider events. ese will not be discussed in detail, but some
examples of interesting signatures are: lepton jets that contain two to eight leptons in
dark sector cascade decays [57], lepton pairs andmissing energy in a GUTmodel [58],
NLSP decay into pairs of darkmatter particles and additional standardmodel particles
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in a model with dark matter particle-antiparticle asymmetry [59], and a vertex with
leptons, high-pT jets and missing energy in a pseudo-Dirac dark matter model [60].
1.3 Experimental constraints
Existing results from searches for displaced vertices are listed below. Most searches
are inspired by the hidden valley model, as is the analysis described in this thesis.
LEP results have been studied in the context of hidden valley models with light v-
hadrons. e results for Z decays at LEPI limit the branching fraction via Z  
Z0 mixing into v-particles: Z ! QQ. e Q are assumed to be either U or
D. Assuming that mZ0=g0 = 10 TeV, and that the v-hadronic decays of the Z
are easily distinguished from background, this branching fraction is less than
10 7. Giving this constraint, the cross-section for this process at LHC formZ0 =
3:5 TeV and g0 = 0:25 is about 20 . LEPII results give an additional cross
section limit at 200 GeV on the process e+e  ! QQ of  1 , assuming that
mZ0=g0 = 6 TeV [49];
D0 has published limits on a search for pair-produced 0v particles from a SM Higgs
boson decaying to two b jets, in data with a center-of-mass energy of 1.96 TeV
collected at the Tevatron [61]. e considered 0v mass is 15 or 40 GeV, with a
proper decay length between 2.5 and 10 cm corresponding to a lifetime between
75 and 300 ps, and theHiggs bosonmass is varied from90 to 200GeV.Ahigh-pT
muon has to be present in order to trigger the event. Figure 1.7 shows the upper
limits for one of themass-points. Considering only 120GeVHiggsmass points,
the limits vary between 1.0 pb for a 15 GeV 0v with 2.5 cm Ęight distance, and
16 pb for a 40 GeV 0v with 5 cm Ęight distance. Figure 1.7 shows the limits for
the region that is most compatible with the LHCb search region. Note that D0
has no measurements at a lifetime below 2.5 cm, and that the best limits are for
low 0v mass;
CDF at the Tevatron has presented an analysis looking for two 0v particles from a SM
Higgs boson decaying into two jets of any Ęavour [62], in 1.96 TeV data. e se-
lection is mainly based on the jet kinematics, and the events are triggered using
tracks that originate from displaced vertices. e Higgs masses considered are
130 and 170 GeV, the 0v mass lies between 20 and 65 GeV, and its lifetime is
reweighted to values between 0.3 and 5 cm corresponding to a lifetime between
10 and 150 ps. Considering only the 130 GeV Higgs mass points, the limit is
best for low 0v mass (6.2 pb for 20 GeV 0v mass and 1.0 cm lifetime) and low
lifetime (17.8 pb for 40 GeV 0v mass and 0.3 cm lifetime). Figure 1.8 shows the
limits for the region that is most compatible with the LHCb search region;
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ATLAS ĕrst presents a signature of a neutralino decaying to amuon and amulti-track
vertex in 33 pb 1 of 7 TeV data [65]. An update of this analysis with 4.4 1 of
7 TeV data is also presented, reporting an upper limit on between 100 and 2 ,
for lifetimes between 0:1 < c < 100 cm and neutralino masses between 108
and 494 GeV [66].
Second, ATLAS searches for a lightHiggs (120 - 140GeV) decaying to two long-
lived particles resulting in an arbitrary ĕnal state with large multiplicity in the
muon spectrometer system, in 1.94  1 of 7 TeV data [63]. For the latter, 0v
masses of 20 and 40 GeV are considered. Assuming a standard model cross-
section for the Higgs, and a 100% branching ratio to dijets, ATLAS excludes
lifetimes corresponding to a range between 0.5 and 20 meter (1.5 - 60 ns). is
result is illustrated in Fig. 1.9;
A recent ATLAS conference report uses energy deposits in the hadronic
calorimeter to reconstruct 0v decay products in a single jet. is analysis ex-
tends the lifetime range down to about 10 cm, and uses a dataset of 20.3  1
at a center-of-mass energy of 8 TeV [67].
CMS also considers both leptonic and hadronic decay channels. First, a search is pre-
sented for heavy resonances decaying to two long-lived particles, each decaying
to two leptons, on 4.1 (5.1)  1 of 7 TeV data for the electron (muon) channel.
Limits are set in the range 0.7-10 , for long-lived particles with lifetimes in the
range 0:1 < c < 200 cm, masses between 20  350 GeV and a Higgs boson in
the range 200  1000 GeV [68].
Second, CMS has presented a preliminary result on searches for long-lived di-
jets in 18.5  1 of 8 TeV data [64].A scalar particle with a mass between 200
and 1000 GeV is considered, decaying into two long-lived neutral particles with
mass between 50 and 350 GeV, each decaying into two jets. For lifetimes be-
tween 0.1 and 200 cm (3 ps - 6 ns) CMS obtains limits in the range 0.5 to 200 .
e result for the lightest Higgs (200 GeV) and 0v (50 GeV) masses that were
investigated is illustrated in Fig. 1.10. Note that the masses are larger, while the
decay lengths are smaller than those of the ATLAS result;
LHCb presented a preliminary analysis of 35.8 pb 1 of 2010 data at 7 TeV, search-
ing for a Higgs-like boson decaying into two neutralinos [56], following an R-
parity violating SUSYmodel [28]. For a Higgs mass between 100–125 GeV and
long-lived particles with masses between 30–55 GeV and a lifetime of 10 ps,
production cross-sections upper limits are set between 29 and 179 pb;
Other constraints include measurements of the thermal relic energy density in the
universe, which constrain the properties of a hidden valley dark matter can-
didate. Using these WMAP measurements [69], upper bounds can be set on
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the mass of the Z0 mediator of the order of 10 TeV [70]. is upper bound en-
sures that the contribution from a hidden valley dark matter candidate ĕts the
observed non-baryonic matter energy density. Dark matter searches for a rel-
atively light (GeV) dark sector gauge boson in beam-dump experiments and
solar observations are summarised in Ref. [71].
1.4 Conclusion
With such a variety of long-lived particle models and signatures, it is needless to say
that it is impossible to cover all of those in one analysis. However, an attempt is made
to apply a selection that is sensitive tomultiple scenarios. e analysis discussed in this
thesis focusses on the decay of a long-lived particle to two jets, inspired by the hidden
valley scenario. Contrary to ATLAS and CMS, LHCb will search in a relatively low
mass and low lifetime regime. As an illustration, Fig. 1.11 schematically shows the
regions of interest of the current experiments as a function of 0v mass and lifetime.
e LHCb result should mainly be compared to the CDF and D0 upper limits, that
cover a similar region.
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Figure 1.11: Schematic representation of the region of interest of diﬀerent experiments at the
Tevatron and at the LHC for hadronic signatures with a displaced vertex. e CMS and ATLAS
regions extend to higher masses and lifetimes than displayed, respectively. All experiments use a
diﬀerent Higgs mass, which is indicated in the ĕgure. Additional assumptions on the signatures
are described in the main text.
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Other ongoing or planned analyses in LHCb will speciĕcally select displaced lep-
tons, or a combination of leptons and jets, to cover an even wider range of proposed
theoretical signatures. For some of these signatures, LHCb has an advantage over the
general purpose detectors at the LHC. Non-isolated leptons are interesting for LHCb
because of its displaced track trigger, whereas ATLAS and CMS depend on isolated
leptons or high pT jets (> 60 GeV) to trigger the events. Due to its precise vertex re-
construction, LHCb also has an advantage over the general purpose detectors when it
comes to distinguishing between multiple displaced vertices with tracks pointing in a
common direction, in cascade decay topologies [72].
CHAPTER 2
The LHCb experiment
e world's largest high-energy physics facility is situated near Geneva, at the Eu-
ropean Organisation for Nuclear Research (CERN). It consists of a circular particle
accelerator, the Large Hadron Collider (LHC), and four large experiments. ATLAS
and CMS are both general-purpose detectors studying proton-proton interactions,
and ALICE is designed to study lead-lead and lead-proton interactions. e detec-
tor that is used to collect the data for the measurements described in this thesis is the
Large Hadron Collider beauty (LHCb) detector [73].
2.1 e Large Hadron Collider
A schematic overview of the CERN accelerator complex is shown in Fig. 2.1. e
LHC is stationed in a 27 km long tunnel about 100 meter underground. Protons are
accelerated in the Super Proton Synchrotron to 450 GeV, aer which they are injected
in opposite directions into the LHC for acceleration to the nominal multi-TeV energy.
e two proton beams collide at four interaction points where the main detectors are
located. During the running periods in 2011 and 2012, the proton bunches had a 50 ns
bunch spacing, and the peak luminosity delivered by the LHCwas 7:71033 cm 2s 1.
In 2011 the accelerated protons collided at a centre-of-mass energy of 7 TeV,whichwas
increased to 8 TeV in 2011, andwhichwill eventually be raised to 14 TeV.Although the
LHC delivers proton interactions for all four experiments, speciĕc conditions apply to
the LHCb interaction region.
e LHCb experiment received a luminosity of 2 1032 cm 2s 1 in 2011, which
is lower than the luminosity delivered at the general purpose detectors ATLAS and
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LHC    (7 TeV)
SPS   (450 GeV)
PS    (25 GeV)
BOOSTER
LINAC 2    (50 MeV)
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CMS
Figure 2.1: Schematic overview of the accelerator complex at CERN. Protons are accelerated
consecutively in the linear accelerator LINAC 2, the BOOSTER, the Proton Synchrotron and the
Super Proton Synchrotron, aer which they are injected in opposite directions into the Large
Hadron Collider. e four LHC experiments are indicated at the collision points.
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CMS. is is achieved by defocussing the beams and by adjusting the overlap of the
beams using magnets placed before and aer the experiment. e luminosity is lev-
elled throughout each proton ĕll period (lasting several hours), correcting for inten-
sity loss of the beams, in order to keep the number of interactions per bunch-crossing
constant [74]. Furthermore, the two beams are tilted by a 20 angle to ensure that the
crossing angle is the same for diﬀerent polarities of the large dipole magnet in the
LHCb experiment.
A moderate luminosity is beneĕcial for the LHCb physics programme for several
reasons. Firstly, a lower occupancy in the detectors shortens the reconstruction times
and improves the reconstruction performance in both the online and the oﬄine ap-
plications. At a luminosity of 2 1032 cm 2s 1, there are on average  = 1:4 visible
inelastic interactions per bunch crossing. Alternatively, the number of inelastic in-
teractions for a given visible event, the so-called pile-up, is 1.9. Secondly, a moderate
luminosity implies that the detector irradiation dose is reduced, which decreases the
ageing of the detectors close to the beam. e integrated luminosity delivered to the
LHCb experiment was 1.17  1 at 7 TeV in 2011, and 2.19  1 at 8 TeV in 2012.
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Figure 2.2: Pseudorapidity coverage of the CMS, ATLAS and LHCb detectors at the LHC. e
zero-degree neutron and photon calorimeters at jj > 8:3 in CMS and ATLAS are mainly used
for beam monitoring and tuning.
2.2 e LHCb detector
e LHCb detector is built to study the physics in charm and beauty hadron decays;
in particular studies of CP-violation and rare decays. e design of the LHCb detec-
tor diﬀers from the general-purpose detectors at the LHC. Instead of being symmetric
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around the interaction point, it covers only the forward direction, as shown in Fig-
ure 2.2. e reason for this speciĕc layout is that at high center-of-mass beam energies,
the b-hadron decays tend to be boosted in the direction of one of the beams, because
the partons inside the colliding protons typically have unequal momenta. e angu-
lar distribution of the bb production peaks close to the polar angles  = 0 and  = 
with the beam axis, in other words the forward and backward direction. In terms of
the pseudorapidity  (deĕned as  =   ln[tan(=2)]), the particles are spread more
uniformly. e detector covers the pseudorapidity range [2 <  < 5], i.e. the forward
direction. e coordinate system of the detector is deĕned with the origin at the
nominal interaction point of the protons, the y-axis pointing upwards, and the z-axis
pointing along the beam towards the magnet. e x-axis completes a right-handed
coordinate system.
Figure 2.3: Schematic overview of the LHCb Detector. From [73].
Figure 2.3 illustrates that the LHCb detector consists of diﬀerent subdetectors. e
proton-proton collisions take place around z = 0, where the Vertex Locator (VELO) is
situated. eVELO is part of the tracking system, together with the Tracker Turicensis
(TT) and the tracking stations T1-T3. is tracking system is used to reconstruct
primary and secondary vertices in beauty and charm decays. ere are two signatures
that allow to distinguish these decays from other events. Firstly, the decay particles of
a b-hadron have a higher transverse momentum than most other particles produced
in proton-proton collisions. Secondly, at typical velocities produced in the LHC, both
b-hadrons and c-hadrons have a decay length of a few mm. erefore both the beauty
and the charm events contain a vertex that is displaced from the proton collision point.
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2.2.1 e VELO detector
e Vertex Locator is a silicon micro-strip detector, positioned closest to the proton-
proton collision region [75]. A photograph of one half of the detector prior to installa-
tion is shown in Fig. 2.4a. It consists of 21 measurement planes complemented by two
planes used exclusively in a trigger to veto events with high pile-up, perpendicular to
the beamdirection. edistance from the ĕrst to the last VELO station along the beam
axis is 92.5 cm (106.5 cm including the pile-up detector). Each of these 23 stations
consists of two halves or modules, which contain two sensors each. e active area
of the concentric modules starts at a radius of 8.2 mm, and ends at 42 mm from the
beam axis. Half of the sensors (one on each module) have a geometry of 2048 strips
with varying pitch (between 38 and 92 m) positioned radially, whereas the other
half have strips oriented in the azimuthal direction, with a small stereo angle tilt. is
allows to reconstruct both the r and  coordinates of the hits. e three-dimensional
position is obtained by using the position of the detector plane in z as the third coor-
dinate. e innermost strip is exposed to 5:5  1013neqcm 1 per  1 of integrated
luminosity. To protect the detector from radiation damage during the injection and
ramping of the beams, the detector modules are mechanically pulled away from the
beam to a distance of 30 mm. e front-end electronics used for the VELO read-out,
the Beetle chip, runs at a clock frequency of 40 MHz, and can accept trigger rates of
1.1 MHz, corresponding to a read-out time of 900 ns.
In order to shield the sensors against radio-frequency pickup from the traversing
LHC beams, they are placed in a 300 m thick aluminium box, the so-called RF-
box. is box also serves as a secondary vacuum separating the VELO detector from
the LHC vacuum. As is visible in Fig. 2.4b, the RF-box has a corrugated structure that
surrounds the VELO sensors, which is designed to limit the amount of material which
the particles traverse.
Figure 2.5 illustrates that the primary vertex resolution in data for a primary vertex
with 25 tracks is about 85m in z and 13m in both x and y. A comparison of these
resolutions with MC showed that the 2011 simulation has the same resolution as data
in x and y, and is approximately 70m in z.
e resolution of the track impact parameter (IP), deĕned as the closest distance
between the vertex and the trajectory of the particle, is below 40 m for tracks with
pT > 1GeV, as shown in Fig. 2.6a. e IP resolution is governed by threemain factors:
multiple scattering of particles by the detector material; the resolution on the position
of hits in the detector from which tracks are reconstructed; and the distance required
to extrapolate a track from its ĕrst hit in the detector to the primary vertex. Fig. 2.6a
shows that there is no perfect agreement between the resolution in data and in sim-
ulation. is is due to an inaccurate description of the material distributions in the
detector. e IP resolution as a function of azimuthal angle, shown in Fig. 2.6b, illus-
trates that the agreement between data andMCdepends on. e amount ofmaterial
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(a) (b)
Figure 2.4: (a) One half of the VELO detector prior to installation, showing all the detection
planes, and (b) one half of the VELO detector and of the RF-shielding box.
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Figure 2.5: Primary vertex resolution of events in 2011 data with exactly one PV as a function
of track multiplicity. In (a) the x- and y-resolution, and in (b) the z-resolution. e data points
are ĕtted with a function A=NB + C. From [76].
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Figure 2.6: Track impact parameter resolution in x as a function of (a) the inverse transverse
momentum and (b) the azimuthal angle , for events in 2011 data and in simulation. From [76].
is underestimated in most regions of , resulting in an underestimated resolution in
the simulation. ere is an increase in IP resolution (both in data and in simulation)
around  = =2. is increase reĘects the increasing material density where not
only the two halves of the VELO, but also the two sides of the RF foil overlap. In this
region, the material description is better, and the IP resolution is not underestimated.
e material distribution is more accurately described in the simulation of 2012 data,
resulting in a better agreement between the resolutions in data and in MC [76].
2.2.2 e tracking stations
eVELO is part of the tracking system, which is supplemented by several other sub-
detectors. e second detector positioned upstream of themagnet is the Tracker Turi-
censis (TT), which consists of silicon microstrips with 183m pitch. It contains four
detection layers, of which the ĕrst and last have a vertical strip alignment, and themid-
dle two layers are rotated over a small stereo angle, which results in a layer orientation
of 0,+5, 5 and 0. e TT is complementary to the VELO because it enables the
detection of tracks from particles produced in decays downstream from the primary
interaction point. Furthermore, the additional position measurements improve the
momentum resolution for tracks that traverse the magnet.
A warm dipole magnet with a bending power of 4 Tm bends particles in the xz-
plane and enables the determination of the momenta of the particles by measuring
their track curvature. Approximately half of the LHCb data is taken with magnet po-
larity 'up', and half with polarity 'down', in order to be able to study systematic detec-
tion eﬃciencies that depend on the charge of the particles.
e last component of the tracking system is located downstream of the magnet
and consists of two parts: a silicon-strip inner tracker (IT) and a gaseous strawtube
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outer tracker (OT). e inner tracker covers a small area close to the beam, and con-
tains three stations (positioned at T1, T2 and T3 in Fig. 2.3) of four separate boxes
of four-layer silicon-strip detectors, of which the middle two layers are again rotated
by a ĕve degree stereo angle. e inner region has a high particle Ęux, and therefore
beneĕts from a silicon detector with a strip pitch of 198 m, which can cope with high
occupancies.
eOT is built around the IT, and covers the full LHCb acceptance. eOT com-
prises three straw tube dri-time stations (positioned at T1, T2 and T3), each built out
of four layers with the same stereo structure as the TT and IT. Since the outer region
is less occupied with particles than the inner region, the OT uses gas-ĕlled straw tubes
with a diameter of 5 mm, in order to cover a large surface, be it with a slightly worse
position resolution.
2.2.3 Particle identiĕcation
Besides a tracking system the LHCb detector also has a particle identiĕcation system
separating pions, kaons, protons, muons and electrons, which is essential for the deter-
mination of exclusive ĕnal states in the decay of heavy Ęavour. e particle identiĕca-
tion is performed by two Ring Imaging Cherenkov (RICH) detectors, an electromag-
netic and a hadronic calorimeter and ĕve muon stations. e muon detector and the
calorimeters additionally provide the information needed for the hardware trigger de-
cision. More speciĕcally, the L0 trigger uses the transverse momentum of the muons
and the energy deposits of electrons and hadrons. e trigger setup is discussed in
more detail in Section 4.1.
e RICH system consists of two separate detectors. RICH1, positioned upstream
of the magnet, is optimised for low-momentum particles between 2 and 40 GeV.
RICH2, positioned behind the T-stations, can measure particles with momenta up to
100 GeV.e RICH detectors identify charged particles by measuring the Cherenkov
radiation produced in a radiator that consists of gas in RICH2, and of both gas and
silica aerogel in RICH1. e Cherenkov emission cone is projected onto a photon
detection surface outside the active area of LHCb using spherical and Ęat mirrors.
Angular resolutions of 1.6180.002 mrad and 0.680.02 mrad have been achieved
for Cherenkov angles in RICH1 and RICH2, respectively [77].
e calorimeter system is positioned downstream of the RICH detectors. First,
the Scintillator PadDetector (SPD) helps to determine the diﬀerence between charged
particles that deposit energy in the scintillator material and neutral particles that do
not interact, enabling the distinction between electrons on the one hand and photons
and neutral pions on the other. Second, the Pre-Shower detector (PS), in combination
with the rest of the electromagnetic calorimeter, provides longitudinal segmentation
of the electromagnetic shower, such that the energy deposits of diﬀerent particles can
be measured. is can be used to separate between the charged pion background and
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the more energetic electrons. A lead converter is placed in between the SPD and PS
detectors.
e measurement of electromagnetic and hadronic energy deposits happens in
two calorimeters positioned downstream of the SPD/PS system. Both calorimeters
consist of alternating lead and scintillator layers. e electromagnetic calorimeter
(ECAL) is used to measure the position and the energy of photons and electrons,
whereas the hadronic calorimeter (HCAL) detects heavier particles like protons, pions
and neutrons. eECALhas a relative energy resolution=E of 10%=
p
E[GeV]1%,
and the HCAL 69%=
p
E[GeV] 9 % [73].
Muons are identiĕed by ĕve stations of muon chambers. Four of those, made
of multi-wire proportional chambers, are located behind the HCAL, alternated with
80 cm thick iron absorbers. e ĕh station is positioned in between RICH2 and the
calorimeters in order to provide a positionmeasurement before the bulk ofmaterial of
the calorimeters gives rise to multiple scattering. In order to cope with the high occu-
pancy, this station is equipped with a triple-GEM (Gas Electron Multiplier) detector.
e muon system can detect muons with a transverse momentum above 0.8 GeV and
a momentum above 3.0 GeV with an eﬃciency of 98:13  0:04 %. is number has
been retrieved from a J= calibration sample. e misidentiĕcation probabilities are
1:033 0:003 %, 1:025 0:003 % and 1:111 0:003 % for protons, pions and kaons,
respectively [78].
2.3 Tracking
e track reconstruction algorithms in LHCb apply diﬀerent strategies, depending on
whether the reconstruction is performed in in the online or in the oﬄine environment.
Both of these scenarios start with pattern recognition in the VELO detector, which is
performed by the FastVelo algorithm [79]. It uses the hits in both the  and the R
sensors in the VELO to ĕt a three-dimensional straight line through these clusters,
exploiting the absence of a magnetic ĕeld in the VELO region.
In the online environment, the VELO seeds are then extrapolated to the T stations,
where individual hits are added to the track (forward tracking). e forward tracking
is implemented in the PatForward algorithm [80]. e expected position of a trajec-
tory in the T stations is deĕned as a function of the VELO seed parameters and of the
position of single hits in the ĕrst T station. e hits in the subsequent T stations are
collected in a window around this expected position. Hits lying in between the VELO
and the tracking stations, in the TT, are added if they are close enough. Some quality
cuts are applied on the candidates to eventually store them as so-called 'long' tracks.
In the oﬄine environment, there are two strategies to extend the VELO seeds.
e ĕrst one is the forward tracking, as used in the online environment. e pattern
recognition and the track ĕt that are used oﬄine are similar to the online algorithms,
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except that they are optimised for better precision instead of for fast execution. e
second strategy is to start with the reconstruction of track segments in the individual
subdetectors, aer which those parts can be combined into trajectories traversing the
complete detector (track matching). A stand-alone track ĕnding is performed in the
IT andOT tracking stations, where T station hits are collected tomake seeds, onwhich
several cuts are applied before they are accepted as tracks. e algorithm used for
this seeding procedure is called PatSeeding [81]. e segments in the T stations are
subsequently extrapolated through the magnet to the VELO to ĕnd the best matching
VELO segment, aer which TT hits are added.
Figure 2.7: Track types in LHCb.
By matching diﬀerent segments together, several types of charged particle trajec-
tories can be deĕned, as illustrated in Figure 2.7. e VELO segments can be matched
to only TT hits ('upstream' track), or to both TT hits and T station segments ('long'
track). e combination of a T segment with matching hits in the TT detector consti-
tutes a 'downstream' track. ose downstream trajectories can originate from long-
lived particles decaying outside the VELO acceptance. e downstream tracking is
performed in the PatDownstream algorithm [82].
At the end of the reconstruction sequence, the best candidates are selected from
the various track categories, at which stage duplicates (clones) are removed. Aer each
track is ĕtted using a Kalman ĕlter, all resulting tracks in the event are stored in a track
list.
e track reconstruction eﬃciency must be known to calculate eﬃciencies to se-
lect signal events. Track reconstruction eﬃciencies in LHCb are estimated from simu-
lated events. In addition, data-driven tag-and-probe methods are used to measure the
single-track eﬃciency and can be used to correct the simulation. e reconstruction
eﬃciency for long tracks has been determined from a tag-and-probe method using
J= ! +  decays. A fully reconstructed muon is used as the tag, probing the ef-
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ĕciency of reconstructing the other muon. is is done for diﬀerent track segments;
the T station eﬃciency, for example, is calculated using tracks that have hits both in
the VELO and in the muon chambers. e overall eﬃciency depends on the momen-
tum and pseudorapidity of the tracks and on the particle multiplicity of the event.
For example, for the momentum spectrum of the J= decay products, the overall eﬃ-
ciency to reconstruct a VELO track, given that there is a downstream track found in
the detector, is 96:79 0:07% [83].
e full tracking system provides a momentum resolution p=p between 0:4%
for tracks with 5 GeV momentum and 0:6% for 100 GeV tracks. e momentum
resolution is important for the invariant mass computation of decaying particles.
2.4 Trigger
e rate of bunch crossings with at least one visible proton-proton interaction was
approximately 11 MHz in 2011. However, the nominal LHC bunch crossing rate at
25 ns bunch spacing, where almost each crossing provides a collision, results in an
event rate for visible interactions of about 30 MHz. A rigorous trigger selection is
needed in order to reduce the data rate. e Ęow chart of the trigger decision is shown
in Fig. 2.8 [84]. First, a hardware trigger (L0) reduces the event rate from 30 MHz to
1.1 MHz, using information from the muon chambers and the calorimeters. Second,
the soware high level trigger (HLT), uses the full event data to further reduce the
event rate in two stages, HLT1 and HLT2, from 1.1 MHz to 3 kHz. e latter is the
event rate that is stored for oﬄine analysis. e trigger stages are each divided into
categories (depicted as boxes in Fig. 2.8) that select events from diﬀerent physical pro-
cesses. To reduce the output of certain trigger lines, a 'postscale' can be applied to the
trigger output, which means that only a fraction of the selected sample is stored. One
can also apply a 'prescale' to the trigger input, such that only a fraction of the input
events is considered for the trigger selection. A general overview of the LHCb trigger
framework is given in the next paragraphs.
2.4.1 L0
e level-0 (L0) hardware trigger reduces the rate of bunch crossings to the maximum
read-out speed of the data acquisition system, namely 1.1 MHz. At the full bunch-
crossing frequency, the L0 can reconstruct the two highest pT muons, and the highest
ET hadron, electron and photon. e SPD detector distinguishes between electrons
and photons, whereas the requirement of energy deposit in the PS decreases the con-
tamination of hadrons.
e hardware trigger decision is based on the presence of either a hadron candi-
date, a photon candidate, an electron candidate, or one or two muon candidates that
reach a certain ET threshold. Events are grouped accordingly into diﬀerent trigger
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Figure 2.8: Schematic overview of the LHCb trigger decision Ęow. e three trigger stages L0,
HLT1 and HLT2 are shown. Each of those consists of several categories, indicated by the descrip-
tions in the boxes. e description 'technical' groups trigger selections for luminosity and beam
gas measurements. e most important HLT2 categories for this analysis are 'topological' and
'displaced vertices'. A more detailed description of the lines can be found in Chapter 4.
lines, which are subsets of the categories listed in Fig. 2.8. A trigger line is a sequence
of selections and reconstruction algorithms.
ere is an additional so-called 'global event cut' on the maximum multiplicity
in the SPD detector, which removes crossings in which the occupancy is too high to
allow a successful online reconstruction of the event. Depending on the trigger line
through which the event is selected, the SPD multiplicity cut is either 600 or 900 hits.
e fraction of b-hadron events rejected by this cut is 8:8  0:6 % (0:5  0:2 %) in
data with a luminosity corresponding to an average number of visible interactions per
bunch crossing of  = 1:4, for a cut on 600 (900) SPD hits [84]. A more detailed
overview of the selection criteria in the diﬀerent trigger stages that are used for the
long-lived particle analysis is given in Chapter 4.
2.4.2 HLT1
eĕrst level soware trigger is optimised to process the events at themaximum read-
out speed of the hardware. eHLT1 can, due toCPU restrictions, only perform a par-
tial event reconstruction. e track reconstruction uses the online tracking algorithm
described in Section 2.3. VELO tracks that have a relatively small impact parameter
to the primary interaction region are selected, in order to eliminate tracks that do not
originate from the proton-proton collision. Subsequently, primary vertices with ĕve
TRIGGER 35
or more tracks that are within a transverse distance Rxy < 0:3 mm from the mean
position of the proton-proton interaction point are reconstructed. Events that were
selected in L0 because of the presence of a muon candidate are reconstructed in HLT1
by matching a VELO segment to hits in the muon chambers.
eHLT1 selects events with at least one VELO track with a large impact parame-
ter (IP > 0:1 mm) to the primary interaction, or with one or two reconstructed muon
candidates. ese requirements are optimised for the selection of b-hadron decays,
and are also well-suited for the selection of exotic long-lived particles. In the selected
events, the VELO tracks are extended to long tracks using the forward tracking algo-
rithm, as described in section 2.3, which enables the measurement of the track mo-
menta. Eventually, events with at least one track with a transverse momentum larger
than 1 GeV are selected. e HLT1 reduces the event rate to about 50 kHz.
2.4.3 HLT2
At the second soware trigger level, the event rate is suﬃciently low, such that a more
extensive track and vertex reconstruction can be carried out. e forward tracking
is applied to all VELO tracks, and the processing time is decreased by narrowing the
search windows such that only tracks with a transverse momentum above 500 MeV
are reconstructed [84].eHLT2 comprisesmany diﬀerent trigger lines with diﬀerent
event reconstruction algorithms and selections. A signiĕcant number of those lines
base the selection decision on the presence of a displaced vertex containing two to
four tracks, which is the signature of a charm or beauty decay. Other lines also use
particle identiĕcation to select speciĕc decay signatures. ere are for example lines
selecting one muon, di-muons, or displaced vertices with a large invariant mass. e
total output of the various HLT2 trigger lines is around 3 kHz. e HLT2 lines that
were designed for the long-lived particle search are discussed in detail in Section 4.3.
2.4.4 Deĕnition of the trigger decision
In order to be able to calculate the eﬃciencies of the trigger lines, the online selected
particle candidates should be matched to oﬄine particles. is can be done using the
so-called 'TIS-TOS' method, in which the events are divided into categories according
to the way in which they were triggered. An event that was 'triggered-on-signal' (TOS)
includes a trigger object in which all track candidates 'overlap' with the oﬄine signal
candidate. e candidates are considered to overlap if they sharemore than 70% of the
hits. Alternatively, an event that is triggered 'independent-of-signal' (TIS) has no track
overlap between the trigger object and the oﬄine signal. In this case, two tracks are
deĕned to overlap when more than 1% of their hits are shared. A looser deĕnition of
the TOS category is called TUS ('triggered-using-signal'), where at least one triggered
track should overlap with the signal. e reason to deĕne these trigger categories, is
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to ease the deĕnition of trigger eﬃciency, by knowing exactly on which oﬄine object
a certain line was triggered [85].
2.5 Soware framework
LHCb uses a common soware framework for the data acquisition, simulation and
physics analysis. Whereas the full data processing is incorporated in the G
project, several diﬀerent projects group the soware for speciĕc tasks.
e simulation of Monte Carlo data happens within the G project[86]. e
proton-proton collisions are generated using P v6.4 [87], and the interactions of
the ĕnal state particles in the detector are implementedwith aG4 simulation [88]
using the detector geometry as described in G. e digitisation of the hits in
the individual subdetectors is simulated in the B project. e M project
includes all high-level trigger algorithms, and the B project accumulates the
subsequent reconstruction algorithms for oﬄine clustering of hits, tracking, vertex
reconstruction and particle identiĕcation. e oﬄine reconstruction is performed
in a common reprocessing of all the data, the so-called 'stripping' process. Diﬀerent
stripping lines exist for various physics analyses, similar to the trigger lines described
before. e stripping algorithms are grouped in the DV package, together with
the physics analysis soware tools. e B package is the environment from
which one can access those tools and algorithms using the P scripting language.
All the data that is processed through the stripping is stored on several G sites.
e G unites the computing resources of particle physics institutes throughout the
world, and oﬀers the safe storage and permanent accessibility of data. e computing
power of the grid is used for stripping, subsequent oﬄine analysis, and the generation
of simulated data.
CHAPTER 3
Data and simulation
Before starting a search for long-lived particles, it is essential to know how many of
those particles are expected to be found in the LHCb detector acceptance. In order
to calculate the expected number of events, and to study the properties of the signal
particles, several MC signal samples are simulated. To get an estimate of the expected
standard model background, various samples of inclusive beauty and charm events
have been simulated and studied.
3.1 Simulated signal
3.1.1 Hidden valley
e benchmark model used for this analysis is a hidden valley (HV) model in which
two 0v particles are produced in the decay of a SM-like scalar Higgs of 120 GeV. is
model is discussed in Section 1.2.3, and illustrated in Fig. 1.6. e generated mass
of the Higgs boson is set to 120 GeV, as the samples were generated just before the
discovery of the Higgs-like boson of 126 GeV at the ATLAS and CMS experiments.
Diﬀerent samples are generated with the 0v lifetime set to 10 and 100 ps, which
allows reweighting for intermediate lifetimes. e 0v mass is set to either 15, 25, 35, 43
or 50GeV. In the benchmarkmodel, both long-lived particles are forced to decay to bb.
Two additional samples with the 0v decaying into either c- or s-, u- and d-quarks have
been generated (labelled 'HV10_CC' and 'HV10_SS'). e benchmark model (called
'HV10_M35') has a0v lifetime of 10 ps and amass of 35GeV.A full list of the simulated
signal samples is given in Table 3.1. Some samples were generated with an incorrect
primary vertex multiplicity. erefore, a reweighting of events is applied at the ĕnal
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Eventtype Number of Generator  Parameters
events eﬃciency
Signal
HV10_M15 43900004 97497 0.2780.002 2* mH = 120;mv = 15; v = 10
HV10_M25 43900020 216500 0.2940.003 2 mH = 120;mv = 25; v = 10
HV10_M35 43900012 64200 0.3090.002 2* mH = 120;mv = 35; v = 10
HV10_M35 43900012 216998 0.3090.002 2 mH = 120;mv = 35; v = 10
HV10_M43 43900015 218499 0.3090.004 2 mH = 120;mv = 43; v = 10
HV10_M50 43900005 98000 0.3130.003 2* mH = 120;mv = 50; v = 10
HV10_CC 43900006 65500 0.3240.003 2* mH = 120;mv = 35; v = 10
HV10_SS 43900007 63500 0.2890.002 2* mH = 120;mv = 35; v = 10
HV100_M15 43900016 217999 0.2780.003 2 mH = 120;mv = 15; v = 100
HV100_M25 43900017 216998 0.2940.003 2 mH = 120;mv = 25; v = 100
HV100_M35 43900013 61500 0.3090.002 2* mH = 120;mv = 35; v = 100
HV100_M43 43900018 215498 0.3090.004 2 mH = 120;mv = 43; v = 100
HV100_M50 43900019 214999 0.3150.004 2 mH = 120;mv = 50; v = 100
Background
INCLB_5PS 10000022 7055964 0.3110.003 2 b = 5 ps, Rxy > 0:4mm
INCLB_1DV 10000021 2533490 0.0480.001 2  1 b with Rxy > 0:4mm
INCLB_2inacc 10000010 5029475 --- 2.5  2 b quarks in acceptance
INCLC 20000010 9148460 0.2530.004 2.5  2 c quarks in acceptance
Systematics
Zmumu_PHOTOS 42112002 1033494 --- 2.5 1 lepton with pT > 4GeV
B0! J= K0 11144001 10M --- 2 all daughters in acceptance
inclusive J= 24142001 20M --- 2 both daughters in acceptance
Table 3.1: Main simulated signal samples used for this analysis, generated with the LHCb 2011
Monte Carlo simulation (MC11a) with the reconstruction version reco12a. e trigger simula-
tion is performed with M v12r8p1 and trigger conĕguration TCK 0x40760037. 'Eventtype'
is the unique event generation number. 'Generator eﬃciency' is the eﬃciency of the generator
level selection. ' ' is the average number of proton-proton interactions per bunch crossing. 'Pa-
rameters' lists the signal parameters and the generator cuts made on the background samples. Rxy
is the radial distance of a vertex to the pp interaction region. Masses mH and m0v are in GeV;
lifetimes  in ps. e samples indicated with an asterisk (*) have an incorrect PV multiplicity
distribution.
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stage of the analysis in order to retrieve the correct multiplicity distributions. e
HV10_M35 benchmark model, used for most of the studies described in the analysis,
has the correct multiplicity.
3.1.2 Detector acceptance
Several cuts are applied at generator level to ensure that the generated events are in the
acceptance of the LHCb detector. In order to be accepted, an event needs to include
one 0v with at least four stable 'reconstructible' daughters. A particle is considered
'reconstructible' if it is charged, has p > 2 GeV and an azimuthal angle  < 400 mrad.
ese are the only generator level cuts that are applied for the signal samples. e
generator level eﬃciencies are listed in Table 3.1.
3.1.3 Generator level studies
e kinematic distributions of the Higgs boson illustrated in Fig. 3.1 are equal for all
signal models. e Higgs events that pass the generator level selection lie mainly in
the pseudorapidity range of LHCb, roughly between 1 and 6. A few events appear at
negative , which can be explained by the fact that, although the Higgs particles have
negative z-momentum, one of the long-lived particle daughters can still decay within
the LHCb acceptance and pass the generator cut. e fact that all the 0v particles
are pair-produced in the resonant decay from a Higgs limits the allowed kinematic
region for the long-lived particles. e higher the 0v mass, the lower its pT, as shown
in Figure 3.2. is pT limit also aﬀects the radial distance from the beam axis at which
the long-lived particle will decay. Low-mass particles with higher pT can decay at a
larger radius, while remaining within the detector acceptance. For the higher masses,
the acceptance of the detector starts to play a role. e plots in Figure 3.2 illustrate
that although a high-mass0v producesmore charged particles at generator level, those
particles oen tend to be outside the acceptance of LHCb. emean number of tracks
in the acceptance is approximately equal for the three masses shown.
Jets, collections of collimated neutral and charged particles, can be used to make
an estimate of the invariant mass of the long-lived particles. e number of jets per
0v in Fig. 3.3a is obtained by running a jet reconstruction algorithm only on parti-
cles origination from a true v decay. Particles that point to the displaced vertex are
used as input for the anti-kt algorithm [89], with a cone size radius R = 0:7. e
jet algorithm for MC is explained in more detail in Section 5.1.3. Since the true jets
in the MC are reconstructed from HepMC [90] particles (i.e. pions, kaons, protons,
neutrons, hyperons, photons, electrons, muons and neutrinos), they represent the jets
as they would be measured with a perfect detector. ere are usually two jets, but for
decreasing 0v mass the jets are found to be merged more frequently, such that there
are mostly one-jet candidates for the lowest 0v mass. is is also illustrated by the jet
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Figure 3.1: Higgs transverse momentum (a) and pseudorapidity (b) at generator level, for a sim-
ulated hidden valley signal model.
pT distribution in Figure 3.3b. e jet pT spectrum indicates that for the lowest mass
sample one jet with large pT is reconstructed, while for the higher masses there will
be multiple lower-pT jets. Figure 3.3c shows the reconstructible dijet mass for candi-
dates with two jets. e number of remaining candidates with two jets is small for the
low-mass sample. e median of these distributions is at the generated mass value,
although the mass resolution is poor. e tails are mainly caused by jets that were
incorrectly reconstructed by the jet algorithm, and the low-mass tail is enhanced by
jets that fall partly outside the LHCb acceptance
e distance between two jets can be deĕned using the pseudorapidity and the
azimuthal angle between the jets as R =
p
2 +2. e R distributions in
Figure 3.3d indicate that the jets of heavy 0vs are more back-to-back. e cut-oﬀ at
0.7 corresponds to the jet cone size that determines theminimal distance between two
jets.
In summary, a loss in detection eﬃciency is expected for low-mass candidates due
to the dijet requirement. e mass resolution deteriorates in general due to the jet
reconstruction algorithm, and for the high-mass candidates in particular due to the
limited detector acceptance.
3.1.4 Expected number of events
To assess the sensitivity of LHCb to exotic long-lived particles, an estimate is made of
the number of those particles that are expected to decay within the detector volume.
At a center-of-mass energy ps = 7 TeV, the predicted SM Higgs production cross-
section for the HV10_M35 model featuring a 120 GeV Higgs particle is [91] :
H = 18:85 +6:3% 6:9% (QCD scale)
+6:6%
 6:1% (PDF& s) pb
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Figure 3.2: Transverse momentum (a), radial distributions (b), number of tracks of the 0v de-
cay (c) and number of 0v decay tracks in the LHCb acceptance (d) of 0v particles at generator
level for a simulated hidden valley signal model with 0v = 10 ps and various generated 
0
v
masses.
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Figure 3.3: Number of jets per 0v (a), the pT of jets associated to the 0v (b), dijet mass of dijet
0v candidates (c) and R of dijet 0v candidates (d) at generator level for a simulated hidden
valley signal model with 0v = 10 ps and various generated 
0
v masses. Note that the number of
candidates with two jets is very small for the 15 GeV sample.
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considering all production processes, namely gluon-gluon fusion, vector boson
fusion,WH production,ZH production and ttH associate production. eproduction
is dominated by gluon-gluon fusion.
emain uncertainties on the production cross-section are the theoretical uncer-
tainties due to the choice of the quantum chromo dynamics scale (QCD scale), the
uncertainties on the parton distribution function (PDF) sets and uncertainties in the
computation of the strong coupling (s). At
ps = 8 TeV the cross section increases
to:
H = 23:93 +6:4% 6:9% (QCD scale)
+6:5%
 6:0% (PDF& s) pb:
e expected number of signal events s can be calculated as follows:
s = L   (H! 0v0v) 2BR(0v ! bb) (3.1)
For the 0:62  1 of 2011 data at 7 TeV used in this analysis, the cross section H cor-
responds to approximately 11.7k produced Higgs events. Forcing the Higgs to decay
only via the processH! 0v0v ! bbbb, about 4000 of those decays are in the detector
acceptance. is can be deduced from the generator level selection eﬃciency for this
sample. erefore, in order to set a meaningful limit, i.e. to have a few expected signal
events in the data set, the selection eﬃciency  on the signal events in the acceptance
must be larger than approximately 0:1%.
3.2 Simulated background
One of the main challenges of the exotic long-lived particle search is the prediction of
the standard model background. e high-mass and high-lifetime range that is con-
sidered for this analysis should exclude SM particles. However, this background can
be enhanced by mis-reconstructions, or the combination of several particles into one
long-lived candidate. e events that can constitute the background are weakly decay-
ing hadrons. Since strange hadrons are both too light to pass the mass requirement,
and they have a very long lifetime, the only backgrounds considered here are beauty
and charm events. Note that these decays cannot by themselves constitute a 10 GeV
vertex mass. Other particles have to be included in the vertex to add up to the mass
threshold.
e largest problem is that it is not possible to simulate a full detector response
of a representative inclusive bb or cc sample of the LHCb data, namely 1011 and 1012
events, respectively, with the current computing resources. An attempt is made to
generate a selected sample that still represents the events that pass the ĕnal selection.
However, because the background sources are not purely caused by physics, but also
by mis-reconstructions and combinatoric backgrounds, it is diﬃcult to deĕne a set
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of criteria that selects the representative events at generator level. Some attempts have
beenmade, and amore thorough report of the results of these studies will be presented
inChapter 7. Since the resulting statistics are still far fromwhat is desired, theseMonte
Carlo background estimates will not be used for the ĕnal results of the analysis.
3.2.1 Beauty decays
e production cross-section of bb is 288  40 b, which is a weighted average of
results reported in [92, 93]. is results in 1:8  1011 events in 0:62  1, or 8:6 
109 events in the detector acceptance. It is not possible to generate suﬃcient fully
simulated Monte Carlo events to match the statistics of inclusive b-hadron decays in
data; at most a few million events can be produced.
e ĕrst MC sample, which is expected to be characteristic for the background in
the long-lived particle search, is an inclusive bb sample ('INCLB_1DV') requiring at
least one of the b-hadrons to be produced in the detector acceptance (1:5 <  < 5:0),
to have a transverse momentum pT > 2 GeV, to have its decay vertex with a distance
Rxy > 0:4 mm from the beam line and to have at least four charged daughters. e
requirement on the radial distance serves to select particles with long lifetimes, and
the requirement of at least four daughters favours events that are likely to contain high-
mass candidates. It turns out that the radial cut alone does not enhance the lifetime
distribution enough to get a reasonable background yield aer the full selection (the
selected yields are listed in Section 7.1).
In an attempt to enhance the lifetime distribution, a second sample ('INCLB_5PS')
is produced, in which the average lifetime of the b-hadrons is increased to 5 ps. e
number of b-hadrons with a lifetime over 10 ps produced in this simulation should be
larger than the number produced in the 2011 data set. At least one of the b-hadrons
must be in the detector acceptance (1:5 <  < 5:0), have a transverse momentum
pT > 2 GeV and have its decay vertex with a distance Rxy > 0:4 mm from the beam
line. A diﬀerence with the INCLB_1DV sample is that only one charged daughter of
the B-vertex is required to be in the acceptance. In this way, the selection includes
events with B-vertices that pick up tracks in the reconstruction that do not necessarily
come from the b-hadron decay itself. erefore the sample will on the one hand be
more representative for the data surviving the ĕnal selection, but on the other hand it
will have a reduced overall mass distribution (compared to the INCLB_1DV sample),
which lowers the probability that events survive the selection criteria for high mass
candidates.
Unfortunately, the adjusted lifetime does not have the desired eﬀect, due to the re-
quirement that both b-hadrons get a 5 ps average lifetime. To correct for the increased
lifetime, events at large decay length get a weight assigned to match their frequency
in the data. Events with a large lifetime get a small weight, and for events where both
hadrons live long, the weight is even smaller. Since it is likely that the background in
DATA 45
data consists of events where multiple decays are combined to form one candidate, it
would be incorrect to consider the weight of only one of the two b-decays in the event.
e requirement to have two b-hadrons with increased lifetime therefore produces
very improbable events with low weights, thereby reducing the statistical power of the
sample. An alternative approach would be to generate a sample where only one of the
b-hadrons has an enhanced lifetime.
In the end, the INCLB_1DV and the INCLB_5PS sample result in comparable
selection yields, so both samples will be used to make a rough estimate of the back-
ground at intermediate selection stages. However, the statistical error on this estimate
is too large to use these samples for a background estimation to set an upper limit or
claim a discovery. Instead, the data will be modelled by a smooth background mass
shape.
3.2.2 Charm decays
In addition to beauty decays, also charm decays can contribute to the background for
long-lived particles. e background from charm is expected to be lower than that
from beauty, mainly because the c quark is lighter. e problem of limited statistics
enters here as well. Aer the unsuccessful attempts to enrich the inclusive b events
with signal-like candidates, no eﬀort is made to make a more representative sample
for charm. e existing simulation will be used to study the yields at intermediate
selection levels, but the ĕnal background shape will be extracted from data.
e inclusive cc sample ('INCLC') that is generated only requires that both of the
c quarks decay in the detector acceptance (1:5 <  < 5:0). is sample also includes
charmed mesons from b-hadron decays, which constitute about 10% of the events.
e production cross-section of cc is retrieved from the measurement of inclusive
states in LHCb. It amounts to(cc) = 68:27:6 b for the phase space 2:5 < y < 4:0
and pT > 3 GeV. Using P, this number can be extrapolated to full space, which
results in (cc) = 5:1800:577mb [94].is corresponds to (3:31:1)1012 events
in 0:62  1, or 8:2 1011 events in the LHCb acceptance. e selection yields of the
INCLC sample are listed in Section 7.1.
3.3 Data
e long-lived particle analysis is performed using the 2012 processing of the 2011
LHCb data set. e real data and the simulated samples are processed with identi-
cal soware chains, as discussed in Chapter 2. e trigger and stripping used to se-
lect the data are described in Chapter 4. e stripping lines used for this analysis are
grouped in the 'electroweak' (EW) stream. Table 6 in Appendix B lists the magnet-
up and magnet-down event yields in the 2011 EW stream, divided into periods with
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diﬀerent trigger conĕgurations (TCKs). e total data set recorded at LHCb in 2011
corresponds to an integrated luminosity of 1:013 0:017  1.
Due to an optimisation of the displaced vertex triggers half-way through the year,
the ĕrst and second part of the data set have diﬀerent selection criteria, and diﬀerent
eﬃciencies. Here, only the second part of the data is used, namely the part with the
highest trigger eﬃciency, processed with trigger soware version M v12r8 or
later. is implies that only 0:624  0:011  1 is used for this analysis, constituting
approximately two-thirds of the 2011 data sample.
CHAPTER 4
Trigger and vertex reconstruction
e selection of events with long-lived particle candidates in the HLT2 trigger and
oﬄine selection (stripping) stages relies on the presence of a displaced vertex. e
invariant mass of the vertex, its number of tracks, the total pT of those tracks and
the Ęight distance of the particle distinguish the signal from background. Dedicated
algorithms and selection procedures are applied on the data to select signal events.
is chapter starts with describing the hardware (L0) and ĕrst level soware trigger
(HLT1), followed by the algorithms used in the second level soware trigger (HLT2).
e last part of the chapter discusses the oﬄine reconstruction and event selection
in the stripping procedure. Figure 4.1 gives a schematic view of the diﬀerent steps
involved.
4.1 Trigger L0 and HLT1 selection
To achieve a trigger selection with a high eﬃciency, all L0 and HLT1 physics trigger
lines described in Section 2.4 are considered, and eventually the ones with the highest
eﬃciency on the long-lived particle simulated signal are selected. In order to make
this decision, the simulated signal events are ĕrst reconstructed and selected up to
the ĕnal selection stage, without applying any trigger requirements. e full selec-
tion is described in chapters 5 and 6. Only at the end of the procedure, the trigger
selections are applied, and the loss in eﬃciency due to the trigger is measured per for
each individual trigger line. e result of this procedure is shown in Table 4.1 for L0,
and in Table 4.2 for HLT1. Note that the trigger decision 'TOS' is required (see Sec-
tion 2.4.4 for the deĕnition of 'TOS' or 'triggered-on-signal'). Requiring a link between
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Figure 4.1: DataĘow of the displaced vertex analysis. e ellipses represent data types, and the
boxes are selection and reconstruction stages. e ĕrst three rows of boxes correspond to the
'L0','HLT1' and 'HLT2' trigger stages in Fig. 2.8. 'DST' stands for Data Summary Tape, a data
format which contains information about the reconstructed physics quantities and some addi-
tional information of the raw event.
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Line Eﬃciency Cum. eﬃciency
L0Hadron 0.716 0.005 0.716 0.005
L0Electron 0.373 0.005 0.807 0.004
L0Muon 0.216 0.004 0.859 0.004
L0Photon 0.215 0.004 0.889 0.003
L0DiMuon 0.039 0.002 0.889 0.003
Table 4.1: Eﬃciency of L0 'TOS' on simulated hidden valley (HV10_M35) candidates that
pass the full selection without the trigger requirements. e third column shows the cumulative
eﬃciency aer adding the line ('OR' with the preceding lines) . e lines are sorted by their
contribution to the cumulative eﬃciency. e lines printed in bold are used for this analysis.
the triggered object and the oﬄine candidate facilitates the evaluation of the trigger
eﬃciencies and the systematic uncertainties on those eﬃciencies. e inputs for the
'TOS' decision are the oﬄine reconstructed particles in the displaced vertex, as well
as the particles in the jets associated to that vertex. Both the L0 and HLT1 selections
trigger on objects such as single tracks or calorimeter clusters. It is likely that such an
object is contained in the oﬄine vertex candidate, such that the 'TOS'-requirement is
met. An overview of the selection criteria in the L0, HLT1 trigger lines used for this
analysis is given in Table 4.5.
All L0 lines except the L0DiMuon line will be taken into account for the ĕnal se-
lection, since L0DiMuon adds a negligible amount to the total eﬃciency, as shown
in Table 4.1. e combined eﬃciency of these lines on oﬄine selected candidates in
HV10_M35 is 88:9 0:3%.
Contrary to the L0, many of the HLT1 lines in Table 4.2 do not give a signiĕ-
cant contribution to the eﬃciency on the sample of oﬄine selected signal events. e
lines with the highest HLT1 eﬃciencies are Hlt1TrackAllL0, Hlt1TrackPhoton and
Hlt1TrackMuon; the other lines are discarded. e combined eﬃciency of these three
lines on oﬄine selected candidates (aer applying L0) in HV10_M35 is 94:0 0:3%.
4.2 Trigger HLT2 selection
In the HLT2, a selection is made with a combination of 'displaced vertex' lines (de-
signed speciĕcally for long-lived heavy particles) and 'topological' lines (designed to
trigger on exclusively reconstructed B decays through 2-, 3- or 4-track vertices). e
latter lines are included to increase the eﬃciency on signal candidates with a short
Ęight distance and a low mass. is section describes the eﬃciencies of the HLT2 se-
lection. e 'displaced vertex' and the 'topological' trigger algorithms and selection
criteria are discussed in more detail in Sections 4.3 and 4.4.
e two displaced vertex HLT2 lines considered for this analysis are
lines: 'Hlt2DVSingleHighMassPS' (for candidates with high mass) and
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Line Eﬃciency Cum. eﬃciency
Hlt1TrackAllL0 0.909 0.003 0.909 0.003
Hlt1TrackPhoton 0.449 0.006 0.934 0.003
Hlt1TrackMuon 0.178 0.004 0.940 0.003
Hlt1SingleElectronNoIP 0.021 0.002 0.940 0.003
Hlt1SingleMuonHighPT 0.075 0.003 0.941 0.003
Hlt1DiProton 0.082 0.003 0.941 0.003
Hlt1DiMuonLowMass 0.014 0.001 0.941 0.003
Hlt1DiMuonHighMass 0.006 0.001 0.941 0.003
Hlt1SingleMuonNoIP* 0.001 0.000 0.941 0.003
Hlt1DiProtonLowMult 0.000 0.000 0.941 0.003
Table 4.2: Eﬃciency of HLT1 'TOS' on simulated hidden valley (HV10_M35) candidates that
pass the oﬄine selection and the L0 selection. e third column shows the cumulative eﬃciency
aer adding the line ('OR' with the preceding lines) . e lines are sorted by their contribu-
tion to the cumulative eﬃciency. e lines printed in bold are used for this analysis. ) e
Hlt1SingleMuonNoIP was prescaled in the data.
'Hlt2DVSingleHighFDPS' (for candidates with high Ęight distance). In spite of
the 'PS' (postscale) appendix in the names, they were not postscaled for the 2011 data
taking, since the retention was well within the required boundaries. e selection
eﬃciencies of these two displaced vertex lines on oﬄine selected candidates are
compared with those of the topological trigger lines in Table 4.3. Note that the
trigger requirement on the oﬄine candidate is 'TOS' ('triggered-on-signal') for the
topological lines, and 'TUS' ('triggered-using-signal') for the displaced vertex lines.
e 'TOS' selection requires a better overlap between the triggered object and the
oﬄine candidate than the 'TUS' selection.
For the topological lines, the reasoning behind the choice for 'TOS' is similar as
for the L0 andHLT1 lines. Since the triggered object consists of only 2, 3 or 4 tracks, it
is likely that those tracks are contained in the oﬄine vertex candidate. e displaced
vertex trigger objects on the other hand are vertices with a large track multiplicity.
Slight diﬀerences in input tracks and vertex reconstruction in the online and oﬄine
environments cause a reduced overlap between the trigger object and the oﬄine ver-
tex. e 'TUS' requirement takes this into account by selecting the event even if only
part of the on- and oﬄine vertex tracks overlap. It turns out that the topological lines
with a multivariate selection ('BBDT') are more eﬃcient than the 'simple' lines. e
ĕnal HLT2 selection requires events to pass either one of the lines printed in bold in
Table 4.3. e combined eﬃciency of these lines on oﬄine selected candidates (aer
applying the L0 and HLT1) in HV10_M35 is 92:4 0:3%.
e topological lines and the displaced vertex lines are complementary. e se-
lection eﬃciency of the diﬀerent HLT2 triggers for various signal regions is illustrated
in Fig. 4.2. Figures 4.2a and 4.2b show the eﬃciency as a function the reconstructed
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Figure 4.2: Selection eﬃciency of diﬀerentHLT2 trigger lines as a function of oﬄine reconstructed
vertex mass (a), (b) and as a function of Rxy (c), (d) on simulated hidden valley signal with a
variety of lifetimes andmasses: (le) on all the simulated candidates without L0 orHLT1 applied,
and (right) on the oﬄine selected dijet candidates with L0 and HLT1 applied.
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Line Eﬃciency Cum. eﬃciency
Hlt2Topo3BodyBBDT 0.687 0.005 0.687 0.005
Hlt2DVSingleHighFDPS 0.520 0.006 0.853 0.004
Hlt2Topo2BodyBBDT 0.648 0.006 0.893 0.004
Hlt2DVSingleHighMassPS 0.395 0.006 0.915 0.003
Hlt2Topo4BodyBBDT 0.604 0.006 0.924 0.003
Hlt2Topo2BodySimple 0.573 0.006 0.931 0.003
Hlt2Topo4BodySimple 0.416 0.006 0.932 0.003
Hlt2Topo3BodySimple 0.427 0.006 0.932 0.003
Table 4.3: Eﬃciency of HLT2 Topo 'TOS' or DisplacedVertex 'TUS' lines on simulated hidden
valley (HV10_M35) candidates that pass the oﬄine, L0 and HLT1 selection. e third column
shows the cumulative eﬃciency aer adding the line ('OR' with the preceding lines). e lines are
sorted by their contribution to the cumulative eﬃciency. 'PS' stands for postscale, which has not
been applied in 2011 data. e lines printed in bold are used for this analysis.
vertex mass. e le ĕgure shows the HLT2 selection eﬃciency on all the generated
events, whereas the right ĕgure shows the eﬃciency on events that passed the full oﬀ-
line selection (including L0 and HLT1). Note that the mass shown here is not the dijet
mass, but the mass of the vertex itself, computed from the charged tracks in the vertex
(the vertex mass and the dijet mass are compared in Fig. 4.6 in Section 4.3.3). e
HighMass line is more eﬃcient for higher masses, whereas both the HighFD and the
topological lines lose eﬃciency in that region. All three categories contribute signiĕ-
cantly to the total eﬃciency.
e selection eﬃciency of the HLT2 triggers as a function of the radial distance
parameterRxy is shown in Figs. 4.2c and 4.2d. e drop in eﬃciency between 5-12mm
is caused by a material veto, which is only applied in the HighFD and HighMass lines.
Both at low and at high radius, the HighFD line selects candidates that were disre-
garded by the topological lines. e eﬃciency of the various HLT2 lines depends on
the generated signal mass and lifetime. For example, the topological lines are more
eﬃcient on low-mass 0v samples, whereas the HighMass displaced vertex line is more
eﬃcient on samples with a high 0v mass.
To summarise the number of events that survive the trigger selection in the 2011
data set, Table 4.4 gives the event yields of the HLT2 trigger lines, counting only events
that pass any of the oﬄine displaced vertex stripping selection.
e oﬄine stripping selection is described in Section 4.5). An overview of the
selection criteria in the trigger (L0, HLT1 and HLT2) is given in Table 4.5. e HLT2
selection is discussed in detail in the following sections.
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Trigger Line N candidates
(x Stripping)
EW stream 14,656,953
L0 13,668,199
HLT1 (xL0) 13,036,318
Hlt2DVSingleHighFDPS TUS (xL0xHLT1) 2,065,703
Hlt2DVSingleHighMassPS TUS (xL0xHLT1) 666,268
Hlt2DVDouble TUS (xL0xHLT1) 963,957
Hlt2DVSingleFD TUS (xL0xHLT1) 1,428,612
Hlt2DVSingleHighMass TUS (xL0xHLT1) 592,222
Hlt2DVSingleDown TUS (xL0xHLT1) 14,185
Hlt2Topo2BodyBBDT TOS (xL0xHLT1) 2,022,104
Hlt2Topo3BodyBBDT TOS (xL0xHLT1) 1,832,392
Hlt2Topo4BodyBBDT TOS (xL0xHLT1) 1,487,560
Total for DV L0xHLT1xHLT2 4,872,722
Table 4.4: Number of candidates passing the trigger on 2011 data, consisting of 0.62  1. Only
candidates selected by the displaced vertex oﬄine stripping are considered. e 'L0' and 'HLT1'
stages only consider the trigger lines used for this analysis. e lines printed in bold are used for
this analysis.
4.3 Displaced vertices HLT2 trigger lines
e reconstruction in the HLT2 displaced vertex trigger is described in Section 4.3.1.
It only uses tracks with a VELO segment (VELO, upstream and long tracks). Because
this VELO algorithm severely limits the acceptance for long-lived particles, another
algorithm to reconstruct vertices from downstream tracks has been developed for on-
line usage, which is described in Section 4.3.2. Ideally, an algorithm using a combina-
tion of both downstream and VELO tracks is to be developed. Due to the fact that the
HLT1 requires a VELO segment in the tracks, the eﬃciency gain of these downstream
lines is small and their output has not been used for the analysis of 2011 data. Sec-
tion 4.3.3 describes the selection criteria applied in the various displaced vertex lines
that were developed for this analysis.
4.3.1 Displaced vertex algorithms for VELO vertices
e algorithm sequence to reconstruct displaced vertices in the HLT2 is the same as
the default one for primary vertices, be it with an adjusted tuning. A detailed descrip-
tion of the algorithms can be found in [95, pp. 116-123]. A summary is given here,
starting with the primary vertex (PV) algorithm. e vertex reconstruction is split up
into a seeding and a ĕtting step, which are repeated until no new vertices are found in
the event.
A ĕrst algorithm called PVSeed3DTool[96] creates vertex seeds by combining
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Trigger Selection
L0Hadron || HCAL +ECAL ET > 3:5 GeV , 0 < SPD hits < 600
L0Electron || ECAL ET > 2:5 GeV, SPD hits== 0
L0Photon || ECAL ET > 2:5 GeV , 0 < SPD hits < 600
L0Muon muon pT > 1:48 GeV, 0 < SPD hits < 600
Hlt1TrackAllL0 || Passing L0Electron or L0Photon with ET > 4:2 GeV,
track with:
IP > 0:1 mm, IP2 > 16, pT > 1:7 GeV, p > 10 GeV, 2=ndf < 2:5,
VELO hits> 9, missed VELO hits< 3, OT+IT2hits> 16
Hlt1TrackPhoton || All events passing L0, track with:
IP > 0:1 mm, IP2 > 16, pT > 1:2 GeV, p > 6 GeV, 2=ndf < 2:5,
VELO hits> 6, missed VELO hits< 3, OT+IT2 hits> 15
Hlt1TrackMuon Passing L0Muon, muon track with:
IP > 0:1 mm, IP2 > 16, pT > 1 GeV, p > 8 GeV, 2=ndf < 2
Hlt2DVSingleHighMassPS || Vertex with Rxy > 0:4,
P
pT > 3 GeV,m > 10 GeV, Ntrack > 4, MV
Hlt2DVSingleHighFDPS || Vertex with Rxy > 2:0,
P
pT > 3 GeV,m > 4:5 GeV, Ntrack > 5, MV
Hlt2Topo2BodyBBDT || BBDT> 0:4
Hlt2Topo3BodyBBDT || BBDT> 0:4
Hlt2Topo4BodyBBDT BBDT> 0:3
Table 4.5: Summary of the cuts made in the three diﬀerent trigger stages for the displaced vertex
analysis. In each stage, the 'OR' of the listed lines determines the trigger decision. e input
variables to the BBDT are:
P
pT, pTmin, m, mcorrected, distance of closest approach, candidate
IP2 and Ęight distance 2 [84].
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pairs of VELO tracks with a distance of closest approach smaller than TrackPair-
MaxDistance = 0.3 mm. If there are at least four tracks (MinCloseTracks = 4) within a
distance of zMaxSpread = 3 mm to the seed, the seed is accepted for further process-
ing.
e seed algorithm is followed by a vertex algorithm, called
LSAdaptPV3DFitter. In the online environment the PV algorithm runs on
the tracks found by the VELO pattern recognition. Because these tracks have
unknown momenta, scattering corrections cannot be reliably estimated. For this
reason, as well as to save CPU time, the tracks are not ĕtted with the standard track
ĕt, leading to a somewhat worse track parameter resolution and relatively poorly
known parameter uncertainties. Consequently, the online LSAdaptPV3DFitter
makes no use of estimated track parameter uncertainties and uses a simpler, linear
track extrapolation to calculate distances between the tracks. e gain in CPU timing
in the online environment is about 20%. e linear track extrapolation in the online
algorithm results in larger errors on the extrapolated tracks, such that more tracks are
assigned to a vertex than in the oﬄine environment.
Starting from the vertex seed position, the LSAdaptPV3DFitter combines the
seed with all nearby tracks in an adaptive least squares ĕt. e weight of each track is
(1 2c2 ), where c (Tukey's constant) is set to 3. If the track is of bad quality and2 > c2,
the weight is set to zero, thereby excluding the track from the ĕt. Tracks with a weight
larger than minTrackWeight = 1 10 5 are selected. e ĕt requires at least minTr =
5 tracks to pass this requirement on the maximum impact parameter 2 to the seed.
In addition the online algorithm selects input tracks by their impact parameter to the
seed vertex; if the impact parameter is larger than 2 mm, the track is removed from the
selection before the ĕt. eminimisation is iterated, and it is checked for convergence
by requiring that themaximumdiﬀerence between the z coordinates of the current and
previous iteration is smaller than maxDeltaZ = 0.1 m. Aer a successful ĕt, tracks
with a 2 to the seed below trackMaxChi2Remove = 25 are removed from further
vertex searches.
To reconstruct displaced vertices, the same PVSeed3DTool and
LSAdaptPV3DFitter algorithms are used. e parameters of those algorithms
are adjusted, as described in Appendix A.1. e diﬀerent conĕgurations for the
online primary and displaced vertex reconstruction are summarised in Table 5 in the
appendix.
4.3.2 Displaced vertex algorithms for downstream vertices
Complementary to the search for displaced vertices in the VELO, a sequence has been
developed to look for vertices beyond the VELO volume, using a diﬀerent vertex al-
gorithm. e input for this vertex reconstruction has to include downstream tracks.
e reason that LSAdaptPV3DFitter is not used here is that it relies on a 'straight-
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line' extrapolation for the tracks, which is a poor approximation in between the VELO
and TT detectors. erefore, the downstream vertex reconstruction uses the primary
vertex algorithm developed for the oﬄine environment: LSAdaptPVFitter.
e ĕrst diﬀerence between LSAdaptPVFitter and LSAdaptPV3DFitter is
that the ĕrst algorithm can use downstream tracks that are ĕtted with the stan-
dard track ĕt as input. Secondly, instead of applying a selection on the impact
parameter of the tracks to the seed vertex, a selection is made on the maximum
2 of the track, to remove tracks of bad quality. e minimisation is similar to
the one in LSAdaptPV3DFitter, with the additional requirement that the diﬀer-
ence in the 2 per number of degrees of freedom between iterations is smaller than
maxDeltaChi2NDoF = 0.002, in case the z coordinates of the current and previous
iteration do not converge.
e LSAdaptPVFitter algorithm is deployed in the downstream displaced ver-
tex reconstruction of both the trigger and stripping. In order to apply the downstream
vertexing in the trigger algorithms, the parameters have been tuned following the pro-
cedure for the VELO vertices. e tuning for the downstream seed and vertex algo-
rithms (described in Appendix A.2) is slightly diﬀerent than for VELO vertices.
e 'downstream strategy' improves the eﬃciencies for larger decay times in both
the online and oﬄine environments. For the oﬄine environment, this is illustrated
by the diﬀerence between the black and the red points in Fig. 4.3. However, due to
the VELO segment requirement in the HLT1, the gain in eﬃciency is currently neg-
ligible. e requirement of a HLT1'TOS' decision (not shown in the ĕgure), discards
all the candidates from the downstream line. e blue points in Fig. 4.3 show the ef-
ĕciency when requiring HLT1 without 'TOS'. As explained in Section 4.1, the 'TOS'
requirement is needed to allow for the calculation of the trigger eﬃciency and its un-
certainties. e VELO requirement has been removed from the HLT1 selection for
2012 data, such that the downstream line will be of more use for future analyses.
4.3.3 Displaced vertex HLT2 lines
Aer the vertex reconstruction algorithms are completed, a collection of vertices is
available for each event. In the next step, a selection is applied using the properties
of those vertices to save only the events containing long-lived particle candidates. To
optimise the signal eﬃciency within a limited output rate, various trigger lines are de-
ĕned that focus on a diﬀerent phase space of the signal; either candidates with high
mass and intermediate Ęight distance, or candidates with high Ęight distance and in-
termediate mass.
Minimal requirements on displaced vertices
e vertex algorithm reconstructs displaced vertices as well as primary interaction
vertices. In order to be tagged as a displaced vertex (DV), the trigger object should
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Figure 4.3: Fraction of displaced vertex candidates found at the stripping level with the `VELO'
and `downstream' strategies, in a simulated hidden valley signal sample with m0v = 35 GeV
and 0v = 100 ps. Contrary to the analysis selection, the HLT 1 here requires only a positive
decision, without 'TOS'.
have:
• no backward tracks;
• a radial displacement Rxy > 0:4 mm from the beamline;
• at least 4 tracks with VELO hits;
• an invariant mass of at least 3 GeV and scalar sum of transverse momentum of
the tracks of at least 3 GeV;
Furthermore, there has to be at least one primary vertex in the event, upstream of the
DV, with at least ten tracks, including one backward and one forward track, Rxy <
0:4 mm and jzj < 400 mm. ese selection criteria are discussed in detail below.
e ĕrst selection criteria assure that the trigger object is not a primary vertex.
It has to have a radial distance to the beam axis Rxy > 0:4 mm, to select only ver-
tices that are not reconstructed in the primary interaction region, which extends up
to approximately 0.3 mm, as shown in Fig. 4.4. e selection criterion on the radius
is varied between 0.4 mm for high mass candidates and 4.0 mm for candidates with a
lower mass.
e position of the beamline is diﬀerent for each LHC ĕll. e VELO detector
halves move towards the interaction region when stable collisions take place, and are
positioned such that the interactions always take place exactly in the centre, by recon-
structing the beam collisions. e VELO resolvers or stepper motors hold the infor-
mation of the beamline position in every single ĕll [97]. A tool has been developed
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Figure 4.4: Radial distance of the displaced vertices to the beam line. One backward track is
required to identify the candidates as primary vertices. e distribution is shown for 2010 data
(black), simulated minimum bias data with ps = 7 TeV (red) and simulated minimum bias
data withps = 14 TeV (yellow). From [95, p. 129].
that determines this position from the VELO resolvers. e position of the beamspot
in all the ĕlls used for this analysis is shown in Fig. 4.5, indicating that the variation
in position of the beamspot is small compared to the Rxy selection criterion. e re-
solver step size is only 0.2m in y and 0.05m in x, and therefore negligible on this
scale. e VELO is only moved in the y-direction if the required adjustment exceeds
a 20m threshold.
e event should contain at least one primary vertex upstream of the displaced
vertex, to ensure that the displaced vertex is not created by an interaction between
the beam and the gas in the detector. is background is discussed in more detail in
Section 7.3.
Aer the conĕrmation that the vertex is displaced, its track multiplicity is the next
selection criterion. e track multiplicity of the candidates in simulated signal de-
pends on the type of signal model. For example, for a 0v decaying to light quarks, the
track multiplicity of the displaced vertex is high, whereas a 0v decaying into bb has a
lower displaced vertex multiplicity and more tracks in tertiary vertices. erefore the
selection on the track multiplicity is made as inclusive as possible within the allowed
output rate. Depending on the trigger line, a minimum of 4 to 6 tracks is required.
e subsequent selection concerns the minimal mass of the candidates. At the
trigger level, jet reconstruction cannot be performed, because it is too CPU-intensive.
emass estimate that is used instead is the invariant mass calculated from the recon-
structed charged tracks in the vertex. Since this calculation does not include tertiary
decay vertices, and no neutral particles, the mean of this variable will be signiĕcantly
lower than the dijet mass. A comparison of the invariant mass from the vertex tracks
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Figure 4.5: Position of the beamspot as determined from the VELO resolvers, for the 2011 data
set used for this analysis. Subsequent ĕlls are connected by a line.
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Figure 4.6: Invariant mass of candidates that passed the trigger and stripping selections, calcu-
lated using the tracks in the vertex (black), using the jets for candidates with one jet (red), and
using the jets for candidates for candidates with two jets (blue). (a) shows simulated hidden valley
signal, and (b) shows 2011 data.
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and the dijet mass is given in Fig. 4.6. At this selection stage, one can assume that the
data mainly consists of background events. Comparing the vertexmass at trigger level
(black histograms) between simulated signal (Fig. 4.6a) anddata (Fig. 4.6b), shows that
it is diﬃcult to distinguish between signal and background using the vertex mass. e
reconstructed dijet mass however (blue histograms) allows easier separation between
signal and background. As long as the jet reconstruction is not fast enough to be used
online, the dijet mass can currently only be used in the oﬄine analysis. erefore the
online HLT2 selection only uses the invariant mass of the vertex, requiring at least 3
to 10 GeV, depending on the trigger line.
One of the main backgrounds outside the primary interaction region is the inter-
action of particles with detector material. erefore, a material veto (MV) is applied
for the trigger lines that have a good reconstructed vertex position resolution; namely
all the lines with vertices constructed from tracks with a VELO segment. e imple-
mentation of the material veto is described in detail in Section 4.6.
Displaced vertex lines
Various HLT2 lines have been developed, each of which focusses on a diﬀerent region
in phase space: a high-mass particle with low Ęight distance or vice versa, a particle
decaying outside the VELO volume, events with at least two displaced vertices, etc. A
detailed overview of the selections applied in the displaced vertex HLT2 lines is shown
in Table 4.6. e top row in the table ('Hlt2RV2P') shows the minimal requirements
on all the candidates, described in the previous paragraph. e two displaced vertex
lines used for the analysis described in this thesis are 'Hlt2DVSingleHighMassPS' and
'Hlt2DVSingleHighFDPS', printed in bold in the table. ese lines can optionally be
postscaled, to reduce the data output rate if necessary. In 2011, these two lines were
run without a postscale, which makes them the loosest selections. e other lines
('Hlt2DVSingleHighMass', 'Hlt2DVSingleHighFD' and 'Hlt2DVSingleMedium') each
cover a diﬀerent region in mass and lifetime. ey will most likely be used for future
analyses, e.g. when running at increased luminosity, when the output rate of the 'PS'
lines becomes so high that the postscales have to be applied.
e so-called 'eﬃciency lines' are postscaled, which means that only a small ran-
dom portion of the selected sample is stored. ese lines apply only a minimal selec-
tion, and are used to study reconstruction and selection eﬃciencies. e line that does
not have the material veto applied (Hlt2DVSinglePS) is used to study the eﬃciency of
this veto.
e remaining two lines in Table 4.6 are not used for this analysis. First, the
'Hlt2DVDouble' line selects events with at least two 0v candidates per event, which
is necessary for the search of Higgs-like bosons decaying into two long-lived exotic
particles [56]. Second, the 'Hlt2DVSingleDown' line uses the vertices reconstructed
from downstream tracks, as described in Section 4.3.2. Since the timing is one of
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Line Rxy m > m >
P
pT > Ntr  material PS
[mm] [GeV] 2nd [GeV] veto
Preselection
Hlt2RV2P 0.4 3 - 3 4 no -
HLT2 Physics lines
Hlt2DVSingleHighFD 4.0 4.5 - 3. 5 yes 1
Hlt2DVSingleHighFDPS 2.0 4.5 - 3. 5 yes 1 (0.02)
Hlt2DVSingleHighMass 0.4 10 - 3. 6 yes 1
Hlt2DVSingleHighMassPS 0.4 10 - 3. 4 yes 1 (0.02)
Hlt2DVSingleMedium 2.5 7 - 3. 5 yes 1
Hlt2DVDouble 0.4 3 4.5 3. 4 one 1
Hlt2DVSingleDown 2.0, 0.4 3 3 3. 4, 5 yes 1
HLT2 Eﬃciency lines
Hlt2DVSinglePS 0.4 3 - 3. 4 no 0.0001
Hlt2DVSinglePSMV 0.4 3 - 3. 4 yes 0.0006
Hlt2DVDoublePS 0.4 3 3 3. 4 no 0.01
Table 4.6: Deĕnition of DisplacedVertex HLT2 lines implemented in June 2011. 'PS' stands for
postscale. e postscales between brackets were not applied on 2011 data. Values in the line
Hlt2DVSingleDown marked with  apply only to the VELO candidate. e lines printed in bold
are used for this analysis.
the most important limitations in the trigger, it is not possible to execute the down-
stream algorithms for each event. In order to reduce the number of events considered
for downstream vertexing, only those events that already contain a displaced vertex
constructed from VELO tracks are taken into account. Although this reduces the ac-
ceptance for particles with high lifetimes, it is currently the only way to reduce the
input rate while still retaining signal-like events. e downstream line is not used yet
because the eﬃciency gain is almost completely cancelled by the HLT1 selection. is
issue has been solved for the 2012 data sample.
e total output rate of the HLT2 displaced vertex lines on 2011 data is 15-20
Hz.To sum up, the two displaced vertex lines used to select signal-like events are
'Hlt2DVSingleHighMassPS', selecting candidates with a high mass and an interme-
diate Ęight distance, and 'Hlt2DVSingleHighFDPS', selecting candidates with a high
Ęight distance and an intermediate mass.
4.4 Topological HLT2 trigger lines
For the purpose of selecting B decays, a set of inclusive trigger lines exists in the HLT2
that are designed to reconstruct (part of) any type ofB decay topology; hence the name
'topological' triggers [98]. Although they are tuned for relatively short lifetimes, these
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triggers are complementary to the displaced vertex HLT2 lines. e topological lines
are eﬃcient for the long-lived 0v signal, ĕrstly because they are inclusive by recon-
structing a few tracks of the decay, and secondly because their allowed output rate is
not as limited as the rate of the dedicated displaced vertex lines. ere are six topolog-
ical lines, three of which use a multivariate selection. ey are divided into 2-, 3- and
4-track vertex lines. e eﬃciencies of these lines on signal were listed in Table 4.3.
e topological lines can reconstruct and trigger any B decay with at least two
charged daughter particles. e input consists of all tracks with momentum p >
5 GeV and transverse momentum pT > 500 MeV that pass a selection on the
track quality to eliminate ghost tracks: track 2=dof < 5, and an impact parameter
IP2 > 16 to any primary vertex, to eliminate prompt tracks.
e candidates are made by forming a track pair and adding particles to it one by
one, thereby building two- three- or four-body decay candidates. e prerequisite to
add a track is that its distance of closest approach to the track pair must be smaller
than 0.15 mm. Subsequently, the n-body candidates have to pass the selection criteria
described below.
Typically, only part of the B decay is reconstructed, and it is therefore not desirable
to cut on the invariant mass of the objects. Instead, a selection is made using a variable
called 'correctedmass', which is illustrated in Fig. 4.7. e correctedmass is calculated
by adding a correction to the mass of the candidate due to missing tracks or neutral
particles.
PV
DV
p
d
p
||
p
q
Figure 4.7: Schematic representation of a long-lived particle produced at a primary vertex (PV),
with the momentum vector of the candidate ~p, and the vector ~d pointing from the PV to the
displaced vertex (DV).
e unit vector pointing from the primary vertex to the displaced vertex is indi-
cated with d^. Suppose that the pointing to the PV is wrong because there is missing
momentum. e missing three-momentum is denoted by ~q. e observed momen-
tum vector~p and the vector d^ can be made parallel by adding a transverse momentum
~p?. e observed momentum ~p can be decomposed in a component along and per-
pendicular to d^ as follows:
~pk = (~p  d^)d^ ~p? = ~p ~pk (4.1)
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such that the missing transverse momentum:
~p? = ~p  (~p  d^)d^ (4.2)
e missing momentum is ~q? =  ~p?, such that the transverse momentum in the
sum q+ pwill cancel. e observed three-momentum~p and its massm constitute the
observed energy
p
m2 + p2. eminimalmissingmass can be determined as follows.
First by writing the four-vector as:0@ pp2 +m2pk
~p?
1A (4.3)
where the ĕrst coordinate is the energy, pk is the momentum along ~d, and ~p? repre-
sents the two coordinates perpendicular to it. Next, the system can be boosted along d^
with a velocity such that~pk vanishes, while the perpendicularmomenta do not change.
Assuming massless missing particles, in the boosted system the total four-vector can
be written as:
p0+q0 =
0B@
q
p2? +m2
0
~p?
1CA+
0B@
q
q0k
2 + q2?
q0k
~q?
1CA =
0B@
q
p2? +m2 +
q
q0k
2 + p2?
q0k
0
1CA
(4.4)
eminimummass correction is obtained when q0k = 0, such that the corrected mass
becomes [98]:
mcorr =
q
m2 +~p2? +~p? (4.5)
e selection criterion on the corrected mass in the topological lines is: 4 <
mcorrected < 7 GeV. For the 0v candidates, which typically have a higher mass and
higher track multiplicity than B vertices, this criterion is not ideal, since the missing
momentum is likely to be larger than for B candidates. Exploiting the high momen-
tum of the B daughters, further cuts aremade on the highest pT track (> 1:5GeV) and
on the
P
pT of the tracks: 4 GeV, 4.25 GeV and 4.5 GeV for 2-, 3- and 4-body decays,
respectively. Furthermore, at least one track of good quality (track 2=dof < 3) is
required.
Further selections are made on the Ęight distance (Ęight distance 2 > 64) and
the total impact parameter2 of all tracks to the primary vertex (IP2 > 100; 150; 200
for 2-, 3- and 4-body lines, respectively), in order to exploit the displacement of the B
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decay vertex. Finally, pollution fromD decays is avoided by requiring that the n-body
vertex has either a high invariant mass (m > 2:5 GeV) or a large impact parameter to
the primary vertex (IP2 > 16).
e requirements mentioned previously apply to the so-called 'simple' topological
lines. However, additional lines use multivariate selection techniques [85]. A boosted
decision tree (BDT) is run on the n-body candidates surviving a preselection. Such a
decision tree is a multivariate classiĕer performing repetitive one-dimensional splits
of the data. e boosted decision tree is 'trained' to learn the diﬀerence between signal
and background on simulated samples as well as on data. e ĕgure of merit used for
determining the splitting point is the signal signiĕcance, namely the ratio of signal
over background in various B-decays [99].e output of the boosted decision tree is a
single variable that separates signal from background. e input variables for the BDT
are the ones also used for the simple selection: the minimum transverse momentum
pTmin of each track, the distance of closest approach between the tracks, the
P
pT
of the tracks, the mass of the candidate, its corrected mass mcorrected, the IP2 of the
candidate with the PV, and its Ęight distance 2. e BDT is trained on diﬀerent B
signal samples, to make the signal proĕle as inclusive as possible. e ĕnal selection
criterion on the BDT output variable depends on the multiplicity of the topological
candidate.
4.5 Stripping selection
e ĕrst stage of the oﬄine reconstruction and selection is called 'stripping'. It is sim-
ilar to the online trigger selection procedure, but with a less constrained CPU require-
ment, allowing for more precise reconstruction algorithms. e algorithms and selec-
tion lines are presented in the following paragraphs. Although both the trigger and the
stripping selections rely on the presence of a displaced vertex candidate, the selection
criteria vary between the two.
4.5.1 Stripping vertex algorithm
e oﬄine primary vertex algorithm is diﬀerent than the one used in the online
environment. e primary vertices in the stripping are reconstructed with the
LSAdaptPVFitter algorithm, which is described in the context of downstream ver-
tex reconstruction in Section 4.3.2. e only diﬀerence with that description is that
the input to the primary vertex reconstruction consists only of tracks with a VELO
segment.
e algorithm to reconstruct displaced vertices in the stripping, however, is iden-
tical to the displaced vertex algorithm used in the trigger (LSAdaptPV3DFitter),
although the input tracks and the parameter tuning are diﬀerent. More speciĕcally,
the parameters for the seeding algorithm are loosened in order to improve the seed
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Line Ncand Rxy > m > m >
P
pT > Ntracks z > MV
 [mm] [GeV] 2nd [GeV] [GeV]  [mm]
Physics lines
StrippingDVSingleHighMass 1 0.4 9.7 - 3. 5 yes
StrippingDVSingleMedium 1 2.5 8.5 - 3. 5 yes
StrippingDVSingleHighFD 1 4. 6.5 - 3. 5 yes
StrippingDVDouble 2 0.4 3.5 4. 3. 4 one
StrippingDVSingleDown 1 3. 4. - 3. 4 100. no
Table 4.7: Deĕnition of the displaced vertex stripping physics lines in stripping 17. 'MV' stands
for material veto. e lines printed in bold are used for this analysis.
Line Ncand Rxy > m >
P
pT > Ntracks MV HLT PS
 [mm] [GeV] [GeV] 
Eﬃciency lines
StrippingDVSinglePS 1 0.4 3. 3. 4 no 0.005
StrippingDVDoubleHLTPS 0 Hlt2DVDoublePS
StrippingDVSingleHLTPS 0 Hlt2DVSinglePS jj
Hlt2DVSinglePSMV
StrippingDVJPsiHLT 1 0.4 3. 3. 4 no Hlt2DiMuonJPsi
StrippingDVMinBias 1 0.4 3. 3. 4 no Hlt1MBNoBias
Table 4.8: Deĕnition of the eﬃciency-related displaced vertex stripping lines in stripping 17. 'MV'
stands for material veto, 'PS' for postscale.
ĕnding eﬃciency. e downstream displaced vertex reconstruction in the stripping
is identical to the one performed in the trigger, which is described in Section 4.3.2.
e only exception are the input tracks, which in the oﬄine environment include all
track types. e parameter tuning of the oﬄine stripping algorithms can be found in
Table 5 in Appendix A.
4.5.2 Stripping lines
e long-lived particle candidates are selected with the stripping lines 'StrippingDV-
SingleHighMass', 'StrippingDVSingleMedium' and 'StrippingDVSingleHighFD'.ey
are printed in bold in Table 4.7, which lists the selection criteria for themain displaced
vertex stripping lines. e oﬄine vertex reconstruction includes primary interaction
vertices, as it did in the trigger. To eliminate these, a selection similar to the one de-
scribed in Section 4.3.3 is applied to all lines. e grouping of the diﬀerent physics
analysis lines in the stripping is similar to the trigger set-up, as shown in Table 4.7.
Furthermore, there are stripping lines to obtain control samples, labelled 'eﬃ-
ciency lines', as listed in Table 4.8.
e 'StrippingDVSinglePS' stripping line has the same settings as the
Hlt2DVSinglePS trigger line, with an additional postscale factor, thereby fur-
ther limiting the output rate. is line provides a sample with a loose selection, which
can be used for background Monte Carlo studies.
e 'StrippingDVSingleHLTPS' and 'StrippingDVDoubleHLTPS' lines do not re-
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Oﬄine selection line N candidates N candidates N candidates
(xL0xHLT1 (xL0xHLT1)
xHLT2 ( DVkTopo ))
Stripping all (non-PS) 14,422,113 4,731,724
StrippingDVSingleHighMass 3,228,663 1,599,207
x Hlt2DVHighMassPS 419,765
StrippingDVSingleMedium 3,054,695 1,844,031
StrippingDVSingleHighFD 3,624,340 2,046,191
x Hlt2DVHighFDPS 1,234,803
StrippingDVSingleDown 3,127,778 3,186
x Hlt2DVSingleDown 377
StrippingDVDouble 5,560,695 1,850,547
x Hlt2DVDouble 371,921
Stripping lines for DV 6,333,548 3,250,006
Table 4.9: Oﬄine vertex reconstruction event yields on 0.62  1 of 2011 data. e third col-
umn lists the output of the speciĕed stripping line, aer requiring the L0, HLT1, and the HLT2
lines used for this analysis (DV and Topo). e right-most column gives the overlap between
the Stripping line and the corresponding HLT2 line. e lines printed in bold are used for this
analysis.
construct the event, which saves CPU time. Instead, they store every event passing
the corresponding postscaled trigger lines indicated in Table 4.8. An oﬄine recon-
struction is applied aerwards on these events. e 'StrippingDVSingleHLTPS' line
for example contains events that pass trigger lines with and without the material veto
applied, which be used to compute the number of events rejected by the material veto.
'StrippingDVJPsiHLT' is designed to determine trigger eﬃciencies and systemat-
ics. It selects events that were triggered in HLT2 independently of the displaced vertex
selections, namely by the J= di-muon line. It then applies the stripping displaced ver-
tex reconstruction on this independent sample.
Events passing any of the displaced vertex lines are collected in the electroweak
data stream (see Section 3.3). Table 4.9 shows the number of events in the subset of
the 2011 electroweak stream that pass each of the stripping lines. A comparison of
the third and the rightmost column shows that there is limited overlap between the
displaced vertex stripping lines and the displaced vertex trigger lines. is is mainly
because the tracks that are used as input to the on- and oﬄine vertexing algorithms are
not identical, leading to diﬀerences in the reconstructedmass of the vertices in the on-
line and oﬄine environment. e HLT2 only reconstructs tracks using an algorithm
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based onVELO track seeds (the so-called 'forward tracking', explained in Section 2.3),
whereas the oﬄine tracking implements two diﬀerent tracking techniques, leading to
a higher oﬄine track-ĕnding eﬃciency. Furthermore, to limit the time used by the
online event reconstruction, only tracks with p > 5 GeV and pT > 0:5 GeV are se-
lected. e events that do not pass the displaced vertex trigger lines because of the
online-oﬄine diﬀerences, can partly be recovered by the topological trigger lines, as
explained in Section 4.2. One can also see in this table that the 'StrippingDVSingle-
Down' stripping line has almost no overlap with the HLT1 trigger, since no down-
stream tracks are available in HLT1. e events that do pass, are triggered by another
object in the event within the VELO acceptance.
To conclude, the long-lived particle analysis uses candidates from the stripping
lines 'StrippingDVSingleHighMass', 'StrippingDVSingleMedium' and 'StrippingDV-
SingleHighFD'. e number of events selected in data by the combination of these
three lines is given in the last line of Tab. 4.9, with and without the additional trigger
requirements.
4.6 Material veto
Most displaced vertices at a radius above approximately 5mm from the beamline orig-
inate from interactions with the detector material, as shown in Fig. 4.8a. e ĕgure
illustrates that the interaction vertices can be identiĕed by their position distribution.
For example, the VELO sensors and the RF foil can be clearly distinguished in the
zoom-in of the Rxy versus z distribution.
To eliminate vertices from material interactions, a veto is applied on vertex posi-
tions close to material, using a geometrical description of the detector volume. e
material veto deĕnes approximately 1-2 mm wide envelopes around the VELO mod-
ules and the RF foil. It is described in detail in [56]. e material positions are deter-
mined from the detector geometry in the running conditions database, and the veto
is implemented separately for the le and right detector modules. Figure 4.8 shows
the vertices rejected by such a veto in black, and the ones that pass in red. Since the
ĕgure depicts real data, the red points are mostly decaying beauty and charm hadrons,
which typically have a Ęight distance below a few millimeter. e material veto is ap-
plied at trigger level, since the material interactions could easily saturate the trigger
bandwidth reserved for the displaced vertex analyses.
e material veto applied in the HLT2 and in the stripping is identical. However,
since the position of vertices in the trigger and stripping is not the same, the ĕnal
envelop is still slightly larger than the stripping veto itself. When analysing a large set
of data, it was found that the MV still missed a small region of material interactions at
large z-position, close to the beam axis. Furthermore, the resolution of the vertices at
large z is signiĕcantly worse than at low z. erefore an extension of the material veto
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(a)
(b)
Figure 4.8: Distribution of displaced vertices in (a) the Rxyz-plane and (b) the xz-plane in LHCb
data. e box in (a) shows a zoom where only vertices with x > 0 are selected, which shows the
separate sensors in the VELO plane, enveloped by the RF-foil. e vertices in red are accepted by
the material veto while those in black are rejected. e data has been obtained with a postscaled
displaced vertex trigger without the material veto applied.
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Figure 4.9: Eﬃciency for vertices from a simulated hidden valley sample with m0v = 43 GeV
and 0v = 100 ps to pass the material veto as a function of the distance Rxy to the beam axis.
e grey superimposed histogram is the Rxy distribution for this sample.
('extended MV') has been applied with extra vetoed regions and an increasing veto
thickness for larger z.
e eﬃciency of the MV for signal events is shown in Fig. 4.9 as a function of the
distance Rxy to the beam axis. e integrated eﬃciency per Rxy bin is low in the region
around the RF foil, for distances Rxy between 5 and 14 mm. In the full VELO detector
volume the eﬃciency is approximately 60%. In Section 7.4 the expected remaining
background from material interactions is discussed.
4.7 Beam-related background veto
Another signiĕcant contribution to the background comes from events induced by in-
teractions of particles in the beam halo, so-called 'beam-splash' events. e particles
possibly originate from an interaction between the beam halo and an object upstream
or downstream of the VELO detector, for example a collimator. ese events are char-
acterised by a large number of charged particles that traverse one side of the VELO in
almost parallel trajectories. e proximity of the hits of these particles leads to an even
larger number of fake tracks with very small slopes. ese tracks can easily be com-
bined into a vertex at multiple points, leading to fake vertices at a large distance to the
beam. Figure 4.10 shows the position of decay vertices in the oﬄine analysis, aer the
material veto has been applied. Two large clouds of vertices are visible at the negative
x-side, where most parallel tracks pass through. e tracks are most likely to create
vertices when they cross real tracks at a sizeable angle, for example from the primary
interaction region or from material interactions. is explains the diagonal shape of
the clouds, which point back to the collision region. Two selection criteria are applied
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Figure 4.10: Position of decay vertices in the xz plane aer application of the extended material
veto. Events in red have been identiĕed as beam-splash events, and will be rejected.
that reject beam-splash events.
First, a selection is applied to the ratio of the number of reconstructed VELO track
segments relative to the number of VELO clusters. If there is more than one track
reconstructed for every ten clusters, i.e. Ntracks=Nclusters > 0:1, the event is rejected.
e distribution of this variable is shown in Fig. 4.11a. Although it is eﬃcient for
signal, this selection still leaves a considerable amount of background.
erefore, in addition, a second veto is developed that uses the distribution of
VELO hits. e hits associated to beam-splash particles are all close in  in the VELO.
To exploit this feature, a vector sum can be deĕned in the transverse plane:
D =
X
 hits i

cosi
sini

(4.6)
where the sum runs over all hits in the VELO -strips, and i is the direction of the
strip. If all hits are in -strips close together (in the same  direction), they add up to
a large D. If they are more random, they decrease the value of D e distribution
of D, both for simulated signal events (green) and data (red and blue) is shown in
Figure 4.11b. To reject beam-splash events, the threshold is set at D < 250.
Neither the cut on the track-to-hit ratio nor the cut on D has been deployed in
the 2011 trigger or stripping. However, they are applied in the oﬄine analysis and will
be used for future trigger and stripping selections.
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Figure 4.11: Distribution of (a) Ntracks=Nclusters and (b) D in a subset of simulated hidden valley
signal events (green) and of 2011 data (red and blue) selected for the displaced vertex analysis.
e blue events are rejected by the global event cuts D < 250 (a) and Ntracks=Nclusters < 0:1 (b),
and the events in red are accepted.
4.8 Characteristics of the reconstructed displaced vertices
e selectionsmade in the trigger and the stripping can be studied on simulated signal
samples, but they are not easily visualised in data since the trigger selection is already
applied online, before the data is stored. Fig. 4.12 shows the relevant distributions of
the MC signal candidates passing the loosest stripping line SinglePS (in red), before
any subsequent cuts are made, and before the triggers are applied. e cut-oﬀs due
to the SinglePS stripping selection are clearly visible. Fig. 4.12d, depicting the radial
distance from the beamline, shows that the data contain many material interactions,
for example around Rxy = 6 mm.
Figure 4.13 shows the same data, aer the trigger selection has been applied (pass-
ing L0, HLT1 and either topological or displaced vertex HLT2). Since the histograms
show events passing a mixture of stripping lines, and since the online and oﬄine re-
constructed quantities are not necessarily equal, the various trigger cuts are not all
clearly visible in the distributions. However, one can still see the eﬀect of the cut at
Rxy > 2 in the data in Fig. 4.13d. e decrease at Rxy = 5 is due to the material veto.
4.9 Minimum number of vertex tracks
e displaced vertex candidates created in the stripping consist of at least ĕve tracks.
e distribution of the number of tracks in the displaced vertices, shown in Fig. 4.13c,
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Figure 4.12: Vertex (a) mass, (b)
P
pT, (c) number of tracks and (d) distance from the beamline
of vertices accepted by the StrippingDVSinglePS stripping line in simulated hidden valley signal
events and in data. No further trigger requirements are made on the MC, and the material veto
is not applied. ese histograms are normalised to unit area, and do not represent the full data
set used for the analysis.
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Figure 4.13: Vertex (a) mass, (b)
P
pT, (c) number of tracks and (d) distance from the beamline
of vertices accepted by the StrippingDVSinglePS stripping line in simulated hidden valley signal
events and in data. Both are triggered by L0, HLT1, and either the topological or the displaced
vertex HLT2 lines, and the material veto has been applied. ese histograms are normalised to
unit area, and do not represent the full data set used for the analysis.
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indicates that at least six tracks can be required in the vertex without much signal loss.
is requirement rejects a large fraction of the background and increases the signal
over background ratio. A tighter selection on the number of tracks could be moti-
vated with the same argument, as shown in Fig. 4.14. However, in order to keep the
analysis sensitive to decays with a relatively small displaced vertex track multiplicity,
the selection criterion is to have at least six tracks per vertex.
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Figure 4.14: Optimisation of the selection on the displaced vertex track multiplicity. (a) se-
lection eﬃciency versus the value of the selection criterion in simulated hidden valley signal
(HV10_M35) and in data. (b) ĕgure of merit Nsignal=
p
Nbackground + 1 versus the value of the
selection criterion.
4.10 Outlook
Trigger selection
emain limitation of the HLT1 trigger is its ineﬃciency to select vertices outside the
VELO detector acceptance. Firstly, a track must contain at least ten VELO clusters
to be accepted for the HLT1. Secondly, the number of VELO planes in which a hit
is expected but not observed is required to be smaller than three. is results in a
large decrease of the vertex ĕnding eﬃciency above Rxy > 10 mm. A dedicated HLT1
displaced vertex line is added in 2012 to circumvent part of this problem. is line
selects only those tracks that have a large impact parameter (IPPV > 1:5 mm) to the
primary vertex. It then creates two-track combinations, of which at least one track
has a distance of closest approach to the beamline larger than 2 mm and at least three
VELO planes with clusters , of which at least two are consecutive. Only events with
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two-track vertices with a distance of closest approach to the beamline above 0:3 mm,
and a radial displacement larger than Rxy > 12 mm, are selected. is development
increases the HLT1 eﬃciency on signal by about 60% for high radii.
e additional HLT1 line still does not solve the eﬃciency loss due to the require-
ment of a VELO segment in each HLT1 track. Both in the HLT2 and in the stripping
an algorithm is implemented that makes use of downstream tracks, in addition to the
standard search for displaced vertices in the VELO. However, this output has not been
used since the HLT1 rejects vertices outside the VELO acceptance. A possible solu-
tion is to implement a faster and more precise track reconstruction in the detectors
downstream of the VELO detector.
In the HLT2, the vertex algorithm reconstructs displaced vertices as well as pri-
mary interaction vertices. is is ineﬃcient in terms of timing, and therefore the algo-
rithms written for future data collection only receive input tracks that do not point to
any primary vertex (IPPV > 0:1mm), and that do not point in the backward direction.
ese improvements are propagated to the stripping procedure.
Stripping selection
To obtain a high eﬃciency, the vertex reconstruction algorithms apply loose criteria,
allowing a large fraction of the tracks in the 0v decay chain to be absorbed into a single
vertex. To decrease the systematic uncertainties related to the position of the vertex
and to get amore precise estimate of the Ęight distance of the long-lived particle, some
eﬀort has been made to improve the vertex position resolution. Additional tuning
of the vertex algorithm to improve this resolution did not produce the desired eﬀect
without a notable loss in eﬃciency.
Several attempts to improve the vertex reconstruction eﬃciency, such as the use
of a diﬀerent vertex algorithm and a looser parameter tuning, have not yielded any
signiĕcant increase in eﬃciency. Both in the stripping and in the trigger selection, the
room for improvement is constrained by the maximum output bandwidth.
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CHAPTER 5
Jet reconstruction
In the analysis of the 2010 dataset [56], the mass of the long-lived particle candidates
was calculated as the invariant mass of the charged particles originating from the dis-
placed vertex. is leads to a mass estimate of signal candidates below the generated
mass. Since then, a common jet algorithm has been developed in the LHCb collab-
oration, and a customised version for jets from displaced vertices was developed in
parallel. Although the emphasis of this analysis lies on retrieving a correct mass esti-
mate using the jets, the Ęavour of the underlying quarks can also be used for selection
and identiĕcation of the long-lived particles. e candidate selection andmass recon-
struction based on the jets are discussed in Chapter 6. is chapter describes the jet
input and reconstruction for long-lived particles in LHCb, the optimisation of the jet
reconstruction parameters and the selection of good jets.
5.1 Jet reconstruction
A jet is deĕned as a collimated cluster of energetic particles, produced by the fragmen-
tation of partons (either quarks or gluons). Since partons are not directly observable,
the properties of hadron jets are the only available means to relate the observed par-
ticles to the initial quarks and gluons. e relations between the particles observed in
the detector and the associated parton-level production processes are not easily identi-
ĕed, but jet-ĕnding algorithms have been developed which come close to reconstruct-
ing the kinematic properties of the initial partons [89]. To successfully perform the jet
reconstruction, one needs to start with feeding the jet algorithm an accurate list of
input particles.
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5.1.1 Jet input
e selection of particles that serve as input to the jet reconstruction algorithm can be
done in several ways. One way is to start from energy clusters in the calorimeters, and
to match charged particle tracks to those clusters. is method is used for example in
the ATLAS experiment, which beneĕts from a good calorimeter resolution [100]. A
second way, called 'particle Ęow', is to start from the tracks reconstructed in the track-
ing and vertexing detectors, and to extrapolate these to the calorimeters to match the
energy clusters. e latter method is used in CMS [101] and also in LHCb, since it re-
lies primarily on good tracking performance to reconstruct the jets, thereby reducing
the contribution of the calorimeters to the jet energy resolution.
e standard jet ĕnding algorithm used in LHCb [102] starts with a partitioning
of the charged particles in the event. By default this partitioning is performed by as-
sociating tracks to primary vertices using their distance to the vertex 2IP. In contrast,
to reconstruct jets from long-lived particles, the event is partitioned by associating
tracks to the displaced vertices, only selecting tracks that explicitly point away from
any primary vertex. e jet ĕnding is performed independently for each candidate in
the event, although in practice there is usually only a single displaced vertex candidate.
e input to the jet search is selected as follows:
• tracks with a VELO segment (long, upstream and VELO tracks) that have an
2IP > 20 to any PV, a distance to the displaced vertex IPDV < 2 mm and
IPDV < IPPV for any PV;
• downstream tracks with an 2IP < 30 to the displaced vertex;
• neutral calorimeter clusters which cannot be associated to a charged track.
e cut on the track IPDV < 2 mmwas shown in the simulation to be large enough to
include over 95% of tracks from the b-hadron decay chain of 0vs. e selection of the
downstream tracks takes into account the limited resolution of the pointing informa-
tion of those tracks due to the long extrapolation distance from the TT detector hits.
For the neutral energy deposits in the calorimeter, care is taken to prevent double-
counting of the energy. If the neutral energy deposits in the calorimeters are matched
to charged particles, the expected calorimeter energies associated to the momentum
measurements of the tracks are subtracted from the neutral energy. e clusters that
are far enough from any track are considered as neutral particles. ese neutral par-
ticles are used as input to each of the displaced vertices in the jet ĕnding, since they
contain no pointing information.
Additionally, the eﬀect of quality cuts to reduce the fraction of reconstructed ghost
tracks (fake tracks resulting from random combinations of hits in the tracking detec-
tors) has been studied, such as a selection on the maximum 2/dof in the VELO, on
the maximum pseudorapidity of the track, and on the number of missing hits in the
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VELO (compared to the expectation from the tracking). Although a tighter selec-
tion reduces the ghost rate, it is observed not to improve the jet energy resolution.
Furthermore, more selection criteria on the tracks lead to additional systematic un-
certainties on the eﬃciency or jet energy scale. Consequently, these selection criteria
are not applied in the analysis presented in this thesis.
5.1.2 Jet reconstruction algorithm
e charged particles and the neutral energy clusters are combined into jets using the
anti-kt jet algorithm [89] within the F package [103].e jet ĕnding procedure
searches for jets within a certain cone size around the most energetic objects in the
event. ere are two categories of jet reconstruction algorithms. e ĕrst category are
cone jet algorithms that assume the conical energy Ęow in the event is unchanged by
the hadronisation and QCD branching. e jets are reconstructed based on the coni-
cal energy deposit in the detector. e second category are sequential recombination
algorithms that start from the largest energy deposits in the detector, and repeatedly
add surrounding particles according to a distance measure that depends on the en-
ergy and the spatial distance of the particles. Especially for LHCb, with its limited
acceptance, jets with a smooth conical shape are preferred, because they enable the jet
to be reconstructed even though part of its energy falls outside the acceptance. e
anti-kt algorithm combines the advantages of sequential recombination and cone jet
algorithms in such a way that so radiation does not cause the jet boundaries to be
irregular.
e main characteristic of the anti-kt algorithm is that it is infrared safe; particles
with a high momentum can modify the shape of the jet, while soer particles cannot.
is means that the jet boundary in the algorithm is robust with respect to so radi-
ation, but Ęexible for hard radiation. e anti-kt algorithm is also collinear safe; the
output is not dependent on whether a certain amount of energy is carried within one
single particle, or within two collinear particles.
e jet ĕnding sequence starts from the hardest (highest transverse momentum)
object in the event, which is labelled '1'. So particles (labelled 'i') within a radius R of
the hardest object are collected in one jet, that is, if no other hard objects are within
that radius. e clustering is performed by ĕrstmerging the elementswith the smallest
distance factor d21i. Deĕning the transverse momenta of the hardest particle pT1 and
any other particle pTi, the distance factor between them is:
d21i = min(
1
p2T1
;
1
p2Ti
)
R21i
R2 (5.1)
whereR21i is the spatial distance in pseudorapidity and azimuthal angle between the
particles (R21i = 21i +21i), and R is the maximum cone radius. is deĕnition,
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using the inverse transverse momenta, ensures that the distance factor between two
soer particles is larger than the factor between a hard and a soer particle, so soer
particles will cluster more easily with a harder particle than with other so particles.
If any other energetic particles are within a distance R < R1i < 2R of the initial hard
object, they will form a jet of their own, and depending on their energy and overlap,
at least one of the resulting jets will be conical.
Jets in LHCb are by default reconstructed with a minimal pT threshold of 10 GeV.
However, MC studies showed that lowering the pT requirement to 5 GeV improves
the signal eﬃciency of the low-mass 0v samples. erefore the jets associated with
displaced vertices are reconstructed with pT > 5 GeV.e reconstructed jet pT distri-
bution of the jets associated to displaced vertices is shown in Fig. 5.1. e jets in data
typically have a lower transverse momentum than the signal jets.
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Figure 5.1: Transverse momentum of the individual jets of dijet candidates in data and in sim-
ulated hidden valley signal. e distributions are normalised to unit area.
5.1.3 Jet reconstruction on signal Monte Carlo
e eﬀect of varying input parameters of the algorithm and of applying cuts on the
output jets is studied using simulated signal events. 'True' Monte Carlo jets are re-
constructed by running the jet reconstruction algorithm only on particles originating
from a true 0v decay. Since the true jets are reconstructed on top of HepMC [90]
particles (i.e. pions, kaons, protons, neutrons, hyperons, photons, electrons, muons
and neutrinos), they represent the jets that could be measured with a perfect detector,
without any pile-up or underlying event. To retrieve the 'reconstructed' jets, the jet
algorithm as used in the displaced vertex analysis is run on the whole event (on all the
reconstructed particles instead of on 'truth' MC particles from the 0v decay only).
From the true jets, the ones with suﬃcient transverse momentum (pT > 5 GeV),
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Figure 5.2: (a) Distribution of R between the true and reconstructed jet, and (b) the ratio of
reconstructed jet energy and true jet energy. Jets are considered to be 'reconstructed' if they have
R < 0:5, and if they are within 0:6 < Ereco=EMC < 2:0.
and with a pseudorapidity 2:0 <  < 4:5 are selected, mimicking the acceptance of
the LHCb experiment. An extra selection is made on the true jets to make sure they
are reconstructible: they need to originate from a 0v that has an associated recon-
structed displaced vertex. is has the eﬀect that only jets from 0v decays within the
VELO acceptance are called reconstructible. Reconstructed jets are matched to MC
jets by requiring that they are spatially close, i.e. that R < 0:5. e distribution of
R is shown in Fig. 5.2a. To evaluate the quality of the reconstructed jets, the ratio
Ereco=EMC is studied in Fig. 5.2b. To call a jet 'reconstructed', 0:6 < Ereco=EMC < 2:0
is required. is removes about 10 % of the jets.
5.2 Jet cone size
An important parameter in the jet clustering is themaximum cone size R. e smaller
the value ofR, the larger the fraction of jet energy that is lost, and the poorer the energy
resolution. Although larger values of R lead to smaller energy loss, they also increase
the noise from the underlying event and the probability that otherwise well-separated
parton jets are merged.
By default, the LHCb jet reconstruction is performed with a distance parameter
R = 0:5, for example in the 'Z + jet' analysis [102]. is cone size is also used for the
displaced vertex analyses in the CMS experiment, whereas the ATLAS experiment
uses a lower value of R = 0:4. However, the analysis presented here uses a larger cone
size, of R = 0:7, because LHCb has a lower pile-up than the multipurpose experi-
ments, and the sought-aer b-jets have a relatively large size.
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Tomotivate the choice for the cone size, the algorithms to retrieve true and recon-
structed jets (as explained in section 5.1.3) are applied with varying cone size, between
R = 0:4 andR = 0:9. Fig. 5.3 shows the resulting dijet invariantmass of reconstructed
jets, and Table 5.1 lists the reconstructed mean and resolution values of the various
cone sizes. e aim is to get a good resolution at a mean mass close to the original
0v mass, in this case 35 GeV. e best combination of reconstruction eﬃciency and
mass resolution, determined by the ratio of the RMS and the mean of the dijet mass,
is achieved for R = 0:7.
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Figure 5.3: Reconstructed dijet mass using diﬀerent cone sizes, for simulated hidden valley signal
(with m0v = 35 GeV and 0v = 10 ps).
Cone size Dijet mass mean [GeV] RMS [GeV]
R = 0:4 18.1 7.9
R = 0:5 21.0 8.1
R = 0:6 23.3 8.5
R = 0:7 25.3 9.0
R = 0:8 27.2 9.7
R = 0:9 29.2 10.6
Table 5.1: Reconstructed dijet mass mean and resolution for various jet cone sizes, on the
HV10_M35 signal sample (with m0v = 35 GeV and 0v = 10 ps).
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Figure 5.4: Distribution of jet ID variables for jets associated to oﬄine selected displaced vertices
in data and simulated hidden valley signal before the jet ID cuts are applied. e distributions are
normalised to unity. e following jet ID criteria deĕne a good jet:  < 0:7,  > 0:9 GeV
and  > 0:1.
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5.3 Jet identiĕcation
Among the objects reconstructed by the jet ĕnding algorithm, there is still a certain
fraction of poorly reconstructed and fake jets. Jet identiĕcation (jet ID) variables can
be used to select good jets:
•  is the fraction of transverse momentum carried by the highest pT track.
 < 0:7 rejects lowmultiplicity jets that consist essentially of one track, such
as leptons;
•  is the pT value of the track with most pT in the jet.  > 0:9 GeV selects
jets with at least one charged particle with suﬃcient transverse momentum. It
rejects jets that are composed only of neutrals and so tracks;
•  is the fraction of charged transverse momentum in the jet, with respect
to the total pT of neutral and charged particles.  > 0:1 rejects jets with a
small charged pT fraction. A minimum amount of charged pT is required since
vertexing will be performed within the jet in a later stage of the reconstruction;
• 90 is the minimum number of charged and neutral particles required to con-
tain 90% of the jet pT. No selection is made on this variable.
Fig. 5.4 shows the distributions of the jet ID variables listed above, for candidates that
pass the oﬄine selection in data and signalMC.e jet ID selection values were deter-
mined from these distributions. ere is a contribution in data from fake jets that have
either many low-momentum tracks (visible in the  and  distributions), one or
two high-momentum tracks (90), or either a large fraction of neutral energy or only
charged energy (). ese are removed from the sample by the jet identiĕcation
quality criteria.
5.4 Jet reconstruction eﬃciency
e eﬃciency of reconstructing jets is deĕned using the reconstructed and true jets as
described in Section 5.1.3. To call a true jet 'reconstructible', it must have: pT > 5GeV,
2:0 <  < 4:5, and there has to be a reconstructed displaced vertex associated to the
true 0v .
e jet reconstruction eﬃciency before and aer the jet ID selection is shown as
a function of pT, , , the decay time c and the radial distance Rxy in Fig. 5.5. e
eﬃciency drops below  = 2 and above  = 4:5 due to the detector acceptance. e
decrease at low pT can be related to the drop in eﬃciency at high . Furthermore, low-
pT particlesmight not reach the calorimeters because they are bent outside the detector
acceptance due to the magnetic ĕeld. e eﬃciency is reasonably independent of the
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true decay time andRxy, as long as the decay vertex is well within the ĕducial volume of
the VELO and outside the primary interaction region. Studies of the jet ID eﬃciencies
as a function of pT showed that the  cuts mostly aﬀect low pT jets, while the 
eﬃciency is approximately independent of pT. A summary of the eﬃciency of the jet
ID cuts on signal MC, integrated over all pT values, is given in Table 5.2.
cut eﬀMC eﬀMC
only this cut this cut last
 99.55 0.02 99.54 0.02
 98.49 0.04 99.55 0.02
 97.68 0.05 98.72 0.04
all 96.79 0.06 -
Table 5.2: Eﬃciencies of jet ID cuts on reconstructed jets associated to the 0v candidates in the
simulated hidden valley signal (with m0v = 35 GeV and 0v = 10 ps). e requirement 0:6 <
Ereco=EMC < 2:0 has been applied on the reconstructed jets.
5.5 Jet energy correction
A jet energy correction is applied to recover the non-reconstructible neutral particles
and charged particles that fall outside the detector, to correct for the ĕnite resolution
of the calorimeter, and to correct for noise and pile-up in the event. is correction
will be applied as a function of the number of primary interactions per event.
Jets with low pT have a deteriorated pT resolution, as is shown in Fig. 5.6a. Aer
a selection on the 'reconstructed' jets, which requires 0:6 < Ereco=EMC < 2:0, the
diﬀerences in resolution between the pT bins decrease. Figure 5.6b shows the ratio
of the transverse momenta of the reconstructed and associated true jets, for various
pile-up multiplicities. For events without pile-up ('1 PV'), the distribution is slightly
narrower, than for higher multiplicities.
Figure 5.7a compares the energy of the reconstructed jets to that of the 'true' jets in
signal MC, for events with one primary interaction. A jet energy correction is applied
for the pile-up; the number of primary interactions in the event. Fig.5.8 shows the
ratio Ereco=EMC for diﬀerent primary vertex multiplicities. e ratio features on the
one hand a shi due to pile-up contributions (a positive bias) and on the other hand it
features losses from reconstruction (a negative bias). A jet energy correction factor is
retrieved by taking the mean of a ĕt to this ratio, using a landau function convoluted
with a gaussian. e ĕt is performed only on the jets with an energy in the range 60-
600 GeV. e correction factor retrieved in this way for the events with one primary
vertex is depicted by the slope of the grey line in Fig. 5.7b. e correction factors as
a function of the number of primary vertices are listed in Table 5.8.
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Figure 5.5: Jet reconstruction eﬃciency excluding jet ID selection (black) and including jet ID
(green) on the simulated hidden valley signal. For MC jets with pT > 5 GeV from 0v decays
inside the VELO acceptance.
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Figure 5.6: Ratio of the transverse momenta of the reconstructed and associated true jets in sim-
ulated hidden valley signal, (a) for various bins of jet pT (before the selection on the energy ratio),
and (b) for various pile-upmultiplicities (aer the selection on the energy ratio). All distributions
are normalised to unity.
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Figure 5.7: (a) Energy of the reconstructed jet versus energy of the associated true jet for events
with one primary vertex (before the selection on 0:6 < Ereco=EMC < 2:0). For jets originating
from 0v samples with 10 ps lifetime and masses of 25, 35 and 43 GeV. (b) Proĕle of recon-
structed versus true jet energy for events with one primary vertex. e slope of the grey line
(0.843) is the JEC factor, which is the mean of the ĕt to events with no pile-up in Fig. 5.8.
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Figure 5.8: Ratio of the energy of the reconstructed jet and the associated true jet, for diﬀerent
PV multiplicities. For jets originating from a 0v with 10 ps lifetime and a mass of either 25, 35
or 43 GeV. e jet energy correction factors in the table on the right represent the mean value of
a ĕt (landau function convoluted with a gaussian) of each curve in the le ĕgure.
As illustrated in Fig. 5.9, applying the pile-up corrections to the jet four-momenta
leads to a shi of the mass to higher values, but does not improve the mass resolution.
e ratio of data over signal events under the signal peak (within two standard devi-
ations) slightly decreases aer the correction, which suggests that the correction will
not worsen the signal from background separation. e jet energy correction will be
applied to the dijetmass of the candidates, aer all the selections have been performed.
In other LHCb analyses that use jets, a jet energy correction is applied as a func-
tion of the number of primary interactions in the event, of the pseudorapidity and
the transverse momentum of the jets, and of the number of charged particles in the
jet. e correction factors are retrieved from the energy or pT ratio of the true and
reconstructedMonte Carlo jets [104].e LHCb 'Z + jet' analysis showed that the jet
energy response is well described by the simulation [102] .
Since this analysis uses a larger cone size than the default jet reconstruction, all the
correction factors would have to be retrieved anew. In order to judge the importance
of the jet energy correction for this analysis, the eﬀect of a correction on the dijet mass
mean and resolution is studied ĕrst. e result is that a correction does not improve
the mass resolution: it only shis the reconstructed mass to higher values. Since the
corrections are larger for low pT jets, which appear more oen in background than
in signal, it is expected that the low mass background will be moved into the signal
region. erefore, no jet energy correction depending on jet kinematics is applied.
Not only does this analysis use a diﬀerent cone size than the default LHCb jet re-
construction, it also uses displaced rather than prompt jets. erefore any dependence
on the Ęight distance to the PV of the jet energy response (for example caused by the
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Figure 5.9: Dijet invariant mass distribution (a) before and (b) aer the jet energy correction is
applied. Data is shown in black, simulated hidden valley signal in red. For visibility, the simulated
signal is scaled to 0.62  1 assuming a Higgs cross-section of 10 nb and branching fractions of
100% for B(H! 0v0v) and B(0v ! bb).
VELO tracking eﬃciency) might inĘuence the quality of the MC description of the
jets. Whereas the 'Z + jet' analysis showed that the energy response is described in
the MC within a few percent, a decline of the resolution as a function of Rxy could
possibly worsen this result. However, no signiĕcant dependence is observed of the
MC jet energy response on the radial displacement of the candidate, or on the z po-
sition of the primary vertex. e jet reconstruction eﬃciency shows no decline as a
function of radius, as can be seen in Fig. 5.5e and 5.5f. erefore, no additional sys-
tematic uncertainty is expected on the energy scale of displaced jets within the VELO
acceptance.
5.6 Outlook
e selection of input particles plays a major role in the jet reconstruction. Various
studies on the exclusion of ghost-like and bad quality tracks have not yielded any no-
table improvement in the jet energy resolution. However, studies to exclude jets with
large numbers of ghost tracks in the outer tracker could lead to a solution for the peak-
ing distribution of low-quality jets in the  plane, that will be discussed in more detail
in Chapter 7. An alternative way to solve this is to apply a multi-variate selection us-
ing input variables such as the charged particle density, photon density, and energy
distribution in the jet.
To reconstruct a cleaner sample of jets, one could increase the pT threshold for jets
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from 5 GeV to 10 GeV. e lower-mass signals, for which the eﬃciency would de-
crease, could be recovered using the selection of a single large jet instead of two small
jets. e reconstruction of single-jet candidates is an interesting approach to enhance
the sensitivity for lower signal masses. However, the background for single-jet candi-
dates is much larger than for dijets. erefore one could reconstruct the substructure
within the jet to distinguish signal from background. A separation can be made be-
tween the 'direct' decay vertex, and 'subvertices' from the b-decays. is also enables
a separation between diﬀerent quark Ęavours (mainly b versus c and lighter quarks),
and could additionally be used as a means of jet Ęavour tagging for the dijet analysis.
One of the issues that inĘuences the selection eﬃciency is the inconsistency be-
tween the online and oﬄine reconstructed tracks and vertices. Currently the displaced
vertex is reconstructed twice, in the HLT2 and in the stripping. e largest eﬃciency
loss in the oﬄine selection is caused by the requirement of two jets. is is solved
by including the jet reconstruction in the stripping procedure, thereby omitting the
stripping vertex reconstruction. is decreases the systematic uncertainties related to
the online-oﬄine diﬀerence and it increases the selection eﬃciency.
CHAPTER 6
Candidate reconstruction
Aer the jets are reconstructed and selected, further selections aremade to ensure that
the jets are well-matched to the displaced vertex. Once the candidates are deĕned, the
jet multiplicity and the jet or multi-jet properties can be used to distinguish the signal
candidates from background.
6.1 Jet-to-vertex matching
To ensure that the jets and the vertex belong to the same 0v candidate, a jet-to-vertex
matching is performed in two ways. Firstly, as was described in Section 5.1.1, each jet
is constructed from individual particles that point back to the displaced vertex, using
the impact parameter of the tracks to the vertex. Secondly, the resulting jet should also
point back to the vertex, which is achieved by a selection using the maximal impact
parameter of the jet to the displaced vertex.
In order to calculate the impact parameter (IP) of a jet to a vertex, the 'trajectory'
of the jet needs to be deĕned. If the jet has only one track segment with VELO infor-
mation, the jet IP is deĕned as the IP of this segment to the vertex. Otherwise, if the jet
has more than one track segment, an adaptive vertex ĕt to all the tracks is performed.
e position of the resulting vertex is combined with the jet momentum direction to
compute an impact parameter to the displaced vertex.
To assure that the jet contains suﬃcient information to compute a reliable impact
parameter, jets are only accepted in case they contain at least one charged particle with
a VELO segment. Fig. 6.1 shows the track content of the jets associated to each vertex
aer this requirement, illustrating that the tracks without a VELO segment (down-
91
92 CANDIDATE RECONSTRUCTION
VELO
long
upstream
downstream
Track content per jet
0.1
0.2 0.3
0.4
0.5
0.6
0.7
0.8
D
ata11
 =
 35 G
eV
v
pi
m
H
V
 
Figure 6.1: Track content of the jets associated to displaced vertices. Number of tracks of a certain
type divided by the total number of tracks in the jet, normalised to unity in data and simulated
hidden valley signal.
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Figure 6.2: (a) Impact parameter between the jet trajectory and the displaced vertex candidate
and (b) the smallest impact parameter of the jet to any primary vertex, in data and simulated
HV10_M35 events. e distributions are normalised to unity.
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stream tracks) only constitute a small portion of the tracks in the jets. e diﬀerence
in track content between data and simulation is due to the fact that the simulation
contains only signal events, whereas the data contains mainly background events.
Figure 6.2a shows the IP distribution of the jets to the displaced vertex and 6.2b
shows the smallest IP of the jets to any primary vertex, in both data and in simulated
signal. As expected, the IP of the jets to the displaced vertex is peaked at zero. e
tail in data is larger than in signal due to combinatorial background. e distance to
the PV is larger in signal events than in the data because the majority of candidates
in data, consisting typically of B-decays, have a shorter decay length than the signal
candidates. Jets are associated to a candidate if their impact parameter to the displaced
vertex is smaller than 2 mm, and if that IP is also smaller than the IP to any PV. is
selection is over 98% eﬃcient for simulated signal events with two jets.
6.2 Jet multiplicity
In Chapter 3 the jet multiplicity of simulated signal was studied (Fig. 3.3), by perform-
ing the jet reconstruction on true0v decay particles at generator level. Most candidates
have two associated jets, which is what is expected for a 0v decaying to bb. Only for
the lowest mass sample (15 GeV) the two jets oen merge into one.
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Figure 6.3: Distribution of the number of jets per vertex candidate in data and in simulated
hidden valley signal events with various masses, aer the global event cut and material veto. e
distributions are normalised to unity.
e same illustration can be made for candidates made with reconstructed parti-
cles instead of 'true' MC particles. Figure 6.3 shows the jet multiplicity (with all the
quality cuts on the jets applied) of oﬄine selected candidates in signal samples with
diﬀerent masses. Most of the candidates in the benchmark model HV10_M35 have
two associated jets, although the second jet is less oen found for the lower mass sam-
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Figure 6.4: Mass distribution of the candidates with exactly two jets, aer the global event cut and
material veto. (a) comparing various simulated hidden valley signal samples, and (b) comparing
data and simulated signal. All distributions are normalised to unity.
ples. is is on the one hand due to acceptance and on the other hand due to jet merg-
ing, which was already predicted from the studies at generator level. Figure 6.4 shows
the reconstructedmass distribution of the dijet candidates. Note that the 15GeVmass
sample has very few dijet candidates.
More than two jets are expected to be found for a small fraction of the candidates
due to gluon radiation. e tight jet ID requirements, in particular on the minimum
pT, reduce the fraction of such so jets. Both in signal and in data, only few candi-
dates have three or more jets. Figure 6.5 illustrates that the mass distribution of those
signal candidates has a prominent tail towards higher mass. In signal, the mean of
the mass peak only change moderately, whereas the three-jet candidates in data have
a much higher mass than the dijet candidates. is makes the distinction between
signal and background (assuming most of the data consists of background) more dif-
ĕcult, as shown in Fig. 6.5b. Because of these reasons, and because the contribution
of the three-jet candidates to the signal eﬃciency is small, they are ignored for the
current analysis.
e candidates with one jet cannot easily be distinguished from background, since
most of the background also consists of single b-jets. Additionally, the separation of
signal from background is harder, because the kinematic properties of combinations
of jets (likeR and) cannot be used. ese candidates are therefore also ignored,
but could be investigated in future searches for low-mass long-lived particles.
Hence, only dijet candidates are considered in this analysis. Although the dijet re-
quirement removes a large fraction of the background (as will be discussed in Sec. 6.7),
further selections are needed to eliminate events that do not have a signal-like topol-
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Figure 6.5: Mass distribution of the candidates with three jets, aer the global event cut and
material veto. (a) comparing various simulated hidden valley signal samples, and (b) comparing
data and simulated signal. All distributions are normalised to unity.
ogy. Certain dijet properties can be used for this, such as the pointing to the primary
vertex and the opening angle between the jets.
6.3 Selection using the jet pointing
In this section, the variable m=mcorr will be derived, to select dijet candidates that
'point back' to the primary vertex. Ideally, by reconstructing all the particles of the de-
cay, the original momentum of the long-lived particle can be retrieved. e momen-
tum of a good candidate points back to the primary interaction, whereas background
candidates, for example created by combinatorics, will have a more random momen-
tum direction. e pointing angle  can be deĕned as the angle between the vector ~d
pointing from the PV to the DV and the momentum vector ~p of the candidate, as il-
lustrated in Fig. 6.6. e angle  gives an indication of the quality of the reconstructed
momentum of the candidate.
e resolution of the pointing angle is determined by the reconstruction of both~p
and~d vectors. Figure 6.7 illustrates that the contribution to the uncertainty on  from
the displacement vector ~d is small compared to the contribution of the momentum
vector ~p. Reasons for this are the relatively large decay length of the particles and the
good displaced vertex position resolution. e uncertainty on the dijet momentum is
determined by the jet energy and the jet direction resolutions, which are discussed in
more detail in Chapter 8.
e pointing angle could be used to correct the mass of decaying particles, by
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Figure 6.6: Schematic representation of a long-lived particle produced at a primary vertex (PV)
decaying into two jets, with the momentum vector of the candidate ~p, and the vector ~d pointing
from the PV to the displaced vertex (DV). e angle between the two is deĕned as .
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Figure 6.7: Contributions of the dijet momentum~p (grey) and the vertex displacement~d (black)
to the resolution of the pointing angle. e angle between the true momentum and~p respectively
~d is shown, for simulated hidden valley signal (with m0v = 35 GeV and 0v = 10 ps), aer the
global event cut and material veto.
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forcing ~p to be parallel to ~d through the addition of missing transverse momentum.
As explained in Section 4.4, the corrected mass is the minimal mass obtained from
the resulting four-momentum, and is given by equation 4.5. Knowing that themissing
transversemomentum is related to the pointing angle as j~p?j = sin  j~pj, the corrected
mass is also given by:
mcorr =
q
m2 + (j~pj sin )2 + j~pj sin  : (6.1)
For the long-lived particle mass estimate, a correction of the mass is not applied. e
main reason is that the corrected mass variable can only compensate for missing en-
ergy, and therefore increase themass. It does not enable both downwards and upwards
corrections, which would be required to correct for uncertainties in the momentum
measurement. ese uncertainties include the added momentum from pile-up and
the energy resolution in the calorimeter. As illustrated in Fig. 6.8, the corrected mass
distribution for dijet candidates has a higher mean than the uncorrected mass distri-
bution, but worse resolution, and a tail at high mass. e only correction that will
be applied to the candidates is the jet energy correction, described previously in Sec-
tion 5.5.
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Figure 6.8: Distributions of (a) themass and (b) the correctedmass in data and simulated hidden
valley signal (with m0v = 35 GeV and 0v = 10 ps), before the selection on the pointing of the
jets. e distributions are normalised to unity.
Since the invariant dijet mass spectrum will be used for the ĕt to calculate the sig-
nal and background yields, a selection that implicitly applies an invariantmass thresh-
old, like a cut on pT or
P
pT, should be avoided. e quantitym=mcorr is an example
of a moremass-independent variable. e quantitym=mcorr can be retrieved from the
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following formula:
mcorr
m =
r
1+
 p
m sin 
2
+
p
m sin  : (6.2)
e analysis should be as inclusive as possible for diﬀerent long-lived particle models,
so independence of the boost p=m =  is also required. Studies showed thatm=mcorr
is almost independent of the boost, unlike the pointing angle  itself. For this reason
a selection usingm=mcorr is preferred.
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Figure 6.9: Distribution of the variable m=mcorr in data and simulated hidden valley signal (with
m0v = 35GeV and 0v = 10 ps), before the selection on the pointing and opening angle of the jets
is made. e distributions are normalised to unity. e selection threshold is set at m=mcorr >
0:7.
A threshold selection value is optimised using the ĕgure ofmerit =p, where  is
the eﬃciency of the selection, and  is the invariantmass resolution aer the selection.
e optimum selection threshold is found at m=mcorr > 0:7. e distribution of
m=mcorr, before this selection on the pointing is applied, is shown in Fig. 6.9.
6.4 Selection using the jet opening angle
A second variable that can be used for selection is the opening angle between the two
jets, which is represented by their distance R =
p
2 +2. e signal jets are
diﬀerently distributed in  than the jets in data (compare Fig. 6.10a and 6.10c). Fig-
ure 6.10e, showing only the high-mass candidates in data, illustrates that this addi-
tional contribution of 'back-to-back' jets in data results in candidates with a high dijet
mass. is is conĕrmed by the distribution of the azimuthal angles of the jets. Fig-
ure Fig. 6.10b gives the distribution for HV10_M35, showing correlations in . ese
bands are caused by the pT distribution of the jets; for signal samples with a higher or
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Figure 6.10: Distributions of the pseudorapidity (le) and the azimuthal angle (right) of the
candidate jets in (a), (b) simulated signal (HV10_M35), in (c), (d) data, and in (e), (f) data for
candidates with a dijet mass over 20 GeV. All distributions are made before the selection on the
pointing and opening angle of the jets is made.
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Figure 6.11: Distributions of (a) the pseudorapidity and (b) the azimuthal angle of dijet candi-
dates in a sample of double B-decays in data, selected with the double topo selection.
lower0v mass, the bands are in a diﬀerent place. Figure 6.10d illustrates the distribu-
tions of the jets in data. Again, when selecting the high-mass candidates (Fig. 6.10f),
the 'back-to-back' jet contribution is clearly visible. is feature is not observed in
simulated signal, as shown in Fig. 6.10b.
It is likely that the events at highR correspond to bb events. e production of
bb happens predominantly through the processes of Ęavour creation in hard scattering
(gluon-gluon fusion and qq annihilation), Ęavour excitation and gluon splitting. e
dominant process is the hard scattering Ęavour creation process [105].e production
mechanism of the bb pair determines the topology of the quark pair and its decay
products. For example, b-quarks produced in gluon-gluon fusion are produced 'back-
to-back' in the transverse plane and result in azimuthally 'back-to-back' jets. e gluon
splitting process on the other hand typically results in jets that are close together in the
azimuthal plane.
Samples of bb events are available in data and inMC through the so-called 'double-
topo' selection. e sample consists of events with two 2-, 3-, or 4-prong vertices
selected by the topological lines, that add up to the B meson mass. ere is no low-
mass double-topo sample available; a minimal dijet mass of 19 GeV is required for the
candidates in the stripping selection. Note that in these events, the b jets originate from
the primary vertex, rather than from a displaced vertex. e  and  distributions of
the jets in these candidates are shown in Fig. 6.11, and the 'back-to-back' contribution
is clearly visible in the  distribution.
ere is an additional contribution in data in the plane of the two jets in Fig 6.10d
around (0; 0) and (; ), which is likely due to fake jets that are reconstructed just to
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Figure 6.12: Distribution of the dijet mass versus R of the candidates in simulated hidden
valley signal with (a) m0v = 35 GeV, (b) m0v = 50 GeV and (c) data. Before the selection
on the pointing and opening angle of the jets is made. (d) shows the same distribution for dijet
candidates in a sample of double B events in data, selected with the double topo selection. e
selection onR is set atR < 2:2.
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the le and right of the beam pipe because of the large occupancy in the tracker and
calorimeter in that region.
A selection using a maximal value of R eliminates jets which are far apart in
either , , or both. Figure 6.12 shows the distribution of the dijet mass versus R
for several signal and data samples. Data, shown in Fig. 6.12c, has two contributions,
one at low R, and one at high R. e contribution at high R is likely to come
from events with two B-decays, since those events, selected through the double topo
selection, also peak at highR, as shown in Fig. 6.12d.
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Figure 6.13: e R distributions of the candidate jets in data and simulated hidden valley
signal, before the selection on the pointing and opening angle of the jets is made. All distributions
are normalised to unity. e selection onR is set atR < 2:2.
e highR contribution can be removed by the requirement: R < 2:2, which
is in between the two contributions in data shown in Fig. 6.12c. is unfortunately
implies that the high-mass signal samples, for which the jets are evenly distributed in
, suﬀer eﬃciency loss. e loss in eﬃciency can be deduced from the R distribu-
tions in Fig. 6.13. From the same ĕgure one can conclude that the low-mass signal
sample has a similar shape as the data. As stated before, the dijet requirement is less
suitable for the lower mass, where it is found that if two jets are reconstructed, they
have low momentum. In this case the signal sample resembles the background where
a b-jet is split into two jets.
An improvement for future analyses to prevent eﬃciency loss for high-mass sig-
nals could be to apply a diﬀerent selection for every mass hypothesis.
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6.5 Candidate multiplicity
Since the purpose of this analysis is to search for a single long-lived particle, all the
eﬃciencies and distributions are given for individual candidates. It is however possible
that more than one candidate appears per event. is is for example the case in the
generated MC samples, where a Higgs boson always decays to two 0v particles, which
can both decay in the detector acceptance.
Selection HV10_M35 Data 2011
# candidates # events # candidates # events
Generated 2193666 193666 - -
InTuple 114359 71012 6637942 6475590
L0 74153 51339 3231457 3226553
HLT1 58712 42996 2774557 2772522
HLT2 40009 31244 1931924 1930988
Stripping 15118 14020 1862390 1861519
GEC 15090 13996 1856336 1855478
MV 15046 24178 1833816 1839580
Ntracks 14481 13479 1423144 1422651
Two Jets 8689 8333 56218 56216
M=Mcorr > 0:7 7423 7143 31739 31738
R < 2:2 6549 6306 29921 29920
Table 6.1: Number of candidates and number of events surviving the selection in simulated hid-
den valley signal (HV10_M35) and in data. On data, the triggers L0, HLT1 andHLT2 have been
applied online, and are re-applied oﬄine with the TOS or TUS requirements.
Table 6.1 lists the diﬀerence between the number of candidates and the number
of events, for various selection stages. e collection of candidates that are stored in a
tuple for further analysis (denoted as 'InTuple') consists of all cases where a displaced
vertex is reconstructed in the stripping. In MC, the trigger requirements can be ap-
plied aerwards, while in data non-triggered events cannot be retrieved. Aer the
ĕnal selection, the average number of candidates per event in the simulated sample is
1:04, i.e. close to unity. Almost all events with more than one candidate have exactly
two candidates, which correspond to diﬀerent true 0vs. In the data only one event
with two candidates survives the full selection.
If there are two candidates in an event, it is possible to combine them to reconstruct
themass of themother particle, in this case the Higgs. e invariant mass distribution
of events with two candidates is shown in Fig. 6.14, illustrating that the reconstructed
mass is consistent with the generated Higgs mass of 120 GeV.
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Figure 6.14: Mass distribution of the mother of the 0v candidates for events with two candidates.
For simulated hidden valley signal, aer the jet energy correction has been applied.
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6.6 Characteristics of the selected candidates
e oﬄine selection for the long-lived particle analysis can be summarised as follows:
stripping
Select events from the 'StrippingDVSingleHighMass', 'StrippingDVSingle-
Medium' or 'StrippingDVSingleHighFD' stripping lines, as described in Chap-
ter 4;
material interaction veto
To reject candidates from material interactions, the 'extended MV' is used, as
explained in Section 4.6. A looser version of the veto is also used in displaced
vertex trigger and stripping lines.
VELO GEC
To reject events from interactions of beam halo tracks with material in front of
the VELO, a global event cut (GEC) is applied on the  distribution of VELO
hits and on the ratio of VELO hits to tracks;
N tracks
At least six tracks are required in the displaced vertex;
two jets
Only dijet candidates are considered;
pointing or corrected mass
To improve themass resolution and to removemore backgroundm=mcorr > 0:7
is required;
jet opening orR
To remove a contribution from back-to-back dijet events and combinatorics,
R < 2:2 between the two jets is required.
e mass and the radius from the beamline are the two variables that will be used
to ĕt the distribution of the oﬄine selected candidates. e distribution of the number
of events for the selection stages as listed in Table 6.1 is shown as a function of either
mass or Rxy in Fig. 6.15 (for data) and 6.16 (for simulated signal).
For the 15 GeV sample (Fig. 6.16a and 6.16b), the requirement of two jets is far
from ideal, for it removes single jet candidates with a well-reconstructed mass. How-
ever, for the other two mass samples, this criterion is necessary to eliminate the sin-
gle jet candidates peaking at low mass. e selection on R is ineﬃcient for the
50GeV sample, rejecting events at highmass (Fig. 6.16e). is cut is nevertheless well-
motivated to eliminate fake dijet candidates, as was explained in Section 6.4. Since the
MC includes no background events, this eﬀect does not appear in the MC distribu-
tions. e distributions of signal events in Rxy show the eﬀect of the material veto at
the stripping level, which removes events with Rxy in the range 5  14 mm. e ĕnal
selection leaves only a small fraction of events at a radius above 5 mm.
106 CANDIDATE RECONSTRUCTION
Mass [GeV]
0 20 40 60
N
 c
an
di
da
te
s
1
10
210
310
410
510
610 L0
HLT1
HLT2
Stripping
GEC
6 tracks
Two jets
CorrMass
Delta R
(a)
 [mm]xyR
0 10 20 30 40
N
 c
an
di
da
te
s
1
10
210
310
410
510
610
710 L0
HLT1
HLT2
Stripping
GEC
6 tracks
Two jets
CorrMass
Delta R
(b)
Figure 6.15: Number of candidates versus (a) mass and (b) radial distance from the beamline
aer diﬀerent selection levels, for 2011 data.
6.7 Selection eﬃciencies
Table 6.1 lists the numbers of events in data passing various selection stages. ey
can be compared to the number of selected events in signal MC, shown in Tables 6.2,
6.3 and 6.4. Since non-triggered events cannot be retrieved in data, the trigger stages
quoted in Table 6.1 are obtained by applying the TUS or TOS requirement on oﬄine
candidates. A comparison between the selection eﬃciency on data and on simulated
events can therefore only be made from the line 'Stripping' onwards.
Surprisingly, although the stripping is required for all events that enter this table,
some candidates are lost when re-applying the 'Stripping' selection. e reason for
this is that the deĕnition of the tracks associated to the vertex is slightly diﬀerent in
the analysis environment than in the stripping. When storing the vertices retrieved in
the stripping as particles to be analysed, a selection is applied on the quality of tracks
that are notVELO-only: 2=NDF < 5:0, which possibly reduces the number of tracks.
Although these events are selected by the stripping, they can feature a candidate with
less tracks than the threshold value. e cut on the minimal number of tracks is re-
applied in the analysis. is procedure rejects about 4% of the stripped candidates in
data, and 1% in simulated signal.
e global event cut ('GEC') rejects only a small portion of events, since most of
the beam-splash events (as described in Section 4.7) are already vetoed by the triggers
and the stripping. However, the GEC is crucial to remove the few remaining beam-
splash events, since they occur mainly at high mass. e selection that removes most
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Figure 6.16: Number of candidates from generated hidden valley signal events (with 10 ps lifetime
and various masses) aer diﬀerent selection levels, versus mass (le) and radial distance from the
beamline (right). e grey histograms show the distribution of generated candidates.
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events in data is the requirement of the presence of two jets.
e requirement of two jets is the most rigorous cut in the oﬄine selection. Still,
whereas the rejection on data is a factor 20, the eﬃciency on signal is around 50%. An
exception is the 15 GeV mass signal, for which a diﬀerent reconstruction sequence
might be more beneĕcial, as explained in Section 6.2.
e ineﬃciency on signal events of both the trigger and the stripping procedure is
mainly due to the limited output rate and reconstruction time that is allowed at these
stages. e line 'HLT2' indicates how many interesting events could be reconstructed
with a loose (SinglePS) stripping selection without these restrictions. e eﬃciency
loss caused by the combination of the stripping selection and the jet selection cannot
be recovered for the 2011 analysis, but the inclusion of the jet reconstruction in the
stripping procedure should solve this issue for future analyses.
Tables 6.2 and 6.3 list the signal selection eﬃciencies, which are calculated as a
fraction of all generated events. e generated events include events with a displaced
vertex or jets outside the acceptance, so the estimated eﬃciencies calculated here are
lower than the eﬃciencies on 'reconstructible' long-lived particles.
e sensitivity of this analysis for several masses and lifetimes can be deduced
from the ĕnal eﬃciencies shown here. e selections are not ĕne-tuned to one spe-
ciĕc model, which is supported by the fact that for hidden valley samples where the
0v decays into light quarks, the selection eﬃciency is higher than for the benchmark
model, as shown in Table 6.4. Long-lived particles decaying into light quarks usually
have lighter jets, and more tracks in the secondary vertex, which makes the stripping
selection more eﬃcient.
e selection eﬃciencies reported in this section will be used to obtain the upper
limits on signal models with several masses and lifetimes.
Selection HV10 HV10 HV10 HV10 HV10
M15 M25 M35 M43 M50
# cand % # cand % # cand % # cand % # cand %
Generated events 94440 196684 193666 194306 86852
InTuple 36995 39.17 100276 50.98 114359 59.05 121163 62.36 56797 65.40
L0 27899 29.54 69866 35.52 74153 38.29 74991 38.59 33996 39.14
HLT1 19531 20.68 53658 27.28 58712 30.32 59651 30.70 27150 31.26
HLT2 12903 13.66 36820 18.72 40009 20.66 39995 20.58 17486 20.13
Stripping 1533 1.62 9028 4.59 15118 7.81 18247 9.39 8863 10.20
GEC 1510 1.60 8990 4.57 15090 7.79 18186 9.36 8827 10.16
MV extended 1456 1.54 8883 4.52 15046 7.77 18161 9.35 8824 10.16
Ntracks 6 1336 1.41 8395 4.27 14481 7.48 17528 9.02 8585 9.88
Two Jets 89 0.09 3799 1.93 8689 4.49 10926 5.62 5177 5.96
M=Mcorr > 0:7 68 0.07 3362 1.71 7423 3.83 8858 4.56 4034 4.64
R < 2:2 67 0.07 3259 1.66 6549 3.38 6212 3.20 1715 1.97
Table 6.2: Number of candidates and selection eﬃciencies on simulated hidden valley signal with
a lifetime of 10 ps and various masses.
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Selection HV100 HV100 HV100 HV100 HV100
M15 M25 M35 M43 M50
# cand % # cand % # cand % # cand % # cand %
Generated events 210873 196844 54961 191502 189902
InTuple 58327 27.66 75108 38.16 25063 45.60 94099 49.14 103589 54.55
L0 44575 21.14 53621 27.24 16475 29.98 58121 30.35 60830 32.03
HLT1 8768 4.16 14478 7.36 5758 10.48 23624 12.34 28035 14.76
HLT2 5221 2.48 9066 4.61 3574 6.50 13777 7.19 15945 8.40
Stripping 634 0.30 2150 1.09 1241 2.26 5912 3.09 7963 4.19
GEC 627 0.30 2136 1.09 1238 2.25 5894 3.08 7947 4.18
MV extended 569 0.27 2046 1.04 1208 2.20 5790 3.02 7887 4.15
Ntracks 6 514 0.24 1938 0.98 1168 2.13 5585 2.92 7647 4.03
Two Jets 35 0.02 848 0.43 673 1.22 3315 1.73 4536 2.39
M=Mcorr > 0:7 27 0.01 760 0.39 583 1.06 2718 1.42 3554 1.87
R < 2:2 26 0.01 713 0.36 466 0.85 1718 0.90 1241 0.65
Table 6.3: Number of candidates and selection eﬃciencies on simulated hidden valley signal with
a lifetime of 100 ps and various masses.
Selection HV10_BB HV10_CC HV10_SS
# cand % # cand % # cand %
Generated events 193666 54184 59806
InTuple 114359 59.05 37348 68.93 42098 70.39
L0 74153 38.29 25819 47.65 29379 49.12
HLT1 58712 30.32 20311 37.49 22780 38.09
HLT2 40009 20.66 15504 28.61 16945 28.33
Stripping 15118 7.81 9464 17.47 11345 18.97
GEC 15090 7.79 9455 17.45 11333 18.95
MV extended 15046 7.77 9428 17.40 11294 18.88
Ntracks 6 14481 7.48 9223 17.02 11023 18.43
Two Jets 8689 4.49 6017 11.10 7045 11.78
M=Mcorr > 0:7 7423 3.83 5186 9.57 6028 10.08
R < 2:2 6549 3.38 4371 8.07 5035 8.42
Table 6.4: Number of candidates and selection eﬃciency on simulated hidden valley signal with
a 0v lifetime of 10 ps and a 0v mass of 35 GeV, decaying to either b, c or u=d=s.
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6.8 Outlook
e event selection is not ĕne-tuned on a speciĕc model, which is motivated by the
idea that a looser selection is sensitive to a range of exotic long lived heavy particles.
For example, the long-lived particles are not required to be pair-produced, and the
b-Ęavour of the jets is not exploited. erefore a similar selection can be used to set
limits on other models such as the SUSY models discussed in Chapter 1. For a future
analysis, a more stringent selection could be applied that might lead to a better sen-
sitivity for particular models. For example, the maximum dijet R selection used to
reject combinatorial background in the horizontal plane could be released to obtain a
better eﬃciency for higher masses. Additionally, the use of a multi-variate selection
has been investigated. As long as the selection is ensured to be independent of the
dijet mass distribution, it could be possible to improve the current selection eﬃciency
and background rejection by using a multi-variate selection.
CHAPTER 7
Background
ere are several sources of background for a displaced vertex signal: long-lived stan-
dard model particles, particle interactions with the detector material, material inter-
actions, mistakes in the reconstruction, and combinations thereof. Concerning the
long-lived standard model particles, the main contribution originates from weakly
decaying charm and beauty hadrons. Strange hadrons are too light to pass the selec-
tion criteria. Charm and beauty backgrounds are considered in more detail in the
following paragraphs. Errors in the reconstruction enhance the standardmodel back-
grounds, as will be discussed alongside. Detector material interactions and beam-gas
interactions are estimated individually.
7.1 Beauty decays
Recalling the discussion in Section 3.2, it is not possible to make a reliable estimate
of standard model backgrounds from simulated background events due to the large
statistical uncertainty on the simulated samples. Instead, the data will be modelled by
a smooth background mass shape. Nevertheless, an eﬀort is made to obtain a rough
estimate of the predicted background yields and distributions, in order to gather more
information about the content of the observed backgrounds.
e event yields on the simulated inclusive bb samples ('INCLB_1DV' and
'INCLB_5PS' with increased lifetimes, as described in Section 3.2.1) are given in Ta-
ble 7.1, along with an inclusive charm sample ('INCLC'). e number of MC back-
ground events surviving the ĕnal selection is insuﬃcient to use it for a mass ĕt to
retrieve the number of background and signal events in the limit extraction. Looser
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Selection INCLB_5PS INCLB_1DV INCLC
Generated events 7,055,964 2,533,490 9,148,460
InTuple 723,287 262,994 49,746
L0 105,072 33,844 6,242
HLT1 75,037 23,534 3,903
HLT2 19,138 7,015 1,098
Stripping 1,017 351 39
GEC 1,017 351 39
MV extended 997 351 39
Ntracks 6 752 309 36
Two Jets 50 8 2
M=Mcorr > 0:7 28 4 1
R < 2:2 27 4 1
Table 7.1: Number of selected candidates in background bb and cc MC models.
selections, as listed in Table 7.2, are used to get a qualitative understanding of the
background. e 'SinglePS' selection is the same as the selection applied in the Strip-
pingDVSinglePS line (see Table 4.8), with additionally the MV and the GEC cuts ap-
plied. e 'Stripping' requirement is equal to the one used for the main analysis, again
with additional MV and GEC cuts. Requiring two jets in both cases allows for the
evaluation of the dijet mass distributions of the candidates. e number of expected
background events in the 2011 data set, deduced from the two bb samples, is listed in
Table 7.3. e mass, number of tracks and radial distributions of candidates with two
jets at the SinglePS level are shown in Figure 7.2.
ere are two factors that explain the variations in distributions and selected yields
between the two MC samples and the data.
Firstly, the INCLB_1DV sample contains events with at least four charged particles
in the acceptance, whereas the INCLB_5PS sample requires only one. e ĕrst sample
excludes events in which up to three b-tracks and a number of other particles in the
event constitute a candidate, and is therefore not completely representative for the bb-
events seen in the data. is is most likely the reason why the number of selected
events from INCLB_1DV is short of the number in data (and in INCLB_5PS). It also
explains why the mass distribution of the INCLB_1DV sample is high compared to
data, as shown in Fig. 7.2a.
Secondly, the average lifetime of the b-hadrons in INCLB_5PS is increased to 5 ps,
which implies that each event gets aweight factor assigned, enabling the retrieval of the
correct lifetime distribution. Eventswith a long lifetime get a lowweight, since they are
unlikely to occur in real data. As the selection favours the long-lived candidates (see
Fig. 7.1), the selected sample consists mainly of events with a lowweight, on which the
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Selection prompt cc in
INCLB_5PS INCLB_1DV INCLC INCLC
Generated events 7.1M 2.5M 9.1M 8.1M
SinglePS 14,798 6,493 1,006 3
SinglePS+2jets 1219 307 67 0
Stripping 997 351 39 0
Stripping+2jets 76 12 2 0
Final selection 27 4 1 0
"gen 0.311 0.0482 0.253 0.253
scale-factor (0.62 1) (*) (3:5 0:5)  103 (8:9 0:3)  104 (10:1 0:3)  104
Table 7.2: Number of selected events in background MC before reweighting. e INCLC sample
contains both cc and bb events, of which the pure cc events are selected for the last column. e
last two rows give the generator level eﬃciency (detector acceptance) and the resulting scale factor
required to derive the equivalent yields for 0.62  1 of data. (*) For the INCLB_5PS sample, a
per-event weighting is needed to correct for the lifetime.
Simulation 2011 data
Selection INCLB_5PS INCLB_1DV SinglePS Stripping
SinglePS 69M 1.0M 22M 274k 45M -
SinglePS+2jets 5.0M 278k 1.0M 59k 3.3M -
Stripping 2.3M 153k 1.2M 64k - 1.4M
Stripping+2jets 133k 33k 41k 12k - 56k
Final selection 28k 12k 13k 6.8k - 30k
Table 7.3: Number of expected background events in 0.62  1 and the number of events found
in data. e SinglePS events in data are corrected for the 0.005 postscale in the SinglePS stripping
line. e INCLB_5PS event yields are corrected for the lifetime reweighting.
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uncertainty is relatively large. is explains why, even though the absolute number of
events is larger, the uncertainty on the ĕnal selected INCLB_5PS events is higher than
on INCLB_1DV events (see Tables 7.2 and 7.3). It is not clear, however, why the total
number of predicted events from INCLB_5PS is signiĕcantly higher than the number
of events observed in data, mainly at the looser selection levels. is diﬀerence is still
under investigation, but does not aﬀect the results of the analysis.
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Figure 7.1: Number of reconstructed candidates as a function of Rxy at various selection stages,
on 1 million events from the background samples (a) 'INCLB_1DV' and (b) 'INCLB_5PS'. e
grey histograms show the distributions of generated events.
A study of the track content of bb candidates passing the SinglePS selection indi-
cates that most tracks originate from beauty and charm decay vertices. e pollution
from primary vertex tracks is about one percent. For this loose selection about 4%
of the candidates in INCLB_1DV background sample have a displaced vertex with
tracks from two diﬀerent b-hadrons in the event. ere is an additional contribution
of approximately 10% from tracks that cannot be associated to anyMCparticle, which
might be ghost tracks (misreconstructed tracks). ey can lead to the high mass re-
quired to pass the candidate selection. e conclusion is that there is no single source
that accounts for the background events; they result from a combination of b-hadron
tracks with tracks from the other b-hadron, ghost tracks and other tracks in the event.
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Figure 7.2: Distributions of (a)(b) mass, (c)(d) number of tracks and (e)(f) Rxy of recon-
structed displaced vertices in data, compared to (le) INCLB_1DV background, and to (right)
INCLB_5PS background. e MV and GEC are applied, as well as the triggers, SinglePS strip-
ping and the dijet requirement. e number of events in MC is scaled to the number of expected
events in 0.62  1. e number of data events is corrected for the prescale factor 0.005.
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7.2 Charm decays
e 'INCLC' simulated sample contains events that have at least two c-hadrons in the
acceptance. is includes the case in which the c-hadron originates from a decaying
b-hadron (non-prompt charm), which constitute about 11% of the INCLC sample. In
4% of the events both a cc and a bb pair are produced in the primary interaction, and
in 7% there is only a bb pair produced. e remaining 89% of the generated events
contain only cc. It turns out that the long-lived particle selection favours the b-hadron
decays. e fraction of events containing only a cc at the primary interaction decreases
from 89% at generator level, to 0:3% at the SinglePS selection level, and to zero at the
ĕnal selection, as shown in Table 7.2. e remaining candidates come either from
events with both cc and bb produced (25  50%, depending on the selection level), or
from events containing only bb (75  50%). Apparently, the prompt cc events do not
feature particles that are heavy enough and live long enough to pass the selection.
Even though the statistics are poor, an estimate can be made for the number of
charm events surviving the full selection. Starting from about 8 million pure cc events
(aer excluding the 11% b-events from the 9 million generated events), the SinglePS
selection has three events le. is corresponds to 307k  177k expected events in
0.62 1 of data, which is calculated using the scale factor in Table 7.2. Comparing
this number to the yields from INCLB_1DV and INCLB_5PS in Table 7.3, it can be
concluded that the number of charm events surviving the SinglePS selection is 0:5%
of the number of beauty events. When assuming that cc has the same probability to
survive the ĕnal selection as bb, only 281 163 charm candidates would remain.
To conclude, since a sample of 8million prompt cc events does not produce a single
candidate that survives the ĕnal selection, only a rough estimate can be made for the
ĕnal yield. is estimate indicates that the prompt cc background in data is negligible
compared to the background from beauty decays.
Considering the large uncertainties, the agreement between the data and the pre-
diction from the INCLB_5PS sample at the ĕnal selection level is reasonable. Some
inconsistencies remain because the MC samples are not completely representative for
the selected data. e MC background estimates will not be used to obtain the result
of this analysis. Events involving beauty decays are found to be the only signiĕcantly
contributing standard model background to the long-lived particle analysis.
7.3 Beam-gas and beam-beam interactions
Proton-proton collisions occur inside the region Rxy < 0:4 mm, which is excluded by
the displaced vertex candidate selection. is is supported by Fig. 4.4 in Section 4.3.3.
However, a displaced vertex signature can occur due to beam-beam, beam-gas or beam
halo interactions.
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Firstly, although the proton-proton collision region is kept in vacuum, there is still
some residual gas, which might cause interactions. Such interactions can take place
between particles originating in the proton-proton interaction and the gas (so-called
'particle-gas' interactions). eparticle-gas interaction rate has been estimated onMC
for the analysis on 2010 data, and was found to be negligible [56].
Secondly, similar interactions can occur between one of the beams and the gas
('beam-gas' interactions). is type of interaction is not well represented by the MC.
e beam-proĕle in Fig. 7.3 shows the 'beam-empty' crossings in blue. In these events,
only one beam crosses the interaction point, while the bunch of the other beam is
empty, such that the only possible interactions are between the beam and gas in the
detector. e distribution of reconstructed vertices in those events drops fast with
Rxy, deĕning the proĕle of the beam. e contribution of beam-gas interactions to
displaced vertex events is expected to be negligible, because the number of these ver-
tices above Rxy > 0:4 mm is zero. In principle, the beam-gas interaction yield could
be extracted by looking at the selected displaced vertex event yield in 'beam-empty'
bunch-crossings. However, in order to select long-lived particle candidate events, a
primary vertex is required to be upstream of the signal candidate, in both the trig-
ger and the stripping selections. Such a primary vertex is absent in beam-gas events,
since there is only one beam crossing. Due to these trigger and stripping selections,
no beam-gas interactions can be retrieved from the selected events.
 #VODI QPQVMBUJPO NFBTVSFNFOUT
'JH  5SBOTWFSTF EJTUSJCVUJPO PG TFMFDUFE CFBNHBT FWFOUT GPS HIPTU DIBSHF BOBMZTJT "MM WFSUJDFT BSF
QSPKFDUFE BMPOH UIF DPSSFTQPOEJOH CFBN EJSFDUJPO POUP UIF YZ QMBOF )JTUPHSBNT GSPN CFBN  WFSUJDFT
BSF PO CPUI UPQ QBOFMT BOE GSPN CFBN  PO CPUI CPUUPN QBOFMT ćF MFTT QPQVMBUFE IJTUPHSBNT BSF GSPN FF
FWFOUT PG UIF DPSSFTQPOEJOH CFBN

Figure 7.3: Distributions of the x and y coordinates of reconstructed primary vertices in beam-
empty (blue) and empty-empty (green) beam-crossing events. Empty-empty vertices are created
by residual gas in the empty bunches, and spill-over from the neighbouring bunches. From [106].
irdly, despite the continuous collimation of the beams, there is a 'beam halo'
around the beams due to beam losses. Interactions of particles in the beam halos
of the two beams might interact ('beam-beam' interactions), leading to a displaced
vertex signature. ese interactions are taken into account in the simulation of the
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Inside material Outside material
SinglePS 20411 4378
GEC 20233 3985
Rxy > 4:8 mm 20233 121
Two Jets 47 0
M=Mcorr > 0:7 24 0
R < 2:2 22 0
Table 7.4: Number of events in data surviving various selections, inside the MV region and out-
side the MV region. e events are retrieved from the Hlt2SinglePSLonglived trigger and Sin-
gleHLTPSDV stripping lines.
data. Beam-beam interaction vertices are eﬃciently removed by the requirement to
have no backward tracks in the vertex.
All in all, the beam interactions are expected to be negligible compared to the
background from beauty decays.
7.4 Material interactions
e veto for material interactions is described in Section 4.6. Since the reconstructed
vertex position resolution is not perfect, some material interactions may escape the
material veto. e yield of these remaining interactions is estimated using a sam-
ple of postscaled events for which the MV was not applied in trigger or stripping.
e lines used are Hlt2SinglePSLonglived and SingleHLTPSDV, described in Sec-
tions 4.3.3 and 4.5.2. e total postcale factor applied on these lines is fPS = 0:0001.
e material veto is only deĕned outside a radius Rxy > 5:0 mm. Table 7.4 shows
the event yields in this sample for events with Rxy > 4:8 mm inside and outside the
material (as determined by the MV) per selection stage.
By conservatively assuming that all events with Rxy > 4:8 mm before the selec-
tion are in fact material interactions, the probability that the MV by mistake misses a
material interaction is at most  MV = 121=(20233+ 121) = (5:9 0:5) 10 3. e
probability for a material interaction to pass the ĕnal selection criteria is estimated to
be: "materialsel = 22=20233 = (1:1  0:2)  10 3. erefore, the total yield of material
interactions in the ĕnal sample is estimated to be smaller than:
Nmaterial =
1
fPS
 "materialsel   MV = 0:064 0:015 (7.1)
is estimate is made from the loose 'SinglePS' selection. In the usual stripping
selection for long-lived particle candidates, more stringent selections are applied on
the invariant mass, sum-pT and the number of tracks. erefore the actual yield of
material candidates can be expected to be even smaller than the one quoted in Eq. 7.1.
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e fraction of material interactions in the ĕnal sample must therefore be negligible.
7.5 Outlook
e current trigger and stripping selections both require a primary vertex in the in-
teraction region that is upstream of the signal candidate. is poses some diﬃculties
when estimating the background from beam-gas interactions, as discussed in Sec-
tion 7.3. Furthermore, it is possible that the primary vertex algorithm fails to recon-
struct a primary vertex. is can happen for example if a primary vertex does not
pass the minimal requirement of four tracks. In that case, an additional contribution
from primary vertex tracks can enter the jets and the displaced vertex. In order to
be able to estimate this background, future trigger and stripping selections do not re-
quire the presence of a primary vertex upstream of the displaced vertex. Furthermore,
to exclude the background of these primary vertex tracks, all tracks pointing towards
the interaction region as opposed to the primary vertices are excluded from both the
displaced vertex and the jet search.
120 BACKGROUND
CHAPTER 8
Systematic uncertainties
e systematic uncertainties of the long-lived particle search can be divided in three
categories: the uncertainty on the selection eﬃciency, the uncertainty on the estimated
signal yield from the background and the signal mass shapes in the ĕt for the limit
extraction, and the uncertainty on the luminosity of the data sample.
e selection eﬃciency is inĘuenced by the reconstruction and selection proce-
dures in trigger, stripping, jet reconstruction, etc. e eﬃciency is solely determined
from simulation, and themain task is therefore to demonstrate that the simulation cor-
rectly describes the detector performance. Diﬀerences between data and simulation
arise because the MC can be inaccurate in the description of detector geometry (e.g.
alignment and material position), of the detector response (e.g. single-hit eﬃciency
and hit resolution) and of physical and machine related backgrounds (e.g. pile-up).
e uncertainties on the selection eﬃciency, retrieved in the following sections, are
summarised in Table 8.1.
To compare data and MC, one would need to select events with similar charac-
teristics as the signal candidates (a high dijet mass, high vertex track multiplicity and
a large displacement), independently of the signal sample. Unfortunately, there is no
such sample available in both data andMC.erefore several samples with either one
of those characteristics are used to determine the diﬀerences between data and MC,
and the results are extrapolated to the signal region.
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Relative Uncertainty (%)
(0v) [ps] 10ps 100 ps
m(0v) [GeV] 15 25 35 43 50 15 25 35 43 50
Trigger eﬃciency L0 5.4 4.6 4.5 4.5 4.4 6.7 4.7 4.8 4.3 4.6
Trigger eﬃciency HLT1 3.9 4.1 4.0 4.0 4.3 6.7 4.0 4.0 4.5 4.6
Trigger eﬃciency HLT2 5.4 5.9 5.9 6.1 6.3 10.1 5.8 6.3 6.0 6.4
Vertex reconstruction 7.9 7.9 7.9 7.9 7.9 7.9 7.9 7.9 7.9 7.9
Vertex selection 2.6 2.9 2.3 2.0 1.7 6.7 2.7 2.3 1.7 1.7
Jet reconstruction 6.8 0.9 0.5 0.2 0.2 3.9 1.1 0.4 0.2 0.2
Jet ID eﬃciency 4.1 2.9 3.0 3.2 3.2 3.9 2.9 3.0 3.3 3.3
Jet pointing 10.7 4.6 2.9 2.6 2.0 9.5 4.9 5.0 2.7 1.7
Luminosity 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7
Total 18.0 13.3 12.7 12.6 12.6 20.5 13.3 13.5 12.7 12.8
Table 8.1: Systematic uncertainties on the selection eﬃciency for simulated signal samples with
diﬀerent 0v masses and lifetimes.
8.1 Jet reconstruction and selection
ere are several reasons why the systematic uncertainties on the jet reconstruction
eﬃciency and resolution as used in this analysis cannot be extracted from existing
analyses with jets in LHCb (e.g. [102]). e long-lived particle jet reconstruction al-
gorithm is not the one used for the default LHCb jet reconstruction. Diﬀerent input
particles are used, the jets are more displaced, and the clustering uses a diﬀerent cone
size. Furthermore, the jet identiĕcation selection is diﬀerent.
e systematic uncertainties related to the jets are obtained using two control
channels, namely Z + jet events (Section 8.1.1) and inclusive bb events (Section 8.1.5).
e jet selection eﬃciency can be divided into two parts: the jet reconstruction from
the tracks and neutral constituents in the event (Section 8.1.2) and the selection on
the jet ID variables that follows aerwards (Section 8.1.3). e uncertainty on the jet
direction resolution contributes to the systematic uncertainty of the candidate selec-
tion, which enters when requirements are made on the pointing or the opening angle
of jet pairs (Section 8.1.4).
8.1.1 Introduction: Monte Carlo jet validation with Z + jet events
e Z + jet samples in data and in MC are used for most of the studies involving jets.
is section describes how to retrieve a suitable sample to evaluate diﬀerent system-
atic uncertainties for the jets. e jets in Z + jet events originate from the primary
interaction point, rather than from a displaced vertex. erefore, a dedicated 'prompt'
version of the displaced jet algorithm is developed, which uses primary vertices in-
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stead of displaced vertices to group the input particles for the jet ĕnding. e tracks
pointing to other primary vertices in the event are vetoed from the jet input tracks
list, using the same requirements that are used to veto tracks from primary vertices in
the DV jet reconstruction. e extrapolation from prompt to displaced jets relies on
Monte Carlo.
e signal MC sample consists of 1 million generated Z !  events, for which
one lepton with pT > 4 GeV is required at generator level. e data consists of events
from the electroweak stream. Both samples have to pass the `Z02MuMuLine' stripping
line, aer which the following selection criteria are applied to the Z!  candidates,
selecting approximately 25000 events in data and 80000 events in MC:
• both muons have pT() > 20 GeV, track 2 probability> 0.001, and are in the
acceptance 2:0 < () < 4:5
• the Z candidate has pT(Z) > 5 GeV and 60 < m(Z) < 120 GeV.
e kinematic distributions in ,  and pT for the selected Z candidates in data and
simulation in Fig. 8.1 illustrate that the distributions are similar in data andMC.e Z
mass distribution in data is slightly worse, which is probably due to an overestimation
of the resolution of the muon tracks in the simulation.
e jets are reconstructed with a minimum pT of 5 GeV, and they are required to
originate from the same primary vertex as theZ candidate. Subsequently, the jetsmust
pass the following selection criteria:
• R(; jet) > 0:7 for both muons, to isolate the jets from the muons;
• 2:0 < (jet) < 4:5, such that the jets are in the acceptance.
e jet multiplicity of in the Z events is shown in Fig. 8.2a. e hadronic processes
that produce jets are diﬃcult tomodel inMC, which is why it is not surprising that the
distributions in data and MC before selection do not have the same jet multiplicities.
Detailed information about the jet multiplicity in Z + jet events in LHCb can be found
in [102].
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Figure 8.1: e comparison of the Z distributions for (a) , (b) , (c) pT and (d) mass in data
and MC. For all Z-candidates with any number of jets. All distributions are normalised to unit
area.
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Figure 8.2: (a) jet multiplicity of all Z candidates, in data and MC. (b) multiplicity of associated
jets that have passed the j(Z,jet)j > 34 selection. All distributions are normalised to unit
area.
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Figure 8.3: (a) distribution for Z-jet combinations, in data andMC . (b) of all Z-candidates
that have at least one jet passing the selection. All distributions are normalised to unit area.
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All previously mentioned selections are applied for each study of jet systematics.
In addition, a selection is applied depending on the purpose of individual studies.
e selection criteria are explained below, and Table 8.2 summarises which selection
criteria are used for which study.
Selection: Study:
Jet ID Jet energy Jet direction L0Hadron
j(Z,jet)j > 34 X X X1
4 < j(jet)j < 34 X
pT balance: 0:5 < pT(jet)=pT(Z) < 1:5 X X X
pT(second jet)=pT(leading jet) < 0.25 X X X X
leading jet passes jet ID X X X
Table 8.2: Selection criteria applied to the Z + jet sample, as they are applied in the individual
systematic studies presented below.
(Z,jet)
Because of momentum conservation, the Z and the jet are expected to have a 'back-
to-back' topology. is is supported by Fig. 8.3a, which shows that the azimuthal
angle between the Z and the jet peaks at . e same feature is visible in Fig. 8.4a,
which shows the distribution of the azimuthal angle of the Z versus that of the jet. e
diagonal correlation correspond to 'back-to-back' Z + jet candidates. e vertical cor-
relation corresponds to (mainly so) jets reconstructed in the horizontal plane. e
back-to-back topology is better visible when selecting only high pT jet-candidates, in
Fig. 8.4b. To select a sample in which all the candidates are fully 'back-to-back', the
selection j(Z,jet)j > 34 is used. is selection results in the jet multiplicity distri-
bution shown in Fig. 8.2b. Most Z candidate events contain no jet, and the fraction of
candidates with more than one jet is small.
(jet)
Figure 8.4a does not only show diagonal bands, but also vertical ones. ere is a pol-
lution at low pT around (jet) = [0; ], mainly due to ghost tracks in the outer tracker
detector. It was shown in Fig. 8.1b that the  distribution for the Z is Ęat, so the 
dependency must be introduced by the jet requirement. is feature appears mainly
at low jet pT, and the reconstructed jets are of low quality. e low-quality jets in the
horizontal plane can be eliminated by the selection 14 < j(jet)j < 34. Since this
selection criterion removes a large number of events, it is only used in the L0 hadron
trigger eﬃciency study.
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Figure 8.4: Distribution of the azimuthal angles (Z) versus (jet), for Z-candidates with at
least one jet in MC. (a) lowest pT(Z) bin, with 5 < pT(Z) < 10 GeV, (b) highest pT(Z) bin, with
pT(Z) > 30 GeV. e distributions in data have similar characteristics.
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Figure 8.5: e 'pT balance' pT(jet)=pT(Z) of Z + jet candidates in data and in MC. e distri-
butions are normalised to unit area.
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pT balance
Momentum conservation also causes the transverse momenta of the Z and of the jets
to be correlated. e ratio pT(jet)=pT(Z) is illustrated in Fig. 8.5. A selection can be
made on the 'pT balance' of the Z and the jet as follows: 0:5 < pT(jet)=pT(Z) < 1:5.
pT ratio jets
Only those candidates with little other activity than the Z + jet are considered for jet
studies. Besides the single-jet candidates, multi-jet candidates with a transverse mo-
mentum ratio between the leading jets: pT(second jet)=pT(leading jet) < 0:25 are
selected. Figure 8.6 illustrates the distribution of the pT ratio of multi-jet events. In
practice, the eﬀect of this criterion is that only events a leading jet with pT > 20 GeV
are considered, since the minimum pT of the second jet is 5 GeV. From those events,
one selects only the events in which the pT of the second jet is small. A typical distri-
bution of the ratio in events with a leading jet with pT > 30 GeV is shown in Fig. 8.6b.
Furthermore, since the Z candidates with lower pT usually have only a single jet, this
selection mostly inĘuences the highest pT sample.
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Figure 8.6: e pT ratio pT(second jet)=pT(leading jet) of Z + jet candidates with at least two jets
in data and inMC. (a) all events, and (b) events with pT(leading jet) > 30GeV.e distributions
are normalised to unit area. Events with pT(second jet)=pT(leading jet) < 0:25 are selected.
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Jet ID
Good quality jets are deĕned by the jet identiĕcation selection that is also applied to
the 0v signal candidates, as discussed in Section 5.3.
8.1.2 Jet reconstruction eﬃciency using Z + jet events
e main source of jet reconstruction ineﬃciencies is the minimum pT threshold of
5 GeV. Any uncertainties on the eﬃciency of this selection are caused by the jet energy
resolution diﬀerence in data and MC.
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pT(jet) data=MC
5-10 1.0176 0.0122
10-15 0.9884 0.0169
15-20 1.0245 0.0249
20-25 1.0272 0.0283
25-30 1.0186 0.0290
>30 1.0476 0.0161
all bins 0.9996 0.0082
Figure 8.7: Comparison of themean of the pT(jet)=pT(Z) distributions in Z+ jet data andMC, as
a function of pT(jet). e table shows the ratio of the twomeans, in bins of transversemomentum.
e energy resolution is determined by the detector response, which needs to be
correctly simulated inMC. In order to verify that this is the case, 'back-to-back' Z + jet
candidates can be used to determine the accuracy of the energy scale of the jets, since
the Z and the jet should balance in pT. is sample of 'back-to-back' Z + jet candidates
is selected as described in the category 'Jet energy' in Table 8.2.
e mean of pT(jet)=pT(Z) of selected candidates is given as a function of jet pT
in Figure 8.7. Due to the deĕnition of the mean, this distribution increases with jet
pT. e overall agreement between data and MC is satisfactory, and a systematic un-
certainty is assigned using the ratio of the mean of the distributions in data and MC.
e ratio of the means of the distributions in data and in MC: r = data=MC is listed
as a function of pT in the accompanying table.
As a cross-check to see if the data and MC samples consist of clean Z + jet can-
didates, the additional selection: 14 < j(jet)j < 34 is applied, which selects only
jets outside the horizontal plane. is supplementary selection does not signiĕcantly
130 SYSTEMATIC UNCERTAINTIES
change the ratio of data and MC.
In order to retrieve the uncertainty on the jet reconstruction eﬃciency, the jet pT
threshold is increased by a conservative 2% (the diﬀerence from unity of the ratio of
the means pT(jet)=pT(Z), in the lowest pT bins in the table in Fig. 8.7). e eﬃciency
loss of candidates passing the ĕnal selection on the hidden valley samples is given in
Table 8.3. e resulting systematic uncertainties, obtained from the diﬀerence with
unity summed in quadrature with the statistical error, are summarised in Table 8.1.
e uncertainty on the jet energy scale also aﬀects the mass resolution, which is dis-
cussed in Section 8.5.
0v mass [GeV] 10 ps 100 ps
15 0.940 0.032 1.000 0.039
25 0.991 0.002 0.990 0.004
35 0.995 0.001 0.998 0.003
43 0.998 0.001 0.998 0.001
50 0.998 0.001 0.998 0.001
Table 8.3: Relative change in eﬃciency of the jet pT selection on oﬄine selected candidates as a
result of increasing the minimal jet pT requirement by 2%. For various simulated hidden valley
signal masses and lifetimes.
8.1.3 Jet ID using Z + jet events
Figure 8.8 shows the distributions of several jet ID variables as deĕned in Section 5.3 of
the jets of selected 'back-to-back' Z candidates, indicating a good agreement between
data and MC.
Only this cut is cut last
cut eﬀMC eﬀData eﬀMC eﬀData
MTF 99.10 0.06 98.91 0.15 98.95 0.07 98.70 0.17
CPF 93.42 0.16 91.99 0.38 99.51 0.05 99.37 0.12
MPT 85.53 0.23 84.62 0.50 91.02 0.20 91.32 0.41
all 84.22 0.24 83.01 0.52 - -
Table 8.4: Eﬃciencies of jet ID selection criteria on jets associated to the Z candidates in the Z +
jet samples in data and simulation.
e eﬃciencies of the jet ID selections on the Z + jet events, given in Table 8.4,
show that the agreement between data and MC is within 1%. e  and  vari-
ables are correlated: the  selection is almost fully eﬃcient if applied aer the 
selection.
Figure 8.9 shows the eﬃciencies of the three jet ID selections as a function of trans-
verse momentum, illustrating that the eﬃciencies are a strong function of pT. To ac-
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Figure 8.8: Jet ID properties of jets associated to the Z candidates in the Z + jet samples in data
and MC simulation before the jet ID selection is applied. e variables , ,  and 90
are deĕned in Section 5.3.
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Figure 8.9: Eﬃciency in data and MC of the jet ID selection (,  and ) on the Z + jet
sample.
0v mass [GeV] 10 ps 100 ps
15 0.9963 0.0410 1.0048 0.0388
25 0.9985 0.0294 0.9961 0.0289
35 0.9945 0.0295 0.9948 0.0295
43 0.9925 0.0315 0.9923 0.0316
50 0.9924 0.0311 0.9905 0.0319
Table 8.5: Estimated eﬃciency correction factor data=MC for the jet ID selection for v candi-
dates in diﬀerent HV models estimated by extrapolating from the Z + jet sample.
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count for this dependence, the eﬃciency ratio is evaluated in bins of jet pT.
e eﬃciency correction factor for signal is estimated by integrating the pT-
dependent eﬃciency factors over the jet pT distribution in signal MC. Since each can-
didate contains two jets, the eﬃciency factors of the jets must be multiplied. When
labelling the pT bins with an index i for the ĕrst jet and an index j for the second jet,
the eﬃciency correction factor for hidden valley (HV) signal can be evaluated as:

rHV

=
X
i;j;ji
f HVij  r Z+jeti  r Z+jetj (8.1)
where fij is the fraction of signal events in bin i; j. is method will also be used to
evaluate the other jet systematics.
e resulting estimated eﬃciency correction factors for signal are shown in Ta-
ble 8.5. e reported uncertainties reĘect the statistical uncertainties in the control
channel in data and MC and in the signal hidden valley samples. All the scale factors
are consistent with unity. e diﬀerence with unity summed in quadrature with the
statistical error is used as an estimate of the jet ID eﬃciency uncertainty, and listed in
Table 8.1.
8.1.4 Jet direction resolution using Z + jet events
e direction resolution of the jets inĘuences the eﬃciency of selections made on the
pointing and the opening angle of the dijet candidates. To estimate the uncertainty
from the direction resolution, the 'back-to-back' Z + jet candidates are used, selected
as described by 'Jet direction' in Table 8.2.
e direction resolution of the remaining jets is retrieved from a Gaussian ĕt to
the between the Z and the jet, which is shown in Fig. 8.10. e ĕt is parameterised
as: a + b  exp[ (x )22 c2 ]. e resolutions estimated from the width of the Gaussian
are shown in Table 8.6 as a function of pT(jet). By assuming that the diﬀerence in the
 resolution in data and MC is a result of a diﬀerence in the resolutions of the slopes
tx  px=pz and ty  py=pz, the eﬀects of an inconsistency in the slope resolution can
be simultaneously assessed on both  and .
e  and  resolutions in the signal MC are similar, and never exceed 0.5, as
shown in Fig. 8.11. For pT > 20 GeV they are around 0.1, which is better than the
width of the  distribution in the Z + jet sample. It is unlikely that the diﬀerence
in the  width in data and MC in the Z + jet sample is only the result of a diﬀer-
ence in jet resolution. e LHCbZ + jet analysis gives an explanation why the MC
overestimates the number of events in which the jet and the Z are produced back-to-
back: e MC relies on a parton shower to produce jets around the hardest parton
in the event. e parton shower is only accurate in the collinear approximation, and
it underestimates jets which are produced at large separations from the hardest jet.
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Figure 8.10:  distributions in data (black) and MC (grey). e ĕt is parameterised as a
Gaussian plus a constant.
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Figure 8.11: Jet  and  resolution versus the reconstructed jet pT in the HV10_M35 sample
before (black) and aer (red) smearing the jet slopes by 30%. e ĕnal selection was applied
apart from the cuts on m=mcorr andR.
pT(jet) data MC data=MC
5-10 0.742 0.037 0.593 0.012 1.25 0.07
10-15 0.465 0.021 0.465 0.010 1.00 0.05
15-20 0.344 0.022 0.372 0.010 0.92 0.06
20-25 0.335 0.027 0.323 0.010 1.039 0.09
25-30 0.268 0.020 0.285 0.011 0.94 0.08
>30 0.252 0.011 0.237 0.005 1.06 0.05
all bins 0.429 0.012 0.396 0.004 1.0822 0.0321
Table 8.6:  distributions in data (black) andMC (grey). e ĕt is parameterised as aGaussian
plus a constant. e resolutions extracted from the ĕt in Fig. 8.10, in bins of jet pT.
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0v mass [GeV] 10 ps 100 ps
15 1:0015 0:0143 1:0000 0:0392
25 0:9970 0:0010 0:9986 0:0020
35 0:9948 0:0009 0:9882 0:0054
43 0:9933 0:0010 0:9919 0:0022
50 0:9964 0:0016 0:9940 0:0023
Table 8.7: Relative change in eﬃciency of the m=mcorr > 0:7 selection as a result of the smearing
of the jet direction as described in the text.
0v mass [GeV] 10 ps 100 ps
15 0:9015 0:0394 0:9385 0:0613
25 0:9543 0:0037 0:9522 0:0081
35 0:9712 0:0021 0:9532 0:0100
43 0:9747 0:0020 0:9744 0:0039
50 0:9807 0:0034 0:9849 0:0036
Table 8.8: Relative change in eﬃciency of the R < 2:2 selection as a result of the smearing of
the jet direction as described in the text.
e hardest jet is usually produced back to back with the Z boson, but may not be
in the LHCb acceptance. Jets that are not back to back with the Z boson will usually
be produced in the parton shower, and the number of these is likely to be underes-
timated [107]. Nonetheless, the ratio of the widths in data and MC on that sample is
used to set the scale for the jet direction resolution. Since the largest ratio found in
Table 8.6 is an approximate 30%, the  resolution in signal MC is smeared by 30%.
e resulting change in eﬃciency of the selectionm=mcorr > 0:7 is given in Table 8.7,
and of the selection R < 2:2 in Table 8.8. Apart from the 15 GeV sample, which
suﬀers from small statistics, the results are all within 5% from unity and independent
of the lifetime. e eﬃciency ratios for the two selection criteria are multiplied to get
the systematic uncertainty on the jet direction resolution for the signal samples, as
reported in Table 8.1.
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8.1.5 Cross check Monte Carlo jet validation with bb events
Samples of inclusive bb events in data and in MC are used to validate the reconstruc-
tion of b-quark jets. For this purpose, the so-called 'double-topo' selection is used.
e sample consists of events with two 2-, 3-, or 4-prong vertices selected by the topo-
logical lines, which add up to the B meson mass. In these events the b jets originate
from the primary vertex, rather than from a displaced vertex. erefore, the 'prompt'
version of the displaced jet algorithm is used to reconstruct the jets. e jets are sub-
sequently matched to the double-topo candidates. In this way, a sample of b-jets is
obtained in data and in MC.
e events in data are taken from the `BHadron' stream, and the events in MC
from the inclusive b sample with two b decays in the acceptance ('INCLB_2inacc' as
listed in Table 3.1). e events in both samples have to pass the double-topo strip-
ping line. e minimum required invariant mass of the double-topo candidate in the
stripping is 19 GeV. e minimum opening angle between the two b candidates is
0.035 rad, which rejects badly reconstructed or overlapping combinations.
e number of selected events in data is approximately 8M, whereas 620 candi-
dates are selected in MC.ese event numbers agree well: aer correcting the MC for
generator eﬃciency and the luminosity seen in data, about 8.5M events are expected.
Figure 8.12 shows the jet ID properties and the reconstructed transverse momentum
of these candidates. e agreement between data and simulation is good. Due to the
strict requirement on the double-topo invariant mass made in the 2011 stripping, the
sample lacks jets with low pT, which makes it less suited as a control sample for the
long-lived particle analysis. Consequently, no quantitative results are extracted from
this sample.
8.2 Trigger eﬃciency
e trigger eﬃciencies on the hidden valley models shown in Tables 6.2 and 6.3 are
evaluated from MC. In order to assess the level of uncertainty associated to the MC
simulation of the trigger, the trigger eﬃciencies of events with displaced vertices in
data and MC are compared using generic B ! J= X events. e comparison is per-
formed as a function of relevant variables such as the vertex mass, number of tracks
and radial distance to the beamline. e integrated eﬃciency diﬀerence is used as
systematic uncertainty, while the diﬀerential diﬀerence allows to evaluate whether or
not the MC description is valid over the full parameter space. e trigger eﬃciency is
evaluated relative to the stripping eﬃciency.
Events containing an oﬄine reconstructed displaced vertex are selected through
the 'StrippingDVJPsiHLT' stripping line (described in Section 4.5.2), to ensure they
are triggered by the 'Hlt2DiMuonJPsi ' J= trigger line. e oﬄine J= candidate is
triggered by muon or dimuon lines. Furthermore, the J= is required to have a radial
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Figure 8.12: Jet ID properties and pT of jets associated to either of the b candidates in the double-
topo samples in data and bb MC simulation, before the jet ID cuts are applied.
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Trigger stage r Syst. uncertainty (%)
L0 0:955+0:009 0:009 4:5
Hlt1 0:959+0:008 0:008 4:1
Hlt2Topo 0:946+0:022 0:022 5:8
Hlt2Phys 0:962+0:047 0:047 6:0
Table 8.9: Systematic uncertainties for each trigger stage. e systematic uncertainty corresponds
to
p
(1  r)2 + 2r , where r = effdata=effMC.
displacement of Rxy > 0:5 mm. On this selected sample, one counts how oen a
trigger line used for the long-lived particle analysis triggers on the oﬄine displaced
vertex candidate. e trigger eﬃciency diﬀerence between data and MC is retrieved
for loosely selected vertices (SinglePS stripping).
e trigger eﬃciency is deĕned for the sample of events with oﬄine reconstructed
DV candidates as the ratio of the number of triggered DV events over the number of
triggered J= events:
Trigger(DV) =
S
i2DVLines(Trigger(DV)i) &
S
i2J= Lines(TOS(J= )i)S
i2J= Lines(TOS(J= )i)
where Trigger(DV)i means that a trigger line i is ĕred (TUS or TOS depending on
the lines) by the oﬄine displaced vertex candidate, and TOS(J= )i means that the
Hlt2DiMuonJPsi line was triggered TOS on the J= candidate.
e distributions of the mass, radial distance and number of tracks of the oﬄine
displaced vertex candidate are consistent in data and MC over several order of mag-
nitude for all trigger levels. For the displaced vertex HLT2 triggers, this is shown in
Fig. 8.13. Note that the mass of the displaced vertex peaks roughly at the B-mass.
Since the Hlt2DVSingleHighMassPS trigger requires a mass over 10 GeV, most of the
candidates pass the Hlt2DVSingleHighFDPS line instead. is explains the cut-oﬀ at
2 mm in the radial distance (as deĕned in Table 4.5).
e integrated eﬃciencies for data and MC, as well as the corresponding ratio,
are shown in Fig. 8.14. e errors on the eﬃciencies are binomial while the error
on the ratio r consists of the eﬃciency errors added in quadrature. Table 8.9 sum-
marises the ratio between the integrated eﬃciencies in data and MC in this J= trig-
gered DV sample. e integrated eﬃciencies for this sample of displaced vertices with
low mass, low displacement and low track multiplicity are smaller than the integrated
eﬃciencies for the signal that is made of heavier, more displaced objects with a higher
number of tracks. e systematic uncertainties retrieved from this method are there-
fore conservative. e associated systematic uncertainty is conservatively taken asp
(1  r)2 + 2r , where r = effdata=effMC.
e decrease in signal eﬃciency is obtained by removing x% of the triggered
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Figure 8.13: Distributions of HLT2 displaced vertex triggered candidates (le) and associated
J= candidates (right) in MC and data events. All distributions are normalised to unity.
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Figure 8.14: (a) eﬃciency for each of the triggers for MC (grey) and data (black), and (b) ra-
tio between the data and MC eﬃciencies. 'Hlt2' represents the 'Hlt2DVSingleHighMassPS' and
'Hlt2DVSingleHighFDPS' trigger lines.
events for each trigger stage, with x being the uncertainty per trigger stage (reported
in Table 8.9). A weighted average over the events in each sample results in the overall
trigger systematic uncertainties quoted in Table 8.1. For the HLT2, the events get an
uncertainty assigned depending on whether they passed the topological or the dis-
placed vertex lines. e relative fraction of topological and displaced vertex triggered
candidates varies as a function of the mass and lifetime of the signal candidate, as was
shown in Figures 4.2a and 4.2c.
8.2.1 Cross-check L0 eﬃciency using Z + jet events
e method described before focusses on the trigger eﬃciency on the tracks in the
displaced vertex. However, the oﬄine candidate also contains two jets that can trigger
the most eﬃcient L0 line: L0Hadron (see Table 4.1). As a cross-check for the method
described in Section 8.2, the systematic uncertainty on the L0Hadron trigger eﬃciency
is estimated from Z + jet events in data and in MC. A clean 'back-to-back' Z + jet
sample is retrieved using the selection described by 'L0Hadron' in Table 8.2.
In order to obtain the trigger eﬃciency, one counts the fraction of jets of the oﬄine
selected Z + jet candidates containing particles that ĕred the L0Hadron line, using the
TOS requirement on the jet particles. Figure 8.15 gives the L0Hadron eﬃciencies in
data and in MC, and the ratio of the two: rHV = data=MC, as a function of pT.
By integrating the eﬃciency for MC over the transverse momentum distribution
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Figure 8.15: (a) L0Hadron eﬃciency on the Z + jet events in data and in MC as a function of jet
pT, and (b) the ratio


rHV

as a function of jet pT.
0v mass [GeV] 10 ps 100 ps
15 0.5365 0.0318 0.5474 0.0435
25 0.7860 0.0204 0.7525 0.0198
35 0.8150 0.0241 0.7975 0.0208
43 0.8251 0.0286 0.8137 0.0242
50 0.8312 0.0261 0.8113 0.0247
Table 8.10: Estimated eﬃciency of the L0Hadron trigger on the simulated hidden valley signal
sample, using the trigger eﬃciency estimated from the Z + jet sample, aer integration over the
jet pT distribution in the signal sample.
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0v mass [GeV] 10 ps 100 ps
15 0.8988 0.0680 0.8998 0.0563
25 0.9249 0.0462 0.9237 0.0441
35 0.9309 0.0452 0.9275 0.0390
43 0.9340 0.0528 0.9310 0.0448
50 0.9373 0.0477 0.9339 0.0492
Table 8.11: Estimated eﬃciency correction factors (data=MC) for the L0Hadron trigger eﬃciency,
aer integration over the jet pT distribution in the hidden valley signal sample.
of the jets in the hidden valley signal sample, the L0Hadron eﬃciencies listed in Ta-
ble 8.10 are obtained. Only one of the two jets must ĕre the trigger for the candidate
to be selected. When labelling the pT bins with an index i for the ĕrst jet and an index
j for the second jet, the eﬃciency correction factor can be evaluated as


rHV

=
P
i;j;ji f HVij (1  (1   i data)  (1   dataj ))P
i;j;ji f HVij (1  (1   MCi )  (1   MCj ))
(8.2)
where fij is the fraction of signal events in bin i; j.
e absolute eﬃciencies on signal in Table 8.10 can be compared to the eﬃciencies
for L0Hadron in Table 4.1, which shows that they are in reasonable agreement. Finally,
Table 8.11 lists the estimated eﬃciency correction factors on signal MC, which can be
used to obtain the systematic uncertainty on the L0Hadron trigger eﬃciency. e ef-
ĕciency ratios are consistent, although systematically lower, with the 0:955+0:009 0:009 L0
eﬃciency ratio obtained in Table 8.9. However, since it has smaller statistical uncer-
tainty, the latter one will be used to estimate the uncertainties in this analysis.
8.3 Vertex ĕnding eﬃciency
e displaced vertex ĕnding eﬃciency may be aﬀected by diﬀerences in the detector
response and the primary vertex multiplicity. is systematic uncertainty can be split
into two contributions: the vertex ĕnding eﬃciency and the track ĕnding eﬃciency.
8.3.1 Vertex ĕnding eﬃciency using B0! J= K0
e performance of the displaced vertex algorithm is studied on well-reconstructed
B0 ! J= K0 decays in real and simulated data. is decay channel is selected
because it contains candidates with a single high-multiplicity vertex (consisting of four
tracks) and because suﬃciently large and pure samples can be obtained in data and
MC.
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e candidates are selected to have four well-reconstructed tracks, and to con-
stitute a good-quality candidate in the B0 ! J= K0 stripping, such that a vertex
ĕnding algorithm should be able to ĕnd all of them. Two further selections are ap-
plied on the candidates to match the long-lived particle signal: they should be outside
of the material veto region, and the decay vertex should have a radial displacement
Rxy > 0:2 mm from the collision point. Since the kinematic distributions in data and
MC do not completely match, a reweighting as a function of pseudorapidity is applied
to the MC in order to match the data.
(a) (b)
Figure 8.16: Vertex ĕnding eﬃciency for B0! J= K0 data (red), unweighted MC (green) and
MC aer reweighting in  (blue), as a function of (a) lifetime and (b) radial displacement from
the beamline.
e inclusively reconstructed displaced vertices arematched to the exclusive B0!
J= K0 candidates by requiring that the vertex contains all four tracks used to recon-
struct the exclusive decay. e vertex reconstruction eﬃciency as a function of the
displacement is shown in Fig. 8.16. Losses in the vertex ĕnding occur mostly because
tracks that belong to the signal vertex have been erroneously assigned to another ver-
tex. Furthermore, the vertex algorithm in the stripping has been tuned to reconstruct
vertices with high track multiplicity, with typically seven to eight tracks, rather than
the four-track vertices available in this sample. e overall behaviour of the eﬃciency
is well described by the simulation, although the MC eﬃciency is about 5% higher.
To understand if the diﬀerence between data and MC is related to a diﬀerence
in track parameter resolution, a standard track parameter smearing recipe [108] is
applied to the tracks in the simulation. is parameter smearing makes a negligible
diﬀerence.
Another possible source for the data-MC diﬀerence is the 'confusion' caused by
other tracks in the event. e multiplicity of tracks from the PV is larger in data than
in simulation, as can be seen in Fig. 8.17. is can aﬀect the vertex ĕnding eﬃciency
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Figure 8.17: Charged particle density as a function of pT. e LHCb data are shown as points
with statistical error bars (smaller than the marker size) and combined systematic and statistical
uncertainties as the grey band. e measurement is compared to several Monte Carlo generator
predictions, including the prediction of the LHCb tune of P 6 (shown in red), which is used
in the analysis. From [109].
since vertices 'compete' for tracks, favouring vertex seeds with higher multiplicity.
By integrating the eﬃciency diﬀerence over the radial distribution in the signal
HV100_M35 sample, a total uncertainty of 7:5  1:5 % is found. As the long-lived
particle signal vertices have higher multiplicity than the B0 ! J= K0 vertices, the
sensitivity of the vertex ĕnding eﬃciency to data-MC diﬀerences is expected to be
smaller than 7:5%.
8.3.2 Tracking eﬃciency
Since the eﬃciency above is measured relative to a reconstructed B0 ! J= K0 de-
cay, it does not account for the eﬀects of the per-track ineﬃciency. For tracks with
VELO hits at a small displacement to the beam axis, this eﬃciency has been estimated
with control channels to be well described by the simulation with an uncertainty of
approximately 1% [110].
To obtain an estimate of the tracking eﬃciency at higher radius, it is evaluated on
the0v signalMC, as shown in Fig. 8.18a. e eﬃciency to reconstruct 'reconstructible'
tracks (tracks that are within 2 <  < 4:5, have pT > 0:5GeV, and that leave suﬃcient
hits in theVELO to reconstruct theVELO track segment) for this sample drops slightly
with Rxy, as shown in Fig. 8.18a.
Eﬃciencies at some distance to the beam axis have also been studied extensively
in the context of the B ! J= X lifetime analysis [111]. In that case, the VELO track
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Figure 8.18: (a) eﬃciency to reconstruct tracks with a VELO segment versus the radius Rxy of
the true origin vertex of the tracks with respect to the beamline, on a hidden valley signal sample
with m0v = 35 GeV and 0v = 100 ps (HV100_M35).
(b) VELO reconstruction eﬃciency for kaon tracks reconstructed using the oﬄine algorithms as
a function of the kaon DOCAz, in simulation and (c) the same in 2011 data. e red solid lines
show the result of an unbinned maximum log-likelihood ĕt to the data. From [111].
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Rxy [mm] Eﬃciency ratio
0. - 1. 0.9922 0.0200
1. - 2. 0.9900 0.0187
2. - 4. 0.9829 0.0145
4. - 30. 0.9878 0.0173
0. - 30. 0.9898 0.0086
Table 8.12: Change in eﬃciency of reconstructing a vertex candidate with at least six tracks,
aer randomly removing 2% of the reconstructed tracks, for simulated hidden valley signal
(HV10_M35).
ĕnding algorithm features a strong dependence of the eﬃciency on Rxy, as shown in
Fig. 8.18b for simulation and 8.18c for data. e eﬃciency relative to prompt tracks
decreases by about 10% forRxy = 5mm, and by 40% for 10mm. e statistical uncer-
tainty on this eﬃciency increases at large radii, because vertices from B decays rarely
make it out of the beam pipe. e radial dependence of the hidden valley signal eﬃ-
ciency is not as strong as the B! J= X analysis suggests. However, as a conservative
estimate, the ratio of data andMC eﬃciencies from that analysis is integrated over the
radial distribution of the HV100_M35 sample, which gives an eﬃciency correction
factor of 0:991 0:005 for the radial dependence.
Adding up the 1% uncertainty on the tracking eﬃciency at small radius, and the
1% uncertainty due to the radial dependence, conservatively, a total uncertainty of
2% is assigned to the oﬄine vertex reconstruction. Table 8.12 gives the change in the
eﬃciency of the vertex selection if 2% of the tracks are removed in the HV10_M35
sample.
If the number of reconstructed VELO segments falls below the threshold of six
tracks applied in the selection, the event is lost. e change in tracking eﬃciency
leads to less than 2% loss in vertex reconstruction eﬃciency, practically independent
of the radius, as shown in Table 8.12. is additional uncertainty is assigned to the
oﬄine vertex reconstruction to account for the eﬀects of the per-track ineﬃciency.
To summarise, a 2% uncertainty is conservatively assigned to the track ĕnding ef-
ĕciency due to diﬀerences in the accuracy on the estimated track parameters. Adding
this in quadrature to an uncertainty of 7:5% for the performance of the displaced ver-
tex ĕnding algorithm, a total uncertainty of 8% is obtained on the eﬃciency to ĕnd
the displaced vertices.
8.4 Vertex selection
e stripping applies a selection on the mass and sum-pT of the long-lived particle,
calculated from the charged tracks, without using any jet information. e thresh-
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0v mass [GeV] 10 ps 100 ps
15 0:985 0:021 0:962 0:054
25 0:971 0:003 0:973 0:006
35 0:977 0:002 0:979 0:007
43 0:980 0:002 0:984 0:003
50 0:984 0:003 0:984 0:004
Table 8.13: Relative change in selection eﬃciency as a result of increasing the stripping vertex
mass and sum-pT thresholds by 2%.
olds for the three stripping lines are shown in Table 4.7. e tracking eﬃciency is the
main source of uncertainty for this selection. By assuming that the reconstructedmass
and sum-pT are proportional to the number of reconstructed tracks in the vertex, the
thresholds on themass and sum-pT should be increased by 2% to obtain the eﬃciency
loss. A tracking eﬃciency loss of 2% translates in a decrease of the eﬃciency as shown
in Table 8.13. e resulting uncertainties per sample are summarised in Table 8.1.
8.5 Dijet mass shape
e dijet mass distribution of the long-lived particle candidates is aﬀected by the jet-
energy scale uncertainty. It was shown Section 8.1.2 that the jet energy scale is under-
stood within a few percent. e extrapolation from the Z + jet sample to the diﬀerent
signal samples is reported in Table 8.14, and it is used to scale or 'smear' the mass
distribution in the maximum likelihood ĕt used to extract the background and signal
yields. Table 8.15 summarises the systematic uncertainties used to smear the mass
shape for diﬀerent signal MC samples.
0v mass [GeV] 10 ps 100 ps
15 1.024 0.041 1.021 0.035
25 1.026 0.033 1.026 0.032
35 1.026 0.031 1.026 0.032
43 1.026 0.032 1.026 0.033
50 1.026 0.032 1.028 0.033
Table 8.14: Correction factor for the jet energy scale for 0v candidates in diﬀerent HV models
estimated by extrapolating from the Z + jet sample.
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0v mass [GeV] 10 ps 100 ps
15 4.7% 4.1%
25 4.2% 4.1%
35 4.1% 4.1%
43 4.2% 4.2%
50 4.2% 4.3%
Table 8.15: Systematic uncertainty related to the jet energy scale for diﬀerent hidden valley signal
samples, calculated as:
p
(1  r)2 + 2r , where r is the correction factor in Table 8.14 .
8.6 Luminosity
e integrated luminosity used for this analysis is 0:624  0:011 1. e uncer-
tainty on the luminosity measurement at the LHCb intersection point is determined
with two methods. Firstly by Van der Meer scans which measure the beam proĕle by
transversely moving the colliding beams across each other, and secondly by a beam-
gas imaging method [112]. e uncertainty on the luminosity measurement for the
corresponding data set amounts to 1.7% [113].
8.7 Other systematic uncertainties
Several other systematic uncertainties have been considered and found to be negligi-
ble.
e estimated number of remaining material interactions aer the material veto
is much smaller than one event, as shown in Eq. 7.1 in Section 7.4. e uncertainty
of the MV on the selection eﬃciency, can be neglected for the following reason. As
shown in Section 6.6, the number of candidates at a radius higher than 5 mm is small.
e ĕt to the data that is used to set an upper limit or to claim a discovery, is performed
in bins of Rxy, and since the bin with the highest radius (4.8-40 mm) does not improve
the signiĕcance of the result, this bin is discarded. Since the MV only rejects events
above Rxy > 5 mm, any uncertainty on the MV does not inĘuence the results of the
analysis.
e position and the size of the primary interaction region could be diﬀerent in
data and MC. e z position of the primary vertex is the primary source for possible
systematic uncertainties. erefore, the z position is weighted in signal MC to match
the data, aer which the change in signal eﬃciency is studied. e change in eﬃciency
is 0:5%  0:07%, and is not expected to vary as a function of mass. Since this eﬀect
is small, the contribution of uncertainties in the position of the primary interaction
region to the selection eﬃciency will be neglected.
eGlobal Event Cut (GEC) selection applied on the VELO hits removes less than
0:5% of the candidates in both signal and data (as shown in Table 6.2 for example).
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Furthermore, these candidates are typically at high radius, outside the region Rxy <
4:8mm that is used to obtain the ĕnal results. e contribution of uncertainties in the
GEC to the selection eﬃciency will therefore be neglected.
In the L0, a selection is made on the maximum number of SPD hits: NSPD < 600.
e distribution of the SPD hit multiplicity in data and signal MC is diﬀerent. An
uncertainty is retrieved from the eﬃciency ratio of this selection in data andMC in the
Z + jet samples. is is done in bins of primary vertex multiplicity, since the number
of SPD hits is correlated with collision pile-up of the event. e resulting correction
factor, is independent of the mass of the signal sample. e eﬃciency loss of the SPD
cut is always 3:2  0:2% more in data than in MC. is translates into a decrease in
signal eﬃciency, which is taken into account when determining the signal yield in the
selected data sample.
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CHAPTER 9
Results
e mass distribution of the candidates that are le aer the ĕnal oﬄine selection is
used to estimate the number of observed 0v signal candidates, assuming several values
of the 0v mass and lifetime. In the following, the procedure will be explained using
only the benchmark model withm0v = 35 GeV and 0v = 10 ps, whereas the results
will be quoted for all signal masses.
Since the statistical errors on the background estimates from simulated events are
large, the Monte Carlo statistics would eﬀectively dominate the results if they would
be used as an estimate of the actual background in data. Fortunately, the signal mass
resolution is high compared to the features in the background mass distribution, as
is shown in Fig. 9.1. erefore the background is parameterised from the data itself,
extrapolating with a smooth function, and a signal peak is searched for on top of the
smooth background.
e parameter of interest that is retrieved from the ĕt to the data is the number of
signal candidates. e expected number of signal candidates, , can be calculated as
follows:
 = L   (H) B(H! 0v0v) B(0v ! bb)(2  B(0v ! bb)) (9.1)
where the luminosity L = 0:62  1, and  is the total selection eﬃciency on signal.
In the simulation it is assumed that both 0v particles decay to the same ĕnal state.
e eﬃciency  represents the number of selected candidates divided by the number
of generated events. However, as the selection eﬃciencies for the two 0v particles in
an event are practically independent, the fraction of selected events with more than
one candidate is less than 1%. In data no events with more than one 0v candidate are
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Figure 9.1: Dijet invariant mass distributions aer the jet energy correction is applied, for data
and for simluted hidden valley signal samples with 25, 35 and 50 GeV 0v masses and 10 ps
lifetime. For visibility, the signal is scaled to 0.62  1 assuming a Higgs cross section of 10 nb
and branching fractions of 100% for B(H! 0v0v) and B(0v ! bb).
selected. Using this Eq. 9.1, (H) B(H! 0v0v) can be deduced from the number
of signal-like candidates observed in the data.
9.1 Statistical method
e RS [114] tools are used to obtain the results. e value of the parameter
of interest , the number of observed signal events, can be determined by using a set
of measurements x described by a probability density function (p.d.f.) such as f (xj).
However, the ĕt model not only depends on , but also on the nuisance parame-
ters  . ese are parameters, other than the number of signal candidates , that are
not known a priori, in this case the signal eﬃciency, the width and mean of the sig-
nal mass distribution, the slope of the exponential background ĕt and the number of
background events. By including these, the p.d.f. is extended to f (xj;). For the
long-lived particle search, this p.d.f. consists of a signal and a background distribu-
tion:
f (x j ;) = fsignal (x j ;) + fbackground (x j ): (9.2)
e addition of uncertainties to the nuisance parameters results in an increased sta-
tistical uncertainty on the parameter of interest, and a loss in sensitivity [115]. When
replacing the variable x by the observed data sample xi one obtains the likelihood,
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which is deĕned as the product of the probability density functions:
L( ;  jfxig) =
NeventsY
i
f (xi j ;): (9.3)
If the ĕt model describes the data accurately, regardless of the amount of signal truly
present, the values for  and  that maximise L are unbiased estimators of  and .
It is most common, in order to set an upper limit, to deĕne a null hypothesis H0,
which states that the data are consistent with a signal of a given strength plus back-
ground. e aim is to test ifH0 can be rejected with the given data set. An alternative
hypothesis is deĕned as the background-only hypothesis H1. e level of agreement
between the data andH0 is reĘected by a 'test statistic' that is a function of themeasured
variables, denoted by t(). Furthermore, the p-value p0 is the probability, assuming
the hypothesis H0, to ĕnd data less or equally compatible with H0 than the observed
data. e hypothesis H0 can be excluded if the observed p-value is smaller than a
certain threshold. Likewise, H1 can be rejected if the observed p1 is small.
e sensitivity of an analysis can be studied by computing the 'expected signiĕ-
cance'. is is the p-value one would expect to ĕnd given a certain hypothesis, e.g.
background plus a predeĕned signal contribution. e expected signiĕcance can ul-
timately be compared to the observed signiĕcance, which gives an indication of the
presence of a signal.
Each hypothesis gives a p.d.f. for the statistic t(), such as g(tjH0). e value
measured in data is indicated by tobs. e p-value for the case where large values of t
correspond to a bad agreement withH0 can be written as follows, using the probability
density function g:
p0 =
Z 1
tobs
g (t j H0)dt (9.4)
When the p-value is low,H0 can be rejected. An illustration of this procedure is given
in Fig. 9.2. e p-value can also be expressed in terms of a one-sided Gaussian 'signif-
icance', such that a p-value of 2:87 10 7 corresponds to a signiĕcance of 5.
When including nuisance parameters  , the p-value amounts to:
p0() =
Z 1
tobs
g (t j H0;)dt (9.5)
is p-value now depends on the nuisance parameters, and in principle has to be eval-
uated for all possible values of  . However, the test statistic t can be deĕned such that
its distribution is independent of the nuisance parameters. is can be achieved by
using a proĕle likelihood ratio, which is deĕned using the likelihood in Eq. 9.3.
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Figure 9.2: Schematic representation of the probability density functions for hypothesised back-
ground: g(tjH1), and signal plus background: g(tjH0). e test statistic t is shown on the hor-
izontal axis. e observed value of t in data is indicated by tobs. e p-value p0 to reject the
hypothesis H0 is indicated by the grey area.
e proĕle likelihood is divided by the value of the likelihood at its maximum to
obtain the proĕle likelihood ratio. e following proĕle likelihood ratio tests a partic-
ular value of  (a measure of the signal strength for H0):
() =
L( ; ^^() )
L( ^; ^ )
(9.6)
where ^ is the best estimate for  from the ĕt to the observed data (the so-called es-
timator) and ^ is the estimator of  . Both ^ and ^ are evaluated to maximise the
unconditional likelihood function L. e conditional likelihood estimator ^^()max-
imises L for a speciĕc , given the observed data. Note that 0    1, where a smaller
value of  implies worse agreement between the data and the hypothesised . e test
statistic is now chosen as the log likelihood value:
t() =
(
 2 ln() if   ^
0 if  < ^
(9.7)
which is independent of  [115, 116]. e case t = 0 ensures that the hypothesis H0
is not rejected when more signal events are observed than predicted by the signal plus
background hypothesis, and that the hypothesis H1 is not rejected when the number
of observed events is below the background estimation. e test statistic resembles
a 2 distribution (following Wilks' theorem [117]), and the higher the value of t, the
larger the incompatibility between the data and the hypothesised value of .
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To obtain the p-value ofmultiple hypotheses , one needs to know the distribution
of t under assumption of eachH0 to get g (t j H0;). is is not trivial, and is usually
approximated throughMC pseudo-experiments or by using a representative 'Asimov'
data set [116]. e latter is not used in this analysis.
9.2 Modelling the data
To achievemaximum sensitivity, the data is divided into bins ofRxy (the radial distance
of the vertex to the beamline) that are aligned with the selections applied in the trigger
and the stripping, as shown in Fig. 9.3a. Above Rxy = 4:8 mm, the signal eﬃciency
is low due to the material veto and the HLT1 selection. erefore, only radii between
0.4 and 4.8 mm are used to obtain the ĕnal result. Figure 9.3b shows the selection
eﬃciency versus Rxy within this range.
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Figure 9.3: (a) Rxy distribution of the data and of simulated hidden valley signal. e radial bins
used for the ĕt are indicated by the dotted lines.For visibility, the signal is scaled to 0.62  1
assuming a Higgs cross section of 10 nb and branching fractions of 100% for B(H! 0v0v) and
B(0v ! bb). (b) Selection eﬃciency selection (excluding generator level eﬃciency) on generated
HV10_M35 candidates, as a function of Rxy, the radial distance of theMC signal candidate vertex
to the beamline.
e yields in data and the eﬃciencies on simulated signal (taking into account
the lifetime reweighting and the correct primary vertex multiplicity distribution), are
given in Table 9.1. e selection eﬃciency  is determined by the generator level ef-
ĕciency (roughly deĕning the LHCb acceptance) and the total selection eﬃciency of
the analysis, such that  = generator  selection. e signal selection eﬃciency selection is
retrieved from the last line of Table 6.2, and generator is retrieved from Table 3.1. Since
the signal selection eﬃciency of the sample withm0v = 15 GeV is too low to reliably
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Rxy [mm] Data11 yield Signal MC yield =bin [10 4]
0.4-1.0 1897 576 6.84 0.38
1.0-2.0 5654 1533 18.76 0625
2.0-2.5 2836 777 9.82 0.46
2.5-4.0 11087 2129 25.13 0.71
4.0-4.8 6126 883 10.88 0.48
total 0.4-4.8 27600 5887 73.22.1
Table 9.1: Data yield, number of signal candidates surviving in the generated hidden valley sig-
nal sample (HV10_M35) and simulated signal eﬃciency  (including the generator eﬃciency,
and taking into account the lifetime reweighting and the correct primary vertex multiplicity dis-
tribution) per bin of Rxy.
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Figure 9.4: Fit of the bifurcated Gaussian model to simulated hidden valley signal (HV10_M35),
in radial bin 2:5 < Rxy < 4:0mm.
extract a signal shape from the events remaining aer all selections (see Table 6.2), no
results are obtained for this model.
e ĕt models are implemented using RF [118].e background is modelled
as a single sided exponential function with slope  :
Dbkg(m) =
(
0 ifm < 0
1
 exp[ m ] ifm > 0
(9.8)
convoluted with a bifurcated Gaussian, to account for the oﬀset at lowmass due to the
minimal pt threshold of the jets. It is obtained by requiring that the shape follows a
Gaussian with diﬀerent widths on both sides of m = , that is continuous in m = ,
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and normalised to unity:
Rbkg(m) =
8<:RL(m) =
q
2

1
L+R
exp[  (m )222L ] ifm  
RR(m) =
q
2

1
L+R
exp[  (m )222R ] ifm  
(9.9)
such that the ĕt model becomes:
(D  R)(m) =
Z +1
 1
D(m0)R(m m0)dm0, (9.10)
with D the exponential distribution and R the bifurcated gaussian distribution. is
expression accounts for the term fbackground (x j ) in Eq. 9.2.
e signal is modelled by a bifurcated Gaussian function, as illustrated in Fig. 9.4.
e parameters of the signal ĕt are ĕxed using the Monte Carlo signal. e results of
the binned ĕts of the background-plus-signal model to data are shown in Figure 9.5.
e observable in the ĕt is the mass of the candidate (aer applying the jet energy
correction), and the parameter of interest is the number of signal events. Diﬀerent
0v masses are assumed from the various generated samples (25, 35, 43 and 50 GeV).
Lifetimes of 2, 5, 10, 20, 50 and 100 ps are obtained by reweighting the generated 10
and 100 ps samples.
Rxy [mm] Fitted yield
0.4-1.0 1.48 0.93
1.0-2.0 4.0 2.5
2.0-2.5 2.1 1.4
2.5-4.0 5.4 3.4
4.0-4.8 2.3 1.5
Table 9.2: Fitted signal yields in data, using the HV10_M35 sample for the signal model, from a
ĕt for the cross section, as in the limit setting procedure.
Figure 9.5 shows the best ĕt of the background-plus-signal model to the data for
the HV10_M35 sample. e size of the ĕtted gaussian signal is translated into a signal
yield per Rxy bin. A single yield can be ĕtted that is distributed across the Rxy bins
following the lifetime distribution in MC, as listed in Table 9.2. e combination of
the yields in all Rxy bins is used in the procedure to obtain an estimate of the signal
production cross section.
e systematic uncertainties are incorporated as constraints on the nuisance pa-
rameters in the ĕt model. e three sources of systematic uncertainties are the total
uncertainty on the selection eﬃciency, the uncertainty on the dijet invariant mass
scale and the uncertainty on the shape parameters and the relative normalisation of
the signal model due to ĕnite statistics in the simulated samples. Gaussian constraint
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Figure 9.5: Mass ĕt to the data sample for a hidden valley model with m0v = 35 GeV and
0v = 10 ps, for the ĕve Rxy bins. e dotted line is the background-only model, and the red
dashed line is the ĕtted signal. e blue line indicates the total ĕt to the data.
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terms are added to the relevant parameters: the width andmean of the signal Gaussian
and the signal eﬃciency per bin.
9.3 Result on 2011 data
Since no signiĕcant signal is observed in the data, an upper limit is set on the sig-
nal production cross section. e CLs method [119] is used, with the test statistic as
in Eq. 9.7. e CLs method has a frequentist approach to deĕning a conĕdence in-
terval, but prevents the exclusion of parameters when there is low sensitivity. is is
favourable for analyses inwhich the background-only hypothesis is hard to distinguish
from the background-plus-signal hypothesis.
e upper limit procedure relies on the generation of MC pseudo-experiments
that approximate g (t j ;) for a range of hypotheses (diﬀerent values of ). Test
statistic distributions for those values of  are obtained by generating pseudo-data
sets from the ĕt model with the H0 hypothesis (background-plus-signal, using the
current value of ) and with the alternative H1 (background-only, where  = 0) hy-
pothesis. e nuisance parameters are proĕled for the null model, and those ĕxed
values of the nuisance parameters are used for generating the pseudo-experiments.
is results in a broadening of the test statistic distribution, which makes the sepa-
ration of the hypotheses more diﬃcult. e level of agreement p0 between data and
the hypothesis H0 is calculated using Eq. 9.5. e p-values can be extracted from the
pseudo-experiments, both for the background-only hypothesis: CLb  p1 and for the
background-plus-signal hypothesis: CLs+b  p0. e signal strength is deĕned as
CLs = CLs+bCLb 
p0
p1 .
Figure 9.6 shows an example of the result of the hypothesis testing. e observed
CLs+b and CLs, determined from the observed data set, are shown as blue and red
points. In this analysis, results are quoted for the conĕdence level CL = 95%, depicted
by the horizontal line at 1 CL = 0:05. For the example in Fig. 9.6, this amounts to a
CLs upper limit of 7 pb. e dashed black line in the ĕgure is the expected CLs limit as
a function of , with 1 and 2 errors in green and yellow bands, determined from the
pseudo-experiments. In this example, although the observed limit is statistically com-
patible with the expected limit, it is slightly higher. is could indicate that there are
more background events than expected, or that there is a signal that is not signiĕcant.
e 95 % CL upper limits on (H)  B(H ! 0v0v) for hidden valley mod-
els with diﬀerent 0v masses are shown as a function of lifetime in Figure 9.7. e
diﬀerent mass and lifetime points are not statistically independent. Figure 9.8 and Ta-
ble 9.3 summarise the ĕnal result of this analysis: the observed upper limits for several
masses, as a function of lifetime.
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0v mass / lifetime 1 ps 2 ps 5 ps 10 ps 20 ps 50 ps 100 ps 200 ps
25 GeV 106.3 54.6 43.8 54.2 80.0 164.1 285.7 588.5
35 GeV 19.0 10.4 8.0 8.9 13.3 25.4 46.5 89.8
43 GeV 10.5 5.6 4.4 4.7 6.7 12.4 22.7 42.8
50 GeV 10.6 5.1 3.7 3.8 4.8 9.3 16.2 29.3
35 GeV, 0v ! cc --- --- --- 2.5 --- --- ---
35 GeV, 0v ! ss --- --- --- 2.3 --- --- ---
Table 9.3: Observed 95% CL cross section upper limits (in pb) on a hidden valley model with
diﬀerent masses and reweighted lifetimes.
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Figure 9.7: Expected (dashed line) and observed (solid line) cross section upper limits at the 95%
conĕdence level, as a function of lifetime, for four values of the hidden valley 0v mass.
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Figure 9.8: Observed 95% CL cross section upper limits for diﬀerent hidden valley models as a
function of lifetime.
9.4 Comparison to existing limits
e upper limits are set in a region of low 0v mass and low lifetime, which so far has
been inaccessible for other LHC experiments. For comparison, the closest regions
with limits by ATLAS and CMS are shown in Fig. 1.9 and 1.10. e preliminary re-
sult from CMS was discussed in Chapter 1. For the lightest Higgs (200 GeV) and 0v
(50 GeV) masses available [64], the results are summarised in Fig. 1.10. LHCb probes
a lower Higgs mass (120 GeV) and lower 0v masses (25-50 GeV). Note that the data
set used by CMS is larger than the one used in this analysis. e ATLAS upper limits
extend to lifetimes up to several meters, but ATLAS has a decreasing sensitivity in the
region below 100 ps (30 mm) [63, 67] that is covered by the LHCb analysis.
e limits fromCDF andD0 (Fig. 1.7 and 1.8) are in the same region as LHCb, but
weaker than the LHCb limits. eLHCbanalysis has a high sensitivity that is primarily
due to the high trigger eﬃciency of the LHCb experiment and the high center-of-mass
energy of the LHC.is is reĘected in the fact that the current LHCb result is obtained
with only 0.62  1, whereas both Tevatron experiments used a data set of 3.6  1.
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9.5 Outlook
e results of this analysis are complementary to the results of the ATLAS and CMS
experiments and comparable to Tevatron results. e good sensitivity of the LHCb
analysis opens up possibilities for improving the results with the 2  1 of data that is
currently recorded at a center-of-mass energy of 8 TeV, and with the additional 3  1
of data to be taken in the coming years at ps = 14 TeV. e increase in center-of-
mass energy has a positive eﬀect on the production cross section of the Higgs boson,
which would increase the number of expected long-lived particles for the Hidden Val-
ley model. Nonetheless, additional improvements can be made to increase the signal
selection eﬃciency and to improve the accuracy of the results. Most of those were
mentioned at the end of the corresponding chapters in this thesis, and a few of them
are already implemented for the 2012 data analysis.
Around 2020, an upgrade of most of the LHC detectors is planned. At LHCb, the
largest interventions concern the VELO detector, which will be replaced by a silicon
pixel detector, and the inner and outer tracker, which will be replaced by a scintillating
ĕber detector. ese developments are expected to improve the precision with which
tracks can be measured, and to suppress the ghost rate of reconstructed tracks. About
50  1 of data is expected to be collected with the upgraded detector.
e analysis presented in this thesis introduces many novel techniques and con-
cepts that are not used in any other LHCb analysis, and it can be used as a blueprint
for a variety of displaced vertex searches. Ongoing searches cover a signature of a
displaced vertex with two jets and a muon, a displaced vertex with two muons, and
a vertex with a high track multiplicity without jet requirements, all motivated by the
models introduced in Chapter 1.
is thesis gives an impression of both the possibilities and the limitations of
physics analyses at high energy particle accelerators. e accelerators provide an over-
whelming amount of collision data, which the current generation of detectors can
hardly process. Due to limited readout speed and capacity, events need to be rejected
at a very early stage by a trigger selection. Furthermore, the high number of inter-
actions and particles present in the collisions puts a burden on the track- and vertex
reconstruction algorithms, and makes it challenging to distinguish background from
signal events. Because of such reasons, the current experiments are for example not
sensitive to low-mass particles that are produced at a high center-of-mass energy.
erefore, the experiments exploit the properties of distinctive signatures such as
missing energy, displacement and high transverse momentum. Since numerous LHC
results rapidly conĕne the possibility for new physics to appear in its most simpliĕed
form, it becomes ever more important to initiate less conventional searches, such as
the one presented in this thesis.
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A Tuning of parameters for vertex reconstruction
A.1 VELO tuning
e tuning of the input parameters of the LSAdaptPV3DFitter algorithm, which
reconstructs vertices from VELO tracks, is performed and described in detail in [95].
e following paragraph gives a summary of this procedure, and lists the resulting
parameters in Table 4. A similar procedure is applied to optimise the downstream
vertex algorithm, which is described in Section A.2.
PVSeed3DTool
TrackPairMaxDistance Maximum distance between tracks in the seed
MinCloseTracks Minimum number of tracks needed to form a seed
zMaxSpread Maximum distance of node to track
LSAdaptPVFitter
minTr Minimum number of tracks to make a vertex
maxIterations Maximum number of iterations for minimisation
minIter Minimum number of iterations
maxChi2 Maximum 2 of completely wrong tracks
maxDeltaZ Fit convergence condition:Max diﬀerence between vtx z of current and previous iteration
maxDeltaChi2NDoF Additional ĕt convergence condition:Max 2=ndof : In case deltaZ does not converge
minTrackWeight (acceptTrack) Minimum value of the Tukey's weight to accept a track
trackMaxChi2 Maximum chi2 track to accept track in PV ĕt
trackMaxChi2Remove Max chi2 tracks to be removed from next PV search
trackChi Square root of trackMaxChi2
LSAdaptPV3DFitter
minTr Minimum number of tracks to make a vertex
Iterations Number of iterations for minimisation
minIter Minimum number of iterations
maxIP2PV Maximum impact parameter of a track to the vertex
maxDeltaZ Fit convergence condition:Max diﬀerence between vtx z of current and previous iteration
minTrackWeight(acceptTrack) Minimum value of the Tukey's weight to accept a track
trackMaxChi2 maximum chi2 track to accept track in PV ĕt
trackMaxChi2Remove Max chi2 track to be removed from next PV search
trackChi Square root of trackMaxChi2
Table 4: Deĕnitions of the ĕt parameters for the vertex reconstruction algorithms PVSeed3DTool,
LSAdaptPVFitter and LSAdaptPV3DFitter.
TUNING OF PARAMETERS FOR VERTEX RECONSTRUCTION 167
Default PV VELO DV Downstream DV
online oﬄine online oﬄine online oﬄine
PVSeed3DTool
track list VELO Best VELO Best Downstr Best
TrackPairMaxDistance 0.3 0.3 0.2 0.3 2 2
MinCloseTracks 4 4 3 3 4 4
zMaxSpread 3 3 1 3 20 20
LSAdaptPVFitter
minTr 5 4 4
maxIterations 50 50 50
minIter 5 5 5
maxChi2 400 400 400
maxDeltaChi2NDoF 0.002 0.002 0.002
maxDeltaZ 0.0005 0.0005 0.0005
trackMaxChi2 9 9 9
trackMaxChi2Remove 25 64 64
minTrackWeight 1 10 8 1 10 8 1 10 8
LSAdaptPV3DFitter
minTr 5 4 4
Iterations 20 20 20
minIter 5 5 5
maxIP2PV 2 2 2
maxDeltaZ 0.001 0.001 0.001
trackMaxChi2 9 9 9
trackMaxChi2Remove 25 25 25
minTrackWeight 1 10 5 1 10 5 1 10 5
Table 5: Vertex ĕt parameters for primary vertex (PV), VELO displaced vertex (DV) and down-
stream DV algorithms, for the online as well as the oﬄine environment. Where the VELO DV
and default PV parameters diﬀer, the numbers are printed in bold. e 'Best' track input includes
all track types.
e parameters that have most inĘuence on the performance of the vertex
algorithm for the displaced vertex (DV) reconstruction are: trackMaxChi2,
trackMaxChi2Remove, trackPairMaxDistance, zMaxSpread, minTr and
maxIP2PV. e optimisation considers the following properties:
• Resolution of the reconstructed vertex;
• Track eﬃciency, deĕned by the
P
pT of the reconstructedMC tracks in the DV,
divided by the
P
pT of all the MC tracks;
• Track purity, deĕned by the
P
pT of the MC tracks in the DV, divided by theP
pT of all the tracks in the DV;
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• Reconstruction eﬃciency, deĕned by the number of reconstructed DVs divided
by the number of MC DV candidates;
• Split displaced vertices, deĕned by the percentage of events where one MC
metastable particle is associated to more than one reconstructed vertex;
• Timing of the algorithm. e CPU timing is important since the HLT2 requires
a fast online reconstruction;
• Retention rate on sample selected with minimum bias. e event output rate
should be kept as low as possible, in order to stay within the allowed trigger
output rate. e minimum bias sample used for testing consists of collision
data of 2010, with approximately 180,000 events.
emain diﬀerence between a 0v vertex and a primary vertex is that the ĕrst contains
less tracks. e parameters minCloseTracks and minTr are therefore smaller than
for the default PV reconstruction. ough this improves the eﬃciency, it leads to in-
suﬃcient retention at trigger level. erefore the values of trackPairMaxDistance
and zMaxSpread in the seeding are tightened in the HLT compared to the oﬄine set-
tings. ey are furthermore optimised for the highest reconstruction eﬃciency, with
the lowest probability to split the vertex.
A second diﬀerence between displaced and primary vertices is that the tracks in
the long-lived particle decay can originate from secondary beauty or charm decays.
evalue oftrackMaxChi2 (trackMaxChi2Remove) can be decreased (increased) to
avoid splitting the vertex, but it also lowers the eﬃciency and is therefore not changed.
maxIP2PV could also be increased to include tracks from secondary decays, but studies
have shown that 2 mm is the best value considering the track purity and the timing of
the algorithm.
A.2 Downstream tuning
e optimisation of the downstream vertex algorithm LSAdaptPVFitter is per-
formed on a hidden valley signal sample with a 100 ps 0v lifetime, which features
more decays outside the VELO than the 10 ps sample. Table 5 shows that both the
algorithm and its tuning diﬀer from the VELO displaced vertex reconstruction.
Firstly, starting with the vertex seeding, the value of MinCloseTracks is tuned.
Requiring four tracks improves the track eﬃciency, purity, number of split vertices
and the resolution. ere is a small loss in reconstruction eﬃciency, but the seeds
that are found have a higher number of tracks and the timing becomes much faster
compared to a requirement of three tracks. In the next optimisation, zMaxSpread
and TrackPairMaxDistance are varied, because it is expected that the distance be-
tween tracks and their spread in z are one order of magnitude larger for downstream
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tracks than for tracks with a VELO segment. For an optimal resolution, track eﬃ-
ciency and track purity, small values of zMaxSpread and TrackPairMaxDistance
should be chosen, whereas the reconstruction eﬃciency increases with higher values.
e number of split vertices is small in all cases, and an optimum of all those observ-
ables can be retrieved by setting zMaxSpread to 3.0 and TrackPairMaxDistance
to 20. However, the timing and retention show a large improvement when slightly
adjusting TrackPairMaxDistance to 2.0, which is chosen as the optimal value.
Secondly, the vertex ĕt parameters are optimised, namely trackMaxChi2 and
trackMaxChi2Remove. A low trackMaxChi2 results in a better resolution and track
purity, such that the value trackMaxChi2=9 is preferred. trackMaxChi2Remove
does not inĘuence the vertex reconstruction eﬃciency and the resolution. In terms of
timing, trackMaxChi2Remove=64 is optimal, since the timing depends most on the
number of reconstructed vertices. Choosing a high value for trackMaxChi2Remove
implies that usually only one vertex is found. Since the selection eﬃciency for down-
stream line requires only one downstream vertex, it is expected that this improvement
in the timing will not cause an eﬃciency loss.
Changing the parameters maxChi2, maxDeltaZ, maxDeltaChi2NDoF and
minTrackWeight does not inĘuence the track eﬃciency, track purity, resolution and
vertex reconstruction eﬃciency. e default parameters result in the fastest timing,
and are therefore not changed.
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B 2011 data sample
Version TCK Runs Lumi [ nb 1 ] nEvents
Magnet up
MOORE_v12r5 0x5d0033 89333-89351 2.25 329421
0x5b0032 89388-90181 1.98 336623
0x5a0032 89489-90207 33.5 5181971
MOORE_v12r6p1 0x730035 93398-94385 134 28240185
0x740036 93558-93723 5.18 611940
MOORE_v12r8 0x760037 96214-100256 106 19833817
0x790037 101375-101761 39.0 6436069
0x790038 101762-104263 125 22487804
All 89333-104263 447 83457830
Magnet down
MOORE_v12r3 0x360032 87665-87861 3.31 739124
MOORE_v12r4 0x480032 87880-87894 1.94 337878
0x4a0033 87962-87977 2.09 4234172
MOORE_v12r5 0x5b0032 90256-90762 0.03 6940
0x5a0032 90257-90763 28.4 4429342
MOORE_v12r6p1 0x6d0032 91657-92906 99.1 21487810
0x700034 91732-91733 1.13 281848
0x710035 92821-92826 0.90 189726
0x730035 92929-93282 60.7 13026535
MOORE_v12r8 0x760037 97114-98882 189 35278259
0x790038 101891-103686 208 38474244
All 87665-103686 595 114675123
Table 6: Trigger soware versions, trigger conĕgurations keys, run numbers, online measured lu-
minosity and event yields in the EW stream formagnet up (top) andmagnet down (bottom) 2011
data. e trigger conĕgurations (TCK) used for this analysis are printed in bold. e luminosity
aer oﬄine reconstruction is about 10% lower than the one listed here.
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Popular summary
ecover of this thesis shows a collection of exoticmassive long-lived particles: grains
of sand from the Hawaiian island Maui. On the beach this sand has a gray colour,
but when you look at it more closely, colourful shapes of fossils, coral and volcanic
rock become visible, weathered over the course of time. e picture is made using
three-dimensional light microscope technology, which combines many microscopic
photographs with diﬀerent focal lengths into one sharp image.
ese sand grains are many times larger than the elementary particles that are
studied in high-energy physics. Such elementary particles might seem mysterious,
but are nowadays quite easily visualised. Traces of charged particles that traverse a
detector such as a cloud chamber or a silicon detector give an impression of the un-
derlying invisible world that there is to discover.
Studying particles
e microscope that was used to visualise the sand grains can reveal objects with a
size larger than 1micrometer. e photon, which carries an energy of about 1 electron
volt (eV), transmits the visible light that allows us to see the sand grains. e smaller
the object, the smaller the wavelength of the probing particles has to be in order to
visualise it. Smaller wavelengths can be achieved by giving the particles more energy,
for example by accelerating them. Table S.1 gives an overview of the energies needed
to visualise objects of diﬀerent sizes, and the tools needed to reach those energies.
e most natural acceleration 'tool' is the universe itself. Particles that are pro-
duced at high energies, for example in a supernova, can be detected on earth by using
the atmosphere, an ocean or polar ice as a detection medium. However, such inter-
esting interactions occur only a few times per year. e investigation of rare physical
processes requires more data. Particle accelerators are built to generate a high number
of particle interactions in a controlled environment.
e experiment described in this thesis is performed at the LHCb detector, posi-
tioned at the Large Hadron Collider (LHC) in Geneva. At the LHC, two proton beams
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object size energy tool
sand grain 10 4 m 1 eV optical microscope
atom 10 10 m 10 keV electron microscope
nucleus 10 14 m 100 MeV alpha rays
proton 10 15 m 1 GeV electron beam
quark < 10 20 m  100 GeV proton beam
Table S.1: A certain amount of energy is needed to give particles a wavelength small enough to
probe small objects. e table lists objects of decreasing size and the energy needed to visualise
them. e tools with which these energies can be reached are listed in the last column.
collide with an energy of 7 TeV. e protons in the beams are accelerated in bunches,
and each crossing of bunches (also called 'event') can contain multiple proton-proton
collisions ('primary' interactions). When the protons collide, many diﬀerent particles
are produced. e higher the energy of the protons, the heavier those particles can be.
e LHCb experiment detects the particles that are produced by measuring for exam-
ple their position, energy and charge. is allows the reconstruction of the particles
in the event. When the LHC is running at full capacity, it produces 40 million colli-
sions per second, of which the LHCb experiment stores about 3000 events per second.
Events have to be rejected because limitations on the reconstruction speed and the
storage capacity make it impossible to study each event in detail. e investigation of
reconstructed events allows us to test the theory that describes the subatomic world:
the standard model.
e standard model of elementary particles
e known particles and the forces through which they interact are described by the
standard model of particle physics. e elementary particles can be grouped into
quarks and leptons. Heavy particles can decay into lighter particles, which is why the
stable world around us is built of only the lightest quarks: the up- and down-quarks.
e two lightest quarks in combination with the lightest lepton (the electron) form
protons, neutrons, nuclei and atoms. Additionally, there are heavier quarks such as
the charm-, strange-, beauty- and top-quark, and also heavier leptons together with
their associated lepton-neutrinos. To each particle corresponds an anti-particle with
opposite charge, which is produced simultaneously with the particle.
ree fundamental forces are also included in the standard model. e strong
force is the dominant force inside nuclei. It is responsible for keeping atomic nuclei
together by binding the quarks in the protons and neutrons. e electromagnetic force
acts between electrically charged particles. e weak force couples to both quarks and
leptons. e inclusion of a Higgs ĕeld in the standard model ensures that particles
acquire mass, and also describes the existence of a Higgs particle, recently discovered
at CERN.
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Beyond the standard model
Even though it has proven to be a successful description of subatomic particles, the
standard model still leaves several fundamental questions unanswered. Gravity is not
included in the standard model; it is so weak at subatomic scales that it does not in-
Ęuence particle interactions. e standard model also does not explain the existence
of dark energy and dark matter, while those together make up 95% of the energy in
the universe. Some of the anomalies can be explained by theories that go beyond the
standard model, and the present-day goal of experimental high-energy physics is to
observe evidence to support or to reject such hypotheses.
SM
LEP
hidden
valley
LHC
Figure S.1: Schematic view of the production and decay of v-particles. While the LEP acceler-
ator was unable to penetrate the barrier separating the hidden valley from the standard model,
LHC may be able to produce v-particles due to its higher collision energy. e 0v particles can
subsequently decay to standard model particles via a heavy mediator that passes back through
the barrier.
Aparticular interesting theory is the so-called 'hidden valley' model, which is used
as a theoretical guideline for the analysis described in this thesis. e hidden valley
model features particles just like the standard model particles, that are 'hidden' be-
cause they have a very small interaction probability with the standardmodel particles.
Figure S.1 visualises this with a barrier between the standard model and the hidden
valley. Only a massive mediator particle can traverse the barrier. e LHCmight pro-
vide suﬃcient energy to cross the barrier and produce hidden valley particles. In order
to observe those particles, they somehow need to come back to the standard model
region. e lightest hidden valley particle, the 0v (pronounced vee-pion), can only
decay into standard model particles by interacting with the heavy mediator, which is
able to pass back trough the energy barrier. is process is not instantaneous, because
of the highmass of themediator involved. erefore, the 0v acquires a certain lifetime
before it decays into standard model particles.
A long-lived exotic particle cannot be detected directly since it does not interact
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like the standard model particles. However, when it decays to standard model par-
ticles within the detector volume, the presence of a displaced decay vertex (the point
from which the standard model particles emerge) reveals its existence. e longer the
particle lives, the further it can Ęy away from the primary interaction point.
Research goal
To make new discoveries in science, one can take diﬀerent approaches: either to put
current knowledge to the test, or to speciĕcally search for theoretically predicted new
phenomena. At the LHCb experiment, many physicists use the ĕrst approach by look-
ing for inconsistencies with the established standard model theory through precision
measurements in beauty and charm decays. However, the analysis presented in this
thesis follows the second method. By identifying and eliminating a background of
known physical processes, an 'exotic' signal process can be singled out. e aim of
this thesis is to conclude whether the exotic long-lived 0v particle is observed in the
LHCb data.
PV
b
b
πv
0
Figure S.2: Signature of a hidden valley 0v particle created at a primary vertex (PV), decaying
at a displaced vertex into two standard model b-quarks, which fragment into jets.
e results are obtained by assuming a hidden valley model in which a standard
model Higgs particle decays to two relatively massive (about 35 GeV) long-lived 0v
particles, each decaying into two b-quarks. e quarks fragment into other particles
and are detected as jets: collections of charged traces (tracks) and energy deposits.
e signature that distinguishes the exotic long-lived particle from other interactions
consists of a displaced vertex withmany tracks, a high reconstructed 0v mass, and two
jets that originate from the displaced vertex, as illustrated in Fig. S.2.
Experimental sensitivity
Until now, no hidden valley 0v particles have been observed, and diﬀerent experi-
ments have set upper limits on their production rate. Contrary to the ATLAS and
CMS experiments, LHCb will search for 0v particles with a lowmass and low lifetime.
As an illustration, Fig. S.3 schematically shows the regions of interest of the current
experiments as a function of 0v mass (m) and lifetime (c ). e LHCb result should
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Figure S.3: Schematic representation of the region of interest of diﬀerent experiments at the Teva-
tron and LHC accelerators for hidden valley signatures with a displaced vertex. e CMS and
ATLAS regions extend to higher masses and lifetimes than displayed, respectively. All experi-
ments assume a diﬀerent Higgs mass for the production of the 0v particles, which is indicated in
the ĕgure.
be compared to the results from the CDF and D0 experiments (at the Tevatron accel-
erator in Chicago), which cover a similar region.
Since the particle has to decay within the volume of the detector, the region in
which the long-lived particles can be detected in LHCb is determined by the size of its
vertex locator, which is about 1 meter long. is puts a limit on the sensitivity to long
0v lifetimes. e sensitivity to diﬀerent 0v masses is limited due to requirements on
the minimal momentum of the jets and the particles that originate from the 0v decay.
Background and signal event selection
Standard model processes are abundant in comparison to the expected occurrence of
the exotic process. e events need to be reconstructed with high precision in order
to distinguish the 0v decay (signal) from other processes (background).
e main backgrounds for heavy displaced vertices are interactions of particles
with detector material, primary proton-proton collision vertices and decays of stan-
dard model composite particles that contain a beauty or charm quark. e material
interactions are eliminated by rejecting vertices that are positioned within or nearby
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the detector elements. Primary vertices are excluded by considering only particles that
decay at a radial distance of at least 0.4mm from the proton-proton interaction region.
e b- and c-particles are lighter than the 0v particle, and can be rejected by requir-
ing the presence of a vertex with a high track multiplicity and a high reconstructed
mass. However, due to combinations of these decays with tracks from elsewhere in
the event, their mass and track multiplicity is sometimes higher than expected, such
that they form the main source of background.
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Figure S.4: Dijet mass distributions for real data and simulated hidden valley ('HV') signal with
a mass m0v = 35 GeV and a lifetime 0v = 10 ps. For visibility, the simulated signal is scaled to
an arbitrary production rate.
Aer a selection has been applied to single out events containing a displaced ver-
tex, jets are reconstructed and associated to this vertex. e jets provide enough in-
formation about the decaying particle to reconstruct its mass. Figure S.4 shows the
reconstructed mass distributions of potential 0v candidates in simulated signal and in
real data events. ere is a clear diﬀerence between the two distributions, which will
be exploited to determine whether the events in real data contain any signal.
Results
emass distribution in Fig. S.4 suggests that the real data events, which are assumed
to consist mainly of background, can be modelled by an exponential function with
a certain oﬀset at low mass. A combination of two functions is ĕtted to the mass
distribution: an exponential function (background) and a gaussian peak (signal) with
a shape that is retrieved from the simulated signal sample. e number of events that
is observed in the ĕtted signalmass peak can be related to the production rate at which
the 0v particle is created.
e result of this analysis is that there is no evidence for long-lived exotic particles
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Figure S.5: Observed upper limits for diﬀerent hidden valley models as a function of lifetime. e
data is collected at LHCb in 2011 and corresponds to an integrated luminosity of 624 pb 1.
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in the 2011 LHCb data set. Since no signal is observed, upper limits can be set on
the production rate of 0v particles, as shown in Fig. S.5. Since the theoretical model
cannot predict the exact mass and lifetime of the 0v , diﬀerent combinations of mass
and lifetime are simulated. e ĕgure shows the result as a function of the 0v lifetime.
Diﬀerent 0v masses are indicated with diﬀerent colours. e result is expressed as a
limit on (H)  B(H ! 0v0v), the production rate of the process in which a Higgs
particle decays into two 0v particles. e lower the upper limit, the less likely it is that
the process occurs.
e background events that remain aer the selection mostly have a low recon-
structed0v mass and low0v lifetime. For this reason, the limits get higher when the0v
is assumed to have a lower mass or a lower lifetime. It is hard to distinguish the signal
mass peak from the background in these regions. e best performance is obtained
for a mass around 40 GeV. e limit gets worse at high 0v lifetimes (above 10 ps) due
to the limited acceptance of the vertex detector.
e results are obtained in a region of low 0v mass and low lifetime that so far has
been inaccessible for other LHC experiments. e upper limits retrieved in this thesis
are in a similar 0v mass-lifetime region as results from the CDF and D0 experiments
at the Tevatron accelerator, but stronger.
Even though the 0v particle has not been found, the results do not exclude its
existence yet. It might have a mass or a lifetime outside any of the regions that were
studied by the diﬀerent experiments, or its production ratemight be lower than the up-
per limits that were set. e analysis of additional LHCb data that is already recorded
and that is to be collected in the coming years can shine more light on long-lived ex-
otic particles. Even though the LHCb detector was not designed to perform analyses
like the one presented in this thesis, it has proven to be a worthy competitor to other
experiments in unconventional searches for physics beyond the standard model.
Populaire samenvatting
Op de omslag van dit proefschri staat een foto van exotische langlevende deeltjes:
zandkorrels van het eiland Maui in Hawaï. Hoewel een zandstrand er van veraf grijs
uitziet, verschijnt er onder de microscoop een bonte verzameling van koraal, fossie-
len en vulkanisch gesteente, verweerd door een lange wereldreis. De foto is gemaakt
met een lichtmicroscoop, en de zandkorrels zijn vele malen groter dan de elemen-
taire deeltjes die worden bestudeerd in de hoge-energiefysica. Ook deze elementaire
deeltjes laten een andere wereld laten zien als ze van dichtbij worden bekeken.
Deeltjes observeren
Hoe kleiner het object, des te kleiner moet de golĘengte van het deeltje zijn waarmee
het object zichtbaar gemaakt wordt. De fotonen die het licht van de zandkorrels
weerkaatsen geven enkel objecten groter dan 1 micrometer weer. Kleinere golĘengtes
worden verkregen door de deeltjes meer energie mee te geven, bijvoorbeeld door ze te
versnellen. Dit kanmet behulp van deeltjesversnellers zoals de Large Hadron Collider
(LHC) op het CERN instituut in Genève. In de LHC worden twee bundels met pro-
tonen in tegengestelde richting versneld. Op de punten waar ze elkaar kruisen staan
detectoren zoals de LHCb detector, waarin de sporen van de proton-proton botsingen
waargenomen kunnen worden. In de botsing worden vele verschillende deeltjes ge-
produceerd, en het LHCb experiment detecteert deze deeltjes door hun energie, lading
en positie te meten.
Langlevende exotische deeltjes
Het zogenaamde standaard model gee een theoretische beschrijving van de be-
kende elementaire deeltjes en hun interacties. Hoewel dit model vele proeven hee
doorstaan, laat het nog verschillende vragen onbeantwoord. Het gee bijvoorbeeld
geen verklaring voor het bestaan van donkere energie en donkere materie, die samen
95% van de energie in het heelal beslaan. De overgebleven vraagstukken kunnen wor-
den opgelost door nieuwe theorieën die aansluiten bij het standaard model. Het doel
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van de hedendaagse experimentele hoge-energie fysica is om bewijs te vinden voor
zulke hypotheses.
Enkele van die aanvullende theorieën voorspellen het bestaan van een nieuw exo-
tisch deeltje: het zogenaamde 0v (uitgesproken als vee-pion). Het 0v deeltje gedraagt
zich niet zoals de standaard model deeltjes, en vliegt dan ook door de detector heen
zonder een spoor achter te laten. De enigemogelijkheid om het deeltje waar te nemen,
is wanneer het vervalt naar standaard model deeltjes die wel detecteerbaar zijn. Dit
verval is niet eenvoudig en het kan dan ook enige tijd duren voordat het plaatsvindt.
Hoe langer het exotische deeltje blij leven, hoe verder het weg vliegt van het proton-
proton botsingspunt. Dit gegeven maakt het mogelijk om het exotische proces te on-
derscheiden van normale standaard model interacties: eerst is er niets te zien, maar
vervolgens verschijnt er een aantal sporen uit het niets.
Doel van het onderzoek
Er zijn verschillende methodes om tot nieuwe ontdekkingen te komen binnen de
wetenschap: de huidige kennis kan getoetst worden, of er kan speciĕek gezocht wor-
den naar nieuwe hypothesen die door theoretici voorspeldworden. Demeeste fysici in
het LHCb experiment passen de eerste methode toe. Ze zoeken naar tegenstrijdighe-
denmet het standaardmodel in precisiemetingen van het verval vanwelbekende deel-
tjes. De analyse die in dit proefschri beschreven wordt, volgt echter de tweede aan-
pak. Door het elimineren van een achtergrond van bekende processen kunnen exo-
tische signaalprocessen geselecteerd worden. Het doel van dit proefschri is om te
concluderen of een exotisch langlevend deeltje geobserveerd is in de LHCb dataset.
Tot nu toe hebben andere experimenten nog geen 0v deeltje geobserveerd.
Selectie van het signaal
De verwachting is dat exotische fysica veel minder vaak voorkomt dan de reguliere
standaardmodel processen. Daaromwordt er een strenge selectie toegepast omhet0v
verval (signaal proces) te onderscheiden van reguliere processen (achtergrond), zodat
er uiteindelijk enkel interacties overblijven die kandidaten bevatten voor het exotische
proces. Wanneer de LHC op volle toeren draait vinden er 40 miljoen botsingen plaats
per seconde, waarvan LHCb er ongeveer 3000 per seconde opslaat. De meeste botsin-
gen kunnen niet in detail worden bestudeerd, door de beperkte snelheid waarmee de
reconstructie plaats kan vinden en de beperkte opslagcapaciteit.
Om het onderscheid te maken tussen signaal en achtergrond is het nodig om te
voorspellen hoe het signaal eruit ziet in de detector. Daarom worden er modellen
gemaakt, aan de hand waarvan een groot aantal botsingen gesimuleerd kunnen wor-
den waarin het verval van het 0v deeltje nagebootst wordt. Een voorbeeld daarvan is
te zien in Figuur S.1. De rode lijn gee de gereconstrueerde massaverdeling weer van
de 0v deeltjes in het gesimuleerde signaalmodel. De zwarte punten laten de echte data
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zien. Het is duidelijk dat de signaaldeeltjes een hogere massa hebben dan de kandi-
daten in de echte data. Dat betekent dat de data vooral uit achtergrond bestaan.
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Figure S.1: Gereconstrueerde massaverdelingen voor echte data (zwart) en gesimuleerd 0v sig-
naal (rood). De x-as gee de massa weer, en de y-as telt het aantal kandidaten dat is geob-
serveerd. Het aantal kandidaten in het gesimuleerde signaal is willekeurig opgeschaald, zodat
het goed zichtbaar is.
Resultaten
Aangezien er geen exotische deeltjes geobserveerd zijn in de data, zet dit proefschri
een limiet op de waarschijnlijkheid dat het exotische 0v deeltje bestaat. De boven-
limieten die gezet worden op de mate waarin het 0v deeltje geproduceerd wordt zijn
beter dan die van de CDF en D0 experimenten aan de Tevatron versneller in Chicago.
Daarbij zijn ze aanvullend aan de limieten die gezet zijn door de ATLAS en CMS ex-
perimenten aan de LHC versneller, omdat ze een 0v deeltje met een relatief lage massa
en lage levensduur uitsluiten. De reden dat verschillende experimenten verschillende
gebieden beslaan, is dat het zoekgebied gelimiteerd is door de vorm, grootte en functie
van de detectoren.
Het resultaat van dit onderzoek betekent niet dat het deeltje absoluut niet bestaat.
Het is mogelijk dat het bijvoorbeeld een lagere massa hee, of langer lee, of dat het
slechts in zeer kleinemate geproduceerd wordt. In deze gevallen zou LHCb het deeltje
(nog) niet kunnen observeren. Om andere massas en levensduren te bestuderen kan
de bestaande analyse uitgebreid worden, of kunnen de andere experimenten bijsprin-
gen. Om het bestaan van het 0v deeltje volledig uit te sluiten (of te bevestigen!) kan
eenzelfde analyse worden uitgevoerd op de data die vanaf 2015 verzameld gaan wor-
den in LHCb.
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