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Abstract
A discontinuous Petrov-Galerkin (DPG) method is used to solve the time-harmonic equations of
linear viscoelasticity. It is based on a “broken” primal variational formulation, which is very similar
to the classical primal variational formulation used in Galerkin methods, but has additional “interface”
variables at the boundaries of the mesh elements. Both the classical and broken formulations are proved
to be well-posed in the infinite-dimensional setting, and the resulting discretization is proved to be
stable. A full hp-convergence analysis is also included, and the analysis is verified using computational
simulations. The method is particularly useful as it carries its own natural arbitrary-p a posteriori error
estimator, which is fundamental for solving problems with localized solution features. This proves to be
useful when validating calibration models of dynamic mechanical analysis (DMA) experiments. Indeed,
different DMA experiments of epoxy and silicone resins were successfully validated to within 5% of the
quantity of interest using the numerical method.
1 Introduction
The advent of minimum residual methods to solve general well-posed linear variational formulations has
made it possible to revisit various problems in the literature, especially those with notable numerical stability
issues, such as convection-diffusion [17, 11, 23, 9, 53]. The discontinuous version of these methods, called the
discontinuous Petrov-Galerkin (DPG) methodology, uses broken (i.e. discontinuous) test spaces and extra
interface variables to optimize a discrete Riesz map inversion in order to approximate a solution minimizing
a variational residual and aiming to reproduce the best possible stability. Despite coming at a relatively
high computational cost, the DPG methodology not only is very general and leads to stable and convergent
numerical methods, but has other numerous advantages, such as always resulting in positive-definite stiffness
matrices; a natural a posteriori error estimator that can be used to drive adaptive schemes allowing problems
with localized solution features to be tackled; and an accessible way of coupling with other numerical methods
across boundaries. For example, the equations of static linear elasticity have been flexibly solved with the
methodology using several different variational formulations [43], which were then coupled to capitalize on
the fact that some formulations were robust in the incompressible limit while others were computationally
more efficient [27]. Similarly, different features of the methodology have been taken advantage of while
solving problems related to fluid flow [59, 8, 26, 44], wave propagation [69, 31, 18], electromagnetism [6],
elasticity [43, 7, 5], transmission problems in unbounded domains [38, 29], and even optical fibers [19], among
others.
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The aim of this article is twofold. First, it is to implement a primal formulation of time-harmonic linear
viscoelasticity with a DPG method. Second, it is to use such an implementation to validate calibration data
directly from dynamic mechanical analysis (DMA) experimental results of the dynamic Young’s modulus of
two different thermoset resins. Many problems in viscoelasticity have local solution features in the stress
or displacement, and the a posteriori error estimate is a very useful trait of the general DPG methodology
which can be exploited in those cases. In fact, such local solution features will be observed when simulating
the experimental results.
The article is outlined as follows. In Section 2 the equations of viscoelasticity along with the relevant
variational formulations are introduced and proved to be well-posed. In Section 3 minimum residual methods
and the DPG methodology are described and the corresponding discrete numerical method is shown to be
stable and hp-convergent. In Section 4, numerical results that verify the numerical scheme are presented
along with a validation of calibration models from DMA experimental results.
2 Primal variational formulations for viscoelasticity
2.1 Linear viscoelasticity
The classical linear viscoelasticity equations are solved in this work. The constitutive model originally was
developed by Boltzmann [4] and Volterra [67], but later recast more rigorously as a linearization of nonlinear
continuum mechanics under the additional assumption of a dependence of the stress on the deformation
history [13, 12, 54, 55]. In the time domain, the first-order system describing a viscoelastic material with
constant density ρ > 0 in a domain Ω ⊆ R3 is
ρu¨ = div σ + f ,
σ = C˙ ∗·· ε =
∫ ∞
−∞
C˙(s) :ε(·− s) ds , (2.1)
where the displacement u and stress σ are unknown, f is a known body force, and the engineering strain is
defined in terms of u as ε = 12 (∇u +∇uT). Meanwhile, the viscoelastic stiffness tensor C is in general not
only a function in space, but also in time. With the typical assumption of C(t) = 0 for times t < 0, this
leads to the distributional derivative C˙(t) = C(0)δ0(t) + C˙
+(t)H0(t), where C˙
+ =
dC|(0,∞)
dt , δ0 is the Dirac
delta, and H0 is the Heaviside step function. This leads to the expression σ = C(0) :ε+
∫∞
0
C˙(s) :ε(·− s) ds,
which is commonly found in the literature [36, 13, 25]. The relaxation or equilibrium stiffness tensor is
C∞ = limt→∞ C(t). The classical case of linear elasticity occurs when C(t) = C∞H0(t) leading to σ = C∞ :ε.
In practice, many applications occur in a vibrating environment, so considering the time-harmonic case
is natural. This also has the advantage of avoiding the computation of any convolutions, since C˙ ∗·· ε becomes
a product after using the Fourier transform. As usual, the stiffness tensor is assumed to have minor and
major symmetries, so that Cijkl = Cijlk = Cjikl = Cklij and as a result Cijklτkl = Cijkl
1
2 (τkl + τlk) for any
second-order tensor τ . In particular C˙ ∗·· ε = C˙ ∗·· ∇u. Thus, substituting the constitutive model for the stress
into the conservation of momentum, and considering the time-harmonic case at angular frequency ω, yields
the second-order equation,
− ω2ρu− div(C∗ :∇u) = f , (2.2)
where, given x ∈ Ω, the complex-valued u(x, ω), f(x, ω) and C(x, ω) are the corresponding Fourier transforms
of the time-dependent displacement, force and stiffness tensor; and where C∗(x, ω) = iωC(x, ω) is defined
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as the dynamic stiffness tensor. Note that in the limiting case of linear elasticity, C∗ = C∞, so C∗ is no
longer complex-valued or ω-dependent. For isotropic materials, the stiffness tensor explicitly takes the form
Cijkl = λδijδkl + µ(δikδjl + δilδjk) and similarly with C
∗ in terms of λ∗ = iωλ and µ∗ = iωµ, where in the
latter expression λ and µ are the Fourier transforms of the time-dependent Lame´ parameters. Moreover,
G∗ = µ∗ is the dynamic shear modulus, K∗ = λ∗ + 23µ
∗ is the dynamic bulk modulus, E∗ = µ
∗(3λ∗+2µ∗)
λ∗+µ∗ is
the dynamic Young’s modulus, and ν∗ = λ
∗
2(λ∗+µ∗) is the dynamic Poisson’s ratio. Notably, E
∗ is a nonlinear
function of λ∗ and µ∗, implying that in general it is not the Fourier transform of ddt
µ(t)(3λ(t)+2µ(t))
λ(t)+µ(t) . A similar
assertion follows for ν∗. Thus, one should be careful when speaking of the time-dependent Young’s modulus
and Poisson’s ratio in three-dimensional viscoelasticity as even different definitions derived from physical
principles exist in the literature [46, §5.7].
The goal is to solve the second-order equation in (2.2) for the unknown displacement, provided the
forcing and the dynamic stiffness tensor of the material are known throughout the domain Ω ⊆ R3 at
the angular frequency ω. For this to be possible, boundary conditions need to be specified, so it will be
assumed that the boundary is partitioned into relatively open subsets Γu and Γσ satisfying Γu ∪ Γσ = ∂Ω
and Γu ∩ Γσ = ∅, where displacement and traction boundary conditions are set by the known functions
u = uΓu and (C∗ :∇u)·nˆ = σΓσn on Γu and Γσ respectively, with nˆ being the outward normal at ∂Ω. From
now on it will be assumed that Γu 6= ∅ and Ω is bounded and Lipschitz.
2.2 Classical primal formulation
The usual approach to solve the second-order equation is to multiply by a smooth enough test function that
vanishes at Γu, and then integrate by parts once. This yields the sesquilinear and conjugate-linear forms,
b0(u, v) = −ω2ρ(u, v)Ω + (C∗ :∇u,∇v)Ω = (f, v)Ω + 〈σΓσn , v〉∂Ω = `(v) , (2.3)
for all test functions v. Here (w1, w2)K =
∫
K
tr(w†2w1) dK for K ⊆ Ω, where tr is the usual trace of a matrix
and w†2 is the conjugate transpose of w2, so that depending on whether w1 and w2 take scalar, vector or
matrix values, tr(w†2w1) will be w1w¯2, w1 · w¯2 or w1 : w¯2 respectively. Similarly, if σΓσn and v are smooth
enough, 〈σΓσn , v〉∂K would be a boundary integral over ∂K for K ⊆ Ω (where, abusing notation, σΓσn is
understood as any extension from Γσ to ∂K).
To prove the convergence and stability of any numerical method aiming to solve (2.3), usually determining
well-posedness of the underlying non-discrete equations is either necessary or extremely useful. For this, a
deeper understanding of the functional spaces used as trial and test spaces is required. Indeed, when uΓu = 0,
the natural choice of space for u and v is H1Γu(Ω) = {u ∈ H1(Ω) | u|Γu = 0}, where for any K ⊆ Ω,
L2(K) = {u : K → C3 | ‖u‖2L2(K) = (u, u)K <∞} ,
H1(K) = {u : K → C3 | ‖u‖2H1(K) = (u, u)K + (∇u,∇u)K <∞} .
(2.4)
When, uΓu 6= 0, the final displacement takes the form uf = u+ u˜Γu , where u ∈ H1Γu(Ω) and u˜Γu ∈ H1(Ω) is
an extension of uΓu to Ω. For simplicity consider uΓu = 0, let U = H1Γu(Ω) and assume that for some C > 0,
|`(v)| ≤ C‖v‖H1(K) for all v ∈ U , so that ` ∈ U ′, with U ′ being the space of conjugate-linear continuous
functionals with domain U . Then, solving (2.3) is equivalent to the problem{
Find u ∈ U ,
b0(u, v) = `(v) , for all v ∈ U ,
(2.5)
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and the goal is to prove this equation is well-posed in the sense of Hadamard, so that there is a guaranteed
existence of a unique solution depending continuously upon the forcing and boundary conditions (encoded
in `). The proof is presented in what remains of the section, where a bounded Ω ⊆ R3 and Γu 6= ∅ are
assumed throughout. It is based on the use of the Fredholm alternative and the theory of Gelfand triples in
the same spirit as [37, 56, 41].
Lemma 2.1. Let bC∗(u, v) = (C
∗ :∇u,∇v)Ω, for u, v ∈ H1Γu(Ω) and with C∗ being a fourth-order tensor
with major and minor symmetries satisfying |ε¯ :Re(C∗) :ε| > 0 for all symmetric second-order tensors ε 6= 0.
Then, |bC∗(u, u)| ≥ α‖u‖2H1(Ω) for some α > 0.
Proof. First note that ∇u : C∗ : ∇u = ε¯ : Re(C∗) : ε + iε¯ : Im(C∗) : ε with ε = 12 (∇u + ∇uT). The major
symmetry of C∗ clearly implies that both ε¯ :Re(C∗) :ε and ε¯ :Im(C∗) :ε are real-valued, so that
|bC∗(u, u)|2 = |(Re(C∗) :ε, ε)Ω|2 + |(Im(C∗) :ε, ε)Ω|2 ≥ |(Re(C∗) :ε, ε)Ω|2 .
Due to the symmetries, Re(C∗) and ε may be reinterpreted in Voigt notation as a symmetric 6 × 6 matrix
and a vector in C6 respectively, so that the Rayleigh quotient of the Voigt-matrix Re(C∗) takes the form
ε¯ :Re(C∗) :ε/(ε¯ :ε+ 2|ε12|2 + 2|ε13|2 + 2|ε23|2). By hypothesis, 0 is not in its range, implying that its range is
fully positive or fully negative, and that |(Re(C∗) :ε, ε)Ω| =
∫
Ω
|ε¯ :Re(C∗) :ε|dΩ. If the range is positive, the
Rayleigh quotient yields |ε¯ :Re(C∗) : ε| ≥ λmin(ε¯ : ε + 2|ε12|2 + 2|ε13|2 + 2|ε23|2) ≥ λminε¯ : ε, where λmin > 0
is the smallest eigenvalue of the Voigt-matrix Re(C∗). Similarly if the range is negative, so that in any case
|bC∗(u, u)| ≥ α(ε, ε)Ω for some α > 0. The result follows because Korn’s and Poincare´ inequalities (Γu 6= ∅)
imply that for all u ∈ H1Γu(Ω), (ε, ε)Ω ≥ α‖u‖2H1(Ω) for some α > 0.
Remark 2.1. In the case of isotropic materials, the conditions on C∗ are equivalent to Re(G∗)Re(K∗) > 0.
The physically relevant case is when both the storage shear and bulk moduli are positive, Re(G∗) > 0 and
Re(K∗) > 0, but exotic exceptions do exist where the storage bulk modulus may be negative [47]. Curiously,
if Re(G∗) 6= 0 and Re(K∗) = 0, then I :Re(C∗) : I = 0, but the coercive inequality |bC∗(u, u)| ≥ α‖u‖2H1(Ω)
still holds, because |(Re(C∗) : ε, ε)Ω| = 2Re(G∗)(εD, εD)Ω, where εD = ε − 13 tr(ε)I is the deviatoric part of
the strain. Then, all that remains is to apply a recently proved and more general version of Korn’s inequality,
(εD, εD)Ω ≥ α(∇u,∇u)Ω for all u ∈ H1Γu(Ω) and α > 0 [52].
Remark 2.2. In the particular case of static linear elasticity, C∗ = Re(C∗) = C∞ and the primal formulation
is that of finding u ∈ H1Γu(Ω) such that bC∗(u, v) = `(v) for all v ∈ H1Γu(Ω). Thus, a straightforward
application of the Lax-Milgram theorem yields the well-posedness of the static linear elasticity equation
provided |ε :C∞ :ε| > 0 for all symmetric strains ε 6= 0. If the material is isotropic this implies G∞K∞ > 0,
and in particular, the equations are well-posed for positive shear and bulk moduli. For even more general
conditions (in terms of the compliance tensor, S∞ = (C∞)−1) under which static linear elasticity remains
well-posed, see [1].
Theorem 2.1. Let U = H1Γu(Ω) and consider the problem of finding u ∈ U such that b0(u, v) = `(v) for
all v ∈ U , where b0(u, v) = −ω2ρ(u, v)Ω + (C∗ :∇u,∇v)Ω and ` ∈ U ′, and where |ε¯ :Re(C∗) : ε| > 0 for all
symmetric second-order tensors ε 6= 0. Then, for each value of ω, either there exists 0 6= u ∈ U such that
b0(u, v) = 0 for all v ∈ U , or, given any ` ∈ U ′, there exists a unique solution u ∈ U solving b0(u, v) = `(v)
for all v ∈ U which satisfies ‖u‖U ≤ C‖`‖U ′ for a C > 0 independent of the choice of `. Furthermore, the
former case, where infinitely many solutions of the form βu ∈ U for β ∈ C exist, only holds for a countable
set of values of ω which has no accumulation points.
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Proof. First define the linear operator B : U → U ′ as 〈Bu, v〉 = bC∗(u, v) = (C∗ :∇u,∇v)Ω for all v ∈ U .
Lemma 2.1 implies that B is bounded below, ‖Bu‖U ′ ≥ α‖u‖U , with some α > 0, so that B is injective and
has closed range R(B) = {` ∈ U ′ | `|U00 = 0, U00 = {v ∈ U | bC∗(u, v) = 0 ∀u ∈ U}}. Again by Lemma
2.1, U00 = {0} and R(B) = U ′, so the open mapping theorem implies B−1 : U ′ → U is bounded. Assume
the embedding ι : U → U ′, defined naturally as 〈ιu, v〉 = (u, v)Ω for all v ∈ U , is compact, so that the
operator K = ιB−1 : U ′ → U ′ is a compact operator, with range R(K) = ι(U). Given ω 6= 0 (so ω2ρ 6= 0),
the Fredholm alternative applies to K − 1ω2ρ id. Therefore, either there exists 0 6= ιu = v ∈ R(K) such
that Kv − 1ω2ρv = 0 and so −ω2ρBι−1(Kv − 1ω2ρv) = −ω2ριu + Bu = 0, or K − 1ω2ρ id : U ′ → U ′ is a
homeomorphism. In the second case this implies −ω2ρ(K− 1ω2ρ id)B : U → U ′ is a homeomorphism, so there
exists a unique solution u ∈ U to the equation −ω2ρ(K − 1ω2ρ id)Bu = −ω2ριu + Bu = ` for any ` ∈ U ′
which satisfies that ‖u‖U ≤ ‖(−ω2ρ(K − 1ω2ρ id)B)−1‖‖`‖U ′ . When ω = 0 and for any ` ∈ U ′, obviously
‖u‖U ≤ ‖B−1‖‖`‖U ′ , where u = B−1` is the unique solution to Bu = `.
From the theory of compact operators the set of eigenvalues of K is countable, bounded, and can only
accumulate at 0. Since the eigenvalues considered are of the form 1ω2ρ , it follows that their inverses, ω
2ρ, are
also countable and have no accumulation point.
It remains to show the embedding ι : U → U ′ is compact. This is due to the fact that (U, V, U ′) is a
Gelfand triple, with V = L2(Ω). More precisely, the natural embedding ιV : U → V , ιV u = u, is continuous
by the Sobolev embedding theorem, and moreover UV = V since U contains all smooth functions vanishing
in ∂Ω which are well known to be dense in V . Thus, the transpose ιTV : V
′ → U ′ is continuous, takes the form
ιTV v = v|U , and is injective by the density of U in V . Let RV : V → V ′ be the Riesz map, which explicitly
takes the form 〈RV u, v〉 = (u, v)Ω, and is known to be continuous and bijective by the Riesz representation
theorem. Thus, the original embedding ιTVRV ιV = ι : U → U ′ is injective and compact, because ιV is
compact by the Rellich-Kondrachov theorem.
Remark 2.3. The theorem can be generalized to spatially heterogeneous (but constant in time) densities,
as long as ρmin < ρ(x) < ρmax for all x ∈ Ω, where ρmin > 0 and ρmax > 0 are constants.
Remark 2.4. Theorem 2.1 shows that (2.5) is well-posed for almost every value of ω, with the exception
of some critical values which are essentially spread out in the real-number line. At these critical values
the system is said to be in resonance, and a unique solution does not exist. Indeed, the constant C in the
statement of the theorem, which is ω-dependent, blows up as these resonant frequencies are approached.
Thus, when close to these frequencies, numerical schemes discretizing these equations, even if theoretically
stable, are usually very ill-conditioned and round-off error may play an undesirable role (see [45]).
2.3 Broken primal formulation
In the study of discontinuous finite element methods it is common to merely consider functions that
elementwise have a particular regularity and are possibly discontinuous at the boundaries of the elements,
instead of requiring those functions to have the regularity at a global level. This leads to broken spaces
dependent on a mesh (a relatively open partition of Ω), T . The broken test space analogous to H1(Ω) is
H1(T ) = {u : Ω→ C3 | ‖u‖2H1(T ) =
∑
K∈T ‖u|K‖2H1(K) <∞} . (2.6)
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Proceeding as with the classical case, but this time multiplying (2.2) by a broken test function v ∈ H1(T )
yields,
−ω2ρ(u, v)T + (C∗ :∇u,∇v)T − 〈(C∗ :∇u)·nˆ, v〉∂T = (f, v)T ,
(u, v)T =
∑
K∈T
(u|K , v|K)K , 〈u, v〉∂T =
∑
K∈T
〈uK , vK〉∂K , (2.7)
where 〈 · , · 〉∂K for now can be interpreted as a boundary integral in ∂K. Unfortunately, in its current
form, the formulation in (2.7) is not useful from a theoretical perspective. This issue led to the study of
so-called broken variational formulations, which occur in the context of the DPG methodology [6]. The
rigorous comprehension of 〈 · , · 〉∂T is fundamental in developing the broken primal formulation, as well as
the introduction of a new interface variable to replace (C∗ :∇u)·nˆ at the skeleton of the mesh (the boundaries
of the elements of the mesh), ∂T . Thus, this interface variable is a traction, so intuitively, this amounts to
finding the correct functional space for tractions at ∂T , which in turn come from stress fields in Ω.
The appropriate space for stresses is
HΓσ (div,Ω) = {σ ∈ H(div,Ω) | σ|Γσ ·nˆ = 0} , (2.8)
where for any K ⊆ Ω,
H(div,K) = {σ : K → C3×3 | ‖σ‖2H(div,K) = (σ, σ)K + (div σ, div σ)K <∞} ,
H(div, T ) = {σ : Ω→ C3×3 | ‖σ‖2H(div,T ) =
∑
K∈T ‖σ|K‖2H(div,K) <∞} ,
(2.9)
with div σ being the row-wise distributional divergence of σ. Then, the interface space for tractions is
H
−1/2
Γσ
(∂T ) = tr2,T (HΓσ (div,Ω)) , (2.10)
where
tr0,T : H1(T ) −→ H1/2Π (∂T ) =
∏
K∈T
H
1/2(∂K) =
∏
K∈T
{uˆK = u|∂K | u ∈ H1(K)} ,
tr2,T : H(div, T )→ H−1/2Π (∂T ) =
∏
K∈T
H−1/2(∂K) =
∏
K∈T
{σˆn,K = σ|∂K ·nˆK | σ ∈ H(div,K)} ,
tr0,T u =
∏
K∈T
u|K
∣∣
∂K
, tr2,T σ =
∏
K∈T
σ|K
∣∣
∂K
·nˆK ,
(2.11)
with nˆK being the outward normal to K ∈ T . In fact, H1/2Π (∂T ) and H−
1/2
Π (∂T ) are dual spaces to each
other, and so are H
1/2(∂K) and H−1/2(∂K) for each K ∈ T [48]. This gives a rigorous interpretation of
〈 · , · 〉∂T and 〈 · , · 〉∂K , which are duality pairings that become boundary integrals for smooth enough inputs.
Finally, it can be shown that ‖σˆn‖H−1/2Π (∂T ) = infσ∈tr−12,T {σˆn} ‖σ‖H(div,T ) (see [27]), where ‖ · ‖H(div,T ) can be
replaced by ‖ · ‖H(div,Ω) when σˆn ∈ H−
1/2
Γσ
(∂T ), since HΓσ (div,Ω) = tr−12,T (H−
1/2
Γσ
(∂T )).
Assuming vanishing boundary conditions, uΓu = 0 and σΓσn = 0, the sesquilinear and conjugate-linear
forms of the broken variational formulation are
bT
(
(u, σˆn), v
)
= b0(u, v) + bˆ(σˆn, v) , `T (v) = (f, v)T ,
b0(u, v) = −ω2ρ(u, v)T + (C∗ :∇u,∇v)T , bˆ(σˆn, v) = −〈σˆn, tr0,T v〉∂T ,
(2.12)
where u ∈ U = H1Γu(Ω), σˆn ∈ Uˆ = H
−1/2
Γσ
(∂T ), v ∈ VT = H1(T ), and the trial space UT = U× Uˆ is equipped
with its Hilbert norm. Note that in relation to (2.3), the domain of the test space of b0 was extended from
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H1Γu(Ω) to H
1(T ). Meanwhile, it is clear `T ∈ V ′T . Thus, the broken primal formulation that solves (2.2) is,{
Find (u, σˆn) ∈ UT ,
bT
(
(u, σˆn), v
)
= `T (v) , for all v ∈ VT .
(2.13)
When the boundary conditions are nontrivial, terms involving extensions of uΓu ∈ tr0,{Ω}(H1(Ω))|Γu and
σΓσn ∈ tr2,{Ω}(H(div,Ω))|Γσ to H1(Ω) and tr2,T (H(div,Ω)) respectively, become part of `T .
In [43] it was proved that 〈σˆn, tr0,T v〉∂T = 0 for all σˆn ∈ H−1/2Γσ (∂T ) if and only if v ∈ V0 = H1Γu(Ω) ⊆ VT .
To begin with, this implies that bˆ|Uˆ×V0 = 0, and that bT |U×V0 and `T |V0 are effectively the sesquilinear and
conjugate-linear forms of the classical primal formulation (since Uˆ ceases to play a role). Moreover, this
fact and [6, Theorem 2.3] yield the well-posedness of the broken primal formulation via a straightforward
application of [6, Theorem 3.1] (see also [43, Theorem 3.1]), provided the classical primal formulation is
well-posed. Thus, assuming |ε¯ : Re(C∗) : ε| > 0 for all symmetric second-order tensors ε 6= 0, the broken
primal formulation is well-posed for most values of ω as established by Theorem 2.1.
Theorem 2.2. Let U = H1Γu(Ω), Uˆ = H
−1/2
Γσ
(∂T ), UT = U × Uˆ , VT = H1(T ), and consider the problem
in (2.13), with bT defined in (2.12) in terms of b0 and bˆ. Then, (2.13) is well-posed if and only if the
problem in (2.5) is well-posed. In case of being well-posed, given any `T ∈ V ′T , there exists a unique solution
(u, σˆn) ∈ UT solving bT
(
(u, σˆn), v
)
= `T (v) for all v ∈ VT which satisfies ‖(u, σˆn)‖UT ≤ C‖`T ‖V ′T for a
C > 0 independent of the choice of `T and mesh T .
3 Numerical method
3.1 Minimum residual methods
Minimum residual finite element methods begin with the most general setup of an arbitrary linear variational
formulation, {
Find u ∈ U ,
b(u, v) = `(v) , for all v ∈ V ,
⇔
{
Find u ∈ U ,
Bu = ` ,
(3.1)
where b is a sesquilinear form with a Hilbert trial space U and Hilbert test space V , ` is a conjugate-linear
form on V , and B : U → V ′ is a linear operator defined by 〈Bu, v〉 = b(u, v) = 〈B†v, u〉, with B† : V → U ′
being the conjugate-linear transpose of B. Notice U ′ is the continuous dual of U , but V ′ is the continuous
conjugate-dual of V consisting of conjugate-linear functionals. The next step is to initiate the discretization
of the problem by considering a finite-dimensional discrete trial space Uh ⊆ U . Then, simply attempt to
find the miminizer of the residual Bu− ` over Uh,
uh = arg min
u∈Uh
‖Bu− `‖2V ′ . (3.2)
Computing the Gaˆteaux derivative yields that the solution uh ∈ Uh satisfies that (Buh − `, Bδu)V ′ = 0 for
all δu ∈ Uh, which can be recast as{
Find uh ∈ Uh ,
b(uh, δv) = `(δv) , for all δv = R
−1
V Bδu ∈ R−1V BUh = V opt ,
⇔
{
Find uh ∈ Uh ,
B†R−1V Buh = B
†R−1V ` ,
(3.3)
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where RV : V → V ′ is the Riesz map of V , which is defined by 〈RV v, δv〉V ′×V = (v, δv)V for all v, δv ∈ V .
Here, V opt = R−1V BUh is called the optimal test space, and clearly satisfies that dim(Uh) = dim(V
opt),
since the Riesz map is an isometric isomorphism. Moreover, by isometry, ‖Bu‖V ′ = ‖R−1V Bu‖V , and the
optimality becomes clear as it can be shown that
γopt = inf
uh∈Uh
sup
δv∈V opt
|b(uh, δv)|
‖uh‖U‖δv‖V = infuh∈Uh supv∈V
|b(uh, v)|
‖uh‖U‖v‖V ≥ infu∈U supv∈V
|b(u, v)|
‖u‖U‖v‖V = γ , (3.4)
where the infima and suprema are tacitly assumed to be taken over nonzero elements. Naturally, the original
problem in (3.1) is assumed to be well-posed, implying γopt ≥ γ > 0, and by Babusˇka’s theorem [2], the
problem in (3.3) is said to be stable, so that there exists a unique solution uh ∈ Uh that satisfies the stability
estimate, ‖uh‖U ≤ 1γ ‖`‖(V opt)′ , as well as the relation [2, 68] (see [64, 49] for the Banach space setting),
‖u− uh‖U ≤ ‖b‖
γ
inf
δuh∈Uh
‖u− δuh‖U , (3.5)
where ‖b‖ = sup(u,v)∈U×V |b(u,v)|‖u‖U‖v‖V , and u ∈ U is the unique solution to (3.1). This setting is referred to as
the ideal or optimal Petrov-Galerkin method.
Regrettably, this ideal method is not computationally viable in most cases, since the Riesz map RV
cannot be inverted as V is an infinite-dimensional space. Instead, minimum residual methods invert the
Riesz map over a finite-dimensional enriched test space V enr ⊆ V satisfying that dim(V enr) ≥ dim(Uh).
Therefore, (3.2) is minimized with the norm ‖ · ‖(V enr)′ instead, and equivalently RV is replaced with RV enr
in (3.3), so that the new test space is Vh = R
−1
V enrBUh. Clearly, Vh aims to approximate the optimal test
space V opt, and intuitively, the larger V enr is, the closer Vh will be to V
opt. From a computational standpoint
it is more convenient to consider the second characterization in (3.3) which is in U ′ and leads to
B†R−1V enrBuh = B
†R−1V enr` . (3.6)
From the point of view of linear algebra, this equation can be discretized as
Bn-optuh = B
†G−1Buh = B†G−1l = ln-opt , (3.7)
where Bij = b(uj , vi), li = `(vi), Gij = (vi, vj)V , and uh =
∑dim(Uh)
j=1 (uh)juj , with {uj}dim(Uh)j=1 and
{vi}dim(V
enr)
i=1 being bases for Uh and V
enr respectively. Here, B† is the Hermitian transpose of the tall
rectangular matrix B, G is a Gram matrix, and Bn-opt = B†G−1B and ln-opt = B†G−1l are called the near-
optimal stiffness matrix and load. First, notice that via this procedure,
Vh = span
({∑dim(V enr)
i=1 (G
−1B)ijvi
}dim(Uh)
j=1
)
, (3.8)
so Vh is inherently being computed from V
enr, with the big advantage that the basis {vi}dim(V
enr)
i=1 may be
a standard discretization of V . This distinguishes the method from other Petrov-Galerkin methods, where
finding an exotic basis for Vh is typically required from the start, but here only a standard basis of V
enr (not
Vh) is sufficient. Second, notice the stiffness matrix, B
n-opt = (G−1/2B)†(G−1/2B), is always Hermitian and
positive definite.
Finally, it is worth pointing out that the error estimate in (3.5) will no longer hold since Vh 6= V opt.
However, using a Fortin operator it can be shown that a similar estimate still holds. Assume the existence
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of a Fortin operator, ΠF : V → V enr, defined such that it is linear, continuous and satisfies the orthogonality
condition b(uh, v − ΠF v) = 0 for all uh ∈ Uh and v ∈ V [32, 50]. Then, it can be shown that the error
estimate becomes
‖u− uh‖U ≤ ‖b‖MF
γ
inf
δuh∈Uh
‖u− δuh‖U , (3.9)
where MF ≥ ‖ΠF ‖ = supv∈V ‖ΠF v‖V‖v‖V . Similarly, the stability estimate of the solution uh ∈ Uh to (3.7)
becomes ‖uh‖U ≤ MFγ ‖`‖V ′h . Note that Fortin operators only yield conservative estimates of the actual
values of the constants.
3.2 The DPG methodology
Unfortunately, the problem in (3.7) may still be computationally prohibitive as it requires computing G−1
beforehand, and this is a global problem which may be expensive. The solution is to consider variational
formulations with broken test spaces, which are referred to as broken variational formulations. The applica-
tion of minimum residual methods to broken variational formulations is called the DPG methodology. This
allows to localize computations, including the inversion of the Riesz map which can be done elementwise.
Moreover, the construction of Fortin operators can be made local too, and indeed these can typically be
constructed for large enough V enr as in [32, 6, 50].
More specifically, for broken variational formulations the discrete trial space and enriched test space take
the form,
Uh =
{
δuh ∈ U | δuh,K ∈ Uh(K), ∀K ∈ T
}
,
V enr =
{
venr | venr|K ∈ V enr(K), ∀K ∈ T
} ∼= ⊕
K∈T
V enr(K) ,
(3.10)
where venr|K represents the restriction of the domain from Ω to K ∈ T , and where δuh,K , Uh(K), V enr(K)
will be defined later. The last congruence follows because V enr is locally decoupled, and in fact its basis may
be written as
{vi}dim(V
enr)
i=1 =
⋃
K∈T
{viK}dim(V
enr(K))
iK=1
, (3.11)
so that for each vj there is a unique K ∈ T for which vj |K 6= 0. Since Gij = (vi, vj)V , it follows G will have
a block-diagonal structure when its basis is organized and indexed by K ∈ T , where GK is the K-th block.
Thus, G−1 will also be block-diagonal with its K-th block being G−1K . In fact, the size of GK is reasonable
enough such that a direct Cholesky factorization, GK = L
†
KLK , is viably computed. Hence, the stiffness
matrix and load in (3.7) can be assembled from its local versions as usual,
Bn-opt =
∑
K∈T
ABKB
n-opt
K , B
n-opt
K = B
†
KG
−1
K BK = (L
−1
K BK)
†(L−1K BK) ,
ln-opt =
∑
K∈T
AlK l
n-opt
K , l
n-opt
K = B
†
KG
−1
K lK = (L
−1
K BK)
†L−1K lK ,
(3.12)
where ABK and A
l
K are standard local to global assembly operators.
Next, a natural a posteriori error estimator for these methods will be described. It is said to be natural,
because most a posteriori estimators are based on the residual, and here, the methods themselves are designed
to minimize the residual as expressed in (3.2). Indeed, the expression for the minimum residual in (3.2) is
given by ‖Buh− `‖2V ′ = 〈Buh− `, R−1V (Buh− `)〉. In practice, only V enr can be used for V , so the residual is
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approximated by ‖Buh − `‖2(V enr)′ = (Buh − l)†G−1(Buh − l) instead. With broken variational formulations,
this expression can be localized to an element residual for each K ∈ T ,
r2K = (BKuh,K − lK)†G−1K (BKuh,K − lK) = (L−1K (BKuh,K − lK))†(L−1K (BKuh,K − lK)) . (3.13)
This serves as a natural a posteriori error estimator to drive adaptivity and is valid for any arbitrary
polynomial order p. Indeed, by construction, minimum residual methods attempt to reduce the residual
‖Buh − `‖(V enr)′ over Uh, so this value is always expected to go down globally as the mesh is refined (which
is guaranteed under p refinements of Uh, but not necessarily under h refinements as the interface spaces do
not embed when the mesh is refined).
3.3 Convergence analysis and exact sequence spaces
General arguments for h-convergence
In this section, the convergence of the numerical method will be analyzed for linear viscoelasticity. For
now assume the existence of a Fortin operator so that the stability error estimate in (3.9) holds. For
UT = H1Γu(Ω)×H
−1/2
Γσ
(∂T ) in (2.13), the bound explicitly takes the form,
‖u− uh‖2H1(Ω) + ‖σˆn − σˆn,h‖2H−1/2Π (∂T ) ≤ C
2
st inf
(wh,τˆn,h)∈Uh
(
‖u− wh‖2H1(Ω) + ‖σˆn − τˆn,h‖2H−1/2Π (∂T )
)
, (3.14)
where the stability constant is Cst =
‖bT ‖MF
γ .
To proceed further, the discrete trial space, Uh, and enriched test space, V
enr
T , must be defined. For
this, consider an affine shape-regular element K ∈ T and an arbitrary polynomial order p. Assume there
exist conforming discretizations for H1(K), H(curl,K), H(div,K) and L2(K), satisfying the exact sequence
property and containing the appropriate polynomials,
H1(K) H(curl,K) H(div,K) L2(K)
W p(K)
⊆ ∇ // Qp(K)
⊆ ∇× // V p(K)
⊆ ∇· // Y p(K)
⊆
Pp
⊆
(Pp−1)3
⊆
(Pp−1)3
⊆
Pp−1 ,
⊆
(3.15)
where Pp are the set of polynomials in three variables of total order p. Then, for any s > 12 , the projection-
based interpolation operators, ΠK,si for i = 0, 1, 2, 3, generate a commuting exact sequence [16],
H1+s(K)
∇ //
ΠK,s0

Hs(curl,K)
∇× //
ΠK,s1

Hs(div,K)
∇· //
ΠK,s2

Hs(K)
ΠK,s3

W p(K)
∇ // Qp(K)
∇× // V p(K) ∇· // Y p(K) ,
(3.16)
where the fractional s > 12 Sobolev spaces are slightly more regular counterparts of the usual Sobolev spaces
in (3.15) (which correspond to s = 0) [48]. Here, there is the tacit assumption that the operators are in fact
pullbacks of operators associated to scaled master elements of K.
The discrete trial space is chosen as
Uh =
{
δuh = (wh, τˆn,h) ∈ UT | δuh,K = (wh|K , τˆn,h,K) ∈ Uh(K), ∀K ∈ T
}
,
Uh(K) = (W
p(K))3 × (V p(∂K))3 , (V p(∂K))3 = {τh|∂K ·nˆK | τh ∈ (V p(K))3} ,
(3.17)
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where UT = H1Γu(Ω)×H
−1/2
Γσ
(∂T ). Note that the condition δuh = (wh, τˆn,h) ∈ UT implies that wh and
τˆn,h vanish at Γu and Γσ respectively, and that wh|K1 |e = wh|K2 |e and τˆn,h,K1 |e = −τˆn,h,K2 |e where e is an
edge shared by K1 and K2. Hence, the definition of Uh implies that one must ensure compatibility across
elements. Meanwhile, the enriched test space is selected from a sequence of order p+ ∆p, so that
V enrT =
{
venr = v | venr|K = v|K ∈ V enrT (K), ∀K ∈ T
} ⊆ VT , V enrT (K) = (W p+∆p(K))3 , (3.18)
where VT = H1(T ).
Next, consider ηˆn,K = η|∂K · nˆK for some η ∈ Hs(div,K) and its minimum energy extension norm, so
that ‖ηˆn,K‖H−1/2 (∂K) ≤ ‖η‖H(div,K), and
‖ηˆn,K − (ΠK,s2 η)|∂K ·nˆK‖H−1/2 (∂K) = ‖(η −ΠK,s2 η)|∂K ·nˆK‖H−1/2 (∂K) ≤ ‖η −ΠK,s2 η‖H(div,K) . (3.19)
Given that the spaces are assumed to contain the relevant polynomials (see (3.15)), that the sequences
commute in (3.16), that the elements are assumed to be affine shape-regular (among all meshes considered),
and using standard scaling arguments [24] along with (3.19), yields the usual h-convergence interpolation
estimates (for any fixed p) in K for any sufficiently regular u and σˆn,K . The estimates hold globally in Ω too,
since the interpolants give the necessary compatibility across the elements. Thus, choosing the interpolant
in (3.14) yields the h-convergence result,(
‖u− uh‖2H1(Ω) + ‖σˆn − σˆn,h‖2H−1/2Π (∂T )
)1/2 ≤ CstCshmin{s,p}(‖u‖2H1+s(Ω) + ‖σˆn‖2H−1/2+s(∂T ))1/2 , (3.20)
where (u, σˆn) ∈ UsT ⊆ UT is the exact solution of (2.13), (uh, σˆn,h) ∈ Uh is the computed solution from
the DPG methodology, Cst =
‖bT ‖MF
γ is the stability constant, Cs is the h-interpolation constant, and
h = supK∈T diam(K). The constant Cs is dependent on s, p, and the shape-regularity of the elements, but
not on h. As usual, the h-convergence is dictated by the polynomial order or the regularity of the exact
solution, i.e., the largest s for which (u, σˆn) ∈ UsT , where UsT = H1+s(Ω) × H−1/2+s(∂T ) has the norm in
(3.20). This result is now summarized in the following theorem.
Theorem 3.1. Let p ∈ N and take a set of meshes whose elements satisfy a robust affine shape-regularity
condition. Consider the problem of finding uh ∈ Uh, such that
bT (uh, vh) = `T (vh) , ∀vh ∈ Vh ,
where bT and `T are defined in (2.12), Uh ⊆ UT is defined in (3.17) (assuming the properties in (3.15)
hold), V enrT ⊆ VT is defined in (3.18), and Vh is defined in terms of a basis of V enrT in (3.8). If a linear and
continuous Fortin operator, ΠF : VT → V enrT , satisfying the orthogonality condition, b(uh, v−ΠF v) = 0, for
all uh ∈ Uh and v ∈ VT exists, and if ω is not in the set of critical set of values making (2.13) ill-posed (see
Theorem 2.1), then the problem has a unique solution uh ∈ Uh. The discrete solution may be computed using
the linear system in (3.7) and the simplifications in (3.12). The exact solution of the infinite-dimensional
problem in (2.13) is u ∈ UT . Provided a ΠF continuity bound independent of the meshes, and that u is
regular enough (u ∈ UsT ⊆ UT for s > 12 ) the discrete solution relates to the exact solution by,
‖u− uh‖UT ≤ Chmin{s,p}‖u‖UsT ,
where h = supK∈T diam(K) and C = C(s, p,Ω) > 0 is independent of the mesh being considered.
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Verification of the assumptions
The assumptions in Theorem 3.1 actually do hold. In fact, arbitrary-p discretizations of the type in (3.15)
exist for any affinely transformed hexahedron, tetrahedron, triangular prism, and pyramid, so, forgetting
about the Fortin operator, the convergence result in Theorem 3.1 would hold for any affine shape-regular
hybrid mesh. These discretizations can be found in the literature [28, 10]. For computations, it is fundamental
to find explicit expressions for basis functions of these discretizations which are compatible across the different
elements. Such hierarchical bases have been presented in [28].
It remains to establish the existence of a Fortin operator. It can be constructed locally due to the broken
test spaces. This will be done only for the tetrahedron and with the discrete spaces in (3.15) coming from
the Ne´de´lec sequence of the first type [51] (which is used in [28]). Therefore, the local discrete trial space in
(3.17), Uh(K), and the local enriched test space in (3.18), V
enr
T (K), are defined by the affine-invariant spaces
W p(K) = Pp , V p(K) = RT p = (Pp−1)3 + xPp−1 , (3.21)
where RT p is also known as the Raviart-Thomas space. Then, [6, Theorem 5.1] establishes a local Fortin
operator ΠKF = Π
K,p,∆p
F,0 : VT (K)→ V enrT (K), which is linear, bounded and satisfies,
(ψh,Π
K
F v − v)K = 0 , (φh,∇(ΠKF v − v))K = 0 , 〈ηˆn,h, (ΠKF v − v)|∂K〉∂K = 0 , (3.22)
for all v ∈ VT (K) = H1(K), ψh ∈ (Pp+∆p−4)3, φh ∈ (Pp+∆p−3)3×3 and ηˆn,h ∈ V p+∆p−2(∂K), where
∆p ≥ 3 and p ≥ 1. Let (wh, τˆn,h) ∈ Uh(K). If C∗ is piecewise constant with respect to the mesh, then
wh ∈ (Pp)3, C∗ :∇wh ∈ (Pp−1)3×3, and τˆn,h ∈ V p(∂K). Thus, provided ∆p ≥ 4, it is clear that all the terms
in the bilinear form in (2.12) will vanish. For a full tetrahedral mesh, this will hold globally, implying that
bT ((wh, τˆn,h),ΠF v− v) = 0. The bound of the local Fortin operator, ‖ΠKF ‖, is easily seen to be independent
of the element size through scaling arguments, so that there does exist a mesh-independent bound MF > 0
such that ‖ΠF v‖V ≤ MF ‖v‖V for all v ∈ VT , provided ∆p ≥ 4. However, in principle, the bound MF > 0
may be dependent on the choice of p and ∆p. Proofs of local high-order Fortin operators for the remaining
element types (or which are valid for ∆p ≥ 1 instead of ∆p ≥ 4) and their respective discretizations have not
yet been developed, but numerical results suggest they might exist [43]. The following corollary summarizes
the result.
Corollary 3.1. All the hypothesis of Theorem 3.1 are satisfied for shape-regular tetrahedral meshes, provided
the spaces W p(K) and V p(K) in the definitions of Uh(K) and V
enr
T (K) (see (3.17) and (3.18)) are chosen
from (3.21), that C∗ is piecewise constant with respect to all the meshes being considered, and that ∆p ≥ 4
in (3.18).
Remark 3.1. Due to the nature of the equations, and more specifically to the dynamic term (u, v)T in
(2.12), the requirement of ∆p ≥ 4 is more stringent than that proved for linear elasticity and Poisson’s
equation, which is ∆p ≥ 3 [32].
Comments on p- and hp-convergence
Finally, a brief analysis of p-convergence is included here as well. For this, given an element K ∈ T , the
existence of a sequence of commuting and bounded polynomial-preserving extension operators from ∂K to
K will be assumed, where the bounds must be independent of the polynomial order p [16]. These do exist
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for tetrahedra [20, 21, 22] and hexahedra [14] with Ne´de´lec’s sequences of the first type (like the ones used
in [28]), but constructions for the triangular prism and pyramid are still missing. Then, in the p-asymptotic
limit and for a fine enough mesh, the theory of projection-based interpolation establishes convergence bounds
in terms of p as well [16, Theorem 5.3], so that the interpolation constant in (3.20) becomes,
Cs = C˜s(ln p)
2p−s , (3.23)
where C˜s is independent of p and h. To finalize the full hp-convergence analysis, the only requirement
missing is that the Fortin operator bound MF sitting inside the stability constant Cst =
‖bT ‖MF
γ must be
independent of p. This has not been established theoretically, but 2D numerical experiments geared directly
at local Fortin operators have shown p-independence of MF provided ∆p is large enough [50]. In any case,
the p-convergence bounds in (3.23) and the value of MF are conservative bounds, and in practice the results
are much better than the theory predicts.
Corollary 3.2. In Theorem 3.1, if the elements in the meshes are shape-regular tetrahedra or hexahedra,
and if there exists a continuity bound of the Fortin operator (an MF > 0 such that ‖ΠF v‖VT ≤MF ‖v‖VT for
all v ∈ VT ) which is additionally independent of p, then, asymptotically, there exists convergence behavior of
the type,
‖u− uh‖UT ≤ C˜s(ln p)2
hmin{s,p}
ps
‖u‖UsT ,
where C˜s = C˜s(s,Ω) is independent of both p and h.
4 Results
There are a few software libraries that are able to solve DPG methods, like Camellia [57, 58] and DUNE-DPG
[33]. In this work, the numerical method described was implemented using an in-house code called hp3d,
which has support for both local h and p refinements in 3D [24], uses the exact sequence shape functions in
[28], and utilizes projection-based interpolation to appropriately enforce the boundary conditions [16]. Thus,
the hypotheses of much of the theoretical results in Section 3.3 are satisfied. In the results shown here, only
hexahedral and tetrahedral elements were used. The direct solver MUMPS 5.0.1 with OpenMP was used on
the global linear system.
First, verification studies confirming the convergence theory were done in a cube. Then, a validation
study was completed using results from dynamic mechanical analysis (DMA) calibration experiments on
different viscoelastic polymers.
4.1 Code verification
To verify the convergence results, a cube, Ω = (0, 1)3, was discretized initially with five tetrahedra. A
manufactured smooth solution for the displacement, ui(x) =
∏3
k=1 sin(pixk), ∀i = 1, 2, 3, was utilized to
determine the stress, force and boundary data, where the dynamic stiffness tensor, C∗, was defined by
λ∗ = µ∗ = 1 + i. The results are shown in Figure 4.1, where ∆p = 1 in all cases.
Clearly, uniform mesh refinements confirm the h-convergence theoretical result in (3.20), since the rate
of convergence is of the type hp due to the analyticity of the solution (so s = ∞). When p ≥ s, where
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Figure 4.1: Relative displacement error in the H1(Ω) norm. Uniform h-refinements yield the expected hp convergence
rates for 1 ≤ p ≤ 6. Moreover, p-refinements of the same mesh do exhibit exponential convergence of the form
exp(−b p1.25) with b > 0 depending on the mesh (the finer the mesh, the higher the b).
s is the regularity of the solution, Corollary 3.2 establishes an asymptotic hp-convergence estimate of the
form ‖u − uh‖U ≤ C(ln p)2(hp )s, where C is independent of h and p. This is a quasi-algebraic form of
convergence. However, when the solution is analytic, this estimate is expected to improve in some sense,
but the explicit form cannot be deduced from (3.23) since C˜s depends on s and its behavior is unknown as
s→∞. Figure 4.1 seems to indicate an exponential p-convergence of the form ‖u− uh‖U ≤ C exp(−b p1.25),
where C and b are independent of p (but not of h) and where b > 0 is larger if the mesh is finer. This result
can be compared with exponential convergence results found in the literature [39, 40, 62] (it is also better
than related hp-exponential rates in geometric meshes [3, 34, 35, 61, 60]).
It should be noted that ∆p = 1 was used in the computations, but numerical experiments were done
with higher values of ∆p as well (including ∆p = 4), and the resulting data points were almost exactly the
same. Thus, for this particular equation it seems ∆p = 1 is preferable, since the results are the same and
the local computational cost is much lower. However, this merits further theoretical study to be certain,
perhaps by finding a Fortin operator which is valid for ∆p ≥ 1. Having said that, there are equations and
solution schemes where higher values of ∆p provide advantages (see [15]), so this possibility should not be
discarded either.
4.2 Validation of DMA experiments
Characterization of viscoelastic material properties in the frequency domain is done through dynamic me-
chanical analysis (DMA) experiments, where the material is subjected to oscillations. More precisely, to
find the dynamic Young’s modulus, E∗, a clamped material at a given temperature is made to vibrate at
a particular amplitude and frequency. Thus, the temperature, vibration amplitude and frequency are con-
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trolled by the experimenter. A certain force is then measured in the experiment (the dependent variable),
and using the appropriate beam theory one can find an inverse model for E∗. Experiments were done at the
J. J. Pickle Research Campus of the University of Texas at Austin using the Q800 DMA instrument from
TA Instruments. The experimental setup purposefully resembles cantilever beams. Indeed, Figure 4.2 shows
a material sample in cantilever, clamped at both ends, where one clamp is static while the other clamp is
free to move and vibrate at a given amplitude and frequency. It is at this moving clamp that the force is
measured.
L
wCS
tCS
L
Figure 4.2: The single cantilever DMA experimental setup. The external clamp is statically fixed, while the central
clamp, where a force is measured, moves vertically with a known amplitude and frequency. This whole setup lies
inside a closed oven that carefully controls the temperature.
An inverse model for E∗ can be derived using Timoshenko beam theory. Consider a static linear elastic
beam clamped at one end and with a point force applied at the other end, where additionally the cross-
section remains parallel to the force (see Figure 4.2). This last condition represents the moving clamp where
the force is being measured. Hence, this is not a typical cantilever beam (where one of the ends is free), but
for simplicity it is still referred as such. Using Timoshenko beam theory [65, 66], the vertical displacement
can be determined using the zero-angle boundary conditions at both ends and a zero-displacement in the
clamped end. The resulting maximum displacement occurs where the force is applied and takes the value,
umax =
FL3
12EI
+
FL
κACSG
=
FL3
12EI
(
1 +
2
κ
(1 + ν)
( tCS
L
)2)
, (4.1)
where umax is the maximum vertical displacement of the beam, F is the force applied, L is the length between
the clamped end and where the force is applied; E and G = E2(1+ν) are the Young’s and shear moduli of the
linear elastic material while ν is its Poisson’s ratio; ACS = wCStCS , wCS and tCS are the cross-sectional
area, width and thickness respectively; I =
wCSt
3
CS
12 is the second moment of area of the rectangular cross-
section, and κ is the Timoshenko shear coefficient. This equation obeys a correspondence principle with the
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time-harmonic equations of linear viscoelasticity [46], so that an inverse model of the form,
E∗ =
1
αc
F ∗exp
u∗max
L3
βcI
(
1 +
12
5
(1 + ν∗)
( tCS
L
)2)
,
αc = 0.7616− 0.02713
√
L
tCS
+ 0.1083 ln
(
L
tCS
)
,
(4.2)
is utilized, where βc = 12 in this single cantilever setting, and αc is a correction factor accounting for 3D
clamping effects, which is given by the manufacturer. For a rectangular cross-section, the Timoshenko shear
coefficient is taken from the literature as κ = 56 [42]. Here, E
∗ is the dynamic Young’s modulus, and note
that both the experimental force and vibration amplitude, F ∗exp and u
∗
max, are now complex numbers. Note
that
F∗exp
u∗max
=
∣∣ F∗exp
u∗max
∣∣eiδph , where δph is an angle that represents the phase change between the oscillations of
the force and the driving mechanical vibrations of the displacement. The values of temperature, vibration
frequency, |u∗max|, |F ∗exp| cos(δph) and tan(δph) are reported by the instrument. The distance L here is the
distance between the clamps themselves, not the distance between the midpoints of the clamps. The only
limitation with this inverse model is that it assumes that the dynamic Poisson’s ratio, ν∗, is known. The
ideal scenario is that either ν∗ or the dynamic shear modulus, G∗, are known from a separate preceding
experiment. In the latter case, where G∗ is known, note that ν∗ = E∗2G∗ − 1, so an analogous expression for
E∗ only in terms of G∗ can easily be derived from (4.2). If neither ν∗ nor G∗ are experimentally known, it
is usually assumed that G∗ has the same phase as E∗, so that ν∗ is real-valued, and then an educated guess
is made for ν∗ ∈ R.
There is a second experimental setup which involves the same instrument, but with the beam arranged
in a double cantilever, with two external static clamps at both ends and a middle moving clamp. This can
be seen in Figure 4.3. The inverse model is actually the same as that given in (4.2), but with βc = 24 in
the double cantilever setting, and where the distance L is the same as in the single cantilever case since it
represents the distance between the edge of the external clamp and closest edge of the middle clamp (as seen
in Figure 4.3). Hence, the actual distance over which the material is being deformed is Ld = 2L.
L
L
L L
LmLe Le
Ltot
Figure 4.3: The double cantilever DMA experimental setup. The two external clamps are statically fixed, while a
force is measured at the central clamp which moves at a controlled amplitude and frequency.
For the sake of brevity, results of only one example of each setup will be shown here. In the single
cantilever case, silicone at 30.0◦C was tested at 4Hz with an amplitude of vibration of |u∗max| = 15µm, where
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the relevant part of the sample had dimensions of L = 17.5mm, wCS = 11.8mm and tCS = 1.63mm. The
measured force from the experiment was |F ∗exp| cos(δph) = 0.1064N with tan(δph) = 0.0384. In the double
cantilever case, epoxy at 22.4◦C was tested at 40Hz with an amplitude of vibration of |u∗max| = 15µm, where
the relevant part of the sample had dimensions of Ld = 2L = 35.0mm, wCS = 13.2mm and tCS = 2.05mm.
The measured force from the experiment was |F ∗exp| cos(δph) = 0.7248N with tan(δph) = 0.00869. In both
experiments it was assumed that ν∗ = 0.33 (see [30], but higher values are also found in [63]), so using the
inverse model in (4.2) with βc = 12 and βc = 24 respectively, it was possible to calculate E
∗.
Next, the dynamic stiffness tensor, C∗, was computed using the values of E∗ and ν∗, and the experiments
were then simulated computationally. Here, it is important to mention that the the middle clamp measures
Lm = 6.35mm, while the two external clamps measure Le = 7.625mm each, as observed from Figure 4.3.
Thus the samples themselves (both in the experiment and the simulated geometry) are typically longer than
Le+L+Lm = 31.475mm in the single cantilever case and 2Le+2L+Lm = 56.6mm in the double cantilever
case. The samples used for the numerical results were 40mm for the single cantilever and Ltot = 60mm
for the double cantilever. The densities of the silicone and epoxy resins were assumed to be 1134kgm−3
and 1250kgm−3 respectively. The force, which is the quantity of interest, was calculated a posteriori by
integrating the vertical traction, (σˆn,h)3, over the area where the moving clamp made contact with the
sample. The numerically computed force, F ∗h , was then compared with the actual measured force from the
experiment, F ∗exp. The results for different values of p and with ∆p = 1 are shown in Figure 4.4.
103 104 105 106
Degrees of freedom
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
S
ig
n
ed
re
la
ti
ve
fo
rc
e
er
ro
r
=
|F
∗ h|
−|
F
∗ ex
p
|
|F
∗ ex
p
|
Relative force error of DMA experiments
Single cantilever p = 1
Single cantilever p = 2
Double cantilever p = 1
Double cantilever p = 2
5% error mark
Figure 4.4: Convergence of the magnitude of the computed force, F ∗h , to the real experimental value measured from
DMA experiments on different setups, F ∗exp. The single cantilever results correspond to a silicone sample, while those
of the double cantilever correspond to an epoxy sample.
The magnitude of the force appears to converge to within 5% of the experimental value with both the
single and double cantilever setups. This is as good as one can hope for from the validation point of view,
and it confirms that the equations do indeed model the actual physical behavior observed experimentally.
These results seem to suggest that the value of p = 2 does not offer a significant advantage over p = 1 to
obtain the desired outcome, but further research on this matter might be necessary, as a different quantity
of interest might produce very different results. With respect to the phase error in tan(δph), the simulations
show virtually no error even from the first computation. This is probably due to the assumption that ν∗ ∈ R
is real-valued, but perhaps a less trivial convergence behavior would be observed if this hypothesis were to
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be dropped.
The results in Figure 4.4 were obtained with adaptivity driven by the arbitrary-p residual-based a poste-
riori error estimator described in (3.13), which is innate to the DPG methodology. Otherwise, it would have
been prohibitively expensive to obtain the same results via uniform refinements. Indeed, from the physics of
the problem, it is intuitive to notice that most of the stress will be concentrated in the areas close to where
the clamps are holding the material. The computations confirm this, as can be observed from Figure 4.5,
where it is clear that not only the stress is localized there, but that the adaptivity scheme is refining in
precisely that area, which is where the force will be computed from. Thus, adaptivity is fundamental for this
problem which has localized solution features, and this justifies to a degree the use of the numerical method
proposed here.
0.0 · 100
2.0 · 10−6
4.0 · 10−6
6.0 · 10−6
8.0 · 10−6
1.0 · 10−5
1.2 · 10−5
1.4 · 10−5
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−4.0 · 104
−2.0 · 104
0.0 · 100
2.0 · 104
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−5.614 · 104
5.614 · 104
(σˆn,h)3 Nm−2
Figure 4.5: Numerical results with the double cantilever setup with p = 1 and after 4 isotropic adaptive refinements.
The displacement is warped by a factor of 4000 for clarity. The vertical traction seems to be concentrated at the
edges of the middle clamp, and adaptive refinements do seem to focus on that area.
5 Conclusions
A DPG finite element method was implemented for the time-harmonic equations of linear viscoelasticity. The
method discretizes a broken primal variational formulation of the equation, which was proved to be well-posed
in the infinite-dimensional setting. As part of this proof, the well-posedness of the classical primal variational
formulation of linear viscoelasticity was also rigorously established. Moreover, the numerical method itself
was shown to be stable and convergent under certain conditions, and this included a full hp-convergence
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analysis. A completely natural a posteriori error estimator for arbitrary-p which is used to drive adaptivity
is also included as part of the method. The method was verified using a smooth manufactured solution,
where the expected h-convergence rates of the form hp where corroborated for various values of p. Moreover,
the verification tests displayed exponential p-convergence of the form exp(−b p1.25).
Additionally, DMA experiments to determine the dynamic Young’s modulus, E∗, were performed on
different materials and with distinct experimental setups: single and double cantilever. The computational
results validated the calibration model to within 5% error of the quantity of interest. Moreover, the simulated
stress was very concentrated on certain parts of the domain, so having a good adaptivity scheme was crucial
to obtain the desired result. In this sense, the numerical method was extremely convenient, since it already
came with its own a posteriori error estimator.
Looking forward, more complicated validation studies could be tackled, where the quantities of interest
may vary in nature. The built-in a posteriori error estimator is designed to drive down the residual, but may
not be optimal in accelerating the convergence of a particular quantity of interest. In this sense, this could
lead to investigating goal-driven adaptivity schemes within the context of the DPG methodology. When the
linear system size is large, computations may become prohibitive, so it would be useful to make improvements
to reduce the system size as much as possible and to support parallel computing within the solvers. Finally,
for more interesting cases closer to the glass transition temperature of the materials in question, the results
from the computations might improve if the actual value of the dynamic Poisson’s ratio, ν∗, or the dynamic
shear modulus, G∗, are used in the calibration inverse model, but this requires separate DMA experiments
to be completed, which might be a future endeavor.
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