The excessive use of power semiconductor devices in a grid utility increases the malfunction of the control system, produces power quality disturbances (PQDs) and reduces the electrical component life. The present work proposes a novel algorithm based on Improved Principal Component Analysis (IPCA) and 1-Dimensional Convolution Neural Network (1-D-CNN) for detection and classification of PQDs. Firstly, IPCA is used to extract the statistical features of PQDs such as Root Mean Square, Skewness, Range, Kurtosis, Crest Factor, Form Factor. IPCA is decomposed into four levels. The principal component (PC) is obtained by IPCA, and it contains a maximum amount of original data as compare to PCA. 1-D-CNN is also used to extract features such as mean, energy, standard deviation, Shannon entropy, and log-energy entropy. The statistical analysis is employed for optimal feature selection. Secondly, these improved features of the PQDs are fed to the 1-D-CNN-based classifier to gain maximum classification accuracy. The proposed IPCA-1-D-CNN is utilized for classification of 12 types of synthetic and simulated single and multiple PQDs. The simulated PQDs are generated from a modified IEEE bus system with wind energy penetration in the balanced distribution system. Finally, the proposed IPCA-1-D-CNN algorithm has been tested with noise (50 dB to 20 dB) and noiseless environment. The obtained results are compared with SVM and other existing techniques. The comparative results show that the proposed method gives significantly higher classification accuracy.
Introduction
Power quality (PQ) is becoming the primary concern as serious issues affecting sustainable energy, energy security, and the environmen tend to arise. Distributed generation (DG) based on renewable energy sources and conventional grid is a concern as it uses modern power electronics devices for control, heavy non-linear loads, microprocessor and computer solutions [1] [2] [3] . Real-time commercial PQ analyzer solutions are available. Some of the principal manufacturers of PQ analyzers are Fluke (Everett, WA, USA) Yokogawa (Tokyo, Japan), and FLIR (Wilsonville, OR, USA). PQ analyzer solutions with basic functionality are expensive yet they cannot analyze the complex and extensive data [4] . Non-stationary PQ disturbances occur due to fluctuations and loads, which change the capability of the signals. The sudden change in frequency, magnitude, current and phase angle can cause PQ disturbances. Automatic classification and detection of PQ disturbances with appropriate methods have solved this issue [5] [6] [7] [8] .
Principal Component Analysis (PCA) is a very famous technique to extract, compress, simplify and analyze data sets. PCA is widely used in many signal processing, image processing, and data acquisition applications. PCA is a linear combination of the random variables (original data) and extracts the best vector space (eigenvector) which helps to reduce the dimensions of original data, and ultimately reduces the computational time of feature extraction and classification of PQDs [29] . These eigenvectors are also called principal components (PC) of the dataset. There are two ways to present PCA, Firstly, the decomposition of the covariance matrix that is based on eigenvalues. Secondly, the composition of the singular value of the data matrix [54] .
The information contained in the raw data sets is divided into two parts: (1) PCA produces an eigenvector that contains overlapping information. (2) the output variables of eigenvector (different information) are revealed through a variance, which in general is not considered, but it has a substantial impact. This vital defect needs to be improved in conventional PCA.
This considerable weakness can be improved by taking the mean of each class. Moreover, the average of each class is a linear combination of the raw data within. Smooth feature reduction process and less train time are the advantages of IPCA. The implementation of IPCA is consists of three steps. The covariance matrix, eigenvalue calculation and, the data projection. The flow steps of this process are also explained in Figure 1 . The details of the algorithm are as follows.
Improved Principal Component Analysis Algorithm (1) Formation of the Covariance matrix
Assume that Y n is the 1-D training vector array of PQDs is defined as Y n = [y 1 , y 2 , . . . , y n ] T ∈ N of length N. In the case of IPCA, the typical approach is described as normalized the raw data:
y kl (k = 1, 2, . . . , n and l = 1, 2, . . . , m) where "y kl " is the normalization value of "y kl ". "n" stands for sample size and "m" for dimension number. The advantage of this method is that there is no difference in the correlation matrix and no information is lost. The covariance matrix can be obtained as:
(2) Eigenvalue Calculation
The eigenvalue calculation is to decompose the covariance matrix "C". It can be diagonalized as:
where "λ x " is the eigenvalue of the matrix "C". A x is the sub-eigenvalues of the vector, [A 1 , A 2 , . . . , A X ] is the orthogonal basis. "x" is the rank of the matrix and "Λ" is diagonal a matrix (λ 1 , λ 2 , . . . , λ x ) and, we have λ 1 > λ 2 >, . . . , λ x .
(3) Calculation of Principal Components
After normalization and set up of covariance matrix C to calculate the eigenvalues and eigenvectors and the original data vector "M n " is transferred to the uncorrelated vector "z n " can be formed as: 
Cumulative contribution rate η n contains the information proportion of the first n principal components. Moreover, the threshold value η n is set to 85% to collect enough information. Contribution rate η k and cumulated contribution rate η n can be calculated from the following equations: 
After determining the exact value of "n", the principal component of "R k " samples is obtained as:
where, (i = 1, 2, . . . , q) 
Convolutional Neural Network (CNN)
CNN is inspired from a feed-forward neural network that consists of the combination of convolution layer, maximum pooling layer and a fully connected layer of the neural network layer that provides a simple model for the mammalian visual context [55] . CNN recently outperformed some other conventional methods on many vision related tasks [56] , including image classification [57] , object detection [58] and face recognition [59] . CNN has been demonstrated to provide even better classification performance than the traditional SVM classifiers [52] and the conventional deep neural networks (DNNs) [57] in a visually related area. In this paper, we have found that the modified architecture of CNN can be effectively employed to classify the PQ disturbances. A typical CNN architecture is shown in Figure 2 . 
Architecture of 1-D-CNN
CNN primarily features an extraction and classification technique. The multilayer architecture makes it more complicated. This complex architecture can be reviewed for many applications [60] . Each layer extracts the different level of feature and has to learn a large number of features. Traditionally, the CNN architecture is implemented in two dimensions in the various applications (i.e., width and height). Many numbers of kernels and configurations are required for convolution operation. On the other hand, PQ disturbances classification works on a single dimension (1-D) domain because the 
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This network consists of the input layer, the convolution layer, network pooling layer, fully connected layer and outer layer. It is further connected with dropouts and regularization on the fully connected layer to refine the data. Backpropagation is introduced to tune the trainable parameters. The critical difference between 2-D and 1-D CNN is the utilization of a 1-D array instead of a 2-D matrix. Their 1-D convolution and counterparts replace 2-D convolution and rotation. The demonstration of a 1-D array is presented in Figure 3 .
The pooling layer can be thought of as a downsampling layer of the feature map. The pooling layer downsamples by a factor of two while keeping the features within their domain and passes the maximum value of the feature map onto the next layer. This process increased the number of trainable samples and reduced training time. The pooling feature map in this process is then transferred to the fully connected neural network, which consists of numerous hidden layers-this network regularized by 50% dropout and L2 regularization. The weights are connected to the pooled feature map and the fully connected neural network [61] . Moreover, output hidden layer is connected to the final Softmax output classifier layer. This detailed architecture is illustrated in Figure 3 . The training process consists of two steps: forward propagation and backpropagation. Forward propagation provides the actual classification information of input data, and backpropagation upgrades the trainable parameters to provide the desired classification results. In forward propagation, from the previous convolution layer, to the current input layer l, m1 is an input unit in the input layer and m7 is the output unit in the output layer and numerous hidden units in convolution layer, pooling layer, regularization layer and fully connected layers, which can be expressed as: The pooling layer can be thought of as a downsampling layer of the feature map. The pooling layer downsamples by a factor of two while keeping the features within their domain and passes the maximum value of the feature map onto the next layer. This process increased the number of trainable samples and reduced training time. The pooling feature map in this process is then transferred to the fully connected neural network, which consists of numerous hidden layers-this network regularized by 50% dropout and L2 regularization. The weights are connected to the pooled feature map and the fully connected neural network [61] . Moreover, output hidden layer is connected to the final Softmax output classifier layer. This detailed architecture is illustrated in Figure 3 .
The training process consists of two steps: forward propagation and backpropagation. Forward propagation provides the actual classification information of input data, and backpropagation upgrades the trainable parameters to provide the desired classification results. In forward propagation, from the previous convolution layer, to the current input layer l, m 1 is an input unit in the input layer and m 7 is Energies 2019, 12, 1280 7 of 26 the output unit in the output layer and numerous hidden units in convolution layer, pooling layer, regularization layer and fully connected layers, which can be expressed as:
where matrix w l−1 i is th feature map of the previous (l − 1)th layer, w l n is the lth feature map of current l layer and M is the number of input feature maps. b l n is the additive bias vector for the lth layer. * is the convolution operation. The output can be expressed as:
In the pooling layer, max(w) function is used. In this case, CNN is used as a multiclass classifier, so the fully connected layer is fed to the output layer via the Softmax function. The Softmax layer can be calculated as: where, z n are the input from the fully connected layer and J is the number of Softmax layer units, i.e., number of classes
Backpropagation
The backpropagation is used to update the trainable parameters by the mean of the gradient descent method. The backpropagation is linked with the output of the pooling layer to detect the error. Let l = 1 and l = L be the input and output layers respectively. l is the number of classes and q is the input vector and t q l is the corresponding target and z I 1 , . . . , z I q is the output vector. Mean square error in the output layer can be expressed as:
Feature Extraction by IPCA, 1-D-CNN and Statistical Analysis
The extraction of features from input signals is significant to decide the accuracy of classification [9] . The statistical parameters can be obtained from the literature [62] . The primary purpose of IPCA is to reduce the feature data and minimize the computational load. The use of all coefficients of input data into the classifier may enhance the computational load and decrease the classification accuracy. Therefore, the selected coefficients from IPCA and 1-D-CNN can be used to reduce the data complexity, so feature extraction from IPCA, 1-D-CNN and statistical parameters are used to enhance the classification accuracy. The statistical parameters deployed such as mean (M), energy (En), root mean square (RMS), standard deviation (SD), skewness (SK), Shannon entropy (SE), range (R), kurtosis (K), crest factor (CF), form factor (FF), and log-energy entropy (LE). The PQ disturbances 1-D array is used as input data and performs a convolution operation on the input data with each kernel in the architecture (Figure 3 ). This filtering (first convolution layer) of input data with each kernel creates the features for the classification. In our implementation of 1-D-CNN, the number of initial kernels to be trained was set at 20. Features such as mean, energy, standard deviation, Shannon entropy, and, log-energy entropy are extracted. Principal components (PCs) coefficients are calculated from the equations in Table 1 . In this paper, four PCs decomposition level is used. The total number of features obtained per phase is 24, and the statistical features such as Root mean square, skewness, range, kurtosis, crest factor, form factor are extracted. The total number of features obtained from three-phase waveforms are 132. Mean, standard deviation, RMS, entropy, and range are used to analyze the behavior of the signal. Energy and log-energy entropy describe the information about energy. The feature vector of these statistical parameters along with four PCs are formed in Equation (13), and four level decomposition is presented in Figure 4 . 
Feature Extracted Methods
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Proposed Algorithm
Generally, the proposed algorithm consists of two significant steps. Firstly, feature extraction of PQ events and secondly, classification of the extracted features. In this research, IPCA based on a 1-D-CCN intelligent system is employed for PQ classification. IPCA and 1-D-CNN are used for an optimal feature extraction that is further employed to 1-D-CCN based classifier for the classification. The flow hierarchy of proposed method is described in Figure 5 . The detailed procedure is described as follows:
Aim: Classification of PQ events using improved principal component analysis and 1-D convolution neural network.
Input: Single and combined PQDs generated by synthetic and IEEE 13 bus based wind distribution system.
Step 1: The input signal is preprocessed and normalized by the following process, In the case of IPCA, the typical approach is described to normalize the raw data:
.., and 1, 2..., )
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Step 2: The eigenvalue calculation is to decompose the covariance matrix "C". It can be diagonalized as: 
Step 1: The input signal is preprocessed and normalized by the following process, Y n is the 1-D training vector array of PQDs defined as Y n = [y 1 , y 2 , . . . , y n ] T ∈ N of length N.
In the case of IPCA, the typical approach is described to normalize the raw data:
where, "y kl " is the normalization value of "y kl ".
Step 2: The eigenvalue calculation is to decompose the covariance matrix "C". It can be diagonalized as:
Step 3: After normalization and set up of the covariance matrix "C" to calculate the eigenvalues and eigenvectors of matrix C. And the principal component "R k " can be obtained as:
. . .
Step 4: 1-D-CNN is also employed for feature extraction (convolution layer, max pooling layer) and the comparative results with other feature extraction techniques and detailed results are discussed in Section 6. Finally, optimal extracted features from these two methods are processed to fully connected layer and dropout, rectified linear units (ReLU) is employed for optimization. Each class is the label of the softmax output.
Output: Classification of PQ events is processed using IPCA and 1-D-CNN. Step 3: After normalization and set up of the covariance matrix "C" to calculate the eigenvalues and eigenvectors of matrix C. And the principal component " k R "can be obtained as:
Step 4: 1-D-CNN is also employed for feature extraction (convolution layer, max pooling layer) 
Experiments

Generation of PQ Disturbances
Modified IEEE 13 Node Distribution Network
In this study, in order to test the PQ Events, a standard IEEE 13 node bus system [63] is considered with wind energy penetration in the balanced distribution system. The original system consists of 50 Hz, 5 MVA two voltage levels of 4.16 kV and 0.48 kV with balanced and unbalanced loads with no renewable energy (RE) sources. The original system is modified to extract the PQDs. In the modified system, two wind turbines of 1.5 MV each are integrated at bus 680 as shown in Figure 6 They connect through the transformer T-2 and an 8 km overhead transmission line. The transmission line has the following parameters. R 0 (zero sequences) resistance 0.413 Ohms/km, and R 1 (positive sequence) resistance 0.1153 Ohms/km, C 0 capacitance 5.09 × 10 −9 F/km and C 1 capacitance 11.33 × 10 −9 F/km and L 0 inductance 3.3 × 10 −3 H/km and L 1 inductance 1.05 × 10 −3 H/km, respectively. The loading, wind generators, capacitor banks, switching faults, and nonlinear loads location are mentioned in Table 2 . 400  170  230  128  1155  843  170  170  200   290  125  132  86  660  462  151  80  116   -----600 -100
The three-phase overhead lines substitute single phase underground cables between the bus nodes 684 and 652 with configuration 601. The line parameters of these overhead lines are the same as the configuration of bus 601 in the original test system. In configuration 601, phase conductor type ACSR 556,500,26/7 and neutral conductor ACSR 4/0,6/1 is used with a spacing id 500. Three phase underground cables are between nodes 692 and 675. Node 650 is connected through the substation transformer T-1 via utility grid. Transformer T-3 is connected between bus nodes 633 and 634. According to the type of topology and conductor of the feeders, the series of impedance matrix of the test feeders is given in Equation (14) . A capacitor bank and switching fault are connected at nodes 611 and 675. The nonlinear load is also connected to node 680. In the modified system voltage regulation between nodes 632 and 650 is not utilized. The transformer characteristics are presented in Table 3 . Standard grid voltage is free from any PQ disturbances. Frequency variation during the grid synchronization of a wind system is shown in Figure 7 . The grid synchronization of a wind turbine of 1.5 MV drops suddenly to the frequency to 48.2 Hz. The standard frequency is restored within 0.2 s. High impact load and penetration degrades the frequency quality. Low magnitude oscillations are observed during this period. It is also observed that PQ disturbances occurred during a period of 0.2 s. The IEEE 13 bus system with a wind penetration model is simulated in MATLAB/Simulink, and generated waveforms are presented in Figure 8 . Twelve types of three-phase PQDs are generated from this model. A standard waveform (sinusoidal) is generated at standard voltage amplitude and frequency. Three-phase voltage sag is generated using multistage and line to line faults at the generation end. Three phase voltage notch is generated by connecting three phases nonlinear load at the distribution end. Three phase voltage sag and swell is generated by line to line fault between two phases at generation end. Three phases oscillatory transient is generated by adding a three-phase capacitor bank at the distributed end. Three phase harmonics are generated by adding a nonlinear load at the distribution end. Arc furnace model is applied at the distribution end to generate three-phase voltage flickers. Three phase impulsive transients are generated by lightning at the distribution end. Three phase sag and harmonics are generated by multistage fault and line to line fault at generation end and nonlinear load. Three phase voltage sag and swell with harmonics are generated by line to line fault between two phases at generation end nonlinear switching load. Multistage fault and line to line fault generate three-phase voltage sag with oscillatory transients at generation end and capacitive 
Synthetic PQ Disturbances
The synthetic PQ disturbances are generated based on a mathematical model shown in Table  A1using the MATLAB 2017b and PSCAD/EMTDC software. Synthetic PQ disturbance waveforms can be seen in Figure 9 .
Dataset Generation
A two type dataset for single and multiple PQ disturbances has been obtained from synthetic parametric equations and a standard IEEE 13 bus system with wind penetration in the distribution system for the classification of PQ disturbances. The parametric equations shown in Table A1 were simulated in the MATLAB 2017b and PSCAD/EMTDC software to generate the first type of dataset. The waveforms with ten cycles at a sampling frequency of 10 kHz shown in Figure 9 are created for a total of 2000 samples points. The modified IEEE 13 node with wind penetration model is also simulated in MATLAB/Simulink to generate the second type of dataset. Considering the parameter variations of the different types of PQ disturbances, synthetic and simulated PQ disturbances datasets with 2400 and 5590 samples have been created for 12 types of PQ disturbances. In this case, the fundamental frequency was 50 Hz and the sampling frequency was 10 kHz.
Classification flow steps are presented in the form of a flowchart in Figure 5 . Gaussian noise has been added at different SNR of 30, 40, and 50 dB to validate the classification performance. In this research, the optimal features are extracted by two methods. In the first method, PQ disturbance signals are preprocessed, normalized and converted it into a covariance matrix. Covariance matrix used for eigenvalues and eigenvector calculation.
Finally, principal components are calculated to four level decomposition. Figure 4 describes the four level decomposition using IPCA. Table 4 presents the detail about optimal feature extracted by IPCA and statistical parameters.
In the second method, after preprocessing of PQ disturbance, features are extracted by using 1-D-CNN. Detail of this process is presented in Sections 2 and 3. Finally, features extracted by these two 
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The synthetic PQ disturbances are generated based on a mathematical model shown in Table A1 using the MATLAB 2017b and PSCAD/EMTDC software. Synthetic PQ disturbance waveforms can be seen in Figure 9 .
Dataset Generation
In the second method, after preprocessing of PQ disturbance, features are extracted by using 1-D-CNN. Detail of this process is presented in Sections 2 and 3. Finally, features extracted by these two methods are applied to the fully connected layer, and comparison accuracy of these different techniques are discussed in Section 6. This simulation was carried out more than 30 times to validate the proposed algorithm. The dataset is divided into training and testing samples with 70% and 30%, respectively. methods are applied to the fully connected layer, and comparison accuracy of these different techniques are discussed in Section 6. This simulation was carried out more than 30 times to validate the proposed algorithm. The dataset is divided into training and testing samples with 70% and 30%, respectively. 
Results and Discussion
Classification Performance of Proposed Method
The results of the advanced IPCA-1-D CNN technique for classification of PQ disturbances are discussed in this section. Dataset 1 is based on synthetic PQ disturbances produced in MATLAB, while dataset 2 contains simulated PQ disturbances generated from the modified IEEE 13 bus distribution system. The average classification accuracy for single and multiple PQ Disturbances is 99.92% for the noiseless condition. The results in Table 5 show a high significance under noisy conditions. The proposed technique shows 100% results for normal, sag, notch and flickers. This confirms that the hybrid IPCA-1-D-CNN feature extraction method and 1-D CNN-based classifier is classified correctly as a single PQ disturbance. However, in the case of harmonics and transients, it becomes unpredictable due to the properties of high frequency and low magnitude. Sag and swell works fine in case of the synthetic dataset, but the accuracy somehow falls due to the handling of more samples in the simulated dataset. However, in case of complex signals, such as sag with harmonics, sag, swell with harmonics, sag with oscillatory transients and sag, swell with oscillatory transients the classifier cannot be able to differentiate among them correctly. Most of the sag amplitude is around 0.95 pu where the system has to work on the marginal area as a classifier, but it has considered the sag to happen around 0.94 to 0.96 pu. However, the system may confuse under 0.01 pu of the boundary area. Similarly, when the swell comes with different PQ disturbance, the classifier may have confused as most of the swell occurs at 1.1 pu. However, the classifier has classified the signal just above 1.0 pu. Therefore, the system has confused under 0.1 pu margin area. When sag and swell come with harmonics and oscillatory transients then the system has confused, it is the reason classifier accuracy precisely drops down. In the case of a simulated data set, accuracy decreases as compared to the synthetic data due to a large amount of data handling and model behavior. Normal  C 1  200  100  100  100  100  100  100  100  100   Sag  C 2  200  100  100  100  100  100  100  100  100   Notch  C 3  200  100  100  100  100  100  100  100  100   Flickers  C 4  200  100  100  100  100  100  100  100  100 Impulsive The average percentage of correct classification of single and multiple PQ events are 99.76%, 99.85% and 99.75% with different noise level (20 dB, 50 dB) and simulated dataset respectively. The high classification accuracy under these conditions actively designates that it can be applied for the classification of single and multiple PQDs, especially in case of multiple PQ disturbances. In Figure 10 , the feature recognition accuracy against the dimension of the feature database is shown. Feature extraction using PCA has the least accuracy among IPCA and CNN. 
Performance Comparison with SVM and Different Methods
In Figure 11 , the combinations of different feature extraction techniques and classifiers have been analyzed and discussed. PCA-SVM has less than 95%, PCA-CNN has less than 96%, 1-D-CNN-SVM has less than 98%, feature extraction and classification using 1-D-CNN has less than 99%, IPCA-1DCNN with SVM classifier has about 99%, and the proposed method IPCA-1-D-CNN has 99.92% accuracies, respectively. The comparison of computational time between different feature extraction techniques for the proposed classifier and SVM is shown in Table 6 . The computational time of 1D-CNN with CNN based classifier is relatively less among other methods, because of downsampling of the features in max pooling layer. Moreover, IPCA-1DCNN with CNN based classifier also actively responded, and the overall efficiency of the proposed method is much higher than the comparative methods. 
In Figure 11 , the combinations of different feature extraction techniques and classifiers have been analyzed and discussed. PCA-SVM has less than 95%, PCA-CNN has less than 96%, 1-D-CNN-SVM has less than 98%, feature extraction and classification using 1-D-CNN has less than 99%, IPCA-1DCNN with SVM classifier has about 99%, and the proposed method IPCA-1-D-CNN has 99.92% accuracies, respectively. The comparison of computational time between different feature extraction techniques for the proposed classifier and SVM is shown in Table 6 . The computational time of 1D-CNN with CNN based classifier is relatively less among other methods, because of downsampling of the features in max pooling layer. Moreover, IPCA-1DCNN with CNN based classifier also actively responded, and the overall efficiency of the proposed method is much higher than the comparative methods. To validate the proposed classifier, the proposed hybrid feature extraction scheme with SVM classifier is also investigated. SVM is a supervised learning technique and is used for regression analysis and classification. The objective of SVM is to find the optimal hyperplane that separates the classes in the data. The optimal hyperplane found during the training phase allows only the smallest number of training error [42] .
IPCA-1DCNN-SVM with 12 types of single and multiple PQ disturbances have been studied and 99.05%,98.76%,98.87% and 98.55% classification accuracy have been achieved for 0 dB, 20 dB, 50 dB and simulated data respectively. SVM classifier has the high precision of accuracy in case of single PQDs, but as for multiple and complex PQ disturbances, it does not compete for the accuracy of the proposed classifier. From the comparative results, it is clear that the proposed algorithm is best suited for multiple and complex PQ disturbances and as well as for the PQ disturbances generated from the wind distribution system. 
Performance Comparison with Published Articles:
A comparative study of published articles with the proposed method is presented in Table 7 . WT and least squares SVM [64] considered only four types of three-phase PQ disturbances with simulated To validate the proposed classifier, the proposed hybrid feature extraction scheme with SVM classifier is also investigated. SVM is a supervised learning technique and is used for regression analysis and classification. The objective of SVM is to find the optimal hyperplane that separates the classes in the data. The optimal hyperplane found during the training phase allows only the smallest number of training error [42] .
IPCA-1DCNN-SVM with 12 types of single and multiple PQ disturbances have been studied and 99.05%, 98.76%, 98.87% and 98.55% classification accuracy have been achieved for 0 dB, 20 dB, 50 dB and simulated data respectively. SVM classifier has the high precision of accuracy in case of single PQDs, but as for multiple and complex PQ disturbances, it does not compete for the accuracy of the proposed classifier. From the comparative results, it is clear that the proposed algorithm is best suited for multiple and complex PQ disturbances and as well as for the PQ disturbances generated from the wind distribution system.
Performance Comparison with Published Articles
A comparative study of published articles with the proposed method is presented in Table 7 . WT and least squares SVM [64] considered only four types of three-phase PQ disturbances with simulated dataset having classification accuracy of 99.71%, but in the proposed method 12 types of three-phase PQ disturbance are considered with a significantly higher classification rate. Fast time-time transform (FTT) and small residual extreme learning machine (SR-ELM) were studied [4] . The classification rate for 12 types of three-phase simulated PQ disturbances was achieved as 99.59, and 107 features were selected, but no real data was evaluated in this paper. Optimal multi-resolution fast S-transform and cart algorithm were studied in [65] . Twelve types of single-phase simulated PQ disturbances were classified and a 98.92% classification rate was achieved. Therefore, the proposed method achieved higher classification for real and simulated datasets. Gabor transforms (GT), and a probabilistic neural network (PNN) method were used to improve the classification rate of PQ signals. Only seven types of single phase PQ disturbances were classified and 99.51% classification rate was obtained. However, this method evaluated less number of single phase PQ disturbances [66] . Hyperbolic S-transform (HST), Decision tree (DT) and SVM were proposed to improve the classification rate. Overall seven types of three-phase real and simulated PQ disturbances were classified, achieving an average classification accuracy of 99.5%. In this case, less number of PQ disturbances were considered [67] . Discrete WT, HST, and SVM were proposed in [68] . Nine types of three-phase PQ disturbances and 20 features were classified and a 99.44% classification rate was obtained. DWT, an artificial bee colony and PNN method were studied and sixteen types of single phase PQ disturbances classified. They achieved an average classification rate of 99.875%, but the proposed method has higher classification accuracy [69] . The comparative study shows that the proposed method based on IPCA and 1-D-CNN is best suited to classify multiple PQ disturbance real and simulated data and have a high precision of classification accuracy. This method is also well suited for practical implementation for classification of PQ disturbances. 
Conclusions
This study successfully presented an optimal method based on IPCA-1-D-CNN for accurate classification of PQ disturbances. An IEEE 13 node bus system was modified with wind-grid integration. Twelve types of three phases single and complex PQ disturbances were generated from this model. Synthetic PQ disturbances were generated from MATLAB R2017a. Three phase disturbance data is segmented into a single phase, and IPCA and 1-D CNN extracted the features. Finally, a 1-D-CNN-based classifier was used for the classification of PQ disturbances. 1-D-CNN performs convolution operations on input data with each kernel and creates the features for classification. IPCA normalized the results and could better interpret the data. The statistical parametric analysis was used to select the features vectors. Forty four different features were selected for each phase. 1-D-CNN was used to extract the statistical features such as mean, energy, standard deviation, Shannon entropy, and, log-energy entropy. IPCA was also employed to extract the statistical features such as root mean square, skewness, range, kurtosis, crest factor, and form factor. These optimal extracted features from hybrid IPCA and 1-D-CNN were then fed to the 1-D-CNN-based classifier to classify the PQ events at a high rate. The ReLU and dropout layers refined the data, which helps the classifier achieve better classification results. The proposed method was evaluated for different noise levels and a simulated data set. It was observed that the proposed method is prone to noise. The proposed method was also compared with different feature extraction methods and the SVM classifier to compare the classification accuracy. The comparative results with different feature extraction techniques, SVM classifier, and published methods depict that the proposed method is most suited for simulated data sets and noisy environments. This method can be applicable to other applications such as hyperspectral images, face recognition, fault detection, ECG signal detection, and classification.
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PQDs
Label Equations Parameter Constrains
Normal C1 x 1 (t) = Asin(ωt) A = 1(pu), f = 50 Hz (u(t − t 2 ) − u(t − t 1 )) sin(2π f t ) 0.1 ≤ α sa ≤ 0.9, T ≤ t 2 − t 1 ≤ 9T, 0.1 ≤ α sa ≤ 0.9, T ≤ t 2 − t 1 ≤ 9T Sag, Swell with Oscillatory Transient C12 x 12 (t) = [1 − α s (u(t − t 1 ) − u(t − t 2 ))] × [1 + α sw (u(t − t 1 ) − u(t − t 2 ))]× α t sin(wt) + α t exp − t−t 1 τ (u(t − t 2 ) − u(t − t 1 )) sin(2π f t ) 0.1 ≤ α s ≤ 0.8, T ≤ t 2 − t 1 ≤ 9T, 0.1 ≤ α t ≤ 0.8, 300Hz ≤ f t ≤ 900Hz, 8ms ≤ τ ≤ 40ms, 0.5T ≤ t 2 − t 1 ≤ 3T
