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Abstract
We demonstrate k + 1-term arithmetic progressions in certain subsets of the real
line whose “higher-order Fourier dimension” is sufficiently close to 1. This Fourier
dimension, introduced in previous work, is a higher-order (in the sense of Additive
Combinatorics and uniformity norms) extension of the Fourier dimension of Geomet-
ric Measure Theory, and can be understood as asking that the uniformity norm of a
measure, restricted to a given scale, decay as the scale increases. We further obtain
quantitative information about the size and Lp regularity of the set of common dis-
tances of the artihmetic progressions contained in the subsets of R under consideration.
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1 Introduction
There has been interest recently in which geometric patterns may be discovered in sparse
subsets of Euclidean space. In [7], subsets of the real line of full Hausdorff dimension not
containing any 3-term progressions, nor any boxes, were constructed; in [10], similar results
were obtained for Rn. On the other hand, in [8], it was shown via a Fourier restriction
theorem that all sets of sufficiently high Fourier dimension contain 3-term progressions.
This is a kind of continuous analogue of Roth’s theorem, and the question of higher term
arithmetic progressions immediately presents itself. The question is of further interest owing
to the suspicion that methods related to progressions might play the role of a substitute for
curvature in certain parts of harmonic analysis. In particular, both differentiation theorems
and restriction theorems, amongst others, have been found to rely on the curvature of the
underlying space in essential ways, yet both have seen partial extensions to the fractal setting
([9],[11],[12]). Though we do not address the question of what might be said about restriction
theorems here, after our study of k-term progressions in sparse subsets of the line, we turn our
attention to the proof of a differentiation theorem. Another reason this question is important
is because of its relationship to the Falconer Distance Conjecture, which asks for measure of
the set of distances between points in a set E ⊂ Rd of Hausdorff dimension α ≥ d/2; this
can be thought of as asking for the size of the set of differences in the 2-term progressions
in E, and we answer the generalization of this question to k + 1-term progressions under a
type of Fourier-decay condition.
In this paper, we establish sufficient conditions for a singular set in R to possess k+1-point
configurations (b0, . . . , bk), by which we mean scaled and translated images of the collection
of points {b0, . . . , bk} ⊂ R.
In particular, we give conditions guaranteeing the presence k + 1-term arithmetic pro-
gressions inside subsets of R of dimension strictly less than 1.
Our contributions are stated in terms of a k + 1-dimensional measure △kµ built from a
measure µ on R related to Gowers’ uniformity norms from Additive Combinatorics.
We review briefly the necessary background in Subsection 1.1.
Theorem 1.1. Suppose that µ is a measure on T satisfying ( a) and (b) with d = 1 and α
and β sufficiently close to 1.
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Then for any k+1 distinct b0, . . . , bk ∈ R, supp(µ) contains an affine image a+rb1, . . . , a+
rbk ∈ supp(µ), a, r ∈ R. Further, for any k such points b0, . . . , bk−1, the collection of scaling
parameters r for which a + rb0, . . . , a+ rbk ∈ supp(µ) is of positive Lebesgue measure.
Remark 1.1. The second portion of Theore 1.1 referring to positive Lebesgue measure gen-
eralizes the easy fact that the Falconer distance conjecture is trivially true when the Hausdorff
dimension is replaced by Fourier dimension.
The hypothesis ((b)) is related to what we have termed the “higher-order Fourier dimen-
sion” of the measure µ. In standard terminology, the Fourier dimension of a measure on
Rd is given by the supremum over all d > β > 0 for which |µ̂(ξ)| . |ξ|−
β
2 at infinity. If
dµ = f dx is absolutely continuous on Rd, then for k > 1 we say that it’s k-th order Fourier
dimension is similarly the supremum over all β ∈ (0, d) for which the asymptotic decay rate
of |△̂kf(0;η)| is at least |η|−(k+1)
β
2 , where moduli some complex conjugation the function
△kf : Rk+1→R is given by
△kf(x;u) :=
∏
ι∈{0,1}k
f(x+ ι · u) (1)
Specializing to bi = i, we obtain a sufficient condition of k + 1-term progressions in the
support of a singular measure on R, extending the result of [8] for 3-term progressions.
1.1 Review of previous work
This paper continues work begun in [3]. There, for any measure µ on the d-dimensional
torus Td we introduced the (k + 1)d-dimensional measure △kµ, a singular analogue of the
object △kf relevant in the definition of Gowers norms from additive combinatorics.
We defined the Uk norm of µ, showed it to be equivalent to
‖µ‖Uk = △
kµ(Tk+1)
1
2k
and showed that this does indeed define a norm.
Define Uk+1 to be the space of all finite measures µ on Td for which ‖ |µ| ‖Uk+1 < ∞.
Then the first part of the following theorem is a rephrasing of part of Theorem 2 from [3],
while the second part is a portion of Proposition 1 from [3].
Theorem 1.2. Let µ be a measure on Td. Then for all k, the finite measure △k+1µ exists
if and only if |µ| ∈ Uk+1.
Further,
‖µ‖2
k+1
Uk+1 =
∑
η∈Zk
|△̂kµ(0;η)|2
For definitions, you should refer to [3].
In [4], we introduced the following refinement of the Uk+1 norm and extension of the
notion of Fourier dimension to this higher-order setting
3
Definition 1.3. For k > 1, we define the kth-order Fourier dimension of a measure µ on Rd
to be the supremum over all β ∈ (0, d) for which
|△̂iµ(0;η)| . (1 + |η|)−
i+1
2
β
for all i ≤ k.
If µ is a measure with nontrivial compact support on Td, then we identify it with a
measure on Rd in the natural way in order to define its higher-order Fourier dimension.
We further say that the measure µ possesses a kth order Fourier decay of β if for all
i ≤ k,
|△̂iµ(0;η)| ≤ C(1 + |η|)−(i+1)
β
2
We can now state the two main assumptions in this paper.
(a) |µ|(B(x, r)) ≤ C1r
α for all x ∈ Td
(b) |△̂kµ(0; η)| ≤ C2(1 + |η|)
−β
2 for all η ∈ Zd.
The main result of our earlier paper [4] was that higher-order Fourier dimension gives us
quantitative control that the Uk norm does not in the sense of the following sense.
Let φn be an approximate identity with Fourier transform φ̂n essentially supported in the
ball B(0, 2n+1).
Further, set µn = φ
∗k
n ∗ µ, where φ
∗k
n refers to k copies of φn convolved together. Then
the following is equivalent to the result of [4]
Proposition 1.4 (Proposition 2 of [4]). Let µ be a finite compactly supported (Radon)
measure on Rd with a higher order Fourier decay given by
|△̂jµ(0;η)| ≤ CF (1 + |η|)
−(j+1)β
2 ∀ 1 ≤ j ≤ k (2)
Then setting
rk :=
( k∏
j=3
[
2−
23j−2
23j−2 − [1− (j+1)β
jd
]
])
(2β − d)
we have the bound
‖µn+1 − µn‖Uk ≤ C2
−
rk
2k
n
where the constant depends only on the choice of φn, and the constant CF .
We will also need the following lemma from [4].
Lemma 1.5 (Lemma 4.1 of [4]). Let µ ∈ Uk be a signed measure and suppose that k ≥ 2.
Then for any η ∈ Zk,
|△̂kµ(0;η)| ≤ △̂kµ(0; 0) (3)
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2 Finding progressions
Throughout this section, let φ : T→[0,∞) be an approxiate identity with the property that
φ̂|B(0,1) ≡ 1.
We set φn := 2
nφ(2n·). The approximate identity (φn)n∈N will remain fixed throughout
the rest of this section. It should not be difficult to obtain similar results for any choice of
approximate identity, but this is not needed for our results and the choice of (φn) we have
made is a convenient one.
For definitions of the space Uk, the Uk norm, and the higher-order inner product 〈f, g〉Uk ,
we refer the reader to [3].
Let b0, . . . , bk be k + 1 pairwise distinct points in R.
For functions fi ∈ L
∞(T), i = 0, . . . , k, and g ∈ L∞(T× T), define
Λk+1(g; f0, . . . , fk) :=
∫
g(x, r)
k∏
i=0
fi(x− rbi) dx dr
and for f ∈ L∞(T),
Λk+1(g; f) := Λk+1(g; f, . . . , f).
Proof of Theorem 1.1. Throughout, we may suppose α and β sufficiently close to 1. By
Proposition 3.1, the measure ∩k+1µ exists. By Lemma 5.1, ∩k+1µ is supported on the
collection b0, . . . , bk. By Lemma 5.2, ∩
k+1 gives zero mass to the trivial affine images of the
bi. Thus affine images of the k + 1 point configuration will be shown to exist in supp(µ) as
soon as we know that the measure ∩k+1µ is not itself trivial.
To show that ∩k+1µ is not the zero measure, we fix α0, β0 ∈ (0, 1) sufficiently close to 1
that the above argument holds.
Let C ′H be as in Lemma 2.1 and let C = c(1, 100C
′
H) be as in Lemma 6.1. Choose m ∈ N
be so large that
|Λk+1(µ)− Λk+1(µm)| = lim
N→∞
|Λk+1(µN)− Λk+1(µm)| ≤
1
2
C
whenever α > α0 and β > β0, which is possible since the sum on the right-hand-side of (5)
is convergent as N ↑ ∞, and depends on α, β monotonically.
Then for α sufficiently close to 1 that 2(1−α)m ≤ 100,
Λk+1(φm ∗ µ) > c(1, 100CH) = C
by Lemma 6.1, while
|Λk+1(µ)− Λk+1(µm)| ≤
1
2
C
so that ∩k+1µ(T×Tk+1) = Λk+1(µ) >
1
2
C.
So ∩k+1µ is a nontrivial measure. Thus we have shown that there exist nontrivial affine
images of b0, . . . , bk in supp(µ).
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To complete the proof, we must show that the collection R of dilation parameters yielding
affine images of b0, . . . , bk−1 in supp(µ) is of positive Lebesgue measure. To do this, let
g ∈ L2
k
(R).
If we again break into telescoping sums by applying Lemma 3.1, Lemma 4.2, and Lemma
2.1, we have
Λk(g;µ) .
∞∑
n=0
|Λk(g; h0, . . . , hk−2, µn+1 − µn)|
≤
∞∑
n=0
2(k−1)(1−α)n |〈g, µn+1 − µn〉Uk |
1
2k−1
≤
∞∑
n=0
2(k−1)(1−α)n‖g‖Uk‖µn+1 − µn‖Uk
≤
∞∑
n=0
2(k−1)(1−α)n‖g‖
L2k
2−rk(β)n/2
k
. ‖g‖
L2k
where in the second to last line we have used the Gowers-Cauchy-Schwarz inequality, and in
the last line we have used the bound ‖g‖Uk ≤ ‖g‖L2k which is a well-known consequence of
Holder’s inequality.
Thus the projection of ∩kµ onto the r-axis has an L2
k ′
density by Lp duality, and in
particular, the set R must contain a set of positive Lebesgue measure.
We will need the following standard Lemma (cf. [5]).
Lemma 2.1. Let f1, f2 ∈ L
∞(T), and g ∈ L∞(T× T). Then
Λk+1(g; f1)− Λk+1(g; f2) =
∑
f1,f2
Λk+1(g; h0, . . . , hk)
where the symbol
∑
f1,f2
refers to a sum taken over all combinations of hi ∈ {f1, f2, f1 −
f2}, i = 0, . . . , k for which exactly one of the hi equals f1 − f2. By relabelling, we may
assume that hk = f1 − f2. Consequently,∣∣Λk+1(g; f1)− Λk+1(g; f2)∣∣ . sup
hi∈{f1,f2}
∣∣Λk+1(g; h0, . . . , hk−1, f1 − f2)∣∣.
3 Existence of the measure ∩k+1µ
Proposition 3.1. Suppose that µ is a measure on T satisfying ( a) and (b) for α and β
sufficiently close to d.
Then the finite measure ∩k+1µ : C(T× T)→C given by
g 7→
∫
g(x, r) ∩k+1 µ(x, r) := Λk+1(g;µ)
=: lim
n→∞
Λk+1(g;φn ∗ µ)
is well-defined.
6
Proof. Consider the linear functional g 7→ Λk+1(g;µ) from C(T × T) to C. If we can show
that it is bounded and defined on a dense subset, then it extends to a continuous linear
funcitonal on the entire space, to which the obviously bounded linear functionals
g 7→ Λk+1(g;φn ∗ µ)
then converge on a dense subset of C(T×T). From this it would follow that g 7→ Λk+1(g;µ)
has a continuous extension to the entire space, and that convergence to this functional occurs
for all functions in C(T × T). By the Riesz representation theorem, we would then obtain
existence of the measure ∩k+1µ. So it suffices to prove the following two claims
• limn→∞ Λk+1(g;φn ∗ µ) exists for all g in a dense subclass of C(T× T)
• g 7→ Λk+1(g;µ) is bounded where defined.
To prove the first claim, we take as our dense subclass the collection of trigonometric poly-
nomials. By linearity, it suffices to consider monomials of the form g(x, r) = e2πi(ξ0x+η0r) for
ξ0, η0 ∈ Z
d. Fix such a ξ0, η0 (and thus g).
We show that the limit exists by showing that the sequence is Cauchy. Thus let ǫ > 0;
we show that for all large enough m and N ,∣∣Λk+1(g;φN ∗ µ)− Λk+1(g;φm ∗ µ)∣∣ ≤ ǫ . (4)
Note that ‖ ̂△kg(0, ·; ·)‖ℓ1 = 1. Then by Lemma 4.3 with p = 1, we have that for any
N > m ∈ N
∣∣Λk+1(g;φN ∗ µ)− Λk+1(g;φm ∗ µ)∣∣ . N−1∑
n=m
2−ω
1
k(α,β)n ≤
∞∑
n=m
2−ω
1
k(α,β)n.
Since the terms on the right hand side above are those of a geometric series, we have
verified that for all sufficiently large m and N , (4) holds true.
We turn now to the second claim.
Since g ≡ 1 is a trigonometric polynomial, applying the first claim to the measure |µ|,
we in particular have existence of a finite number M := Λk+1(1; |µ|). But then for any g,
∣∣ lim
n→∞
∫
g(x, r)
k−1∏
i=0
φn ∗ µ(x− ir) dx dr
∣∣ ≤ ‖g‖L∞ lim
n→∞
Λk+1(1;φn ∗ |µ|) = M‖g‖L∞
which demonstrates that g 7→ Λk+1(g;µ) is bounded where defined, proving the second claim
and completing the proof.
4 The main estimate
Lemma 4.1. Let p ∈ [1, 2) and suppose that µ is a measure on T satisfying ( a) and (b) for
α and β sufficiently close to d.
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Then there exists a function ωpk(α, β) which is positive and increasing such that for any
n ∈ N and any choice of hi ∈ {φn ∗ µ, φn+1 ∗ µ}, i = 0, . . . , k − 1,∣∣Λk+1(g; h0, . . . , hk−1, µn+1 − µn)∣∣ . ‖△̂kg(0, ξ; η)‖ 12kℓ1
ξ
ℓpη
2−ω
p
k(α,β)n.
First we need the following lemma.
For a function g : T× T→C, it will be convenient to set △0g = g,
△kg(x, y; u) := △k−1g(x− uk, y; u
′)△k−1g(x, y; u′)
and
〈f, µ〉Uk :=
∫
△k−1g(x− uk, y; u
′)△k−1µ(x; u′) dy.
Lemma 4.2. Suppose that f, h0, h1, . . . , hk−1 ∈ L
∞(T) and g ∈ L∞(T× T). Then∣∣Λk+1(g; h0, . . . , hk−1, f)∣∣ ≤ ‖h1‖L∞ · · · ‖hk−1‖L∞∣∣〈f, g〉Uk+1∣∣ 12k .
Proof. It will be convenient to introduce the notation △juf(x) := △
jf(x) together with the
obvious modification for a function g : T × T→C. We claim that for any j < k and any
functions f0, . . . , fj,
∣∣Λj+1(g; f0, . . . , fj)∣∣
≤‖f0‖L∞
(∫ ∣∣Λj(△1ug˜;△1uf1, . . . ,△1jufj)∣∣ du) 12
where g˜(x, r) := g(x− r, r).
Assuming the claim true, induction then gives that∣∣Λk+1(g; f0, . . . , fk)∣∣ ≤ ‖f0‖L∞ · · · ‖fk−1‖L∞∣∣ ∫ △kg(x− kr, r; u)△kfk(x− r; u) dx dr du∣∣ 12k
since ‖△jufj‖L∞ ≤ ‖fj‖
2j
L∞
Setting fk = f and fi = hi for i < k then proves the lemma.
So it suffices to prove the claim. We have
∣∣Λj+1(g; f0, · · · , fj)∣∣
=
∣∣ ∫ [f0(x)][ ∫ g(x, r) j∏
i=1
fi(x− ir) dr
]
dx
∣∣
≤‖f0‖L2
∣∣∣∣ ∫ ∣∣ ∫ g(x, r) j∏
i=1
fi(x− ir) dr
∣∣2 dx∣∣∣∣ 12
by Cauchy-Schwarz. Note that ‖fj‖L2 ≤ ‖fj‖L∞ so we are halfway done. Expanding the
integral above and changing variables gives
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∫ ∣∣ ∫ g(x, r) j∏
i=1
fi(x− ir) dr
∣∣2 dx
=
∫
g(x, r)g¯(x− u, r)
j∏
i=1
fi(x− ir)f¯i(x− iu− ir) dr du dx
=
∫
△1g(x, r; u)
j∏
i=1
△1fi(x− ir; iu) dr du dx
=
∫
△1g(x− r, r; u)
j∏
i=1
△1iufi(x− (i− 1)r) dr du dx
≤
∫ ∣∣Λj(△1ug˜(x− r, r; u);△1ufj+1, . . . ,△1jufj∣∣ du
and the claim is proved.
Proof of Lemma 4.1. We apply Lemma 4.2 to obtain∣∣Λk+1(g; h0, . . . , hk−1, µn+1 − µn)∣∣ ≤ ‖h0‖L∞ · · · ‖hk−1‖L∞∣∣〈µn+1 − µn, g〉Uk∣∣ 12k
Set νn := µn+1 − µn. By Lemma 2.1, ‖h0‖L∞ · · · ‖hk−1‖L∞ . 2
k(1−α)n. On the other hand,
one calculates ∣∣〈νn, g〉Uk∣∣ = ∣∣ ∑
ξ∈Zd,η∈Zd
k
△̂kg(0, ξ; η)△̂k(νn)(0; η)
∣∣
Applying Holder’s inequality gives∣∣〈µn, g〉Uk∣∣ ≤ ‖△̂kg(0, ξ; η)‖ℓ1
ξ
ℓpη‖‖△̂
kνn(0; ·)‖p′.
By Proposition 1.2together with Lemma 2.1,
‖△̂kνn(0; ·)‖2 = ‖νn‖
2k
Uk+1 ≤ ‖νn‖
2k
L∞ . 2
2k(1−α)n.
According to Lemma 1.5 and Proposition 1.4,
‖△̂kνn(0; ·)‖∞ . △̂kνn(0; 0) = ‖µn+1 − µn‖
2k . 2−rkn.
Applying Holder’s inequality to interpolate between the L2 and L∞ bounds gives
‖△̂kνn(0; ·)‖p′ . 2
−rk(β)
p′−2
p′
n
2
2k(1−α) 2
p′
n
= 2−ω
p
k
(β)n
where we have set
ωpk(α, β) := −
(
rk(β)
p′ − 2
p′
− 2k(1− α)
2
p′
)
.
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Lemma 4.3. Suppose that µ is a measure on T satisfying ( a) and (b) for α and β sufficiently
close to d. Then for any g : T× T→C, any approximate identity (φn), and any m,N ∈ N,
∣∣Λk+1(g;φN ∗ µ)− Λk+1(g;φm ∗ µ)∣∣ . ‖△̂kg(0, ξ; η)‖ℓ1
ξ
ℓpη
N−1∑
n=m
2−ω
p
k(α,β)n. (5)
Proof. We write the left hand side of (5) as a telescoping sum to obtain
(5) ≤
N−1∑
n=m
∣∣Λk+1(g;φn+1 ∗ µ)− Λk+1(g;φn ∗ µ)∣∣
and applying Lemma 2.1 we have
∣∣Λk+1(g;φN ∗ µ)− Λk+1(g;φm ∗ µ)∣∣ . N−1∑
n=m
sup
~hn
∣∣Λk+1(g;~hn, µn)∣∣ (6)
where ~hn ∈ {φn+1 ∗ µ, φn ∗ µ}
k and µn := (φn+1 − φn) ∗ µ.
Thus applying Lemma 4.1 to (6), we have the bound
∣∣Λk+1(g;φN ∗ µ)− Λk+1(g;φm ∗ µ)∣∣ . N−1∑
n=m
2−ω
p
k(α,β)n. (7)
5 Support properties of the measure
Lemma 5.1. Suppose that µ is a measure on T satisfying ( a) and (b) for α and β sufficiently
close to d.
Then
supp(∩k+1µ) ⊂ {(x, r) : x, x+ r, . . . , x+ kr ∈ supp(µ)}
Proof. Let E = {(x, r) ∈ T× T : (x, x+ r, . . . , x+ kr) /∈ supp(µ)k+1}.
Decompose E = E(0) ∪ · · · ∪E(k), where E(i) := {(x, r) : x+ ir /∈ supp(µ)}. It suffices to
show that ∩k+1µ(E(i)) = 0 for each i.
Fix 0 ≤ j ≤ k. Set
Em := {(x, r) ∈ E
(j) : |x− jr − y| >
1
m
∀y ∈ supp(µ)}.
It suffices to show that for every m, ∩k+1µ(Em) = 0.
If we set Bm = {x : |x− y| >
1
m
∀y ∈ supp(µ)} we see that
Em = ∪r∈T(Bm + jr)× {r}.
Thus Em is open.
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Since Em is open, we have
∩k+1 µ(Em) ≤ lim inf
∫
1Em(x, r)
k∏
i=0
φn ∗ µ(x− ir) dx dr
= lim inf
∏
0≤i 6=j≤k
‖φn ∗ µ‖L∞
∫
1Em(x, r)φn ∗ µ(x− jr) dx dr
≤2k(1−α)n
∫
1Em(x, r)2
nφ(2n(x− jr − y)) dµ(y) dx dr
using (2.1). Recalling the decay hypothesis on φ, we then have that the above is
. 2k(1−α)n
∫
1Em)(x, r)2
n (2n|x− jr − y|)−M dµ(y) dx dr ≤ 2(1−α)n2−(M−1)nmM
using that |x− jr − y| > 1
m
∀y ∈ supp(µ).
Since M > k(1− α), this converges to 0 as n→∞, so the lemma is proved.
Lemma 5.2. Suppose that µ is a measure on T satisfying ( a) and (b) for α and β sufficiently
close to d. Then
∩k+1µ(T× {0}) = 0
Proof. We prove this by fairly direct calculation. Let g : [−1, 1]→[0, 1] be any Schwarz
function of compact support in B(0, 1) such that g|B(0, 1
2
) ≡ 1.
Define gδ(r) := g(δ
−1r). Then ∩k+1µ(T × B(0, δ/2)) ≤
∫
gδ d ∩
k+1 µ. So it suffices to
show that
lim
δ→ 0
∫
gδ d ∩
k+1 µ = 0.
By Proposition 3.1, ∩k+1µ exists, thus we may set m = 0 and send N→∞ in Lemma
4.3 to obtain
∣∣ ∫ gδ ∩k+1 µ− ∫ gδ(r) k∏
i=0
φ0 ∗ µ(x− ir) dx dr
∣∣ ≤ ‖△̂kg(0, ξ; η)‖ℓ1ξℓpη ∞∑
n=0
2−ω
p
k(α,β)n.
In other words, for sufficiently small p > 1∣∣ ∫ gδ ∩k+1 µ∣∣ ≤ ‖gδ‖L1 + C‖△̂kg(0, ξ; η)‖ 12kℓ1ξℓpη
We are now done, since for any function G on [0, 1]d with Gˆ ∈ L1(R), for p > 1 if Gδ(~x) =
G(δ−1~x) then applying Lemma 5.3 and a change of variables,
‖Gˆδ‖ℓp . ‖Gˆδ‖Lp = δ
2 p−1
p ‖Gˆ‖Lp
and G = △2g(0; ·) is such a function.
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Lemma 5.3. Suppose that f is a measure compactly supported in [0, 1]. Then for any
p ∈ (1,∞) ∑
ξ∈Z
|fˆ(ξ)|p ≈
∫
R
|fˆ(ξ)|p dξ.
Proof. We first prove that ∑
ξ∈Z
|fˆ(ξ)|p .
∫
R
|fˆ(ξ)|p dξ.
Let g be any Schwartz function equal to 1 on the support of f and for which supp ĝ ⊂
[− 1
2
, 1
2
]. Then since f = gf ,
|fˆ(ξ)| = |fˆ ∗ ĝ(ξ)| = |
∫ 1
2
− 1
2
fˆ(ξ − η)ĝ(η) dη|
≤‖ĝ‖L∞
∫ 1
2
− 1
2
|fˆ(ξ − η)| dη.
So |fˆ(ξ)| .
∫ 1
2
− 1
2
|fˆ(ξ − η)| dη. Thus by Holder’s inequality
∑
ξ∈Z
|fˆ(ξ)|p .
∑
ξ∈Z
(∫ 1
2
− 1
2
|fˆ(ξ − η)| dη
)p
≤
∑
ξ∈Z
∫ 1
2
− 1
2
|fˆ(ξ − η)|p dη =
∫
R
|fˆ(ξ)|p dξ.
Now we prove the converse inequality. Fix a Schwartz function h equal to 1 on supp(f)
such that supp(h) ⊂ [0, 1]. Then for any ξ ∈ R
fˆ(ξ) = f̂h(ξ) =
∑
n∈Z
fˆ(n)hˆ(ξ − n)
by (111) of [16]. By a variant of Young’s inequality, we then have for any 1 ≤ p ≤ ∞ that
‖fˆ‖Lp ≤ ‖fˆ‖ℓp‖hˆ‖L1. Indeed,
‖fˆ‖L1 =
∫ ∣∣∑
n∈Z
fˆ(n)hˆ(ξ − n)
∣∣ ≤ ‖fˆ‖ℓ1‖hˆ‖L1
‖fˆ‖L∞ = sup
ξ∈R
∣∣∑
n∈Z
fˆ(n)hˆ(ξ − n)
∣∣ . ‖fˆ‖ℓ∞‖hˆ‖L1
where we have used the first part of the Lemma to bound
∑
n∈Z |hˆ(ξ − n)| by ‖hˆ‖L1 , and
interpolating between the two gives for any p ∈ [1,∞]
‖fˆ‖Lp . ‖fˆ‖ℓp.
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6 Quantitative bounds for dense sets
Lemma 6.1. Suppose f ∈ C(Td) with f ≥ 0,
∫
f ≥ δ > 0, and ‖f‖∞ ≤ M , and fix k + 1
distinct points b0, . . . , bk ∈ R
d. Then there is a constant c(δ,M) > 0 (depending also on the
k + 1-point configuration b0, . . . , bk) so that
Λk(f) ≥ c(δ,M)
Proof. A well-known result of Varnavides [15] stated originally for three-term progressions
but equally valid for k + 1-point configurations (Lemma 6.2) assures us the existence of
a positive constant c′(δ,M) such that for F : ZN →[0,M ] with
∑
F ≥ δ, Λk(F ) :=
1
N2d
∑
x∈[0,N−1]d
∑
r∈[0,N−1]
∏k
i=0 F (x− ⌊rbi⌋) ≥ c
′(δ,M) > 0 for N sufficiently large.
A discretizing procedure extends this to our setting.
Namely, we note that it is sufficient to show the result for all f in a subset L∞(Td) whose
closure contains C∞+ , where the + denotes non-negative functions, since then Dominated
Convergence gives for any ǫ > 0
Λk(f) = limΛk(fn) ≥ c(δ, (1 + ǫ)M)
With this in mind, suppose that f ∈ L∞+ (T
d) is constant on [j1(N)
−1, (j1 + 1)(N)
−1) ×
· · · × [jd(N)
−1, (jd + 1)(N)
−1), j = (j1, . . . , jd) ∈ [0, N − 1]
d. Applying Varnavides Theorem
for k + 1-point configurations on Zd to F (j) := f( j
N
), we obtain the result.
In more detail, let K = 2⌈sup {1 + |bt|∞ : 0 ≤ t ≤ k}⌉. Then
Λk(f) =
∫∫ k∏
t=0
f(x− rbt) =
∑
~i∈[1,KN]d
∑
j∈[1,KN]
∫
[
~i
KN
,
~i+1
KN
]
∫
[ j
KN
, j+1
KN
]
k∏
t=0
f(x− rbt)
≥
∑
~i∈[1,N ]d
∑
j∈[1,N ]
∫
[ K
~i
KN
,K
~i+1
KN
]d
∫
[ Kj
KN
,Kj+1
KN
]
k∏
t=0
f(x− rbt) dx dr (8)
where for ~i = (i1, . . . , id) ∈ Z
d and a ∈ R,, ~i + a = (i1 + a, . . . , id + a), and [~i,~i + a] =
[i1, i1 + a]× · · · × [ik, ik + a].
By the choice of K and the assumption that f is constant on intervals of length 1/N , as
x and r vary in the above integral, f(x − rbt) remains constant (and equal to F (~i − ⌊jbt⌋)
by definition), so that
(8) =
∑
~i∈[1,N ]d
∑
j∈[1,N ]
(KN)−2d
k∏
t=0
F (~i− ⌊jbt⌋)
Since 1
N
∑
j∈[1,N ]d F (j) =
∫
f ≥ δ and ‖F‖∞ = ‖f‖∞ =M , using the discrete Varnavides
theorem, Lemma 6.2, applied to F we can conclude
Λk(f) =
1
4K2d
Λk(F ) ≥
1
4K2
c′(δ,M) := c(δ,M).
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Lemma 6.2. Suppose that the k+1 points b0, . . . , bk ∈ R
d are pairwise distinct. Then there
is a c(δ,M) > 0 such that for any F : Zd→[0,M ] satisfying ‖F‖1 ≥ δ > 0, we have
∑
~i∈[1,N ]d
∑
j∈[1,N ]
k∏
t=0
F (~i− ⌊jbt⌋) ≥ c(δ,M)
Proof. The proof is a direct adaptation of Varnavides original argument [15], with no change
save that of notation. We include it here only for completeness.
It is easy to see that it suffices to show the result where F = 1A for some set A ⊂ Z
d, so
we show it in this case.
By Lemma 6.3,
∑
~i∈[~1,M ]d
∑
j∈[1,M ]d
k∏
t=0
1A(~i− ⌊jbt⌋) > 0
whenever |A| ≥ δ
2
Md
Choose N large. Let A ⊂ [1, N ]d with |A| ≥ δNd. Fix ~l ∈ [1, N/M ]d.
Partition [1, N ]d into higher-dimensional progressions of the form
P = {~n = (n1, . . . , nd) : ni = mi + jli, 1 ≤ i ≤ d, 0 ≤ j ≤M
′} (9)
where ~m = (m1, . . . , md) ∈ [1, N ]
d, and M ≤ M ′ ≤ 2M . This is possible via a greedy
algorithm argument.
Note that our partition consists of between Nd/(2M)d and Nd/Md of these progressions.
Call such a progression P good if |A ∩ P|/|P| ≥ δ/2.
Pigeonholing gives us that there are at least δ
2
Nd elements of A on good progressions.
Consequently, there are at least δ
2
Nd elements of A which lie on good progressions for
our fixed choice of ~l, and so at least
Nd
Md
δ
2
Nd
(2M)d
=
N2d
2d+1M2d
δ
good progressions.
The set A restricted to each such progression has a density on it of at least δ/2, and
each such progression is of length at least M , so we may invoke the hypothesis that multiple
recurrence holds for the bi to conclude the that this portion of A contains x− [nb0], . . . , x−
[nbk] for some x ∈ Z
d and n ∈ Z.
To conclude a count of the number of distinct such point patterns in A, we must determine
how many progressions may have simultaneously contained a given collection x−[nb0], . . . , x−
[nbk].
A quick upper bound of (2M)3d is available by positing that if a progression has the form
(9) and contains a point x, then there are at most 2dMd choices of ~m since the length of the
progression is at most 2M , there are at most 2dMd choices for the components of ~m +M ′~l
14
for the same reason, and after specifying ~m and ~m+M ′~l, the progression is determined once
we specify ~l; if x− [nb0], . . . , x− [nbk] ∈ P, then [nbi]− [nbj ] must divided by ~l in the sense
that for each 1 ≤ t ≤ d, lt|[nbi,t]− [nbj,t]; for Dt := maxi,j[nbi,t]− [nbj,t], write Dt = ctlt. In
order that x− [nb0], . . . , x− [nbk] fit in P, it is necessary that Mlt = MDt/ct ≥ kDt so that
ct ≤ M/k. Since this holds for each 1 ≤ t ≤ d, there are fewer than M
d choices for ~l which
will result in a progression which contains x + [nb0], . . . , x + [nbk]. This gives a total of at
most
(2M)3d
possible progressions P which overlap on the configuration x + [nb0], . . . , x + [nbk], and so
the total number of images of the form x+[nb0], . . . , x+[nbk] in A is at least one such image
per every good progression, divided by the number of times the same image is contained in
a different good progression, which is at least(
N2d
2d+1M2d
δ
)
/ (2M)3d = C(M)N2d
such images.
Define a trivial affine image of the point set b0, . . . , bk to be an image x0, . . . , xk for which
x0 = x1 = · · · = xk.
Lemma 6.3. Suppose that the k + 1 points b0, . . . , bk ∈ R
d are pairwise distinct. Then for
any δ > 0, there exists an N ∈ Z such that if A ⊂ ZdN with
|A|
Nd
> δ, then A contains a
non-trivial affine image a+ ⌊tb0⌋, . . . , a+ ⌊tbk⌋.
Proof. We use hypergraph techniques originated by Solymosi [13]. We follow the approach
as outlined in [1].
By affine-invariance of the statement of the lemma, we may suppose that {b0, . . . , bk} =
{0, x1, . . . , xk} for some xi ∈ R
d.
We complete the pattern into a simplex by setting
E = {0, (x1, y1), . . . , (xk, yk), zk+1, . . . , zk+d} ⊂ R
d+k
for some linearly independent {y1, . . . , yk} ⊂ R
d+k and some zk+1, . . . , zk+d such that E \{0}
forms a basis for Rd+k. By showing that A′ := A× [N ]k ⊂ [N ]d+k contains an affine image
of E for M sufficiently large depending on δ, we will have found that also then A contains
an affine image of {0, x1, . . . , xk}.
We parametrize affine images of E by points (c1, . . . , cd+1). Given an e ⊂ [d + 1] of
size d, define pe to be the solution to the system {pe · ni = ci}i∈e. Then for any choice of
(c1, . . . , cd+1), the collection {pe}e⊂[d+1],|e|=d is an affine image of E.
Set ce = (ci)i∈e ∈ Ve :=
∏
j∈e Vj and define L
j
e(ce) := [pe]j , Le = {L
j
e}
d
j=1.
We now define a hypergraph H with vertex sets V1, . . . , Vd+1 with Vj = [−
N
2
, N
2
] and
whose edges are elements ce ∈ Ve, e ⊂ [d+ 1] with |e| = d for which ⌊Le(ce)⌋ ∈ A + (N Z)
d.
A simplex is then a collection
c = (c1, . . . , cd+1) ∈
∏
j∈[d+1]
Vj .
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Suppose now that A contains no non-trivial affine images of E. Then A contains at most
|A| = δNd = δ
N
Nd+1 affine images of E, so by Gowers’ hypergraph removal lemma (for ease
of reference, included as Theorem 6.4) below), there is an ǫ = ǫ( δ
N
) so that one can remove at
most ǫNd edges from H so that H is simplex free. For N sufficiently large, ǫ can be chosen
to be less than δ. But each such edge is the edge of at most one trivial simplex, so one must
remove at least |A| = δNd edges to removal them all. This contradiction guarantees the
existence of at least one nontrivial affine image of E.
Theorem 6.4 ( Hypergraph Removal Lemma ([6],Theorem 10.1)). . Let k be a positive
integer. Then for every a > 0 there exists c > 0 with the following property. Let H be a
(k + 1)-partite k-uniform hypergraph with vertex sets X1, . . . , Xk+1, and let Ni be the size of
Xi. Suppose that H contains at most c
∏k+1
i=1 Ni simplices. Then for each i ≤ k + 1 one can
remove at most a
∏
j 6=iNj edges of H from
∏
j 6=iXj in such a way that after the removals
one is left with a hypergraph that is simplex-free.
7 Further work
There are two directions which immediately suggest themselves.
The first is to extend the results of the present paper to multidimensional configurations.
Along this direction, everything goes through up to Lemma 4.2, which fails to hold for
example, in the case of “corners” {~x, ~x + re1, . . . , ~x + red}. In the linear case, the results
of [14] obtain corners in R2 (those controlled by Fouier analysis) and obtain some other
configurations, but leaves open whether all configurations controlled by the linear Fourier
transform are obtained (to the cognoscenti, [14] does not obtain all patterns of Cauchy-
Schwarz complexity 1). It would be desireable to to understand better the situation as
regards both of these points.
Secondly, perhaps the next natural step would be to obtain an analogue of Bergelson and
Leibman’s polynomial ergodic theorem, [2].
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