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Abstract
We show that parameterized versions of splitting theorems in Morse theory can be effectively
used to generalize some famous bifurcation theorems for potential operators. In particular, such
generalizations based on the author’s recent splitting theorems [38, 39, 42, 43] and that of [8]
are given though potential operators in [42, 43] have weaker differentiability, even discontinuous.
As applications, we obtain many bifurcation results for quasi-linear elliptic Euler equations and
systems of higher order.
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1 Introduction
Let H be a real Hilbert space and U an open neighborhood of the origin θ ∈ H . For an open interval
I in R, suppose that F ∈ C0(I × U,R) is Gaˆteaux differentiable in the second variable and that
F ′u(λ, u) = θ (1.1)
possesses the trivial solution u = θ for each λ ∈ I . A point (µ, θ) ∈ I × H is called a bifurcation
point of (1.1) if every neighborhood of it in I × H contains a solution (λ, u) of (1.1) with u 6= θ.
Such a bifurcation point for potential operators has a long study history. For some special case of (1.1),
after Krasnosel’skii [35], Bo¨hme [9] and Marino [46] studied it. A few years later, important progress
had been made by Rabinowitz [53], Fadelll and Rabinowitz [26, 27]. Since then there are many paper
generalizing and improving their work, see [2, 3, 4, 13, 17, 19, 30, 33, 36, 47, 67] etc and references
therein. The key first step of them is to reduce the problem to a finite dimensional situation via either
the Lyapunov-Schmidt reduction or the center manifold theorems. Thus F was often assumed to be
C2, except [48, 33, 36, 30, 13], where functionals of class C1,1 or even C1 are considered. Moreover,
the Morse theory methods need to use the splitting theorem and the shifting theorem, which are stated
for C2 functionals on Hilbert spaces [15, 47], to inspect changes of critical groups of F(λ, ·) at θ as
λ varies near µ. Recently, the author proved some splitting theorems for a class of non-C2 functionals
[37]–[43], in particular, a new finite dimension reduction was used in [42, 43] under the following:
Hypothesis 1.1. Let H be a Hilbert space with inner product (·, ·)H and the induced norm ‖ · ‖,
and let X be a dense linear subspace in H . Let U be an open neighborhood of the origin θ ∈ H ,
and let L ∈ C1(U,R) satisfy L′(θ) = 0. Assume that the gradient ∇L has a Gaˆteaux derivative
B(u) ∈ Ls(H) at every point u ∈ U∩X, and that the mapB : U∩X → Ls(H) has a decomposition
B = P +Q, where for each x ∈ U ∩X, P (x) ∈ Ls(H) is positive definitive and Q(x) ∈ Ls(H) is
compact, and they also satisfy the following properties:
(D1) All eigenfunctions of the operator B(θ) that correspond to non-positive eigenvalues belong toX.
(D2) For any sequence (xk) ⊂ U ∩X with ‖xk‖ → 0, ‖P (xk)u− P (θ)u‖ → 0 for any u ∈ H .
(D3) The map Q : U ∩X → L (H) is continuous at θ with respect to the topology on H .
(D4) For any sequence (xk) ⊂ U ∩X with ‖xk‖ → 0, there exist constants C0 > 0 and k0 ∈ N such
that (P (xk)u, u)H ≥ C0‖u‖
2 for all u ∈ H and for all k ≥ k0. (This condition is equivalent to (D4*)
in [38] by [43, Lemma 2.7] (or [42, Lemma 2.9]). )
Let L ∈ C1(U,R) satisfy Hypothesis 1.1 with X = H , and let G ∈ C1(U,R) fulfill G′(θ) = θ.
Assume that the gradient G′ has the Gaˆteaux derivative G′′(u) ∈ Ls(H) at any u ∈ U , which is a
compact linear operator and satisfies G′′(u)→ G′′(θ) as u→ θ. Then for each λ ∈ R, Lλ := L − λG
also satisfies Hypothesis 1.1 withX = H . For a fixed λ∗ ∈ R, our parameterized splitting theorem [43,
Theorem 2.16] (or [42, Theorem 2.19]) can be used to reduce the bifurcation problem L′(u)−λG′(u) =
θ near (λ∗, θ) ∈ R×H to a finite dimension oneDL◦λ(z) = 0 for (λ, z) ∈ (λ
∗−δ, λ∗+δ)×BH0(θ, ǫ),
where H0 = Ker(B(θ)) and L◦λ is given by [43, (2.47)] (or [42, (2.50)]). Fortunately, under our
assumptions each L◦λ is also C
1 and (λ∗−δ, λ∗+δ) ∋ λ 7→ L◦λ ∈ C
1(B¯H0(θ, ǫ)) is continuous. Hence
we may carry out other arguments along [53, 26, 27, 17, 67, 3, 2] etc, and obtain many bifurcation
theorems.
Chang [17] gave a proof of Rabinowitz bifurcation theorem [53] via Morse theory. We here present
a method to generalize the Rabinowitz’s theorem with parameterized splitting theorems and Canino’s
finite dimension version for an extension of the Rabinowitz’s theorem by Ioffe and Schwartzman [30].
Take the above family of functionals, (λ∗ − δ, λ∗ + δ) ∋ λ → L◦λ, as an example. The idea is to
apply [13, Theorem 5.1] (see Theorem 3.1) to it. To this end we need to show that L◦λ takes a local
maximum at θ and a local minimum at θ respectively, as λ varies in two sides of λ∗. An important
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observation is that these may be determined by computing critical groups of L◦λ at θ ∈ H
0. If λ∗ is
an isolated eigenvalue of L′′(θ)u = λG′′(θ)u, then for each λ 6= λ∗ close to λ∗ the origin θ ∈ H is a
nondegenerate critical point of Lλ in the sense of [42, 43]. In particular, θ ∈ H is an isolated critical
point of Lλ and thus the origin θ ∈ H
◦ is such an critical point of L◦λ as well. Hence under some
additional conditions we can compute critical groups of L◦λ at θ ∈ H
0 with the parameterized shifting
theorem proved in [42, 43] and arrive at our goals. For other splitting theorems, for example, [38, 39]
and [8, 31], once their parameterized versions are given the same arguments will yield corresponding
generalizations of the Rabinowitz bifurcation theorem [53] in this way. We shall give corresponding
two to [38] and [8] in Sections 5, 6 respectively. Moreover, replacing critical groups by local Floer
homologies, a corresponding splitting theorem was given in [29]. Our methods can be generalized
to this category and lead to some bifurcation results about for Hamiltonian systems and Lagrangian
intersections on symplectic manifolds ([45]).
The paper is organized as follows. In Section 2, we give two generalizations of a result by Chow and
Lauterbach [20]. Some generalizations of Krasnoselsi bifurcation theorem and Rabinowitz’s one [53]
are given in Section 3; we here also establish twomultiparameter bifurcation results, Theorems 3.2, 3.3.
In Section 4, we shall study the equivariant case; some previous bifurcation theorems, such as those by
Fadelll and Rabinowitz [26, 27] were generalized so that they can be used to study variational bifurca-
tion for the integral functionals as in [43, (1.3)]. In Section 5, for potential operators of Banach-Hilbert
regular functionals we develop parallel results to some bifurcation theorems in last two sections, and
and corresponding conclusions to [2, 3] by Bartsch and Clapp. In Section 6, as concluding remarks we
state corresponding bifurcation theorems to those in the last sections for potential operators for non-C1
functionals in the framework of [38] without proofs (since they are almost same). As applications we
obtain many bifurcation results for quasi-linear elliptic equations or systems in Section 7. In particular,
when applying the theory in Section 5 to quasi-linear elliptic systems we do not need any growth con-
ditions, suitable smoothness assumptions are sufficient, and insure that bifurcation solutions are also
classical ones.
2 Generalizations of a bifurcation theorem by Chow and Lauterbach
Changes of Morse type numbers imply existence of bifurcation instants [9, 5]. Different generalizations
are given in [20, 33, 59]. We here present extensions of [20] with helps of parameterized splitting
theorems. Let H be a real Hilbert space, I an open interval containing 0 in R, and {Bλ}λ∈I a family
of bounded linear self-adjoint operators on H such that ‖Bλ − B0‖ → 0 as λ → 0. Suppose that 0
is an isolated point of the spectrum σ(B0) with n = dimKer(B0) ∈ (0,∞), and that Ker(Bλ) =
{0} ∀ ± λ ∈ (0, ε0) for some positive number ε0 ≪ 1. By the arguments on the pages 107 and 203 in
[32], for each λ ∈ (−ε0, ε0)\{0}, Bλ has n eigenvalues near zero, and none of them is zero. In Kato’s
terminology in [32, page 107], we have the so-called 0-group eig0(Bλ) consisting of eigenvalues of
Bλ which approach 0 as λ→ 0. Let r(Bλ) be the number of elements in eig0(Bλ) ∩ R
− and
r+Bλ = limλ→0+
r(Bλ), r
−
Bλ
= lim
λ→0−
r(Bλ). (2.1)
Theorem 2.1. Let U be an open neighborhood of the origin of a real Hilbert space H , and I an open
interval containing 0 in R, F ∈ C0(I × U,R) such that L := Fλ = F(λ, ·) satisfy Hypothesis 1.1
with X = H for each λ ∈ I . Suppose that one of the following two conditions is satisfied.
(1) For some small δ > 0, λ 7→ Fλ is continuous at λ = 0 in C
1(B¯H(θ, δ)) topology.
(2) For some small δ > 0, λ 7→ Fλ is continuous at λ = 0 in C
0(B¯H(θ, δ)) topology; and for any
sequences λn → λ0 in I and (un) ⊂ B¯H(θ, δ) such that F
′
λn
(un) → θ and (Fλn(un)) is
bounded, there exists a subsequence unk → u0 ∈ B¯H(θ, δ) with F
′
λ0
(u0) = 0.
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Then (I) critical groups C∗(Fλ, θ;K) are well-defined and have no changes as λ varies near 0 ∈ R
provided that (0, θ) is not a bifurcation point of the equation (1.1); (II) (0, θ) is a bifurcation point of
the equation (1.1) if the following conditions are satisfied: (a) Ker(d2Fλ(θ)) = {θ} for small |λ| 6= 0;
(b) d2Fλ(θ)→ d
2F0(θ) as λ→ 0; (c) 0 ∈ σ(d
2F0(θ)); (d) r
+
d2Fλ(θ)
6= r−
d2Fλ(θ)
.
Proof. Step 1. This is a direct consequence of the stability of critical groups. In fact, since (0, θ)
is not a bifurcation point of the equation (1.1), we may find 0 < ε0 ≪ 1 and a small bounded
neighborhood W of θ ∈ H with W ⊂ BH(θ, δ) such that for each λ ∈ (−ε0, ε0) the functional Fλ
has a unique critical point θ sitting inW . Note that Fλ is of class (S)+. We can assume that it satisfies
the (PS) condition inW by shrinkingW (if necessary). Thus if (1) holds, using the stability of critical
groups (cf. [18, Theorem III.4] and [22, Theorem 5.1]) we deduce
C∗(Fλ, θ;K) = C∗(F0, θ;K), ∀λ ∈ (−ε0, ε0) (2.2)
by shrinking ε0 > 0 (if necessary). If (2) is satisfied the same claim is obtained by [21, Theorem 3.6].
Step 2. By a contradiction, suppose that (0, θ) is not a bifurcation point of the equation (1.1). Then
we have (2.2) from (I). By (a), θ is a nondegenerate critical point of Fλ. It follows from (2.2) and
Theorem 2.1 in [43] (or [42]) that all Fλ, 0 < |λ| < ε0, have the same Morse index µλ at θ ∈ H , i.e.,
(−ε0, ε0) \ {0} ∋ λ 7→ µλ is constant.
By [38, Proposition B.2], each ̺ ∈ σ(d2F0(θ)) ∩ {t ∈ R
− | t ≤ 0} is an isolated point in
σ(d2F0(θ)), which is also an eigenvalue of finite multiplicity. (This can also be derived from [8,
Lemma 2.2]). Since 0 ∈ σ(d2F0(θ)) by (c), 0 is an isolated point of the spectrum σ(d
2F0(θ)) and an
eigenvalue of d2F0(θ) of the finite multiplicity by [8, Lemma 2.2]. We may assume σ(d
2F0(θ))∩{t ∈
R
− | t ≤ 0} = {0, ̺1, · · · , ̺k}, where µi has multiplicity si for each i = 1, · · · , k. As above, by this,
(b) and the arguments on the pages 107 and 203 in [32], if 0 < |λ| is small enough, d2Fλ(θ) has exactly
si (possible same) eigenvalues near µi, but total dimension of corresponding eigensubspaces is equal to
that of eigensubspace of ̺i. Hence if λ ∈ (0, ε0) (resp. −λ ∈ (0, ε0)) is small enough we obtain µλ =
µ0+r
+
d2Fλ(θ)
(resp. µ−λ = µ0+r
−
d2Fλ(θ)
). These and (d) imply µλ−µ−λ = r
+
d2Fλ(θ)
−r−
d2Fλ(θ)
6= 0 for
small λ ∈ (0, ε0), which contradicts the above claim that (−ε0, ε0) \ {0} ∋ λ 7→ µλ is constant.
Theorem 2.1(I) is [47, Theorem 8.9] if F ∈ C2(I × U,R) satisfies the second condition in (2).
Theorem 2.1(II) is a partial generalization of a bifurcation theorem in [20]. The latter requires: 1)
F ∈ C2(I × U,R) (so (b) holds naturally), 2) 0 < dimKer(d2F0(θ)) < ∞, 3) 0 is isolated in
σ(d2F0(θ)), 4) the condition (d) is satisfied. Different from ours, the proof method in [20] is based
on the center manifold theory. Kielho¨fer [33] also gave a generalization the main result in [20] with a
Lyapunov-Schmidt reduction and Conley’s theorem on bifurcation of invariant sets. In our notations,
his/her conditions are:D ⊂ H is a continuously embedded subspace having norm ‖·‖D , F : I×D →
R is differentiable, Fu(λ, θ) = θ ∀λ ∈ I , and Fu : I ×D → H has a continuous Frechet derivative
with respect to u in a neighborhood of (0, θ) ∈ I × D, and also assume that d2F0(θ) : D → H is a
Fredholm operator of index zero having an isolated eigenvalue 0. Clearly, these assumptions and ours
cannot be contained each other.
Based on the arguments in [37], we may use Theorem 2.1 to get a generalization of [25, Theo-
rem 5.4.1] immediately. See Theorem 7.15 for a high dimensional analogue (corresponding to [25,
Theorems 5.4.2, 5.7.4]).
Recall the basic assumption for the setting of [37, 38].
Hypothesis 2.2. Let H be a Hilbert space with inner product (·, ·)H and the induced norm ‖ · ‖, X a
Banach space with norm ‖ · ‖X , such that (S) of Appendix A is satisfied. For an open neighborhood U
of the origin θ ∈ H , U ∩X is also an open neighborhood of θ in X, denoted by UX . Let L : U → R
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be a functional satisfying the following conditions:
(F1) L is continuous and continuously directional differentiable on U .
(F2) There exists a Gaˆteaux differentiable map A : UX → X, which is also strictly Fre´chet differen-
tiable at θ,3 such that DL(x)[u] = (A(x), u)H for all x ∈ U
X and u ∈ X.
(F3) There exists a map B from UX to the space Ls(H) of bounded self-adjoint linear operators of
H such that (DA(x)[u], v)H = (B(x)u, v)H for all x ∈ U
X and u, v ∈ X. (So B(x)|X = DA(x) ∈
L (X) ∀x ∈ UX .)
(C1) The origin θ ∈ X is a critical point of L|UX (and thus L).
(C2) u ∈ H and B(θ)(u) ∈ X imply u ∈ X, in particular, Ker(B(θ)) ⊂ X.
(D) The map B : UX → Ls(H) has a decomposition B(x) = P (x) + Q(x) for all x ∈ U
X ,
where P (x) ∈ Ls(H) is positive definitive and Q(x) ∈ Ls(H) is a compact linear operator with the
properties (D1)–(D4) in Hypothesis 1.1.
Corresponding Theorem 2.1, we have also another generalization in the setting of [37, 38] of bi-
furcation theorems in [20, 53]. See Section 6 for more results.
Theorem 2.3. LetH ,X and U be as in Hypothesis 2.2, and I ⊂ R an open interval containing 0. For
F ∈ C0(I × U,R), suppose that for each λ ∈ I , L := Fλ = F(λ, ·) ∈ C
1(U) satisfies above (F2)
(with “strictly Fre´chet differentiable at θ” being replaced by “continuous”), (F3), (C1) and (D), and
that for some small δ > 0, I ∋ λ 7→ Fλ is continuous at λ = 0 in C
1(B¯H(θ, δ)) topology. Then
(I) critical groups C∗(Fλ, θ;K) are well-defined and have no changes as λ varies near 0 ∈ I if (0, θ)
is not a bifurcation point of the equation F ′u(λ, u) = 0 on I × U ;
(II) (0, θ) is a bifurcation point of the equation F ′u(λ, u) = 0 on I × U if the following conditions are
satisfied: (i) Ker(Bλ(θ)) = {θ} for small |λ| 6= 0; (ii) Bλ(θ)→ B0(θ) as λ→ 0; (iii) 0 ∈ σ(B0(θ));
(iv) r+
Bλ(θ)
6= r−
Bλ(θ)
.
This can be proved by suitably modifying the proof of Theorem 2.1. We mention that “Theorem 2.1
in [43] (or [42])” in Step 2 of the proof of Theorem 2.1 should be replaced by [38, (2.7)].
It is easily seen that assumptions of Theorem 2.3 and Kielho¨fer’s those in [33] cannot be contained
each other too. Theorems 2.1, 2.3 are applicable for some examples in [34].
3 Generalizations of Krasnoselsi’s and Rabinowitz’s bifurcation theo-
rems
We shall discuss generalizations of bifurcation theorems for potential operators due to Krasnoselsi [35]
and Rabinowitz [53]. As said in Introduction, some of them will reduce to the following result, which
may be obtained as a corollary of [30, Theorem 2] (or [22, Theorem 4.2]).
Theorem 3.1 ([13, Theorem 5.1]). Let X be a finite dimensional normed space, let δ > 0, λ∗ ∈ R
and for every λ ∈ [λ∗ − δ, λ∗ + δ], let φλ : B(θ, δ)→ R be a function of class C
1. Assume that
a) the functions {(λ, u)→ φλ(u)} and {(λ, u)→ φ
′
λ(u)} are continuous on [λ
∗−δ, λ∗+δ]×B(θ, δ);
b) u = θ is a critical point of φλ∗; φλ has an isolated local minimum (maximum) at zero for every
λ ∈ (λ∗, λ∗ + δ] and an isolated local maximum (minimum) at zero for every λ ∈ [λ∗ − δ, λ∗).
Then one at least of the following assertions holds:
i) u = θ is not an isolated critical point of φλ∗;
ii) for every λ 6= λ∗ in a neighborhood of λ∗ there is a nontrivial critical point of φλ converging to
zero as λ→ λ∗;
3This implies that A is C1−0 near θ ∈ X , see [38, (3.1)]. Moreover, “A is continuously directional differentiable” in the
first line of [38, p.2958] may be replaced by “A is continuous near θ ∈ X and Gaˆteaux differentiable”.
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iii) there is an one-sided (right or left) neighborhood of λ∗ such that for every λ 6= λ∗ in the neighbor-
hood there are two distinct nontrivial critical points of φλ converging to zero as λ→ λ
∗.
3.1. A generalization of Krasnoselsi potential bifurcation theorem. The following is a general-
ization of the necessity part of Theorem 12 in [54, Chapter 4, §4.3] (including the classical Krasnoselsi
potential bifurcation theorem [35]). The sufficiency part of Theorem 12 in [54, Chapter 4, §4.3] is
contained in the case that the condition (a) in Theorem 3.4 holds.
Theorem 3.2. Let U be an open neighborhood of the origin of a real Hilbert space H . Suppose
(i) F ∈ C1(U,R) satisfies Hypothesis 1.1 with X = H as the functional L there;
(ii) Gj ∈ C
1(U,R), j = 1, · · · , n, satisfy G′1(θ) = · · · G
′
n(θ) = θ, and each gradient G
′
j has the
Gaˆteaux derivative G′′j (u) at any u ∈ U , which is a compact linear operator and satisfies
G′′j (u)→ G
′′
j (θ) as u→ θ.
If (~λ∗, θ) ∈ Rn × U is a (multiparameter) bifurcation point for the equation
F ′(u) =
n∑
j=1
λjG
′
j(u), u ∈ U, (3.1)
then ~λ∗ = (λ∗1, · · · , λ
∗
n) is an eigenvalue of
F ′′(θ)v −
n∑
j=1
λjG
′′
j (θ)v = 0, v ∈ H, (3.2)
that is, θ is a degenerate critical point of the functional F −
∑n
j=1 λ
∗
jG. Moreover, if
~λ∗ = 0, the
requirement that G′′j (u) are compact linear operators in (ii) is not needed.
Denoted by H(~λ) the solution space of (3.2). It is of finite dimension as the kernel of a linear
Fredholm operator.
Theorem 12 in [55, Chapter 4, §4.3] also required: (a) G is weakly continuous and uniformly
differentiable inU , (b) F ′ has uniformly positive definite Freche`t derivatives and satisfies the condition
α) in [55, Chapter 3, §2.2]. If G′ is completely continuous (i.e., mapping a weakly convergent sequence
into a convergent one in norm) and has Freche´t derivative G′′(u) at u ∈ U , then G′′(u) ∈ L (H) is a
compact linear operator (cf. [5, Remark 2.4.6]).
Proof of Theorem 3.2. Let (~λ∗, θ) ∈ Rn × U be a bifurcation point of the equation (3.1). Then we
have a sequence (~λk, uk) ∈ R
n × (U \ {θ}) such that ~λk = (λk,1, · · · , λk,n) → ~λ
∗, uk → θ and
that F ′(uk) =
∑n
j=1 λk,jG
′
j(uk) ∀k ∈ N. Passing to a subsequence, if necessary, we can assume
vk = uk/‖uk‖⇀ v
∗. By (i), B = F ′′ has a decomposition P +Q as in Hypothesis 1.1 withX = H .
(D4) of Hypothesis 1.1 and [43, Lemma 2.7] (or [42, Lemma 2.9]) imply that there exist positive
constants η0 > 0 and C
′
0 > 0 such that BH(θ, η0) ⊂ U and
(P (u)h, h) ≥ C ′0‖h‖
2, ∀h ∈ H, ∀u ∈ BH(θ, η0). (3.3)
Clearly, we may assume that (uk) ⊂ BH(θ, η0). Note that G
′
j(θ) = θ, j = 1, · · · , n, and
1
‖uk‖2
(F ′(uk), uk) =
n∑
j=1
λk,j
‖uk‖2
(G′j(uk), uk), k = 1, 2, · · · . (3.4)
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Using the Mean Value Theorem we have a sequence (tk) ⊂ (0, 1) such that
n∑
j=1
λk,j
‖uk‖2
(G′j(uk), uk) =
n∑
j=1
λk,j(G
′′
j (tkuk)vk, vk) =
n∑
j=1
λk,j([G
′′
j (tkuk)− G
′′
j (θ)]vk, vk)
+
n∑
j=1
λk,j(G
′′
j (θ)vk, vk)→
n∑
j=1
λ∗j(G
′′
j (θ)v
∗, v∗), (3.5)
where the final limit is because all G′′j (θ) are compact and ‖G
′′
j (tkuk)−G
′′
j (θ)‖ → 0 by (ii). Similarly,
since F ′(θ) = θ, the Mean Value Theorem yields a sequence (sk) ⊂ (0, 1) such that
1
‖uk‖2
(F ′(uk), uk) =
1
‖uk‖2
(F ′′(skuk)uk, uk)
=
1
‖uk‖2
(P (skuk)uk, uk) +
1
‖uk‖2
(Q(skuk)uk, uk)
≥ C ′0 +
1
‖uk‖2
(Q(skuk)uk, uk) ∀k ∈ N (3.6)
by (3.3). As in (3.5) we have also
1
‖uk‖2
(Q(skuk)uk, uk)→ (Q(θ)v
∗, v∗). (3.7)
It follows from these and (3.4) that C ′0 ≤ ([
∑n
j=1 λ
∗
jG
′′
j (θ)−Q(θ)]v
∗, v∗) and hence v∗ 6= θ.
We also need to prove that v∗ and ~λ∗ satisfy (3.2). To this end, obverse that
1
‖uk‖
(F ′(uk), h) =
n∑
k=1
λk
‖uk‖
(G′j(uk), h), ∀h ∈ H, ∀k ∈ N. (3.8)
As in (3.5) we may prove that
n∑
j=1
λk
‖uk‖
(G′j(uk), h)→
n∑
j=1
λ∗j (G
′′
j (θ)v
∗, h), (3.9)
and that for some sequence (τk) ⊂ (0, 1), depending on (uk) and h,
1
‖uk‖
(F ′(uk), h) = (F
′′(τkuk)vk, h) = (vk,F
′′(τkuk)h)→ (v
∗,F ′′(θ)h) (3.10)
because vk ⇀ v
∗ and ‖F ′′(τkuk)h − F
′′(θ)h‖ → 0 by (D2) and (D3) in Hypothesis 1.1. This and
(3.8)–(3.9) lead to
∑n
j=1 λ
∗
j (G
′′
j (θ)v
∗, h) = (v∗,F ′′(θ)h) ∀h ∈ H and soF ′′(θ)v∗−
∑n
j=1 λ
∗
jG
′′
j (θ)v
∗ =
0. That is, ~λ∗ is an eigenvalue of (3.2).
Finally, if ~λ∗ = 0, then (3.5) should be changed into
n∑
j=1
λk,j
‖uk‖2
(G′j(uk), uk) =
n∑
j=1
λk,j(G
′′
j (tkuk)vk, vk)→ 0
(because ~λk → ~λ
∗ = 0 and G′′j (tkuk)→ G
′′
j (θ) as k →∞, j = 1, · · · , n.) This and (3.6)-(3.7) lead to
0 ≥ C ′0 + (Q(θ)v
∗, v∗), and hence v∗ 6= θ. Similarly, we have
n∑
j=1
λk,j
‖uk‖2
(G′j(uk), h) =
n∑
j=1
λk,j(G
′′
j (tkuk)vk, h)→ 0, ∀h ∈ H.
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This, (3.8) and (3.10) yield the expected equality F ′′(θ)v∗ = θ. ✷
3.2. Generalizations of Rabinowitz bifurcation theorem [53]. The following results partially gen-
eralize Rabinowitz bifurcation theorem in [53].
Theorem 3.3. Let U be an open neighborhood of the origin of a real Hilbert space H . Suppose
(A) F ∈ C1(U,R) satisfies Hypothesis 1.1 withX = H as the functional L there.
(B) Gj ∈ C
1(U,R), j = 1, · · · , n, satisfy G′1(θ) = · · · G
′
n(θ) = θ, and each gradient G
′
j has the
Gaˆteaux derivative G′′j (u) at any u ∈ U , which is a compact linear operator and satisfies
G′′j (u)→ G
′′
j (θ) as u→ θ.
(C) ~λ∗ is an isolated eigenvalue of (3.2), (writting H(~λ∗) the solution space of (3.2) with ~λ = ~λ∗).
(D) For each point ~λ near the origin of Rn, the corresponding finite dimension reduction L◦~λ with the
functional L~λ := F −
∑n
j=1(λj + λ
∗
j )Gj = L −
∑n
j=1 λjGj as in [43, Theorem 2.16] (or [42,
Theorem 2.18]) is of class C2; and [43, (2.59)] holds with H0 = H(~λ∗), i.e.,
d2L◦~λ(θ)[z1, z2] = −
n∑
j=1
λj(G
′′
j (θ)(z1 +Dzψ(~0, θ)[z1]), z2)H , ∀z1, z2 ∈ H(
~λ∗). (3.11)
(E) Either H(~λ∗) has odd dimension, or L′′(θ)G′′j (θ) = G
′′
j (θ)L
′′(θ) for j = 1, · · · , n, and there
exists ~λ ∈ Rn \ {~0} such that the symmetric bilinear form
H(~λ∗)×H(~λ∗) ∋ (z1, z2) 7→ Q~λ(z1, z2) =
n∑
j=1
λj(G
′′
j (θ)z1, z2)H (3.12)
has different Morse indexes and coindexes.
Then (~λ∗, θ) ∈ Rn × U is a bifurcation point of (3.1). Moreover, if for some ~µ ∈ Rn \ {~0} with
very small |µ|, the form d2L◦~µ(θ) on H(
~λ∗) is either positive definite or negative one, then one of the
following alternatives occurs:
(i) (~λ∗, θ) is not an isolated solution of (3.1) in {~λ∗} × U .
(ii) for every t near 0 ∈ R there is a nontrivial solution ut of (3.1) with ~λ = t~µ + ~λ
∗ converging to θ
as t→ 0;
(iii) there is an one-sided neighborhood T of 0 ∈ R such that for any t ∈ T \ {0}, (3.1) with ~λ =
t~µ+ ~λ∗ has at least two nontrivial solutions converging to zero as t→ 0.
(Clearly, when the second case in (E) occurs, “~µ ∈ Rn \ {~0} with very small |µ|, the form d2L◦~µ(θ)”
may be replaced by “~µ ∈ Rn \ {~0}, the form Q~µ”.) Finally, if ~λ
∗ = 0, the requirement that G′′j (u) are
compact linear operators in Theorem 3.2(ii) is not needed.
Proof. Step 1. Prove that (~λ∗, θ) ∈ Rn × U is a bifurcation point of (3.1). By the assumptions
we have the conclusions of [43, Theorem 2.16] (or [42, Theorem 2.18]) with L := F −
∑n
j=1 λ
∗
jGj .
Suppose that (~λ∗, θ) ∈ Rn×U is not a bifurcation point of (3.1). Then as in the proof of Theorem 2.1(I)
we may find 0 < η ≪ 1 with B¯H(θ, η) ⊂ U such that after shrinking δ > 0 in [43, Theorem 2.16] (or
[42, Theorem 2.18]) for each ~λ ∈ [−δ, δ]n the following claims hold true:
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• the functional L~λ = F −
∑n
j=1(λj + λ
∗
j )Gj has a unique critical point θ in B¯H(θ, η),
• ~λ∗ = (λ∗1, · · · , λ
∗
n) is a unique eigenvalue of (3.2) in [−δ, δ]
n + ~λ∗ (by (C)),
• for all ~λ ∈ [−δ, δ]n and for any Abel group K, it holds that
C∗(L~λ, θ;K) = C∗(L~0, θ;K) = C∗(L, θ;K). (3.13)
We may also shrink ǫ > 0, r > 0, s > 0 andW in [43, Theorem 2.16] (or [42, Theorem 2.18]) so that
B¯H0(θ, ǫ)⊕ B¯H+(θ, r)⊕ B¯H−(θ, s) ⊂ BH(θ, η) and W ⊂ BH(θ, η),
where H0 = H(~λ∗). Then (3.13) and the parameterized splitting theorem ([43, Theorem 2.17] or [42,
Theorem 2.19]) yield
C∗(L
◦
~λ
, θ;K) = C∗(L
◦
~0
, θ;K), ∀~λ ∈ [−δ, δ]n. (3.14)
(This can also be derived from the stability of critical groups as before.) For each ~λ ∈ [−δ, δ]n \ {~0},
since θ ∈ H is a nondegenerate critical point of L~λ, [43, Claim 2.17] tells us that θ ∈ H
0 is a
nondegenerate critical point of L◦~λ
too. Hence (3.14) implies that the Morse index of L◦~λ
at θ is constant
with respect to ~λ ∈ [−δ, δ]n \ {~0}.
On the other hand, for every ~λ ∈ [−δ, δ]n \ {~0}, by (3.11) the nondegenerate quadratic forms on
H(~λ∗), d2L◦
−~λ
(θ) = −d2L◦~λ(θ). So if dimH(
~λ∗) is odd, d2L◦~λ(θ) and d
2L◦
−~λ
(θ) must have differ-
ent Morse indexes. This contradicts (3.14). In another situation, d2L◦~λ
(θ)[z1, z2] in (3.11) is equal to
−Q~λ(z1, z2) in (3.12). Hence the same reasoning leads to a contradiction.
Step 2. Prove the second claim. By replacing ~µ by −~µ we may assume that the form d2L◦~µ(θ) is
positive definite. Since θ ∈ H0 is a nondegenerate critical point of L◦~λ
for each ~λ ∈ [−δ, δ]n \ {~0}, if
any one of (i) and (ii) does not hold, then there exists ǫ ∈ (0, 1) such that the origin θ ∈ H(~λ∗) is an
isolated critical point of L◦t~µ for each t ∈ [−ǫ, ǫ]. By the assumption d
2L◦t~µ(θ) = td
2L◦~µ(θ) is negative
(resp. positive) definite for each t in (0, ǫ] (resp. [−ǫ, 0)). Thus Theorem 3.1 implies that for some one-
sided neighborhood T of 0 ∈ [−ǫ, ǫ] and any t ∈ T \ {0} the functional L◦t~µ has two distinct nontrivial
critical points zt,1 and zt,2 converging to θ ∈ H(~λ
∗) as t → 0. Then ut,j = zt,j + ψ(t~µ + ~λ
∗, zt,j),
j = 1, 2, are two nontrivial solutions of (3.1) with ~λ = t~µ + ~λ∗, and both converge to zero as t → 0.
Here ψ is as in [43, Theorem 2.16] (or [42, Theorem 2.19]).
Step 3. If ~λ∗ = 0, we have the conclusions of [43, Theorem 2.16] (or [42, Theorem 2.18]) with
L = F . The remaining arguments are same.
For the sake of simplicity, consider the case n = 1 and write G = G1. Then (3.1) and (3.2) become
F ′(u) = λG′(u), u ∈ U, (3.15)
F ′′(θ)v − λG′′(θ)v = 0, v ∈ H, (3.16)
respectively.
Theorem 3.4. Let F ,G = G1 ∈ C
1(U,R) be as in Theorem 3.2, and λ∗ ∈ R an isolated eigenvalue
of (3.16). Suppose that the Morse indexes of Lλ = F − λG at θ ∈ H take values µλ∗ and µλ∗ + νλ∗
as λ ∈ R varies in both sides of λ∗ and is close to λ∗, where µλ∗ and νλ∗ are the Morse index and the
nullity of Lλ∗ at θ, respectively. Then (λ
∗, θ) ∈ R × U is a bifurcation point for the equation (3.15)
and one of the following alternatives occurs:
(i) (λ∗, θ) is not an isolated solution of (3.15) in {λ∗} × U .
(ii) for every λ ∈ R near λ∗ there is a nontrivial solution uλ of (3.15) converging to θ as λ→ λ
∗;
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(iii) there is an one-sided neighborhood Λ of λ∗ such that for any λ ∈ Λ \ {λ∗}, (3.15) has at least
two nontrivial solutions converging to zero as λ→ λ∗.
Moreover, if λ∗ = 0, we only need to require that the gradient G′ has the Gaˆteaux derivative G′′(u) at
any u ∈ U and satisfies G′′(u)→ G′′(θ) as u→ θ.
Proof. Take δ > 0 such that [λ∗ − δ, λ∗ + δ] \ {λ∗} contains no eigenvalues of (3.16). Then θ ∈ H
is a nondegenerate critical point of Lλ for each λ ∈ [λ
∗ − δ, λ∗ + δ] \ {λ∗}. By the hypothesis of
Theorem 3.4 we first assume that µλ (the Morse index of Lλ) satisfies
µλ = µλ∗ ∀λ ∈ [λ
∗ − δ, λ∗), µλ = µλ∗ + νλ∗ ∀λ ∈ (λ
∗, λ∗ + δ]. (3.17)
By [43, Theorem 2.1] (or [42, Theorem 2.1]) we deduce that for any q ∈ N0,
Cq(Lλ, θ;K) = δqµλ∗K, ∀λ ∈ [λ
∗ − δ, λ∗), (3.18)
Cq(Lλ, θ;K) = δq(µλ∗+νλ∗)K, ∀λ ∈ (λ
∗, λ∗ + δ]. (3.19)
Let H0 be the eigenspace of (3.16) associated with λ∗ and (H0)⊥ the orthogonal complementary
of H0 in H . Applying [43, Theorem 2.16] (or [42, Theorem 2.18]) to Lλ = Lλ∗ + (λ − λ
∗)G with
λ ∈ [λ∗−δ, λ∗+δ], we have ǫ > 0 and a unique continuous map ψ : [λ∗−δ, λ∗+δ]×BH(θ, ǫ)∩H
0 →
(H0)⊥ such that for each λ ∈ [λ∗ − δ, λ∗ + δ], ψ(λ, θ) = θ and
P⊥∇F(z + ψ(λ, z)) − λP⊥∇G(z + ψ(λ, z)) = θ ∀z ∈ BH(θ, ǫ) ∩H
0,
where P⊥ is the orthogonal projection onto (H0)⊥, and that the functional
BH(θ, ǫ) ∩H
0 ∋ z 7→ L◦λ(z) := F(z + ψ(λ, z)) − λG(z + ψ(λ, z)) (3.20)
is of class C1, whose differential is given by
DL◦λ(z)[h] = DF(z + ψ(λ, z))[h] − λDG(z + ψ(λ, z))[h], ∀h ∈ H
0.
Hence the problem is reduced to finding the critical points of L◦λ near θ ∈ H
0 for λ near λ∗.
Now using [43, Theorems 2.1, 2.18] (or [42, Theorems 2.1, 2.19]) and (3.17) we may derive from
(3.17) and (3.18)–(3.19) that for any j ∈ N0,
Cj(L
◦
λ, θ;K) = δj0K, ∀λ ∈ [λ
∗ − δ, λ∗),
Cj(L
◦
λ, θ;K) = δjνλ∗K, ∀λ ∈ (λ
∗, λ∗ + δ].
}
(3.21)
Step 1. Prove the first claim. This can be derived from Theorem 3.3 or as in Step 1 of the proof of
Theorem 3.3 (or Theorem 2.1). Here we present another slightly different proof method, which can
also be used in Section 5. Suppose now that (λ∗, θ) ∈ R×U is not a bifurcation point of (3.15). Then
(λ∗, θ) ∈ R × H0 is not a bifurcation point of DL◦λ(z) = 0 in H
0. Hence as in Step 1 of the proof
of Theorem 2.1 we have 0 < η < ǫ such that for each λ ∈ [λ∗ − δ, λ∗ + δ] (shrinking δ > 0 if
necessary) the functional L◦λ has unique critical point θ in B¯H0(θ, η). Since dimH
0 <∞, we can also
assume that {L◦λ |λ ∈ [λ
∗ − δ, λ∗ + δ]} satisfies the (PS) condition. That is, if (zi) ⊂ B¯H0(θ, η) and
(µi) ⊂ [λ
∗ − δ, λ∗ + δ] satisfy DL◦µi(zi)→ 0 and supi |L
◦
µi(zi)| <∞, then (zi, µi) has a converging
subsequence. Moreover, λ 7→ L◦λ ∈ C
1(B¯H0(θ, η) is continuous by [43, (2.48)] (or [42, (2.51)]). It
follows from the stability of critical groups (cf. [18, Theorem III.4] and [22, Theorem 5.1]) for the
family {L◦λ |λ
∗ − δ ≤ λ ≤ λ∗ + δ} that C∗(L
◦
λ, θ;K) = C∗(L
◦
λ∗ , θ;K) for all λ ∈ [λ
∗ − δ, λ∗ + δ].
This contradicts (3.21).
Step 2. Suppose that (i) does not hold. By shrinking δ > 0, we conclude
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Claim 3.4.1. θ ∈ H is an isolated critical point of Lλ for each λ ∈ [λ
∗−δ, λ∗+δ], and thus θ ∈ H0
is an isolated critical point of L◦λ for each λ ∈ [λ
∗ − δ, λ∗ + δ].
(This does not mean that there exists ǫ > 0 such that Lλ has a unique critical point θ in BH(θ, ǫ)
for each λ ∈ [λ∗ − δ, λ∗ + δ]!) Hence if θ ∈ H0 is a local maximizer (resp. minimizer) of L◦λ, it must
be strict.
For a C1 function ϕ on a neighborhood of the origin θ ∈ RN we may always find ϕ˜ ∈ C1(RN ,R)
such that it agrees with ϕ near θ ∈ RN and is also coercive (so satisfies the (PS)-condition). Suppose
that θ is an isolated critical point of ϕ. By Proposition 6.95 and Example 6.45 in [49] we have
Ck(ϕ, θ;K) = δk0 ⇐⇒ θ is a local minimizer of ϕ,
Ck(ϕ, θ;K) = δkN ⇐⇒ θ is a local maximizer of ϕ,
}
(3.22)
and C0(ϕ, θ;K) = 0 = CN (ϕ, θ;K) if θ ∈ R
N is neither a local maximizer nor a local minimizer of
ϕ.
So (3.21) and (3.22) lead to
θ ∈ H0 is a local minimizer of L◦λ, ∀λ ∈ [λ
∗ − δ, λ∗),
θ ∈ H0 is a local maximizer of L◦λ, ∀λ ∈ (λ
∗, λ∗ + δ].
}
. (3.23)
By this and Theorem 3.1, one of the following possibilities occurs:
(1) for every λ ∈ R near λ∗, L◦λ has a nontrivial critical point converging to θ ∈ H
0 as λ→ λ∗;
(2) there is an one-sided neighborhood Λ of λ∗ such that for any λ ∈ Λ \ {λ∗}, L◦λ has two nontrivial
critical points converging to zero as λ→ λ∗.
Obviously, they lead to (ii) and (iii), respectively.
Next, assume that µλ = µλ∗ + νλ∗ for λ ∈ [λ
∗ − δ, λ∗), and µλ = µλ∗ for λ ∈ (λ
∗, λ∗ + δ]. Then
we may obtain
θ ∈ H0 is a local maximizer of L◦λ, ∀λ ∈ [λ
∗ − δ, λ∗),
θ ∈ H0 is a local minimizer of L◦λ, ∀λ ∈ (λ
∗, λ∗ + δ].
}
. (3.24)
This also leads to (ii) and (iii).
Finally, if λ∗ = 0, the conclusion may be obtained as in Step 3 of the proof of Theorem 3.3.
From the proof of Theorem 3.4 it is easily seen that (i) of Theorem 3.4 may be replaced by “θ ∈ H◦
is not an isolated critical point of L◦λ∗”. In fact, they are equivalent in the present case.
Corollary 3.5. Let F ,G = G1 ∈ C
1(U,R) be as in Theorem 3.2, and λ∗ ∈ R an isolated eigenvalue
of (3.16). Suppose that G′′(θ) is either semi-positive or semi-negative. Then the conclusions of Theo-
rem 3.4 hold true. Moreover, if λ∗ = 0, we only need to require that the gradient G′ has the Gaˆteaux
derivative G′′(u) at any u ∈ U and satisfies G′′(u)→ G′′(θ) as u→ θ.
Proof. It suffices to prove that the conditions of Theorem 3.4 are satisfied. As in the proof therein we
have δ > 0 such that θ ∈ H is a nondegenerate critical point of Lλ for each λ ∈ [λ
∗−δ, λ∗+δ]\{λ∗}.
This is equivalent to the fact that θ ∈ H is a nondegenerate critical point of the functional
H ∋ u 7→ Fλ(u) :=
1
2
([F ′′(θ)− λG′′(θ)]u, u)H
for each λ ∈ [λ∗−δ, λ∗+δ]\{λ∗}. Since∇Fλ(u) = F
′′(θ)u−λG′′(θ)u = P (θ)u+Q(θ)u−λG′′(θ)u,
P (θ) : H → H is positive definite, and Q(θ),G′′(θ) : H → H are compact, it is easy to prove that on
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a small closed ball B¯H(θ, δ) the families {Fλ |λ ∈ [λ
∗−δ, λ∗)} and {Fλ |λ ∈ (λ
∗, λ∗+δ]} satisfy the
conditions for continuity of the critical groups ([47, Theorem 8.9]). Hence C∗(Fλ, θ), λ ∈ [λ
∗−δ, λ∗),
are all isomorphic, and the same claims hold true for C∗(Fλ, θ), λ ∈ (λ
∗, λ∗ + δ]. It follows that
µλ = µλ∗−δ ∀λ ∈ [λ
∗ − δ, λ∗), µλ′ = µλ∗+δ ∀λ
′ ∈ (λ∗, λ∗ + δ]. (3.25)
(This can also be proved as in the proof of Theorem 5.2 by directly using the shifting theorem and the
stability for critical groups for families {L◦λ |λ ∈ [λ
∗ − δ, λ∗)} and {L◦λ |λ ∈ (λ
∗, λ∗ + δ]}.)
We assume now that G′′(θ) is semi-positive. Then F ′′(θ)− λ1G
′′(θ) ≥ F ′′(θ)− λ2G
′′(θ) for any
λ∗ − δ ≤ λ1 ≤ λ2 ≤ λ
∗ + δ. By this, [1, Proposition 2.3.3] and (3.25) we derive
µλ∗−δ ≤ µλ∗ ≤ µλ∗+δ and µλ∗−δ ≤ µλ∗ + νλ∗ ≤ µλ∗+δ,
µλ∗ ≤ lim
λ→λ∗
inf µλ = µλ∗−δ and µλ∗ + νλ∗ ≥ lim
λ→λ∗
supµλ = µλ∗+δ.
These imply that µλ = µλ∗ for all λ ∈ [λ
∗ − δ, λ∗), and µλ′ = µλ∗ + νλ∗ for all λ
′ ∈ (λ∗, λ∗ + δ].
Similarly, if G′′(θ) is semi-negative we may prove that µλ = µλ∗ for all λ
′ ∈ (λ∗, λ∗ + δ], and
µλ′ = µλ∗ + νλ∗ for all λ ∈ [λ
∗ − δ, λ∗). The desired conclusions are obtained.
Note that (3.2) has no isolated eigenvalues if ∩nj=1Ker(G
′′
j (θ)) ∩ Ker(F
′′(θ)) 6= {θ}. It is natural
to ask when ~λ∗ is an isolated eigenvalue of (3.2). We also consider the case n = 1 merely. Suppose
that F ′′(θ) is invertible. (Since F ∈ C1(U,R) satisfies Hypothesis 1.1 with X = H , F ′′(θ) cannot
be negative definite in this situation.) Then 0 is not an eigenvalue of (3.16), and λ ∈ R \ {0} is an
eigenvalue of (3.16) if and only if 1/λ is an eigenvalue of the compact linear self-adjoint operator
L := [F ′′(θ)]−1G′′(θ) ∈ Ls(H). By Riesz-Schauder theory, the spectrum of L, σ(L), contains a
unique accumulation point 0, and σ(L)\{0} is a real countable set of eigenvalues of finite multiplicity,
denoted by {1/λk}
∞
k=1. (Hence |λk| → ∞ as k →∞.) LetHk be the eigensubspace corresponding to
1/λk for k ∈ N. ThenH = ⊕
∞
k=0Hk, H0 = Ker(L) = Ker(G
′′(θ)) and
Hk = Ker(I/λk − L) = Ker(F
′′(θ)− λkG
′′(θ)), ∀k ∈ N. (3.26)
Corollary 3.6. Let F ,G = G1 ∈ C
1(U,R) be as in Theorem 3.2, and λ∗ = λk0 an eigenvalue
of (3.16). Suppose that the operator F ′′(θ) is invertible (so λ∗ 6= 0) and also satisfies one of the
following two conditions: (a) positive, (b) eachHk in (3.26) with L = [F
′′(θ)]−1G′′(θ) is an invariant
subspace of F ′′(θ) (e.g. these are true if F ′′(θ) commutes with G′′(θ)), and F ′′(θ) is either positive
definite or negative definite onHk0 . Then the conclusions of Theorem 3.4 hold true.
It is easily seen that the functional F in [54, §4.3, Theorem 4.3] or in [56, Chap.1, Theorem 3.4]
satisfies the conditions of this corollary in the case (a). Theorem 3.3 with n = 1 and Corollary 3.6
cannot be contained each other.
Proof of Corollary 3.6. We only need to prove that the conditions of Theorem 3.4 are satisfied.
Case 1. F ′′(θ) is positive. For λ > λk and h ∈ Hk \ {θ} with k > 0, since λkG
′′(θ)h = F ′′(θ)h,
(F ′′(θ)h− λG′′(θ)h, h)H = (1− λ/λk)(F
′′(θ)h, h)H < 0. (3.27)
IfH0 6= {θ} (this is true if dimH =∞), it is clear that (F
′′(θ)h−λG′′(θ)h, h)H = (F
′′(θ)h, h)H > 0
for h ∈ H0 \ {θ}. Let µλ denote the Morse index of Lλ := F − λG at θ. Then by (3.27) we obtain
µλ =
∑
λk<λ
dimHk. (3.28)
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Since λ∗ = λk0 (is an isolated eigenvalue), we have ε > 0 such that (λ
∗ − 2ε, λ∗ + 2ε) \ {λ∗} has no
intersection with {λk}
∞
k=1. By (3.28) it is easy to verify that
µλ = µλ∗ ∀λ ∈ (λ
∗ − 2ε, λ∗], µλ = µλ∗ + νλ∗ ∀λ ∈ (λ
∗, λ∗ + 2ε), (3.29)
where νλ∗ = dimHk0 is the nullity of Lλ∗ at θ. The expected result is proved in this case.
Case 2. EachHk is an invariant subspace of F
′′(θ), k ∈ N. Note that Hk has an orthogonal decompo-
sition H+k ⊕H
−
k , whereH
+
k (resp. H
−
k ) is the positive (resp. negative) definite subspace of F
′′(θ)|Hk .
It is possible that H+k = {θ} or H
−
k = {θ}. As in (3.27), if H
+
k 6= {θ} (resp. H
−
k 6= {θ}) and λ > λk
(resp. λ < λk) we have (F
′′(θ)h− λG′′(θ)h, h)H = (1− λ/λk)(F
′′(θ)h, h)H < 0 for h ∈ H
+
k \ {θ}
(resp. h ∈ H−k \ {θ}). Then the Morse index of Lλ at θ,
µλ =
∑
λk<λ
dimH+k +
∑
λn>λ
dimH−k .
Since λ∗ = λk0 , as in (3.29) it follows from these that
µλ = µλ∗ + ν
−
λ∗ ∀λ ∈ (λ
∗ − 2ε, λ∗), µλ = µλ∗ + ν
+
λ∗ ∀λ ∈ (λ
∗, λ∗ + 2ε),
where ν+λ∗ = dimH
+
k0
(resp. ν−λ∗ = dimH
−
k0
) is the positive (resp. negative) index of inertia of
F ′′(θ)|Hk0 . Since F
′′(θ) is either positive definite or negative definite onH0 = Hk0 , we have
either µλ = µλ∗ ∀λ ∈ (λ
∗ − 2ε, λ∗), µλ = µλ∗ + νλ∗ ∀λ ∈ (λ
∗, λ∗ + 2ε),
or µλ = µλ∗ + νλ∗ ∀λ ∈ (λ
∗ − 2ε, λ∗), µλ = µλ∗ ∀λ ∈ (λ
∗, λ∗ + 2ε).
These lead to the desired conclusions again. ✷
4 Bifurcation for equivariant problems
In this section we shall generalize Fadell–Rabinowitz theorems [26, 27] in the setting of Section 3.
Others will be given in Sections 5, 6.
4.2. Bifurcations starting at a trivial critical orbit. The following is a direct generalization of
Fadell–Rabinowitz theorems [26, 27].
Theorem 4.1. Under the assumptions of Theorem 3.4, let H0 be the eigenspace of (3.16) associated
with λ∗. Suppose that a compact Lie group G acts on H orthogonally, and that U , F and G are G-
invariant. Then (λ∗, θ) ∈ R × U is a bifurcation point for the equation (3.15). Moreover, if the Lie
group G is equal to Z2 (resp. S
1, dimH0 ≥ 2 and the unit sphere inH0 is not a G-orbit), then one of
the following alternatives holds:
(i) (λ∗, θ) is not an isolated solution of (3.15) in {λ∗} × U ;
(ii) there exist left and right neighborhoods Λ− and Λ+ of λ∗ in R and integers n+, n− ≥ 0, such that
n+ + n− ≥ dimH0 (resp. 12 dimH
0) and for λ ∈ Λ− \ {λ∗} (resp. λ ∈ Λ+ \ {λ∗}), (3.15)
has at least n− (resp. n+) distinct critical G-orbits different from θ, which converge to zero θ as
λ→ λ∗.
In addition, if λ∗ = 0, we only need to require that the gradient G′ has the Gaˆteaux derivative G′′(u)
at any u ∈ U and satisfies G′′(u)→ G′′(θ) as u→ θ.
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Proof. The first claim follows from Theorem 3.4. For others, as in the proof there, we assume that (i)
does not hold. Then θ ∈ H0 is a unique critical orbit of the functional BH0(θ, ǫ) ∋ z 7→ L
◦
λ(z) in
(3.20) for each λ ∈ [λ∗ − δ, λ∗ + δ] by shrinking δ > 0 and ǫ > 0 if necessary, and we have either
(3.23) or (3.24). Since λ 7→ L◦λ ∈ C
1(BH(θ, ǫ) ∩H
0) is continuous by [43, (2.48)] (or [42, (2.51)]),
if K(L◦λ) denotes the critical set of L
◦
λ it is easy to see that
Rδ,ǫ : = {(λ, z) ∈ [λ
∗ − δ, λ∗ + δ]× (BH(θ, ǫ) ∩H
0) |DL◦λ(z) 6= θ}
= {(λ, z) ∈ [λ∗ − δ, λ∗ + δ]×BH(θ, ǫ) ∩H
0 | z ∈ (BH(θ, ǫ) ∩H
0) \K(L◦λ)}
is an open subset in [λ∗ − δ, λ∗ + δ] × (BH(θ, ǫ) ∩ H
0). Though L◦λ is only of class C
1, as in [49,
Propsition 5.57] the standard arguments yields:
Lemma 4.2. There exists a smooth map Rδ,ǫ → H
0, (λ, z) 7→ Vλ(z), such that
Vλ : BH(θ, ǫ) ∩H
0 \K(L◦λ)→ H
0, z 7→ Vλ(z)
is a G-equivariant C∞ pseudo-gradient vector field of L◦λ for each λ ∈ [λ
∗ − δ, λ∗ + δ], precisely it
satisfies for all z ∈ BH(θ, ǫ) ∩H
0 \K(L◦λ),
‖Vλ(z)‖ ≤ 2‖DL
◦
λ(z)‖ and 〈DL
◦
λ(z),Vλ(z)〉 ≥
1
2
‖DL◦λ(z)‖
2.
See [42] for a complete proof. Notice that this is true for any compact Lie group G.
Replacing [53, (11.1)] (or [26, (2.4)]) for G = Z2, and [27, (8.19)] for G = S
1 by
dϕλ
ds
= −Vλ(ϕλ), ϕλ(0, z) = z, (4.1)
we can repeat the constructions in [53, §1] and [26, §8] to obtain:
Lemma 4.3. There is a G-invariant open neighborhood Q of θ in H0 with compact closure Q con-
tained in BH(θ, ǫ) ∩ H
0 such that for every λ close to λ∗, every c ∈ R and every τ1 > 0, every
G-neighborhood U of Kλ,c := K(L
◦
λ) ∩ {z ∈ Q | L
◦
λ(z) ≤ c} there exists an τ ∈ (0, τ1) and a G
equivariant homotopy η : [0, 1] ×Q → Q with the following properties:
1
◦ η(t, z) = z if z ∈ Q \ (L◦λ)
−1[c− τ1, c+ τ1];
2
◦ η(t, ·) is homeomorphism of Q to η(t,Q) for each t ∈ [0, 1];
3
◦ η(1, Aλ,c+τ \ U) ⊂ Aλ,c−τ ), where Aλ,d := {z ∈ Q | L
◦
λ(z) ≤ d};
4
◦ ifKλ,c = ∅, η(1, Aλ,c+τ ) ⊂ Aλ,c−τ ).
For ∗ = +,−, let S∗ = {z ∈ BH(θ, ǫ) ∩ H
0 |ψ(s, z) ∈ BH(θ, ǫ) ∩ H
0, ∀ ∗ s > 0} and
T ∗ = S∗ ∩ ∂Q. For G = Z2 (resp. S
1) let iG denote the genus in [53] (resp. the index in [27, §7]).
Lemma 4.4. Both T+ and T− are G-invariant compact subsets of ∂Q, and also satisfy
1
◦ min{L◦λ(z) | z ∈ T
+} > 0 and max{L◦λ(z) | z ∈ T
−} < 0;
2
◦ iZ2(T
+) + iZ2(T
−) ≥ dimH0 and iS1(T
+) + iS1(T
−) ≥ 12 dimH
0.
Two inequalities in 2◦ are [26, Lemma 2.11] and [27, Theorem 8.30], respectively.
Case G = Z2. Suppose iZ2(T
−) = k > 0. Let cj be defined by [26, (2.13)], but Q¯ and g(λ, v)
are replaced by Q and L◦λ(z), respectively. We can modify the proof of (i) on the page 54 of [26] as
follows:
The first paragraph tells us that either (3.23) or (3.24) holds. Assume that (3.23) is true. For each
λ ∈ [λ∗− δ, λ∗), θ ∈ H0 is always a local (strict) minimizer of L◦λ. Therefore for arbitrary sufficiently
small ρ > 0, depending on λ, L◦λ(z) > 0 for any 0 < ‖z‖ ≤ ρ and so
c1 ≥ min
‖z‖=ρ
L◦λ(z) > 0.
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Other arguments are same. Hence we obtain: if λ ∈ [λ∗−δ, λ∗) is close to λ∗, L◦λ has at least k distinct
pairs of nontrivial critical points, which also converge to θ as λ → λ∗. For every λ ∈ (λ∗, λ∗ + δ],
θ ∈ H0 is a local maximizer of L◦λ, by considering −L
◦
λ we get: if iZ2(T
+) = l > 0, for every
λ ∈ (λ∗, λ∗ + δ] close to λ∗, L◦λ has at least l distinct pairs of nontrivial critical points converging to θ
as λ→ λ∗. These two claims together yield the desired result.
If (3.24) holds true, we get: if λ ∈ (λ∗, λ∗ + δ] (resp. λ ∈ [λ∗ − δ, λ∗)) is close to λ∗, L◦λ has at
least l (resp. k) distinct pairs of nontrivial critical points, which also converge to θ as λ → λ∗. So the
expected result is still obtained.
Case G = S1. Suppose iS1(T
−) = k > 0. Similarly, for cj defined by [27, (8.56)], we may replace
[27, (8.58), (8.63)] by
L◦λ(x) ≥ min
‖z‖=ρ
L◦λ(z) > 0, and so cγ+1 ≥ min
‖z‖=ρ
L◦λ(z) > 0,
and then repeat the arguments in [27, §8] to complete the remaining proof. Of course, we also want to
use the fact that L◦λ → L
◦
λ∗ uniformly on Q as λ → λ
∗, which can be derived from [43, (2.48)] (or
[42, (2.51)]).
By Corollaries 3.5, 3.6 we get
Corollary 4.5. If “Under the assumptions of Theorem 3.4” in Theorem 4.1 is replaced by “Under the
assumptions of one of Corollaries 3.5, 3.6”, then the conclusions of Theorem 4.1 hold true.
Fadell–Rabinowitz bifurcation theorems [26, 27] were generalized to the case of arbitrary compact
Lie groups by Bartsch and Clapp [3], Bartsch [2]. Under some assumptions they were generalized to
our setting in [42]. We shall present their generalizations in other frameworks, see Sections 5,6.
4.4. Bifurcations starting a nontrivial critical orbit.
Hypothesis 4.6 ([43, Hypothesis 2.20] (or [42, Hypothesis 2.21])). (i) Let G be a compact Lie group,
and letH be a C3 Hilbert-Riemannian G-space (that is,H is a C3 G-Hilbert manifold with a Rieman-
nian metric ((·, ·)) such that TH is a C2 Riemannian G-vector bundle, see [68]).
(ii) The C1 functional L : H → R isG-invariant, ∇L : H → TH is Gaˆteaux differentiable (i.e., under
any C3 local chart the functional L has a Gaˆteaux differentiable gradient map), and O is an isolated
critical orbit which is a C3 critical submanifold with Morse index µO.
Hypothesis 4.7. Under Hypothesis 4.6, let for some x0 ∈ O the pair (L◦exp |NO(ε)x0 , NO(ε)x0) sat-
isfy the corresponding conditions with Hypothesis 1.1 with X = H = NO(ε)x0 . Let G ∈ C
1(H,R)
be G-invariant, have a critical orbit O, and also satisfy:
(i) the gradient ∇G is Gaˆteaux differentiable near O, and every derivative G′′(u) is also a compact
linear operator;
(ii) G′′ are continuous at each point u ∈ O.
(Thus the assumptions on G assure that the functionals Lλ := L − λG, λ ∈ R, also satisfy the condi-
tions of [43, Theorems 2.21, 2.22] (or [42, Theorems 2.22, 2.23]).)
Under Hypothesis 4.7, we say O to be a bifurcation G-orbit with parameter λ∗ of the equation
L′(u) = λG′(u), u ∈ H (4.2)
if for any ε > 0 and for any neighborhood U of O in H there exists a solution G-orbit O′ 6= O in U
of (4.2) with some λ ∈ (λ∗ − ε, λ∗ + ε). Note that the orthogonal complementary of Tx0O in Tx0H,
NOx0 , is an invariant subspace of both L
′′(x0) and G
′′(x0). Let L
′′(x0)
⊥ (resp. G′′(x0)
⊥) denote
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the restriction self-adjoint operator of L′′(x0) (resp. G
′′(x0)) from NOx0 to itself. Then L
′′(x0)
⊥ =
d2(L ◦ exp |NO(ε)x0 )(θ) and G
′′(x0)
⊥ = d2(G ◦ exp |NO(ε)x0 )(θ). Suppose that L
′′(x0)
⊥ is invertible,
or equivalently Ker(L′′(x0)) = Tx0O. Then 0 is not an eigenvalue of
L′′(x0)
⊥v − λG′′(x0)
⊥v = 0, v ∈ NOx0 , (4.3)
and λ ∈ R \ {0} is an eigenvalue of (4.3) if and only if 1/λ is an eigenvalue of compact linear self-
adjoint operator Lx0 := [L
′′(x0)
⊥]−1G′′(x0)
⊥ ∈ Ls(NOx0). Hence σ(Lx0)\{0} = {1/λk}
∞
k=1 ⊂ R
with |λk| → ∞, and each 1/λk has finite multiplicity. Let NO
k
x0 be the eigensubspace corresponding
to 1/λk for k ∈ N. Then NO
0
x0 := Ker(Lx0) = Ker(G
′′(x0)
⊥),
NOkx0 = Ker(I/λk − Lx0) = Ker(L
′′(x0)
⊥ − λkG
′′(x0)
⊥), ∀k ∈ N, (4.4)
and NOx0 = ⊕
∞
k=0NO
k
x0 . Since Tx0O ⊂ Ker(L
′′(x0)) ∩Ker(G
′′(x0)), for λ ∈ R, O is a nondegen-
erate critical orbit of Lλ if and only if λ is not an eigenvalue of (4.3).
Theorem 4.8. Under Hypothesis 4.7, suppose that Ker(L′′(x0)) = Tx0O (so the operator L
′′(x0)
⊥ is
invertible) and λ∗ = λk0 for some k0 ∈ N. Then O is a bifurcation G-orbit with parameter λ
∗ of (4.2)
if one of the following two conditions holds:
a) L′′(x0)
⊥ is positive, and
Hl(O;Z2) 6= Hl−νλ∗ (O;Z2) for some l ∈ Z, (4.5)
where νλ∗ = dimNO
k0
x0 (is more than zero because O is a degenerate critical orbit of Lλ∗);
b) each NOkx0 in (4.4) is an invariant subspace of L
′′(x0)
⊥ (e.g. these are true if L′′(x0)
⊥ commutes
with G′′(x0)
⊥), and
Hl−ν−
λ∗
(O;Z2) 6= Hl−ν+
λ∗
(O;Z2) for some l ∈ Z, (4.6)
where ν+λ∗ (resp. ν
−
λ∗ ) is the positive (resp. negative) index of inertia of L
′′(x0)
⊥|
NO
k0
x0
. In particular,
(4.6) may be replaced by (4.5) if we add a condition “L′′(x0)
⊥|
NO
k0
x0
is either positive or negative”
again.
Proof. Let µλ denote the Morse index of Lλ at O, λ
∗ = λk0 for some n0 ∈ N, and let νλ∗ be the
nullity of Lλ∗ at O, i.e., νλ∗ = dimNO
k0
x0 . As in the proof of Theorem 3.4 we have ε > 0 such that
µλ =
∑
λn<λ
dimNOkx0 =
{
µλ∗ , ∀λ ∈ (λ
∗ − 2ε, λ∗],
µλ∗ + νλ∗ , ∀λ ∈ (λ
∗, λ∗ + 2ε)
(4.7)
if L′′(x0)
⊥ is positive, and
µλ =
{
µλ∗ + ν
−
λ∗ , ∀λ ∈ (λ
∗ − 2ε, λ∗),
µλ∗ + ν
+
λ∗ , ∀λ ∈ (λ
∗, λ∗ + 2ε)
(4.8)
if each NOkx0 in (4.4) is an invariant subspace of L
′′(x0)
⊥, k ∈ N.
By Step 1 of proof of [43, Theorem 2.12] (or [42, Theorem 2.14]), we have
Claim A. After shrinking ε > 0 we may verify that the homotopy
[λ∗ − ε, λ∗ + ε]×NO(ε)→ H, (λ, v) 7→ ∇Lλ(v)
is of class (S)+. So if (κj , vj) ⊂ [λ
∗ − ε, λ∗ + ε] × NO(ε) satisfies ∇Lκj(vj) → θ and κj → κ0,
then (vj) has a convergent subsequence in NO(ε).
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Now, by a contradiction, assume that O is not a bifurcation G-orbit with parameter λ∗ of (4.2).
Since we have δ ∈ (0, ε] such that O is a nondegenerate critical orbit of Lλ for each λ ∈ [λ
∗− δ, λ∗ +
δ] \ {λ∗}, shrinking this δ we may assume that O is an unique critical orbit of Lλ in NO(δ) for each
λ ∈ [λ∗ − δ, λ∗ + δ]. By Claim A we may use [16, Theorem 5.1.21] (or as in [19]) to deduce
C∗(Lλ′ ,O;K) = C∗(Lλ′′ ,O;K), ∀λ
′, λ′′ ∈ [λ∗ − δ, λ∗ + δ]. (4.9)
It has been seen below (4.4) that O is a nondegenerate critical orbit of Lλ for each λ ∈ [λ
∗ − δ, λ∗ +
δ] \ {λ∗}. [43, (2.80)] (or [42, (2.89)]) produces that for any λ′ ∈ [λ∗ − δ, λ∗) any λ′′ ∈ (λ∗, λ∗ + δ],
C∗(Lλ′ ,O;Z2) = H∗−µλ′ (O;Z2) and C∗(Lλ′′ ,O;Z2) = H∗−µλ′′ (O;Z2). (4.10)
If (a) is satisfied, then L′′(x0)
⊥ is positive. By (4.5), (4.7) and (4.10) we deduce
Cl+µλ∗ (Lλ′ ,O;Z2) = Hl(O;Z2) 6= Hl−νλ∗ (O;Z2) = Cl+µλ∗ (Lλ′′ ,O;Z2)
for any λ′ ∈ [λ∗ − δ, λ∗) and λ′′ ∈ (λ∗, λ∗ + δ]. This contradicts (4.9).
If b) holds, by (4.8), (4.10) and (4.6) we have
Cl+µλ∗ (Lλ′ ,O;Z2) = Hl−ν−
λ∗
(O;Z2) 6= Hl−ν+
λ∗
(O;Z2) = Cl+µλ∗ (Lλ′′ ,O;Z2)
for any λ′ ∈ [λ∗ − δ, λ∗) and λ′′ ∈ (λ∗, λ∗ + δ], which also contradicts (4.9).
In this case, suppose also that L′′(x0)
⊥ is either positive or negative on NOk0x0 . We may replace
(4.6) by (4.5). In fact, it follows from (4.8) that we have either (4.7) or
µλ =
∑
λk>λ
dimNOkx0 =
{
µλ∗ + νλ∗ , ∀λ ∈ (λ
∗ − 2ε, λ∗),
µλ∗ , ∀λ ∈ [λ
∗, λ∗ + 2ε).
(4.11)
So for any λ′ ∈ [λ∗ − δ, λ∗) and λ′′ ∈ (λ∗, λ∗ + δ], (4.5) and (4.10)–(4.11) lead to
Cl+µλ∗ (Lλ′′ ,O;Z2) = Hl(O;Z2) 6= Hl−νλ∗ (O;Z2) = Cl+µλ∗ (Lλ′ ,O;Z2)
and we also arrive at a contradiction to (4.9).
Corresponding to Corollary 3.5, we have
Theorem 4.9. Under Hypothesis 4.7, suppose that λ∗ is an isolated eigenvalue of (4.3) and that the op-
erator G′′(x0)
⊥ is either semi-positive or semi-negative. Then O is a bifurcation G-orbit with param-
eter λ∗ of (4.2) if (4.5) holds. Moreover, if λ∗ = 0, the Gaˆteaux derivatives G′′(u) in Hypothesis 4.7(i)
are not required to be compact.
Indeed, so far µλ is given by the right side of (4.7) or (4.11). The conclusions follow as before.
Using [43, Theorem 2.22] (or [42, Theorem 2.29]) many results above can be generalized the case
of bifurcations at a nontrivial critical orbit.
5 Bifurcations for potential operators of Banach-Hilbert regular func-
tionals
In this section we shall generalize partial results in last three sections to potential operators of Banach-
Hilbert regular functionals on Banach spaces. Different from ones in previous and next sections, these
bifurcation theorems are on Banach (rather than Hilbert) spaces. There exist a few splitting theorems
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for Banach-Hilbert regular functionals in the literature (though they were expressed with different ter-
minologies), for example, [8, Theorem 1.2], [31, Theorem 2.5] and [24, p.436, Theorem 1] (and [62,
Theorem 1.4] for the special nondegenerate case). The latter required functionals to be of class C3.
Though [31, Theorem 2.5] seems to need less conditions, we choose the setting of [8] since proving
parameterized versions of [8, Theorem 1.2] can be more directly obtained from the original one, see
Appendix A. Actually, it is not hard to deduce a parameterized version of [31, Theorem 2.5] after prov-
ing the corresponding form of nondegenerate case of it by slightly more troublesome arguments. On
the other hand, from the application views to bifurcations for quasi-linear elliptic systems in Section 7,
bifurcation theories developed with these splitting theorems give almost same results.
Hypothesis 5.1. Under the condition (S) in Appendix A, let L1,L2 : BX(θ, δ) → R be two
(BX(θ, δ),H)-regular functionals with critical point θ ∈ X, and let A1, B1 and A2, B2 be the corre-
sponding operators with these two functionals, respectively. Assume that λ∗ ∈ R is an eigenvalue of
finite multiplicity of
B1(θ)v − λB2(θ)v = 0, v ∈ H, (5.1)
and that for each λ near λ∗ the operator Bλ := B1(θ)− λB2(θ) satisfies the following properties:
(i) either σ(Bλ|X) or σ(Bλ|X) \ {0} is bounded away from the imaginary axis;
(ii) H0λ := Ker(Bλ) ⊂ X and the negative definite space H
−
λ of Bλ is of finite dimension.
Under this hypothesis, H−λ ⊂ X by Lemma A.8. LetH
+
λ be the positive definite space of Bλ, and
let X+λ be the Banach subspace X ∩H
+
λ of X. Denote by P
0
λ , P
+
λ and P
−
λ the orthogonal projections
to H0λ, H
+
λ and H
−
λ , respectively. By Lemma A.8, if 0 ∈ σ(Bλ|X) (resp. 0 /∈ σ(Bλ|X)) then X =
H0λ ⊕ X
+
λ ⊕ H
−
λ (resp. X = X
+
λ ⊕ H
−
λ ) is the direct sum decomposition of Banach spaces, which
corresponds to the spectral sets {0}, σ+(Bλ|X) and σ−(Bλ|X) (resp. σ+(Bλ|X) and σ−(Bλ|X)). In
the present case, the nullity νλ and the Morse index µλ of the functional Fλ = L1 − λL2 at θ are
equal to dimH0λ (the nullity) and dimH
−
λ (Morse index) of the quadratic form (Bλu, u) on H , and
both are finite.
Then by Theorem A.5 there exist numbers ρ > 0 and ǫ > 0, a (unique) C1 map
h : [λ∗ − ρ, λ∗ + ρ]×BX(θ, ǫ) ∩H
0
λ∗ → X
+
λ∗ ⊕H
−
λ∗ (5.2)
satisfying h(λ, θ) = θ ∀λ ∈ [λ∗ − ρ, λ∗ + ρ] and
(idX − P
0
λ∗)(A1 − λA2)(z + h(λ, z)) = 0, ∀(λ, z) ∈ [λ
∗ − ρ, λ∗ + ρ]×BX(θ, ǫ) ∩H
0
λ∗, (5.3)
and a C1 map [λ∗ − ρ, λ∗ + ρ] × BX(θ, ǫ) → X, (λ, x) 7→ (τ(λ),Φλ(x)) such that for each λ ∈
[λ∗ − ρ, λ∗ + ρ] the map Φλ is a C
1 origin-preserving diffeomorphism from BX(θ, ǫ) onto an open
neighborhood Wλ of θ in X and the functional Fλ := L1 − λL2 satisfies
Fλ ◦ Φλ(x) = ‖P
+
λ∗x‖
2
H − ‖P
−
λ∗x‖
2
H + Fλ(P
0
λ∗x+ h(λ, P
0
λ∗x)) ∀x ∈ BX(θ, ǫ). (5.4)
Moreover, with P⊥λ∗ := P
−
λ∗ + P
+
λ∗ |X+
λ∗
and X⊥λ∗ := H
−
λ∗ +X
+
λ∗ we have
dzh(λ, θ) = −[P
⊥
λ∗Bλ∗ |X⊥
λ∗
]−1(P⊥λ∗Bλ)|H0
λ∗
,
and a C1 functional [λ∗ − ρ, λ∗ + ρ]×BX(θ, ǫ) ∩H
0
λ∗ → R ∋ (λ, u) 7→ F
◦
λ (u) ∈ R, where
F
◦
λ : BX(θ, ǫ) ∩H
0
λ∗ → R, z 7→ Fλ(z + h(λ, z)) (5.5)
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is of class C2, has first-order and second-order derivatives at z0 ∈ BX(θ, ǫ) ∩H
0
λ∗ given by
dF ◦λ (z0)[z] =
(
A1(z0 + h(λ, z0))− λA2(z0 + h(λ, z0)), z
)
H
∀z ∈ H0λ∗ , (5.6)
d2F ◦λ (θ)[z, z
′] =
(
P 0λ∗
[
Bλ −Bλ(P
⊥
λ∗Bλ∗ |X⊥
λ∗
)−1(P⊥λ∗Bλ)
]
z, z′
)
H
, (5.7)
∀z, z′ ∈ H0λ∗ .
The map z 7→ z+h(λ, z) induces an one-to-one correspondence between the critical points ofF ◦λ near
θ ∈ H0λ∗ and those of Fλ near θ ∈ X. So (after shrinking ρ > 0 and ǫ > 0 if necessary) θ ∈ H
0
λ∗ is an
isolated critical point of F ◦λ if and only if θ ∈ X is such a critical point of Fλ. By the assumptions,
νλ∗ = dimH
0
λ∗ and µλ∗ = dimH
−
λ∗ are finite. If θ ∈ X is an isolated critical point of Fλ, then
Corollary A.6 implies that for any Abel group K,
Cq(Fλ, θ;K) ∼= Cq−µλ∗ (F
◦
λ , θ;K) ∀q = 0, 1, · · · . (5.8)
As in the proof of [43, Claim 2.17] we may show: if θ ∈ X is a nondegenerate critical point of Fλ,
i.e., Ker(Bλ) = {θ}, then θ ∈ H
0
λ∗ is such a critical point of F
◦
λ too.
Now under Hypothesis 5.1 we reduce the bifurcation problem near (λ∗, θ) ∈ R×X for the equation
dL1(u) = λdL2(u), u ∈ BX(θ, δ) (5.9)
to one near (λ∗, θ) ∈ R×H0λ∗ for the equation
dF ◦λ (u) = 0, u ∈ BX(θ, ǫ) ∩H
0
λ∗. (5.10)
Instead of analogues of Theorem 3.4 we only give their corollaries.
Theorem 5.2. Under Hypothesis 5.1, suppose: (a) the eigenvalue λ∗ ∈ R of (5.1) is isolated, (b)
B1(θ) = P1(θ) + Q1(θ), where P1(θ) : H → H is positive and Q1(θ) : H → H is compact; (c)
B2(θ) is compact, and either semi-positive or semi-negative. Then (λ
∗, θ) ∈ R × X is a bifurcation
point for the equation (5.9) and one of the following alternatives occurs:
(i) (λ∗, θ) is not an isolated solution in {λ∗} ×BX(θ, δ) of the equation (5.9);
(ii) for every λ ∈ R near λ∗ there is a nontrivial solution uλ of (5.9) in BX(θ, δ), which converges to
θ as λ→ λ∗;
(iii) there is an one-sided neighborhood Λ of λ∗ such that for any λ ∈ Λ \ {λ∗}, (5.9) has at least two
nontrivial solutions in BX(θ, δ), which converge to θ as λ→ λ
∗.
Proof. Since λ∗ ∈ R is an isolated eigenvalue of (5.1) we may shrink the above ρ > 0 so that
[λ∗−ρ, λ∗+ρ] contains a unique eigenvalue λ∗ of (5.1). From this and Hypothesis 5.1 we deduce that
θ ∈ X is a nondegenerate critical point of Fλ for each λ ∈ [λ
∗ − ρ, λ∗ + ρ] \ {λ∗}. By Theorem A.2
it is isolated and for µλ = dimH
−
λ it holds that
Cj(Fλ, θ;K) = δjµλK ∀λ ∈ [λ
∗ − δ, λ∗ + ρ] \ {λ∗}. (5.11)
These and (5.8) imply that for each λ ∈ [λ∗ − δ, λ∗ + ρ] \ {λ∗},
Cq(F
◦
λ , θ;K)
∼= δ(q+µλ∗ )µλK ∀q = 0, 1, · · · . (5.12)
Since the functional [λ∗ − ρ, λ∗ + ρ]×BX(θ, ǫ) ∩H
0
λ∗ → R ∋ (λ, u) 7→ F
◦
λ (u) ∈ R is of class C
1,
using the stability of critical groups for families {F ◦λ |λ
∗−ρ ≤ λ < λ∗} and {F ◦λ |λ
∗ < λ ≤ λ∗+ρ}
it follows from (5.12) that
µλ = µλ∗−ρ ∀λ ∈ [λ
∗ − ρ, λ∗) and µλ = µλ∗+ρ ∀λ
′ ∈ (λ∗, λ∗ + ρ]. (5.13)
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Because of (b) and (c), we may apply [1, Proposition 2.3.3] to the quadratic form (Bλu, u) onH , and
as in the proof of Corollary 3.5 we use (5.13) to derive
µλ = µλ∗ ∀λ ∈ [λ
∗ − ρ, λ∗) and µλ′ = µλ∗ + νλ∗ ∀λ
′ ∈ (λ∗, λ∗ + ρ], if B2(θ) ≥ 0,
µλ = µλ∗ ∀λ
′ ∈ (λ∗, λ∗ + ρ] and µλ′ = µλ∗ + νλ∗ ∀λ ∈ [λ
∗ − ρ, λ∗) if B2(θ) ≤ 0.
These and (5.12) lead to
Cj(F
◦
λ , θ;K) = δj0K ∀λ ∈ [λ
∗ − ρ, λ∗), Cj(F
◦
λ , θ;K) = δjνλ∗K ∀λ ∈ (λ
∗, λ∗ + ρ]
for any j ∈ N0 if B2(θ) ≥ 0, and
Cj(F
◦
λ , θ;K) = δj0K ∀λ ∈ (λ
∗, λ∗ + ρ], Cj(F
◦
λ , θ;K) = δjνλ∗K ∀λ ∈ [λ
∗ − ρ, λ∗)
for any j ∈ N0 ifB2(θ) ≤ 0. These two groups of equalities lead, respectively, to (3.23) and (3.24) with
H0 and L◦λ being replaced byH
0
λ∗ and F
◦
λ , respectively. They imply that the desired conclusions.
Theorem 5.3. Under Hypothesis 5.1, suppose that B2(θ) is compact and that B1(θ) is invertible and
satisfies (b) in Theorem 5.2. Then for λ∗ = λk0 (an eigenvalue of (5.1), which must be isolated) the
conclusions of Theorem 5.2 are true if one of the following two conditions is satisfied: (I) B1(θ) is
positive, (II) each Hk in (3.26) with L = [B1(θ)]
−1B2(θ) is an invariant subspace of B1(θ) and
B1(θ) is either positive or negative onHk0 .
Corresponding to Corollary 4.5 or Corollary 6.7 we have also
Theorem 5.4. Under the assumptions of one of Theorems 5.2, 5.3 letG be a compact Lie group acting
on H orthogonally, which induces a C1 action on X. Suppose that L1,L2 are G-invariant and that
A1, B1 and A2, B2 are equivariant. Then (λ
∗, θ) ∈ R×X is a bifurcation point for the equation (5.9).
Moreover, if the Lie group G is equal to Z2 (resp. S
1 and dimH0λ∗ ≥ 2 and the unit sphere in H
0
λ∗ is
not a G-orbit), then one of the following alternatives holds:
(i) (λ∗, θ) is not an isolated solution in {λ∗} ×X of the equation (5.9);
(ii) there exist left and right neighborhoods Λ− and Λ+ of λ∗ in R and integers n+, n− ≥ 0, such that
n+ + n− ≥ dimH0λ∗ (resp.
1
2 dimH
0
λ∗) and for λ ∈ Λ
− \ {λ∗} (resp. λ ∈ Λ+ \ {λ∗}), (5.9)
has at least n− (resp. n+) distinct G-orbits of solutions different from θ, which converge to θ as
λ→ λ∗.
We also want to list generalizations of some results in [2, 3] in the setting of Theorem A.5. Under
the assumptions of Theorem 5.4 we make
Hypothesis 5.5. Under the assumptions of Theorem A.5 with Λ = [λ0 − ρ, λ0 + ρ] and ρ > 0, let G
be a compact Lie group acting onH orthogonally, which induces a C1 action onX. Suppose that each
Lλ is G-invariant and that Aλ, Bλ are equivariant. Assume also:
(i) σ(Bλ|X) is bounded away from the imaginary axis for each λ ∈ [λ0 − ρ, λ0 + ρ] \ {λ0};
(ii) the negative definite space H−λ of Bλ is of finite dimension for each λ ∈ Λ;
(iii) H0λ := Ker(Bλ) = {θ} for each λ ∈ [λ0 − ρ, λ0 + ρ] \ {λ0};
(iv) H0λ0 := Ker(Bλ0) ⊂ X has finite positive dimension and H
0
λ0
∩ Fix(G) = {θ}.
In this situation the C2 functional F ◦λ in (A.7) is G-invariant, and (A.8)-(A.9) show that dL
◦
λ and
d2L ◦λ (θ) depend on λ continuously. By (A.8) the gradient of F
◦
λ is given by
∇F ◦λ (z) = P
0
λ0
[
Aλ(z + h(λ, z))
]∣∣
H0
λ0
∀z ∈ BX(θ, ǫ) ∩H
0
λ0 .
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For each λ ∈ Λ := [λ0 − ρ, λ0 + ρ], let ϕλ be the flow of
z˙ = −∇F ◦λ (z). (5.14)
By (iii) of Hypothesis 5.5, for each λ 6= λ0, θ ∈ X is a nondegenerate critical point of Fλ, and so
θ ∈ H0λ0 is still such a critical point of F
◦
λ as stated below (5.8), in particular, θ ∈ H
0
λ0
is an isolated
critical point of F ◦λ (and thus a hyperbolic stationary orbit of the flow ϕλ).
For λ ∈ Λ and the 0-group eig0(Bλ) let Eλ denote the eigenspace of Bλ belonging to eig0(Bλ) ∩
R
−, (which is contained in X by Hypothesis 5.5 and Lemma A.8), and let F−λ (resp. F
+
λ ) be the
eigenspace belonging to σ(d2F ◦λ (θ)) ∩ R
− (resp. σ(d2F ◦λ (θ)) ∩ R
+), where d2F ◦λ (θ) is given by
(5.7). P 0λ0 defines a G-isomorphism from Eλ onto F
−
λ (cf. [3, page 353]). If λ, λ
′ ∈ Λ \ {λ0} satisfy
(λ − λ0)(λ
′ − λ0) > 0, we have G-isomorphisms Eλ ∼= Eλ′ and F
−
λ
∼= F−λ′ by Hypothesis 5.5. It
follows that for ⋆ = +,−, dimEλ0⋆ := dimEλ0⋆τ are independent of τ > 0 small.
Denote by G the set of orbits occurring on SH0λ0 . Let h
∗ be any continuous, multiplicative, equiv-
ariant cohomology theory such that kern(h∗(pt) → h∗(G/G1)) is a finitely generated ideal for all
G/G1 ∈ G , where G1 is a closed subgroup of G. For a G-space X let ℓ(X) denote the (G , h
∗)-length
of it used in [3]. The above arguments show that for λ < λ0 < µ close to λ0, the number
d := ℓ(SH0λ0)−min{ℓ(SF
−
λ ) + ℓ(SF
+
µ ), ℓ(SF
+
λ ) + ℓ(SF
−
µ )} (5.15)
is well-defined, and (cf. [3])
d = |ℓ(SF−λ )− ℓ(SF
−
µ )| = c|dimF
−
λ − dimF
−
µ |
= c|dimEλ0+ − dimEλ0−| (5.16)
if the group G has the property that ℓ(SM) = c · dimM for every G-module M with MG = {θ}.
Replacing the flow of (4.1) with that of (5.14), we may obtain the corresponding result with the part
b) of [3, Lemma 4.1]. Moreover, the corresponding results with [3, Lemmas 4.2,4.3] can be obtained
directly. We arrive at the following generalization of [3, Theorem 3.1].
Theorem 5.6. Under Hypothesis 5.5, if the number d is positive, then (λ0, θ) ∈ Λ×X is a bifurcation
point for the equation (5.9) and one of the following alternatives occurs:
(i) (λ0, θ) is not an isolated solution in {λ0} ×X of the equation (5.9);
(ii) there exist left and right neighborhoods Λl and Λr of λ0 in R and integers il, ir ≥ 0 such that
il + ir ≥ d and for any λ ∈ Λl \ {λ0} (resp. λ ∈ Λr \ {λ0}), (5.9) has at least il (resp. ir)
distinct nontrivial solution orbits, which converge to θ as λ→ λ0.
Suppose further that Aλ depends on λ in C
1 way, which implies that the gradient of F ◦λ is depen-
dent on λ in C1 way. Let ϕ˜λ be the flow of
x˙ = −Aλ(x), (5.17)
and let h : [λ0 − ρ, λ0 + ρ] × BX(θ, ǫ) ∩ X0 → X+ ⊕ X− be given by (A.4). As in the proof of
[2, Theorem 7.12] we know that Graph(h) ⊂ [λ0 − ρ, λ0 + ρ] × (BX(θ, ǫ) ∩X0) × (X+ ⊕X−) is
a (local) center manifold associated to (5.17), and that for λ 6= λ0 the tangent space of the unstable
manifold of the isolated critical orbit θ of F ◦λ is just F
−
λ . Having these, we may immediately get the
corresponding theorems to Theorems 7.10, 7.11 in [2], and then use them to deduce the generalizations
of Theorem 7.12 and Corollary 7.13 in [2], respectively. The detailed arguments are omitted.
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Remark 5.7. The first claim in Hypothesis 5.1(ii) is a regularity condition. Actually, as showed in
applications to partial differential equations ([8, p.603]) Hypothesis 5.1(i) is reduced to a regularity
problem as well. These are similar to (C2) in Hypothesis 2.2. Thus for the operators B1(θ) and B2(θ)
in the above several theorems, the corresponding Hypothesis 5.1(i) can be reduced to such regularity
conditions. Concretely, suppose that B2(θ) is compact, B1(θ) satisfies (b) of Theorem 5.2 and
(A) P1 (resp. Q1) restricts to a linear continuous (resp. compact) operator from X to itself, denoted
by P1|X (resp. Q1|X ), which is also symmetric with respect to (·, ·)H ,
(B) P1|X is invertible. (Note that 0 /∈ σ(P1|X)) is equivalent to the regularity: u ∈ H and P1u ∈ X
imply u ∈ X.)
LetR1 be the positive square root of P1|X . It is also invertible. Define L˜i : BX(θ, δ)→ R by L˜i(x) =
L (R−11 x), i = 1, 2. They are also C
2 functionals satisfying the conditions (a)-(e) in Appendix A, and
the corresponding operators A˜i and B˜i satisfy
A˜i|X = R
−1
1 ◦ (Ai|X) ◦R
−1
1 and B˜i(x)|X = R
−1
1 ◦ (Bi(R
−1
1 x)X) ◦R
−1
1 ∀x ∈ BX(θ.δ).
Clearly, near (λ∗, θ) ∈ R×X the bifurcation problem (5.9) is equivalent to
DL˜1(u) = λDL˜2(u), u ∈ BX(θ, δ). (5.18)
Let B˜λ := B˜1(θ) − λB˜2(θ). Then B˜λ|X = R
−1
1 ◦ (B1(θ)|X − λB2(θ)|X) ◦ R
−1
1 . By (ii) of
Hypothesis 5.1, λ∗ ∈ R is an eigenvalue of (5.1) if and only if it is an eigenvalue of B1(θ)|Xv −
λB2(θ)|Xv = 0 in X. The latter is equivalent to
B˜1(θ)v − λB˜2(θ)v = 0, v ∈ X, (5.19)
and they have the samemultiplicity. SinceR21 = P1 we have B˜λ|X = idX+R
−1
1 ◦(Q1|X−λB2(θ)|X)◦
R−11 . Now R
−1
1 ◦ (Q1|X − λB2(θ)|X) ◦R
−1
1 is a compact operator onX and symmetric with respect
to (·, ·)H . The following Proposition 5.8 shows that the spectrum of B˜λ|X is real, more precisely, each
number of σ(B˜λ|X) \ {1} is a real eigenvalue of B˜λ|X . In particular, B˜λ|X satisfies (i) of Hypothe-
sis 5.1. Hence instead of checking the latter in the above theorems it suffices to prove that (A) and (B)
are satisfied.
Proposition 5.8. Under the assumptions (A) and (B) above, if P1 = id, then the spectrum of B1(θ)|X
is real, more precisely, each number of σ(B1(θ)|X) \ {1} is a real eigenvalue of B1(θ)|X .
Proof. For brevity, we omit subscripts inL ,A1,B1 andQ1. Note that d
2L (θ)[u, v] = (B(θ)|Xu, v)H
is symmetric in u, v ∈ X. If B(θ)|X is injective, the conclusion had been proved in Lemma 1 on the
page 165 of [63]. Otherwise, we can modify the proof therein as follows. Consider the complexi-
fication of H and X, HC = H + iH and XC = X + iX. (The norm on the latter is taken as
|‖x1 + ix2|‖ = maxθ ‖x1 cos θ + x2 sin θ‖, cf., [23, p.14]). In natural ways we may extend (·, ·)H and
d2L (θ) into a Hermite inner product 〈·, ·〉H and a Hermite bilinear formB onH
C, respectively. LetC
be the natural complex linear extension ofQ|X onX
C. It is compact, and B := idXC +C is the natural
complex linear extension of B(θ)|X on X
C. Both C and B are also symmetric with respect to 〈·, ·〉H ,
and satisfies B(w,w′) = 〈Bw,w′〉C for any w,w
′ ∈ XC. Let N = Ker(B). It is of finite dimension.
Denote by Y the intersection of XC and the orthogonal complement of N in (HC, 〈·, ·〉H ). It is an
invariant subspace of B, and we have a direct sum decomposition of Banach spaces, XC = N ⊕ Y .
Let λ ∈ σ(B). Then λ− 1 is in σ(C). But each number of σ(C) \ {0} is an eigenvalue of C . Hence λ
is an eigenvalue of B. Take an eigenvector w 6= θ belonging it. We can assume w ∈ Y . SinceB(w,w)
is real, and λ¯B(w,w) = B(w,Bw) = 〈Bw,Bw〉H > 0, we get λ¯ ∈ R.
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6 Concluding remarks
As in Theorem 2.3, many bifurcation theorems in last three sections can be given in the setting of [37,
38], which is more suitable for variational problems in Finsler geometry ([41]). We are only satisfied
to state a few of them. By the proof of [38, Theorem 2.1] we may directly obtain its parameterized
version.
Theorem 6.1. Let tuples (H,X,U,L1, A1, B1) and (H,X,U,L2, A2, B2) satisfy (S), (F1)-(F3) and
(C1) in Hypothesis 2.2, and Ai ∈ C
1(UX ,X), i = 1, 2. Suppose that λ∗ is an eigenvalue of
B1(θ)v − λB2(θ)v = 0, v ∈ H, (6.1)
and that B(θ) := B1(θ) − λ
∗B2(θ) satisfies (C2) in Hypothesis 2.2 and (D1) in Hypothesis 1.1.
Assume also that one of the following two conditions holds:
(I) λ∗ = 0, B1 = P1 +Q1 and B2 = P2 +Q2 satisfy (D2)-(D4) in Hypothesis 1.1;
(II) λ∗ 6= 0,B1 = P1+Q1 satisfies (D2)-(D4) in Hypothesis 1.1, andB2 fulfills (D3) in Hypothesis 1.1,
i.e., B2 : U ∩X → L (H) is continuous at θ with respect to the topology on H .
Let H+,H− and H0 be the positive definite, negative definite and zero spaces of B(θ). Denote by
P 0 and P± the orthogonal projections onto H0 and H± = H+ ⊕ H−, and by X∗ = X ∩ H∗ for
∗ = +,−, and by X± = P±(X). Then there exist small δ > 0, ǫ > 0, a (unique) C1 map
ψ : [λ∗ − δ, λ∗ + δ] ×BH0(θ, ǫ)→ X
± (6.2)
satisfying ψ(λ, θ) = θ ∀λ ∈ [λ∗ − δ, λ∗ + δ] and
P±(A1 − λA2)(z + ψ(λ, z)) = 0 ∀(λ, z) ∈ [λ
∗ − δ, λ∗ + δ]×BH0(θ, ǫ), (6.3)
an open neighborhood W of θ inH and an origin-preserving homeomorphism
[λ∗ − δ, λ∗ + δ]×BH0(θ, ǫ)× (BH+(θ, ǫ) +BH−(θ, ǫ))→ [λ
∗ − δ, λ∗ + δ]×W,
(λ, z, u+ + u−) 7→ (λ,Φλ(z, u
+ + u−)),
such that for each λ ∈ [λ∗ − δ, λ∗ + δ], the functional Fλ := L1 − λL2 satisfies
Fλ ◦ Φλ(z, u
+ + u−) = ‖u+‖2 − ‖u−‖2 + Fλ(z + ψ(λ, z)) (6.4)
∀(z, u+ + u−) ∈ BH0(θ, ǫ)× (BH+(θ, ǫ) +BH−(θ, ǫ)) .
Moreover, (i) dzψ(λ, θ) = −[P
±Bλ∗(θ)|X± ]
−1(P±Bλ(θ))|H0 , where Bλ(θ) = B1(θ) − λB2(θ);
(ii) the functional
F◦λ : BH(θ, ǫ) ∩H
0 → R, z 7→ Fλ(z + ψ(λ, z)) (6.5)
is of class C2, its first-order and second-order differentials at z0 ∈ BH0(θ, ǫ) are given by
dF◦λ(z0)[z] =
(
A1(z0 + ψ(λ, z0))− λA2(z0 + ψ(λ, z0)), z
)
H
∀z ∈ H0, (6.6)
d2F◦λ(θ)[z, z
′] =
(
P 0
[
Bλ(θ)−Bλ(θ)(P
±
Bλ∗(θ)|X±)
−1(P±Bλ(θ))
]
z, z′
)
H
,
∀z, z′ ∈ H0; (6.7)
(iii) if a compact Lie group G acts onH orthogonally, which induces C1 actions onX, U and Lk (k =
1, 2) areG-invariant (and henceH0,H± areG-invariant subspaces), then for each λ ∈ [λ∗−δ, λ∗+δ],
the above maps ψ(λ, ·) and Φλ(·, ·) are G-equivariant, and F
◦
λ is G-invariant.
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Under the assumptions of Theorem 6.1, the tuple (H,X, Y, U,F , A1 − λA2, B1 − λB2) satisfy
(S), (F1)-(F3) and (C1) in Hypothesis 2.2 for each real λ. Moreover, it also fulfils (C2) and (D1) in
Hypothesis 2.2 for λ = λ∗, and (D2)-(D4) in Hypothesis 1.1 for each real λ close to λ∗. Take η > 0 so
small that BH0(θ, η) ⊕ BX±(θ, η) ⊂ U
X . Since B(θ)|X± is a Banach space isomorphism from X
±
onto itself, applying the implicit function theorem to the C1 map
R×BH0(θ, η)⊕BX±(θ, η)→ X
±, (λ, z, x) 7→ P±(A1(z + x)− λA2(z + x))
near (λ∗, θ) we may get (6.2) and (6.3). Then following the proof ideas of [43, Theorem 2.16] other
conclusions may be obtained.
Remark 6.2. (i) If we only assume that A1, A2 : U
X → X are Gaˆteaux differentiable, and strictly
Fre´chet differentiable at θ ∈ UX , then ψ and F◦λ are C
1−0 and C2−0, respectively. (i) and (6.7) in
Theorem 6.1 do not occur.
(ii) Since A1, A2 : U
X → X are Fre´chet differentiable at θ ∈ UX , as in the proof of [43, Claim 2.17]
we may show: if θ ∈ H is a nondegenerate critical point of Fλ, i.e., Ker(B1(θ) − λB2(θ)) = {θ},
then θ ∈ H0 is such a critical point of F◦λ too.
(iii) Every critical point z of F◦λ in BH(θ, ǫ) ∩ H
0 yields a critical point z + ψ(λ, z) of Fλ, and
z+ψ(λ, z) sits inX. Moreover, if z → θ inH0, then z+ψ(λ, z)→ θ inX. Conversely, every critical
point of Fλ|X near θ ∈ X has the form z + ψ(λ, z), where z ∈ BH(θ, ǫ) ∩H
0 is a critical point of
F◦λ . Clearly, if θ ∈ H is an isolated critical point of Fλ, then θ ∈ H
0 is also an isolated critical point
of F◦λ . However, different from [43, Theorem 2.2], Fλ may have a critical point near θ ∈ H even if
θ ∈ H0 is an isolated critical point of F◦λ . These are important for the following bifurcation theorems.
Corresponding to Corollaries 3.5, 3.6, almost repeating the arguments therein may produce
Corollary 6.3. Under the assumptions of Theorem 6.1, suppose that the eigenvalue λ∗ ∈ R is isolated
and that B2(θ) is either semi-positive or semi-negative. Then (λ
∗, θ) ∈ R × U is a bifurcation point
for the equation
DL1(u) = λDL2(u), u ∈ U, (6.8)
and one of the following alternatives occurs:
(i) (λ∗, θ) is not an isolated solution in {λ∗} × UX of the equation
A1(u) = λA2(u), (λ, u) ∈ R× U
X ; (6.9)
(ii) for every λ ∈ R near λ∗ there is a nontrivial solution uλ of (6.9) in U
X , which converges to θ in
X as λ→ λ∗;
(iii) there is an one-sided neighborhood Λ of λ∗ such that for any λ ∈ Λ \ {λ∗}, (6.9) has at least two
nontrivial solutions in UX , which converge to θ in X as λ→ λ∗.
Corollary 6.4. Under the assumptions of Theorem 6.1, suppose that the operator B1(θ) is invertible
(so (I) of Theorem 6.1 not occuring) and also satisfies one of the following two conditions: (a) positive,
(b) eachHk in (3.26) with L = [B1(θ)]
−1B2(θ) is an invariant subspace of B1(θ) (e.g. these are true
if B1(θ) commutes with B2(θ)), and B1(θ) is either positive or negative onHk0 if λ
∗ = λk0 . Then the
conclusions of Corollary 6.3 are true.
Hypothesis 6.5. Under the assumptions of Theorem 6.1, let G be a compact Lie group acting on H
orthogonally, which induces C1 an action onX. Suppose that U and Li (i = 1, 2) are G-invariant, and
that the associated eigenvalue λ∗ is isolated (this is true if the operator B1(θ) is invertible).
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Similarly, by making some slight modifications for the proof of Theorem 4.1 we may obtain the
corresponding results with it and Corollary 4.5.
Theorem 6.6. Under Hypothesis 6.5, let H0 be the eigenspace of (3.16) associated with λ∗. Suppose
that the Morse indexes of Fλ = L1 − λL2 at θ ∈ H take values µλ∗ and µλ∗ + νλ∗ as λ ∈ R varies
in both sides of λ∗ and is close to λ∗, where µλ∗ and νλ∗ are the Morse index and the nullity of Fλ∗ at
θ, respectively. Then (λ∗, θ) ∈ R×U is a bifurcation point for the equation (6.8). Moreover, if the Lie
group G is equal to Z2 (resp. S
1, dimH0 ≥ 2 and the unit sphere inH0 is not a G-orbit), then one of
the following alternatives holds:
(i) (λ∗, θ) is not an isolated solution in {λ∗} × UX of the equation (6.9);
(ii) there exist left and right neighborhoods Λ− and Λ+ of λ∗ in R and integers n+, n− ≥ 0, such that
n+ + n− ≥ dimH0 (resp. 12 dimH
0) and for λ ∈ Λ− \ {λ∗} (resp. λ ∈ Λ+ \ {λ∗}), (6.9) has
at least n− (resp. n+) distinct G-orbits of solutions different from θ, which converge to θ in X
as λ→ λ∗.
Corollary 6.7. Under Hypothesis 6.5, let H0 be the eigenspace of (3.16) associated with λ∗. If the
assumptions of one of Corollaries 6.3, 6.4 are satisfied, then the conclusions of Theorem 6.6 hold true.
Hypothesis 6.8. Under Hypothesis 6.5, assume Ker(B1(θ)− λ
∗B2(θ)) ∩ Fix(G) = {θ}.
Now the C2 functional F◦λ : BH(θ, ǫ) ∩H
0 → R in (6.5) is G-invariant and its gradient is
∇F◦λ(z) = P
0
[
A1(z + ψ(λ, z)) − λA2(z + ψ(λ, z))
]
|H0 (6.10)
for z ∈ BH0(θ, ǫ) ∩ H
0 by (6.6). Replacing the flow of (5.14) and the space H0λ∗ by that of z˙ =
−∇F◦λ(z) and the space H
0, respectively, let d be defined by (5.15). Corresponding to Theorem 5.6
we may get another generalization of [3, Theorem 3.1].
Theorem 6.9. Under Hypothesis 6.8, suppose that all eigenspaces of the eigenvalue problem (6.1) are
contained in X (so Eλ ⊂ X). If the number d is positive, then (λ
∗, θ) ∈ R × U is a bifurcation point
for the equation (6.8) and one of the following alternatives occurs:
(i) (λ∗, θ) is not an isolated solution in {λ∗} × UX of the equation (6.9);
(ii) there exist left and right neighborhoods Λl and Λr of λ
∗ in R and integers il, ir ≥ 0 such that
il + ir ≥ d and for any λ ∈ Λl \ {λ
∗} (resp. λ ∈ Λr \ {λ
∗}), (6.9) has at least il (resp. ir)
distinct nontrivial solution orbits, which converge to θ inX as λ→ λ∗.
Under Hypothesis 6.8, the corresponding generalizations of Theorem 7.12 and Corollary 7.13 in
[2] can also be stated directly. A more general version of Theorem 6.1 as Theorem A.5 may be proved
and therefore these and Theorem 6.9 may be given in that setting.
Corresponding to Theorem 6.1 and bifurcation theorems above we may write the parameterized
versions of the splitting lemmas at infinity in [39], and then use them to derive some theorems of
bifurcations at infinity. Of course, it is also possible to give corresponding bifurcation results at infinity
with those of Sections 2, 3, 4. These will be explored later.
7 Bifurcations for quasi-linear elliptic systems
We always assume integers N ≥ 1, n > 1, N0 = N ∪ {0} and Ω ⊂ R
n to be a bounded domain with
boundary ∂Ω. See [44] for case n = 1. (In fact, many arguments can be generalized to the case of
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unbounded domains Ω ⊂ Rn with [66].) Moreover, we shall not pursue that our results are given in the
weakest condition, and are only satisfied with showing our methods. (For example, we only consider
the Dirichlet boundary conditions in many results; other boundary problems will be considered.) After
some preliminaries in Section 7.1 we give a few bifurcation results for quasi-linear elliptic systems
with growth restrictions in Section 7.2. As applications of theorems in Section 5, some bifurcation
theorems for quasi-linear elliptic systems without growth restrictions are obtained in Section 7.3. In
Section 7.4 we study bifurcations from deformations of domains and generalize previous results. To
shorten the length of the article, we do not consider to use our methods improving bifurcation results
for geometric variational problems such as [10] and [6, 7], etc.
7.1 Structural hypotheses and preliminaries
In [43] we introduced the following (denoted by Hypothesis F2,N in [42]).
Hypothesis F2,N,m,n. For each multi-index γ as above, let
2γ ∈ (2,∞) if |γ| = m− n/2, 2γ =
2n
n− 2(m− |γ|)
if m− n/2 < |γ| ≤ m,
2′γ = 1 if |γ| < m− n/2, 2
′
γ =
2γ
2γ − 1
if m− n/2 ≤ |γ| ≤ m;
and for each two multi-indexes α, β as above, let 2αβ = 2βα be defined by the conditions
2αβ = 1−
1
2α
−
1
2β
if |α| = |β| = m,
2αβ = 1−
1
2α
if m− n/2 ≤ |α| ≤ m, |β| < m− n/2,
2αβ = 1 if |α|, |β| < m− n/2,
0 < 2αβ < 1−
1
2α
−
1
2β
if |α|, |β| ≥ m− n/2, |α| + |β| < 2m.
Let M(k) be the number of n-tuples α = (α1, · · · , αn) ∈ (N0)
n of length |α| := α1 + · · · +
αn ≤ k, M0(k) = M(k) −M(k − 1), k = 0, · · · ,m, where M(−1) = ∅ and M(0) = M0(0)
only consists of 0 = (0, · · · , 0) ∈ (N0)
n. Write ξ ∈
∏m
k=0R
N×M0(k) as ξ = (ξ0, · · · , ξm), where
ξ0 = (ξ1
0
, · · · , ξN
0
)T ∈ RN and for k = 1, · · · ,m, ξk =
(
ξiα
)
∈ RN×M0(k), where 1 ≤ i ≤ N and
|α| = k. Denote by ξk◦ = {ξ
k
α : |α| < m − n/2} for k = 1, · · · , N . Let Ω ×
∏m
k=0R
N×M0(k) ∋
(x, ξ) 7→ F (x, ξ) ∈ R be twice continuously differentiable in ξ for almost all x, measurable in x for
all values of ξ, and F (·, ξ) ∈ L1(Ω) for ξ = 0. Suppose that derivatives of F fulfill the following
properties:
(i) For i = 1, · · · , N and |α| ≤ m, functions F iα(x, ξ) := Fξiα(x, ξ) for ξ = 0 belong to L
1(Ω) if
|α| < m− n/2, and to L2
′
α(Ω) ifm− n/2 ≤ |α| ≤ m.
(ii) There exists a continuous, positive, nondecreasing functions g1 such that for i, j = 1, · · · , N and
|α|, |β| ≤ m functions Ω× RM(m) → R, (x, ξ) 7→ F ijαβ(x, ξ) := Fξiαξ
j
β
(x, ξ) satisfy:
|F ijαβ(x, ξ)| ≤ g1(
N∑
k=1
|ξk◦ |)
1 + N∑
k=1
∑
m−n/2≤|γ|≤m
|ξkγ |
2γ
2αβ . (7.1)
(iii) There exists a continuous, positive, nondecreasing functions g2 such that
N∑
i,j=1
∑
|α|=|β|=m
F ijαβ(x, ξ)η
i
αη
j
β ≥ g2(
N∑
k=1
|ξk◦ |)
N∑
i=1
∑
|α|=m
(ηiα)
2 (7.2)
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for any η = (ηiα) ∈ R
N×M0(m).
Note: Ifm ≤ n/2 the functions g1 and g2 should be understand as positive constants.
In [43, Proposition A.1] it was proved that Hypothesis F2,N,1,n is weaker than the controllable
growth conditions (abbreviated to CGC below) [28, page 40] (that is, the so-called ‘common condition
of Morrey’ or ‘the natural assumptions of Ladyzhenskaya and Ural’tseva’ [28, page 38,(I)]).
CGC: Ω×RN ×RN×n ∋ (x, z, p) 7→ F (x, z, p) ∈ R is of class C2, and there exist positive constants
ν, µ, λ,M1,M2, such that
ν
(
1 +
∑N
l=1 |zl|
2 +
∑N
k=1 |p
k
α|
2
)
− λ ≤ F (x, z, p) ≤ µ
(
1 +
∑N
l=1 |zl|
2 +
∑N
k=1 |p
k
α|
2
)
,
|Fpiα(x, z, p)|, |Fpiαxl(x, z, p)|, |Fzj (x, z, p)|, |Fzjxl(x, z, p)| ≤ µ
(
1 +
∑N
l=1 |zl|
2 +
∑N
k=1 |p
k
α|
2
)1/2
,
|Fpiαzj (x, z, p)|, |Fzizj(x, z, p)| ≤ µ,
M1
∑N
i=1
∑
|α|=1(η
i
α)
2 ≤
∑N
i,j=1
∑
|α|=|β|=1 Fpiαp
j
β
(x, z, p)ηiαη
j
β ≤M2
∑N
i=1
∑
|α|=1(η
i
α)
2
∀η = (ηiα) ∈ R
N×n.
Moreover, if F = F (x, p) does not depend explicitly on z, the first three lines are replaced by
ν
(
1 +
∑N
k=1 |p
k
α|
2
)
− λ ≤ F (x, p) ≤ µ
(
1 +
∑N
k=1 |p
k
α|
2
)
and
|Fpiα(x, p)|, |Fpiαxl(x, p)| ≤ µ
(
1 +
∑N
k=1 |p
k
α|
2
)1/2
.
A bounded domain Ω in Rn is said to be a Sobolev domain for (2,m, n) if the Sobolev embeddings
theorems for the spacesWm,2(Ω) hold. LetWm,20 (Ω,R
N ) be equipped with the usual inner product
(~u,~v)H =
N∑
i=1
∑
|α|=m
∫
Ω
DαuiDαvidx. (7.3)
The following two theorems are contained in [42, Theorem 4.1] (or [43, Theorems 4.1,4.2]).
Theorem 7.1. Given integers m,N ≥ 1, n ≥ 2, let Ω ⊂ Rn be a Sobolev domain for (2,m, n), and
let V0 be a closed subspace ofW
m,2(Ω,RN ) and V = ~w + V0 for some ~w ∈W
m,2(Ω,RN ). Suppose
that (i)-(ii) in Hypothesis F2,N,m,n hold. Then we have
A). The restriction FV of the functional
Wm,2(Ω,RN ) ∋ ~u 7→ F(~u) =
∫
Ω
F (x, ~u, · · · ,Dm~u)dx (7.4)
to V is bounded on any bounded subset, of class C1, and the derivative F′V (~u) of it at ~u is given by
〈F′V (~u), ~v〉 =
N∑
i=1
∑
|α|≤m
∫
Ω
F iα(x, ~u(x), · · · ,D
m~u(x))Dαvidx, ∀~v ∈ V0. (7.5)
Moreover, the map V ∋ ~u→ F′V (~u) ∈ V
∗
0 also maps bounded subset into bounded ones.
B). At each ~u ∈ V , the map F′V has the Gaˆteaux derivative DF
′
V (~u) ∈ L (V0, V
∗
0 ) given by
〈DF′V (~u)[~v], ~ϕ〉 =
N∑
i,j=1
∑
|α|,|β|≤m
∫
Ω
F ijαβ(x, ~u(x), · · · ,D
m~u(x))Dβvj ·Dαϕidx. (7.6)
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(Equivalently, the gradient map of FV , V ∋ ~u 7→ ∇FV (~u) ∈ V0, given by (∇FV (~u), ~v)m,2 =
〈F′V (~u), ~v〉 ∀~v ∈ V0, has the Gaˆteaux derivative D(∇FV )(~u) ∈ Ls(V0) at every ~u ∈ V .) More-
over, DF′V also satisfies the following properties:
(i) For every given R > 0, {DF′V (~u) | ‖~u‖m,p ≤ R} is bounded in Ls(V0). Consequently, FV is of
class C2−0.
(ii) For any ~v ∈ V0, ~uk → ~u0 implies DF
′
V (~uk)[~v]→ DF
′
V (~u0)[~v] in V
∗
0 .
(iii) If F (x, ξ) is independent of all variables ξkα, |α| = m, k = 1, · · · , N , then V ∋ ~u 7→ DF
′
V (~u) ∈
L (V0, V
∗
0 ) is continuous, (i.e., FV is of class C
2), and D(∇FV )(~u) : V0 → V0 is completely
continuous for linear operator each ~u ∈ V .
Theorem 7.2. Under assumptions of Theorem 7.1, suppose that (iii) in Hypothesis F2,N,m,n is also
satisfied. Then
C). F′ : Wm,2(Ω,RN )→ (Wm,2(Ω,RN ))∗ is of class (S)+.
D). For u ∈ V , let D(∇FV )(~u), P (~u) and Q(~u) be operators in L (V0) defined by
(D(∇FV )(~u)[~v], ~ϕ)m,2 =
N∑
i,j=1
∑
|α|,|β|≤m
∫
Ω
F ijαβ(x, ~u(x), · · · ,D
m~u(x))Dβvj ·Dαϕidx,
(P (~u)~v, ~ϕ)m,2 =
N∑
i,j=1
∑
|α|=|β|=m
∫
Ω
F ijαβ(x, ~u(x), · · · ,D
m~u(x))Dβvj ·Dαϕidx
+
N∑
i=1
∑
|α|≤m−1
∫
Ω
Dαvi ·Dαϕidx,
(Q(~u)~v, ~ϕ)m,2 =
N∑
i,j=1
∑
|α|+|β|<2m
∫
Ω
F ijαβ(x, ~u(x), · · · ,D
m~u(x))Dβvj ·Dαϕidx
−
N∑
i=1
∑
|α|≤m−1
∫
Ω
Dαvi ·Dαϕidx,
respectively. (If V ⊂ Wm,20 (Ω,R
N ), the final terms in the definitions of P and Q may be deleted.)
Then D(∇FV ) = P +Q, and
(i) for any ~v ∈ V0, the map V ∋ ~u 7→ P (~u)~v ∈ V0 is continuous;
(ii) for every given R > 0 there exist positive constants C(R,n,m,Ω) such that
(P (~u)~v,~v)m,2 ≥ C‖~v‖
2
m,2, ∀~v ∈ V0, ∀~u ∈ V with ‖~u‖m,2 ≤ R;
(iii) V ∋ ~u 7→ Q(~u) ∈ L (V0) is continuous, and Q(~u) is completely continuous for each ~u;
(iv) for every given R > 0 there exist positive constants Cj(R,n,m,Ω), j = 1, 2 such that
(D(∇FV )(~u)[~v], ~v)m,2 ≥ C1‖~v‖
2
m,2 − C2‖~v‖
2
m−1,2, ∀~v ∈ V0, ∀~u ∈ V with ‖~u‖m,2 ≤ R.
Remark 7.3. As noted in [43, Remark 4.4], Theorems 7.1,7.2 and thus all results above have also more
general versions in the setting of [57, 51]. In particular, Ω ⊂ Rn may be replaced by the torus Tn =
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R
n/Zn. In this situation, F in Hypothesis F2,N,m,n is understood as a function R
n×
∏m
k=0R
N×M0(k),
which is not only 1-periodic in each variable xi, i = 1, · · · , n, but also satisfies Hypothesis F2,N,m,n
with Ω = [0, 1]n. Then all previous results in this section also hold if Wm,2(Ω,RN ) is replaced by
Wm,2(Tn,RN ).
The tori Tn and T1 act onWm,2(Tn,RN ) by the isometric linear representations
([t1, · · · , tn] · ~u)(x1, · · · , xn) = ~u(x1 + t1, · · · , xn + tn), [t1, · · · , tn] ∈ T
n, (7.7)
and ([t] · ~u)(x1, · · · , xn) = ~u(x1 + t, · · · , xn + t), [t] ∈ T
1. (7.8)
The set of fixed points of the action in (7.7), Fix(Tn), consists of all constant vector functions from
T
n to RN . Under Hypothesis 7.4 with Ω replaced by Tn, every critical orbit different from points in
Fix(Tn) must be homeomorphic to some T s, 1 ≤ s ≤ n.
If S1 = T1 acts on Rn by the orthogonal representation, and Ω is symmetric under the action, we
get a S1 action onWm,2(Ω,RN ) andWm,20 (Ω,R
N ) by
([t] · ~u)(x) = ~u([t] · x), [t] ∈ S1. (7.9)
There exists a natural Z2-action onW
m,2(Ω,RN ) given by
[0] · ~u = ~u, [1] · ~u = −~u, ∀~u ∈Wm,2(Ω,RN ). (7.10)
If Ω is symmetric with respect to the origin, there is also another obvious Z2-action onW
m,2(Ω,RN ),
[0] · ~u = ~u, ([1] · ~u)(x) = ~u(−x), ∀~u ∈Wm,2(Ω,RN ). (7.11)
Hypothesis 7.4. Let Ω ⊂ Rn be a bounded Sobolev domain, N ∈ N, and functions
F : Ω×
m∏
k=0
R
N×M0(k) → R and K : Ω×
m−1∏
k=0
R
N×M0(k) → R (7.12)
satisfy Hypothesis F2,N,m,n and (i)-(ii) in Hypothesis F2,N,m,n, respectively. Let V0 be a closed
subspace ofWm,2(Ω,RN ) containing Wm,20 (Ω,R
N ), and V = ~w + V0 for some ~w ∈W
m,2(Ω,RN ).
Consider (generalized) bifurcation solutions of the boundary value problem corresponding to V :∑
|α|≤m
(−1)|α|DαF iα(x, ~u, · · · ,D
m~u) = λ
∑
|α|≤m−1
(−1)|α|DαKiα(x, ~u, · · · ,D
m−1~u),
i = 1, · · · , N. (7.13)
Call ~u ∈ V a generalized solution of (7.13) if it is a critical point of the functional FV − λKV , where
FV is as in Theorem 7.1, and KV is the restrictions of K(~u) =
∫
ΩK(x, ~u, · · · ,D
m−1~u)dx to V .
7.2 Bifurcations for quasi-linear elliptic systems with growth restrictions
By the above Theorem 7.2 and [55, Theorem 7.1, Chapter 4] we immediately obtain the following,
which in N = 1 is a special case of [55, Theorem 7.2, Chapter 4].
Theorem 7.5. Under Hypothesis 7.4, assume V = V0 and
30 Guangcun Lu
(i) the functionals FV and KV are even, FV (~0) = KV (~0) = 0, KV (~u) 6= 0 and K
′
V (~u) 6= 0 for any
~u ∈ V \ {~0};
(ii) 〈F′V (~u), ~u〉 ≥ ν(‖~u‖m,2), where ν(t) is a continuous function and positive for t > 0;
(iii) FV (~u)→ +∞ as ‖~u‖m,2 →∞.
Then for any c > 0 there exists at least a sequence (λj , ~uj) ⊂ R× F
−1
V (c) satisfying (7.13).
By Theorems 3.2, 7.2 we have
Theorem 7.6. Under Hypothesis 7.4, let ~u0 ∈ V satisfy F
′
V (~u0) = 0 and K
′
V (~u0) = 0. Suppose that
(λ∗, ~u0) is a bifurcation point for (7.13). Then the linear problem
N∑
j=1
∑
|α|,|β|≤m
(−1)|α|Dα
[
F ijαβ(x, ~u0(x), · · · ,D
m~u0(x))D
βvj
]
= λ
N∑
j=1
∑
|α|,|β|≤m−1
(−1)|α|Dα
[
Kijαβ(x, ~u0(x), · · · ,D
m−1~u0(x))D
βvj
]
,
i = 1, · · · , N (7.14)
with λ = λ∗ has a nontrivial solution in V0, i.e., ~u0 is a degenerate critical point of FV − λ
∗KV .
Conversely, if ~u0 is a degenerate critical point of the functional FV − λ
∗KV , in order to guarantee
that (λ∗, ~u0) is a bifurcation point for (7.13) we also need to make:
Hypothesis 7.7. Under Hypothesis 7.4, assume that ~u0 ∈ V satisfy F
′
V (~u0) = 0 and K
′
V (~u0) = 0,
and that the linear problem
N∑
j=1
∑
|α|,|β|≤m
(−1)|α|Dα
[
F ijαβ(x, ~u0(x), · · · ,D
m~u0(x))D
βvj
]
= 0, i = 1, · · · , N (7.15)
have no nontrivial solutions in V0, i.e., F
′′
V (~u0) ∈ L (V0) has a bounded linear inverse.
Under Hypothesis 7.7, by the arguments above Theorem 3.4, all eigenvalues of (7.14) form a dis-
crete subset of R, {λj}
∞
j=1, which contains no zero and satisfies |λj | → ∞ as j →∞; moreover, each
λj has finite multiplicity. Let Ej ⊂ V0 be the eigensubspace of (7.14) associated with the eigenvalue
λj , j = 1, 2, · · · . From Corollary 3.6 and Theorem 7.2 we derive
Theorem 7.8. Under Hypothesis 7.7, for an eigenvalue λ∗ of (7.14) as above, assume that one of the
following two conditions holds:
(a) F′′V (~u0) is positive, i.e., for each ~v ∈ V0 \ {~0},
N∑
i,j=1
∑
|α|,|β|≤m
∫
Ω
F ijαβ(x, ~u0(x), · · · ,D
m~u0(x))D
βvj(x)Dαvi(x)dx > 0; (7.16)
(b) each eigensubspace of (7.14) in V0 is an invariant subspace of F
′′
V (~u0), and F
′′
V (~u0) is either
positive or negative on the eigensubspace of (7.14) associated with λ∗ in V0.
Then (λ∗, ~u0) ∈ R× V is a bifurcation point of (7.13), and one of the following alternatives occurs:
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(i) (λ∗, ~u0) is not an isolated solution of (7.13) in {λ
∗} × V ;
(ii) for every λ ∈ R near λ∗ there is a nontrivial solution ~uλ of (7.13) converging to ~u0 as λ→ λ
∗;
(iii) there is an one-sided neighborhood Λ of λ∗ such that for any λ ∈ Λ \ {λ∗}, (7.13) has at least
two nontrivial solutions converging to ~u0 as λ→ λ
∗.
Remark 7.9. When N = 1, V =Wm,20 (Ω), and for some c > 0 it holds that
(F′V (u), u)m,2 ≥ c‖u‖
2
m,2 (7.17)
near 0 ∈ V , it was proved in [56, Chap.1, Theorem 3.5] that (λ∗, 0) is a bifurcation point of (7.13) if
and only if λ∗ is an eigenvalue of (7.14) with u = 0. Since F′V (0) = 0, it is clear that (7.17) implies
F′′V (0) to be positive definite. Hence Theorem 7.6 and Theorem 7.8 contains [56, Chap.1, Theorem 3.5]
as a special example.
By Corollaries 3.5, 6.3 and Theorem 7.2 we get:
Theorem 7.10. The conditions (a) and (b) in Theorem 7.8 may be replaced by “K′′V (~u0) is semi-
positive” and “K′′V (~u0) is semi-negative”, respectively.
Corollaries 4.5,6.7 and Theorem 7.2 yield the following two results.
Theorem 7.11. Under Hypothesis 7.7 with V = V0 and ~u0 = 0, let λ
∗ be an eigenvalue of (7.14), and
K′′V (0) is either semi-positive or semi-negative. Suppose also that both F (x, ξ) and K(x, ξ) are even
with respect to ξ, and that the solution space Eλ∗ of the linear problem (7.14) with λ = λ
∗ in V has
dimension at least two. Then one of the following alternatives holds:
(i) (λ∗, 0) is not an isolated solution of (7.13) in {λ∗} × V ;
(ii) there exist left and right neighborhoods Λ− and Λ+ of λ∗ in R and integers n
+, n− ≥ 0, such that
n++n− ≥ dimEλ∗ and for λ ∈ Λ
− \{λ∗} (resp. λ ∈ Λ+ \{λ∗}), (7.13) has at least n− (resp.
n+) distinct pairs of solutions of form {~u,−~u} different from 0, which converge to 0 as λ→ λ∗.
In particular, (7.13) has at least dimEλ∗ distinct pairs of solutions of form {~u,−~u} different from
(λ∗, 0) in any neighborhood of (λ∗, 0) ∈ R× V .
Theorem 7.12. Under Hypothesis 7.7 with V = V0 and ~u0 = ~0, let λ
∗ be an eigenvalue of (7.14), and
K′′V (
~0) is either semi-positive or semi-negative. Suppose also that the solution space Eλ∗ of the linear
problem (7.14) with λ = λ∗ in V has dimension at least two. We have:
(I) If Ω is symmetric with respect to the origin, both FV and KV are invariant for the Z2-action in
(7.11), then the first conclusion in Theorem 7.11, after “pairs of solutions of form {~u,−~u}”
being changed into “pairs of solutions of form {~u(·), ~u(−·)}”, still holds.
(II) Let S1 act on Rn by the orthogonal representation, and Ω be symmetric under the action, let both
FV and KV are invariant for the S
1 action on V0 = W
m,2
0 (Ω,R
N ) in (7.9). If the unit sphere in
Eλ∗ is not an orbit for the S
1 action, then the first conclusion of Theorem 7.11, after “pairs of
solutions of form {~u,−~u}” being changed into “critical S1-orbits”, may be moved to this place.
Remark 7.13. All bifurcation results above still hold ifK and KV are replaced by F̂ and F̂V , respec-
tively, and λ∗ = 0, where F̂ : Ω×
∏m
k=0R
N×M0(k) → R satisfy Hypothesis F2,N,m,n.
Remark 7.14. By Remark 7.3, many of the above results also hold if Ω ⊂ Rn is replaced by the torus
T
n = Rn/Zn.
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The following is a result associated with Theorems 5.4.2, 5.7.4 in [25].
Theorem 7.15. Let Ω ⊂ Rn be a bounded Sobolev domain, N ∈ N. Suppose that
Ω×
m∏
k=0
R
N×M0(k) × [0, 1] ∋ (x, ξ, λ) 7→ F (x, ξ;λ) ∈ R
is differentiable with respect to λ, and satisfies the following conditions:
(i) All F (·;λ) satisfy Hypothesis F2,N,m,n uniformly with respect to λ ∈ [0, 1], i.e., the inequalities
(7.1) and (7.2) are uniformly satisfied for all λ ∈ [0, 1].
(ii) For 2′α = 1 in Hypothesis F2,N,m,n, it holds that
sup
|α|≤m
sup
1≤i≤N
sup
λ
∫
Ω
[
|DλF (x, 0;λ)| + |DλF
i
α(x, 0;λ)|
2′α
]
dx <∞.
(iii) For all i = 1, · · · , N and |α| ≤ m,
|DλF
i
α(x, ξ;λ)| ≤ |DλF
i
α(x, 0;λ)|
+g(
N∑
k=1
|ξk0 |)
∑
|β|<m−n/2
(
1 +
N∑
k=1
∑
m−n/2≤|γ|≤m
|ξkγ |
2γ
)2αβ
+g(
N∑
k=1
|ξk0 |)
N∑
l=1
∑
m−n/2≤|β|≤m
(
1 +
N∑
k=1
∑
m−n/2≤|γ|≤m
|ξkγ |
2γ
)2αβ
|ξlβ|;
where g : [0,∞) → R is a continuous, positive, nondecreasing function, and is constant if
m < n/2.
Let V0 be a closed subspace ofW
m,2(Ω,RN ) and V = ~w+V0 for some ~w ∈W
m,2(Ω,RN ). For each
λ ∈ [0, 1], suppose that the functional
V ∋ ~u 7→ Fλ(~u) =
∫
Ω
F (x, ~u, · · · ,Dm~u;λ)dx
has a critical point ~uλ such that [0, 1] ∋ λ 7→ ~uλ ∈ V is continuous. Then one of the following
alternatives occurs:
(I) There exists certain λ0 ∈ [0, 1] such that (λ0, ~uλ0) is a bifurcation point of ∇Fλ(~u) = 0.
(II) Each ~uλ is an isolated critical point of Fλ and C∗(Fλ, ~uλ;K) = C∗(F0, ~u0;K) for all λ ∈ [0, 1];
moreover, ~uλ is a local minimizer of Fλ if and only if ~u0 is a local minimizer of F0.
If DλF (·;λ) uniformly satisfy the inequalities (7.1) and (7.2) for all λ ∈ [0, 1], (ii) can yield (iii).
When N = 1 and V = Wm,20 (Ω,R
N ), (II) and (I), in some sense, generalize Theorems 5.4.2, 5.7.4 in
[25], respectively.
Proof of Theorem 7.15. Suppose that (I) does not hold. Then each ~uλ is an isolated critical point of
Fλ. Since [0, 1] ∋ λ 7→ ~uλ ∈ V is continuous, we may find a bounded open subset O in V such that ~uλ
is a unique critical point of Fλ contained in the closure O of O . Take R > 0 such that O ⊂ BV (θ,R).
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As in the proof of [42, (4.8)] we may derive from (iii) that with 2′α in (ii),
|DλF (x, ξ;λ)| ≤ |DλF (x, 0;λ)| +
( N∑
k=1
|ξk0 |
) N∑
i=1
∑
|α|<m−n/2
|DλF
i
α(x, 0;λ)|
+
N∑
i=1
∑
m−n/2≤|α|≤m
|DλF
i
α(x, 0;λ)|
qα + ĝ(
N∑
k=1
|ξk0 |)
(
1 +
N∑
l=1
∑
m−n/2≤|α|≤m
|ξlα|
2α
)
for all (x, ξ, λ) and some continuous, positive, nondecreasing function ĝ : [0,∞)→ R. Thus for every
given R > 0, as before we have a constant C = C(m,n,N,R) > 0 such that
sup
{ ∑
|α|<m−n/2
|Dα~u(x)|
∣∣∣∣ x ∈ Ω} < C, ∀~u ∈Wm,2(Ω,RN ) with ‖~u‖m,2 ≤ R.
It follows that for any λi ∈ [0, 1], i = 1, 2,
|Fλ1(~u)− Fλ2(~u)| ≤ |λ2 − λ1|
∫
Ω
sup
λ
|DλF (x, ~u, · · · ,D
m~u;λ)|dx
≤ |λ2 − λ1|
[
sup
λ
∫
Ω
|DλF (x, 0;λ)|dx + C
N∑
i=1
∑
|α|<m−n/2
sup
λ
∫
Ω
|DλF
i
α(x, 0;λ)|dx
+
N∑
i=1
∑
m−n/2≤|α|≤m
sup
λ
∫
Ω
|DλF
i
α(x, 0;λ)|
qαdx
+ĝ(C)
∫
Ω
(
1 +
N∑
l=1
∑
m−n/2≤|α|≤m
|Dαul|2α
)
dx
]
.
This implies that [0, 1] ∋ λ 7→ Fλ is continuous in C
0(B¯V (θ,R)). Similarly, (ii)–(iii) yield the con-
tinuity of the map [0, 1] ∋ λ 7→ ∇Fλ in C
0(B¯V (θ,R), V ). Hence the map [0, 1] ∋ λ 7→ Fλ is
continuous in C1(B¯V (θ,R)). As in Step 1 of the proof of Theorem 2.1, the stability of critical groups
(cf. [18, Theorem III.4] and [22, Theorem 5.1]) leads to the first claim in (II).
For the second claim, it suffices to prove that ~u0 is a local minimizer of F0 provided ~uλ is a local
minimizer of Fλ. Since ~uλ is an isolated critical point of Fλ, by Example 1 in [15, page 33] we have
Cq(Fλ, ~uλ;K) = δq0K for q = 0, 1, · · · . It follows that Cq(F0, ~u0;K) = δq0K for q = 0, 1, · · · . By
[43, Theorem 2.3] (or [42, Theorem 2.3]), this means that the Morse index of F0 at ~u0 must be zero.
We can assume ~u0 = θ after replaceing F0 by F0(~u0 + ·). So Cq(F
◦
0, θ;K) = δq0K for q = 0, 1, · · · .
Then θ is a local minimizer of F◦0 by Example 4 in [15, page 43]. It follows from [43, Theorem 2.2]
(or [42, Theorem 2.2]) that ~u0 = θ must be a local minimizer of F0. ✷
7.3 Bifurcations for quasi-linear elliptic systems without growth restrictions
Now let us begin with some applications of results in Section 5. For simplicity we only consider the
Dirichlet boundary conditions. So till the end of this subsection, we take the Hilbert space H :=
Wm,20 (Ω,R
N ) with the usual inner product (7.3). The following special case of [50, Theorem 6.4.8] is
key for our arguments in this subsection.
Proposition 7.16. For a real p ≥ 2 and an integer k ≥ m + np , let Ω ⊂ R
n be a bounded domain
with boundary of class Ck−1,1, N ∈ N, and let bounded and measurable functions on Ω, Aijαβ , i, j =
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1, · · · , N , |α|, |β| ≤ m, fulfill the following conditions:
(i) Aijαβ ∈ C
k+|α|−2m−1,1(Ω) if 2m− k < |α| ≤ m,
(ii) there exists c0 > 0 such that
N∑
i,j=1
∑
|α|=|β|=m
∫
Ω
Aijαβη
i
αη
j
β ≥ c0
N∑
i=1
∑
|α|=m
|ηiα|
2, ∀η ∈ RN×M0(m).
Suppose that ~u = (u1, · · · , uN ) ∈Wm,20 (Ω,R
N ) and λ ∈ (−∞, 0] satisfy
N∑
i,j=1
∑
|α|,|β|≤m
∫
Ω
(Aijαβ − λδijδαβ)D
βui ·Dαvjdx = 0 ∀v ∈Wm,20 (Ω,R
N ).
Then ~u ∈ W k,p(Ω,RN ). Moreover, for fj =
∑
|α|≤m(−1)
|α|Dαf jα, where f
j
α ∈ W k−2m+|α|,p(Ω) if
|α| > 2m− k, and f jα ∈ Lp(Ω) if |α| ≤ 2m− k, suppose that ~u ∈W
m,2
0 (Ω,R
N ) satisfy∫
Ω
N∑
j=1
∑
|α|≤m
 N∑
i=1
∑
|β|≤m
AijαβD
βui − f jα
Dαvjdx = 0, ∀v ∈Wm,20 (Ω,RN ),
we have also ~u ∈W k,p(Ω,RN ).
Theorem 7.17. Let a real p ≥ 2, integers k and m satisfy k > m+ np , and let Ω ⊂ R
n be a bounded
domain with boundary of class Ck−1,1,N ∈ N. Denote byXk,p the Banach subspaceW
k,p(Ω,RN )∩
Wm,20 (Ω,R
N ) of W k,p(Ω,RN ). (It may be continuously embedded to the space Cm(Ω,RN ), and is
dense in H). Let the functions F and K as in (7.12) be of class Ck−m+3, and let ~u0 ∈ C
k(Ω,RN ) ∩
W 2,m0 (Ω,R
N ) be a common critical point of functionals onXk,p given by
L1(~u) =
∫
Ω
F (x, ~u,D~u, · · · ,Dm~u)dx, ~u ∈ Xk,p, (7.18)
L2(~u) =
∫
Ω
K(x, ~u,D~u, · · · ,Dm−1~u)dx, ~u ∈ Xk,p. (7.19)
Suppose also: (a) there exists some c > 0 such that for all x ∈ Ω and for all η = (ηiα) ∈ R
N×M0(m),
N∑
i,j=1
∑
|α|=|β|=m
F ijαβ(x, ~u0(x), · · · ,D
m~u0(x))η
i
αη
j
β ≥ c
N∑
i=1
∑
|α|=m
(ηiα)
2; (7.20)
(b) either
N∑
i,j=1
∑
|α|,|β|≤m−1
∫
Ω
Kijαβ(x, ~u0(x), · · · ,D
m−1~u0(x))D
βvj(x)Dαvi(x)dx ≥ 0 ∀v ∈ H
or
N∑
i,j=1
∑
|α|,|β|≤m−1
∫
Ω
Kijαβ(x, ~u0(x), · · · ,D
m−1~u0(x))D
βvj(x)Dαvi(x)dx ≤ 0 ∀v ∈ H;
(c) λ∗ ∈ R is an isolated eigenvalue of the linear eigenvalue problem (7.14) with v ∈ H .
Then (λ∗, ~u0) ∈ R×Xk,p is a bifurcation point of
dL1(~u) = λdL2(~u), (λ, ~u) ∈ R×Xk,p, (7.21)
and one of the following alternatives occurs:
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(i) (λ∗, ~u0) is not an isolated solution of (7.21) in {λ
∗} ×Xk,p;
(ii) for every λ ∈ R near λ∗ there is a nontrivial solution ~uλ of (7.21) converging to ~u0 as λ→ λ
∗;
(iii) there is an one-sided neighborhood Λ of λ∗ such that for any λ ∈ Λ \ {λ∗}, (7.21) has at least
two nontrivial solutions converging to ~u0 as λ→ λ
∗.
Proof. For s < 0 letW s,p(Ω,RN ) = [W−s,p
′
0 (Ω,R
N )]∗ as usual, where p′ = p/(p− 1). Note that the
mth power of the Laplace operator, △m : Xk,p → W
k−2m,p(Ω,RN ), is an isomorphism, and that its
inverse, denoted by△−m, is fromW k−2m,p(Ω,RN ) to Xk,p.
Since the functions F and K are of class Ck−m+3, and Xk,p →֒ C
m(Ω,RN ) is continuous, using
ω-lemma (cf. [69, Lemma 2.96]) we proved below [43, Theorem 4.20]: I) the functionals L1 and L2
are Ck−m+3; II) operators A1, A2 : Xk,p → Xk,p given by
A1(~u) = △
−m
N∑
i=1
∑
|α|≤m
(−1)m+|α|Dα(F iα(·, ~u(·), · · · ,D
m~u(·))), (7.22)
A2(~u) = △
−m
N∑
i=1
∑
|α|≤m−1
(−1)m+|α|Dα(Kiα(·, ~u(·), · · · ,D
m−1~u(·))) (7.23)
are of classC2, thus locally uniformly continuously differentiable and mapsB1, B2 : Xk,p → Ls(Xk,p)
given by
B1(~u)~v = △
−m
N∑
i,j=1
∑
|α| ≤ m,
|β| ≤ m
(−1)m+|α|Dα(F ijαβ(·, ~u(·), · · · ,D
m~u(·))Dβvj), (7.24)
B2(~u)~v = △
−m
N∑
i,j=1
∑
|α| ≤ m− 1,
|β| ≤ m− 1
(−1)m+|α|Dα(Kijαβ(·, ~u(·), · · · ,D
m−1~u(·))Dβvj)
(7.25)
are of class C1; III)B1 andB2 as maps fromXk,p toLs(H) are uniformly continuous on any bounded
subsets ofXk,p because the above two equalities can be used to extendB1(~u) andB2(~u) into operators
in L (H), also denoted by B1(~u) and B2(~u), see Claim 4.17 in [43].
It is easily checked that
dL1(~u)[~v] = (A1(~u), ~v)H , dA1(~u)[~v] = B1(~u)~v, ∀~u,~v ∈ Xk,p,
dL2(~u)[~v] = (A2(~u), ~v)H , dA2(~u)[~v] = B2(~u)~v, ∀~u,~v ∈ Xk,p.
These show thatL1,L2 : Xk,p → R are two (B(~u, r),H)-regular functionals for some ballB(~u, r) ⊂
Xk,p centred at any given ~u ∈ Xk,p.
For each ~u ∈ Xk,p, we may write B1(~u) = P1(~u) +Q1(~u), where
P1(~u)~v = △
−m
N∑
i,j=1
∑
|α|=|β|=m
(−1)m+|α|Dα(F ijαβ(·, ~u(·), · · · ,D
m~u(·))Dβvj), (7.26)
Q1(~u)~v = △
−m
N∑
i,j=1
∑
|α| ≤ m, |β| ≤ m,
|α|+ |β| < 2m
Dα(F ijαβ(·, ~u(·), · · · ,D
m~u(·))Dβvj). (7.27)
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Clearly, both P1(~u) and Q1(~u) are in Ls(H), and P1(~u)|Xk,p , Q1(~u)|Xk,p ∈ L (Xk,p). Moreover,
Q1(~u) andB2(~u) as operators in Ls(H) are compact. By (7.20), P1(~u0) ∈ Ls(H) is positive definite.
The assumption (b) shows that B2(~u0) as operators in Ls(H) is either semi-positive or semi-negative.
Note that the linear eigenvalue problem (7.14) with v ∈ H is equivalent to
B1(~u0)~v = λB2(~u0)~v, (λ,~v) ∈ R×H. (7.28)
For each fixed λ ∈ R, it is not hard to prove that
Aijαβ := F
ij
αβ(·, ~u0(·), · · · ,D
m~u0(·))− λK
ij
αβ(·, ~u0(·), · · · ,D
m−1~u0(·)) (7.29)
satisfy the conditions of Proposition 7.16. Hence the solution spaces of (7.28) are contained in Xk,p.
These imply that (ii) of Hypothesis 5.1 is satisfied.
It remains to check that (ii) of Hypothesis 5.1 holds. Consider the complexification ofH andXk,p,
HC = H + iH and XCk,p = Xk,p + iXk,p. (cf., [23, p.14]). The inner product (·, ·)H in (7.3) is
extended into a Hermite inner product 〈·, ·〉H on H
C in natural ways. Let BCλ be the natural complex
linear extension on HC of Bλ := B1(~u0) − λB2(~u0). Then B
C
λ |XCk,p
is such an extension on XCk,p of
Bλ|XC
k,p
. Both are symmetric with respect to 〈·, ·〉H .
Let ~g,~h ∈ Xk,p. Since B
C
λ is a self-adjoint operator on H
C, for every τ ∈ R \ {0} there exist
unique ~u,~v ∈ H such that BCλ (~u+ i~v)− iτ(~u+ i~v) = ~g + i
~h, which is equivalent to∑N
k=1
∑
|α|≤m
∑
|β|≤m(−1)
|α|Dα(AjkαβD
βuk) + τ△mvj = gj ,
−τ△muj +
∑N
k=1
∑
|α|≤m
∑
|β|≤m(−1)
|α|Dα(AjkαβD
βvk) = hj ,
j = 1, · · · , N,
 (7.30)
where Aijαβ are as in (7.29),△
mvj = (−1)m
∑
|α|=mD
α(Dαvj) and
gj =
∑
|α|≤m
(−1)|α|Dαgjα, h
j =
∑
|α|≤m
(−1)|α|Dαhjα.
Define
Aˆjkαβ = A
jk
αβ , j, k = 1, · · · , N,
Aˆjkαβ = τδαβδj(k−N), j = 1, · · · , N, k = N + 1, · · · , 2N,
Aˆjkαβ = −τδαβδ(j−N)k, j = N + 1, · · · , 2N, k = 1, · · · , N,
Aˆjkαβ = A
(j−N)(k−N)
αβ , j, k = N + 1, · · · , 2N,
fˆ jα = g
j
α, j = 1, · · · , N, fˆ
j
α = h
j−N
α , j = N + 1, · · · , 2N,
wˆjα = u
j
α, j = 1, · · · , N, wˆ
j
α = v
j−N
α , j = N + 1, · · · , 2N.
Then (7.30) is equivalent to:
2N∑
k=1
∑
|α|≤m
∑
|β|≤m
(−1)|α|Dα(AˆjkαβD
βwˆk) = △mfˆ j, j = 1, · · · , 2N. (7.31)
Note that (7.20) implies
2N∑
j,k=1
∑
|α|=m=|β|
Aˆjkαβξ
j
αξ
k
β =
N∑
j,k=1
∑
|α|=m=|β|
Ajkαβξ
j
αξ
k
β +
N∑
j,k=1
∑
|α|=m=|β|
Ajkαβξ
j+N
α ξ
k+N
β
≥ c
N∑
j=1
∑
|α|=m
|ξjα|
2 + c
N∑
j=1
∑
|α|=m
|ξN+jα |
2.
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Applying Proposition 7.16 to (7.31) we get ~ˆw ∈ W k,p(Ω,R2N ), and thus ~u,~v ∈ Xk,p. Hence iτ is a
regular value of BCλ |XCk,p
.
Since λ∗ ∈ R is an isolated eigenvalue of (7.14), for each λ near λ∗, λ 6= λ∗, BCλ : H
C → HC is
an isomorphism. Thus we may take τ = 0 in the arguments above. This shows that 0 is also a regular
value of BCλ |XCk,p
. Hence the spectrum of BCλ |XCk,p
is bounded away from the imaginary axis.
We have proved N := Ker(BCλ∗) = Ker(B
C
λ∗ |XCk,p
) is of finite dimension. Denote by Y the in-
tersection of XCk,p and the orthogonal complement of N in (H
C, 〈·, ·〉H ). It is an invariant subspace
of BCλ∗ |XCk,p
, and we have a direct sum decomposition of Banach spaces, XCk,p = N ⊕ Y . The above
arguments imply that the spectrum of the restriction of BCλ∗ |XCk,p
to Y is bounded away from the imag-
inary axis. Hence σ
(
B
C
λ∗ |XCk,p
)
\ {0} has a positive distance to the imaginary axis. This completes the
checking of (i) of Hypothesis 5.1.
An alternate method is to prove (A) and (B) in Remark 5.7 for P1 = P1(~u0) and Q1 = Q1(~u0). It
is left to the interesting reader. Now the desired conclusions follow from Theorem 5.2.
Similarly, by Theorem 5.3 we may obtain
Theorem 7.18. The conclusions in Theorem 7.17 hold true if the conditions (a)–(c) therein are re-
placed by
(ab’) the operator B1(~u0) ∈ Ls(H) defined by (7.24) is positive definite, i.e., (7.16) holds for all
~v ∈ H;
(c’) λ∗ ∈ R is an eigenvalue of the problem (7.28) (i.e., (7.14) with v ∈ H).
Theorem 7.19. The conclusions in Theorem 7.17 hold true if the conditions (a)–(c) therein are re-
placed by
(b”) the operator B1(~u0) ∈ Ls(H) defined by (7.24) is invertible, each eigensubspace of (7.28) is
invariant for B1(~u0), and B1(~u0) is either positive or negative on such an eigensubspace;
(c’) λ∗ ∈ R is an eigenvalue of the problem (7.28).
Theorem 7.20. Suppose that the assumptions of one of Theorems 7.17, 7.18, 7.19 with ~u0 = 0 are
satisfied. Suppose also that both F (x, ξ) and K(x, ξ) are even with respect to ξ, and that the solution
space Eλ∗ of (7.28) with λ = λ
∗ has dimension at least two. Then one of the following alternatives
holds:
(i) (λ∗, 0) is not an isolated solution of (7.21) in {λ∗} ×Xk,p;
(ii) there exist left and right neighborhoods Λ− and Λ+ of λ∗ in R and integers n
+, n− ≥ 0, such that
n++n− ≥ dimEλ∗ and for λ ∈ Λ
− \{λ∗} (resp. λ ∈ Λ+ \{λ∗}), (7.21) has at least n− (resp.
n+) distinct pairs of solutions of form {~u,−~u} different from 0, which converge to 0 as λ→ λ∗.
Theorem 7.21. Suppose that the assumptions of one of Theorems 7.17, 7.18, 7.19 with ~u0 = 0 are
satisfied. Suppose also that the solution space Eλ∗ of (7.28) with λ = λ
∗ has dimension at least two.
We have:
(I) If Ω is symmetric with respect to the origin, both L1 and L2 are invariant for the Z2-action in
(7.11), then the conclusions in Theorem 7.20, after “pairs of solutions of form {~u,−~u}” being
changed into “pairs of solutions of form {~u(·), ~u(−·)}”, still holds.
(II) Let S1 act on Rn by the orthogonal representation, and Ω be symmetric under the action, let both
L1 and L2 are invariant for the S
1 action on V0 = W
m,2
0 (Ω,R
N ) in (7.9). If the unit sphere
in Eλ∗ is not an orbit for the S
1 action, then the conclusions of Theorem 7.20, after “pairs of
solutions of form {~u,−~u}” being changed into “critical S1-orbits”, may be moved to this place.
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Corollary 7.22. For positive integers m,n,N , let p ≥ 2,m > 1 + np and Ω ⊂ R
n be a bounded
domain with boundary of class Cm−1,1. Suppose that functions G : Ω × RN → R and Aijkl = A
ji
lk :
Ω× RN → R, i, j = 1, · · · , N and k, l = 1, · · · , n, satisfy the following conditions:
A.1) the functions Aijkl and G are of class C
m+2, and ∇ξG(x, 0) = 0;
A.2) there exists c > 0 such that for a.e. x ∈ Ω and all (ηik) ∈ R
N×n,
N∑
i,j=1
n∑
k,l=1
Aijkl(x, 0)η
i
kη
j
l ≥ c
N∑
i=1
n∑
k=1
(ηik)
2;
A.3) λ∗ is an eigenvalue of
∫
Ω
N∑
i,j=1
n∑
k,l=1
Aijkl(x, 0)Dku
iDlv
jdx−
∫
Ω
N∑
i,j=1
∂2G
∂ξi∂ξj
(x, 0)uivjdx
= λ
∫
Ω
N∑
i=1
uividx ∀~v ∈W 1,20 (Ω,R
N ). (7.32)
Note that A.2) implies that each eigenvalue of (7.32) is isolated (cf.[50, §6.5]). Applying Theorem 7.17
to the Hilbert space H = W 1,20 (Ω,R
N ), the Banach space Xm,p := W
m,p(Ω,RN ) ∩W 1,20 (Ω,R
N )
and ~u0 = 0, functions K(x, ξ1, · · · , ξN ; η
i
k) =
1
2
∑N
k=1 ξ
2
k and
F (x, ξ1, · · · , ξN ; η
i
k) =
1
2
N∑
i,j=1
n∑
k,l=1
Aijkl(x, ξ1, · · · , ξN )η
i
kη
j
l −G(x, ξ1, · · · , ξN ),
we obtain: (λ∗, 0) ∈ R×Xm,p is a bifurcation point of the quasilinear eigenvalue problem
−
N∑
i=1
n∑
k,l=1
Dl(A
ij
kl(x, ~u)Dku
i) +
1
2
N∑
i,r=1
n∑
k,l=1
∇ξjA
ir
kl(x, ~u)Dku
iDlu
r −∇ξjG(x, ~u)
= λuj in Ω, j = 1, · · · , N, (7.33)
~u = 0 on ∂Ω, (7.34)
and one of the following alternatives occurs:
(i) (λ∗, 0) is not an isolated solution of (7.33)–(7.33) in {λ∗} ×Xm,p;
(ii) for every λ ∈ R near λ∗ there is a nontrivial solution ~uλ of (7.33)–(7.33) converging to 0 as
λ→ λ∗;
(iii) there is an one-sided neighborhood Λ of λ∗ such that for any λ ∈ Λ \ {λ∗}, (7.33)–(7.33) has at
least two nontrivial solutions converging to 0 as λ→ λ∗.
Moreover, if bothAijkl(x, ξ) andG(x, ξ) are even with respect to ξ, and the solution space Eλ∗ of (7.37)
with λ = λ∗ has dimension at least two, then one of the following alternatives holds:
(iv) (λ∗, 0) is not an isolated solution of (7.33)–(7.33) in {λ∗} ×Xm,p;
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(v) there exist left and right neighborhoods Λ− and Λ+ of λ∗ in R and integers n+, n− ≥ 0, such that
n+ + n− ≥ dimEλ∗ and for λ ∈ Λ
− \ {λ∗} (resp. λ ∈ Λ+ \ {λ∗}), (7.33)–(7.33) has at least
n− (resp. n+) distinct pairs of solutions of form {~u,−~u} different from 0, which converge to 0
as λ→ λ∗.
Similarly, under suitable assumptions as in Theorem 7.21 the corresponding conclusions hold.
Remark 7.23. (i) In Corollary 7.22, if ∂Ω is of class C2,1, and G,Aijkl = A
ji
lk : Ω × R
N → R,
i, j = 1, · · · , N and k, l = 1, · · · , n, are all C5, we may takem = 3 and p > n, and see that solutions
in X3,p are classical solutions (since ~u ∈ X3,p ⊂ C
2(Ω,RN ) ∩W 1,20 (Ω,R
N ) satisfies ~u|∂Ω = 0 by
[12, Theorem 9.17]). Similar conclusions hold true for Theorem 7.17–Theorem 7.21.
(ii) By contrast, when N = 1, Ω ⊂ Rn is a bounded open subset, G,Aijkl = A
ji
lk : Ω × R → R is
measurable in x for all ξ ∈ R, and of classC1 in ξ for a.e. x ∈ Ω, some authors obtained corresponding
results in spaceW 1,20 (Ω)∩L
∞(Ω) under some additional growth conditions onAij andG, see [13, 14]
and references therein.
Example 7.24. Let p, k,m and Ω be as in Theorem 7.17. Let F (x, ξ, η1, · · · , ηn) = (1 +
∑n
i=1 |ηi +
Diu0(x)|
2)1/2 − µξ and K(x, ξ, η1, · · · , ηn) =
1
2(ξ + u0(x))
2, where µ ∈ R is a constant and u0 ∈
Ck−m+3(Ω) satisfies the following equation
n∑
i=1
Di
(
Diu0√
1 + |Du0|2
)
− µ = λ∗u0 (7.35)
for some constant λ∗ ∈ R. Consider the bifurcation problem
n∑
i=1
Di
(
Di(u+ u0)√
1 + |D(u+ u0)|2
)
− µ = λ(u+ u0), u|∂Ω = 0, (7.36)
where the left side is the Euler-Lagrange operator for the correponding functional L1 as in (7.18), i.e.,
the area functional if u0 = 0. The corresponding linearized problem at the trivial solution u = 0 is
n∑
i,j=1
Di
(
δij(1 + |Du0|
2)−Diu0Dju0
(1 + |Du0|2)3/2
Dju
)
= λu, u|∂Ω = 0, (7.37)
which is a linear elliptic problem since it is easy to check that for all ζ ∈ Rn,
n∑
i,j=1
δij(1 + |Du0|
2)−Diu0Dju0
(1 + |Du0|2)3/2
ζiζj ≥
1
(1 + |Du0|2)3/2
|ζ|2 ≥
1
(1 +max |Du0|2)3/2
|ζ|2.
Hence each eigenvalue of (7.37) is isolated. Suppose that λ∗ is an eigenvalue of (7.37). Since u0 ∈
Ck−m+3(Ω) implies that F is of class Ck−m+3, we may obtain some bifurcation results for (7.36)
near (λ∗, 0) ∈ R × Xk,p with Theorem 7.17–Theorem 7.21, which are also classical solutions for
k > 2 + np .
When n = 2 (i.e., Ω ⊂ R2), (7.36) occurred as a mathematical model for many problems of
hydrodynamics and theory of spring membrane (cf. [10, §5]). In particular, if µ = 0 and u0 = 0, (7.36)
becomes
−(1 + |∇u|2)−3/2(△u+ u2yuxx − 2uxuyuxy + u
2
xuyy) = λu, u|∂Ω = 0, (7.38)
which was studied in [10, 11] with functional-topological properties of the Plateau operator. When ∂Ω
is of class C2,1, n = 2, k = 3 and p > 2 our results are supplement for [10, 11].
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7.4 Bifurcations from deformations of domains
Let Ω in Theorem 7.1 have Cm
′
boundary ∂Ω for some integer m′ ≥ m. Let V = Wm,20 (Ω,R
N ). By
a deformation {Ωt}0≤t≤1 of Ω we mean a continuous curve of C
m′ embedding ϕt : Ω→ Ω such that
Ωt = ϕt(Ω), ϕ0 = idΩ and ∂Ωt = ϕt(∂Ω) for 0 ≤ t ≤ 1. Call the deformation C
m′ smooth (resp.
contracting) if ∂Ωt depends C
m′-smoothly on t in the sense that [0, 1] × Ω → Ω, (t, x) 7→ ϕt(x) is
Cm
′
(resp. Ωt2 ⊂ Ωt1 for t1 < t2). In the following we always assume that {Ωt}0≤t≤1 is a C
m-smooth
contracting of Ω. (Such a deformation can always be obtained by the negative flow of a suitable Morse
function on Ω.) Then we have a Banach space isomorphism
ϕ∗t : W
m,2
0 (Ω,R
N )→Wm,20 (Ωt,R
N ), ~u 7→ ~u ◦ ϕ−1t . (7.39)
Let F satisfy Hypothesis F2,N,m,n. It gives a family of functionals
Ft(~u) =
∫
Ωt
F (x, ~u, · · · ,Dm~u)dx, ∀~u ∈Wm,20 (Ωt,R
N ), 0 ≤ t ≤ 1. (7.40)
The critical points of Ft correspond to weak solutions of∑
|α|≤m(−1)
|α|DαF iα(x, ~u, · · · ,D
m~u) = 0 on Ωt, i = 1, · · · , N,
Di~u|∂Ωt = 0, i = 0, 1, · · · ,m− 1.
}
(7.41)
Let ~u = 0 be a solution of (7.41) with t = 0. We say t∗ ∈ [0, 1] to be a bifurcation point for the system
(7.41) if there exist a sequence tk → t
∗ and ~uk in W
m,2
0 (Ωtk ,R
N ) such that uk is a nontrivial weak
solution of (7.41) with t = tk and ‖uk‖m,2 → 0. Recently, such a problem was studied for semilinear
elliptic Dirichlet problems on a ball in [52]. We shall here generalize their result. To this goal, define
F : [0, 1] × V → R by
F(t, ~u) =
∫
Ωt
F (x, ~u ◦ ϕ−1t , · · · ,D
m(~u ◦ ϕ−1t ))dx, ∀~u ∈ V. (7.42)
This is continuous, and Ft = F(t, ·) = Ft ◦ϕ
∗
t , that is, Ft is the pull-back of Ft via ϕ
∗
t . Clearly, ~u ∈ V
is a critical point of Ft if and only if ϕ
∗
t (~u) is that of Ft and both have the same Morse indexes and
nullities. Note that ~u = 0 ∈ V be the critical point of each Ft (and so Ft). Denote by µt and νt the
common Morse index and nullity of Ft and Ft at zeros. According to Smale’s Morse index theorem
[58] (precisely see Uhlenbeck [65, Th.3.5] and Swanson [60, Th.5.7]), we have
Proposition 7.25. Let F be C4 (form = 1) and C∞ form > 1). Suppose either that∑N
i,j=1
∑
|α|,|β|≤m(−1)
αDα
[
F ijαβ(x, 0, · · · , 0)D
βvj
]
= 0,
Di~u|∂Ω = 0, i = 0, 1, · · · ,m− 1
}
(7.43)
have no nontrivial solutions inWm,20 (Ω,R
N ) with compact support in any of the manifolds Ωt, or that
(7.43) has no solutions ~u 6= 0 such that ~u vanishes on some open set in Ω. Then µ0−µ1 =
∑
0≤t≤1 νt.
Moreover, if Ω1 has sufficiently small volume, then µ1 = 0.
The time t ∈ [0, 1] with νt 6= 0 is called a conjugate point. If t1 < t < t2 are sufficiently close to t,
then µt2 < µt1 and ~u = 0 ∈ V is nondegenerate as critical points of both Ft1 and Ft2 . It follows from
[43, Theorem 2.1] that Cq(Ft1 , 0;K) = δqµt1 and Cq(Ft2 , 0;K) = δqµt2 . We wish that F satisfies the
conditions of Theorem 2.1.
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For the sake of simplicity, we restrict to the case that Ω is star-shaped. And take Ωt = {tx |x ∈ Ω}
and ϕt(x) = tx for t ∈ (0, 1]. Then since D
α(~u ◦ ϕ−1t )(x) =
1
t|α|
(Dα~u)(x/t) we have
F(t, ~u) =
∫
Ωt
F (x, ~u(x/t), · · · ,
1
tm
(Dm~u)(x/t))dx
=
∫
Ω
F (x, ~u(x), · · · , (Dm~u)(x); t)dx (7.44)
where F (x, ξ; t) = tnF (tx, ξ0, 1t ξ
1, · · · , 1tm ξ
m). Note that
DtF (x, ξ; t) = nt
n−1F (tx, ξ0,
1
t
ξ1, · · · ,
1
tm
ξm) + tn+1
n∑
l=1
Fxl(tx, ξ
0,
1
t
ξ1, · · · ,
1
tm
ξm)
+
N∑
i=1
m∑
|α|=1
tn−|α|F iα(tx, ξ
0,
1
t
ξ1, · · · ,
1
tm
ξm), (7.45)
F iα(x, ξ; t) = t
n−|α|F iα(tx, ξ
0,
1
t
ξ1, · · · ,
1
tm
ξm), and thus
DtF
i
α(x, ξ; t) = (n− |α|)t
n−|α|−1F iα(tx, ξ
0,
1
t
ξ1, · · · ,
1
tm
ξm)
+ tn−|α|+1
n∑
l=1
F iαxl(tx, ξ
0,
1
t
ξ1, · · · ,
1
tm
ξm)
+
N∑
j=1
m∑
|β|=1
tn−|α|−|β|F ijαβ(tx, ξ
0,
1
t
ξ1, · · · ,
1
tm
ξm). (7.46)
Theorem 7.26. Let Ω ⊂ Rn be a star-shaped bounded domain with Cm+1-smooth boundary, Ωt =
{tx |x ∈ Ω} and ϕt(x) = tx for t ∈ (0, 1]. Let F satisfy Hypothesis F2,N,m,n, ~u = 0 be a solution
of (7.41) and the conditions of Proposition 7.25 be fulfilled. Suppose also that for all α, i, l,
|F iαxl(x, ξ)| ≤ g(
N∑
k=1
|ξk0 |)
∑
|β|<m−n/2
(
1 +
N∑
k=1
∑
m−n/2≤|γ|≤m
|ξkγ |
2γ
)2αβ
+g(
N∑
k=1
|ξk0 |)
N∑
l=1
∑
m−n/2≤|β|≤m
(
1 +
N∑
k=1
∑
m−n/2≤|γ|≤m
|ξkγ |
2γ
)2αβ
|ξlβ|, (7.47)
where g : [0,∞) → R is a continuous, positive, nondecreasing function, and is constant ifm < n/2.
Then for each ǫ ∈ (0, 1) there is only a finite number of t ∈ [ǫ, 1] such that Ft = F(t, ·) has nonzero
nullity νt at ~u = 0. Moreover, (t, 0) ∈ (0, 1] ×W
1,2
0 (Ω,R
N ) is a bifurcation point for the equation
F ′~u(t, ~u) = 0 if and only if νt 6= 0.
This generalizes a recent result for semilinear elliptic Dirichlet problems on a ball in [52]. If n =
dimΩ = 1 andm ≥ 1 the similar result can be proved with [65, Theorem 2.4], see [44].
Proof of Theorem 7.26. For each fixed ǫ ∈ (0, 1), it follows from (7.45)-(7.47) and [42, Proposi-
tion 4.3] that
Ω×
m∏
k=0
R
N×M0(k) × [ǫ, 1] ∋ (x, ξ, t) 7→ F (x, ξ; t) = tnF (tx, ξ0,
1
t
ξ1, · · · ,
1
tm
ξm) ∈ R
satisfies the conditions of Theorem 7.15. ✷
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If m = 1, as in the first paragraph of [42, Appendix A] we can write F as Ω × RN × RN×n ∋
(x, z, p) 7→ F (x, z, p) ∈ R. Let κn = 2n/(n − 2) for n > 2, and κn ∈ (2,∞) for n = 2. Then (7.47)
means that there exist positive constants g′1, g
′
2 and s ∈ (0,
τn−2
τn
), rα ∈ (0,
τn−2
2τn
) for each α ∈ Nn0
with |α| = 1, such that for i = 1, · · · , N , l = 1, · · · , n and |α| = 1,
|Fzjxl(x, z, p)| ≤ g
′
1
(
1 +
∑N
l=1 |zl|
τn +
∑N
k=1 |p
k
α|
2
)s+ 1
2
,
|Fpiαxl(x, z, p)| ≤ g
′
2
(
1 +
∑N
l=1 |zl|
τn +
∑N
k=1 |p
k
α|
2
)rα+ 12
.
Clearly, the CGC above Theorem 7.1 implies these. Combing [42, Proposition A.1] we see that Theo-
rem 7.26 leads to
Theorem 7.27. Let Ω ⊂ Rn be a star-shaped bounded Sobolev domain for (2, 1, n), Ωt = {tx |x ∈
Ω} and ϕt(x) = tx for t ∈ (0, 1]. For a C
4 function Ω × RN × RN×n ∋ (x, z, p) 7→ F (x, z, p) ∈ R
satisfying CGC. Suppose that ~u = 0 is a solution of (7.41) withm = 1. Then for
F : [0, 1] ×W 1,20 (Ω,R
N )→ R, (t, ~u) 7→ Ft(~u) =
∫
Ωt
F
(
x, ~u(x/t),
1
t
(D~u)(x/t)
)
dx,
and each ǫ ∈ (0, 1), there is only a finite number of t ∈ [ǫ, 1] such that Ft has nonzero nullity νt at
~u = 0. Moreover, (t, 0) ∈ (0, 1]×W 1,20 (Ω,R
N ) is a bifurcation point for the equation F ′~u(t, ~u) = 0 if
and only if νt 6= 0.
Remark 7.28. It is possible to remove the assumption (in Theorems 7.26, 7.27) that Ω is star–shaped
if F (x, 0) = 0 ∀x. For ~u ∈ Wm,20 (Ω,R
N ), we extend ϕ∗t (~u) ∈ W
m,2
0 (Ωt,R
N ) to a function on Ω by
defining ϕ∗t (~u)(x) = 0 outside Ωt. Then for 0 ≤ t1 < t2 ≤ 1 and ~u ∈ V we have
Ft2(~u)−Ft1(~u) =
∫
Ωt1
[F (x, ϕ∗t2(~u), · · · ,D
m(ϕ∗t2(~u)))− F (x, ϕ
∗
t1(~u), · · · ,D
m(ϕ∗t1(~u)))]dx
= F0(ϕ
∗
t2(~u))− F0(ϕ
∗
t1(~u)) = 〈DF0(sϕ
∗
t2(~u) + (1− s)ϕ
∗
t1(~u)), ϕ
∗
t2(~u)− ϕ
∗
t1(~u)〉
for some s ∈ [0, 1]. Let ιt : W
m,2
0 (Ωt,R
N ) → Wm,20 (Ω,R
N ) be the inclusion. Then t 7→ ιt ◦ ϕ
∗
t ∈
L (Wm,20 (Ω,R
N )) is continuous. Fix R > 0 we have C(R) > 0 such that
sup{‖sϕ∗t2(~u) + (1− s)ϕ
∗
t1(~u)‖ | s ∈ [0, 1], ‖~u‖m,2 ≤ R, t1, t2 ∈ [0, 1]} ≤ C(R).
It follows from A) of Theorem 7.1 that for some C1(R) > 0,
|Ft2(~u)−Ft1(~u)| ≤ C1(R)‖ϕ
∗
t2(~u)− ϕ
∗
t1(~u)‖m,2, ∀‖~u‖m,2 ≤ R, 0 ≤ t1 < t2 ≤ 1.
Using this it should be able to prove that t 7→ Ft|B(θ,R) ∈ C
0(B(θ,R)) is continuous. Similarly, by
(i) of B) in Theorem 7.1 we may show that t 7→ ∇Ft|B(θ,R) ∈ C
0(B(θ,R), V ) is continuous. Hence
Theorem 2.1 is applicable.
By increasing smoothness of F and ∂Ω, we can even use Theorem A.5 and Proposition 7.25 to
obtain a similar result to Rabinowitz bifurcation theorem [53] with neither the assumption Hypothesis
F2,N,m,n for F nor the requirement that Ω ⊂ R
n is star-shaped.
Theorem 7.29. Let a real p ≥ 2, integers k and m satisfy k > m+ np , and let Ω ⊂ R
n be a bounded
domain with boundary of class Ck, N ∈ N. Let {Ωt}0≤t≤1 be a C
k-smooth contracting of Ω. (Thus
the Banach space isomorphism in (7.39) is also a Banach space isomorphism from Ck(Ω,RN ) (resp.
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Xk,p) to C
k(Ωt,R
N ) (resp. Xtk,p), still denoted by ϕ
∗
t , where X
t
k,p = C
k(Ωt,R
N ) ∩W 2,m0 (Ωt,R
N ).)
Let Ω ×
∏m
k=0R
N×M0(k) ∋ (x, ξ) 7→ F (x, ξ) ∈ R be Ck−m+3 (resp. C∞) form = 1 (resp. m > 1),
and satisfy Proposition 7.25. Let F : [0, 1] × Xk,p → R be still defined by the right side of (7.42).
Assume that ~u = 0 is a solution of (7.41) with t = 0, and that (7.20) with ~u = 0 is satisfied. (In this
case Proposition 7.25 and all arguments before it are also effective if V is replaced by Xk,p.) Fix a
conjugate point t0 ∈ (0, 1), i.e., νt0 6= 0. Then (t0, 0) ∈ (0, 1] × Xk,p is a bifurcation point for the
equation (7.41) and one of the following alternatives occurs:
(i) (t0, 0) is not an isolated solution of (7.41) in {t0} ×Xk,p.
(ii) for every t ∈ (0, 1) near t0 there is a nontrivial solution ~ut of (7.41) converging to 0 as t→ t0;
(iii) there is an one-sided neighborhood T of t0 such that for any t ∈ T \ {t0}, (7.41) has at least two
nontrivial solutions converging to zero as t→ t0.
Proof. If t are sufficiently close to t0, then ~u = 0 ∈ Xk,p is nondegenerate as a critical point of Ft.
Applying Theorem A.5 to the family {Ft | 0 ≤ t ≤ 1} and λ0 = t0 we get 0 < δ < min{t0, 1 − t0},
0 < ǫ≪ 1 and a family of functionals of class C2 (withX = Xk,p)
F◦t : BX(θ, 2ǫ) ∩X0 → R, z 7→ Ft(z + h(λ, z)), t ∈ T := [t0 − δ, t0 + δ],
which depends on t continuously. By (A.8) we also deduce that {(z, t) → dF◦t (z)} is continuous on
T × (BX(θ, 2ǫ) ∩X0).
Suppose (by shrinking ǫ > 0 if necessary) that 0 ∈ BX(θ, 2ǫ)∩X0 is a unique critical point of F
◦
t
for each t ∈ T . By shrinking δ > 0 we assume that each t ∈ T \ {t0} is not conjugate point. As in the
proof of (3.21) we derive from Corollary A.6 that for any j ∈ N0,
Cj(F
◦
t , 0;K) = δ(j+µt0 )µtK, ∀t ∈ T \ {t0}. (7.48)
By Proposition 7.25 we have µt = µt0−δ for all t ∈ [t0 − δ, t0], and µt = µt0−δ + νt0 for all
t ∈ (t0, t0 + δ]. Hence (7.48) leads to
Cj(F
◦
t , 0;K) = δj0K, ∀t ∈ [t0 − δ, t0],
Cj(F
◦
t , 0;K) = δjνt0K, ∀t ∈ (t0, t0 + δ].
}
As in the proof of Theorem 3.4 the conclusions follow from Theorem 3.1.
A Appendix: Parameterized Bobylev-Burman splitting lemmas
For agreements with this paper we slight change notations therein. LetH be a Hilbert space with inner
product (·, ·)H and the induced norm ‖ · ‖, X a Banach space with norm ‖ · ‖X , such that
(S) X ⊂ H is dense inH and the inclusion X →֒ H is continuous.
Suppose that L : BX(θ, δ)→ R is a functional of class C
2, and that there existsM > 0 such that
(a) |dL (x)[u]| ≤M‖u‖, ∀x ∈ BX(θ, δ), ∀u ∈ X;
(b) |d2L (x)[u, v]| ≤M‖u‖ · ‖v‖, ∀x ∈ BX(θ, δ), ∀u, v ∈ X.
Hence there are bounded maps A : BX(θ, δ)→ H and B : BX(θ, δ)→ Ls(H) such that
dL (x)[u] = (A(x), u)H and d
2
L (x)[u, v] = (B(x)u, v)H
for all x ∈ BX(θ, δ) and for all u, v ∈ X. Suppose also
(c) A(BX(θ, δ)) ⊂ X and A : BX(θ, δ)→ X is uniformly continuously differentiable;
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(d) B(x)|X ∈ L (X) ∀x ∈ BX(θ, δ), and B(·)|X : BX(θ, δ) → L (X) is continuously differen-
tiable;
(e) B : BX(θ, δ)→ Ls(H) is uniformly continuous.
Such a functional L satisfying the conditions (a)-(e) is called (BX(θ, δ),H)-regular. It was
proved in [8, Lemma 1.1] that B(·)|X : BX(θ, δ) → L (X) is a Frechet derivative of the map
A : BX(θ, δ)→ X.
In this paper, by the spectrum of a linear operator on a real Banach space we always mean one
of its natural complex linear extension on the complexification of the real Banach space ([23, p.14]).
Similarly, if others cannot be clearly explained in the real world, we consider their complexification
and then take invariant parts under complex adjoint on the complexification spaces.
Recall the following Riesz lemma (cf. [8, Lemma 1.3] and [23, p.19], [61, p.54, Lemma 1] and [61,
p.59, Propositions 2,3]).
Lemma A.1. Assume that the operator D ∈ L (X) is symmetric with respect to the inner product in
H , and that its spectrum σ(D) = {0}∪σ+(D)∪σ−(D), where σ+(D) and σ−(D) are closed subsets
of σ(D) contained in the interiors of the left and right halfplanes, respectively. Then the space X can
be decomposed into a direct sum of spaces X0, X+ and X−, which are closed in X, invariant with
respect to D, orthogonal in H , and σ(D∗) = σ∗(D) for D∗ = D|X∗ , ∗ = +,−. The projections P0,
P+ and P−, corresponding to this decomposition, are symmetric operators with respect to the inner
product inH , and satisfy P 2∗ = P∗, ∗ = 0,+,−, P0+P++P− = idX and any two of three projections
have zero compositions, and moreover P∗, ∗ = +,−, 0, are expressible as a limit of power series inD.
In addition, square roots S− and S+ to D− and D+ may be defined with the functional calculus, and
are expressible in power series in D− and D+, and also symmetric with respect to the inner product
in H .
For the critical point θ of the above (BX(θ, δ),H)-regular functional L , suppose that the spectrum
σ(B(θ)|X) of B(θ)|X ∈ L (X) satisfies: σ(B(θ)|X) \ {0} is bounded away from the imaginary axis.
By Lemma A.1, corresponding to the spectral sets {0}, σ+(B(θ)|X) and σ−(B(θ)|X) we have a
direct sum decomposition of Banach spaces, X = X0 ⊕ X+ ⊕ X−. Denote by P0, P+ and P− the
projections corresponding to the decomposition. When σ(B(θ)|X) does not intersect the imaginary
axis, i.e., the operator B(θ)|X ∈ L (X) is hyperbolic ([64]), (in particular, dimX0 = 0), we say
that the critical point θ is nondegenerate. (Such nondegenerate critical points are isolated by Morse
lemma [8, Theorem 1.1].) Call νθ := dimX0 and µθ := dimX− the nullity and the Morse index of
θ, respectively. (Using Lemma A.1 we may prove that dimX− is the supremum of the dimensions of
the vector subspaces ofX on which (B(θ)u, u)H is negative definite). Slightly modifying the proof of
[8, Theorem 1.1] may yield the following parametric version.
Theorem A.2. Let Λ be a topological space, and let {Lλ |λ ∈ Λ} be a family of (BX(θ, δ),H)-
regular functionals such that Lλ and the corresponding Aλ, Bλ depend on λ continuously. Suppose
that dLλ(θ) = 0 ∀λ, and for some λ0 ∈ Λ the operator Bλ0(θ)|X ∈ L (X) is hyperbolic (i.e., θ is a
nondegenerate critical point of Lλ0 ). Then there exist a neighborhood Λ0 of λ0 in Λ, ǫ ∈ (0, δ) and a
family of origin-preserving C1 diffeomorphism ϕλ from BX(θ, ǫ) onto an open neighborhood of θ in
X, which continuously depend on λ ∈ Λ0, such that
Lλ ◦ ϕλ(x) =
1
2
(Bλ0(θ)x, x)H + Lλ(θ), ∀x ∈ BX(θ, ǫ), ∀λ ∈ Λ0. (A.1)
Actually, after suitably shrinking Λ0 and ǫ > 0 these diffeomorphisms ϕλ are chosen to satisfy
Lλ ◦ ϕλ(x) = ‖P+x‖
2
H − ‖P−x‖
2
H + Lλ(θ), ∀x ∈ BX(θ, ǫ), ∀λ ∈ Λ0, (A.2)
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where X = X+ ⊕X− is a direct sum decomposition of Banach spaces corresponding to the spectral
sets σ+(Bλ0(θ)|X) and σ−(Bλ0(θ)|X), and P+ and P− denote the projections corresponding to the
decomposition. Moreover, if Λ is a C1 manifold, and Lλ, Aλ, Bλ depend on λ in the C
1 way, then
(λ, u) 7→ ϕλ(u) is of class C
1.
The second part was not pointed in [8, Theorem 1.1] explicitly. It is easily derived from LemmaA.1.
In fact, let S− and S+ be square roots toBλ0(θ)|X− andBλ0(θ)|X+ , respectively. Then (Bλ0(θ)x, x)H =
‖S+P+x‖
2
H −‖S−P−x‖
2
H = ‖P+S+P+x‖
2
H −‖P−S−P−x‖
2
H . Let ψ : X → X be the isomorphism
defined by ψ(x) = S+P+x+ S−P−x. Replacing ϕλ with ϕλ ◦ ψ
−1 in (A.1) yields (A.2).
Using Theorem A.2 the standard arguments easily lead to:
Theorem A.3 ([8, Theorem 1.2]). Let L : BX(θ, δ) → R be a (BX(θ, δ),H)-regular functional.
Suppose that dL (θ) = θ, and that σ(B(θ)|X) \ {0} is bounded away from the imaginary axis. Let
X = X0 ⊕ X+ ⊕ X− be direct sum decomposition of Banach spaces, which corresponds to the
spectral sets {0}, σ+(B(θ)|X) and σ−(B(θ)|X) as above. Then there exists ǫ ∈ (0, δ), a C
1 map
h : BX(θ, ǫ) ∩ X0 → X+ ⊕ X− with h(θ) = θ and a C
1 origin-preserving diffeomorphism ϕ from
BX(θ, ǫ) onto an open neighborhood of θ in X such that
L ◦ ϕ(x) =
1
2
(B(θ)x, x)H + L (h(P0x) + P0x), ∀x ∈ BX(θ, ǫ). (A.3)
Moreover, after suitably shrinking ǫ > 0 the diffeomorphism ϕ are chosen to satisfy
L ◦ ϕ(x) = ‖P+x‖
2
H − ‖P−x‖
2
H + L (h(P0x) + P0x), ∀x ∈ BX(θ, ǫ).
Remark A.4. (A.3) of Theorem A.3 was proved in [24, p.436, Theorem 1] when L is of class C3,
the conditions (c)–(e) and the assumption that the operator B(θ)|X ∈ L (X) is hyperbolic are, respec-
tively, replaced by the following: 1) A(BX(θ, δ)) ⊂ X and A : BX(θ, δ) → X is C
2, 2) the operator
B(θ)|X ∈ L (X) restricts an isomorphism on X+ + X−. Correspondingly, (A.1) of Theorem A.2
with Λ = {λ0} was proved in [62, Theorem 1.4] under similar conditions. When ϕ is only required
to be a homeomorphism, Ming Jiang [31, Theorem 2.5] proved (A.3) if the conditions (c)–(e) and the
hyperbolicity assumption for B(θ)|X ∈ L (X) are replaced by the following: 3) A(BX(θ, δ)) ⊂ X
and A : BX(θ, δ) → X is C
1, 4) B : BX(θ, δ) → Ls(H) is continuous, 5) C2) above Theorem 2.3
and either 0 /∈ σ(B(θ)) or 0 is an isolated point of σ(B(θ)). The proof methods of the first two are
easily modified to give their parametric versions as below. It seems troublesome to use the latter one.
Later on, we shall discuss their relations for the case used in this paper.
Carefully checking the proof of this theorem in [8, Theorem 1.2] it is not hard to prove the following
more general parametric version.
Theorem A.5. Let Λ be a topological space, and let {Lλ |λ ∈ Λ} be a family of (BX(θ, δ),H)-
regular functionals such that Lλ and the corresponding Aλ, Bλ depend on λ continuously. Suppose
that dLλ(θ) = 0 ∀λ, and that σ(Bλ0(θ)|X) \ {0} is bounded away from the imaginary axis for some
λ0 ∈ Λ. LetX = X0⊕X+⊕X− be direct sum decomposition of Banach spaces, which corresponds to
the spectral sets {0}, σ+(Bλ0(θ)|X) and σ−(Bλ0(θ)|X). Denote by P0, P+ and P− the corresponding
projections to this decomposition. Then there exist a neighborhood Λ0 of λ0 in Λ, ǫ > 0, and a (unique)
C1 map h : Λ0 ×BX(θ, ǫ) ∩X0 → X+ ⊕X− satisfying h(λ, θ) = θ ∀λ ∈ Λ0 and
P1Aλ(z + h(λ, z)) = 0, ∀(λ, z) ∈ Λ0 ×BX0(θ, ǫ), (A.4)
and a C0 map
Λ0 ×BX(θ, ǫ)→ X, (λ, x) 7→ (τ(λ),Φλ(x)) (A.5)
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such that for each λ ∈ Λ0 the map Φλ is a C
1 origin-preserving diffeomorphism from BX(θ, ǫ) onto
an open neighborhood Wλ of θ inX and satisfies
Lλ ◦ Φλ(x) = ‖P+x‖
2
H − ‖P−x‖
2
H + Lλ(P0x+ h(λ, P0x)) (A.6)
for all x ∈ BX(θ, ǫ). In addition, writing X1 := X+ ⊕X−, then for each λ ∈ Λ0,
dzh(λ, θ) = −[P1Bλ0(θ)|X1 ]
−1(P1Bλ(θ))|X0 ,
the functional
L
◦
λ : BX(θ, ǫ) ∩X0 → R, z 7→ Lλ(z + h(λ, z)) (A.7)
is of class C2, and has the first-order and second-order derivatives at z0 ∈ BX(θ, ǫ) ∩X0 given by
dL ◦λ (z0)[z] =
(
Aλ(z0 + h(λ, z0)), z
)
H
∀z ∈ X0, (A.8)
d2L ◦λ (θ)[z, z
′] =
(
P0
[
Bλ(θ)−Bλ(θ)(P1Bλ0(θ)|X1)
−1(P1Bλ(θ))
]
z, z′
)
H
,
∀z, z′ ∈ X0. (A.9)
The map z 7→ z + h(λ, z)) induces an one-to-one correspondence between the critical points of L ◦λ
near θ ∈ X0 and those of Lλ near θ ∈ X. Moreover, if Λ is a C
1 manifold, and Lλ, Aλ, Bλ depend
on λ in the C1 way, then the map in (A.5) is of class C1.
As usual we may derive from this theorem:
Corollary A.6 (Shifting). Under the assumptions of Theorem A.5, let νθ = dimX0 < ∞ and µθ =
dimX− <∞. For any Abel group K, and for any given λ ∈ Λ0, if θ ∈ X is an isolated critical point
of L then Cq(Lλ, θ;K) ∼= Cq−µθ (L
◦
λ , θ;K) for all q ∈ N ∪ {0}.
Usually, it is not easy to judge that σ(B(θ)|X)\{0} is bounded away from the imaginary axis. But
it is not hard to prove that this condition is equivalent to: 0 is at most an isolated point of σ(B(θ)|X)
and B(θ) induces a hyperbolic operator on the quotient space X/X0, where X0 = Ker(B(θ)|X).
For a class of operators used in this paper the following lemma determines when 0 is at most an
isolated point of σ(B(θ)).
Lemma A.7. Let a self-adjoined operator B ∈ Ls(H) be a sum B = P + Q, where P ∈ L (H)
is invertible, and Q ∈ L (H) is compact. Let 0 ∈ σ(B). Then 0 is an isolated point of σ(B) and an
eigenvalue of B of the finite multiplicity. ([8, Lemma 2.2])
In addition, if P is also positive definite, then every λ < inf{(Pu, u)H | ‖u‖H = 1} is either a
regular value of B or an isolated point of σ(B), which is also an eigenvalue of finite multiplicity. ([38,
Proposition B.2])
As before let H0, H+ and H− be null, positive and negative definite spaces of B(θ), and let
P ∗ : H → H∗ for ∗ = 0,+,−, be the orthogonal projections. Clearly, X0 ⊂ H
0. The following
lemma shows how the Morse index µθ is computed.
Lemma A.8. If X0 = H
0 and either dimH− < ∞ or dimH+ < ∞, then X∗ are dense subspaces
of H∗ for ∗ = +,−, moreover X− = H− (resp. X+ = H+) as dimH
− < ∞ (resp. dimH+ < ∞).
(These imply X∗ = H
∗ ∩ X and P∗ = P
∗|X for ∗ = 0,+,−, and hence X± = X ∩ H
± =
(P+ + P−)(X).)
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Proof. SinceX is dense inH , it is easily proved thatX± := X+⊕X− is dense inH
± := H++H−.
LetXH+ andX
H
− be the closure ofX+ andX− inH , respectively. They are orthogonal inH , invariant
with respect to B(θ) and H± = XH+ + X
H
− . Since B(θ) is semi-positive (resp. semi-negative) on
XH+ (resp. X
H
− ) by Lemma A.1, and B(θ) has no nontrivial kernel on H
±, we deduce that B(θ) must
be positive (resp. negative) on XH+ (resp. X
H
− ). Let dimH
− < ∞. If XH− ∩ H
− 6= {θ}, it is an
invariant subspace of B(θ). Denote by XH−− and H
−− the orthogonal complements of XH− ∩H
− in
XH− and H
−, respectively. Then XH−− +H
−− +XH− ∩H
− is a negative definite subspace of B(θ).
But dimH− is the maximal dimension of negative definite subspaces of B(θ). Hence XH−− = {θ},
and thus XH− = X
H
− ∩ H
−. The latter means XH− ⊂ H
− and so XH+ ⊇ H
+. For any x ∈ H−,
since X± = X+ ⊕X− is dense in H
± = H+ +H−, we have a sequence (x+n + x
−
n ) ⊂ X+ ⊕X−
such that x+n + x
−
n → x. Note that ‖x
+
n + x
−
n − x
+
m − x
−
m‖
2 = ‖x+n − x
+
m‖
2 + ‖x−n − x
−
m‖
2. We get
x+n → x
+ ∈ XH+ and x
−
n → x
− ∈ XH− . Hence x = x
+ + x−. But (x, x+)H = 0. So x
+ = θ and
x = x−. This shows that X− is dense in H
− and thus X− = X
H
− = H
− (since dimH− < ∞). The
latter implies XH+ = H
+. The case that dimH+ <∞ may be treated similarly.
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