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In view of the importance of quantum non-locality in cryptography, quantum computation and
communication complexity, it is crucial to decide whether a given correlation exhibits non-locality
or not. In the light of a theorem by Pitowski, it is generally believed that this problem is computa-
tionally intractable. In this paper, we first prove that the Euclidean distance of given correlations
from the local polytope can be computed in polynomial time with arbitrary fixed error, granted the
access to a certain oracle. Namely, given a fixed error, we derive two upper bounds on the running
time. The first bound is linear in the number of measurements. The second bound scales as the
number of measurements to the sixth power. The former is dominant only for a very high number
of measurements and is never saturated in the performed numerical tests. We then introduce a
simple algorithm for simulating the oracle. In all the considered numerical tests, the simulation of
the oracle contributes with a multiplicative factor to the overall running time and, thus, does not
affect the sixth-power law of the oracle-assisted algorithm.
I. INTRODUCTION
Non-local correlations displayed by certain entangled
quantum systems mark a clear departure from the clas-
sical framework made of well-definite locally interacting
quantities [1]. Besides their importance in foundation
of quantum theory, non-local correlations have gained
interest as information-processing resources in cryptog-
raphy [2–8], randomness amplification [9, 10], quantum
computation and communication complexity [11]. In
view of their importance, a relevant problem — hereafter
called non-locality problem — is to find a criterion for
deciding if observed correlations are actually non-local.
Such a criterion is for example provided by Bell inequali-
ties [12]. However, a result by Pitowski [12] seems to sug-
gest that the problem of discriminating between local and
non-local correlations is generally exponentially complex.
Namely, Pitowski proved that deciding the membership
to the correlation polytope, a generalization of the local
polytope, is NP-complete and, therefore, intractable, un-
less NP is equal to P. This result also implies that the op-
posite problem, deciding whether given correlations are
outside the polytope, is not even in NP, unless NP=co-
NP, which is believed to be false.
In this paper, we briefly revise Pitowski’s results and
their relationship with the problem of discriminating be-
tween local and non-local correlations. We argue that
these results and the NP 6=P hypothesis do not have any
obvious implication on the tractability of the non-locality
problem. Falling outside the task of determining the
complexity class of the problem, the purpose of this work
is to present an algorithm which de facto exhibits poly-
nomial running time in all the performed numerical tests.
More precisely, the algorithm computes the distance from
the local polytope. First, we prove that the time cost of
computing the distance with arbitrary fixed error grows
polynomially in the size of the problem input (number
of measurements and outcomes), granted the access to a
certain oracle. Namely, given a fixed error, we derive two
upper bounds on the running time. The first bound is lin-
ear in the number of measurements. The second bound
scales as the number of measurements to the sixth power.
The former is dominant only for a very high number of
measurements and is never saturated in the performed
numerical tests. Thus, the problem of computing the dis-
tance is reduced to determining an efficient simulation of
the oracle. Then, we introduce a simple algorithm that
simulates the oracle. The algorithm is probabilistic and
provides the right answer in a subset of randomized in-
puts. Thus, to have a correct answer with sufficiently
high probability, the simulation of the oracle has to be
performed with a suitably high number of initial random
inputs. This number is determined by the desired proba-
bility of success and the ratio between the the cardinality
of the subset of inputs providing the right answer and
the number of the overall random inputs. As we will not
derive this ratio, the number of random initial trials is
pragmatically chosen in the numerical tests such that the
simulation of the oracle contributes to the overall running
time with a multiplicative factor and, thus, does not af-
fect the sixth-power law of the oracle-assisted algorithm.
In all the performed numerical tests, the overall algo-
rithm always computes the distance within the desired
accuracy. The scaling of the running time observed in
the tests is compatible with the sixth-power law derived
theoretically.
The paper is organized as follows. In Sec. II, we in-
troduce our general scenario. For the sake of simplicity,
we will discuss only the two-party case, but the results
can be extended to the general case of many parties. Af-
ter introducing the local polytope in Sec. III, we revise
the results by Pitowski in Sec. IV. In Sec. V, we formu-
late the non-locality problem as a minimization problem,
namely, the problem of computing the distance from the
local polytope. In Sec. VI, the algorithm is introduced.
The convergence and the computational cost are then
discussed in Sec. VII. After introducing the algorithm
for solving the oracle, we finally discuss the numerical
results in Sec. VIII.
2II. NONSIGNALING BOX
In a Bell scenario, two quantum systems are prepared
in an entangled state and delivered to two spatially sep-
arate parties, say Alice and Bob. These parties perform
each a measurement on their system and get an outcome.
In general, Alice and Bob are allowed to choose among
their respective sets of possible measurements. We as-
sume that the sets are finite, but arbitrarily large. Let
us denote the measurements performed by Alice and Bob
by the indices a ∈ {1, . . . , A} and b ∈ {1, . . . , B}, respec-
tively. After the measurements, Alice gets an outcome
r ∈ R and Bob an outcome s ∈ S, whereR and S are two
sets with cardinality R and S, respectively. The overall
scenario is described by the joint conditional probability
P (r, s|a, b) of getting (r, s) given (a, b). Since the parties
are spatially separate, causality and relativity imply that
this distribution satisfies the nonsignaling conditions
P (r|a, b) = P (r|a, b¯) ∀r, a, b, b¯,
P (s|a, b) = P (s|a¯, b) ∀s, b, a, a¯, (1)
where P (r|a, b) ≡ ∑s P (r, s|a, b) and P (s|a, b) ≡∑
r P (r, s|a, b) are the marginal conditional probabilities
of r and s, respectively. In the following discussion, we
consider a more general scenario than quantum correla-
tions, and we just assume that P (r, s|a, b) satisfies the
nonsignaling conditions. The abstract machine produc-
ing the correlated variables r and s from the inputs a and
b will be called nonsignaling box (briefly, NS-box).
III. LOCAL POLYTOPE
The correlations between the outcomes r and s associ-
ated with the measurements a and b are local if and only
if the conditional probability P (r, s|a, b) can be written
in the form
P (r, s|a, b) =
∑
x
PA(r|a, x)PB(s|b, x)PS(x), (2)
where PA, PB, and PS are suitable probability distribu-
tions. In such a case, we say that the nonsignaling box
P (r, s|a, b) is local. It is always possible to write the con-
ditional probabilities PA and PB as convex combination
of local deterministic processes, that is,
PA(r|a, x) =∑
r
PAdet(r|r, a)ρA(r|x),
PB(s|b, x) =∑
s
PBdet(s|s, b)ρB(s|x),
(3)
where r ≡ (r1, . . . , rA), s ≡ (s1, . . . , sB), PAdet(r|r, a) =
δra,r and P
B
det(s|s, b) = δsb,s. Using this decomposition,
Eq. (2) takes the form of a convex combination of local
deterministic distributions. That is,
P (r, s|a, b) =
∑
r,s
PAdet(r|r, a)PBdet(s|s, b)PAB(r, s)
=
∑
r,s
δr,raδs,sbP
AB(r, s)
=
∑
r,ra=r
∑
s,sb=s
PAB(r, s). (4)
where PAB(r, s) ≡ ∑x ρA(r|x)ρB(s|x)PS(x) and δi,j is
the Kronecker delta. Eq. (4) is known as Fine’s theo-
rem [13]. Thus, a local distribution can always be writ-
ten as convex combination of local deterministic distri-
butions. Clearly, the converse is also true and a convex
combination of local deterministic distributions is local.
Therefore, the set of local distributions is a polytope,
called local polytope. As the deterministic probability dis-
tributions PAdet(r|r, a)PBdet(s|s, b) are not convex combina-
tion of other distributions, they all define the vertices of
the local polytope. Thus, there are RASB vertices, each
one being specified by the sequences r and s. Let us de-
note the map from (r, s) to the associated vertex by ~V .
That is, ~V maps the sequences to a deterministic local
distribution,
~V (r, s) ≡ [(r, s, a, b)→ δr,raδs,sb ] . (5)
Since the elements of the local polytope are normalized
distributions and satisfy the nonsignaling conditions (1),
the RSAB parameters defining P (r, s|a, b) are not in-
dependent and the polytope lives in a lower-dimensional
subspace. The dimension of this subspace and, more gen-
erally, of the subspace of NS-boxes is equal to [14]
dNS ≡ AB(R − 1)(S − 1) +A(R− 1) +B(S − 1). (6)
By the Minkowski-Weyl theorem, the local polytope
can be represented as the intersection of finitely many
half-spaces. A half-space is defined by an inequality
∑
r,s,a,b
P (r, s|a, b)B(r, s; a, b) ≤ L. (7)
In the case of the local polytope, these inequalities
are called Bell inequalities. Given the coefficients
B(r, s; a, b), we can choose L such that the inequality
is as restrictive as possible. This is attained by imposing
that at least one vertex of the local polytope is at the
boundary of the half-space, that is, by taking
L = max
r,s
∑
a,b
B(ra, sb; a, b). (8)
The oracle, which is central in this work and introduced
later in Sec. V, returns the value L from the coefficients
B(r, s; a, b).
A minimal representation of a polytope is given
by the set of facets of the polytope. A half-space
3∑
r,s,a,b P (r, s|a, b)B(r, s; a, b) ≤ L specifies a facet if the
associated hyperplane
∑
r,s,a,b P (r, s|a, b)B(r, s; a, b) = L
intersects the boundary of the polytope in a set with di-
mension equal to the dimension of the polytope minus
one. A distribution P (r, s|a, b) is local if and only if ev-
ery facet inequality is not violated. To check the violation
of every inequality is generally believed to be intractable
because of a result by Pitowski [12], but to test the mem-
bership of a distribution to the local polytope can be
done in polynomial time, once the vertices of which the
distribution is a convex combination are known. Thus,
deciding the membership to the local polytope is an NP
problem. In the following section, we will discuss what is
actually known about the complexity of the non-locality
problem.
IV. CORRELATION POLYTOPE AND
COMPUTATIONAL COMPLEXITY
A local polytope is a particular case of a correlation
polytope, the latter have been extensively studied by
Pitowski in the context of quantum theory [12]. In par-
ticular, Pitowski proved that deciding the membership
to the correlation polytope is NP-complete. Here, we
shortly revise this result and we argue that it does not
directly imply that deciding the membership to the local
polytope is also NP-complete. For the sake of consistence
with the previous definition of local polytope, we will use
slightly different but equivalent notations with respect to
the ones in Ref. [12].
A correlation polytope is introduced in the following
scenario. There is a set of M possible measurements or
queries, labelled by an index m = 1, . . . ,M . Each query
returns a binary outcome in {0, 1}. Let KM be the set
of pairs (a, b) with a, b ∈ {1, . . . ,M} and S a subset of
KM . We denote by R(M,S) the space of real functions
f : {0, 1}2 × S → R. A sequence w ∈ {0, 1}M yields a
function vw ∈ R(M,S) as follows,
vw(r, s|a, b) ≡ δr,waδs,wb , (a, b) ∈ S, r, s ∈ {0, 1}. (9)
A function vw can be interpreted as a deterministic prob-
ability distribution that assigns probability 1 to the out-
comes (r = wa, s = wb) given a pair of queries (a, b) ∈ S.
In the case that
S = {(a, b); a ∈ A, b ∈ B} ≡ Sloc, (10)
where A and B are disjoint subsets of {1, . . . ,M}, the
functions vw correspond to vertices of a local polytope,
as defined in Sec. III.
Definition 1. A correlation polytope c(M,S) ⊂
R(M,S) is the convex hull of the functions vw.
A correlation polytope is a local polytope if S = Sloc.
Pitowski proved the following [12].
Theorem 1. Deciding the membership to a correlation
polytope is NP-complete.
For this task, Pitowski considers particular instances of
the problem with S = Sk,M , the set Sk,M containing all
pairs (a, b) with 1 ≤ a < b ≤M except the pairs {1,M},
{2,M}, . . . , {k,M}. These instances are then reduced
to the one-in-three 3-satisfiability problem, which is NP-
complete. It is however clear that the set Sk,M does not
take the form of Sloc. The latter set is made of pairs of
elements in disjoint sets, whereas the set Sk,M contains
almost every pair except {1,M}, . . . , {k,M}.
In conclusion, we argue that Pitowski’s theorem does
not imply that deciding the membership to a local poly-
tope is NP-complete. It is possible that Pitowski’s argu-
ment could be extended to include also the case of local
polytopes, but this extension is not obvious. In this pa-
per, we will not provide an answer to the question, but
we will present an algorithm that computes efficiently
the distance from the local polytope in all the physically
relevant cases numerically tested. The question whether
the algorithm has always polynomial running time is left
as an open problem.
V. DISTANCE FROM THE LOCAL POLYTOPE
The non-locality problem can be reduced to a convex
optimization problem, such as the computation of the
nonlocal capacity, introduced in Ref. [15], and the dis-
tance from the local polytope, which can be reduced to
a linear program if the L1 norm is employed [16]. Here,
we define the distance of a distribution P (r, s|a, b) from
the local polytope as the Euclidean distance between
P (r, s|a, b) and the closest local distribution. As said in
Sec. III [see Eq. (4)] and stated by Fine’s theorem [13], a
conditional distribution ρ(r, s|a, b) is local if and only if
there is a non-negative function χ(r, s) such that
ρ(r, s|a, b) =
∑
r,ra=r
∑
s,sb=s
χ(r, s). (11)
That is, a conditional distribution ρ(r, s|a, b) is local if it
is the marginal of a multivariate probability distribution
χ of the outcomes of all the possible measurements, pro-
vided the χ does not depend on the measurements a and
b.
The distributions P (r, s|a, b) and ρ(r, s|a, b) can be rep-
resented as vectors in a RSAB-dimensional space. Let us
denote them by ~P and ~ρ, respectively. Given a positive-
definite matrix Mˆ defining the metrics in the vector
space, the computation of the distance from the local
polytope is equivalent to the minimization of a functional
of the form
F [χ] =
1
2
(
~P − ~ρ
)T
Mˆ
(
~P − ~ρ
)
(12)
with respect to χ, under the constraints that χ is non-
negative and normalized. Namely, the distance is the
square root of the minimum of 2F . Hereafter, we choose
4the metrics so that the functional takes the form
F [χ] ≡ 1
2
∑
r,s,a,b
[P (r, s|a, b)− ρ(r, s|a, b)]2W (a, b), (13)
where W (a, b) is some probability distribution. The nor-
malization
∑
a,bW (a, b) = 1 guarantees that the distance
does not diverge in the limit of infinite measurements per-
formed on a given entangled state. In particular, we will
consider the case with
W (a, b) ≡ 1
AB
. (14)
Another choice would be to take the distributionW (a, b)
maximizing the functional, so that the computation of
the distance would be a minimax problem. This case
has some interesting advantages, but is more sophisti-
cated and will not be considered here. Since we are in-
terested in a quantity that is equal to zero if and only if
P (r, s|a, b) is local, we can simplify the problem of com-
puting the distance by dropping the normalization con-
straint on χ. Indeed, if the distance is equal to zero, ρ
and, thus, χ are necessarily normalized. Conversely, if
the distance is different from zero for every normalized
local distribution, it is so also for every unnormalized lo-
cal distribution. Thus, the discrimination between local
and non-local correlation is equivalent to the following
minimization problem.
Problem 1.
minχ F [χ]
subject to the constraints
χ(r, s) ≥ 0.
Let us denote the solution of this problem and the
corresponding optimal value by χmin and Fmin, respec-
tively. The associated (unnormalized) local distribution
is denoted by ρmin(r, s|a, b). The square root of 2Fmin is
the minimal distance of P (r, s|a, b) from the cone defined
as the union of all the lines connecting the zero distribu-
tion ρ(r, s|a, b) = 0 and an arbitrary point of the local
polytope. Let us call this set local cone. Hereafter, we
will consider the problem of computing the distance from
the local cone, but the results can be easily extended to
the case of the local polytope, so that we will use “lo-
cal cone” and “local polytope” as synonyms in the fol-
lowing discussion. Note that there are generally infinite
minimizers χmin, since χ lives in a RASB-dimensional
space, whereas the functional F depends on χ through
ρ(r, s|a, b), which lives in a (dNS +1)-dimensional space.
In other words, since the local polytope has RASB ver-
tices, but the dimension of the polytope is dNS , a (nor-
malized) distribution ρ has generally infinite representa-
tions as convex combination of the vertices, unless ρ is
on a face whose dimension plus 1 is equal to the number
of vertices defining the face.
At first glance, the computational complexity of this
problem seems intrinsically exponential, as the number
of real variables defining χ is equal to RASB. However,
the dimension of the local polytope is dNS and grows
polynomially in the number of measurements and out-
comes. Thus, by Carathe´odory’s theorem, a (normal-
ized) local distribution can always be represented as the
convex combination of a number of vertices smaller than
dNS + 2. This implies that there is a minimizer χ
min
of F whose support contains a number of elements not
greater than dNS + 1. Therefore, the minimizer can be
represented by a number of variables growing polynomi-
ally in the input size. The main problem is to find a small
set of vertices that are suitable for representing the clos-
est local distribution ρmin(r, s|a, b). In the following, we
will show that the computation of the distance from the
local cone with arbitrary fixed accuracy has polynomial
complexity, granted the access to the following oracle.
Oracle: Given a function g(r, s; a, b), the oracle returns
the sequences r and s maximizing the function
G(r, s) ≡
∑
a,b
g(ra, sb; a, b)W (a, b) (15)
and the corresponding maximal value.
Thus, Problem 1 is reduced to determining an efficient
simulation of the oracle. Let us consider the case of bi-
nary outcomes with r and s taking values ±1 (R = S =
2). The function G(r, s) takes the form
G(r, s) =
∑
a,b
Jabrasb +
∑
a
Aara +
∑
b
Bbsb +G0, (16)
whose minimization falls into the class of spin-glass prob-
lems, which are notoriously computationally hard to han-
dle. This would suggest that the oracle is generally an
intractable problem. Nonetheless, the oracle has a par-
ticular structure that can make the problem easier to be
solved. This will be discussed later in Secs. VIIC and
VIII. There, we will show that the oracle can be simu-
lated efficiently in many relevant cases by using a simple
block-maximization strategy. Assuming for the moment
that we have access to the oracle, let us introduce the
algorithm solving Problem 1.
VI. COMPUTING THE DISTANCE
The distance from the local polytope can be computed
efficiently once we have a set Ω of vertices that is small
enough and suitable for representing the closest distri-
bution ρmin(r, s|a, b). The algorithm introduced in this
paper solves Problem 1 by generating iteratively a se-
quence of sets Ω. At each step, the minimal distance
is first computed over the convex hull of the given ver-
tices. Then, the oracle is consulted. As well as the set
does not contain the right vertices, the oracle returns a
strictly positive maximal value and a vertex, which is
added to the set Ω (after possibly removing vertices with
zero weight). The optimization Problem 1 is solved once
5the oracle returns zero, which guarantees that all the op-
timality conditions of the problem are satisfied. Before
discussing the algorithm, let us derive these conditions.
A. Necessary and sufficient conditions for
optimality
Problem 1 is a convex optimization problem whose con-
straints satisfy Slater’s condition, requiring the existence
of an interior point of the feasible region. This is the
case, as a positive χ strictly satisfies all the inequality
constraints. Thus, the four Karush–Kuhn–Tucker condi-
tions are necessary and sufficient conditions for optimal-
ity. The first requires that the gradient of the Lagrangian
is equal to zero (stationarity condition). The Lagrangian
of Problem 1 is
L = F [χ]−
∑
r,s
λ(r, s)χ(r, s), (17)
where λ(r, s) are the Lagrange multipliers associated
with the inequality constraints. The second condition
is the feasibility of the constraints. The third condition,
called dual feasibility, is the non-negativity of λ, that is,
λ(r, s) ≥ 0. (18)
Finally, the last condition, the complementary slackness,
states that
λ(r, s)χ(r, s) = 0. (19)
The stationarity condition on the gradient of the La-
grangian gives the equality
∑
a,b
W (a, b) [P (ra, sb|a, b)− ρ(ra, sb|a, b)] + λ(r, s) = 0.
(20)
Eliminating λ, this equality and the dual feasibility yield
the inequality
∑
a,b
W (a, b) [P (ra, sb|a, b)− ρ(ra, sb|a, b)] ≤ 0. (21)
From Eq. (20), we have that the complementary slackness
is equivalent to the following condition,
χ(r, s) 6= 0⇒∑
a,bW (a, b) [P (ra, sb|a, b)− ρ(ra, sb|a, b)] = 0,
(22)
that is, the left-hand side of the last inequality is equal
to zero if (r, s) is in the support of χ. The slackness con-
dition (22), the primal constraint and Ineq. (21) provide
necessary and sufficient conditions for optimality. Let us
introduce the function
g(r, s; a, b) ≡ P (r, s|a, b)− ρ(r, s|a, b), (23)
which is the opposite of the gradient of F with respect to
ρ up to the factor W (a, b). Summarizing, the conditions
are
∑
a,bW (a, b)g(ra, sb; a, b) ≤ 0, (24)
χ(r, s) 6= 0⇒∑a,bW (a, b)g(ra, sb; a, b) = 0, (25)
χ(r, s) ≥ 0. (26)
The second condition can be rewritten in the more con-
cise form
∑
r,s,a,b
ρ(r, s|a, b)g(r, s|a, b)W (a, b) = 0. (27)
Indeed, using Ineqs. (24,26), it is easy to show that con-
dition (25) is satisfied if and only if
∑
r,s
χ(r, s)
∑
a,b
W (a, b)g(ra, sb; a, b) = 0,
which gives equality (27) by definition of ρ [Eq. (11)].
Condition (24) can be checked by consulting the oracle
with g(r, s; a, b) as query. If the oracle returns a non-
positive maximal value, then the condition is satified.
Actually, at the optimal point, the returned value turns
out to be equal to zero, as implied by the other optimality
conditions.
Similar optimality conditions hold if we force χ to be
equal to zero outside some set Ω. Let us introduce the
following minimization problem.
Problem 2.
minχ F [χ]
subject to the constraints
χ(r, s) ≥ 0,
χ(r, s) = 0 ∀(r, s) /∈ Ω
The optimal value of this problem gives an upper
bound on the optimal value of Problem 1. The two prob-
lems are equivalent if the support of a minimizer χmin
of Problem 1 is in Ω. The necessary and sufficient con-
ditions for optimality of Problem 2 are the same as of
Problem 1, with the only difference that condition (24)
has to hold only in the set Ω. That is, the condition is
replaced by the weaker condition
(r, s) ∈ Ω⇒
∑
a,b
W (a, b)g(ra, sb; a, b) ≤ 0. (28)
Thus, an optimizer of Problem 2 is solution of Problem 1
if the value returned by the oracle with query g = P − ρ
is equal to zero.
Hereafter, the minimizer and the minimal value of
Problem 2 will be denoted by χminΩ and F
min
Ω , re-
spectively. The associated optimal local distribution
ρ(r, s|a, b) defined by Eq. (11) will be denoted by
ρminΩ (r, s|a, b).
6B. Overview of the algorithm
Problem 1 can be solved iteratively by finding the solu-
tion of Problem 2 over a sequence of sets Ω. The sets are
built according to the answer of the oracle, which is con-
sulted at each step of the iteration. The procedure stops
when a desired accuracy is reached or Ω contains the sup-
port of a minimizer χmin and the solution of Problem 2 is
also solution of Problem 1. Let us outline the algorithm.
Suppose that we choose the initial Ω as a set of sequences
(r, s) associated to n0 linearly independent vertices (n0
is possibly equal to 1). Let us denote this set by Ω0. We
solve Problem 2 with Ω = Ω0 and we get the optimal
value Fmin0 ≡ FminΩ0 with minimizer χmin0 ≡ χminΩ0 . Let
us denote the corresponding (unnormalized) local distri-
bution by ρmin0 ≡ ρminΩ0 . That is,
ρmin0 (r, s|a, b) ≡
∑
r,ra=r
∑
s,sb=s
χmin0 (r, s). (29)
Since the cardinality of Ω0 is not greater than dNS+1 and
the problem is a convex quadratic optimization problem,
the corresponding computational complexity is polyno-
mial. Generally, a numerical algorithm provides an op-
timizer up to some arbitrarily small but finite error. In
Sec. VIE, we will provide a bound on the accuracy re-
quired for the solution of Problem 2. For now, let us as-
sume that Problem 2 is solved exactly. If the support of
χmin is in Ω0, F
min
0 is equal to the optimal value of Prob-
lem 1, and we have computed the distance from the local
polytope. We can verify if this is the case by checking the
first optimality condition (24), as the conditions (25,26)
are trivially satisfied by the optimizer of Problem 2 for
every (r, s). The check is made by consulting the oracle
with the function P (r, s|a, b)− ρmin0 (r, s|a, b) as query. If
the oracle returns a maximal value equal to zero, then we
have the solution of Problem 1. Note that if the optimal
value of Problem 2 is equal to zero, then also the opti-
mal value of the main problem is equal to zero and the
conditional distribution P (r, s|a, b) is local. In this case,
we have no need of consulting the oracle.
If the optimal value of Problem 2 is different from zero
and the oracle returns a maximal value strictly positive,
then the minimizer of Problem 2 satisfies all the optimal-
ity conditions of Problem 1, except Ineq. (24) for some
(r, s) /∈ Ω. The next step is to add the pair of sequences
(r, s) returned by the oracle to the set Ω and solve Prob-
lem 2 with the new set. Let us denote the new set and the
corresponding optimal value by Ω1 and F
min
1 ≡ FminΩ1 , re-
spectively. Once we have solved Problem 2 with Ω = Ω1,
we consult again the oracle to check if we have obtained
the solution of Problem 1. If we have not, we add the pair
of sequences (r, s) given by the oracle to the set Ω and we
solve Problem 2 with the new set, say Ω2. We continue
until we get the solution of Problem 1 or its optimal value
up to some desired accuracy. This procedure generates a
sequence of sets Ωn=1,2,... and values F
min
n=1,2,.... The lat-
ter sequence is strictly decreasing, that is, Fminn+1 < F
min
n
until Ωn contains the support of χ
min and the oracle re-
turns zero as maximal value. Let us show that. Suppose
that χminn is the optimizer of Problem 2 with Ω = Ωn
and (r′, s′) is the new element in the set Ωn+1. Let us
denote by ρminn (r, s|a, b) the local distribution associated
with χminn , that is,
ρminn (r, s|a, b) ≡
∑
r,ra=r
∑
s,sb=s
χminn (r, s). (30)
The optimal value Fminn+1 of Problem 2 is bounded from
above by the value taken by the function F [χ] for every
feasible χ, in particular, for
χ(r, s;α) = χminn (r, s) + αδr,r′δs,s′ , (31)
with α positive. Let us set α equal to the value minimiz-
ing F , that is,
α ≡ αn =
∑
ab
W (a, b)[P (r′a, s
′
b|a, b)− ρminn (r′a, s′b|a, b)],
(32)
which is equal to the value returned by the oracle. It is
strictly positive, as the oracle returned a positive value,
provided that Ωn does not contain the support of χ
min.
Hence, χ(r, s;αn) is a feasible point and, thus, the corre-
sponding value taken by F ,
F |α=αn = Fminn −
1
2
α2n, (33)
is an upper bound on Fminn+1 . Hence,
Fminn+1 ≤ Fminn −
1
2
α2n, (34)
that is, Fminn+1 is strictly smaller than F
min
n .
This procedure generates a sequence Fminn that con-
verges to the optimal value of Problem 1, as shown in
Sec. VII. For any given accuracy, the computational cost
of the procedure is polynomial, provided that we have
access to the oracle.
To avoid a growth of the cardinality of Ω beyond
dNS + 1 during the iteration and, thus, the introduc-
tion of redundant vertices, we have to be sure that the
sets Ω0,Ω1, . . . contain points (r, s) associated to linearly
independent vertices ~V (r, s) of the local polytope. This
is guaranteed by the following procedure of cleaning up.
First, after the computation of χminn at step n, we re-
move the elements in Ωn where χ
min
n (r, s) is equal to
zero. Then, the set Ωn+1 is built by adding the point
given by the oracle to the remaining elements. Let us
denote by V the set of vertices associated to the elements
in the support of χminn . The cleaning up ensures that
the optimizer ρminn is in the interior of the convex hull of
V , up to a normalization constant, and the new vertex
returned by the oracle is linearly independent of the ones
in V . Indeed, we have seen that the introduction of such
a vertex allows us to lower the optimal value of Prob-
lem 2. This would not be possible if the added vertex
7was linearly dependent on the vertices in V , as the (nor-
malized) optimizer ρminn of Problem 2 is in the interior
of the convex hull of V .
This is formalized in Lemma 1.
Lemma 1. Let (r′, s′) be a sequence such that
∑
a,b
g(r′a, s
′
b; a, b)W (a, b) 6= 0. (35)
If Ω is a set of sequences such that
(r, s) = Ω⇒
∑
a,b
g(ra, sb; a, b)W (a, b) = 0, (36)
then the vertex ~V (r′, s′) is linearly independent of the
vertices associated to the sequences in Ω.
Proof. The proof is by contradiction. Suppose that
the vector ~V (r′, s′) is linearly dependent of the vectors
~V (r, s) with (r, s) ∈ Ω, then there is a real function t(r, s)
such that
~V (r′, s′) =
∑
(r,s)∈Ω
t(r, s)~V (r, s). (37)
By definition of ~V , this equation implies that∑
r,s t(r, s)δr,raδs,sb = δr,r′aδs,s′b . From this equation and
Eq. (36), we have
∑
r,s
δr,r′aδs,s′b
∑
a,b
g(r, s; a, b)W (a, b) = 0. (38)
Summing over r and s, we get a contradiction with
Eq. (35). 
This lemma and the optimality conditions (24,25) imply
that the sets Ω0,Ω1, . . . built through the previously
discussed procedure of cleaning up always contain points
associated to independent vertices and, thus, never
contain more than dNS + 1 elements. Indeed, the
previously defined set V contains points (r, s) where the
minimizer χminn is different from zero, for which the quan-
tity
∑
a,b
[
P (ra, sb|a, b)− ρminn (ra, sb|a, b)
]
W (a, b) =
0, as implied by condition (25). Further-
more, given the sequence (r′, s′) returned
by the oracle, condition (24) implies that∑
a,b
[
P (r′a, s
′
b|a, b)− ρminn (r′a, s′b|a, b)
]
W (a, b) > 0
until the set Ωn contains the support of χ
min and the
iteration generating the sequence of sets Ω is terminated.
The procedure of cleaning up is not strictly necessary
for having a polynomial running time, but it can speed
up the algorithm.
C. The algorithm
In short, the algorithm for computing the distance
from the local polytope with given accuracy is as follows.
Algorithm 1. Input: P (r, s|a, b)
1. Set (r′, s′) equal to the sequences given by the ora-
cle with P (r, s|a, b) as query.
2. Set Ω = {(r′, s′)}.
3. Compute the optimizers χ(r, s) and ρ(r, s|a, b) of
Problem 2. The associated F provides an upper
bound of the optimal value Fmin.
4. Consult the oracle with g(r, s; a, b) = P (r, s|a, b)−
ρ(r, s|a, b) as query. Set (r′, s′) and α equal to the
sequences returned by the oracle and the associated
maximal value, respectively. That is,
(r′, s′) = argmax
(r,s)
∑
a,b
g(ra, sb; a, b)W (a, b),
α =
∑
a,b
g(r′a, s
′
b|a, b)W (a, b),
5. Compute a lower bound on the Fmin from ρ and α
(see following discussion and Sec. VIIA). The dif-
ference between the upper and lower bounds pro-
vides an upper bound on the reached accuracy.
6. If a given accuracy is reached, stop.
7. Remove from Ω the points where χ is zero and add
(r′, s′).
8. Go back to Step 3.
The algorithm stops at Step 6 when a desired accuracy
is reached. To estimate the accuracy, we need to compute
a lower bound on the optimal value Fmin. To guaran-
tee that the algorithm eventually stops, the lower bound
has to converge to the optimal value as the algorithm
approaches the solution of Problem 1. We also need a
stopping criterion for the numerical routine solving the
optimization problem at Step 3. Let us first discuss the
stopping criterion for Algorithm 1.
D. Stopping criterion for Algorithm 1
The lower bound on Fmin, denoted by F (−), is com-
puted by using the dual form of Problem 1. As shown
in Sec. VIIA, any local distribution ρ induces the lower
bound
F (−) =
1
2
∑
rsab
{
P 2(r, s|a, b)−[ ρ(r, s|a, b) + α ]2}W (a, b),
(39)
where α is the maximal value returned by the oracle with
g(r, s; a, b) = P (r, s|a, b)− ρ(r, s|a, b) as query. An upper
bound on Fmin is obviously
F (+) = F [χ]. (40)
8In the limit of ρ equal to the local distribution minimizing
F , the lower bound is equal to the optimal value Fmin.
This can be shown by using the optimality conditions.
Indeed, conditions (24,27) imply the limits
lim
χ→χmin
α = 0, (41)
lim
χ→χmin
∑
r,s,a,b
ρ(r, s|a, b)g(r, s; a, b)W (a, b) = 0, (42)
which imply F (−) → Fmin as χ approaches the mini-
mizer. This is made more evident by computing the dif-
ference between the upper bound and the lower bound.
Indeed, given the local distribution ρ(r, s|a, b) computed
at Step 3 and the corresponding α returned by the oracle
at Step 4, the difference is
F (+) − F (−) ≡ ∆F = RS2 α2+∑
rsab ρ(r, s|a, b) [α− g(r, s; a, b)]W (a, b),
(43)
which evidently goes to zero as χ goes to χmin. Thus,
the upper bound ∆F on the accuracy computed at Step 5
goes to zero as ρ(r, s|a, b) approaches the solution. This
guarantees that the algorithm stops sooner or later at
Step 6, provided that χ converges to the solution. If
Problem 2 is solved exactly at Step 3, then the distri-
bution ρ(r, s|a, b) satisfies condition (27), and the upper
bound on the reached accuracy takes the form
F (+) − F (−) = RS
2
α2 + α
∑
rsab
ρ(r, s|a, b)W (a, b). (44)
Even if Condition (27) is not satisfied, we can suitably
normalize χ(r, s) so that the condition is satisfied. In the
following, we assume that this condition is satisfied.
E. Stopping criterion for Problem 2 (Optimization
at Step 3 of Algorithm 1)
In Algorithm 1, Step 3 is completed when the solution
of Problem 2 with a given set Ω is found. Optimization
algorithms iteratively find a solution ρminΩ (r, s|a, b) up to
some accuracy. We can stop when the error is of the
order of the machine precision. Here, we will discuss a
more effective stopping criterion. This criterion should
preserve the two main features previously described:
1. The sequence Fmin0 , F
min
1 , . . . of the exact optimal
values of Problem 2 with Ω = Ω0,Ω1, . . . is mono-
tonically decreasing;
2. The sets Ω0,Ω1, . . . contain points associated with
linearly independent vertices of the local polytope,
implying that the cardinality of Ωn is never greater
than dNS + 1.
To guarantee that the first feature is preserved, it is suf-
ficient to compute a lower bound on the optimal value
FminΩ of Problem 2 so that the bound approaches F
min
Ω as
χ approaches the optimizer χminΩ . If the lower bound with
set Ω = Ωn is greater than the upper bound Fn − α2n/2
on Fminn+1 [see Eq. (33)], then F
min
n+1 < F
min
n . Denoting
by F
(−)
Ω the lower bound on the optimal value F
min
Ω , the
monotonicity of the sequence Fmin0 , F
min
1 , . . . is implied
by the inequality
Fn − 1
2
α2n ≤ F (−)Ωn . (45)
As shown later by using dual theory, a lower bound on
FminΩ is
F
(−)
Ω =
1
2
∑
rsab
{
P 2(r, s|a, b)−[ ρ(r, s|a, b) + β ]2}W (a, b),
(46)
where
β ≡ max
(r,s)∈Ω
∑
ab
W (a, b)[P (ra, sb|a, b)− ρ(ra, sb|a, b)],
(47)
and ρ(r, s|a, b) is an unnormalized local distribution as-
sociated to a function χ(r, s) with support in Ω. This
bound becomes equal to FminΩ in the limit of ρ equal to
the minimizer of Problem 2. Ineq. (45) gives the condi-
tion
α2 > RSβ2+
2
∑
rsab [β − g(r, s; a, b)] ρ(r, s|a, b)W (a, b),
(48)
where g(r, s; a, b) = P (r, s|a, b) − ρ(r, s|a, b) and
ρ(r, s|a, b) is the local distribution computed at Step 3. If
this condition is satisfied by the numerical solution found
at Step 3, then the series Fmin0 , F
min
1 , . . . is monotoni-
cally decreasing. As we will see, to prove that the series
converges to the minimizer of Problem 1, we need the
stronger condition
γα2 ≥ RSβ2+
2
∑
rsab [β − g(r, s; a, b)] ρ(r, s|a, b)W (a, b),
(49)
where γ is any fixed real number in the interval (0, 1).
A possible choice is γ = 1/2. If this inequality is sat-
isfied at each iteration of Algorithm 1, the sequence
Fmin0 , F
min
1 , . . . satisfies the inequality
Fminn+1 ≤ Fminn −
1− γ
2
α2n, (50)
which turns out to be equal to Ineq. (34) in the limit
γ → 0. The right-hand side of Ineq. (49) goes to zero as
ρ approaches the optimizer, as implied by the optimality
conditions of Problem 2. Thus, if the set Ω does not
contain all the points where χmin is different from zero,
then the inequality is surely satisfied at some point of
the iteration solving Problem 2, as α tends to a strictly
positive number. When the inequality is satisfied, the
minimization at Step 3 of Algorithm 1 is terminated. If
Ω is the support of χmin, the inequality will never be
9satisfied and the minimization at Step 3 will terminate
when the desired accuracy on Fmin is reached.
As previously said, we should also guarantee that the
sets Ωn contain only points associated with linearly in-
dependent vertices. This is granted if the procedure at
Step 7 of Algorithm 1 successfully removes the points
where the exact minimizer χminn is equal to zero. How
can we find the support of the minimizer from the ap-
proximate numerical solution computed at Step 3? Using
dual theory, it is possible to prove following.
Theorem 2. Let χ(r, s) a non-negative function with
support in Ω and ρ(r, s|a, b) the associated unnormalized
local distribution, then the inequality
∑
a,b ρ
min
Ω (ra, sb|a, b)W (a, b) ≥
∑
a,b ρ(ra, sb|a, b)W (a, b)
−
[
2
(
F (+) − F (−)Ω
)]1/2
.
(51)
holds.
A direct consequence of this theorem and the slackness
condition (25) for optimality is the following.
Corollary 1. Let χ(r, s) a non-negative function with
support in Ω and ρ(r, s|a, b) the associated unnormalized
local distribution. If the inequality
∑
ab g(ra, sb; a, b) ≤
{
RSβ2+
2
∑
rsab [β − g(r, s; a, b)] ρ(r, s|a, b)W (a, b)}1/2
(52)
holds with g(r, s|a, b) = P (r, s|a, b) − ρ(r, s|a, b), then
χminΩ (r, s) is equal to zero.
Condition (52) is sufficient for having χminΩ (r, s) equal
to zero, but it is not necessary. A necessary condition
can be derived by computing the lowest eigenvalue of the
Hessian of the objective function F [χ]. Both the neces-
sary and sufficient conditions allows us to determine the
support of the minimizer χminΩ once the distribution χ is
enough close to χminΩ . Thus, the minimization at Step 3
should not stop until each sequence (r, s) satisfies the
sufficient condition or does not satisfy the necessary con-
dition, otherwise the cleaning up could miss some points
where the minimizer is equal to zero. However, numeri-
cal experiments show that the use of these conditions is
not necessary and the number of elements in the sets Ωn
is always bounded by dNS + 1, provided that Problem 2
is solved by the algorithm described in the following sec-
tion.
F. Solving Problem 2
There are standard methods for solving Problem 2,
and numerical libraries are available. The interior point
method [17] provides a quadratic convergence to the solu-
tion, meaning that the number of digits of accuracy is al-
most doubled at each iteration step, once χ is sufficiently
close to the minimizer. The algorithm uses the New-
ton method and needs to solve a set of linear equations.
Since this can be computationally demanding in terms
of memory, we have implemented the solver by using the
conjugate gradient method, which does not use the Hes-
sian. Furthermore, if the Hessian turns out to have a
small condition number, the conjugate gradient method
can be much more efficient than the Newton method, es-
pecially if we do not need to solve Problem 2 with high
accuracy. This is the case in the initial stage of the com-
putation, when the set Ω is growing and does not contain
all the points of the support of χmin.
The conjugate gradient method iteratively performs a
one-dimensional minimization along directions that are
conjugate with respect to the Hessian of the objective
function [17]. The directions are computed iteratively
by setting the first direction equal to the gradient of
the objective function. The conjugate gradient method
is generally used with unconstrained problems, whereas
Problem 2 has the inequality constraints χ(r, s) ≥ 0.
To adapt the method to our problem, we perform the
one-dimensional minimization in the region where χ is
non-negative. Whenever an inactive constraint becomes
active or vice versa, we reset the search direction equal
to the gradient and restart the generation of the direc-
tions from that point. Once the procedure terminates,
the algorithm provides a list of active constraints with
χn(r, s) = 0. Numerical simulations show that this list is
generally complete and corresponds to the points where
the minimizer χminn is equal to zero.
In general, the slackness condition (27) is not satis-
fied by the numerical solution. However, as previously
pointed out, we can suitably normalize χn so that this
condition is satisfied by ρn(r, s|a, b). Thus, we will as-
sume that the equality
∑
r,s,a,b
ρn(r, s|a, b)gn(r, s; a, b)W (a, b) = 0 (53)
holds with gn = P − ρn. This also implies that
αn = α|ρ=ρn ≥ 0
βn = β|ρ=ρn ≥ 0.
(54)
VII. CONVERGENCE ANALYSIS AND
COMPUTATIONAL COST
Here, we provide a convergence analysis and we show
that the error on the distance from the local polytope
decays at least as fast as 1/
√
n, where n is the number
of iterations. Although the proved convergence is sub-
linear, its derivation relies on a very rough estimate of
a lower bound on the optimal value χmin. Interestingly,
the computed bound on the number of required iterations
does not depend on the number of measurements. Using
this bound, we show that the computational cost for any
given error on the distance grows polynomially with the
size of the problem input, that is, with A, B, R and S,
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provided that the oracle can be simulated in polynomial
time.
To prove the convergence, we need to introduce the
dual form of Problem 1 (See Ref. [17] for an introduction
to dual theory). The dual form of a minimization prob-
lem (primal problem) is a maximization problem whose
maximum is always smaller than or equal to the primal
minimum, the difference being called duality gap. How-
ever, if the constraints of the primal problem satisfy some
mild conditions such as Slater’s conditions [17], then the
duality gap is equal to zero. As previously said, this is
the case of Problem 1.
The dual form is particularly useful for evaluating
lower bounds on the optimal value of the primal prob-
lem. Indeed, the value taken by the dual objective func-
tion in a feasible point of the dual constraints provides
such a bound. After introducing the dual form of Prob-
lem 1, we derive the lower bound F (−) on Fmin given by
Eq. (39). Then, we use this bound and Eq. (34) to prove
the convergence.
A. Dual problem
The dual problem of Problem 1 is a maximization prob-
lem over the space of values taken by the Lagrange mul-
tipliers λ(r, s) subject to the dual constraints λ(r, s) ≥ 0.
The dual objective function is given by the minimum of
the Lagrangian L, defined by Eq. (17), with respect to χ.
The dual constraint is the non-negativity of the Lagrange
multipliers, that is,
λ(r, s) ≥ 0. (55)
As this minimum cannot be derived analytically, a stan-
dard strategy for getting an explicit form of the dual
objective function is to enlarge the space of primal vari-
ables and, correspondly, to increase the number of pri-
mal constraints. The minimum is then evaluated over
the enlarged space. In our case, it is convenient to in-
troduce Eq. (11) and ρ(r, s|a, b) as additional constraints
and variables, respectively. Thus, F is made independent
of χ and expressed as function of ρ. The new optimiza-
tion problem, which is equivalent to Problem 1, has the
Lagrangian
L = F [ρ]−∑
r,s λ(r, s)χ(r, s) +
∑
rsabW (a, b)×
η(r, s, a, b)
[
ρ(r, s|a, b)−∑
r,s δr,raδs,sbχ(r, s)
]
, (56)
where η(r, s, a, b) are the Lagrange multipliers associated
with the added constraints. To find the minimum of the
Lagrangian, we set its derivative with respect to the pri-
mal variables χ and ρ equal to zero. We get the equations∑
a,bW (a, b)η(ra, sb, a, b) = −λ(r, s) (57)
ρ(r, s|a, b) = P (r, s|a, b)− η(r, s, a, b). (58)
The first equation does not depend on the primal vari-
ables and sets a constraint on the dual variables. If this
constraint is not satisfied, the dual objective function
is equal to −∞. Thus, its maximum is in the region
where Eq. (57) is satisfied. Let us add it to the dual con-
straint (55). The second stationarity condition, Eq. (58),
gives the optimal ρ. By replacing it in the Lagrangian,
we get the dual objective function
Fdual =
∑
r,s,a,bW (a, b)η(r, s, a, b)×[
P (r, s|a, b)− η(r,s,a,b)2
]
.
(59)
Eliminating λ, which does not appear in the objective
function, the dual constraints (55,57) give the inequality
∑
a,b
W (a, b)η(ra, sb; a, b) ≤ 0. (60)
Thus, Problem 1 is equivalent to the following.
Problem 3 (dual problem of Problem 1).
maxη Fdual[η]
subject to the constraints∑
a,bW (a, b)η(ra, sb; a, b) ≤ 0.
The value taken by Fdual at a feasible point provides
a lower bound on Fmin. Given any function η¯(r, s; a, b),
a feasible point is
ηf (r, s; a, b) ≡ η¯(r, s; a, b)−max
r,s
∑
a¯,b¯
W (a¯, b¯)η¯(ra¯, sb¯; a¯, b¯),
(61)
Indeed∑
a,b ηf (ra, sb; a, b)W (a, b) =
∑
a,b η¯(ra, sb; a, b)
−maxr′,s′
∑
a,b η¯(r
′
a, s
′
b; a, b)W (a, b) ≤ 0.
(62)
The lower bound turns out to be the optimal value Fmin
if the distribution ρ(r, s|a, b) given by Eq. (58) in terms of
η = ηf is solution of the primal Problem 1. This suggests
the transformation
ηf (r, s; a, b) = P (r, s|a, b)− ρ(r, s|a, b), (63)
where ρ(r, s|a, b) is some local distribution up to a nor-
malization constant (in fact, ρ can be any real function).
Every local distribution induces a lower bound on the
optimal value Fmin. This lower bound turns out to be
an accurate approximation of Fmin if ρ is close enough
to the optimal local distribution. Using the last equation
and Eq. (61), we get the lower bound (39) from Fdual.
The dual problem of Problem 2 is similar to Problem 3,
but the constraints have to hold for sequences (r, s) in Ω.
Problem 4 (dual problem of Problem 2).
maxη Fdual[η]
subject to the constraints
(r, s) ∈ Ω⇒∑a,bW (a, b)η(ra, sb; a, b) ≤ 0.
This dual problem induces the lower bound FminΩ on
the optimal value of Problem 2 [Eq. (46)].
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B. Convergence and polynomial cost
Let ρn(r, s|a, b) be the local distribution computed at
Step 3 of Algorithm 1. From the lower bound (39), we
have
Fmin ≥ Fn − RS2 α2n+∑
r,s,a,bW (a, b)ρn(r, s|a, b) [gn(r, s; a, b)− αn] ,
(64)
where αn is given by Eq. (32) and gn = P − ρn. The
last term is equal to zero because of Eq. (53) The second
term at the right-hand side of Ineq. (64) is bound from
below by −αn[1 + (RS)1/2] (αn is positive). This can be
shown by minimizing it under the constraint that the last
term is equal to zero. Since Fdual|η=ηf is a lower bound
of Fmin, we have that
Fmin ≥ Fn − RS
2
α2n − [1 + (RS)1/2]αn. (65)
As αn is not greater than 1, the factor α
2
n in the right-
hand side of the inequality can be replaced by αn, so that
we have
αn ≥ 2 Fn − F
min
RS + 2 + 2(RS)1/2
, (66)
which gives with Ineq. (50) the following
Fminn − Fminn+1 ≥ 2(1− γ)
(
Fn − Fmin
RS + 2 + 2(RS)1/2
)2
. (67)
Summing over n = 0, . . . ,∞ both terms of the inequality,
we have
Fmin0 − Fmin∞ ≥ 2(1− γ)
∞∑
k=0
(
Fk − Fmin
RS + 2 + 2(RS)1/2
)2
.
(68)
The inequality implies that the series at the right-hand
side converges to a finite number and, thus,
lim
n→∞
Fn = F
min. (69)
In particular, the terms in the series go to zero at least
as fast as 1/n. Indeed, since Fn − Fmin is a decreasing
sequence, we have from Eq. (68)
Fmin0 − Fmin∞ ≥ 2(1− γ)
n∑
k=0
(
Fk − Fmin
RS + 2 + 2(RS)1/2
)2
(70)
≥ 2(n+ 1)(1− γ)
(
Fn − Fmin
RS + 2+ 2(RS)1/2
)2
.
The quantity at the left-hand side does not depend on n
and is not greater than 1/2. Indeed, using the identity
∑
r,s,a,bW (a, b)ρ
min
0 (r, s|a, b)×[
P (r, s|a, b)− ρmin0 (r, s|a, b)
]
= 0,
(71)
we have
Fmin0 − Fmin∞ ≤ Fmin0 =∑
r,s,a,bW (a, b)
[P (r,s|a,b)−ρmin0 (r,s|a,b)]
2
2
=
∑
r,s,a,bW (a, b)
P 2(r,s|a,b)−(ρmin
0
)2(r,s|a,b)
2
≤∑r,s,a,bW (a, b)P 2(r,s|a,b)2 ≤ 12 .
(72)
The last inequality and Ineq. (70) give a bound on the
accuracy reached at step n,
Fn − Fmin ≤ RS + 2 + 2(RS)
1/2
2
√
(1− γ)(n+ 1) . (73)
Thus, the error decreases at least as fast as 1/
√
n. Al-
though the convergence is sublinear, we derived this in-
equality by using Ineq. (65), which provides a quite loose
bound on the optimal value χmin. Nonetheless, the con-
straint set by Ineq. (73) on the accuracy is strong enough
to imply the polynomial convergence of the algorithm,
provided that the oracle can be simulated in polynomial
time. Indeed, the inequality implies that the number of
steps required to reach a given accuracy does not grow
faster than (RS)2. Since the computational cost of com-
pleting each step is polynomial, the overall algorithm
has polynomial cost. More precisely, each step is com-
pleted by solving a quadratic minimization problem. If
we do not rely on specific structure of the quadratic prob-
lem, its computational cost does not grow faster than
max{n31, n21n2, D} [17], where n1, n2 and D are the num-
ber of variables, the number of constraints and the cost
of evaluating first and second derivatives of the objective
and constraint functions. The numbers n1 and n2 are
equal and D is equal to n21(A + B). As the number of
vertices in the set Ω is not greater than the number of
iterations n, if A + B > n, then the computational cost
at each iteration does not grow faster than n2(A + B).
This implies that the computational cost of Algorithm 1
scales at most as
(RS)3(A+B)
ǫ6
, (74)
ǫ being the accuracy. Thus, the bound is linear in the
number of measurements. This bound holds asymptot-
ically for a sufficiently high number of measurements,
given a fixed error. If A + B is smaller than the num-
ber of iterations, then the running time of the overall
algorithm scales at most as
(AB)3(RS)5, (75)
provided that the number of vertices is not greater than
dNS , which is guaranteed by the cleaning up procedure.
Numerical tests are in good agreement with this estimate,
the linear bound not being saturated for the considered
accuracy and number of measurements.
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C. Simulation of the oracle
We have shown that the cost of computing the dis-
tance from the local polytope grows polynomially pro-
vided that we have access to the oracle. But what is the
computational complexity of the oracle? In the case of
measurements with two outcomes, we have seen that the
solution of the oracle is equivalent to finding the min-
imal energy of a particular class of Ising spin glasses.
These problems are known to be hard to solve. How-
ever, the oracle has a particular structure that can enor-
mously reduce the complexity of the problem and make
it numerically tractable in most of the cases or, possi-
bly, in all the cases. Indeed, the couplings of the Ising
spin model are constrained by the nonsignaling condi-
tions on P (r, s|a, b) and the optimality conditions (24-
26). Furthermore, Hamiltonian (16) is characterized by
two classes of spins, described by the variables rk and sk
respectively, and each element in one class is coupled only
to elements in the other class. This particular structure
suggests the following block-maximization algorithm for
solving the oracle.
Algorithm 2. Input: g(r, s; a, b)
1. Generate a random sequence r.
2. Maximize
∑
a,b g(ra, sb; a, b)W (a, b) with respect to
the sequence s (see later discussion).
3. Maximize
∑
a,b g(ra, sb; a, b)W (a, b) with respect to
the sequence r.
4. Repeat from Step 2 until the block-maximizations
stop making progress.
Numerical tests show that this algorithm, when it is
used for computing the distance from the local polytope,
stops after few iterations. Furthermore, only few trials of
the initial random sequence r are required for a conver-
gence of Algorithm 1. We also note that the probability
is a successful simulation of the oracle increases when
χ is close to the optimal solution χmin, suggesting that
the optimality conditions (24-26) play a pivotal role on
the computational complexity of the oracle. Pragmati-
cally, we have chosen the number of trials equal to dNS
so that the computational cost of simulating the oracle
contributes to the overall running time with a constant
multiplicative factor and, thus, the sixth-power law of
the oracle-assisted algorithm is not affected.
Before discussing the numerical results, let us explain
how the maximization on blocks is performed. Let us
consider the maximization with respect to r, as the op-
timization with respect to s has an identical procedure.
We have
maxr
∑
a,bW (a, b)g(ra, sb; a, b) =∑
amaxr
∑
b g(r, sb; a, b)W (a, b) ≡∑
amaxr g˜(r, s; a).
(76)
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FIG. 1: Time required for computing the distance from the
local polytope as a function of the number of measurements
(log-log scale) with accuracy equal to 10−3, 10−4 and 10−5
(red, blue and green points, respectively).
Thus, the maximum is found by maximizing the func-
tion g˜(r, s; a) with respect to the discrete variable r for
every a. Taking into account the sum over b required
for generating g˜, the computational cost of the block-
maximization is proportional to RAB. Thus, it does not
grow more than linearly with respect to the size of the
problem input, that is, RSAB.
VIII. NUMERICAL TESTS
In the previous sections, we have introduced an algo-
rithm that computes the distance from the local polytope
in polynomial time, provided that we have access to the
oracle. Surprisingly, in every simulation performed on
entangled qubits, the algorithm implementing the oracle
successfully finds the solution in polynomial time. More
precisely, the algorithm finds a sequence (r, s) sufficiently
close to the maximum to guarantee a convergence of Al-
gorithm 1 to the solution of Problem 1. Interestingly,
the probability of a successful simulation of the oracle
increases as χ approaches the solution. This suggests
that the optimality conditions (24-26) play a fundamen-
tal role on the computational complexity of the oracle.
To check that the algorithm successfully finds the opti-
mizer χmin up to the desired accuracy, we have solved the
oracle with a brute force search at the end of the compu-
tation whenever this was possible in a reasonable time.
All the checks show that the solution is found within the
desired accuracy.
In the tests, we have considered the case of maximally
entangled states, Werner states and pure non-maximally
entangled states. We always observe a power law of the
running time in accordance with the theoretical analysis
given in Sec. VII B. Let us discuss the case of entangled
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qubits in a pure quantum state.
A. Maximally entangled state
In Fig. 1, we report the time required for computing
the distance from the local polytope as a function of the
number of measurements, M , in log-log scale. The dis-
tance has been evaluated with accuracy equal to 10−3,
10−4 and 10−5 (red, blue and green points, respectively).
We have considered the case of planar measurements on
the Bloch sphere. For the sake of comparison, we have
also plotted the functions 10−6M6 and 10−9M6 (dashed
lines). The data are compatible with the theoretical
power law derived previously. Other simulations have
been performed with random measurements and we al-
ways observed the same power law. For a number of
measurements below 28, we have solved the oracle with
a brute force search at the end of the computation and
we have always found that Algorithm 1 successfully con-
verged to the solution within the desired accuracy.
B. Non-maximally entangled state
In the case of the non-maximally entangled state
|ψ〉 = |00〉+ γ|11〉√
1 + γ2
, (77)
with γ ∈ [0, 1], we have considered planar measurements
orthogonal to the Bloch vector ~vz ≡ (0, 0, 1) so that the
marginal distributions are unbiased, as well as planar
measurements lying in the plane containing ~vz (biased
marginal distributions).
In Fig. 2, we report the distance from the local poly-
tope as a function of γ with 10 measurements. The dis-
tance changes slightly for higher numbers of measure-
ments. In the unbiased case, the distance goes to zero
for γ equal to about 0.4, whereas the correlations become
local for γ = 0 in the biased case.
In Figs. 3,4, the running time as a function of the num-
ber of measurements is reported for the biased and un-
biased cases, respectively. The power law is again in
accordance with the theoretical analysis. As done for the
maximally entangled case, we have checked the conver-
gence to the solution by solving the oracle with a brute
force search for a number of measurements up to 28.
IX. CONCLUSION
In conclusion, we have presented an algorithm that
computes the distance of a given non-signaling correla-
tion to the local polytope. The running time with given
arbitrary accuracy scales polynomially, granted the ac-
cess to a oracle determining the optimal locality bound
of a Bell inequality. We also propose an algorithm for
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FIG. 2: Distance from the local polytope as a function of γ
in the unbiased (red stars) and biased case (blue triangles).
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FIG. 3: Time required for computing the distance from the
local polytope as a function of the number of measurements
(log-log scale) in the unbiased case for γ = 0.8 (red stars) and
γ = 0.6 (blue triangles). The green lines are the functions
10−6M6 and 10−8M6. The accuracy is 10−5.
simulating the oracle. In all the numerical tests, the
overall algorithm successfully computes the distance with
the desired accuracy and a scaling of the running time
in agreement with the bound theoretically derived for
the oracle-assisted algorithm. These results take us to
question whether the non-locality problem is actually
computationally hard, as generally believed because of
a result of Pitowski [12]. Our algorithm opens the way
to tackle many unsolved problems in quantum theory,
such as the nonlocality of Werner states. Because of the
relation between the non-locality problem and compu-
tational complexity theory, the latter can profit from a
deeper understanding of the complexity of the former.
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FIG. 4: The same as Fig. 4 in the biased case for γ = 0.8 (red
stars), γ = 0.6 (blue triangles) and γ = 0.4 (green circles).
This study would be particularly interesting if deciding
the membership to the local polytope turned out to be a
NP-complete problem, as suggested by Pitowski’s work.
In this case, our work and its further refinements could
provide alternative algorithms to solve some instances
of computationally hard problems. Thus, a fundamen-
tal task of future investigations will be to determine the
complexity class of the oracle.
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