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ABSTRACT

In order to incorporate up-to-date quantitative and qualitative information, ComputerBased Information Systems (CBIS) must be able to extract data from unstructured, textual
formats such as newspapers and magazines. The process of updating information in a CBIS
currently requires large amounts of human effort analyzing and converting data from such
sources into formats which information systems can work with. This paper suggests some meth
ods by which the data needs of a CBIS can be handled semi-automatically (Employing both
computers and humans) using text-based intelligent systems (TBIS) techniques.

INTRODUCTION
In order to keep up-to-date, Computer-Based Information Systems (CBIS) must be able to
access a variety of different types of unstructured information sources efficiently. These systems
must be able to store and process rapidly changing data sets containing not only structured,
quantitative data, but also qualitative, textual information, such as might be found in newspaper
or magazine articles.
Many types of information are most readily available in free text formats such as newspa
pers, magazines, on-line documents, and technical reports. Unfortunately, it is usually very diffi
cult for computer systems to interpret information from these sources directly. A considerable
amount of human labor is therefore usually necessary to convert this information from unformatted
text into more structured forms, and enter it into the computer. However, as this paper argues, it
may often be possible to handle this task semi-automatically (i.e., employing both humans and
computers), using Text-Based Intelligent Systems (TBIS) technologies.
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TBIS combines Information Retrieval (IR) and Natural Language Processing (NLP) tech
nologies to allow computers to handle text more efficiently. Traditional information retrieval
systems have already been of use to CBIS in searching and presenting requested information
based on key-words supplied by users, as in library search systems, for example (van Rijsbergen,
1979; Salton & McGill, 1983). However, traditional information retrieval techniques generally
use relatively little language analysis and therefore cannot help users to gain information unless
users are able to specify their needs very explicitly. Thus, researchers have tried to incorporate
natural language processing techniques into information retrieval systems in order to improve
their text handling abilities. This not only allows information systems to retrieve useful data more
effectively, it also helps systems to manipulate texts more intelligently.
Natural Language Processing (NLP) consists of four major application subareas: natural
language interfaces (NLI), machine translation, natural language understanding, and text genera
tion. Among these subareas, NLI have found the most use in current CBIS (Conlon et ah, 1994;
Hendrix, 1982; Samstag-Schnock & Meadow, 1993; Wu & Dilt, 1992). These systems allow
users to communicate with information systems (e.g., database packages) using natural lan
guages such as English or Spanish. Currently, there are several commercial NLI systems avail
able, such as INTELLECT, CLOUT, Q&A, and HAL.
However, business applications have not taken as much advantage of other NLP areas.
Research in computational linguistics and natural language processing has reached an advanced
stage, and should be considerable assistance to many text-handling application areas. Thus, in
this paper, we examine some possible applications of TBIS technologies to CBIS.
The rest of the paper is organized as follows: Section 2 describes text-based intelligent
systems, presenting each type of TBIS subsystem in turn, and discussing appropriate applica
tions of each class. Section 3 then discusses the various categories of CBIS subsystems and
suggests how TBIS can contribute to the functioning of each type. Section 4 then concludes.
This paper builds on an earlier paper (Conlon et al., 1996) which briefly considered the
potential contributions of a TBIS to a CBIS.

TEXT-BASED INTELLIGENT SYSTEMS (TBIS)
AND THEIR APPLICATIONS
As explained in the previous section, TBIS combine advanced information retrieval and
natural language processing techniques. Traditional information retrieval techniques have seen
many applications, such as online document search and library search. However, these tech
niques are not adequate for applications that require the system to understand the contents of the
text being searched or processed. For example, in the case of text bases, if users need more than
just the location of the information, then standard information retrieval techniques will be inad
equate. In this case, the information system must be able to convert unstructured information into
more structured forms, so that computer programs can use this information more effectively.
This means that natural language processing technologies must be used.
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In order to analyze text, the system must be able to handle languages at the syntactic,
semantic, and pragmatic levels. The system must therefore include knowledge about words, knowl
edge about grammar, and knowledge about the world, and it must be able to combine this infor
mation using advanced artificial intelligence techniques. Such a system will then be more helpful
in locating requested text, understanding text, and generating text that is meaningful and under
standable.
There are four main types of TBIS systems: (i) automated indexing and hypertext, (ii)
intelligent information retrieval systems, (iii) text extraction systems, and (iv) summarization and
abstracting systems (Jacobs, 1992). While a very sophisticated system might contain all four
types of subsystems (see Figure 1), it may not be appropriate to put all classes together in every
information system. The following subsections describe each type of TBIS.
Figure 1. TBIS Converts Unformatted Text into More Structured Forms
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Automated Indexing and Hypertext Systems
These systems automatically structure otherwise relatively unstructured text using key terms
and concept topics. These keywords then help users identify relevant texts, or to move around in
documents, jumping from one portion of a text to a different part treating related material.
The key words are selected automatically, by comparing, for example, frequency of words
in the relevant text to frequency in the general language. Thus, if a word appears very frequently
in a document, as compared to the general language, then that word becomes a potential keyword.
More advanced systems will also work with synonyms, antonyms, and other lexical semantic
relations.
There are many practical applications of this type of system, such as building indexes to aid
information search in libraries, encyclopedias, dictionaries, financial reports, etc. (Salton & McGill,
1983; Salton, 1989). Thus, for example, an organization could use an automatic indexing system
to automatically structure all reports or documents created by the organization. Similarly, the
organization may choose to structure on-line newspaper or magazine articles that seem to be of
special importance to the organization's goals.
Automated indexing and hypertext systems are currently one of the most practical classes
of TBIS technologies. However, unless the resulting structured text base is accessed using intel
ligent information retrieval techniques (see below), users who do not know appropriate key words
to describe their interests will not be able to find the information they need easily. Simple systems
operating on automatically indexed text bases are therefore most appropriate for applications
with the following characteristics:
1. It is difficult to predict the users' information needs. Thus, rather than attempting to extract
the relevant information from the text for the user, the system simply locates text containing
the relevant key words for the user.
2. The major purpose of this type of system is information retrieval, as opposed to any further
text analysis needed by the user.
3. Texts must be relatively simple and straightforward. Appropriate texts would include tech
nical documents using specific terms which could serve as good keywords. These potential
keywords should not have too many synonyms, since otherwise, users who neglect to use all
of the appropriate synonyms might miss relevant text or documents. Thus, documents in the
areas of medicine, science, and law would be appropriate for this type of systerti, since
these documents normally use very specific terms to express objects, events, concepts, etc.
If documents contain texts with widely varying contents or styles (such as novels), then
simple indexing systems will be inappropriate, since it is difficult to implement systems
which can handle the wide range of vocabulary needed, and can operate on documents
which require imagination to understand text meanings.
4. Users must know what key words describe the topic in which they are interested. In such
cases, the system will be able to retrieve the portions of text that match the exact key words
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proposed by the user. These systems do not have the ability to decide what the users' needs
are in case of unmatched keywords. To handle imperfectly matching keywords, intelligent
information retrieval systems (to be described below) will be needed.

Intelligent Information Retrieval
Intelligent information retrieval systems extend ordinary information retrieval technolo
gies. They employ robust query processing, user modeling, limited inference, and other advanced
AX techniques, as well as NLP tools (using thesauri, lexical semantic relations, etc.) to assist in
information retrieval. These systems generally incorporate a knowledge base and inferential ca
pabilities, which help the system to find connections between a query and the relevant set of
documents in text bases (Spark Jones, 1983; Croft, 1987). Some existing systems in this category
include:
1. CODER (composite Document Expert/Extended/Effective Retrieval). This system is a
testbed for investigating the application of AI methods to increasing the effectiveness of
information retrieval systems (Fox, 1987). It is designed to analyze and represent heteroge
neous documents, such as e-mail, digests, or messages. Such documents may involve vari
ous styles, lengths, topics, and structures.
2. GRANT (Cohen & Kjeldsen, 1987). This is an expert system for finding sources of funding
given research proposals. The system is able to make inferences about user goals, and is
able to find information that users did not explicitly request, but which is likely to be useful.
This level of system becomes especially useful in handling texts which occur in a variety of
forms (e.g., both formal and informal). This is because the authors of such texts may use many
different terms to represent any particular object or event (synonyms, for example). The combi
nation of AI and linguistic techniques helps these systems to find related terms, and so, allows
users to locate more of the information they may need. For example, in business documents, if
users want to find information related to the word "employee" the system might also retrieve text
involving the words "worker" or "personnel."
With this level of system (as opposed to the previous level), users can find needed docu
ments even if they cannot supply keywords exactly matching terms in the desired text. This level
is therefore more flexible in terms of what it allows users to find, as compared to what users
specify about their needs. Thus, conditions (3) and (4) on the use of automatic indexing and
hypertext are relaxed for intelligent IR. However, applications of intelligent IR systems will
otherwise be quite similar to those of the previous type of system. Thus, conditions (1) and (2)
from the previous subsection still apply.

Text Extraction Systems
Text extraction systems are natural language understanding systems that analyze unstruc
tured text, which is generally extremely difficult for computers to process, and convert selected
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information from this text into well structured forms. The output will be a prespecified knowl
edge representation scheme (e.g., frames or semantic networks) or fixed-field data structures in
databases. The following describes one example of a text extraction system, called SCISOR.
SCISOR, the System for Conceptual Information Summarization, Organization, and Re
trieval, is a text extraction system developed at the GE Research and Development Center, in a
project led by Jacobs and Ran (1990,1993). It is designed to analyze news stories about corpo
rate mergers and perform question answering tasks. It was built to operate in a specific domain,
from on-line financial services. For example, on December 12, 1988, the Dow Jones News Ser
vice had the following item:
PILLSBURY SURGED 3 3-4 TO 62 IN BIG BOARD COMPOSITE TRADING
OF 3.1 MILLION SHARES AFTER BRITAIN'S GRAND METROPOLITAN
RAISED ITS HOSTILE TENDER OFFER BY $3 A SHARE TO $63. THE COM
PANY PROMPTLY REJECTED THE SWEETENED BID, WHICH CAME AF
TER THE TWO SIDES COULDN'T AGREE TO A HIGHER OFFER ON
FRIENDLY TERMS OVER THE WEEKEND.
SCISOR was then able to convert the above text into the following template:
CORP-TAKEOVER-CORE:
SUBEVENT:
TYPE:
TARGET:
S/SHARE PRICE:
STOCK-EXCHANGE:
VOLUME:
EFFECT-ON-STOCK:
INCREMENT:
TO:

INCREASED OFFER, REJECTING OFFER
HOSTILE
GRAND METROPOLITAN
63
NYSE
3.IM
UP
3 3-4
62

(Jacobs & Ran, 1993, pp. 148-149).
Other important language understanding systems include KERNEL at Paramax System
Corporation (Palmer et al., 1993, and PROTEUS at New York University (Grishman, 1989).
The output of these systems are generally in the form of fixed field templates. That is, the
type of information these systems seek must be prespecified in advance. Moreover, these systems
are relatively expensive to build, and will probably remain so. They would therefore be useful
primarily in applications with the following four characteristics:
1. User queries should be well structured (e.g., it should be possible to answer them in forms
such as predefined frames).
2. The original texts should have similar contents or be in a common, narrow domain. For
example, the system might be designed to extract information from text describing stock
prices and other similar types of information related to firms. This information may be from

86

https://scholarworks.lib.csusb.edu/jiim/vol7/iss2/7

6

ConlonInformation
and Hwang: Systems
Maintaining computer-based
information
systems
using text-based
i
Maintaining
Journal of
International
Information
Management

many sources, but it must treat related topic domains. These systems may even extract
information from different soiuces and make comparisons between them in order to provide
users with more thorough information.
3. Users should need to ask the same types of questions repeatedly about a large number of
different individual cases (e.g., about thousands of different companies) so that it is worth
while to create a computer system able to handle the task. Thus, one will generally not want
to build a text extraction system to answer a given type of question if that question would
only be asked a few times, because these systems are expensive and difficult to implement.
In this case, it will be better to assign the work to human assistants.
4. It should be easier to use the extracted information in the form of a template than as, e.g., a
paragraph of free text. This will be the case, for example, if it is going to be "read" by a
computer system rather than by a person (e.g., if it is to be converted into items in a data
base or in a spreadsheet file for further analysis in a model base).

Summarization and Abstracting Systems
This class of systems selects key sentences from a larger text and reorganizes them into a
summary or abstract. This abstract then enables users to determine whether the text is useful to
their specific information needs. This system therefore builds on some of the same techniques as
automatic indexing, in that it uses a variety of artificial intelligence techniques to select topics
that seem to be important to the text. As text summarization and abstracting systems become
more sophisticated, they may be able to take large amounts of input text and summarize it in
shorter forms (e.g., from many pages of an article to a page or so). This level of system would be
useful when users are confronted with lengthy texis, and users would prefer short summaries,
touching on the main issues. Currently, the state of technology for this level of system is not
sufficiently advanced for practical applications (Paice, 1990).

TBIS AS AN INFORMATION RESOURCE MANAGEMENT
COMPONENT FOR CBIS
CBIS generally consists of data processing s> stems (DPS), management information sys
tems (MIS), decision support systems (DSS), group decision support systems (GDSS), expert
systems (ES), and executive information systems (EIS).
Based on system structures, these systems can be classified into four types: (1) systems that
deal with the database level—DPS and MIS, (2) systems that include databases, model bases, and
application programs-DSS and EIS, (3) systems that incorporate knowledge bases~ES, and (4)
systems that facilitate group meetings-GDSS. With current state-of-the-art TBIS technologies,
and possible future trends, TBIS can play a major role in improving the capability of CBIS to
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manage diversified and dynamic information resources. The following subsections discuss each
class of CBIS in turn, and ways in which TBIS can be used to incorporate quantitative and
qualitative information efficiently into that class of CBIS.

Data Processing Systems (DPS) and Management Information Systems (MIS)
DPS and MIS handle information which is extremely well-structured. This information
may then be used either directly by personnel in the organization, or by other information systems
(such as DSS, EIS, and ES). DPS and MIS handle routine information, including both internal
data (e.g., about employees, products, sales, etc.) and external data (e.g., from or about govern
ment, financial institutions, competitors, etc.). Some of these types of information will not need
frequent updating (such as information about employees, products, equipment, etc.), while other
types of information will need to be updated very often (such as information from the stock
market, financial institutions, the Wall Street Journal, etc.). With information that must be up
dated frequently, data administrators face an enormous task to keep up with updating require
ments.
This sort of task could be processed more smoothly if the original data to be incorporated
into the DPS and MIS was well structured and ready to be loaded into the databases, as is already
the case, for example, with certain sources of numerical information. In general, however, infor
mation is not always so well structured. For example, the organization may often need to extract
information from free text in newspaper articles, reports, or manuals. In this case, MIS employ
ees must try to understand the text's contents and restructure the relevant information so that it
can be included in the database. This will generally be very time consuming because it requires
people to read large amounts of text and restructure it appropriately.
In situations like this, TBIS can facilitate the collection of information needed by DPS and
MIS, through the automatic analysis of text. For example, text extraction systems, like SCISOR,
discussed in the previous section, are able to extract prespecified types of information from free
text and record this information in structured templates. Thus, suppose an organization wants to
collect certain specific categories of information, on an ongoing basis, about a large number of
different individual cases (firms, for example), from free text such as newspapers or other peri
odicals. It may then become appropriate to build a system like SCISOR to perform the task.
The output of such a system is then readily stored in the database. The information can be
used to insert, delete, or update items in the database, depending on system needs, the nature of
the new information, and the nature of the information already in the database. For example, if
there is no data in the database for the case in question, then the new information is simply
inserted, while if older information is already contained in the database, but the database is
designed to keep only the most current information, then an update may be used.
These processes can be controlled by the host language into which the database manage
ment system (DBMS) software is embedded (such as C, COBOL, PL/I, FORTRAN, etc.). The
task can also be controlled seraiautomatically. That is, the system could gather the information
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and prepare it for inclusion into the database, but only perform the actual update or insertion
after a routine check by MIS personnel.
It should be noted, however, that text extraction systems are very expensive to build, and
are currently not very accurate. Thus, in the foreseeable future, they will only be useful in appli
cations dealing with enormous amounts of data. In a ddition, they should be designed to make it
easy for database personnel to check the data quickly. That is, the best approach at the present
time would be an interactive system that makes the collection of data semi-automatic, rather than
fully automatic. This would allow the organization to combine automatic text processing with
human judgment. The results would be quicker than unaided human effort, but also more accu
rate than unaided computer output.
On the other hand, previously described technclogies, such as automatic indexing and intel
ligent information retrieval may be used to facilitate human collection of information from un
structured text. Thus, simpler, more readily available; technologies may also be useful in database
maintenance.

Decision Support Systems (DSS) and Executive Information Systems (BIS)
These systems are more sophisticated than DPS and MIS in terms of system structures and
the categories of information they support. They generally contain databases, model bases, and
application programs. The database is normally shared between the DSS and the MIS. Model
bases include mathematical functions, simulation programs, and other facilities that support ad
vanced tasks necessary for effective decision making. The values of the variables that are used in
model bases may change frequently, based on evolving business situations. In this case, consider
able effort may be needed to keep the information used in model bases up to date.
If the system needs to make frequent use of large numbers of observations of a given type of
data, a text extraction system may become valuable, as explained in the previous subsection. The
sorts of fixed format databases created by text extraction systems would be useful for collecting
and storing large numbers of observations of variables, for models which are used very fre
quently, when this multiple usage requires large amounts of frequently updated data.
For example, a large securities firm may need to collect financial data on a daily basis, for
hundreds or thousands of firms. In this case, a text extraction system may help to reduce the
amount of human effort needed to collect this information. Text extraction systems may also be
useful for DSS applications that are used less frequently, but are very data intensive, such as
multiple regression analysis.
On the other hand, for data that is used less frequently, in less data-intensive applications,
text extraction systems will be uneconomical. This type of data might not be formatted so easily,
even using sophisticated text extraction technologies. For example, users will frequently want to
have access to only a small number of observations, for each of a wide variety of different types
of variables. For example, at some point a user may want to know the status of a particular bill
in Congress. However, if they will not want to keep track of large numbers of other bills in
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Congress, then it will not be economical to build a text extraction system to help answer this
specific question. Instead, large quantities of information may simply be stored, electronically, in
its original textual form. The information could then be structured and accessed using simpler
TBIS techniques, such as automated indexing and hypertext, and retrieved using an intelligent IR
system. This would be important for cases in which user needs are unpredictable, so users will be
best served if they are simply provided with easier access to large quantities of relatively unstruc
tured text.
The integration of hypertext technologies with DSS has generated increasing interest among
researchers and practitioners in recent years. For example, Minch (1992) developed a compre
hensive framework for integrating hypertext into DSS, and Bieber and Kimbrough (1994) dem
onstrate an implementation of a hypertext-based DSS shell for the U. S. Coast Guard to auto
matically generate reports in a hypertext format, as output for executives.

Expert Systems (ES)
Expert systems have been employed widely in businesses, usually applied to narrow do
mains of expertise. These systems generally prompt users through a series of questions, and then
use the answers to these questions, together with a knowledge base consisting of a large number
of rules, to provide users with expert-like information support. TBIS can contribute to ES in
three major ways.
First, the TBIS can help by extracting information from text bases to help users to answer
the questions asked by the ES. Automatic indexing, hypertext, and intelligent IR systems might
be of considerable assistance in helping users locate information needed to answer categories of
questions that are asked relatively infrequently by the ES. Thus, the expert system might be
designed in such a way that users can toggle between the expert system and other systems such as
the database or the IR system, without losing their place in the expert system.
Second, for questions asked by the ES very frequently, it may be a worthwhile investment
for the organization to build a text extraction system capable of extracting the relevant informa
tion. However, if the information is generated internally (as opposed to external information
obtained, e.g., from newspaper), then it will generally be better to change the way information is
originally collected (e.g., rewrite forms), so as to obtain needed information in a structured form
without recourse to text extraction systems.
Third, a TBIS can be designed to obtain information from text bases in order to create rules
for rule bases. Knowledge for ES can be drawn both from human domain experts and from text.
To obtain information from text, the knowledge engineer (KE), possibly with the help of a domain
expert, could use an interactive system to screen the text semi-automatically for potential rules
for the rule base. This approach would work best with input text that focuses narrowly on the
topic domain. The KE, with help from the domain expert, can choose an initial set of keywords to
search the text for potential rules for the rule base. The system can also use words from existing
rules as additional keywords, with a check from the KE or the domain expert.
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In addition, lexical semantic relations (e.g.,
PART-OF, ANOTHER-NAME-FOR, AKIND-OF, CAUSE-BY, PRODUCE, etc. [see Conlion et al., 1993]), involving keywords ob
tained from previous rules or from the domain exp(;rt, can also be incorporated, with a check
from the KE or the domain expert. In this way, words bearing various semantic relations to the
words currently in the rule base, such as synonyms, hypemyms, antonyms, etc., become addi
tional keywords for the system.
Group Decision Support Systems (GDSS)
Currently, most GDSS are typically designed and used to support basic meeting functions,
such as brainstorming, idea exchanging, and voting. During the meetings, a human facilitator is
usually needed to guide the meeting process and help the group identify and consolidate their
ideas in order to reach a consensus. Thus, intelligent assistance should be considered in process
ing the meeting scripts, both during the meeting, to allow group members quick access to relevant
comments of other group members, and after the meeting, to consolidate the results of the meet
ing for easier reference.
There are three major ways in which TBIS can facilitate a GDSS meeting. First, an intelli
gent IR system can be incorporated into a GDSS to give group members access to a broad library
of relevant, electrically stored information which they can access while the meeting is in progress.
This role for a TBIS would be similar to the role for a natural Language Interface, suggested in
Conlon et al. (1994).
Second, automatic indexing and hypertext systems can be used to structure the comments
and ideas developed during the meeting. This can actually be done while the meeting is in progress,
to allow group members to access comments for ideas of other group members during the meet
ing. Domain knowledge of the session topic (e.g., relations between terms in the topic domain,
such as synonyms) can be incorporated into the system before the meeting. This could then be
used by an on-hne intermediary system to help group members to search for comments or ideas of
other group members on a particular topic.
Third, text summarization and abstracting technologies can be used after the meeting to
assist in idea consolidation, a convergent task in GDSS meetings. For instance, through extensive
content analysis and concept space generation, Chen et al.'s (1994) system can generate a tenta
tive list of the important ideas represented in GDSS meeting comments.

SUMM^LRY
This paper described the four major TBIS systems: automated indexing and hypertext sys
tems, intelligent information retrieval systems, text extraction systems, and summarization and
abstracting systems. Applications of these four types of TBIS to the various CBIS subsystems
are summarized in the matrix in Figure 2. As this figure illustrates, automatic indexing and
hypertext, and intelligent IR are the two types of TBIS with the widest applicability at this point,
though several applications of text extraction systems may also be feasible in the near future.

91

Published by CSUSB ScholarWorks, 1998

11

Journal of International
Information
Management, Vol. 7 [1998], Iss.Volume
2, Art. 7 7, Number 2
Journal of International
Information
Management
Figure 2. Summary of TBIS Applications to CBIS
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X
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X
X
X
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X
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?
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Though some of these technologies have been used and studied in library and computer
science research, they have not been employed as extensively as possible in the management of
information resources for business applications. However, we suggest that TBIS could be a
significant tool in managing the information resources of other business information systems at
several levels, allowing these systems to support both quantitative and qualitative decision mak
ing more efficiently.
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