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5Re´sume´ introductif
Cette the`se propose une rencontre entre un objet stochastique, le processus de Langevin,
c’est-a`-dire l’inte´grale du mouvement brownien, et une e´quation diffe´rentielle, celle du
rebond “au second ordre”, laquelle, a` ma connaissance, a e´te´ e´tudie´e jusqu’ici presque
exclusivement dans un cadre de´terministe.
Historiquement, le processus de Langevin e´tait un mode`le concurrent du mouvement
brownien pour de´crire les trajectoires erratiques de particules comme celles observe´es par
Brown. Au meˆme titre, les processus de Langevin re´fle´chis au second ordre sont un mode`le
concurrent des mouvements browniens re´fle´chis, lesquels sont toujours re´fle´chis au premier
ordre, selon notre terminologie.
Si le processus de Langevin – respectivement le processus de Langevin re´fle´chi au se-
cond ordre – ne pre´tend pas rivaliser avec le mouvement brownien – respectivement le
mouvement brownien re´fle´chi – pour ce qui est de son rayonnement et de son champ d’ap-
plications dans des domaines varie´s, il se pre´tend ne´anmoins eˆtre un mode`le physique plus
pertinent.
Par ailleurs, pour la re´flexion au second ordre de´terministe, lorsque la force a un ca-
racte`re fortement oscillant, l’e´quation diffe´rentielle admet, de manie`re assez ge´ne´rique,
plusieurs solutions. Lorsque c’est un processus de Langevin qui est re´fle´chi, nous devons
conside´rer l’e´quation diffe´rentielle, stochastique maintenant, lorsque la force est un bruit
blanc... Nos prouverons ne´anmoins toujours l’existence d’une unique solution, au sens
faible. Ces re´sultats contrastent fortement avec les re´sultats de non-unicite´ pour l’e´quation
de´terministe.
Cette the`se s’articule autour de quatre chapitres. Le premier est une large partie intro-
ductrice, re´dige´e en franc¸ais, dans un style discursif. Les trois suivants sont, tels quels, les
articles que j’ai e´crits (en anglais) au cours de cette the`se, publie´s ou en voie de publication.
Dans le premier chapitre, je commence par de´crire le contexte historique, ancien comme
re´cent, motivant cette e´tude. J’introduis d’une part la re´flexion au second ordre, d’autre
part le processus de Langevin et en particulier ses excursions, rappelant des re´sultats connus
auxquels nous ferons appel.
Je donne alors un aperc¸u de plusieurs notions et outils techniques que nous utiliserons.
Il s’agit d’abord, en plus de la ce´le`bre mesure d’excursion d’Ito¯ d’un processus markovien,
de la mesure d’excursion de Pitman d’un processus stationnaire. Il s’agit ensuite du prin-
cipe des h−transforme´es, au sens de Doob, utilise´es pour de´finir des processus de Markov
conditionne´s. Enfin, je re´sume en de´tail (et en franc¸ais) les trois chapitres suivants.
6Le deuxie`me chapitre comporte d’abord une introduction au processus de Langevin
stationnaire, puis une e´tude de sa mesure d’excursion de Pitman. Ce travail est alors
applique´ a` l’e´tude du processus de Langevin re´fle´chi sur une barrie`re totalement ine´lastique.
Le troisie`me chapitre commence l’e´tude du processus de Langevin re´fle´chi sur une
barrie`re partiellement e´lastique. Nous mettons en e´vidence l’existence de deux re´gimes
bien distincts, selon la valeur du coefficient d’e´lasticite´ de la re´flexion, compare´e a` la valeur
critique exp(−pi/√3) ' 0, 163. En re´gime surcritique et critique, la principale difficulte´ est
lie´e au cas ou` le processus re´fle´chi part de ze´ro avec vitesse nulle. Nous montrons que le
processus reste alors bien de´fini de manie`re unique.
Le quatrie`me chapitre s’attaque au re´gime sous-critique, plus difficile. En particulier,
quelle que soit la condition initiale, en un temps fini le processus se retrouvera en 0 avec
vitesse nulle. Nous montrons encore l’existence d’un unique processus re´fle´chi, de´crit cette
fois-ci via sa mesure d’excursion d’Ito¯.
Mots-clefs
processus de Langevin, re´flexion au second ordre, the´orie des excursions, stationnarite´,
the´orie du renouvellement, e´quation diffe´rentielle stochastique.
7Second order reflected Langevin
processes
Introductory summary
This thesis proposes an encounter between a stochastic object, the Langevin process,
that is the integral of the Brownian motion, and a differential equation, the “second order
reflection”, which, to my knowledge, has been studied until now almost exclusively in a
deterministic framework.
Historically, the Langevin process was a competing model of the Brownian motion for
the description of the erratic trajectories of particles such as the ones observed by Brown.
In the same way, the second order reflected Langevin processes are a competing model
of reflected Brownian motions, which should always be understood as first order reflected
Brownian motions, according to our terminology.
The Langevin process and the second order reflected Langevin processes do not pretend
to vie with the Brownian motion and the reflected Brownian motion for their influence and
their range of applications in various domains. They still pretend to be a more relevant
physical model.
Besides, for the deterministic second order reflection, when the force has a strongly
oscillating behavior, the differential equation has generically several solutions. When a
Langevin process is reflected, we should consider the stochastic differential equation, when
the force is a white noise... We will show nonetheless the existence of a unique solution,
in a weak sense. This result is in sharp contrast with the non-uniqueness results in the
deterministic case.
This thesis has four chapters. The first one is a long introduction to the subject, written
in French in a discursive style. The other three ones are published or still unpublished
articles I wrote during my thesis, written in English.
In the first chapter I start with the description of the old and recent historical context
motivating the study. On the one hand I introduce second order reflection. On the other
hand I introduce the Langevin process and its excursions, recalling some results that we
will use later on.
Then I give an overview of various notions and tools that we will need. I mean, firstly,
8in addition to the famous Ito¯ excursion measure of a Markov process, the Pitman excursion
measure of a stationary process. I mean, next, the h−transforms principle, in the sense of
Doob, used to define conditioned Markov processes. Finally I give a detailed abstract, in
French, of the three following chapters.
The second chapter contains, first, an introduction to the stationary Langevin process,
then a study of its Pitman excursion measure. This work is applied to the study of the
Langevin process reflected on a totally inelastic boundary.
The third chapter starts the study of the Langevin process reflected on a partially
elastic boundary. We highlight the existence of two clearly distinct regimes, according
to the value of the elasticity coefficient of the reflection, compared to the critical value
exp(−pi/√3) ' 0.163. In the supercritical and critical regimes, the main difficulty is
related to the case when the process starts from 0 with zero speed. We show that the
process stays uniquely defined.
The fourth chapter deals with the more difficult subcritical regime. In particular,
whatever the initial condition, after a finite time the process will be at zero with zero
speed. We still show the existence of a unique reflected process, described this time via its
Ito¯ excursion measure.
Keywords
Langevin process, second order reflexion, excursion theory, stationarity, renewal theory,
stochastic differential equation.
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12 Chapitre 1. Introduction
1.1 Contexte historique
1.1.1 Mouvement brownien et processus de Langevin
Le nom mouvement brownien fait re´fe´rence au botaniste Robert Brown, qui en 1827 a
observe´ un mouvement erratique de particules a` l’inte´rieur de grains de pollen. L’enjeu fut
alors de de´crire, tant mathe´matiquement que physiquement, ce mouvement. Une approche,
une re´ponse, est celle apporte´e par Thiele (1880), Bachelier (1900), et surtout Einstein
(1905) pour le point de vue physique. Cette approche de´finit le mouvement brownien tel
qu’on le connaˆıt aujourd’hui, ou processus de Wiener. Ce processus est devenu incontes-
tablement le processus stochastique de base, de re´fe´rence. Ne´anmoins, cela ne signifie pas
pour autant qu’il s’agissait de la seule manie`re de mode´liser le mouvement observe´ par
Brown, ni meˆme de la meilleure. Langevin (1908) propose e´galement sa propre solution
au proble`me, de´finissant un processus qu’il appelle alors mouvement brownien, et qui est
maintenant connu sous le nom de processus de Langevin.
Dans les deux cas il s’agit de de´crire une particule en suspension dans un fluide, le
fluide e´tant compose´ d’un grand nombre de “petites” particules qui heurtent la particule
de manie`re ale´atoire. Pour Einstein, les chocs sont suffisamment importants (les particules
du milieu suffisamment massives) pour que la vitesse de la particule soit ale´atoire a` chaque
instant et de´corre´le´e. La vitesse de la particule est alors un bruit blanc, et la position suit
un processus de Wiener. Au contraire, pour Langevin, les chocs n’ont pas cette importance,
ils se contentent d’induire une force ale´atoire et de´corre´le´e, a` savoir un bruit blanc. Si on ne
conside`re pas d’autre force (en particulier, force de frottement), la vitesse de la particule
suit alors un processus de Wiener. La position de la particule se comporte donc comme un
processus de Langevin libre, que nous appellerons plus sobrement processus de Langevin.
Notons que l’e´quation de Langevin (contenant le terme de frottement) s’e´crit dans un
cadre physique plus classique : la particule a une vitesse bien de´finie, et son e´quation du
mouvement est celle d’une particule soumise a` deux forces, le frottement d’une part, et la
force ale´atoire de type bruit blanc d’autre part. L’e´quation de Langevin de´crit aussi plus
fide`lement les mouvements des particules observe´es par Brown. Cependant, sur une grande
e´chelle de temps, la solution de l’e´quation de Langevin est assez proche d’un processus de
Wiener.
1.1.2 Re´flexion au premier ordre
Apre`s avoir introduit ces deux mode`les de trajectoires ale´atoires pour les particules,
nous souhaitons mode´liser les chocs de ces particules. Quitte a` privile´gier une direction,
nous nous inte´ressons a` la re´flexion d’une particule sur une barrie`re fixe, et nous nous
concentrons sur la dimension d = 1. Nous proposerons deux mode`les bien distincts de
re´flexion, tous deux de´finis pour des particules de´terministes aussi bien que stochastiques.
Le premier mode`le est la re´flexion que je nomme “au premier ordre”. Intuitivement, la
barrie`re peut “pousser” la particule, uniquement vers le haut, de sorte a` empeˆcher celle-ci
de traverser la barrie`re. Rigoureusement, de´signons par Y la trajectoire continue (ou le
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processus stochastique a` trajectoires continues) a` valeurs dans R, avec Y0 ≥ 0, qui “dirige
le mouvement”, c’est-a`-dire la trajectoire que la particule suivrait s’il n’y avait pas de
barrie`re. On appelle trajectoire re´fle´chie X une trajectoire continue solution de l’e´quation
suivante :
X = Y + L, (1.1.1)
ou` X est a` valeurs dans R+, et ou` L est une fonction croissante au sens large, et qui ne
croˆıt que sur l’ensemble {X = 0}, c’est-a`-dire 1Xt>0dLt = 0.
La fonction Lmode´lise la pousse´e de la barrie`re. Les seules proprie´te´s qu’on lui demande
sont de pousser vers le haut (L est croissante) et de ne pousser que lorsque la particule
la touche (X = 0). Signalons tout de suite que lorsque Y est de´rivable, et aux instants
ou` la particule ne touche pas la barrie`re, on a toujours X˙ = Y˙ . En un certain sens la
barrie`re peut modifier la position de la particule, mais pas sa vitesse. D’une part, ceci
justifie la terminologie “re´flexion au premier ordre”. D’autre part, cela sugge`re que la
trajectoire de la particule est intrinse`quement donne´e par sa de´rive´e premie`re (ou par ses
accroissements, si Y n’est pas de´rivable), puisque pour la trajectoire re´fle´chie (inconnue)
on impose uniquement la valeur de X˙ en dehors de 0 (ou la valeur des accroissements de
X).
La re´flexion au premier ordre est un proble`me entie`rement re´solu. En effet, un re´sultat
de Skorohod bien connu e´nonce que l’e´quation (1.1.1) admet toujours une unique solution,
donne´e par : {
Xt = Yt + Lt
Lt = sup
s∈[0,t]
max(−Ys, 0). (1.1.2)
Si Y0 = 0, on a encore Xt = Yt − inf [0,t] Ys.
Cette construction est trajectorielle. Si Y est un processus stochastique, par exemple le
mouvement brownien, l’e´quation (1.1.1) est alors une e´quation diffe´rentielle stochastique ;
elle admet une unique solution, au sens fort, donne´e par (1.1.2).
En particulier, nous de´finissons ainsi le mouvement brownien re´fle´chi en 0. Les mou-
vements browniens re´fle´chis sont e´tudie´s et utilise´s depuis longtemps, dans des domaines
varie´s. Pour ne citer qu’une application, ils se re´ve`lent eˆtre un outil fort utile dans l’e´tude du
proble`me a priori de´terministe de l’e´quation de la chaleur dans un domaine avec condition
de Neumann a` la frontie`re.
Par ailleurs, notons qu’il existe d’autres constructions d’un processus de meˆme loi que
le mouvement brownien re´fle´chi en 0, par exemple en prenant la valeur absolue d’un mou-
vement brownien, ou encore en utilisant la the´orie des excursions d’Ito¯ et en de´terminant sa
mesure d’excursion (voir partie 1.3.2 sur la the´orie des excursions). Cependant la construc-
tion donne´e ici est la seule construction, trajectorielle, d’une (de la) solution, a` partir du
mouvement brownien canonique.
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1.1.3 Re´flexion au second ordre
Le deuxie`me mode`le propose´ est la re´flexion “au second ordre”. Dans ce mode`le, il
existe un coefficient c fixe´ une fois pour toutes, attache´ a` la barrie`re (ou a` la re´flexion). Ce
coefficient positif ou nul est appele´ coefficient d’e´lasticite´ ou coefficient de restitution de
la vitesse. Le cas c = 1 correspond a` un rebond parfaitement e´lastique, le cas c = 0 a` une
barrie`re totalement ine´lastique.
Intuitivement, on pose simplement que si la particule heurte la barrie`re avec une vitesse
incidente v ≤ 0, alors elle s’en e´loignera instantane´ment avec vitesse c|v|. Lorsque c et v
sont tous deux non-nuls cela suffit a` de´crire proprement le rebond. Il s’agit d’un type de
re´flexion tre`s naturel, pour les processus dont la vitesse est bien de´finie – notons cependant
que ce n’est pas le cas pour le mouvement Brownien. Par ailleurs, on inclut le cas c > 1, qui
n’est pas foncie`rement diffe´rent, mathe´matiquement parlant, meˆme si son interpre´tation
physique est moins naturelle puisque la particule gagne de l’e´nergie lors d’un rebond. Mais
il est temps de donner une de´finition rigoureuse de cette re´flexion au second ordre avec
coefficient d’e´lasticite´ c.
De meˆme que pour la re´flexion au premier ordre, de´signons par Y la trajectoire C1
(ou le processus stochastique a` trajectoires C1) a` valeurs dans R, avec Y0 ≥ 0, qui “dirige
le mouvement”. On appelle trajectoire re´fle´chie X une trajectoire solution de l’e´quation
suivante : 
Xt = Y0 +
∫ t
0
X˙s
X˙t = Y˙t − (1 + c)
∑
0<s≤t X˙s−1Xs=0,
(1.1.3)
ou` X et X˙ sont ca`dla`g (et donc X˙s− de´signe la limite a` gauche de X˙ en s).
Les termes non-nuls de la somme correspondent pre´cise´ment aux rebonds : lorsque la
particule atteint la barrie`re (Xs = 0) avec une vitesse incidente non-nulle (X˙s− < 0),
alors la vitesse est bien instantane´ment ramene´e a` X˙s = −cX˙s−. Lorsque Y est deux fois
de´rivable et en dehors de la barrie`re, on a toujours X¨ = Y¨ , ce qui justifie la terminologie
de re´flexion au second ordre. Ici, la trajectoire est dirige´e par la force exte´rieure 1 Y¨ .
Ces e´quations ne semblent peut-eˆtre pas complique´es de prime abord. Et en effet elles
ne le seraient pas si le nombre de rebonds effectue´s par la particule e´tait fini, si la somme
ne posse´dait qu’un nombre fini de termes non-nuls. Mais ce n’est pas toujours le cas, les
rebonds peuvent s’accumuler, essentiellement de deux manie`res diffe´rentes. Premie`rement,
ils peuvent s’accumuler avant un temps fini. Deuxie`mement, ils peuvent s’accumuler juste
apre`s le temps initial si X0 = X˙0 = 0, ou, de manie`re similaire, juste apre`s un temps d’arreˆt
T ve´rifiant XT = X˙T = 0.
L’e´tude de ces e´quations n’a donc rien de trivial, et a fait l’objet d’une certaine
litte´rature depuis de´ja` 50 ans. En 1960, Bressan [9] est ainsi le premier a` remarquer qu’il
1. A proprement parler, la force exte´rieure est e´gale a` la masse de la particule multiplie´e par son
acce´le´ration. Mais ici on ne s’inte´resse pas re´ellement aux unite´s, ce qui fait que pour simplifier on peut
conside´rer que la masse vaut 1 et confondre la force et Y¨ .
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peut y avoir plusieurs solutions pour une force lisse (i.e C∞). Il conjecture aussi qu’il y a
unicite´ lorsque la force est polynomiale. En 1978, Schatzman [36] pose un formalisme plus
ge´ne´ral et montre un the´ore`me ge´ne´ral d’existence de solutions. En 1985, Percivale [32]
montre qu’il y a unicite´ lorsque la force est analytique. En 1998, Schatzman [37] parvient
a` ge´ne´raliser ce re´sultat a` une force de´pendant aussi de la position et de la vitesse, et
fonction analytique du temps, de la position et de la vitesse. En 2000, Ballard [2] a encore
ge´ne´ralise´ a` des syste`mes plus complexes, avec plusieurs degre´s de liberte´.
En ce qui nous concerne, nous nous contentons de fournir un exemple simple de force Ck, ou`
k est un entier quelconque mais fixe´, pour laquelle les e´quations (SOR) admettent plusieurs
solutions. Il s’agit d’une adaptation mineure d’un exemple donne´ par Jean Bertoin dans
[5] dans le cadre d’un rebond totalement ine´lastique (c = 0).
Non-unicite´ pour la re´flexion au second ordre de´terministe, un contre-exemple
Si y est la trajectoire a` re´fle´chir, qui ve´rifie y0 = y˙0 = 0, rappelons que l’e´quation de
re´flexion au second ordre reveˆt la forme suivante : xt =
∫ t
0
x˙s
x˙t = y˙t − (1 + c)
∑
0<s≤t x˙s−1xs=0.
Changeons d’inconnue en introduisant z := x− y. L’e´quation se re´e´crit alors zt =
∫ t
0
z˙s
z˙t = −(1 + c)
∑
0<s≤t(y˙s + z˙s−)1zs=−y,
ou` z est une trajectoire restant toujours au-dessus de −y. Sur les intervalles sur lesquels
z > −y, la fonction z est line´aire. Aux instants t ou` zt = −yt, on doit avoir
y˙t = −(z˙t− + cz˙t)/(1 + c).
Il s’agit maintenant de trouver y fonction Ck+2 (de sorte que la force y¨ soit Ck) et deux
fonctions z1 et z2 telles que toutes ces conditions soient satisfaites.
Pour cela, nous commenc¸ons par construire z1 et z2, ve´rifiant z1(0) = z2(0) = 0. La
fonction z1, de R+ dans R+, est de´termine´e par{
z1(2
2n) = 22n(k+3)
z1 est affine sur [2
2n, 22(n+1)]
, pour tout n ∈ Z.
La fonction z2 est de´finie de la meˆme manie`re par{
z2(2
2n+1) = 2(2n+1)(k+3)
z2 est affine sur [2
2n+1, 22n+3]
, pour tout n ∈ Z.
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Par leur construction, les fonctions z1 et z2 sont convexes, croissantes, et ve´rifient la pro-
prie´te´ d’autosimilarite´ suivante
z(4u) = 4k+3z(u) pour tout u ≥ 0.
On cherche alors a` construire la fonction y, de telle sorte que les rebonds aient lieu exacte-
ment aux instants de la forme 22n pour la trajectoire z1, aux instants de la forme 2
2n+1 pour
la trajectoire z2. Nous allons naturellement choisir y ve´rifiant en plus la meˆme proprie´te´
d’autosimilarite´.
Sur [1, 4], la fonction y doit ve´rifier plusieurs conditions. Premie`rement, nous devons
avoir y(1) = −1, y(2) = −2k+3, y(4) = −4k+3, et la fonction −y doit rester strictement
en-dessous de z1 ∧ z2 sur ]1, 2[∪]2, 4[. De plus, nous devons avoir
y˙(1+) = −(z˙1(1−) + cz˙1(1))/(1 + c)
y˙(2) = −(z˙2(2−) + cz˙2(2))/(1 + c)
y˙(4−) = −(z˙1(4−) + cz˙1(4))/(1 + c).
Remarquons qu’alors y(4) = 4k+3y(1) et y˙(4−) = 4k+2y˙(1+). Rajoutons la condition que
y est Ck+3 sur [1, 4] et ve´rifie, pour l = 0, ..., k+3, la condition y(l)(4−) = y(l)(1+) (ou` y(l)
est la de´rive´e l−ie`me de y). Il n’est pas difficile de construire une telle fonction.
Nous pouvons alors e´tendre y en une fonction Ck+3 sur R∗+, par autosimilarite´. En
posant y(0) = 0, nous l’e´tendons en une fonction Ck+2 sur R+, encore par autosimilarite´.
Finalement, toutes les conditions ve´rifie´es par y montrent bien que z1 et z2 sont deux
solutions, bien distinctes.
Nous espe´rons que cet exemple illustre a` la fois simplement et pre´cise´ment les raisons de
la non-unicite´ des solutions aux e´quations du second ordre. Nous avons utilise´ une proprie´te´
d’auto-similarite´, mais c’e´tait seulement pour construire facilement la fonction y et garantir
son comportement Ck+2. De manie`re plus informelle, exiger que deux trajectoires z1 et z2
soient solutions n’impose de conditions restrictives sur y (presque) qu’aux instants de
rebonds, de´nombrables, et laisse (presque) toute latitude de construire y en dehors de ces
instants de rebond. Les exemples de non-unicite´ semblent donc eˆtre assez ge´ne´riques, meˆme
si dans chaque exemple construit de la sorte, la force y¨ pre´sente ne´cessairement de fortes
irre´gularite´s dans le sens ou` elle change de signe une infinite´ de fois pre`s de 0 (i.e y posse`de
une infinite´ de points d’inflexion juste apre`s 0).
Dans cette the`se la trajectoire que l’on souhaite re´fle´chir est un processus de Langevin.
L’e´quation diffe´rentielle stochastique s’e´crit alors sous la forme
(SOR)

Xt = X0 +
∫ t
0
X˙s
X˙t = X˙0 +Bt − (1 + c)
∑
0<s≤t X˙s−1Xs=0,
(1.1.4)
ou` B est le mouvement brownien dirigeant l’EDS, (X0, X˙0) est la condition initiale et
(X, X˙) est le processus inconnu. La force est donc un bruit blanc... D’une part, le caracte`re
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oscillant du bruit blanc, avec les conside´rations ci-dessus, dissuade se´rieusement d’envisager
de re´soudre l’e´quation de manie`re purement trajectorielle, sans utiliser l’ale´a. Nous ne le
ferons pas. D’autre part, il pourrait sugge´rer l’existence de multiples solutions a` (1.1.4). Ce
n’est pas le cas. Les re´sultats de cette the`se, peut-eˆtre surprenants, sont tous des re´sultats
d’existence et d’unicite´ du processus de Langevin re´fle´chi, au sens faible.
Tentons ne´anmoins d’appre´hender cette diffe´rence entre le cas ale´atoire et le cas de´-
terministe. Dans le contre-exemple construit, deux arguments semblent eˆtre spe´cifiques au
caracte`re de´terministe de l’e´quation. Le premier est que l’on peut se´parer clairement les
instants de rebond de nos deux solutions. Le deuxie`me est que la force est construite de
manie`re “ad hoc” par rapport a` la trajectoire z, de sorte que le rebond se passe comme
nous voulons qu’il se passe.
Le premier argument semble difficile a` mettre en œuvre dans un cadre ale´atoire. Mais
il ne s’agit la` peut-eˆtre que d’une difficulte´ technique. Quant au deuxie`me argument, il
devient plus spectaculairement faux. En effet, lors d’un choc, la force se comporte, en loi,
comme un bruit blanc, et pas autrement (nous pouvons invoquer un argument de proprie´te´
de Markov).
Nous arreˆtons la` nos pseudo-conside´rations, et introduisons maintenant les quelques
travaux qui se sont inte´resse´s aux processus de Langevin re´fle´chis au second ordre.
1.1.4 Processus de Langevin re´fle´chis au second ordre. Travaux
existants
L’histoire commence en 2004, lorsque B. Maury s’inte´resse a` un processus de Lange-
vin re´fle´chi sur une barrie`re totalement ine´lastique [30], c’est-a`-dire le cas c = 0. Plus
pre´cise´ment, son mode`le de´crit le mouvement de particules (ou individus) en zone tre`s
peuple´e. Lorsque deux particules se rencontrent, leur collision est totalement ine´lastique,
et on peut penser qu’elles ne se se´pareront plus et formeront le de´but d’un agre´gat.
Mais dans la mode´lisation qu’il introduit, lorsque les trajectoires des particules sont des
processus de Langevin, B. Maury n’arrive pas a` totalement exclure la possibilite´ pour les
agre´gats de se disloquer. Nous ne rentrons pas plus en profondeur sur ses simulations et
sur le caracte`re signifiant de cette observation. Toujours est-il que cela l’a pousse´ a` poser
des questions, en particulier des questions d’ordre the´orique. Il pre´conise ainsi une analyse
rigoureuse de l’e´quation diffe´rentielle stochastique mode´lisant des processus de Langevin
et des rebonds ine´lastiques, que ce soit pour re´futer la possibilite´ pour les agre´gats de se
disloquer, ou au contraire pour la confirmer.
Dans notre mode`le simplifie´ ou` l’on conside`re une unique particule, en dimension 1,
et re´fle´chie sur une barrie`re fixe, la question-clef qui se pose est celle de l’existence d’un
processus de Langevin re´fle´chi sur une barrie`re ine´lastique (c=0), qui ne soit pas absorbe´
une fois qu’il a atteint la barrie`re.
Jean Bertoin a re´pondu inte´gralement a` cette question au travers de deux articles.
Dans [4], il propose une construction explicite d’un processus qui se comporte comme un
processus de Langevin en dehors de 0, dont la vitesse est absorbe´e en 0, et qui ne passe pas
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de temps en 0 (a fortiori le processus est bien non-absorbe´). Sa construction, astucieuse,
met d’abord en jeu une re´flexion “a` la Skorohod” d’un processus de Langevin libre, de´finie
par (1.1.2) comme pour la solution a` la re´flexion au premier ordre. Puis, un changement
de temps a pour effet d’absorber tous les intervalles de temps durant lesquels la particule
reste en 0. Cet article re´pond a` la question de l’existence d’un “processus de Langevin
re´fle´chi” – ainsi qu’a` celle de l’unicite´ en loi – du point de vue des processus de Markov et
des excursions.
Dans [5], il montre que le processus construit est l’unique solution, au sens faible, de
l’e´quation diffe´rentielle stochastique re´gissant le mouvement (1.1.4) (dans le cas c = 0,
toujours). Notons que du point de vue de l’e´quation diffe´rentielle, on n’imposait pas a
priori la condition que le processus ne devait pas passer de temps en 0. Les e´quations
du mouvement imposent donc ce comportement. Par ailleurs, nous soulignons encore une
fois que ce re´sultat d’unicite´, bien que faible, est en contraste flagrant avec la non-unicite´
rencontre´e dans le cas de´terministe.
Voila` donc pour le rebond ine´lastique, le seul a` avoir de´ja` e´te´ e´tudie´ en de´tail. La
question de´licate e´tait de (re)partir de 0, a` savoir trouver une loi (ou les lois) d’entre´e pour
le processus, comprendre comment le processus quitte la barrie`re avec une vitesse nulle.
Dans les autres cas, c > 0, une autre question – plus simple – se pose avant meˆme
d’aborder la pre´ce´dente. Partant en dehors de 0, ou bien partant de 0 avec une vitesse
strictement positive, la particule va-t-elle se retrouver en 0 avec une vitesse nulle ? A savoir,
la particule ne peut pas avoir une vitesse nulle a` son premier instant de retour en ze´ro ou
apre`s un nombre fini de retours en ze´ro (cet e´ve´nement est de probabilite´ nulle), mais il est
possible que les rebonds s’accumulent en temps fini et que la particule se retrouve alors,
au terme de cette infinite´ de rebonds, en 0 avec vitesse nulle.
Cette question a de´ja` e´te´ aborde´e par J.Bect dans sa the`se intitule´e “processus de
Markov diffusifs par morceaux” [3]. Une partie de sa the`se s’inte´resse a` des syste`mes qui sont
re´gis par une e´quation diffe´rentielle stochastique “continue” et par des sauts “force´s”, c’est-
a`-dire des sauts qui interviennent de manie`re de´terministe en fonction de la ge´ome´trie du
processus. En particulier, dans la partie III.4.B, il e´tudie notre processus 2 bidimensionnel
(X, X˙). Il s’interroge sur la possible accumulation de rebonds en temps fini, qu’il nomme
“phe´nome`ne de Ze´non”. En s’appuyant sur des travaux existants et par d’autres arguments
e´le´mentaires, il prouve l’existence d’un coefficient critique ccrit ' 0, 16. Pour c > ccrit, la
vitesse de la particule aux instants de rebonds successifs tend vers +∞, et il n’y a donc pas
de phe´nome`ne de Ze´non. Pour c < ccrit ces vitesses tendent vers 0, sugge´rant qu’il puisse
y avoir phe´nome`ne de Ze´non.
Cependant, Julien Bect s’arreˆte la` dans son e´tude, en ouvrant sur quelques questions
naturelles qui se posent. Dans les deux articles “Langevin process reflected on a partially
elastic boundary” (chapitres 3 et 4 de cette the`se), nous e´tudions le syste`me dans chacun
des cas, c > ccrit, c = ccrit et c < ccrit, et re´pondons, entre autres, a` toutes ces questions.
2. Pour eˆtre exact son mode`le diffe`re le´ge`rement puisqu’il ajoute une force exte´rieure gravitationnelle.
Cependant les deux e´quations sont lie´es par une transformation de Girsanov, comme il le fait lui-meˆme
remarquer.
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1.2 Processus de Langevin
1.2.1 Proprie´te´s e´le´mentaires
Le processus de Langevin (Yt)t≥0 de position initiale Y0 = x et de ve´locite´ initiale Y˙0 = u
est de´fini par
Yt = x+ ut+
∫ t
0
Bsds, t ≥ 0, (1.2.1)
ou` (Bt)t≥0 est un mouvement brownien standard (i.e partant de 0). Cette de´finition cor-
respond bien a` un processus dont la de´rive´e seconde est un bruit blanc, et donc dont la
de´rive´e premie`re Y˙t = u + Bt est un mouvement brownien (partant de u). De cette ex-
pression (1.2.1) de´coulent simplement plusieurs proprie´te´s du processus de Langevin. La
premie`re est qu’il s’agit d’un processus a` trajectoires C1. Il en de´coule aussi, pour t0 > 0
fixe´ et pour t > 0,
Yt+t0 = Yt0 + Y˙t0t+
∫ t
0
B˜sds,
ou` (B˜t)t≥0 := (Bt+t0−Bt)t≥0 est un mouvement brownien standard inde´pendant de (Bt)t≤t0 .
Par conse´quent, le processus (Yt)t≥0 n’est pas un processus de Markov, mais le pro-
cessus bidimensionnel (Yt, Y˙t) en est un. C’est une des raisons pour lesquelles on e´tudie
souvent ce processus bidimensionnel, encore appele´ processus de Kolmogorov, a` la
place du processus de Langevin. On notera de´sormais Px,u la loi du processus de Kolmo-
gorov de position initiale (Y0, Y˙0) = (x, u). En pratique, le processus de Langevin et le
processus de Kolmogorov e´tant trivialement lie´s, on ne s’attachera pas toujours a` bien les
diffe´rencier. En particulier la meˆme notation Px,u de´signera aussi la loi du processus de
Langevin, ce qui n’entraˆıne pas de confusion possible.
L’e´criture sous forme inte´grale montre encore que les processus de Langevin et de
Kolmogorov sont des processus gaussiens. Plus pre´cise´ment, la loi de (Yt, Y˙t) sous Px,u
est un vecteur gaussien d’espe´rance (x+ ut, u) et de matrice de covariance(
t3/3 t2/2
t2/2 t
)
.
En d’autres termes, le processus de Kolmogorov (Y, Y˙ ) est un processus de Markov dont
les probabilite´s de transition Px,u
(
(Yt+s, Y˙t+s) ∈ dy ⊗ dv
)
sont continues par rapport a` la
mesure de Lebesgue dy ⊗ dv et donne´es par
√
3
pit2
exp
[
− 6
t3
(y − x− tu)2 + 6
t2
(y − x− tu)(v − u)− 2
t
(v − u)2
]
dy ⊗ dv, (1.2.2)
ce que l’on e´crira encore pt(x, u; dy, dv) ou pt(x, u; y, v)dy ⊗ dv, le terme pt(x, u; y, v)
de´signant les densite´s de transition.
Par ailleurs, le processus de Langevin he´rite du mouvement brownien une proprie´te´
d’invariance par changement d’e´chelle (ou par rescaling). En effet, pour tout k > 0,
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en e´crivant
k3Yk−2t = k
3Y0 + kY˙0t+
∫ t
0
kBk−2sds,
et en observant que (kBk−2t)t≥0 est un mouvement brownien standard, on obtient que
(k3Yk−2t)t≥0 est un processus de Langevin partant de k3Y0 avec vitesse kY˙0. De manie`re
non formelle, pour le mouvement brownien, multiplier le temps par k multiplie l’espace par
k1/2, tandis que pour le processus de Langevin, multiplier le temps par k multiplie l’espace
par k3/2. Il s’agit d’une observation assez basique mais d’une grande importance tout le
long de cette the`se, et qu’il nous arrivera d’utiliser sans le mentionner explicitement.
Notons que l’on a une loi du 0− 1 pour le processus de Langevin. En effet, notons
(Ft)t≥0 la filtration canonique associe´e au processus Y . A savoir, Ft est la tribu engendre´e
par (Ys)s≤t, et comple´te´e comme d’habitude de sorte a` contenir les ensembles ne´gligeables
(i.e les ensembles contenus dans un ensemble mesurable de probabilite´ nulle) et a` eˆtre
continue a` droite. Remarquons qu’elle co¨ıncide avec la filtration canonique associe´e au
processus de Kolmogorov (Y, Y˙ ), ou encore avec celle du mouvement brownien B. Par
conse´quent, la tribu F0 est triviale. De la meˆme manie`re que pour le mouvement brownien,
cet argument, avec un argument de syme´trie, montre que le processus de Langevin partant
de 0 avec vitesse nulle change de signe une infinite´ de fois juste apre`s le temps initial.
La proprie´te´ d’invariance par changement d’e´chelle (par exemple) montre alors que le
processus change e´galement de signe en des temps arbitrairement grands. Ce re´sultat “de
re´currence” pour le processus de Langevin ne doit cependant pas cacher que le processus
de Kolmogorov “(position, vitesse)” est transitoire.
1.2.2 Excursions du processus de Langevin
Diverses fonctionnelles du processus de Kolmogorov ont e´te´ e´tudie´es. Nous avons de´ja`
donne´ la loi du processus (Yt, Y˙t) a` un temps t fixe´ ; il s’agissait probablement de la fonc-
tionnelle la plus e´le´mentaire que l’on peut conside´rer. On obtient d’autres fonctionnelles
e´le´mentaires en fixant un niveau a, et en s’inte´ressant au premier temps d’atteinte de
ce niveau ou τa := inf{t > 0, Yt = a}, ainsi qu’a` la vitesse du processus en cet instant
ou Y˙τa . Une autre possibilite´ est de fixer la vitesse b et de conside´rer le temps d’atteinte
σb = inf{t > 0, Y˙t = b} et la position en cet instant Yτb . Soulignons que ce sont les couples
de variables qui nous inte´ressent. En particulier la variable σb conside´re´e seule ne nous
inte´resse pas re´ellement, puisqu’il s’agit d’un classique temps d’atteinte pour un mouve-
ment brownien.
En 1963, McKean [31] obtient la loi du couple (τ0, Y˙τ0) sous P0,u. Pour u > 0 elle est
donne´e par
P0,u(τ0 ∈ ds,−Y˙τ0 ∈ dv) = dsdv
3v
pi
√
2s2
exp
(
− 2v
2 − uv + u2
s
)∫ 4uv
s
0
e−
3θ
2
dθ√
piθ
, (1.2.3)
pour s, v positifs. La deuxie`me marginale reveˆt la forme particulie`rement simple suivante :
P0,u(−Y˙τ0 ∈ dv) =
3
2pi
u
1
2v
3
2
u3 + v3
dv. (1.2.4)
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Ces deux lois sont aussi celles auxquelles nous ferons appel dans chacun des articles.
Par la suite, Lefe`bvre [27] et Lachal [22, 23, 24] ont de´crit dans le cas ge´ne´ral les lois
de (τa, Y˙τa), de (σb, Yσb), et meˆme de (σab, Yσab), ou` σab := σa ∧ σb.
Lachal s’est ensuite inte´resse´ a` d’autres fonctionnelles et il a alors e´tudie´ de manie`re
syste´matique les excursions du processus, a` la fois comme outil et pour leur inte´reˆt propre.
Il faut de´ja` de´finir les excursions. Le cadre le plus usuel lorsqu’on parle d’excursions d’un
processus est celui des excursions d’un processus markovien en dehors d’un point, pour
lequel nous disposons de la the´orie d’Ito¯ (voir partie 1.3.2). Mais le processus de Langevin
unidimensionnel n’est pas markovien. Quant au processus de Kolmogorov bidimensionnel,
partant de la position (x, u), il ne retournera presque suˆrement jamais en (x, u) (en parti-
culier (x, u) est irre´gulier pour le processus de Kolmogorov). La the´orie des excursions en
dehors d’un point ne nous apprend alors rien.
Lachal a alors e´tudie´ les excursions du processus bidimensionnel en dehors d’une ligne,
une ligne “verticale” Y = a ou “horizontale” Y˙ = b. Plus pre´cise´ment, il introduit les
excursions enjambant un temps de´terministe de la sorte : Introduisons
τ−a,T = sup{t < T : Yt = a}, τ+a,T = inf{t > T : Yt = a},
σ−b,T = sup{t < T : Y˙t = b}, σ+b,T = inf{t > T : Y˙t = b},
σ−ab,T = sup{t < T : Y˙t ∈ {a, b}}, σ+ab,T = inf{t > T : Y˙t ∈ {a, b}}.
Le temps τ−a,T est le dernier instant de passage du processus sur la droite Y = a avant
l’instant T . Il ne s’agit pas d’un temps d’arreˆt, contrairement au temps τ+a,T , premier
temps de retour sur la droite Y = a apre`s l’instant T . Les temps σ−b,T , σ
+
b,T , σ
−
ab,T et
σ+ab,T s’interpre`tent de la meˆme manie`re. L’excursion “a−verticale” enjambant l’instant
de´terministe T est alors de´finie par :
(Z(τ−a,T+t)∧τ+a,T , t ≥ 0).
De la meˆme manie`re, l’excursion “b−horizontale” est de´finie par
(Z(σ−b,T+t)∧σ+b,T , t ≥ 0)
et l’excursion “ab−horizontale bilate`re” par
(Z(σ−ab,T+t)∧σ+ab,T , t ≥ 0).
Les excursions horizontales sont lie´es a` des excursions browniennes (il suffit de ne regar-
der que la de´rive´e pour obtenir une excursion brownienne). Par ailleurs, une re´alisation du
processus de´finit une infinite´ de petites excursions horizontales en temps fini. Pour leur part,
les excursions verticales pre´sentent un comportement foncie`rement diffe´rent. En particulier
une re´alisation du processus n’effectue presque suˆrement qu’un nombre fini d’excursion en
temps fini (sauf condition initiale exceptionnelle Y0 = a, Y˙0 = 0)
C’est ne´anmoins la meˆme the´orie ge´ne´rale des excursions d’un processus sur laquelle
Lachal s’appuie pour les e´tudier, avec en particulier les re´sultats de Maisonneuve [28, 29],
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et de Getoor et Sharpe [12, 13]. Cette the´orie permet de conside´rer les excursions en dehors
d’un ensembleM ge´ne´ral, qui doit seulement avoir comme proprie´te´ d’eˆtre ferme´, optionnel,
et “homoge`ne”. Si θt de´signe l’ope´rateur de translation spatiale, homoge`ne signifie que l’on
a (M − t)∩]0,+∞[= (M ◦ θt)∩]0,+∞[ pour tout t > 0. En particulier la the´orie s’applique
lorsque l’on choisit pourM l’ensemble des instants en lesquels le processus (Y, Y˙ ) se trouve
sur la droite Y = a, ou bien sur la droite Y˙ = b, ou bien sur la re´union de deux droites
Y˙ ∈ {a, b}. La the´orie fournit des formules de calcul de fonctionnelles de l’ensemble des
excursions du processus (re´sultats de Maisonneuve), qui permettent alors d’expliciter la
loi de l’excursion particulie`re enjambant l’instant de´terministe t (re´sultats de Getoor et
Sharpe), par l’interme´diaire d’une de´composition au dernier instant de passage.
E´crivons Dt := inf{M\[0, t]} le premier instant de retour dans M apre`s t, ainsi que
Gt := sup{M ∩ [0, t]} le dernier instant de passage dans M avant t, qui n’est pas un temps
d’arreˆt. Le premier re´sultat, de Getoor, explicite la loi de (Gt, Z ◦ θGt) conditionnellement
a` l’e´ve´nement (Gt, ZGt) = (s, g). Cette formule est simple si ce n’est qu’elle fait intervenir
une mesure P˜z que l’on peut interpre´ter comme e´tant la mesure des excursions en dehors
de M depuis la valeur initiale z. Dans le cas des excursions verticales, la mesure P˜z n’est
autre que la loi de probabilite´ Pz. Le deuxie`me re´sultat, de Getoor et Sharpe, donne la
loi du couple (Gt, ZGt) en “traduisant” le dernier instant de passage en un premier temps
d’atteinte pour le processus dual.
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Dans la partie pre´ce´dente nous avons parle´ d’excursions pour le processus de Kolmo-
gorov (Y, Y˙ ). La construction de ces excursions – excursions en dehors d’une ligne et qui
enjambent un temps de´terministe – est une construction ad hoc, adapte´e a` ce processus.
De plus, pour un temps de´terministe fixe´ et une ligne fixe´e, nous obtenons une certaine ex-
cursion du processus. Nous n’avons pas la pre´tention de de´crire simultane´ment l’ensemble
des excursions du processus.
Dans cette the`se, nous allons e´tudier les excursions d’un point de vue diffe´rent (bien
que lie´). En particulier, pour le processus de Langevin, nous allons utiliser une notion de
mesure d’excursion stationnaire d’un processus stationnaire, introduite par Pitman dans
[33], et que nous de´crivons dans la partie a` suivre.
Par ailleurs, nous allons aussi utiliser la the´orie “classique” d’Ito¯ des excursions en
dehors d’un point d’un processus de Markov. En effet, comme nous l’avons de´ja` e´voque´, le
point (0, 0) est irre´gulier pour le processus de Kolmogorov, rendant la the´orie d’Ito¯ triviale.
Mais pour certains processus que nous allons introduire, le point (0, 0) sera re´gulier, et la
the´orie d’Ito¯ sera ne´cessaire pour de´crire le processus ou le construire.
Enfin, nous donnons un aperc¸u du principe des h−transforme´es au sens de Doob, un
moyen de transformer la loi d’un processus de Markov en multipliant ses probabilite´s de
transition par une fonction harmonique ou surharmonique, de´crivant ainsi un processus qui
s’interpre`te ge´ne´ralement comme un processus de Markov “conditionne´ a` sa valeur finale”
en un certain sens.
1.3.1 Mesure d’excursion d’un processus stationnaire, au sens de
Pitman
Pitman utilise un formalisme proche de celui de la the´orie ge´ne´rale des excursions de
Maisonneuve, Getoor et Sharpe. Le cadre dans lequel il se place est celui d’un processus
stationnaire, et non ne´cessairement markovien. Plus pre´cise´ment, le processus (Xt)t∈R est
indexe´ par toute la droite re´elle, et la “loi” du processus P ve´rifie la proprie´te´ que
P (Xt ∈ ·)
est inde´pendant de t ∈ R. Dans ce formalisme on autorise les processus ge´ne´ralise´s, au sens
ou` P (Xt ∈ ·) n’est pas ne´cessairement une mesure de probabilite´, et peut eˆtre une mesure
σ−finie – ce qui sera le cas pour le processus de Kolmogorov stationnaire introduit dans
le premier article (chapitre 2). Il introduit alors aussi M un ensemble ferme´ optionnel et
homoge`ne, mais inclus dans R, et les instants Dt := inf{M\]−∞, t]} et Gt := sup{M∩]−
∞, t]}.
Un intervalle d’excursion en dehors de M est alors un intervalle maximal inclus dans
M c. On note encore Rt = Dt − t, le “temps de retour dans M apre`s t”, et L = {t, Rt− =
0, Rt > 0} l’ensemble des extre´mite´s gauches d’intervalles d’excursion en dehors de M .
Pour t ∈ L, on note ²t l’excursion de´marrant a` l’instant t, de dure´e de vie R(²t) := Rt,
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de´finie par
²t = (Xt+s)0≤s≤R(²t)
Elle appartient a` l’ensemble des excursions,
E := {(es)0<s<R(e)}
La mesure d’excursion stationnaire (encore appele´e “mesure d’excursion d’e´quilibre” par
Pitman) est alors de´finie par
Qex(·) = P
[
#{0 < t < 1, t ∈ L, ²t ∈ ·}]. (1.3.1)
Il s’agit d’une de´finition tre`s naturelle, en particulier elle ne de´pend pas re´ellement du choix
arbitraire des instants 0 et 1 puisque pour a < b ∈ R, on a encore :
Qex(·) = 1
b− aP
[
#{a < t < b, t ∈ L, ²t ∈ ·}].
Etant donne´ un temps t fixe´, Pitman donne une expression de la loi jointe du dernier instant
de passage dans M avant t, a` savoir Gt, et de l’excursion enjambant le temps de´terministe
t, a` savoir ²Gt . Elle est donne´e par la formule simple suivante, faisant intervenir Qex :
P (Gt ∈ ds, ²Gt ∈ de) = Qex(de)1R(e)>t−Gtds,
pour e ∈ E et s ∈]−∞, t[. Notons que la notion d’excursion enjambant le temps de´terministe
t, selon Pitman, est certes lie´e a` la notion correspondante selon Lachal, mais reste distincte,
puisque pour Pitman le dernier instant de passage Gt peut prendre des valeurs strictement
ne´gatives, alors que ce n’est pas le cas pour Lachal.
1.3.2 Temps local et the´orie des excursions d’Ito¯
Conside´rons un processus de Markov M a` valeurs 3 dans Rn, adapte´ et a` trajectoires
continues a` droites. Nous supposons que M part de 0 et nous nous inte´ressons pre´cise´ment
aux excursions de M en dehors de 0. Le cadre de la the´orie d’Ito¯ 4 est celui d’un point 0
re´gulier et instantane´. Cela signifie que, partant de 0, le processus atteint Rn−{0} en des
temps arbitrairement petits, et revient en 0 aussi en des temps arbitrairement petits. Nous
supposerons de plus que 0 est re´current, a` la fois pour simplifier et parce que cela nous
suffira. Dans ce cadre, il y a une infinite´ d’excursions juste apre`s le temps initial, et les
excursions ont toutes une dure´e de vie finie.
Par de´finition, une excursion e est une portion de trajectoire en dehors de 0, entre
deux instants g(e) et d(e) en lesquels la particule est en 0, et fait partie de l’ensemble
des excursions (finies) E := {(Xt)0≤t≤ζ : ζ > 0, Xζ = 0, Xt 6= 0 pour tout 0 < t < ζ}.
3. Dans cette the`se nous utiliserons la the´orie pour le processus bidimensionnel, c’est-a`-dire n = 2.
Notons que la the´orie reste valable dans un espace plus ge´ne´ral comme un espace polonais.
4. plus pre´cise´ment, le cadre dans lequel la the´orie d’Ito¯ est non-triviale.
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A chaque excursion du processus, nous associerons un indice qui sera un nombre re´el
de´crivant le “temps” (a` comprendre au sens de temps local) passe´ par le processus en ze´ro
avant l’excursion. En conside´rant les couples “une excursion, son indice”, nous obtiendrons
un processus ponctuel sur E × R+. Il s’agira d’un processus ponctuel de Poisson dont
l’intensite´ se factorise sous la forme m ⊗ dt. Cette mesure m sur E sera appele´e mesure
d’excursion et caracte´risera la loi du processus.
La the´orie d’Ito¯ se base sur l’introduction d’un temps local. Notons Z := {t ≥ 0 :Mt =
0} l’ensemble des ze´ros de M , et Z sa fermeture. Voici une de´finition du temps local :
De´finition. Un processus L := (L(t))t≥0, continu, croissant au sens large, et Ft−adapte´,
est appele´ un temps local passe´ par M en 0 si L(0) = 0 et :
(i) Le support de la mesure de Stieltjes dL est presque suˆrement Z.
(ii) Pour tout temps d’arreˆt T tel que MT = 0 p.s. sur {T < +∞}, conditionnellement
a` {T <∞}, le processus translate´ (MT+t, L(T + t)− L(T ))t≥0 est inde´pendant de FT et a
meˆme loi que (M,L).
La premie`re proprie´te´ confirme l’intuition qu’un temps local compte un temps passe´
en ze´ro. En particulier, les intervalles maximaux sur lesquels un temps local est constant
correspondent pre´cise´ment aux intervalles d’excursion deM . La deuxie`me proprie´te´ indique
une proprie´te´ de Markov pour le temps local.
Nous admettons l’existence d’un temps local, ainsi que l’unicite´ du temps local a` un
facteur multiplicatif pre`s. Nous choisissons de´sormais L un temps local, fixe´ une fois pour
toutes.
Il est commode d’introduire l’inverse du temps local L−1, de´fini par L−1(t) := inf{s ≥
0, L(s) > t}. Cet inverse est un processus croissant continu a` droite, dont les sauts corres-
pondent aux excursions.
Comme nous l’avons annonce´, une excursion est indice´e par la valeur du temps local en
0 lorsqu’a lieu l’excursion. Il existe une excursion indice´e par t si et seulement si il existe
un intervalle non-trivial sur lequel le temps local prend la valeur t, si et seulement si t est
un instant de saut pour L−1.
Notons alors et cette excursion, donne´e par
et = (ML−1(t−)+s)0≤s≤L−1(t)−L−1(t−) (1.3.2)
Pour tous les instants t de continuite´ de L−1, qui ne correspondent a` aucune excursion,
notons encore et = ∅. Le re´sultat fondamental tient en une phrase :
The´ore`me (Ito¯). Le processus (et, t ≥ 0) est un processus ponctuel de Poisson.
Nous noterons de´sormais n l’intensite´ de ce processus ponctuel de Poisson. Pour tout
ensemble mesurable B inclus dans E , la mesure n(B) est e´gale a`
n(B) = P (Card{et ∈ B, t ≤ 1}) , (1.3.3)
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c’est-a`-dire a` l’espe´rance du nombre d’excursions du processus, incluses dans B, advenant
avant le temps L−1(1).
La mesure n est une mesure infinie mais σ−finie. En particulier, la mesure n assigne
une masse finie a` l’ensemble des excursions ayant une dure´e de vie supe´rieure a` un ε > 0
fixe´, ou encore a` l’ensemble des excursions qui atteignent le comple´mentaire de O, si O est
un ouvert fixe´ contenant 0.
Observons que la mesure d’excursion posse`de une proprie´te´ de Markov : conditionnel-
lement a` {e(a) = x, a > ζ}, la fin de l’excursion (e(t + a))0≤t≤ζ−a est inde´pendante de
(e(t))0≤t≤a et a meˆme loi que le processus de Markov M partant de x et stoppe´ a` son
premier temps de retour en 0. On dit que la mesure n est compatible avec le semi-groupe
du processus de Markov tue´ en son premier temps de retour en 0.
Maintenant, le processus est entie`rement caracte´rise´ par le processus de Poisson (et)t≥0
et le processus L−1. En effet, voici comment reconstruire la variable Xt a` partir de ces
deux processus. Notons s = L(t) et observons que s est le premier instant ou` L−1 atteint
le niveau t. Si s est un point de continuite´ de L−1, alors on a Xt = 0. Sinon, c’est que l’on
a L−1(s−) ≤ t ≤ L−1(s). Et il suffit de recoller l’excursion es entre ces instants L−1(s−) et
L−1(s) pour obtenir
Xt = es(t− L−1(s−)), ou` s = L(t). (1.3.4)
Jusqu’ici, la description de la the´orie des excursions d’Ito¯ semble relativement agre´able, si
ce n’est qu’il faut eˆtre pre´cautionneux avec les e´chelles de temps que l’on manipule : en plus
du temps du processus intervient une nouvelle e´chelle de temps, l’inverse du temps local,
dans laquelle il convient de compter les instants d’apparition des excursions. Pour terminer
cette bre`ve description de la the´orie, il nous reste toutefois a` e´tudier plus pre´cise´ment le
processus L−1.
Lemme. Le processus L−1 est un subordinateur, caracte´rise´ par une mesure de sauts de
Le´vy e´gale a` Π(dt) = n(ζ ∈ dt) et un drift d positif ou nul.
Remarquons qu’il s’ensuit que l’inte´grale∫
(1 ∧ t)n(ζ ∈ dt)
est finie. Par ailleurs, comme nous pouvions nous y attendre, la mesure de sauts de Le´vy de
L−1 est entie`rement caracte´rise´ par la mesure d’excursion n. Mais L−1 posse`de e´galement
le drift d qui n’a aucune raison d’eˆtre nul. Le processus L−1 s’e´crit alors
L−1(t) = dt+
∑
s≤t
l(es). (1.3.5)
Finalement, le processusM est entie`rement caracte´rise´ par le processus ponctuel de Poisson
des excursions, d’intensite´ n, et d.
Une question naturelle qui se pose alors est de savoir si, en choisissant bien notre proces-
sus de Markov, nous pouvons obtenir n’importe quelle mesure σ−finie n sur E et n’importe
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quel drift d. De manie`re e´quivalente, e´tant donne´s n et d, pouvons-nous construire un pro-
cessus de Markov admettant n comme mesure d’excursion, et d comme drift de l’inverse
de son temps local.
De´ja`, l’observation que n(ζ ∈ ·) est une mesure de sauts de Le´vy implique la finitude
de
∫
(1 ∧ t)n(ζ ∈ dt). Par ailleurs, nous avons de´ja` indique´ que la mesure de l’ensemble
des excursions ne restant pas dans un voisinage ouvert O de 0 est toujours fini. Enfin, la
mesure n doit eˆtre compatible avec un semi-groupe d’un processus de Markov de´fini en
dehors de 0 et tue´ en son premier temps de retour en 0. Ces trois conditions ne´cessaires
sont suffisantes.
En effet, conside´rons (et)t>0 un processus ponctuel de Poisson d’intensite´ n, et notons
L−1(t) := dt+
∑
s≤t
l(es).
La premie`re condition implique que la somme des longueurs des excursions est presque
suˆrement finie, et que L−1 est donc bien de´fini, et est un subordinateur de drift d et
de mesure de sauts n(ζ ∈ ·). Nous construisons alors (Xt)t≥0 comme indique´ ci-avant. La
deuxie`me condition assure que le processus ainsi construit est continu a` droite. La troisie`me
assure qu’il est markovien. Il s’agit du programme d’ Ito¯, revu par Salisbury.
Terminons cette partie par une remarque : le choix du temps local peut sembler arbi-
traire et important. Il est arbitraire, certes, mais pas vraiment important. Si on choisit un
autre temps local, e´gal a` k fois le temps local L, cela ne fera que changer la mesure d’ex-
cursion n en k−1n (et le drift d en k−1d). On s’inte´resse ge´ne´ralement au temps local a` un
facteur multiplicatif pre`s, a` la mesure d’excursion a` un facteur multiplicatif pre`s. Notons
toutefois que la valeur du drift, si elle est non-nulle, n’a de sens qu’attache´e a` une mesure
d’excursion particulie`re.
1.3.3 Les h−transforme´es au sens de Doob
Le principe des h−transforme´es au sens de Doob permet de transformer la loi d’un
processus de Markov en multipliant ses densite´s de transition a` l’aide d’une fonction h
harmonique ou bien surharmonique.
Je parle de principe car a` ma connaissance la seule the´orie sur les h−transforme´es –
de´veloppe´e par Doob dans une the´orie probabiliste de la the´orie du potentiel dans [10] –
concerne un cas particulier, celui du mouvement brownien, et non l’e´ventail des situations
dans lesquelles on parle de h−transforme´e.
Ici nous nous contentons d’e´voquer le principe, qui sera utilise´ dans les 3 papiers (cha-
pitres 2, 3 and 4)dans 3 situations bien diffe´rentes. Conside´rons un processus de Markov
X ca`dla`g a` valeurs dans Rn, et Px la loi du processus partant de x. Supposons que les lois
de transition de ce processus peuvent s’e´crire sous la forme
Px(Xt ∈ dy) = pt(x, y)dy,
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ou` dy est une “mesure de re´fe´rence”. Une fonction continue positive h de´finie sur E est
dite harmonique (ou invariante) si
Px(h(Xt)) = h(x) (1.3.6)
pour tout x ∈ E, t > 0. Soit O l’ensemble (ouvert) des points ou` h ne s’annule pas. Si la
trajectoire quitte O, alors, presque suˆrement, la trajectoire ne retournera pas dans O. On
de´finit alors un processus de Markov a` valeurs dans O de loi P˜ par
P˜x(φt(X)) =
1
h(x)
Px (φt(X)h(Xt)) , (1.3.7)
pour x ∈ O, t > 0 et φt fonctionnelle positive continue ne de´pendant que de (Xs)0≤s≤t.
Le caracte`re harmonique de h assure qu’il s’agit bien d’une loi de probabilite´. De manie`re
e´quivalente, on de´finit P˜ par ses lois de transition
P˜x(Xt ∈ dy) = p˜t(x, y)dy = h(y)
h(x)
pt(x, y)dy.
La formule (1.3.7) montre que conditionnellement a` la valeur de Xt (lorsque cela a un
sens), les lois de (Xs)0≤s≤t sous Px et P˜x co¨ıncident. Sur un intervalle fixe, le processus
h−transforme´ est donc en un certain sens un “processus conditionne´ a` sa valeur finale”.
Jusque la` j’ai de´crit un cas particulier, ou` P et P˜ sont les lois de processus de Markov
proprement de´finis. Ce principe reste valide mutatis mutandis pour des chaˆınes de Markov,
ce que je ne de´taille pas ici.
Mais surtout, nous pouvons conside´rer le cas ou` les processus sont des processus tue´s,
en d’autres termes, le cas ou` les marginales P (Xt ∈ ·) peuvent eˆtre des mesures de masse
strictement infe´rieure a` 1. Conside´rons que h n’est plus harmonique mais seulement sur-
harmonique (ou excessive), dans le sens ou`
Px(h(Xt)) ≤ h(x) (1.3.8)
pour tout x ∈ E, t > 0, et
lim
t→0
Px(h(Xt)) = h(x) (1.3.9)
pour tout x ∈ E. Alors on peut de´finir P˜ de la meˆme manie`re, loi d’un processus de Markov
tue´.
Enfin, la loi P elle-meˆme peut eˆtre celle d’un processus tue´. Cela n’induit pas de chan-
gement dans la de´finition de P˜. Si h est harmonique, on obtient une loi P˜ d’un processus
non-tue´. Si h est seulement surharmonique, on obtient celle d’un processus tue´.
En pratique, on peut souvent pre´ciser la manie`re dont les processus sont tue´s, et in-
terpre´ter de manie`re mieux adapte´e le processus h−transforme´ comme processus condi-
tionne´.
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Ainsi, dans le premier article (chapitre 2), la loi P est celle d’un processus (X, X˙) a`
valeurs dans R2, tue´ lorsqu’il atteint la ligneX = 0. Pour chaque v, nous avons une fonction
h(x, u) qui est proportionnelle a` la probabilite´, depuis (x, u), d’atteindre la ligne X = 0
avec une vitesse dans dv. Cette fonction est surharmonique. Le processus h−transforme´
construit s’interpre`te comme e´tant le processus conditionne´ a` avoir une vitesse e´gale a` v
au moment ou` il touche la ligne X = 0 (qui est aussi le moment ou` il est tue´).
Dans le deuxie`me article (chapitre 3), le processus conside´re´ est une marche ale´atoire
(d’espe´rance nulle et de variance strictement positive) tue´e lorsqu’elle atteint la demi-droite
]−∞, 0]. La fonction h conside´re´e est connue sous le nom de “fonction de renouvellement”,
et le processus h−transforme´ peut s’interpre´ter comme e´tant la marche ale´atoire condi-
tionne´e a` toujours rester positive.
Enfin, dans le troisie`me article (chapitre 4), une h−transforme´e de´finit le processus de
Langevin re´fle´chi conditionne´ a` ne jamais revenir en 0 avec vitesse nulle.
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1.4 Pre´sentation des articles
Voici maintenant une pre´sentation des trois articles que j’ai re´dige´s au cours de ma the`se.
La motivation commune a` ces articles est l’e´tude du processus de Langevin re´fle´chi sur une
barrie`re, dont le rebond est caracte´rise´ par un coefficient d’e´lasticite´ c ≥ 0. Rappelons
que le cas d’un rebond totalement ine´lastique, c = 0, a de´ja` e´te´ e´tudie´ par Bertoin. Plus
pre´cise´ment, Bertoin a formalise´ la meˆme proble´matique par deux points de vue distincts,
d’une part le point de vue des excursions d’un processus de Markov dans [4], d’autre part
le point de vue de la re´flexion au second ordre, c’est-a`-dire le point de vue des e´quations
diffe´rentielles stochastiques, dans [5]. Dans les deux cas, il a montre´ qu’il de´finissait de
manie`re unique la loi d’un processus, qu’il appelle processus de Langevin re´fle´chi sur une
barrie`re totalement ine´lastique. C’est dans cette meˆme veine que nous avons voulu continuer
a` nous inte´resser aux processus de Langevin re´fle´chis, en particulier pour un coefficient
d’e´lasticite´ c non nul, et en continuant a` garder les deux points de vue.
Le premier article s’e´carte le´ge`rement de cet objectif puisqu’il consiste principalement
en une e´tude des excursions du processus de Langevin vu comme processus stationnaire,
avant d’utiliser cette e´tude pour investiguer un peu plus le processus de Langevin re´fle´chi
sur une barrie`re ine´lastique et sa mesure d’excursion au sens d’Ito¯. Le deuxie`me article
s’inte´resse a` un coefficient c > 0 et met en e´vidence l’existence d’un coefficient critique,
au-dessus duquel le point (0, 0) est transitoire pour le processus de Kolmogorov. Dans les
cas critique et sur-critique, le seul proble`me est alors de partir de la condition initiale (0, 0).
L’article montre qu’il y a une unique loi de processus partant de (0, 0), a` la fois du point
de vue des excursions et de celui des e´quations diffe´rentielles stochastiques. Le troisie`me
article montre encore une fois l’existence et l’unicite´, dans le cas sous-critique, plus de´licat
car l’ensemble des temps en lesquels la position et la vitesse sont nulles est alors un ferme´
ale´atoire parfait.
1.4.1 Excursions de l’inte´grale du mouvement brownien
Ce premier article contient une e´tude “ge´ne´rale” du processus de Langevin et de ses ex-
cursions, vu comme un processus stationnaire, ainsi que quelques applications au processus
de Langevin re´fle´chi sur une barrie`re totalement ine´lastique.
Processus de Kolmogorov stationnaire
La premie`re partie est une introduction de´taille´e aux processus de Kolmogorov et de
Langevin stationnaires. Nous commenc¸ons en insistant sur deux proprie´te´s, bien connues
des spe´cialistes, du processus de Kolmogorov (Y, Y˙ ). Il s’agit d’une part de l’invariance de
la mesure de Lebesgue sur R2 (notons-la λ), et d’autre part d’une proprie´te´ de dualite´ avec
le processus (Y,−Y˙ ) ou (−Y, Y˙ ). Ces proprie´te´s nous permettent de construire une version
stationnaire et autoduale du processus de Kolmogorov, dont nous noterons Pλ la loi.
Plus pre´cise´ment, la mesure Pλ est une mesure σ−finie, “loi” d’un processus ge´ne´ralise´
(Y, Y˙ ), indice´ par toute la droite re´elle, et markovien, de probabilite´s de transition celles
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du processus de Kolmogorov. La marginale de Pλ a` un temps fixe´ t ∈ R, a` savoir la
mesure Pλ((Yt, Y˙t) ∈ ·), n’est autre que la mesure de Lebesgue λ. Sous Pλ, le processus
(Yt, Y˙t)t∈R a meˆme loi que le processus (Ys+t, Y˙s+t)t∈R (proprie´te´ de stationnarite´, ou inva-
riance par translation temporelle), ou encore que (Y−t,−Y˙−t)t∈R (proprie´te´ d’autodualite´,
ou invariance par retournement du temps et conjugaison).
Nous appellerons donc processus de Kolmogorov stationnaire le processus (Y, Y˙ ) sous
Pλ, ou processus de Langevin stationnaire le processus Y sous Pλ.
Excursions verticales du processus de Kolmogorov stationnaire
Dans une deuxie`me partie, nous introduisons la mesure d’excursion stationnaire du
processus de Langevin stationnaire en dehors de 0, au sens de Pitman (voir section 1.3.1).
Notons Qex cette mesure, et introduisons encore P∂0,u la loi du processus de Langevin tue´
au temps ζ, premier temps de retour en 0.
The´ore`me. 1) L’identite´ suivante est satisfaite :
Qex(Y ∈ de) =
∫ +∞
u=−∞
|u|P∂0,u
(
Y ∈ de)du. (1.4.1)
2) (retournement du temps). Notons Ŷ l’excursion retourne´e, de´finie par
Ŷs = Yζ−s pour 0 ≤ s ≤ ζ.
Les processus Y et Ŷ ont meˆme loi sous Qex.
La premie`re partie du the´ore`me est une expression remarquablement simple de Qex.
Nous la de´montrons avec une preuve assez courte utilisant, pour l’excursion enjambant
un temps de´terministe, le re´sultat de de´composition au dernier instant de passage en 0
de Pitman, ainsi que celui de Lachal. Une de´monstration plus auto-suffisante aurait e´te´
possible mais eut e´te´ notablement plus longue.
La deuxie`me partie du the´ore`me exprime une proprie´te´ d’invariance par retournement
du temps 5 (a` la dure´e de vie de l’excursion) de la mesure Qex. Cette proprie´te´, tre`s naturelle
dans la formulation de Pitman, est he´rite´e automatiquement de Pλ.
Par la suite nous e´crivons une formule de de´sinte´gration de la mesureQex en fonction des
vitesses au de´but de l’excursion, Y˙0, et a` la fin de l’excursion, Y˙ζ . Cette formule s’exprime
sous la forme
Qex(·) =
∫
R
Qu;v(·)ϕ(u, v)dudv, (1.4.2)
ou`
ϕ(u, v)dudv :=
3
2pi
|u| 32 |v| 32
|u|3 + |v|31uv>0dudv
5. Nous avons choisi de conside´rer que Qex est la loi du processus unidimensionnel Y , c’est pourquoi
Qex est invariante par simple retournement du temps, et non par retournement du temps et conjugaison.
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est la loi du couple (Y˙0,−Y˙ζ) sousQex, et ou`Qu;v est donc une version de la loi conditionnelle
de Qex sachant Y˙0 = u et Y˙ζ− = −v. Alternativement, pour presque tout u, Qu;v est une
version de la loi conditionnelle de P∂0,u sachant −Y˙ζ− = v. De l’invariance par retournement
du temps de Qex, il s’ensuit que la loi de l’excursion retourne´e a` sa dure´e de vie sous Qu;v
n’est autre que Qv,u (pour presque tout (u, v)).
Nous terminons cette partie en nous attachant a` construire une version de Qu;v conti-
nue par rapport a` (u, v) par un conditionnement au sens de Doob, au moyen d’une
h−transforme´e. Plus pre´cise´ment, nous commenc¸ons par e´tudier la loi de la variable −Y˙ζ
sous Px,u, que l’on note hv(x, u)dv. Un lemme technique e´tudie la fonction (v, x, u) →
hv(x, u), en montrant qu’il s’agit d’une fonction continue et en e´tudiant son comportement
au voisinage de v = 0, de la forme
hv(x, u) ∼ h0(x, u)|v| 32 .
Alors, pour v fixe´, la fonction (x, u) → hv(x, u) est excessive pour le semi-groupe du
processus de Kolmogorov tue´ a` son premier temps de retour en {0}×R. La hv-transforme´e,
au sens de Doob, de P∂0,u, de´finit la loi d’un processus de Langevin partant de 0 avec vitesse
u, tue´ a` son premier temps de retour en 0 et conditionne´ a` arriver en 0 avec vitesse −v.
Il s’agit de la version continue des lois Qu;v. Lorsque v tend vers 0, les lois Qu;v ont une
limite faible, que l’on note Qu;0, qui s’exprime comme la h0−transforme´e de P∂0,u, et que
l’on interpre`te naturellement comme e´tant la loi du processus de Langevin partant de 0
avec vitesse u, tue´ en ζ, conditionne´ a` revenir en 0 avec vitesse nulle.
Processus de Langevin re´fle´chi sur une barrie`re ine´lastique
Enfin, la troisie`me et dernie`re partie est une contribution a` l’e´tude du processus de Lan-
gevin re´fle´chi sur une barrie`re totalement ine´lastique, qui utilisera les lois Qu;v introduites
dans la partie pre´ce´dente.
Tout d’abord, nous rappelons la de´finition de ce processus par Bertoin dans [4]. Il s’agit
principalement d’une approche du processus via ses excursions. A savoir, un processus
X a` valeurs dans R+ est un processus de Langevin re´fle´chi sur une barrie`re totalement
ine´lastique (abre´ge´ en processus de Langevin re´fle´chi) si sa vitesse est ramene´e a` 0 de`s
qu’il se trouve en 0, qui reste un temps nul en 0, et tel que (X, X˙) est un processus
de Markov dont les excursions en dehors de {0} × R sont compatibles avec P∂t , le semi-
groupe du processus de Kolmogorov tue´ a` son premier temps de retour en {0} × R. En
d’autres termes, un processus X a` valeurs dans R+ est un processus de Langevin re´fle´chi
sur une barrie`re totalement ine´lastique si le processus (X, X˙) est une extension re´currente
du processus de Kolmogorov tue´ 6 en son premier temps de retour en 0, qui quitte (0, 0)
continuˆment.
Bertoin montre que cela caracte´rise de manie`re unique la loi du processus, et en propose
une construction. Par ailleurs, il exprime la mesure d’excursion d’Ito¯ du processus n sous
la forme d’une limite des lois de probabilite´ P∂x,0 du processus de Langevin tue´ partant
6. tue´, a` comprendre dans le sens ramene´ en (0, 0)
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de x avec vitesse nulle, renormalise´es par le facteur multiplicatif x−
1
6 . Notons F pour une
fonctionnelle quelconque, continue et borne´e sur l’espace des excursions, nulle au voisinage
de l’excursion triviale. Le re´sultat de Bertoin est alors plus pre´cise´ment que la limite
n
(
F (X)
)
= lim
x→0+
x−
1
6P∂x,0
(
F (X)
)
existe et caracte´rise de manie`re unique la mesure n, mesure d’excursion d’Ito¯ du processus
de Langevin re´fle´chi sur une barrie`re totalement ine´lastique. Nous en fournissons une autre
expression, similaire, sous la forme d’une limite des mesures de probabilite´ P∂0,u, renorma-
lise´es par u−
1
2 .
The´ore`me. La limite
n′
(
F (X)
)
= lim
u→0+
u−
1
2P∂0,u
(
F (X)
)
existe et de´finit de manie`re unique la mesure n′, mesure d’excursion d’Ito¯ du processus de
Langevin re´fle´chi. Les mesures n et n′ sont donc proportionnelles. Plus pre´cise´ment,
n′ =
(
3
2
) 1
6 1√
pi
Γ
(1
3
)
n.
L’inte´reˆt de cette nouvelle expression est qu’elle permet d’utiliser les re´sultats connus
sur P0,u, et notamment de faire le lien avec les fonctions hv et les lois Qu,v introduites dans
la partie pre´ce´dente.
En particulier, nous obtenons la loi jointe de la dure´e de vie de l’excursion ζ et de la
vitesse a` la fin de l’excursion X˙ζ−, alors que Bertoin n’avait obtenu que les lois marginales
de ces deux variables (a` un facteur multiplicatif pre`s). Par ailleurs, nous obtenons une
mesure invariante pour le processus de Langevin re´fle´chi sur une barrie`re ine´lastique, a`
savoir h0(x,−u)1x≥0dxdu. Enfin, nous obtenons une expression alternative de la mesure
d’excursion n impliquant un retournement du temps.
En effet, sous la mesure n, l’excursion part de 0 avec vitesse nulle. Par contre elle revient
en 0 avec une vitesse distribue´e selon |v− 32 |dv. Il est alors naturel de se demander quelle
description on pourrait obtenir des excursions retourne´es a` leur dure´e de vie.
Proposition. La mesure n′ est encore donne´e par
n′
(
F (X)
)
=
3
2pi
∫
R+
u−
3
2Qu;0
(
F (Xˆ)
)
du,
Autrement dit, la mesure des excursions retourne´e est celle du processus ge´ne´ralise´
partant de 0, avec vitesse distribue´e selon la mesure
3
2pi
u−
3
2du,
et qui se comporte comme le processus de Langevin tue´, conditionne´ a` revenir en 0 avec
vitesse nulle. Cette formule a l’avantage de ne pas faire intervenir de limite, mais l’in-
conve´nient de faire intervenir les lois Qu;0 plutoˆt que les lois plus simples P∂0,u.
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1.4.2 Processus de Langevin re´fle´chi sur une barrie`re partielle-
ment e´lastique I
Ce deuxie`me article commence donc l’e´tude du processus de Langevin re´fle´chi avec
un rebond partiellement e´lastique, de coefficient d’e´lasticite´ c > 0. Comme nous l’avons
de´ja` e´voque´, nous allons nous inte´resser a` deux types de proble`me autour du point singulier
(0, 0), c’est-a`-dire lorsque le processus se trouve en 0 avec vitesse nulle. Le premier proble`me
sera de de´terminer quand le processus atteint ce point (0, 0), partant d’une condition initiale
diffe´rente de (0, 0). Le second sera de (re)partir de ce point (0, 0). Le premier proble`me
s’ave´rera eˆtre le plus simple, tandis que le second occupera la fin de cet article et tout
l’article suivant.
Description des diffe´rents re´gimes
Nous conside´rons donc, pour l’instant, que la condition initiale n’est pas (0, 0). La
premie`re observation est que la vitesse du processus ne peut pas eˆtre nulle a` l’instant ou`
celui-ci revient pour la premie`re fois en 0, ou meˆme apre`s un nombre fini de rebonds (cet
e´ve´nement a probabilite´ nulle). Nous pouvons donc noter ζn pour le n−ie`me instant de
rebond en 0, et Vn = X˙ζn pour la vitesse du processus en cet instant. Rappelons que X˙
e´tant continu a` droite, il s’agit donc de la vitesse juste apre`s le rebond, qui est positive.
Nous notons enfin ζ∞ pour la limite de la suite croissante (ζn)n≥1, qui co¨ıncide presque
suˆrement avec le temps d’atteinte de (0, 0).
Nommons arche une portion de la trajectoire entre deux passages successifs en 0. Alors
les proprie´te´s de Markov et d’invariance par changement d’e´chelle du processus de Langevin
montrent que la suite des arches, renormalise´es de sorte qu’elles quittent 0 avec vitesse 1,
est inde´pendante identiquement distribue´e. En conse´quence, la suite(
ζn+1 − ζn
V 2n
,
Vn+1
Vn
)
n≥0
est i.i.d, et la loi commune de ces couples est explicite graˆce a` (1.2.3). Enfin, il s’ensuit que
la suite (ln(Vn))n≥1 est une marche ale´atoire donc nous connaissons la loi de saut. L’e´tude
du processus va grandement reposer sur celle de cette marche ale´atoire.
Si le coefficient d’e´lasticite´ c est supe´rieur a` la valeur critique
ccrit = exp(−pi/
√
3)
– on parle de re´gime surcritique – la marche ale´atoire posse`de un drift positif. La particule
rebondit avec des vitesses en moyenne de plus en plus grandes. Dans le re´gime critique
c = ccrit, la loi de saut a une espe´rance nulle et une variance finie, et la marche ale´atoire
est donc re´currente. Le processus rebondit alternativement avec des vitesses tre`s petites et
tre`s grandes. Dans ces deux cas il s’ensuit que le temps ζ∞ est infini. Enfin, dans le re´gime
sous-critique c < ccrit, la suite des vitesses (Vn)n≥1 tend alors vers 0 exponentiellement vite.
Dans ce cas, presque suˆrement, les variables ζn+1− ζn sont sommables, et ζ∞ est alors fini.
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De´sormais, nous nous inte´resserons dans cet article aux re´gimes surcritique et critique,
tandis que le re´gime sous-critique sera e´tudie´ dans l’article suivant. Nous supposons donc
c ≥ ccrit.
Partir de 0 en re´gime critique et surcritique
Pour une condition initiale (x, u) diffe´rente de (0, 0), rappelons que le processus de
Langevin re´fle´chi avec coefficient c est bien de´fini sur R+, et notons Pcx,u sa loi. Le proble`me
restant est de partir de (0, 0).
Notre re´sultat principal est que les lois Pcx,u convergent faiblement, quand (x, u) tend
vers (0, 0), vers une loi limite Pc0+ , qui est aussi l’unique loi d’une solution aux e´quations
(SOR) avec condition initiale (0, 0). Par un argument markovien, nous pouvons nous ra-
mener au cas ou` la position initiale est nulle et montrer seulement la convergence des lois
Pc0,u. Sous Pc0+ , nous montrerons de plus que le processus rebondit une infinite´ de fois juste
apre`s le temps initial, et nous expliciterons la loi de X˙τv , la vitesse du processus a` l’instant
τv := inf{t > 0, Xt = 0, X˙t > v}, instant de son premier rebond avec vitesse supe´rieure a`
v.
Tout d’abord, observons que sous Pc0,u, la suite (Sn := ln(Vn))n≥0 est une marche
ale´atoire partant de ln(u). Lorsque u tend vers 0, son logarithme tend donc vers −∞.
Pour un niveau fixe´ x ∈ R, on note Tx le premier instant ou` la suite de´passe le niveau x. Le
de´passement ou reste de vie au-dessus du niveau x est alors de´fini par STx − x. La the´orie
du renouvellement pour des marches ale´atoires re´elles nous apprend que le de´passement
au-dessus du niveau x tend vers m, la loi de de´passement stationnaire.
The´ore`me. 1) La famille de lois de probabilite´ (Pcx,u)(x,u)∈D a une limite faible quand (x, u)
tend vers (0, 0). Nous notons cette limite Pc0+.
2) Sous la loi Pc0+, le processus (X, X˙) ve´rifie les conditions suivantes :
La variable ale´atoire ln(X˙τu/u) suit la loi m.
lim
u→0+
τu = 0 presque suˆrement.
Conditionnellement a` X˙τu = v, le processus (X˙τu+t)t≥0 est inde´pendant de (X˙s)s<τu
et de loi Pc0,v.
3) Le processus canonique X sous Pc0+ est solution des e´quations (SOR) avec condition
initiale (0, 0), et toute solution a cette meˆme loi.
L’ide´e ge´ne´rale est d’utiliser la the´orie du renouvellement pour e´tablir la convergence
en loi de la suite des arches convenablement translate´es sous Pc0,u lorsque u→ 0+. Il restera
alors a` e´tablir que la convergence des suites translate´es entraˆıne bien la convergence des
lois Pc0,u elles-meˆmes.
Un premier re´sultat de convergence
Maintenant commence une partie un peu plus technique. A la suite S nous attachons
une deuxie`me coordonne´e, une suite (Nn)n≥0 de trajectoires. A savoir, la trajectoire Nn
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est celle du processus a` partir du n−ie`me rebond, renormalise´e de sorte a` commencer
avec vitesse 1. Ainsi, pour tout n le processus Nn suit la meˆme loi Pc0,1. Par ailleurs, nous
prolongeons (S,N ) a` Z en posant, pour n < 0, Sn = −∞ et Nn = ∅, ou` ∅ est un point
isole´.
Nous introduisons alors un ope´rateur de translation spatiale Θ, de´fini sur l’espace des
suites de´finies sur Z, a` valeurs dans R ∪ {−∞}, qui tendent vers −∞ en −∞ et dont la
limite supe´rieure en +∞ est +∞. L’ope´rateur Θx translate le temps de −Tx (ou` Tx est
toujours le premier instant ou` la suite de´passe le niveau x) et l’espace de −x. Nous avons
donc
Θx(S) = (Sn+Tx − x)n∈Z.
L’ope´rateur s’e´tend e´galement aux suites (S,N ) en posant
Θx(S,N ) = (Sn+Tx − x,Nn+Tx)n∈Z.
Il en de´coule une notion de stationarite´ spatiale : la loi de (S,N ) (resp. la loi de S) sera
dite spatialement stationnaire si pour tout x elle est e´gale a` la loi de Θx(S,N ) (resp. a` la
loi de Θx(S)). Enfin, pour (S,N )n∈Z une suite donne´e, on note (S,N )+ la suite projete´e
sur les suites indice´es par N, a` savoir (Sn,Nn)n∈N. Maintenant, le re´sultat de la the´orie
du renouvellement peut se re´interpre´ter comme ceci : pour tout x ∈ R, la loi de la suite
(Θx(S,N ))+ sous Pc0,u converge quand u→ 0+ (faiblement et au sens des probabilite´s fini-
dimensionnelles) vers la meˆme loi Q. Sous Q, la variable S0 suit la loi m et le processus
N0 la loi Pc0,1, ce qui suffit a` de´terminer Q.
Un lemme ad hoc 7 nous donne alors directement la proposition suivante :
Proposition. Pour tout x ∈ R, la suite Θx(S,N ) sous Pc0,u converge faiblement quand
u→ 0+, au sens des probabilite´s fini-dimensionnelles, vers la loi P, unique loi spatialement
stationnaire sous laquelle la loi de (S,N )+ est Q.
Par ailleurs, si on note P1 la loi de la premie`re marginale de P (donc la loi de S sous
P), et Q1 celle de Q, alors P1 est l’unique loi spatialement stationnaire sous laquelle la loi
de S+ est Q1, a` savoir la loi d’une marche ale´atoire dont la valeur initiale S0 est distribue´e
selon m. La loi P1 est donc la loi d’une “marche ale´atoire” partant de −∞. Nous l’appelons
marche ale´atoire spatialement stationnaire.
Reconstruction du processus
Nous avons vu comment construire, a` partir du processus (X, X˙), la suite Θx(S,N ) ;
l’e´tape suivante consiste a` faire le chemin inverse. Pour cela, nous notons αx l’instant du
premier rebond avec vitesse supe´rieure a` exp(x) pour le processus X. Il s’exprime encore
comme la somme des longueurs des arches avant la premie`re arche dont la vitesse initiale est
supe´rieure a` exp(x). Or la longueur de la n−ie`me arche s’exprime facilement en fonction
7. Ce lemme, e´crit dans un cadre the´orique plus abstrait que le reste de l’article, est introduit plus
toˆt. Sa de´monstration est donne´e en appendice de l’article. Elle repose essentiellement sur le the´ore`me de
compatibilite´ de Kolmogorov qui permet de construire la loi P
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de (Sn−1,Nn−1) et est e´gale a` e2Sn−1ζ1(Nn−1). En conse´quence, le terme αx peut encore
s’exprimer en fonction de (S ′,N ′) = Θx(S,N ) par
αx = e
2x
∑
n<0
e2S
′
nζ1(N ′n).
Maintenant, le couple (S ′0,N ′0) = (STx−x,NTx) nous donne toute la trajectoire du processus
translate´ au temps αx. Il suffit en effet d’effectuer le changement d’e´chelle inverse de celui
effectue´ pour construire N . De manie`re pre´cise, nous pouvons par exemple exprimer le
processus X˙ sur l’intervalle [αx,+∞[ sous la forme :
X˙t = e
STxNTx(e−2STx (t− αx)), t ≥ αx. (1.4.3)
Maintenant, il va s’agir de montrer que la loi de (αx, STx ,NTx) sous Pc0,u converge vers la loi
de (αx, STx ,NTx) sous P, et que le temps αx est fini P−presque suˆrement. Alors la formule
(1.4.3) reconstruira, sous P, un processus (Xt, X˙t)t>0, dont nous noterons Pc0+ la loi. Il
ne sera alors pas tre`s difficile de prolonger le processus en 0 (en posant X0 = X˙0 = 0),
d’obtenir la convergence faible de Pc0,u vers Pc0+ , et de ve´rifier que Pc0+ est la seule et unique
loi d’une solution aux e´quations diffe´rentielles stochastiques (SOR) avec condition initiale
(0, 0).
La preuve que la loi de (αx, STx ,NTx) sous Pc0,u converge vers celle sous P est avant
tout technique. La preuve que le temps αx est fini P−presque suˆrement repose quant a`
elle sur une meilleure compre´hension de la marche ale´atoire spatialement stationnaire, et
en particulier son comportement en −∞. Nous en proposons donc une courte e´tude, qui
diffe`re selon que l’on se trouve dans le re´gime surcritique ou dans le re´gime critique.
La marche ale´atoire spatialement stationnaire surcritique
En re´gime surcritique la marche ale´atoire S posse`de un drift strictement positif. Nous
proposons une construction simple de la marche ale´atoire spatialement stationnaire associe´e
a` une marche ale´atoire quelconque de drift strictement positif. Cette construction est donc
relativement inde´pendante du reste de notre e´tude, et reveˆt un inte´reˆt propre.
Tout d’abord, l’observation que la mesure de Lebesgue λ sur R est invariante pour la
marche ale´atoire permet de construire une marche ale´atoire temporellement stationnaire
Pλ, dans la meˆme veine que la construction du processus de Kolmogorov stationnaire intro-
duit dans le premier article. Plus pre´cise´ment, Pλ est une mesure σ−finie temporellement
stationnaire d’un processus (Sn)n∈Z ; les marginales unidimensionnelles de Pλ sont toutes
e´gales a` λ, et sous Pλ, le processus (Sn)n∈Z est markovien de probabilite´s de transition
celles de la marche ale´atoire.
Notons encore T0 le premier instant dans Z ou` la marche ale´atoire de´passe le niveau
0. E´tant donne´ que le drift de la marche ale´atoire est strictement positif, on montre que
la Pλ−mesure de l’e´ve´nement {T0 = 0} est strictement positive et finie. Cette observa-
tion permet alors de conside´rer la mesure Pλ conditionne´e a` cet e´ve´nement et de de´finir
ainsi une mesure de probabilite´. La mesure de probabilite´ ainsi construite est spatialement
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stationnaire, elle n’est autre que la loi de la marche ale´atoire spatialement stationnaire,
P1.
Sous Pλ et conditionnellement a` la valeur de S0, la suite (Sn)n≥0 est une marche ale´atoire
partant de S0, et la suite (−S−n)n≥0 est une marche ale´atoire inde´pendante (de meˆme loi de
saut) partant de la position −S0. Apre`s conditionnement par l’e´ve´nement {T0 = 0}, nous
obtenons la description suivante de la marche ale´atoire spatialement stationnaire : sous P1,
conditionnellement a` la valeur de S0 (qui suit la loi m), la suite (Sn)n≥0 est une marche
ale´atoire partant de S0, et la suite (−S−n)n≥0 est une marche ale´atoire inde´pendante partant
de −S0 et conditionne´e a` rester strictement positive aux instants strictement positifs.
Pour notre part, nous sommes inte´resse´s par le comportement asymptotique de la
marche ale´atoire spatialement stationnaire en −∞. Cette description montre que ce com-
portement est essentiellement le meˆme que pour celui d’une marche ale´atoire, a` savoir
line´aire (le conditionnement a` “rester positif”, conditionnement sur un e´ve´nement de pro-
babilite´ strictement positive, ne modifie pas foncie`rement le comportement de la marche).
De manie`re non formelle, si la suite des vitesses des rebonds ayant lieu avant le premier
rebond avec vitesse supe´rieure a` 1 tend exponentiellement vite vers 0. En conse´quence, les
arches correspondantes sont petites et la se´rie de leurs dure´es est sommable, ainsi le temps
α0 est fini sous P. Ceci conclut notre travail pour le re´gime surcritique.
La marche ale´atoire spatialement stationnaire critique
Pour le re´gime critique, la marche ale´atoire en jeu a une loi de saut d’espe´rance nulle
(donc de drift nul) et de variance finie. La construction de la marche ale´atoire spatialement
stationnaire pre´sente´e ci-avant n’est alors plus valable. En effet, en notant encore Pλ la
marche ale´atoire temporellement stationnaire, la Pλ−mesure de l’e´ve´nement {T0 = 0} est
maintenant nulle, ceci e´tant une conse´quence de la re´currence de la marche ale´atoire. Le
conditionnement est donc impropre.
Par ailleurs, pour la marche ale´atoire, le conditionnement a` rester (strictement) positif
aux instants strictement positifs devient lui aussi un conditionnement impropre. Cependant
il est connu (voir [6]) que l’on peut encore de´finir la marche ale´atoire conditionne´e a` rester
positive au moyen d’une h−transforme´e au sens de Doob. La fonction harmonique h utilise´e
(harmonique pour la marche ale´atoire stoppe´e a` son premier temps d’atteinte de ]−∞, 0])
est la fonction de renouvellement du processus des hauteurs d’e´chelle dual.
Alors, en utilisant cette de´finition de la marche ale´atoire conditionne´e a` rester positive,
la description de la marche ale´atoire spatialement stationnaire donne´e dans le cas surcri-
tique reste valide. En particulier, sous P1, conditionnellement a` la valeur de S−1, la suite
(−S−n−1)n≥0 est une marche ale´atoire conditionne´e a` rester positive.
Maintenant, une e´tude des marches ale´atoires conditionne´es a` rester positives (voir
[19]) de´crit son comportement en +∞, lequel est essentiellement de l’ordre de n1/2. En
conse´quence, S−n tend vers −∞ a` la vitesse de n1/2, certes moins rapide que la vitesse
line´aire dans le re´gime surcritique, mais qui reste suffisante pour prouver la sommabilite´
de la dure´e des arches, et donc la finitude de α0. Cela conclut l’e´tude du re´gime critique.
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Mise a` part cette diffe´rence de vitesse, il est notable que le re´gime critique a un compor-
tement relativement proche du re´gime surcritique, dans le sens ou` le processus ne revient
jamais en (0, 0). Pour le re´gime sous-critique, le point (0, 0) sera au contraire re´current, le
comportement du processus, et donc son e´tude, seront donc foncie`rement diffe´rents.
1.4.3 Processus de Langevin re´fle´chi sur une barrie`re partielle-
ment e´lastique II
Ce troisie`me article continue l’e´tude du processus de Langevin re´fle´chi sur une barrie`re
partiellement e´lastique, par le re´gime sous-critique, caracte´rise´ par un coefficient d’e´lasticite´
(non nul) c < ccrit = exp(−pi/
√
3). Partant d’une condition initiale (X0, X˙0) = (x, u) 6=
(0, 0) le processus re´fle´chi atteint (0, 0) au temps presque suˆrement fini ζ∞. Nous e´crivons
alors Pcx,u la loi du processus de Langevin re´fle´chi, tue´ au temps ζ∞. Nous cherchons donc
a` savoir comment partir – ou repartir – de (0, 0). Nous allons montrer que la famille de
lois (Pcx,u) posse`de une unique extension re´currente Pr0 quittant (0, 0) continuˆment. Nous
montrerons alors que Pr0 est l’unique loi d’une solution aux e´quations (SOR) avec condition
initiale (0, 0).
La queue du temps d’atteinte de (0, 0)
En pre´liminaire, nous aurons besoin de quelques re´sultats supple´mentaires sur Pc0,1 et
sur ζ∞. Nous commenc¸ons en indiquant que la transforme´e de Mellin de V1 est donne´e par
Pc1 (V x1 ) =
cx
2 cos(x+1
3
pi)
pour x < 1/2, et est infinie pour x ≥ 1/2. L’e´quation
Pc1
(
V 2k1
)
= 1
de´finit alors un unique k = k(c) dans ]0, 1/4[. Notons que la fonction c→ k(c) est stricte-
ment de´croissante, et tend vers 1/4 quand c tend vers 0, vers 0 quand c tend vers ccrit.
L’introduction de ce k est primordiale dans notre e´tude. Comme premie`re illustration
de son importance, il de´crit la queue du temps d’atteinte de (0, 0) :
Lemme. La queue de la variable ζ∞ est donne´e par
Pc1(ζ∞ > t) ∼ C1t−k,
ou` C1(c) ∈ (0,∞) est une constante ne de´pendant que de c.
Ce lemme est une conse´quence d’une “the´orie du renouvellement implicite” de´veloppe´e
par Goldie dans [14].
40 Chapitre 1. Introduction
Processus conditionne´ a` ne jamais atteindre (0, 0)
Nous commenc¸ons par introduire et e´tudier le processsus de Langevin re´fle´chi condi-
tionne´ a` ne jamais atteindre (0, 0). Nous allons en effet en avoir besoin pour e´tudier le
processus re´fle´chi partant de (0, 0). Introduisons tout d’abord la fonction
H(x, u) = Pcx,u(V 2k1 ).
Cette fonction est harmonique pour le semi-groupe du processus de Langevin re´fle´chi tue´
au temps ζ∞. Notons alors P˜x,u la h−transforme´e de Pcx,u par H, au sens de Doob. Nous
avons donc, pour tout temps d’arreˆt T et tout A e´ve´nement Ft−mesurable,
P˜x,u(A) =
1
H(x, u)
Pcx,u(AH(XT , X˙T ), T < ζ∞).
Nous appelons P˜x,u loi du processus de Langevin re´fle´chi conditionne´ a` ne jamais atteindre
(0, 0). Cette terminologie est justifie´e par la proposition
Proposition. Pour t > 0, nous avons, pour tout A e´ve´nement Ft−mesurable,
P˜x,u(A) = lim
s→∞
Pcx,u(A|ζ∞ > s).
Notons que P˜x,u est la loi d’un processus de Markov indexe´ par R+ (non tue´).
Regardons par ailleurs l’effet de ce changement de probabilite´ sur la suite (Sn)n≥0 =
(ln(Vn))n≥0. Rappelons que sous Pc0,1, (Sn) est une marche ale´atoire partant de 0 et de´rivant
vers −∞. La loi de (Sn) sous P˜0,1 est alors donne´e par
P˜0,1(Sn ∈ dt) = e2ktPc0,1(Sn ∈ dt).
La suite (exp(2kSn)) est une martingale, et la suite (Sn) sous P˜0,1 est encore une marche
ale´atoire, de´rivant vers +∞, et que l’on peut interpre´ter comme e´tant la marche ale´atoire
initiale conditionne´e a` atteindre des niveaux arbitrairement hauts. Nous l’appelons marche
ale´atoire tilte´e.
Partir de (0, 0) pour le processus conditionne´
Ainsi, sous P˜0,1, la suite des logarithmes des vitesses aux instants de rebond, (Sn), est
une marche ale´atoire de´rivant vers +∞. Cela n’est pas sans nous rappeler le comportement
de la suite (Sn) sous Pc0,1 en re´gime surcritique. L’analogie entre les lois P˜x,u en re´gime sous-
critique et Pcx,u en re´gime surcritique n’est pas anodine. Modulo quelques modifications,
principalement dues au fait que (meˆme avant le premier rebond) les lois de transition
du processus markovien P˜x,u ne sont plus celles d’un processus de Kolmogorov, l’e´tude
du re´gime surcritique se transcrit sans proble`me. Rappelons la notation τu pour l’instant
du premier rebond avec vitesse supe´rieure a` u, et introduisons m˜ la loi de de´passement
stationnaire de la marche ale´atoire tilte´e.
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The´ore`me. 1) La famille de lois de probabilite´ (P˜x,u)(x,u)∈D a une limite faible quand (x, u)
tend vers (0, 0). Nous notons cette limite P˜0+.
2) Sous la loi P˜0+, le process (X, X˙) ve´rifie les conditions suivantes :
La variable ale´atoire ln(X˙τu/u) suit la loi m˜.
lim
u→0+
τu = 0 presque suˆrement.
Conditionnellement a` X˙τu = v, le processus (X˙τu+t)t≥0 est inde´pendant de (X˙s)s<τu ,
et de loi P˜0,v
Processus de Langevin ressuscite´
Nous cherchons maintenant les extensions re´currentes du processus de Kolmogorov tue´
au temps ζ∞ qui quittent (0, 0) continuˆment. Nous appellerons une telle extension un
processus de Kolmogorov re´fle´chi ressuscite´.
Notons Pct le semi-groupe du processus de Kolmogorov tue´ au temps ζ∞. Une extension
re´currente est alors entie`rement de´termine´e par la mesure d’Ito¯ du processus en dehors de
(0, 0), note´e n, qui doit eˆtre compatible avec le semi-groupe Pct et ve´rifier n((X0, X˙0) 6=
(0, 0)) = 0. Les re´sultats principaux sont compris dans les the´ore`mes ci-dessous.
The´ore`me. Il existe une mesure d’excursion n, unique a` un facteur multiplicatif pre`s,
compatible avec le semi-groupe Pct et ve´rifiant n((X0, X˙0) 6= (0, 0)) = 0. La mesure n est
de´termine´e par l’une ou l’autre de ces formules :
n(f(X, X˙), ζ∞ > T ) = P˜0+(f(X, X˙)H(XT , X˙T )−1), (1.4.4)
pour tout Ft−temps d’arreˆt T et toute fonctionnelle mesurable positive f ne de´pendant que
de (Xt, X˙t)0≤t≤T .
n(f(X, X˙), ζ∞ > T ) = lim
(x,u)→(0,0)
H(x, u)−1Pcx,u(f(X, X˙), ζ∞ > T ), (1.4.5)
pour tout Ft−temps d’arreˆt T et toute fonctionnelle continue positive f ne de´pendant que
de (Xt, X˙t)0≤t≤T .
Il existe donc un unique processus de Langevin ressuscite´. Nous e´crivons Pr0 sa loi.
The´ore`me. La loi Pr0 est l’unique solution aux e´quations (SOR) avec condition initiale
(0, 0).
• Conside´rons (X, X˙) un processus de loi Pr0. Alors les sauts de X˙ sont presque suˆrement
sommables sur tout intervalle fini, et le processus W de´fini par
Wt = X˙t + (1 + c)
∑
0<s≤t
X˙s1Xs=0
est un mouvement brownien . En conse´quence le triplet (X, X˙,W ) est solution des e´quations
(SOR).
• Pour toute solution (X, X˙,W ) aux e´quations (SOR), la loi de (X, X˙) est Pr0.
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Comme application de ces re´sultats, nous donnons la queue de la variable ζ∞ sous n
sous la forme
n(ζ∞ > s) ∝ s−k,
et en de´duisons la mesure exacte de Hausdorff de l’ensemble des ze´ros du processus de
Langevin ressuscite´. L’article se termine par une de´monstration de ces deux the´ore`mes, en
une dizaine de pages.
Construction du processus
Mais contentons-nous de de´crire et de commenter la construction de la mesure n. No-
tons P˜t le semi-groupe du processus de Langevin conditionne´ a` ne pas atteindre (0, 0).
Comme nous l’avons indique´, la fonction H est harmonique pour Pct et la h−transforme´e
correspondante est P˜t. En conse´quence, la fonction 1/H est surharmonique pour P˜t et
la h−transforme´e correspondante est Pct . Ainsi, la formule (1.4.4) construit la mesure n
comme une h−tranforme´e de la loi Pr0 par la fonction 1/H (en un sens ge´ne´ralise´), mesure
qui est automatiquement compatible avec le semi-groupe Pct . Pour montrer qu’il s’agit bien
d’une mesure d’excursion d’Ito¯, il reste a` montrer la finitude de
∫
(1 ∧ t)n(dt). Or nous
calculons explicitement n(ζ∞ > s) ∝ s−k, et le re´sultat en de´coule.
En re´sume´, pour de´crire la loi du processus partant de (0, 0), nous avons d’abord de´fini
P˜x,u, i.e le processus conditionne´ a` ne jamais revenir en (0, 0), via une h−transforme´e par
la fonction H. Nous avons alors conside´re´ P˜0+ sa limite quand (x, u) tend vers 0, puis nous
en avons pris une h−transforme´e par la fonction 1/H.
Cette de´marche est tre`s largement inspire´e d’une e´tude des extensions re´currentes d’un
processus de Markov auto-similaire, propose´e par Rivero (voir [35]).
Par ailleurs, les formules (1.4.4) et (1.4.5) peuvent eˆtre vues comme des analogues de
formules connues pour le mouvement brownien. Plus pre´cise´ment, si l’on note P˜0 la loi d’un
processus de Bessel 3 partant de 0, Px la loi d’un mouvement brownien partant de x, et
ζ et le temps de retour en 0, la mesure d’excursion d’Ito¯ du mouvement brownien re´fle´chi
(au premier ordre) en 0 est donne´e par
n(f(X), ζ > T ) = P˜0(f(X)/XT ),
pour tout Ft−temps d’arreˆt T et toute fonctionnelle mesurable positive f ne de´pendant
que de (Xt, X˙t)0≤t≤T , ou encore
n(f(X), ζ > T ) = lim
x→0
1
x
Px(f(X), ζ > T ),
si f est continue.
Enfin, remarquons qu’en faisant tendre (x, u) vers 0 le long de la demi-droite x = 0,
nous obtenons
n(f(X, X˙), ζ∞ > T ) = lim
u→0
u−2kPc0,u(f(X, X˙), ζ∞ > T ).
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Ce re´sultat semble concorder avec le re´gime totalement ine´lastique c = 0. En effet, lorsque
c tend vers 0, la mesure u−2kPc0,u converge vers u−1/2P∂0,u, laquelle a` son tour tend vers
la mesure d’excursion d’Ito¯ du processus de Langevin re´fle´chi sur une barrie`re totalement
ine´lastique.

Chapter 2
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Abstract
The integrated Brownian motion is sometimes known as the Langevin process.
Lachal studied several excursion laws induced by the latter. Here we follow a
different point of view developed by Pitman for general stationary processes. We
first construct a stationary Langevin process and then determine explicitly its
stationary excursion measure. This is then used to provide new descriptions of
Ito¯’s excursion measure of the Langevin process reflected at a completely inelastic
boundary, which has been introduced recently by Bertoin.
Re´sume´
L’inte´grale du mouvement brownien est parfois appele´e processus de Langevin.
Lachal a e´tudie´ plusieurs lois d’excursions qui lui sont associe´es. Nous suivons
ici un point de vue diffe´rent, de´veloppe´ par Pitman, pour les processus station-
naires. Nous construisons d’abord un processus de Langevin stationnaire avant
d’en de´terminer explicitement la mesure d’excursion stationnaire. Ce travail per-
met alors de fournir une nouvelle description de la mesure d’excursion d’Ito¯ du
processus de Langevin re´fle´chi sur une barrie`re ine´lastique, introduit re´cemment
par Bertoin.
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2.1 Introduction
The Langevin process in a non-viscous fluid is simply defined as the integrated Brownian
motion, that is:
Yt = Y0 +
∫ t
0
Y˙sds,
where Y˙ is a Brownian motion started an arbitrary v ∈ R (so v is the initial velocity of
Y ). The Langevin process is not Markovian, but the pair Z = (Y, Y˙ ), which is sometimes
known as the Kolmogorov process, enjoys the Markovian property. We refer to Lachal [26]
for a rich source of information on this subject.
Lachal [26] has studied in depth both the “vertical” and “horizontal” excursions of
the Brownian integral. The purpose of this work is to follow a different (though clearly
related) point of view, which has been developed in a very general setting by Pitman
[33]. Specifically, we start from the basic observation that the Lebesgue measure on R2
is invariant for the Kolmogorov process, so one can work with a stationary version of the
latter. The set of times at which the stationary Kolmogorov process visits {0} × R forms
a random homogeneous set in the sense of Pitman, and we are interested in the excursion
measure Qex that arises naturally in this setting. We shall show that Qex has a remarkably
simple description and fulfills a useful invariance property under time-reversal. We then
study the law of the excursions of the Langevin process away from 0 conditionally on its
initial and final velocity, in the framework of Doob’s h-transform. Finally, we apply our
results to investigate the Langevin process reflected at a completely inelastic boundary,
an intriguing process which has been studied recently by Bertoin [4, 5]. In particular we
obtain new expressions for the Ito¯ measure of its excursions away from 0.
2.2 Preliminaries
In this section we introduce some general or intuitive notations and recall some known
results that we will use later on. We write Y for the Langevin process, Y˙ for its derivative,
and Z for the Kolmogorov process (Y, Y˙ ), which, unlike Y , is Markovian.
The law of the Kolmogorov process with initial condition (x, u) will be written P+x,u, and
the expectation under this measure E+x,u. Here, the exponent + refers to the fact that the
time parameter t is nonnegative. We denote by pt(x, u; dy, dv) the probability transitions
of Z, and by pt(x, u; y, v) their density. For x, u, y, v ∈ R, we have:
pt(x, u; y, v)dydv := pt(x, u; dy, dv) := P+x,u(Zt ∈ dydv).
These densities are known explicitly and given by:
pt(x, u; y, v) =
√
3
pit2
exp
[
− 6
t3
(y − x− tu)2 + 6
t2
(y − x− tu)(v − u)− 2
t
(v − u)2
]
. (2.2.1)
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One can check from the formula that the following identities are satisfied:
pt(x, u; y, v) = pt(0, 0; y − x− ut, v − u), (2.2.2)
pt(x, u; y, v) = pt(−x,−u;−y,−v), (2.2.3)
pt(x, u; y, v) = pt(x, v; y, u). (2.2.4)
A combination of these formulas gives
pt(x, u; y, v) = pt(y,−v;x,−u), (2.2.5)
that we will use later on. See for example the Eqs (1.1), p 122, and (2.3), p 128, in [26],
for references.
The semigroup of the Kolmogorov process will be written Pt. If f is a nonnegative
measurable function, we have:
Ptf(x, u) := E+x,u
(
f(Yt, Y˙t)
)
=
∫
R2
dydvpt(x, u; y, v)f(y, v).
The law of the Kolmogorov process with initial distribution given by the Lebesgue
measure λ on R2 will be written P+λ . It is given by the expression:
P+λ =
∫
R2
λ(dx, du)P+x,u.
Although λ is only a σ-finite measure, the expression above still defines what we call
a stochastic process in a generalized sense (this is a common generalization, though). We
still use all the usual vocabulary, such as the law of the process, the law of the process at
the instant t, even though this laws are now σ-finite measures and not probabilities.
Finally, we recall the scaling property of the Langevin process:
E+x,u
(
F
(
(Yt)t≥0
))
= E+k3x,ku
(
F
(
(k−3Yk2t)t≥0
))
, (2.2.6)
where F is any nonnegative measurable functional.
2.3 Stationary Kolmogorov process
The stationary Kolmogorov process is certainly not something new for the specialists, as it
is known that λ is an invariant measure for the Kolmogorov process. This section still gives,
for the interested reader, a rigorous introduction to the stationary Kolmogorov process,
including a duality property that allows us to consider the effect of time-reversal, which
will be a central point of this paper.
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2.3.1 Stationarity and duality lemmas
We write λ for the Lebesgue measure on R2.
Lemma 1. For any nonnegative measurable functions f, g on R2 and every t ≥ 0, we have:
E+λ
(
f(Yt, Y˙t)
)
= E+λ
(
f(Y0, Y˙0)
)
,
and:
E+λ
(
f(Y0, Y˙0)g(Yt, Y˙t)
)
= E+λ
(
f(Yt,−Y˙t)g(Y0,−Y˙0)
)
.
This lemma states the (weak) stationarity of the measure λ and a duality property of
the process under this measure.
Proof. Let f be a nonnegative measurable function on R2, and t be a positive real number.
E+λ
(
f(Yt, Y˙t)
)
:=
∫
dxduE+x,u
(
f(Yt, Y˙t)
)
=
∫
dxdu
∫
dydv pt(x, u; y, v)f(y, v)
=
∫ ∫
dxdudydv pt(y,−v;x,−u)f(y, v) by (2.2.5)
=
∫
dydvf(y, v)
∫
dxdu pt(y,−v; x, u)
=
∫
dydvf(y, v)
= E+λ
(
f(Y0, Y˙0)
)
,
where in the fourth line we made the simple change of variables u→ −u.
For the second part, let f and g be two nonnegative measurable functions, and t a
positive real number.
E+λ
(
f(Y0, Y˙0)g(Yt, Y˙t)
)
=
∫
dxduf(x, u)
∫
dydv pt(x, u; y, v)g(y, v)
=
∫ ∫
dxdudydvf(x,−u)g(y,−v) pt(x,−u; y,−v)
=
∫
dydvg(y,−v)
∫
dxduf(x,−u)pt(y, v;x, u) by (2.2.5) again
= E+λ
(
g(Y0,−Y˙0)f(Yt,−Y˙t)
)
.
The lemma is proved.
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We adopt now the vectorial notations Zt = (Yt, Y˙t) and its conjugate Zt = (Yt,−Y˙t).
We immediately deduce the following corollary.
Corollary 1. For any t > 0, we have:
1) Stationarity: The law of the process (Zt+s)s≥0 under P+λ is P
+
λ .
2) Duality: the laws of the processes (Zbt−s)0≤s≤t and (Zs)0≤s≤t under P+λ are the same.
This corollary provides a probabilistic interpretation of the stationarity and the duality
property, here stated in a strong sense. Strong sense means that we consider the whole
trajectory and not merely the two-dimensional time-marginals. We thus see that the
stationarity is a property of invariance of the process by time-translation, and the duality
a property of symmetry of the process by time-reversal and conjugation.
Proof. As the processes we consider are continuous, their laws are determined by their
finite-dimensional marginals. The strong stationarity is a simple consequence from the
weak stationarity and the Markov property, while the strong duality needs a bit more
work. Let n ∈ N, let 0 = t0 ≤ t1 ≤ · · · ≤ tn be real numbers and let f0, f1, . . . , fn be
n + 1 nonnegative measurable functions. We have to prove that the following equality is
satisfied:
E+λ
[
f0(Z0)f1(Zt1) . . . fn(Ztn)
]
= E+λ
[
fn(Z0)fn−1(Ztn−tn−1) . . . f1(Ztn−t1)f0(Ztn))
]
. (2.3.1)
We offer a proof 1 by induction on n. For n = 1, this is nothing else than the weak
duality. We suppose now that the identity (2.3.1) is true for any integer strictly smaller
than n. We have:
E+λ
[
f0(Z0)f1(Zt1) . . . fn(Ztn)
]
= E+λ
[
f0(Z0) . . . fn−1(Ztn−1)E+Ztn−1 [fn(Ztn−tn−1)]
]
= E+λ
[
E+
Z0
[fn(Ztn−tn−1)]fn−1(Z0)fn−2(Ztn−1−tn−2) . . . f0(Ztn−1)
]
= E+λ
[
E+
Z0
[fn(Ztn−tn−1)]E+Z0
[
fn−1(Z0)fn−2(Ztn−1−tn−2) . . . f0(Ztn−1)
]]
= E+λ
[
fn(Ztn−tn−1)E+Z0
[
fn−1(Z0)fn−2(Ztn−1−tn−2) . . . f0(Ztn−1)
]]
= E+λ
[
fn(Z0)E+Ztn−tn−1
[
fn−1(Z0)fn−2(Ztn−1−tn−2) . . . f0(Ztn−1)
]]
= E+λ
[
fn(Z0)fn−1(Ztn−tn−1) . . . f0(Ztn)
]
.
To get the second equality, we used (2.3.1) with the functions f0, . . . , fn−2 and f˜n−1 :
(x, u) → fn−1(x, u)E+x,u
[
fn(Ztn−tn−1)
]
. To get the next to last one, we used the weak
duality with times 0 and tn − tn−1.
This completes our proof.
1. A direct proof, like those of Lemma 1, may be more transparent. The interest of this proof is to
show how the strong duality property follows from the weak one.
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2.3.2 Construction of the stationary Kolmogorov process
We are ready to construct the stationary Kolmogorov process with time parameter t ∈ R.
First, we construct a process indexed by R with a position (x, u) at time 0. The process
(Zt)t∈R = (Yt, Y˙t)t∈R is such that (Yt, Y˙t)t∈R+ has the law P+x,u and (Y−t,−Y˙−t)t∈R+ is an
independent process and of law P+x,−u. The law of the process (Zt)t∈R will be denoted by
Px,u.
Definition 1. The stationary Kolmogorov process is the generalized process of law Pλ given
by:
Pλ =
∫
dxduPx,u. (2.3.2)
Lemma 1 and Corollary 1 still hold if we drop the superscript +. We stress that the
stationary Kolmogorov process has a natural filtration given by Ft = σ({Zs}−∞<s≤t) =
σ({Ys}−∞<s≤t). If (Zt)t∈R = (Yt, Y˙t)t∈R, we call conjugate of Z and write Z for the process(
Zt
)
t∈R = (Yt,−Y˙t)t∈R.
Lemma 2. The stationary Kolmogorov process has the following properties:
1. Under Pλ, The processes Z and
(
Z−t
)
t∈R have the same law. That is, the law Pλ is
invariant by time-reversal and conjugation.
2. Under Pλ, the processes (Yt, Y˙t)t∈R and (Yt0+t, Y˙t0+t)t∈R have the same law for any
t0 ∈ R. That is, the law Pλ is invariant by time-translation.
3. The process Z is a stationary Markov process under Pλ.
Proof. (1) Let us consider Z a process of law Px,u. It is immediate from the definition that
the conjugate of the time-reversed process, that is
(
Z−t
)
t∈R, is a process of law Px,−u. The
result follows.
(2) Let us write Pt0λ for the law of the process (Yt0+t, Y˙t0+t)t∈R under Pλ, and let us
suppose in this proof that t0 is positive. We want to prove that Pt0λ and Pλ are equal. It
is enough to prove that for any suitable functional f , g and h, the expectations of the
variable
f
(
(Yt)t≤−t0
)
g
(
(Yt)−t0≤t≤0
)
h
(
(Yt)0≤t
)
under these two measures are equal 2. On the one hand, we have:
2. We take only functionals of Y and not of Y˙ . This is in order to make the notations simpler and has
no incidence, as Y˙ can be recovered from Y by taking derivatives.
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Et0λ
[
f((Yt)t≤−t0)g((Yt)−t0≤t≤0)h((Yt)0≤t)
]
= Eλ
[
f((Yt)t≤0)g((Yt)0≤t≤t0)h((Yt)t0≤t)
]
= Eλ
[
EY0,Y˙0
[
f((Yt)t≤0)
]
EY0,Y˙0
[
g((Yt)0≤t≤t0)EYt0 ,Y˙t0 [h((Yt)t0≤t)]
]]
= Eλ
[
EY0,Y˙0
[
f((Yt)t≤0)
]
g
(
(Yt)0≤t≤t0
)
EYt0 ,Y˙t0
[
h((Yt)t0≤t)
]]
= Eλ
[
F (Y0, Y˙0) g((Yt)0≤t≤t0)H(Yt0 , Y˙t0)
]
,
where we wrote F (x, u) = Ex,u
[
f((Yt)t≤0)
]
and H(x, u) = Ex,u
[
h((Yt)t0≤t)
]
. To get the
third line we use the independence of (Yt)t≤0 and (Yt)t≥0 conditionally on (Y0, Y˙0) and the
Markov property of (Yt)t≥0 at time t0.
On the other hand, we have:
Eλ
[
f((Yt)t≤−t0)g((Yt)−t0≤t≤0)h((Yt)0≤t)
]
= Eλ
[
EY−t0 ,Y˙−t0 [f((Yt)t≤0)] g((Yt)−t0≤t≤0) EY0,Y˙0 [h((Yt)0≤t)]
]
= Eλ
[
F (Y−t0 , Y˙−t0) g((Yt)−t0≤t≤0)H(Y0, Y˙0)
]
= Eλ
[
H(Y0, Y˙0) g((Yt0−t)0≤t≤t0) F (Yt0 , Y˙t0)
]
,
where F and H are defined above and we used the time-reversal invariance property for
Pλ to get the last line.
Now, the fact that the two expressions we get are equal is a direct consequence of the
duality property stated in a strong sense.
(3) In this third statement the important word is the word Markov, not the word sta-
tionary. Indeed the Markov property for negative times is not immediate in the definition of
Pλ. But the Markov property for positive times is, and this combined with the stationarity
immediately gives the Markov property for any time.
In the following, we will speak about the stationary Kolmogorov process for the process
(Y, Y˙ ) under Pλ, and about the stationary Langevin process for the process Y under Pλ.
Before speaking about excursions of these processes, let us notice that we could have
constructed the stationary Kolmogorov process starting from time −∞ with using just the
stationarity (and not the duality). The way to do it is to consider the family of measures
(tP+λ )t≤0, where tP
+
λ is the measure of the Kolmogorov process starting from the measure
λ at time t . The stationarity gives us that these measures are compatible. We thus can
use Kolmogorov extension theorem and construct the measure starting from time −∞.
In this construction, though, the nontrivial fact is that the process is invariant by
time-reversal, and we need the duality property to prove it.
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2.4 Excursions of the stationary Langevin process
Until now we considered the Langevin - or of the Kolmogorov - process on an infinite time
interval. In this section we will deal with the same process killed at certain hitting times.
For the sake of convenience, we use here the notation Y for the canonical smooth process
and Y˙ for its derivative.
2.4.1 Stationary excursion measure
We will now study the stationary excursion measure for a stationary process given by
Pitman in [33].
If t is a time such that Yt = 0 and Y˙t 6= 0, we will write et or (ets)0≤s≤ζ for the excursion of
Y away from 0 started at time t, and ζ for its lifetime, that is, ζ(et) := inf{s > 0 : Yt+s = 0}
and ets := Yt+s for 0 ≤ s ≤ ζ .
It belongs to the set of vertical excursions E0, that is, the set of continuous functions
t→ Yt, defined on R+, that have a ca`dla`g right-derivative Y˙ , such that Y starts from zero
(Y0 = 0), Y leaves immediately zero (Y has a strictly positive lifetime ζ(Y )), and dies after
its first return to 0. This definition is inspired by the terminology of Lachal [26], except
that he considers the set of vertical excursions for the two-dimensional process.
We write P∂x,u for the law of the Langevin process starting with position x and velocity
u 6= 0, and killed at its first return-time to 0. So it is a law on the set of vertical excursions,
and under P+0,u, the excursion starting at time 0 is written e0 and has law P∂0,u.
Considering the stationary Langevin process and the homogeneous set {t, Yt = 0}, we
define in the sense of Pitman [33] the stationary excursion measure:
Definition 2. We call stationary excursion measure of the stationary Langevin process,
and we write Qex, the measure given by:
Qex(•) = Eλ
[
#{0 < t < 1, Yt = 0, et ∈ •}
]
. (2.4.1)
We stress that this measure does not give a finite mass to the set of excursions with
lifetime greater than 1, contrarily to the Ito¯ excursion measure of a Markov process. By a
slight abuse of notation, when A is an event, we will write Qex(1A) for Qex(A).
We stress that for convenience we focus here and thereafter on the Langevin process;
clearly this induces no loss of generality as the Kolmogorov process can be recovered from
the Langevin process by taking derivatives. For instance, the law of the two-dimensional
process (Y, Y˙ ) under Qex is equal to the stationary excursion measure for the stationary
Kolmogorov process and the homogeneous set {t, (Yt, Y˙t) ∈ {0} × R}.
Our main result is the following:
Theorem 1. 1) There is the identity:
Qex(Y ∈ de) =
∫ +∞
u=−∞
|u|P∂0,u
(
Y ∈ de)du. (2.4.2)
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2) The measure Qex is invariant by time-reversal (at the lifetime): Namely, the measure
of Y under Qex is the same as that of Ŷ under Qex, where Ŷ is defined by
Ŷs = Yζ−s for 0 ≤ s ≤ ζ.
Let us adopt the notation Q̂ex for the law of Ŷ under Qex. The second part of the
theorem can be written Q̂ex = Qex.
Let a Langevin process start from location 0 and have initial velocity distributed ac-
cording to |u|du. Then the distribution of its velocity at the first instant when it returns
to 0 is again |u|du.
This remarkable fact can be proved directly as follows. We use the formula found by
McKean [31], which gives, under P0,u, the joint density of ζ and Y˙ζ , and which specifies
the density of Y˙ζ . For u > 0 and v ≥ 0, we have:
P0,u(ζ ∈ ds,−Y˙ζ− ∈ dv) = dsdv 3v
pi
√
2s2
exp
(
− 2v
2 − uv + u2
s
)∫ 4uv
s
0
e−
3θ
2
dθ√
piθ
, (2.4.3)
and in particular:
P0,u(−Y˙ζ− ∈ dv) = 3
2pi
u
1
2v
3
2
u3 + v3
dv. (2.4.4)
This formulas naturally still hold when you replace P0,u by P∂0,u and Y˙ζ by Y˙ζ−.
In the calculation, we actually just need the second formula. Let v be any positive real
number. We have:
Qex(Y˙ζ− ∈ dv) =
∫ 0
u=−∞
|u|P∂0,u(Y˙ζ− ∈ dv)du
=
∫ +∞
u=0
|u|P0,u(−Y˙ζ− ∈ dv)du
= vdv
∫ +∞
u=0
3
2pi
u
3
2v
1
2
u3 + v3
du
= vdv.
The integral gives one as it is the integral of the density of −Y˙ζ under P0,v, thanks to
(2.4.4). The case v negative is similar and gives us Qex(Y˙ζ− ∈ dv) = −vdv, as claimed.
Proof of Theorem 1. 1) This proof is mainly a combination of the work of Pitman [33]
translated to the Langevin process, and of known results on the Langevin process, results
that we can find in [26].
We recall and adapt some of their notations.
In [26], we consider the Langevin process on positive times, and the last instant that
the process crosses zero before a fixed time T is written τ−T . In [33], we write Gu for the
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last instant before u that the stationary process crosses zero. The variable Gu can take
finite strictly negative values, while the variable τ−T cannot. If T is a positive time, then
we can write τ−T = 1GT≥0GT .
In [33], the part (iv) of the Theorem (p 291), rewritten with our notations, states 3 :
Pλ(−∞ < G0 < 0, eG0 ∈ de) = Qex(de)ζ(e) (2.4.5)
In [26], the Lemma 2.5, p 129, states an important and simple relation, that can be
written
P∂0,v
(
(Yt, Y˙t) ∈ dxdu
)|v|dvdt = Px,−u(ζ ∈ dt,−Y˙ζ ∈ dv)dxdu, (2.4.6)
and that is a main tool used to prove the Theorem 2.6. The points 1) and 4) of this
Theorem state:
P+x,u
{
(τ−T , Y˙τ−T ) ∈ dsdv
}
/dsdv = |v|ps(x, u, 0, v)P+0,v{ζ > T − s}, (2.4.7)
E+x,u
[
F (τ−T , e
τ−T
Z )|(τ−T , Y˙τ−T ) = (s, v)
]
= E+0,v[F (s, e0Z)|ζ > T − s], (2.4.8)
where F is any suitable functional, and etZ denotes the excursion of the two-dimensional
process started at a time t such that Yt = 0.
Let us now begin. From (2.4.5), it is sufficient to prove the following:
Pλ(−∞ < G0 < 0, eG0 ∈ de) = ζ(e)
∫ +∞
u=−∞
|u|P∂0,u(Y ∈ de)du. (2.4.9)
We start from:
Pλ(−∞ < G0 < 0, eG0 ∈ de) = lim
T→∞
Pλ(−T < G0 < 0, eG0 ∈ de),
= lim
T→∞
Pλ(0 < GT < T, eGT ∈ de),
= lim
T→∞
∫
dxduPx,u(0 < GT < T, eGT ∈ de).
Hence we have:
Pλ(−∞ < G0 < 0, eG0 ∈ de) = lim
T→∞
∫
dxduPx,u(0 < τ−T < T, e
τ−T ∈ de).
3. Actually, the article of Pitman states Pλ(−∞ < Gu < u, eGu ∈ de) = Qex(de)ζ(e) for any u ∈ R.
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Let us write the term in the limit.∫
dxdu Px,u(0 < τ−T < T, e
τ−T ∈ de)
=
∫
dxdu
∫
Px,u
(
(τ−T , Y˙τ−T ) ∈ dsdv
)
Px,u
(
eτ
−
T ∈ de|(τ−T , Y˙τ−T ) = (s, v)
)
,
=
∫
dxdu
∫
P+x,u
(
(τ−T , Y˙τ−T ) ∈ dsdv
)
P+x,u
(
eτ
−
T ∈ de|(τ−T , Y˙τ−T ) = (s, v)
)
,
=
∫
dxdu
∫
dsdv|v|ps(x, u, 0, v)P+0,v{ζ > T − s}P+0,v(e0 ∈ de|ζ > T − s),
where the integrals cover (x, u) ∈ R2, (s, v) ∈ [0, T ] × R. In the last line we used (2.4.7),
and (2.4.8) with the simple function F
(
s, (Y, Y˙ )
)
= 1Y ∈de.
By Fubini, the last expression is also equal to
∫
dv|v|
∫
ds
(∫
dxdu ps(x, u, 0, v)
)
P+0,v(e0 ∈ de, ζ > T − s).
=
∫
dv|v|
∫ T
0
dsP∂0,v(Y ∈ de, s > T − ζ(e))
=
∫
dv|v|P∂0,v(Y ∈ de)(ζ(e) ∧ T ),
where we get the second line because∫
dxdu ps(x, u, 0, v) =
∫
dxdu ps(0,−v;x,−u) = 1.
Now, letting T go to ∞ gives us (2.4.9) and completes our proof.
2) We use the definition of Qex by the equation (2.4.1). The time-translation and
time-reversal invariance of Eλ gives us the time-reversal invariance of Qex.
We point out that the measure Qex has a remarkably simple potential, given by:∫
R+
Qex
(
(Yt, Y˙t) ∈ •
)
dt = λ(•). (2.4.10)
Proof. This is a consequence of (2.4.2) and (2.4.6), that gives:∫
R+
Qex
(
(Yt, Y˙t) ∈ dxdu
)
dt =
∫
R+
dt
∫ +∞
−∞
|v|dvP∂0,v
(
(Yt, Y˙t) ∈ dxdu
)
= dxdu
∫
R+
∫ +∞
−∞
Px,−u(ζ ∈ dt,−Y˙ζ ∈ dv)
= dxdu.
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Finally, let us notice that we get a scaling property for the stationary excursion measure,
which is a simple consequence from (2.2.6) and (2.4.2):
Qex
(
F
(
(Yt)t≥0
))
= k−2Qex
(
F
(
(k−3Yk2t)t≥0
))
, (2.4.11)
where F is any nonnegative measurable functional.
2.4.2 Conditioning and h−transform
In the preceding section we defined the stationary excursion measure, we described it with
a simple formula and we proved its invariance by time-reversal. This is a global result
for this measure. Now we would like to provide a more specific description according to
the starting and ending velocities of the excursions. That is, we would like to define and
investigate the excursion measure conditioned to start with a velocity u and end with a
velocity −v, that would be a probability measure written Qu;v.
Let us first notice that the measure Qex(Y˙0 ∈ du,−Y˙ζ− ∈ dv) has support {(u, v) ∈
R2, uv ≥ 0}. It has a density with respect to the Lebesgue measure, that we write ϕ(u, v).
This density is given, for u > 0, v > 0 or u < 0, v < 0, by:
ϕ(u, v) =
1
dudv
(
|u|P∂0,u(−Y˙ζ− ∈ dv)du
)
=
3
2pi
|u| 32 |v| 32
|u|3 + |v|3 .
Definition 3. We write (Qu;v)uv>0 for a version of the conditional law of Qex given the
initial speed is u and the final speed −v. That is, for f : R2 → R and G : E0 → R
nonnegative measurable functionals, we have:
Qex
(
f(Y˙0,−Y˙ζ−)G
)
=
∫
Qu;v(G)f(u, v)ϕ(u, v)dudv. (2.4.12)
It is clear that Q−u;−v is the image of Qu;v by the symmetry Y → −Y , for almost all
(u, v), so that in the following we will only be interested in Qu;v for u > 0, v > 0.
From the time-reversal invariance of the stationary excursion measure, i.e Q̂ex = Qex,
we deduce immediately the following time-reversal property of the conditioned measures:
Q̂u;v = Qv;u for a. a. (u, v) ∈ (R+)2. (2.4.13)
Recall from the formula (2.4.2) that |u|P∂0,u is a version of the conditional law of Qex
given the initial speed u. It follows that we have the following formula:
P∂0,u = |u|−1
∫
Qu;vϕ(u, v)dv for almost all u > 0 (2.4.14)
The measure |u|−1ϕ(u, v)dv is the law of −Y˙ζ− under P∂0,u. Hence Qu;v is a version of the
conditional law of P∂0,u given −Y˙ζ− = −v. Before going on, we need precise informations
58 Chapter 2. Excursions of the integral of Brownian motion
on the variable −Y˙ζ− and its law, under different initial conditions. The results we need
are gathered in the following lemma. We take the notations R∗+ for R+\{0}, and D for the
domain
(
(R∗+)× R
)⋃ ({0} × (R∗+)).
Lemma 3. • For any (x, u) in D, the density of the law of the variable −Y˙ζ− under P∂x,u
with respect to the Lebesgue measure on (0,∞) exists and is written hv(x, u) for v > 0.
We have:
hv(x, u) = v
[
Φ0(x, u;−v)− 3
2pi
∫ ∞
0
µ
3
2
µ3 + 1
Φ0(x, u;µv)dµ
]
, (2.4.15)
where Φ0(x, u; v) := Φ(x, u; 0, v) and
Φ(x, u; y, v) :=
∫ ∞
0
pt(x, u; y, v)dt.
For x = 0, this formula can be simplified as:
hv(0, u) =
3
2pi
u
1
2v
3
2
u3 + v3
. (2.4.16)
• The function (v, x, u)→ hv(x, u) is continuous on E := R∗+ ×D. The function Φ0 is
continuous and differentiable on D × R. Moreover, we have the following equivalence for
v in the neighborhood of zero:
hv(x, u) ∼ h0(x, u)v 32 , (2.4.17)
where h0(x, u) is given by
h0(x, u) =
3
pi
∫ ∞
0
α−
1
2
∂Φ0
∂v
(x, u;α)dα.
For x = 0, this formula can be simplified as
h0(0, u) =
3u−
5
2
2pi
.
This is a technical lemma, with a long proof that we report in the Appendix.
The idea is now, thanks to this lemma, to prove that the law P∂0,u conditioned on the
event −Y˙ζ− ∈ [v, v+ η], has a limit when η goes to zero. This limit is necessarily Qu;v a. s.
Hence we get an expression for Qu;v, that will happen to be a bi-continuous version.
Let us fix u, v, t > 0, and let φt be an Ft-measurable nonnegative functional. We have:
lim
η→0
E∂0,u
(
φt1ζ>t| − Y˙ζ− ∈ [v, v + η]
)
= lim
η→0
E∂0,u(φt1ζ>t,−Y˙ζ−∈[v,v+η])
P∂0,u(−Y˙ζ− ∈ [v, v + η])
= E∂0,u
(
φt1ζ>t lim
η→0
P∂
Yt,Y˙t
(−Y˙ζ− ∈ [v, v + η])
P∂0,u(−Y˙ζ− ∈ [v, v + η])
)
.
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The limit exists and is equal to the quotient of hv(Yt, Y˙t) by hv(0, u). Hence, we get:
Qu;v(φt1ζ>t) = E∂0,u
(
φt1ζ>t
hv(Yt, Y˙t)
hv(0, u)
)
. (2.4.18)
for any t > 0, any Ft-measurable functional φt.
From the continuity of h we deduce thatQu;v is jointly continuous in u, v, (u, v) ∈ (R∗+)2.
Furthermore, thanks to (2.4.17), when v goes to zero, the quotient goes to h0(Yt,Y˙t)
h0(0,u)
. We
deduce that the measures Qu;v have a weak limit when v goes to zero, that we write Qu;0.
We have
Qu;0(φt1ζ>t) = E∂0,u
(
φt1ζ>t
h0(Yt, Y˙t)
h0(0, u)
)
. (2.4.19)
Formulas (2.4.18) and (2.4.19) express the measures Qu;v as h-transforms of the more
usual laws P∂0,u. The h-transforms are common when dealing with conditioned Markov
process, see for example [1], and in particular the chapters 4.7. and 6.4. for the connection
with time-reversal.
Informally, in the case of two processes in duality, changing the initial condition for one
process corresponds to changing the probability transitions of the second process into an
h-transform of these probability transitions. The h-transform means the measure “condi-
tioned” with using a certain harmonic function h, that we can write explicitly.
We finish this section with giving the scaling property of the measures Qu;v, that follows
for example from (2.2.6) and (2.4.12):
Proposition 1. For any u > 0, v ≥ 0, we have:
Qu;v
(
F
(
(Yt)t≥0
))
= Qku;kv
(
F
(
(k−3Yk2t)t≥0
))
, (2.4.20)
where F is any nonnegative measurable functional.
2.5 Reflected Kolmogorov process
2.5.1 Preliminaries on the reflected Kolmogorov process
We begin this section on a new basis, with introducing a particular process that has been
studied recently. This is only in a second part that the definitions that we developed before
will be used for this particular process.
So, the question of the existence of the Langevin process reflected at a completely
inelastic boundary was raised by B.Maury in 2004 in [30]. J.Bertoin answered to this
question: In [4] he defines the reflected Langevin process, proves its existence and the
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uniqueness in law, and gets some other results. We also mention another paper [5] that
studies the problem of the reflected Langevin process from the point of view of stochastic
differential equations.
Definition 4. We say that (X, X˙) is a Kolmogorov process reflected at a completely inelas-
tic boundary (or just reflected Kolmogorov process) if it is a ca`dla`g strong Markov process
with values in R+ × R which starts from (0, 0), such that X˙ is the right-derivative of X,
and also: ∫ ∞
0
1{Xt=0}dt = 0 and
(
Xt = 0 ⇒ X˙t = 0
)
a.s.,
and which “evolves as a Kolmogorov process when X > 0”, in the following sense:
For every stopping time S in the natural filtration (Ft)t≥0 of X, conditionally
on XS = x > 0 and X˙S = v, the shifted process (XS+t)t≥0 stopped when hitting
0 is independent of FS, and has the distribution of a Langevin process started
with velocity v from the location x and stopped when hitting 0.
We say that X is a Langevin process reflected at a completely inelastic boundary (or
just reflected Langevin process) if (X, X˙) is a reflected Kolmogorov process.
In the following we choose the vocabulary and the notations of the one-dimensional
process, that is the Langevin process, to state our results.
In his paper Bertoin gives an explicit construction of a reflected Langevin process:
Starting from a Langevin process Y , he first defines a process X˜ using Skorohod’s reflection:
X˜t = Yt − inf
0≤s≤t
Ys.
Let us notice that an excursion of that process does take off with zero velocity. However,
that process cannot be the right one because∫ ∞
0
1{X˜t=0}dt =∞ a.s,
while we require ∫ ∞
0
1{X˜t=0}dt = 0 a.s.
Further, it is easy to check that (X˜, ˜˙X) fails to be Markovian. But Bertoin then introduces
a change of time, with writing
Tt := inf
{
s ≥ 0 :
∫ s
0
1X˜u>0du > t
}
and
Xt := X˜ ◦ Tt.
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This processX is a reflected Langevin process. The same paper also proves 4 the uniqueness
of the law of a reflected Langevin process, so that we will speak about the reflected Langevin
process. In the rest of the paper, we will concentrate our attention on what is one of the
first steps in the study of this process, that is to say its Ito¯ excursion measure. We recall
that it is unique up to a multiplicative constant.
2.5.2 Ito¯ excursion measure of the reflected Langevin process
In this section we will thus deal with the excursions of the reflected Langevin process. For
the sake of convenience, we use here the notation X for the canonical smooth process, X˙
for its derivative.
We consider the “set of ends of vertical excursions” E , that is the set of excursions,
except that we do not require anymore that the excursions should start from position 0.
This set, endowed with the supremum norm of the process and its derivative, is a metric
space including E0. In the following, we write F : E → R for a general continuous bounded
functional which is identically 0 on some neighborhood of the path X ≡ 0.
We are ready to state a first formula, given 5 by Bertoin [4]:
Proposition 2. The following limit
n
(
F (X)
)
:= lim
x→0+
x−
1
6E∂x,0
(
F (X)
)
,
exists and defines uniquely a measure on E with n(0) = 0, and which support is included
in E0. The measure n is an Ito¯ excursion measure of the reflected Langevin process.
This is to say, we get an expression for the Ito¯ excursion measure of the reflected
Langevin process as a limit of known measures.
This result resembles the classical approximation of the Ito¯ measure of the absolute
value of the Brownian motion by x−1P∂x, where P∂x is the law of the Brownian motion
starting from x and killed when hitting 0.
As a consequence of this expression, we can give the scaling property of this measure,
also mentioned in [4], Proposition 2:
Corollary 2. We have:
n
(
F
(
(Xt)t≥0
))
= k
1
2n
(
F
(
(k−3Xk2t)t≥0
))
,
for any nonnegative measurable functional F .
4. The idea of the above construction is still a central point of the proof
5. Actually Bertoin states this result in a slightly different form, as the set of excursions he considers
is not the exactly same as the one we consider here. Nevertheless, his argument still works in our settings.
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Proof. Let F be a general continuous bounded functional which is identically 0 on some
neighborhood of the path e ≡ 0. The proposition gives us:
n
(
F ((Xt)t≥0)
)
= lim
x→0+
x−
1
6E∂x,0
(
F ((Xt)t≥0)
)
= k
1
2 lim
x→0+
(k3x)−
1
6E∂k3x,0
(
F ((k−3Xk2t)t≥0)
)
by (2.2.6)
= k
1
2n
(
F ((k−3Xk2t)t≥0)
)
.
The result follows.
We give here two new expressions of the Ito¯ excursion measure of the reflected process.
The first one is similar to the one above, expressed as a limit. But it is a limit of laws of
the process starting with a zero position and a small speed, instead of a zero speed and a
small position.
Theorem 2. The following limit
n′
(
F (X)
)
= lim
u→0+
u−
1
2E∂0,u
(
F (X)
)
,
exists and defines uniquely a measure on E with n′(0) = 0, and which support is included
in E0. We have:
n′ =
(
3
2
) 1
6 1√
pi
Γ
(1
3
)
n.
This formula is useful because we have more explicit densities for the law P0,u than
for the law Px,0 (cf (2.4.3) and (2.4.4)). For example, we can easily infer the following
corollaries:
Corollary 3. The joint density of ζ and X˙ζ− under n′ is given by:
n′(ζ ∈ ds, |X˙ζ−| ∈ dv) = 6
√
2v3
pi3s5
exp
(
− 2v
2
s
)
dsdv.
Remark. Taking the second marginal of this density, this gives the n′-density of −X˙ζ−,
n′(|X˙ζ−| ∈ dv) = 3
2pi
v−
3
2dv.
This improves Corollary 2 (ii) in [4].
Proof. It is easy to check, for example from the corresponding property for the free
Langevin process, that |X˙ζ−| 6= 0 n′-almost surely. But X → (ζ(X), |X˙ζ−|) is continu-
ous on |X˙ζ−| 6= 0 thus we can use the limit formula to get the density:
n′(ζ ∈ ds, |X˙ζ−| ∈ dv) = lim
u→0
u−
1
2P∂0,u(ζ ∈ ds, |X˙ζ−| ∈ dv).
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Now, using (2.4.3), we can calculate:
u−
1
2
dsdv
P∂0,u(ζ ∈ ds, |X˙ζ−| ∈ dv)
= u−
1
2
3v
pi
√
2s2
exp
(
− 2u
2 − vu+ v2
s
)∫ 4uv
s
0
e−
3θ
2
dθ√
piθ
∼ 3vu
− 1
2
pi
√
2s2
exp
(
− 2v
2
s
)∫ 4uv
s
0
dθ√
piθ
∼ 6
√
2
pi
3
2
√
v3
s5
exp
(
− 2v
2
s
)
,
so that we have, as stated:
n′(ζ ∈ ds, |X˙ζ−| ∈ dv) = c
√
v3
s5
exp
(
− 2v
2
s
)
dsdv.
Corollary 4. The measure h0(x,−u)dxdu, x ≥ 0, u ∈ R, is invariant for the reflected
Kolmogorov process.
Proof. It is well-known that the occupation measure under the Ito¯’s excursion measure
µ(dx, du) = n′
(∫
[0,ζ]
1Zt∈(dx,du)dt
)
,
is an invariant measure for the underlying Markov process (cf Theorem 8.1 in [12])
This enables us to calculate:
µ(dx, du) = lim
v→0
v−
1
2E∂0,v
(∫
[0,ζ]
1Zt∈(dx,du)dt
)
.
= lim
v→0
v−
1
2
∫
R+
P∂0,v
(
Zt ∈ (dx, du)
)
dt
= dxdu lim
v→0
v−
3
2
Px,−u(−X˙ζ− ∈ dv)
dv
by (2.4.6)
= h0(x,−u)dxdu by Lemma 3.
Proof of Theorem 2. In order to prove n′ = c1n, it is enough to prove that n′(F (X)) =
c1n(F (X)), for F a Lipschitz bounded functional. The idea of this proof will be to compare
the quantities
u−
1
2E∂0,u
(
F (X)
)
and u−
1
2E∂0,u
(
F ◦Θτ0(X)
)
,
64 Chapter 2. Excursions of the integral of Brownian motion
where Θ is the usual translation operator, defined by
Θt((Xs)s≥0) := (Xt+s)s≥0,
and τx is the hitting time of x for the velocity process.
First we will control the difference, cutting the space on two events, the event that
τ0 is “small”, on which we will use that F is Lipschitz, and the event that τ0 is “big”,
that has a small probability. Next we will use a Markov property to see that the quantity
u−
1
2E∂0,u
(
F ◦Θτ0(X)
)
can be compared to n(F ).
As a preliminary we prove some estimates:
• We write Pu for the law of the Brownian motion started from u. We write τx for
both the hitting time of x for the velocity process under P∂0,u, and the hitting time of x for
the Brownian motion under Pu. Let a be a constant. A simple calculation based on the
scaling property of the Brownian motion and on the reflection principle gives:
u−
1
2P∂0,u(τ0 ≥ au) = u−
1
2Pu(τ0 ≥ au)
= u−
1
2P0(τa−
1
2 u
1
2
≥ 1)
= u−
1
2P
(N (0, 1) ∈ [−a− 12u 12 , a− 12u 12 ])
≤ a− 12
√
2
pi
,
where N (0, 1) is a Gaussian variable with mean zero and variance 1.
• Let us write h for the supremum of the absolute value of the velocity process. Let b
be a constant. We have:
u−
1
2P∂0,u(h ≥ b) ≤ u−
1
2P∂0,u(τb < τ0) + u−
1
2P∂0,u(h ◦Θτ0 ≥ b)
≤ u− 12P0,u(τb < τ0) + u− 12
∫
R+
P0,u(Xτ0 ∈ dx)P∂x,0(h ≥ b)
≤ u
1
2
b
+ u−
1
2
∫
R+
P0,u(Xτ0 ∈ dx)x
1
6f(x),
where the function f : x → x− 16P∂x,0(h ≥ b) is bounded and has limit f(0) = n(h ≥ b) at
zero, thanks to Proposition 2. In the sum, the second term is thus equal to:
u−
1
2E0,u
(
X
1
6
τ0f(Xτ0)
)
= u−
1
2E0,1
(
(u3Xτ0)
1
6f(u3Xτ0)
)
= E0,1
(
X
1
6
τ0f(u
3Xτ0)
)
→u→0 E0,1
(
X
1
6
τ0
)
f(0),
where in the second line we used the usual scaling property for the Langevin process.
We write c1 = E0,1
(
X
1
6
τ0
)
, so that we have the bound:
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u−
1
2P∂0,u(h ≥ b) ≤
u
1
2
b
+ c1n(h ≥ b).
We would like to prove that c1 is finite. We can actually calculate it explicitly. Indeed,
thanks to Lefebvre [27] we know that the density of the variable Xτ0 under P0,1 is given
by:
P0,1(Xτ0 ∈ dξ) =
Γ(2
3
)
3
1
62
2
3pi
ξ−
4
3 e−
2
9ξ dξ,
so that we can calculate:
c1 =
∫
R+
ξ
1
6P0,1(Xτ0 ∈ dξ)
=
Γ(2
3
)
2
2
33
1
6pi
∫
R+
ξ−
7
6 e−
2
9ξ dξ
=
Γ(2
3
)
2
2
33
1
6pi
∫
R+
(
9
2
) 1
6
x−
5
6 e−xdx
=
3
1
6
2
5
6pi
Γ
(2
3
)
Γ
(1
6
)
=
(
3
2
) 1
6 1√
pi
Γ
(1
3
)
,
Let us notice that this is the constant that appears in the theorem.
•We are ready to tackle the proof of this theorem. We write l for the Lipschitz constant
of F . We have:
u−
1
2E∂0,u
(|F (e)− F ◦Θτ0(e)|1τ0<au,h<b) ≤ u− 12 l(au)b
≤ abu 12 l,
and
u−
1
2E∂0,u
(|F (X)− F ◦Θτ0(X)|1τ0≥au or h≥b)
≤ (2 sup(F ))(√ 2
pi
a−
1
2 +
u
1
2
b
+ c1n(h ≥ b)
)
,
thus we deduce
lim sup
u→0
u−
1
2E∂0,u
(|F (X)− F ◦Θτ0(X)|) ≤ (2 sup(F ))
(√
2
pi
a−
1
2 + c1n(h ≥ b)
)
.
The lim sup is bounded by this expression, a and b being any positive constant. Letting a
and b go to infinity shows that
lim
u→0
u−
1
2E∂0,u
(|F (X)− F ◦Θτ0(X)|) = 0.
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• Next, we just need to prove that u− 12E∂0,u(F ◦ Θτ0(X)) has a limit when u goes to
zero, and that this limit is c1n(F (X)), in order to get that n
′ is well-defined and equal to
c1n.
The calculation is similar to the one above, that we did with 1h≥b instead of F . Here
again, the Markov property gives us:
u−
1
2E∂0,u(F ◦Θτ0(X)) = u−
1
2
∫
R+
P0,u(Xτ0 ∈ dx)x
1
6fF (x),
where the function fF : x → x− 16E∂x,0(F (X)) is bounded and has limit fF (0) = n(F (X))
at zero. We thus have:
u−
1
2E∂0,u(F ◦Θτ0(X)) →u→0 E0,1
(
X
1
6
τ0
)
fF (0) = c1n(F (X)),
and the theorem is proved.
The second new expression we get is different, this time the measure is given as a
mixture and not as a limit. Recall that the probability measure Qu;0 has been defined in
(2.4.19).
Proposition 3. The measure n′ is also given by the expression:
n′
(
F (X)
)
=
3
2pi
∫
R+
u−
3
2Qu;0
(
F (Xˆ)
)
du, (2.5.1)
where (Xˆt)0≤t≤ζ is defined by Xˆt = Xζ−t.
The price to pay is that we need to consider the time-reversed excursions and to use the
laws Qu;0 instead of P∂0,u. That is, the probability transitions of the excursions are no more
the ones of the Langevin process, killed at zero, they become the h0-transforms of these, as
written in (2.4.19). This makes the formula hard to use, and indeed we couldn’t use it for
any calculation yet. We still hope that this formula could help the study and understanding
of the process, and thus help for the calculation of some distributions associated to the
process.
Proof. This proposition is a consequence of the material developed in Section 4.2. Indeed,
we have:
n′(F (X)) = lim
u→0
u−
1
2E∂0,u(F (X))
= lim
u→0
u−
3
2
∫
R+
Qu;v(F (X))ϕ(u, v)dv from (2.4.14)
= lim
u→0
∫
R+
3
2pi
v
3
2
u3 + v3
Qv;u(F (Xˆ))dv
=
∫
R+
3
2pi
v−
3
2Qv;0(F (Xˆ))dv,
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where in the third line, we wrote the expression of ϕ and used (2.4.13).
2.6 Appendix
Proof of Lemma 3. The first part of the lemma is just a summary of known results, the case
x = 0 is nothing else that the formula (2.4.4) written for the killed process (as mentioned
just after the formula), while the general case is given by Gor′kov in [16] and Lachal in
[23]. In this article Lachal also underlines that taking x = 0 in (2.4.15) does yield (2.4.16).
For the second part we first prove that Φ0 and h are well-defined and continuous
6. For
this we just give rough bounds and use the theorem of dominated convergence and the
theorem of derivation under the integral. The main technical difficulty stems from the
number of variables.
We have
pt(x, u; 0, v) =
√
3
pit2
exp
(−R(x, u, v, t)),
where R(x, u, v, t) is the quotient:
R(x, u, v, t) =
6
t3
(x+ tu)2 +
6
t2
(x+ tu)(v − u) + 2
t
(v − u)2
=
1
t3
[1
2
(3x+ tu+ 2tv)2 +
3
2
(x+ tu)2
]
.
The quotient R is nonnegative.
Let (x0, u0, v0) be in D × R. We search for a neighborhood of (x0, u0, v0) (in D × R)
on which the integrand is bounded by an integrable function (of t). This will prove that
Φ0 is well-defined on this neighborhood and continuous at (x0, u0, v0). We distinguish two
cases:
1) x0 6= 0: Then R(x, u, v, t) is equivalent to 6x
2
0
t3
in the neighborhood of (x0, u0, v0, 0),
thus it is bounded below by
5x20
t3
on a V×]0, ε], where V is a neighborhood of (x0, u0, v0)
and ε a strictly positive number.
On V , pt(x, u; 0, v) is bounded above by the function
1]0,ε](t)
√
3
pit2
exp
(
− 5x
2
t3
)
+ 1]ε,∞[(t)
√
3
pit2
,
which is integrable.
2) x0 = 0: Then u0 > 0. On a neighborhood V of (0, u0, v0) we have u >
2u0
3
, thus we
have
R(x, u, v, t) ≥ 3
2t3
(x+ tu)2 ≥ u
2
0
t
,
and thus the function pt(x, u; 0, v) is bounded above by
√
3
pit2
exp
(− u0
t
)
,
6. Note that Φ(x, u; y, v) = Φ0(x− y, u; v).
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which is integrable.
We thus proved the continuity of Φ0. A similar method proves that Φ0 is infinitely
differentiable. To get a continuity result on h, we will need some bounds for Φ0(x, u; v),
but only for v > 0.
For v > 0, we have R(x, u, v, t) ≥ 3v2
2t
, thus we have:
Φ0(x, u; v) ≤
∫ ∞
0
√
3
pit2
exp
(
− 3v
2
2t
)
dt
≤ 2
√
3
3pi
v−2.
If (x0, u0, v0) is a given point in E = R∗+ × D, then in the neighborhood of this point we
have v > v0
2
and we deduce:
µ
3
2
µ3 + 1
Φ0(x, u;µv) ≤ 8
√
3
3pi
µ−
1
2v−2
µ3 + 1
,
which, considered as a function of µ, is integrable on R+.
The function h is thus well-defined and continuous.
We now study the behavior of h when v is small.
1
v
hv(x, u) = Φ0(x, u; v)− 3
2pi
∫ ∞
0
µ
3
2
µ3 + 1
Φ0(x, u;µv)dµ
=
[
Φ0(x, u; 0)− 3
2pi
∫ ∞
0
µ
3
2
µ3 + 1
Φ0(x, u;µv)dµ
]
+O(v)
= E
[
Φ0(x, u; 0)− Φ0(x, u; vξ)
]
+O(v),
where ξ is a random variable with law the probability measure
3
2pi
µ
3
2
µ3 + 1
dµ. We next
observe that:
E
[
Φ0(x, u; 0)− Φ0(x, u; vξ)
]
= −
∫
R+
P(vξ ≥ µ)∂Φ0
∂v
(x, u;µ)dµ
= v
1
2
∫
R+
fv(µ)dµ,
where we have written fv(µ) = −v− 12P(ξ ≥ µv−1)∂Φ0∂v (x, u;µ).
But the probability P(ξ ≥ a) is equivalent to 3
pi
a−
1
2 when a goes to infinity, and bounded
by the same 3
pi
a−
1
2 for any a. On the one hand we deduce that the continuous functions fv
converge weakly to the function f0 : µ→ − 3
pi
µ−
1
2
∂Φ0
∂v
(x, u;µ) when v goes to zero, on the
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other hand that |fv| ≤ |f0|. We just need to prove that f0 is integrable with respect to the
Lebesgue measure. We have:
−∂Φ0
∂v
(x, u; v) = −
∫
R+
∂pt
∂v
(x, u; 0, v)dt
=
∫
R+
(6x
t2
+
2u
t
+
4v
t
)
pt(x, u; 0, v)dt
=
∫
R+
2
√
3
pit4
(3x+ tu+ 2tv) exp
(−R(x, u, v, t))dt.
On the one hand, we have :∣∣∣∂Φ0
∂v
(x, u; v)
∣∣∣
≤ 3x
∫
R+
2
√
3
pit4
exp
(
− 3
2t3
(x+ tu)2
)
|u+ 2v|
∫
R+
2
√
3
pit3
exp
(
− 3
2t3
(x+ tu)2
)
≤ (A+Bv),
where A and B depend only on x and u.
On the other hand, we have:∣∣∣∂Φ0
∂v
(x, u; v)
∣∣∣
≤ 6
√
3x
pi
∫
R+
1
t4
exp
(
− 3v
2
2t
)
+
(2u+ 4v)
√
3
pi
∫
R+
1
t3
exp
(
− 3v
2
2t
)
≤ Cv−7 +D(u+ 2v)v−5,
where C and D are constants.
Let us gather the results. The function |f0| is bounded by a O(µ− 12 ) in the neighborhood
of zero and bounded by a O(µ−3) in the neighborhood of infinity, thus it is integrable.
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Abstract
Consider a Langevin process, that is an integrated Brownian motion, constrained
to stay in [0,∞) by a partially elastic boundary at 0. If the elasticity coeffi-
cient of the boundary is greater than or equal to ccrit = exp(−
√
pi/3), bounces
will not accumulate in a finite time when the process starts from the origin with
strictly positive velocity. We will endeavor to show that there exists then a unique
entrance law from the boundary with zero velocity, despite the immediate accumu-
lation of bounces. This result of uniqueness is in sharp contrast with the literature
on deterministic second order reflection. Our approach uses certain properties of
real-valued random walks and a notion of spatial stationarity which may be of
independent interest.
Re´sume´
Conside´rons un processus de Langevin, c’est-a`-dire un mouvement brownien
inte´gre´, contraint a` rester dans [0,∞) par une frontie`re partiellement e´lastique
en 0. Si le coefficient d’e´lasticite´ de la frontie`re est supe´rieur ou e´gal a` ccrit =
exp(−√pi/3), les rebonds ne s’accumuleront pas en temps fini si le processus part
de l’origine avec une vitesse strictement positive. Nous nous efforcerons de montrer
qu’il existe une unique loi d’entre´e depuis la frontie`re avec vitesse nulle, malgre´
l’accumulation imme´diate des rebonds. Ce re´sultat d’unicite´ est en fort contraste
avec la litte´rature sur les re´flexions au second ordre de´terministe. Notre approche
utilise certaines proprie´te´s des marches ale´atoires a` valeurs re´elles et une notion
de stationnarite´ spatiale, qui pourrait avoir un inte´reˆt propre.
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3.1 Introduction
Imagine a deterministic particle evolving in R+, started from 0, submitted to an external
force f , and constrained by a partially elastic boundary at the origin. We write x(t) for
the position of the particle and we consider the following equations of motion:
(SOR)

x(t) = x(0) +
∫ t
0
x˙(s)ds
x˙(t) = x˙(0) +
∫ t
0
f(s)ds− (1 + c)∑0<s≤t x˙(s−)1x(s)=0,
where the velocity x˙ is ca`dla`g. The first equation states that x is continuous and has a
right-derivative, x˙.
The coefficient c > 0 is the elasticity coefficient of the boundary: after a bounce, the
boundary restores a portion c of the incoming speed. The couple (x(0), x˙(0)) is called the
starting condition, while x(0) is the starting position and x˙(0) the starting velocity.
Equations (SOR) describe the so-called second order reflection problem. There is a
large literature on the subject. To mention some names, Bressan in 1960 [9], Percivale in
1985 [32], Schatzman in 1998 [37], or Ballard in 2000 [2]. An important feature is that in
the case of an analytic force f , there is existence and uniqueness to the equations (SOR)
for any initial condition, but when f is not analytic (even if it is C∞), uniqueness may fail.
The main difficulty in second order reflection comes from the possibility for bounces
to accumulate, in which case the sum in the equation involves infinitely many terms. We
distinguish two problems: First, bounces may accumulate just before a finite time t > 0.
Second, when the particle starts from zero position with zero velocity (initial condition
(0, 0)), bounces may accumulate just after the starting time 0.
In this paper we are interested in Equations (SOR) when the external force f is random
and given by a white noise. A realization of f will a fortiori not be analytic and we will not
try to work on a fixed realization. The first observation is that outside the boundary, the
velocity of the particle behaves like a Brownian motion, hence the particle evolves like a
free Langevin process (i.e the integrated Brownian motion). A consequent study about the
free Langevin process in general can be found in Lachal [26]. Bect mentioned the reflection
and bounds accumulation problems for particles that can be excited by a white noise in his
thesis ([3], see part III.4). For the reader interested in the problem of a Langevin process
reflected at a totally inelastic boundary, that is c = 0, we refer to Bertoin [4, 5] and Jacob
[21].
Let us return to consider (SOR) for f a white noise and c > 0. Then the problem
of accumulation of bounces just before a finite time t > 0 is simple enough: We shall see
that bounces accumulate if and only if the elasticity coefficient is less than the critical
coefficient ccrit = exp(−pi/
√
3). However the question of starting with zero position and
zero velocity is more fastidious. We focus on the critical and supercritical cases, the study
of the subcritical case being the center of interest of a forthcoming paper.
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Our main result is the following. For c ≥ ccrit, the reflected Langevin process starting
from the origin with a speed v > 0 converges in law, when v goes to 0, to a non-degenerate
process. Moreover, the law of the process yields the unique law of a solution to the equations
(SOR) with initial condition (0, 0).
We observe in this introduction that these results are fairly simple for the particular
case c = 1 (perfectly elastic boundary) because a reflected Langevin process can then be
constructed from the free Langevin process Y by taking its absolute value |Y |. However
there is no such construction when the elasticity coefficient is c 6= 1.
Our method is to focus on the velocities of the process at the bouncing times. A crucial
observation is that the sequence of their logarithms is a random walk. This enables us
to use technics of renewal theory for random walks, including results about its associated
ladder height process and the law of its overshoot.
Next section is devoted to the preliminaries. In Subsection 3.2.2, we give some back-
ground on the Langevin process, we characterize the phase transition at c = ccrit, and
we illustrate the three different regimes (subcritical, supercritical, critical). In Subsec-
tion 3.2.3, we define a notion of spatial stationarity, in an abstract context. We obtain
a convergence result for spatially stationary processes, stated as Lemma 5 and proved in
the Appendix. Then, Section 3.3 starts with the statement of our main theorem and its
important consequences. Section 3.3.1 uses renewal theory and Lemma 5 to construct a
spatially stationary process and reduce the proof of the main theorem to that of Lemma 7.
Section 3.3.2 handles this proof in the supercritical case, thanks to an explicit construc-
tion 1 of the spatially stationary random walk. However this construction does not hold
in the critical case, and Section 3.3.3 completes then the proof, thanks to a disintegration
formula 1 for the spatially stationary random walk.
3.2 Preliminaries
3.2.1 Notations
The (free) Kolmogorov process (Y, Y˙ ) with starting position x and starting velocity v –
sometimes, we will also say with starting condition (x, v) – is defined by
Yt = x+
∫ t
0
Y˙sds
Y˙t = v +Bt,
where B is a standard Brownian motion. Its first coordinate Y is called the (free) Langevin
process. Before writing the second order reflection equations for the Langevin process, we
introduce D = ({0} × R∗+) ∪ (R∗+ × R) and D0 := D ∪ {(0, 0)}. Our working space is C,
1. These two constructions in particular may be of independent interest.
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the space of ca`dla`g trajectories (x, x˙) : [0,∞)→ D0, which satisfy
x(t) = x(0) +
∫ t
0
x˙(s)ds.
This space is endowed with the σ−algebra generated by the coordinate maps and with the
topology induced by the following injection:
C → R+ ×D(R+)
(x, x˙) 7→ (x(0), x˙),
where D(R+) is the space of ca`dla`g trajectories on R+, equipped with Skorohod topology.
We denote by (X, X˙) the canonical process and by (Ft, t ≥ 0) its natural filtration, satis-
fying the usual conditions of right continuity and completeness. Besides, by a slight abuse
of notation, when we define a probability measure P , we also write P for the expectation
under this probability measure. When f is a measurable functional and A an event, we
also write P (f,A) for the quantity P (f1A).
For any (x, v) ∈ D0, the second order reflection of the Langevin process starting from
position x and velocity v leads to the following equation:
(SOR)

Xt = x+
∫ t
0
X˙sds
X˙t = v +Bt − (1 + c)
∑
0<s≤t X˙s−1Xs=0,
where B is a Brownian motion. Problems of existence and uniqueness of second order
reflection equations can only arise around the point (0, 0). For any (x, v) ∈ D, we write
Pcx,v for the solution to equations (SOR), killed at its first hitting time of (0, 0). This process
is a well-defined strong Markov process, and will be called the killed reflected Langevin
process, or more concisely the reflected Langevin process. We will almost exclusively
consider the case when the starting position is 0, and write Pcv for Pc0,v (with v > 0).
Let us write ζ0 = 0 and ζn+1 := inf{t > ζn : Xt = 0} for the sequence of successive
hitting times of zero (see Figure 3.1 below for an illustration of the notations). We call
an arch a part of the path included between two consecutive hitting times of zero. Then,
under Pcv, the killed reflected process X behaves like Y until the first return time to zero
ζ1, that is the first arch of Y and X have the same law, (Yt)ζ0≤t≤ζ1
d
= (Xt)ζ0≤t≤ζ1 . Then
the second arch of the killed reflected process, (Xt)ζ1≤t≤ζ2 , has the same law as the first
arch of a Langevin process starting with velocity X˙ζ1 := −cX˙ζ−1 . We construct in the same
way the sequence of successive arches of X. We also write V −n , and Vn for the speed of the
process just before this n-th bounce, and for the speed of the process just after this n-th
bounce, respectively, so that we have Vn = X˙ζn = −cX˙ζ−n = −cV −n . Please note that the
event that for some n, we have Vn = 0, has probability 0. We call time of accumulation of
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ζ2ζ1ζ0 = 0
V1
V2
V0 = v
V −
1
V −
2
Figure 3.1: First arches of a killed reflected Langevin process
bounces the time ζ∞ := sup(ζn) ∈]0,∞]. It coincides almost surely with the hitting time
of (0, 0). Figure 3.1 below shows two complete arches and the beginning of a third one.
In the particular case c = 1, the killed reflected Langevin process has the same law as
the absolute value of the free Langevin process. Then, the sequence (ζn, Vn)n≥0 coincides
with the sequence of the successive passage times to zero and absolute value of the speed
of the process at this times, for the free Langevin process. This sequence has been studied
by McKean [31]. He shows that it is a homogeneous Markov chain with explicit transition
probabilities. Lachal furthers this study in [25] by giving explicit formulas for the law of
(ζn, Vn) for a fixed n. It is interesting to note that Wong also studies in [40, 41] the passage
times to zero for a certain stationary process, which is obtained from the Langevin process
by an exponential change of scale in both time and space. The passage times to zero of
this stationary process are closely related to a certain stationary random walk that we
will introduce later in this Chapter. However, this process shall not be confused with the
“stationary Langevin process” introduced in Chapter 2. The two processes do not seem to
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be directly related.
In the next subsection, we present essentially the same results as those of McKean, but
stated in the general case c 6= 1. The infiniteness of ζ∞ is then no more guaranteed.
3.2.2 The sequence (ζn, Vn)n≥0
Lemma 4. 1. The law of (ζ1, V1/c) under Pc1 is given by
1
dsdv
Pc1 ((ζ1, V1/c) ∈ (ds, dv)) =
3v
pi
√
2s2
exp(−2v
2 − v + 1
s
)
∫ 4v
s
0
e−
3θ
2
dθ√
piθ
. (3.2.1)
2. Under Pcv, the sequence
(
ζn+1 − ζn
V 2n
,
Vn+1
Vn
)
n≥0
is i.i.d. The common law of its
marginals, also independent of v, is that of (ζ1, V1) under Pc1.
3. In particular, the sequence ln(Vn) is a random walk. The density of its step distribu-
tion ln(V1/V0) under Pcv does not depend on v and is given by:
1
dv
Pc1(ln(V1) ∈ dv) =
3
2pi
e
5
2
(v−ln c)
1 + e3(v−ln c)
dv. (3.2.2)
In particular ln(V1) has finite variance and expectation
Pc1(lnV1) =
pi√
3
+ ln c.
4. We have, when t→∞,
Pc1(ζ1 > t) ∼ c′t−
1
4 , (3.2.3)
where c′ is an explicit positive constant.
Proof. The three first points are essentially results given by McKean [31] or direct con-
sequences of these. And the last one is similar to a result of Goldman, except that he
considers the process with zero starting velocity and nonzero starting position [15]. We
nonetheless provide the following proofs.
The second point comes from the observation that the variable (ζn − ζn−1)/(Vn−1)2
(resp. Vn/Vn−1) is equal to the duration of the n−th arch renormalized to start with speed
one (resp. to the absolute value of the speed of the process just before its return time to
zero, for this renormalized arch). More precisely:
Recall that, conditionally on Vn = v, the process (X(t+ζn)∧ζn+1)t≥0 is independent of
(Xt∧ζn)t≥0 and has the same law as (Xt∧ζ1)t≥0 under Pcv, thus (ζn+1 − ζn, Vn+1/c) is inde-
pendent of (ζk, Vk)k≤n has the same law as (ζ1, 1cV1) under P
c
v. It follows that the variable
((ζn+1 − ζn)/(Vn)2, Vn+1/Vn) is independent of (ζk, Vk)k≤n and has the same law as (ζ1, V1)
under Pc1 (conditionally on Vn = v, but this conditioning can simply be removed). The
statement follows.
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In the third point, we propose one method to calculate that the expectation of ln V1
is pi/
√
3 + ln c. The method is to deduce it by taking the derivative at 0 of the following
formula:
Pc1
((
V1
c
)x)
=
1
2 cos(x+1
3
pi)
for x < 1/2. (3.2.4)
To prove this formula, consider a fixed x < 1/2. We know Pc1(V1/c ∈ dv) = 32pi v
3
2
1+v3
dv.
Hence,
Pc1
((
V1
c
)x)
=
3
2pi
∫ ∞
0
tx+3/2
1 + t3
dt
=
1
2pi
∫ ∞
0
t
x
3
− 1
6
1 + t
dt.
As cos(x+1
3
pi) = sin((x
3
+ 5
6
)pi), in order to get (3.2.4) we just have to prove∫ ∞
0
ty−1
1 + t
dt =
pi
sin(piy)
,
where y = x
3
+ 5
6
is in (0, 1). Now, we have∫ ∞
0
ty−1
1 + t
dt =
∫ 1
0
ty(1− t)1−ydt
= B(y, 1− y)
=
Γ(y)Γ(1− y)
Γ(1)
=
pi
sin(piy)
.
where B and Γ are the usual Beta and Gamma function, respectively.
In the fourth point, we can get Formula (3.2.3) directly from (3.2.1). Starting from the
observation that
e−
6v
s
∫ 4v
s
0
dθ√
piθ
≤
∫ 4v
s
0
e−
3θ
2
dθ√
piθ
≤
∫ 4v
s
0
dθ√
piθ
,
we get that the density (3.2.1) is between
6
√
2
pi
3
2
v
3
2 s−
5
2 exp
(
−2v
2 + 4v + 2
s
)
and
6
√
2
pi
3
2
v
3
2 s−
5
2 exp
(
−2v
2 − v + 1
s
)
.
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Write
1
dsdv
Pc1 ((ζ1, V1/c) ∈ (ds, dv)) =
6
√
2
pi
3
2
v
3
2 s−
5
2 exp
(−2v2 + vK(s, v)
s
)
,
where K(s, v) is continuous and bounded. Integrating this with respect to v and using the
change of variable w = v2/s, we get
1
ds
Pc1 (ζ1 ∈ ds) =
3
√
2
pi
3
2
s−
5
4
∫
R+
w
1
4 exp
(
−2w +K (s,√sw)√w/s) dw.
By dominated convergence, the integral converges to
∫
R+ w
1
4 exp(−2w)dw when s goes to
∞. Then just integrate on s ∈ [t,∞) to get (3.2.3) with the constant
c′ =
12
√
2
pi
3
2
∫
R+
w
1
4 exp(−2w)dw = 3Γ(1/4)
23/4pi3/2
.
From this Lemma we deduce the following important result:
Corollary 5. The time of accumulation of bounces ζ∞ is:
finite Pcv−almost surely if c < exp(−pi/
√
3),
infinite Pcv−almost surely if c ≥ exp(−pi/
√
3).
We thus call ccrit := exp(−pi/
√
3) the critical elasticity coefficient. We call the case c > ccrit
the supercritical regime, the case c < ccrit the subcritical regime, the case c = ccrit the critical
regime.
Proof. We may express ζ∞ as the series:
ζ∞ =
∞∑
n=1
ζn − ζn−1
(Vn−1)2
(Vn−1)2.
For c < exp(−pi/√3), the law of large numbers tells that the sequence 1
k
ln(Vk) converges
to ln(c) + pi/
√
3 < 0 a.s. On the other hand, it follows from (3.2.3) that the expectation
of (ln(ζ1))
2 is finite 2. Thus, for any fixed ε > 0 there are a.s. only a finite number of k
such that ln((ζk − ζk−1)/(Vk−1)2) is larger than εk. We deduce an a. s. exponential decay
for the variables ζk+1 − ζk. A fortiori ζ∞ is a. s. finite.
Take now c ≥ exp(−pi/√3). For c > exp(−pi/√3), the random walk lnVn has a positive
drift and is transient. Thus the sequence Vn is diverging to +∞. As (ζn − ζn−1)/(Vn−1)2
is independent of Vn−1 and has a fixed distribution, we deduce that ζ∞ is infinite. For
c = exp(−pi/√3), the step distribution has zero expectation and finite variance, thus
the random walk is recurrent (from the central limit theorem). Then the sequence Vn is
recurrent, but it is still not converging to zero, which is enough to conclude in the same
way that ζ∞ is infinite.
2. This result was also stressed by McKean in [31]
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Figures 3.2, 3.3 and 3.4 below give illustrations of the different regimes, obtained by a
basic simulation. We have drawn the killed reflected Langevin process with three different
values of c for the same underlying Brownian motion and the same starting velocity. For
c = 0.1, that is in the subcritical case, the bounds accumulate (here at about time 7000).
For c = 0.25, that is in the supercritical case, we observe bigger and bigger arches. Finally,
in the critical case c = ccrit, even after a long time, we still observe very big and very small
arches (see the bouncing times ζ9, ζ10, ζ11).
0 2000 4000 6000 8000
10000
20000
30000
c = 0.1
Figure 3.2: Killed reflected Langevin process for elasticity coefficient c = 0.1 < ccrit
From now, we suppose c ≥ ccrit. Then, for any (x, v) ∈ D, we have ζ∞ = ∞ almost
surely under Pcx,v. The process is thus defined on R+ (it is not killed), and we then call
it the reflected Langevin process. It is also the unique solution (in the strong sense) of
equations (SOR) with starting condition (x, v). A natural question is to ask wether we
can define the reflected Langevin process starting from condition (0, 0). The purpose of
this work will be to answer positively this question.
Note that the particular case c = 1 is trivial, just consider the absolute value of the
free Langevin process with initial condition (0, 0). For this process, it is natural to try to
describe the instants of bounces and the velocity of the process at these instants. One way
to do this, adopted by McKean [31] and Lachal [25], is to define two sequences, the first
one corresponding to the successive bounds happening after time 1, the second one to the
successive bounds happening before time 1, counted backwardly. This is barely different
from considering a single sequence, indexed by Z, where one puts arbitrarily the 0 at the
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Figure 3.3: (Killed) reflected Langevin process for elasticity coefficient c = ccrit = exp(−pi/
√
3)
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c = 0.25
Figure 3.4: (Killed) reflected Langevin process for elasticity coefficient c = 0.25 > ccrit
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last bounce happening before time 1.
In a fairly similar manner, we will get to consider a sequence indexed by Z, and whose
0 will be put at the first bounce for which the speed is greater than 1.
3.2.3 Weak convergence to a spatially stationary process
After these first results on the Langevin process, we give the abstract context for a notion
of spatial stationarity and an important lemma that we will need later.
We write Ω for the set of sequences indexed by Z, ω = (ωn)n∈Z = (ω1n, ω2n)n∈Z, with
values in [−∞,∞)×C0, where C0 is a topological space with an isolated point ∅. For now,
just consider this space as playing an accessory role that will be understood later. The set
Ω is endowed with the usual product topology.
For any real number x we write Tx for the hitting time of (x,∞) by the first coordinate,
that is
Tx = Tx(ω) = inf{n ∈ Z, ω1n > x}.
Under all the measures P that we will consider on Ω we will have
lim
−∞
ω1n = −∞, lim sup
+∞
ω1n = +∞ P-almost surely,
and as a consequence Tx will have values in Z, P-almost surely. We then define a spatial
translation operator Θ on Ω, by:
Θx(ω) := (ω
1
n+Tx − x, ω2n+Tx)n∈Z. (3.2.5)
This definition immediately yields a notion of spatial stationarity for the probabilities on
Ω:
Definition 5. We say that a probability P on Ω is spatially stationary if P ◦ Θx = P for
any x ∈ R.
We also write
Ω+ :=
{
ω ∈ Ω : (ω1n, ω2n) = (−∞, ∅) for all n < 0
}
,
that we shall think of as the sequences indexed by N. We write ω+ ∈ Ω+ for the projection
of ω ∈ Ω defined by:
ω+n = (−∞, ∅) if n < 0
ωn if n ≥ 0
If P is a probability on Ω, we write P+ for the image probability on Ω+ by this projection.
Finally we write ⇒ for the weak convergence on the topological space Ω. The following
lemma states a convergence result to a spatially stationary probability measure on Ω, as a
consequence of convergence results on Ω+:
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Lemma 5. Let (Pv)v>0 be a family of probability measures on Ω. We suppose that there
is a probability Q on Ω+ such that:
∀x ∈ R, (Pv ◦Θx)+ ⇒v→0 Q.
Then there exists a unique spatially stationary probability measure P on Ω such that P+ =
Q. Moreover, we have
Pv ◦Θx ⇒ P.
The proof of this technical lemma is based on the Kolmogorov existence theorem, but
we postpone it to the appendix, while we explain how we can apply it to our case.
3.3 Entering with zero velocity
Recall that we are in the critical or supercritical regime, c ≥ ccrit. Under Pcx,v, write (Sn)n≥0
for the sequence of the logarithm of the (outgoing) velocity at the successive bounces,
defined by Sn = ln(Vn). From Lemma 4, it is a random walk with step distribution given
by (3.2.2) and drift
µ := Pc1(S1 − S0) =
pi√
3
+ ln c = ln(c/ccrit).
In the supercritical case c > ccrit the drift is strictly positive, while in the critical case
c = ccrit the step distribution has zero drift and finite variance.
We introduce the (strictly) ascending ladder height process (Hn)n≥0 associated to the
random walk (Sn)n≥0, that is the random walk with positive jumps defined by H0 = S0
and Hk = Snk , where n0 = 0 and nk = inf{n > nk−1, Sn > Snk−1} ∈ N. In both cases
(positive drift, or null drift and finite variance), it is known (see Theorem 3.4 in Spitzer
[38]) that the expectation of the step distribution of (Hn)n≥0, that is µH := Pc1(H1 −H0),
belongs to (0,∞). The probability law
m(dy) :=
1
µH
Pc1(H1 −H0 > y)dy. (3.3.1)
is known in renewal theory as being the stationary law of the overshoot (see also Part 3.3.1).
We now state our main theorem and its important corollary:
Theorem 3. The family of probability measures (Pcv)v>0 on C has a weak limit when v →
0+, which we denote by Pc0+. More precisely, write τu for the instant of the first bounce with
speed greater than u, that is τu := inf{t > 0, Xt = 0, X˙t > u}. Then the law Pc0+ satisfies
the following conditions:
(∗)

lim
u→0+
τu = 0.
Conditionally on X˙τu = v, the process (Xτu+t, X˙τu+t)t≥0 is independent of
(Xs, X˙s)s<τu and has law Pcv.
(∗∗) The law of ln(X˙τu/u) is m.
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Corollary 6. Under Pc0+, the process (X, X˙,B), where B is the continuous part of X˙, is
a solution to (SOR) with initial condition (0, 0). Any solution has this same law. In other
words, for c ≥ ccrit, there is weak existence and weak uniqueness of solutions to (SOR)
with initial condition X0 = X˙0 = 0.
Proof of the corollary. Let us introduce a slightly larger working space,
C∗ := {(xt, x˙t)t>0,∀ε > 0, (xε+t, x˙ε+t)t≥0 ∈ C}.
Wemention that C can be seen as a subspace of C∗, by removing time 0 from the trajectories.
This inclusion is strict: an element of C∗ is a trajectory (indexed by R∗+) which does not
necessarily have a limit at 0+. We introduce the following weaker version of the theorem:
There exists a law Pc∗0+ on C∗, satisfying conditions (∗) and (∗∗), such that:
For any u > 0, the joint law of τu and (Xτu+t, X˙τu+t)t≥0 under Pcv converges
weakly, when v goes to 0, to that under Pc∗0+.
In this weak version it is implicit that under Pc∗0+, we have τu > 0 a.s. First, this gives sense
to conditions (∗) and (∗∗). Second, this explains that the convergence in law of the process
(Xτu+t, X˙τu+t)t≥0 has to be understood in the space C. The theorem and its corollary will
both be a consequence from this weak version.
Indeed, consider the canonical process (Xt, X˙t)t>0 under Pc∗0+. From conditions (∗) and
the Markov property, we deduce that (Xt, X˙t)t>0 is a strong Markov process with values
in D and transitions that of the reflected Langevin process.
It follows that for any r > 0, there exists a Brownian motion Br independant of Fr and
such that, for t ≥ r, Xt = Xr +
∫ t
r
X˙sds
X˙t = X˙r +B
r
t−r − (1 + c)
∑
r<s≤t X˙s−1Xs=0.
The Brownian motions Br are linked by Brt−r = B
q
t−q − Bqr−q for q ≤ r ≤ t. We introduce
Ms = B
1−s
s , 0 ≤ s < 1. For any t < 1, we have
(Ms)0≤s≤t = (B1−tt −B1−tt−s )0≤s≤t.
Therefore (Ms)0≤s≤t is a Brownian motion. It follows that (Ms)0≤s<1 is a Brownian motion.
Write M1 for its limit when s tends to 1. Now, define the process B by
Bs =
{
M1 −M1−s , 0 ≤ s < 1.
M1 +B
1
s−1 , 1 ≤ s.
It is easy to check that B is a Brownian motion and satisfies Bt − Br = Brt−r for t ≥ r.
Hence, for t ≥ r,  Xt = Xr +
∫ t
r
X˙sds
X˙t = X˙r +Bt −Br − (1 + c)
∑
r<s≤t X˙s−1Xs=0.
(3.3.2)
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The increments of X˙ are equal to the sum of two terms, on the one side the increments of
B, and on the other side, the jumps, which are happening at the bouncing times. Besides,
conditions (∗) imply X˙t1Xt=0 →
t→0
0. That is, the value of X˙ at a bouncing time is going
to 0 when this time goes to 0. It follows X˙t →
t→0
0. Therefore we also have Xt → 0.
Consequently, by setting X0 = X˙0 = 0, we define a process in C. We call its law Pc0+. Now,
take again System (3.3.2) and let r go to 0. First, we obtain that the sum of the jumps
happening just after the initial time (or in a finite time interval) is finite. Then we deduce
that under Pc0+, (X, X˙,B) is a solution to (SOR) with starting condition (0, 0).
In summary, we defined a law Pc0+ on C satisfying conditions (∗) and (∗∗), and thus
τu > 0 and τu → 0 almost surely. Besides, the joint law of τu and (Xτu+t, X˙τu+t)t≥0 under
Pcv converges weakly to that under Pc0+. In order to deduce the convergence of Pcv to Pc0+,
we just need to control what happens on [0, τu[. More precisely, it is enough to control
the velocity X˙. Let us call Mu the sup of X˙t on [0, τu[. It will be enough to prove that
when u is small, the variable Mu is small with high probability, uniformly on v small, in
the following sense:
∀ε > 0,∀δ > 0,∃u0 > 0,∃v0 > 0,∀0 < u ≤ u0,∀0 < v ≤ v0, Pcv(Mu ≥ δ) ≤ ε.
Start from the basic observation Mu ≤ u+sups,t∈[0,τu[ |Bt−Bs|, where B is the underlying
Brownian motion. It follows
Pcv(Mu ≥ u+ δ) ≤ Pcv(τu ≥ η) + Pcv
(
sup
s,t∈[0,η)
|Bt −Bs| ≥ δ
)
≤ Pcv(τu ≥ η) + ε,
for a well-chosen η > 0, independent of v. Now, by writing the right side in the form
Pcv(τu ≥ η)− Pc0+(τu ≥ η) + Pc0+(τu ≥ η) + ε, and using τu →
u→0
0, Pc0+−a.s., we get that the
following inequality
Pcv(Mu ≥ u+ δ) ≤ Pcv(τu ≥ η)− Pc0+(τu ≥ η) + 2ε
is satisfied for u small enough. Choose u0, smaller than δ, such that the inequality is
satisfied. Then, from the convergence of the law of τu0 under Pcv to that under Pc0+, we get
that for v smaller than some v0 > 0, we have
Pcv(Mu0 ≥ 2δ) ≤ 3ε.
Now it is clear that the inequality stays satisfied for u < u0, which ends the proof. The
law Pcv converges weakly to Pc0+, and the theorem, in its strong version, is proved.
Finally, we should prove the uniqueness in Corollary 6. Consider any solution (X, X˙,B)
to (SOR) with starting condition (0, 0). If X were not coming back to zero at small times,
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then there wouldn’t be any jumps for X˙ at small times, thus X would behave like a
Langevin process. But this is not possible as the Langevin process starting with velocity 0
does come back at 0 at arbitrary small times. As a consequence, the process X necessarily
satisfies condition (∗). Now, the process (Xτu+t, X˙τu+t)t≥0 converges in law to X˙, thus the
law of (X, X˙) is an accumulation point of the family (Pcv)v>0 when v → 0. It must coincide
with Pc0+ .
The rest of the section is devoted to the proof of the theorem in its weak version (see
the beginning of the proof of the Corollary). It can be sketched as follows. First, using
renewal theory, we get, for any fixed u > 0, the convergence of the law of the process
(X˙τu+t)t≥0 to a law that can be described in a simple way. Then Lemma 5 allows, in a
certain sense, to include negative times in this convergence result. The last step will be to
prove that τu converges in law to a finite valued random variable.
3.3.1 Convergence of shifted processes
We recall the notation Vn for the (outgoing) velocity at the n-th bounce and Sn for its
logarithm, for n ≥ 0. We also write Nn for the translated velocity path starting at the
n-th bounce and renormalized so as to start with speed one. That is, Nn is defined by
(Nn(t))t≥0 := (V −1n X˙(ζn + V 2n t))t≥0. (3.3.3)
The process Nn is independent of (X˙t)0≤t≤ζn and has law Pc1. The knowledge of the process
X, or X˙, is equivalent to the knowledge of the sequence (Sn,Nn)n≥0, or even just (S0,N0).
But it is more convenient to first prove convergence results about (translations of) the
sequence (Sn,Nn)n≥0, then deduce results about X, which we do.
We work with C0 := C ∪ ∅ and we define moreover, for n < 0, (Sn,Nn) := (−∞, ∅), so
that the sequence (S,N ) := (Sn,Nn)n∈Z lays in Ω+, in the settings of Section 3.2.3. We
call Pv its law on Ω+ (or Ω), under Pcv. We also use the other notations of Section 3.2.3,
such as Tx(S) = inf{n, Sn ≥ x}, which we will simply write Tx, or the spatial translation
operator Θx, defined by (3.2.5). We now aim at establishing convergence results for the
probabilities Pv ◦Θx.
First, observe that under Pv and for n ≥ 0, (Sn+1,Nn+1) is measurable with respect to
(Sn,Nn), and thus (S,N ) is entirely determined by (S0,N0), which follows the law δln v⊗Pc1.
In other words, there is a deterministic functional F such that (Sn,Nn)n≥0 = F (S0,N0),
and Pv is the law on Ω induced by the law δln v ⊗Pc1 for (S0,N0). Write now Q for the law
on Ω+ induced by the law m ⊗ Pc1 for (S,N ), where the measure m is the stationary law
of the overshoot we introduced earlier, defined by (3.3.1).
Lemma 6. For any real number x, we have
(Pv ◦Θx)+ ⇒v→0+ Q
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Proof. Consider the ascending ladder height process H defined at the beginning of Sec-
tion 3.3. It is a random walk with positive jumps and finite expectation. It is nonarithmetic
in the sense that its jumping law is not included in dZ for any d > 0 (nonarithmeticity is
obvious for laws with densities). Renewal theory for random walks with positive jumps (see
for example [18], p.62, or [11], p.355) gives the following result: the law of the overshoot
over a level x, that is HTx(H)−x, converges to m when x−H0 goes to infinity. This result is
tranmitted directly to the random walk (Sn)n≥0, simply because it has the same overshoot:
STx − x = HTx(H) − x. Under Pv, we have x − H0 = x − ln v →v→0+ +∞. Hence, when
v goes to 0+, the law of the variable STx − x under Pv, or, equivalently, that of S0 under
Pv ◦Θx, converges to m.
Now, the usual Markov and scaling invariance properties show that for any x, v, under
Pv ◦Θx, (Sn−S0,Nn)n≥0 is independent of S0 and has the same law as (Sn,Nn)n≥0 under
P1. This altogether establishes the convergence of (Pv ◦Θx)+ to Q.
Applying Lemma 5, we immediately deduce:
Corollary 7. For any real number x, we have
Pv ◦Θx ⇒v→0+ P, (3.3.4)
where P is the unique spatially stationary probability measure on Ω such that P+ = Q.
Remark 1. Call P1 the projection of P on the first coordinate, Q1 the projection of Q on
the first coordinate, and Θ1 the spatial translation operator induced on the first coordinate
(defined by Θ1x(ω
1) := (ω1n+Tx−x)n∈Z). It is immediate that Q1 is the law of a random walk
where S0 has distribution m, that we have P
1
+ = Q, and that P
1 is spatially stationary.
Similar arguments also show that P1 is the unique spatially stationary measure such that
P1+ = Q. We call it the law of the spatially stationary random walk.
We now want to deduce Theorem 3 from Corollary 7. To this end, we have to understand
how to reconstruct X˙ from Θx(S,N ). We start by working under Pv, for some v > 0. We
introduce an important variable, αx := τex , the instant of the first bounce with speed
greater than exp(x) for the process (X, X˙).
Observe that the definition of Nn (Formula (3.3.3)) induces that the length of the
first arch of Nn, that is ζ1(Nn), is equal to V −2n times the length of the (1 + n)-th arch
of X˙. Writing αx as the sum of the length of arches happening before time αx, we get
αx =
∑
n<Tx
V −2n ζ1(Nn). We may also express αx as a functional of Θx(S,N ) by setting
αx = e
2xA(Θx(S,N )), (3.3.5)
where A is defined by
A(ω) =
∑
n<0
e2ω
1
nζ1(ω
2
n), (3.3.6)
with the convention ζ1(∅) = 0. Now, the process (Xt, X˙t)t≥αx is given as the following
functional of Θx(S,N ):
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{
X˙t = e
STxNTx(e−2STx (t− αx))
Xt =
∫ t
αx
X˙udu
, t ≥ αx.
Now, let us work under P. It is natural to keep the definition of αx given by For-
mula (3.3.5). Please note however that the sum defining αx now contains an infinite
number of nonzero terms. Take the following lemma for granted:
Lemma 7. 1) P-almost surely, the time αx is finite for any x > 0, and αx goes to 0 when
x goes to −∞,
2) The law of (αx, STx ,NTx) under Pv converges to that under P when v → 0+.
See the next subsections for its proof. The first part enables us to define a process
(Xt, X˙t)t>0 on C∗ by{
X˙t = e
STxNTx(e−2STx (t− αx))
Xt =
∫ t
αx
X˙udu
, for any t, x such that t ≥ αx.
This construction is coherent. We call Pc∗0+ its law on C∗.
Under Pc∗0+ , the instant τu := αln(u) is the instant of the first bounce with speed greater
than u. It is positive and converges a.s. to 0 when u goes to 0. Besides, the law of
STlnu − lnu is equal to m, because by spatial stationarity, P ◦ Θlnu = P. Now, take
x = ln u and t ≥ τu in the formula above. It follows that under Pc∗0+ , the law of ln(X˙τu/u) is
m, and that conditionally on X˙τu = v, the process (Xτu+t, X˙τu+t)t≥0 has law Pcv. We leave
to the reader the verification that it is also independent of (Xs, X˙s)0<s<τu . Hence the law
Pc∗0+ satisfies conditions (∗) and (∗∗).
The second part of the lemma proves that for any fixed u > 0, the joint law of τu and
(Xτu+t, X˙τu+t)t≥0 under Pcv converges to that under Pc∗0+, as laws on C. This proves the
theorem, in its weak version.
Finally, all we have to do is to prove the lemma. Thanks to simple arguments, we
can suppose x = 0. For the first part of the lemma, we even can simply prove that α0
is P−a.s. finite. Finally, note that under P, we have almost surely T0 = 0 and hence
α0 = A(Θ0(S,N )) = A(S,N ).
This proof will be based on a more explicit description of the spatially stationary
measures P and P1. We must distinguish between critical and supercritical cases.
3.3.2 Proof of Lemma 7 in the supercritical case
Throughout this section we suppose that c > ccrit. Therefore the drift µ = P1(S1 − S0) =
pi√
3
+ ln c is strictly positive. We propose a construction of P based on the introduction of
a temporally stationary measure on Ω. If one just considers the first coordinate, this is a
construction of the law of the spatially stationary random walk P1, using the temporally
stationary random walk.
3.3. Entering with zero velocity 89
First, let us define this temporally stationary random walk. Introduce P0, law of the
random walk (Sn)n∈Z indexed by Z, where S0 = 0 and (Sn+1−Sn)n∈Z is i.i.d with common
law that of the generic step. Then write Px for the law of (x+ Sn)n∈Z under P0, and set
Pλ =
∫
R
Pxdx.
This σ-finite measure is (temporally) stationary, that is the law of (Sk+n)n∈Z under Pλ is
Pλ, for any k ∈ Z. This term “law” has to be understood in a generalized sense, that is
in settings where we allow the laws to be not only probability measures but also σ-finite
measures. We call this generalized process of law Pλ the (temporally) stationary random
walk.
Now start again the same construction, but with adding the second coordinate. We first
recall that under Pv and for n ≥ 0, (Sn+1,Nn+1) is measurable with respect to (Sn,Nn);
we have (Sn+1,Nn+1) = F (Sn,Nn), where F is a deterministic functional. For n ≤ 0,
consider Πnx for the law of (Sk,Nk)k≥n, where Nn d= Pc1, Sn = x− ln(V−n(Nn)) (recall that
V−n(Nn) denotes the velocity of the particle after the (−n)−th bounce), and the sequence
(Sk,Nk)k>n is given by (Sk,Nk) = F k−n(Sn,Nn).
It should be clear that the laws Πnx, n ≤ 0, are compatible. Kolmogorov’s existence
theorem entails the existence of Πx, the law on Ω under which (Sk,Nk)k≥n has law Πnx for
any n ≤ 0. Then we just define Πλ by
Πλ :=
∫
Πydy.
Again, this is a σ-finite (temporally) stationary measure. Besides, the law of the first
coordinate S under Πλ is Pλ.
Now, consider the event {Tx = n}, for x ∈ R and n ∈ Z. It should be clear that its
probability under Pλ is independent of x and n. The following lemma gives its value and
states a link between Πλ and P, as well as between Pλ and P
1 (recall Remark 1 after
Corollary 7 for the introduction of the law of the spatially stationary random walk, P1).
Lemma 8. Suppose c > ccrit.
1) We have Pλ(T0 = 0) = Πλ(T0 = 0) = µ ∈ (0,∞).
2) We have P1(·) = Pλ(·|T0 = 0) and P(·) = Πλ(·|T0 = 0).
Proof. Recall that µ = P1(S1−S0) = pi√3 +ln c is strictly positive and finite. We still write
(Hn)n≥0 for the (strictly) ascending ladder height process of the sequence (Sn)n≥0. Its drift
µH = P1(H1 −H0) is also strictly positive and finite. A result of Woodroofe [42] and Gut
[17] states that, for any y > 0, we have
1
µH
P0(H1 > y) =
1
µ
P0
(
inf
n≥1
Sn > y
)
. (3.3.7)
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The calculation below follows:
Πλ(T0 = 0) = Pλ(T0 = 0)
=
∫ ∞
0
dxPx
(
sup
n≤−1
Sn < 0
)
=
∫ ∞
0
dxP0
(
inf
n≥1
Sn > x
)
= µ
∫ ∞
0
dx
µH
P0(H1 > x)
= µ,
where we used a symmetry property in the third line. As µ ∈ (0,∞) we can condition the
infinite measure on the event {T0 = 0} to get the probability measure
Πλ(·|T0 = 0) := 1
µ
Πλ(·1T0=0).
We leave to the reader the simple verification that this measure on Ω is spatially stationary
in the sense of Definition 5 and is projected on the measureQ on Ω+. Thus it must coincide
with P, by Corollary 7.
We may now prove Lemma 7. For Lemma 7.1), recall that we should prove that the
sum A(S,N ) is finite P-a.s.
We start by proving that it is finite Πx-almost surely, for a fixed x. Under Πx, the
sequence (ζ1(Nk))k∈Z is i.i.d with law that of ζ1 under Pc1. Using the Borel-Cantelli lemma
and estimate (3.2.3), we get that there are Πx-a.s. only a finite number of k > 0 such
that ζ1(N−k) is bigger than exp(
√
k). On the other hand, the sequence (S−k)k≥0 under
Πx is a simple random walk, with an almost sure linear decay. Hence, the sum A(S,N ) is
finite Πx-a.s. It follows that it is also finite Πλ-almost surely (by integration) and P-almost
surely (by conditioning on a nontrivial event).
For Lemma 7.2), we need to prove the weak convergence of the law of (α0, ST0 ,NT0)
under Pv to that under P, when v → 0+. We start by introducing another notation,
αx,y := αy − αx =
∑
Tx≤n<Ty
V −2n ζ1(Nn) , for x < y.
It is clear that under P, as well as under Pv, we have almost surely αx →
x→−∞
0 and
αx,y →
x→−∞
αy. We also have a uniform convergence result: the law of the time αx under Pv
converges in probability to 0 when x goes to −∞, uniformly on v, in the following sense:
∀ε > 0,∀η > 0,∃x0, ∀x ≤ x0, ∀v > 0, Pv(αx ≥ ε) ≤ η. (3.3.8)
Indeed, for any given ε > 0 and η > 0, we may choose y0 such that m([0, y0]) ≥ 1− η.
Now, take v > 0. If v > exp(x), then αx = 0, and there is nothing to prove. We suppose
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v ≤ exp(x). From a scaling property, for any y ≥ 0, we have
Pv(αx ≥ ε) = Pvey(αx+y ≥ εe2y)
≤ Pvey(αx+y ≥ ε).
Besides, under Pvey , we have Tln v = 0 and thus αx+y = αln v,x+y. Hence, we have
Pv(αx ≥ ε) ≤
∫
R+
m(dy)Pvey(αln v,x+y ≥ ε)
≤ η +
∫
[0,y0]
m(dy)Pvey(αln v,x+y0 ≥ ε)
≤ η +
∫
R+
m(dy)Pvey(αln v,x+y0 ≥ ε)
≤ η +P(αln v,x+y0 ≥ ε)
≤ η +P(αx+y0 ≥ ε),
where the next to last line is a disintegration formula for P at time Tln v (recall that the
law of STln v − v under P is m). Now, for x small enough, and uniformly on v, we get
Pv(αx ≥ ε) ≤ 2η. The uniform convergence result is proved.
We are ready to tackle the proof of Lemma 7.2). It is enough to prove the convergence
of the expectation Pv(f(ST0 ,NT0), α0 ≥ a) to P(f(ST0 ,NT0), α0 ≥ a) for any continuous
functional f : R× C → [0, 1] and any a > 0.
But Corollary 7 induces the convergence of the law of (αx,0, ST0 ,NT0) under Pv to that
under P. It follows that Pv(f(ST0 ,NT0), αx,0 ≥ a) goes to P(f(ST0 ,NT0), αx,0 ≥ a) when v
goes to 0, which in turn goes to P(f(ST0 ,NT0), α0 ≥ a) when x goes to −∞. As α0 ≥ αx,0
for any x, it follows
lim inf
v→0
Pv(f(ST0 ,NT0), α0 ≥ a) ≥ P(f(ST0 ,NT0), α0 ≥ a). (3.3.9)
On the other hand, for any η > 0, choose ε > 0 such that P(α0 ∈ [a − ε, a[) ≤ η,
and then choose x, given by the uniform convergence (3.3.8), such that for any v > 0,
Pv(αx ≥ ε) ≤ η. Then, considering the inequality
Pv(f(ST0 ,NT0), α0 ≥ a) ≤ Pv(f(ST0 ,NT0), αx,0 ≥ a− ε) +Pv(f(ST0 ,NT0), αx ≥ ε)
and taking the lim sup, we get
lim sup
v→0
Pv(f(ST0 ,NT0), α0 ≥ a) ≤ P(f(ST0 ,NT0), αx,0 ≥ a− ε) + η
≤ P(f(ST0 ,NT0), α0 ≥ a) + 2η.
This together with (3.3.9) gives the desired result. Lemma 7 is proved, in the supercritical
case.
We finish this subsection with a corollary of Lemma 8.
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Corollary 8. Under P1 and conditionally on S0 = x ≥ 0, the sequence (−S−n)n≥0 has the
law of the random walk starting from −x and conditioned to stay positive at times n ≥ 1.
Proof. Under Pλ and conditionally on S0 = x, the sequence (−S−n)n≥0 has the law of the
random walk starting from −x. The event {T0 = 0}, which is also equal to the event
{S0 > 0,∀n < 0, Sn < 0}, has a positive and finite probability when x ≥ 0. The expression
of P1 given in Lemma 8 directly implies the corollary.
3.3.3 Proof of Lemma 7 in the critical case
In the critical case, we certainly can define Pλ and Πλ as before, but under these measures
the time T0 is almost surely equal to −∞. Lemma 8 thus fails, and so does the previous
construction of P1 and P.
However, an “analogue of Corollary 8” will stay true and induce another construction
of the law of the spatially stationary random walk P1. We will then use it to prove again
the P−almost sure finiteness of α0, and Lemma 7 will follow from the same arguments as
before. Throughout this section we assume c = ccrit.
The spatially stationary random walk in the critical case.
In order to formulate the “analogue of Corollary 8”, we need to define the “random walk
conditioned to stay positive” for a random walk with null drift, for which the event of
staying positive for all positive times has probability 0. This is done in [6]. We recall it
here briefly.
Write as usual Px for the law of the random walk starting from position x. If you write
(Dn)n≥0 for the strictly descending ladder height process (defined in the exact similar way
as the strictly ascending ladder height process, and also equal to the opposite of the strictly
ascending ladder height process of Ŝ := −S) , the renewal function h is defined by
h(x) :=
∞∑
k=0
Px(Dk ≥ 0).
In particular h is non-decreasing, right-continuous, and we have h(0) = 1 and h(x) = 0 for
x < 0. The renewal function is invariant for the random walk killed as it enters the negative
half-line. It enables us to define the process conditioned on never entering (−∞, 0), thanks
to a usual h−transform, in the sense of Doob. That is, the law of this process starting
from x > 0, written P ↑0x , is defined by
P ↑0x (f(S)) =
1
h(x)
Px(f(S)h(Sn), inf
k≤n
Sk ≥ 0) (3.3.10)
for any f(S) = f(S0, ..., Sn) functional of the n first steps. For any a ∈ R and x > a, we
also write P ↑ax for the law of the random walk starting from x > a and conditioned on
never entering (−∞, a), defined in the exact same way, by
P ↑ax (f(S)) =
1
h(x− a)Px(f(S)h(Sn − a), infk≤nSk ≥ a) (3.3.11)
3.3. Entering with zero velocity 93
for any f(S) = f(S0, ..., Sn) functional of the n first steps. The only other thing we will
need to know about h is the following sub-additive inequality, which is a consequence of a
Markov property:
h(x+ a)− h(x) ≤ h(a), x, a > 0. (3.3.12)
Recall that µH is the drift of the strictly ascending ladder height process and write p(x, y)
for the transition densities of the random walk. The following proposition gives a disinte-
gration description of the spatially stationary random walk, which is very similar to that
of the spatially stationary Le´vy process introduced by Bertoin and Savov in [7].
Proposition 4. The measure ν(dxdy) := 1
µH
p(0, x + y)1x≥0,y≥0h(x)dxdy is a probability
law. The law of P1 is determined by:
• Under P1, (−S−1, S0) has the law ν.
• Conditionally on −S−1 = x and S0 = y, the processes (−S−n−1)n≥0 and (Sn)n≥0 are
independent, the law of (−S−n−1)n≥0 is P ↑0x , that of (Sn)n≥0 is Py.
The measure ν is nothing other than the stationary joint law of the overshoot and the
undershoot. The proof of this theorem will last until the end of the subsection. As a
preliminary, we introduce a crucial though rather simple lemma.
Lemma 9. For any 0 ≤ a ≤ x, we have:
P ↑0x (inf
n≥0
Sn ≥ a) = h(x− a)
h(x)
(3.3.13)
P ↑0x (·| inf
n≥0
Sn ≥ a) = P ↑ax (·). (3.3.14)
Proof. The event {infk≥0 Sk ≥ a} is the limit of the events {inf0≤k≤n Sk ≥ a}, further
P ↑0x ( inf
0≤k≤n
Sk ≥ a)
=
1
h(x)
Px(h(Sn), inf
0≤k≤n
Sk ≥ a)
=
1
h(x)
Px(h(Sn − a), inf
0≤k≤n
Sk ≥ a) + 1
h(x)
Px(h(Sn)− h(Sn − a), inf
0≤k≤n
Sk ≥ a).
The first term of the sum is equal to h(x−a)
h(x)
because the function h(·−a) is invariant for the
random walk killed when hitting (−∞, a). The second term is positive and bounded from
above by h(a)
h(x)
Px(inf0≤k≤n Sk ≥ a), which goes to 0 when n goes to +∞. This proves equa-
tion (3.3.13). Then (3.3.14) is straightforward: Indeed, for f(S) = f(S0, ..., Sn) functional
of the n first steps, we have:
P ↑0x (f(S)| inf
k≥0
Sk ≥ a) = 1
P ↑0x
(
inf
k≥0
Sk ≥ a
)P ↑0x (f(S)P ↑0Sn (infk≥0Sk ≥ a
)
, inf
0≤k≤n
Sk ≥ a
)
=
h(x)
h(x− a) .
1
h(x)
Px
(
f(S)h(Sn)
h(Sn − a)
h(Sn)
, inf
0≤k≤n
Sk ≥ a
)
= P ↑ax (f(S)).
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Now, recall that the invariance property of h states that, for any x ≥ 0, we have
h(x) = Px(h(S1)1S1≥0).
Define h by h(x) := Px(h(S1), S1 ≥ 0) for any real number x. Thus for x ≥ 0, h and h
coincide, but for x < 0 they certainly don’t. This enables to define the law P ↑0x of the
random walk starting from x and conditioned on never hitting the negative half-line at
times n ≥ 1, by the formula:
P ↑0x (f(S)) =
1
h(x)
Px(f(S)h(Sn), inf
1≤k≤n
Sk ≥ 0) (3.3.15)
for any functional f(S) = f(S0, ..., Sn). This is consistent with our previous notations, and,
for y < x, we have
P ↑0x (·) = P ↑yx (·| inf
n≥1
Sn ≥ 0).
We leave to the reader the verification that formula (3.3.13) can be generalized to
P ↑yx (inf
n≥1
Sn ≥ a) = h(x− a)
h(x− y) (3.3.16)
with the only requirement y < a.
The following lemma is a result of straightforward calculations that we leave to the
interested reader.
Lemma 10. Write ν− (resp. ν+) for the first (resp. second) marginal of ν. These measures
on R+ are given for x, y > 0, by
ν−(dx) =
1
µH
h(x)P0(S1 ≥ x)dx.
ν+(dy) =
1
µH
h(−y)dy.
Moreover,
P−ν−(S1 ∈ dy|S1 ≥ 0) = ν+(dy)
P ↑0−ν+(dx) = ν−(dx),
where we have written P−ν−(...) for
∫
P−x(...)ν−(dx) and P−ν+(...) for
∫
P−x(...)ν+(dx).
This lemma should make the introduction of the measure ν in the theorem more trans-
parent. It indeed gives us two alternative ways of defining the measure P1. First, take
S0 distributed according to ν+ and, conditionally on S0 = y, take (Sn)n≥0 of law Py and
(−S−n)n≥0 independent and of law P ↑0−y (in the sense defined just before). Second, take
−S−1 distributed according to ν− and, conditionally on S−1 = −x, take (Sn−1)n≥0 of law
P−x conditioned on having a first jump no smaller than x, and (−S−n−1)n≥0 independent
and of law P ↑0x .
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Proof of the proposition. We need to prove three things, the fact that ν is a probability
measure (that is, has mass one), the fact that P1 is spatially stationary, and the equality
P1+ = Q. We start with the spatial stationarity. Fix a > 0. We should prove that
S = (Sn)n∈Z and R := Θa(S) = (STa+n − a)n∈Z have the same law under P1.
We introduce the notation La for the instant of the last passage under level a for the
process S. Besides, observe that Ta is also equal to the instant of the last passage under
level a for the process (−R−n)n≥0. Suppose that we proved that ((Ta,−R−n)0≤n≤Ta) has the
same law as the process (La, (Sn)0≤n≤La) under P
↑0
−ν+ . Then, conditionally on −R−Ta = z,
it is clear that the process (−R−n−Ta)n≥0 = (a− S−n)n≥0 is independent of (−R−n)0≤n≤Ta
and follows the law P ↑az . Besides, for a process S under P
↑0
−ν+ , conditionally on SLa = z, the
process (Sn+La)n≥0 is independent from (Sn)0≤n≤La and follows the law P
↑a
z . This altogether
proves that the process (−R−n)n≥0 follows the law P ↑0−ν+ . Finally, from a Markov property,
it is clear that given R0 = y, the process (Rn)n≥0 is independent of (Rn)n≤0 and follows
the law Py, thus the law of (Rn)n∈Z is P1.
Hence, the only thing we still need to prove is the following duality property 3: the
variable (Ta, (−R−n)0≤n≤Ta) has the same law as the variable (La, (Sn)0≤n≤La) for a process
S of law P ↑0−ν+ . Fix n ≥ 0 and f : Rn+1 → R a positive continuous functional. We should
prove the following equality:
P1(f((−R−k)0≤k≤n)1Ta=n) = P ↑0−ν+(f((Sk)0≤k≤n)1La=n).
The case n = 0 is particular and follows from this calculation:
P ↑0−ν+(−S0 ∈ dx, La = 0) = P ↑0−x(infk≥1Sk ≥ a)ν+(dx)
=
1
µH
h(−x)h(−a− x)
h(−x) dx
= ν+(a+ dx) = P
1(R0 ∈ dx, Ta = 0).
In the case n > 0, we write f˜((Sk)0≤k≤n) := f((a−Sn−k)0≤k≤n), the usual duality property
for random walks stating
Px(f(S)1a−Sn∈dy)dx = Py(f˜(S)1a−Sn∈dx)dy.
We are ready to calculate
P1(f((−R−k)0≤k≤n)1Ta=n)
= P1(f˜((Sk)0≤k≤n)1Ta=n)
=
∫ ∫
(x,y)∈R+×[0,a)
ν+(dy)Py(f˜((Sk)0≤k≤n), Sn − a ∈ dx,∀0 ≤ i < n, Si ≤ a)
=
∫ ∫
R+×[0,a)
1
µH
h(−y)dxP−x(f((Sk)0≤k≤n), a− Sn ∈ dy, ∀0 < i ≤ n, Si ≥ 0)
=
∫ ∫
R+×[0,a)
dx
µH
P−x(f((Sk)0≤k≤n)h(Sn), a− Sn ∈ dy, ∀0 < i ≤ n, Si ≥ 0) h(−y)
h(a− y) .
3. This property also finds its analogue in [7], in their Theorem 2.
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Using then (3.3.15) and (3.3.16), we get
P1(f((−R−k)0≤k≤n)1Ta=n)
=
∫ ∫
R+×[0,a)
ν+(dx)P
↑0
−x(f((Sk)0≤k≤n), a− Sn ∈ dy)P ↑0a−y(inf
k≥1
Sk ≥ a)
=
∫
R+
ν+(dx)P
↑0
−x(f((Sk)0≤k≤n), Sn < a, inf
k>n
Sk ≥ a)
= P ↑0−ν+(f((Sk)0≤k≤n)1La=n).
The measure P1 is thus spatially stationary.
Now the two facts that ν has mass one and that P1+ = Q both follow from the equality
h(−y) = P0(H1 ≥ y)
for y ≥ 0 (recall that H is the strictly ascending ladder height process). Fix some y ≥ 0.
We already know from (3.3.16) that h(−y) = P ↑00 (infn≥0 Sn ≥ y), thus we should prove
P0(H1 ∈ dy) = P ↑00 (inf
n≥0
Sn ∈ dy). (3.3.17)
This will be a consequence from another duality argument. Write Tinf for the instant when
S hits its minimum on times n ≥ 1. Write T˜1 := inf{n > 0, Sn > S0} (so that ST˜1 = H1).
Then (Sk)0≤k≤T˜1 under P0 and (Sk)0≤k≤Tinf under P
↑0
0 are in duality. Indeed, fix n > 0
and f(S) = f((Sk)0≤k≤n) a positive continuous functional. Write also f˜((Sk)0≤k≤n) :=
f((Sn − Sn−k)0≤k≤n. Then,
P ↑00 (f(S)1{Tinf=n}) = P
↑0
0 (f(S), inf
1≤k≤n−1
Sk > Sn, inf
k≥n+1
Sk ≥ Sn)
= P ↑00 (f(S)P
↑0
x (inf
k≥1
Sk ≥ x)
∣∣∣
x=Sn
, inf
1≤k≤n−1
Sk > Sn)
= P ↑00
( f(S)
h(Sn)
, inf
1≤k≤n−1
Sk > Sn
)
= P0(f(S), inf
1≤k≤n−1
Sk > Sn ≥ 0)
= P0(f˜(S), sup
1≤k≤n−1
Sk < 0, Sn ≥ 0)
= P0(f˜(S), sup
1≤k≤n−1
Sk < 0, Sn > 0)
= P0(f˜(S)1{T˜1=n}).
This duality property implies in particular (3.3.17).
Finiteness of α0 in the critical case.
The only thing we actually need from the last subsection is the fact that under P1 (or,
equivalently, under P), the sequence (−S−n)n≥1 is a random walk conditioned to stay
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positive, with some initial law. The paper [19] gives very precise results about the behavior
of this random walk conditioned to stay positive, and we deduce in particular the following
rough bounds that are sufficient for our purposes:
Lemma 11. For any ε > 0, we have
n−
1
2
+εS−n → −∞ (3.3.18)
when n→∞, P-a.s.
We now work under P and we recall that α0 is then given by
α0 =
∑
n<0
e2Snζ1(Nn).
We write Ln := e
2Snζ1(Nn) for the duration of the arch of index n. We need to transfer the
results about the behavior of (S−n) to results about the behavior of (L−n). This is made
possible by the following lemma:
Lemma 12. 1) Under P and conditionally on a realization (Sn)n∈Z = (sn)n∈Z, the variables
(Ln)n∈Z are mutually independent, and the law of Ln is that of ζ1 under Pcexp(sn)(·|V1 =
exp(sn+1)).
2) If u, v ≤ a for some real number a, then
Pcu(ζ1 > ta2|V1 = cv) ≤
16
√
2
3
√
pi
t−
3
2 . (3.3.19)
Proof. The result of the first part is easy for (Ln)n≥0, and we get the result for (Ln)n∈Z by
spatial stationarity.
For the second part, observe that the law of the couple (ζ1, V1) under Pcu is known (see
Lemma 4, Formulas (3.2.1) and (3.2.2)). Thus, we get explicitly:
1
ds
Pcu (ζ1 ∈ ds|V1 = cv) =
√
2(u3 + v3)
s2u
1
2v
1
2
exp(−2v
2 − uv + u2
s
)
∫ 4uv
s
0
e−
3θ
2
dθ√
piθ
.
Provided that we take u, v ≤ a we get
1
ds
Pcu (ζ1 ∈ ds|V1 = cv) ≤
2
√
2a3
s2u
1
2v
1
2
∫ 4uv
s
0
dθ√
piθ
≤ 8
√
2√
pi
a3s−
5
2 .
Integrating this inequality between ta2 and +∞ gives (3.3.19).
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The P-almost sure finiteness of α0 follows straightforwardly. Write
An = e
Sn ∨ e
Sn+1
c
,
and, for n > 0, write En for the event
L−n ≥ n A2−n.
The lemma states that the probability of En is bounded above by a constant times n
− 3
2 .
Hence only a finite number of En occur, almost surely. This together with (3.3.18) gives
that the (L−n)n≥0 are summable, almost surely. This shows the P-almost sure finiteness
of A(S,N ) and concludes the proof.
3.4 Appendix
The appendix is devoted to the proof of the technical lemma 5.
First notice that the uniqueness is immediate. Consider P and P ′ two probabilities
satisfying the conditions of Lemma 5. Then for any real x, we have (P ◦ Θx)+ = P+ =
Q = (P ′ ◦Θx)+. It follows P = P ′.
The key point is the construction of the probability P , which will be a consequence of
Kolmogorov existence theorem. First, note that we have Θx ◦Θy = Θx+y for any x, y reals.
Take x > 0. On the one hand, from (Pv ◦Θ0)+ ⇒ Q, we deduce (Pv ◦Θ0)+ ◦Θx ⇒ Q ◦Θx.
On the other hand, we have
(
(Pv ◦Θ0)+◦Θx
)
+
= (Pv ◦Θx)+ ⇒ Q. Thus the laws (Q◦Θx)+
and Q are identical for any x > 0.
For x1 < ... < xn reals, we define first Y
x1 as a variable of law Q on Ω, then Y xi
by Y xi = (Θxi−x1(Y
x1))+, so that Yxi also has law Q. We write Q
x1,...,xn for the law
of (Y x1 , ..., Y xn) obtained in that way, on Ωx1,...xn . These laws are compatible. Thus
Kolmogorov’s theorem tells that there exists a law Q on ΩR such that the finite dimensional
marginals of Q on say x1, ..., xn is equal to Q
x1,...,xn .
Let (Zx)x∈R be with law Q. Then, define a random variable Y = (Y (k))k∈Z on Ω by
Y (k) := lim
a→∞
Θa(Z
−a)(k).
This definition requires some explanation. First, Q(Ta(Z
−a) ≥ −k) = Q(Ta(Z0) ≥ −k)
converges to 1 when a goes to +∞. Thus a.s. for some a we have Ta(Z−a) ≥ −k and then
Θa(Z
−a)(k) 6= −∞. But for any x > a, we have:
Θa(Z
−a)(k) = Θa((Θx−a(Z−x))+)(k)
= Θa ◦Θx−a(Z−x)(k) = Θx(Z−x)(k),
where we can drop the index + at the second equality because we are on the event
Ta(Z
−a) ≥ −k. Thus for each k the family (Θa(Z−a)(k))a≥0 is constant as soon as it
leaves −∞, and the limit is well-defined.
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Observe that the random variable Y satisfies the conditions
lim
k→−∞
Y 1(k) = −∞, lim sup
k→+∞
Y 1(k) = +∞.
Its probability law P on Ω not only satisfies P+ = Q, it is also spatially invariant: Indeed,
for any x, the variable Θx(Y ) has law P ◦Θx and is given by
Θx(Y )(k) = lim
a→∞
Θx+a(Z
−a)(k) = lim
a→∞
Θa(Z
−a−x)(k).
But it is obvious that the family (Za−x)a∈R also has law Q, hence Θx(Y ) has law P .
Finally, we still have to prove Pv ◦ Θx ⇒ P . Take f any positive bounded continuous
functional depending on a finite number of variables ωt1 , ...ωtn , with t = t1 < ... < tn, so
that f((ωs)s∈Z) = f((ωs)s≥t). We suppose without loss of generality t < 0. Observe that
under the probability Pv ◦ Θx or under P , we have T0 = 0, and the events T−y ≤ t and
Ty ◦Θ−y > −t coincide, almost surely. Observe also Q(Ty ≤ −t)→y→∞ 0. Then,
Pv ◦Θx(f((ωs)s≥t)1T−y<t) = Pv ◦Θx−y(f ◦Θy((ωs)s≥t), Ty > −t)
= (Pv ◦Θx−y)+(f ◦Θy((ωs)s≥t), Ty > −t)
→
v→0+
Q(f ◦Θy((ωs)s≥t), Ty > −t)
= P (f ◦Θy((ωs)s≥t), Ty > −t)
= P (f((ωs)s≥t), T−y < t),
where we get the second line because the functional 1Ty>−tf ◦Θy((ωs)s≥t) does not depend
on (ωn)n<0, and where we obtain the last line thanks to the translation Θ−y. Besides, we
have:
|Pv ◦Θx(f((ωs)s≥t)1T−y<t)− Pv ◦Θx(f((ωs)s≥t))| ≤ sup(f)Pv ◦Θx(1T−y≥t)
= sup(f)Pv ◦Θx−y(1Ty≤−t)
→v→0+ sup(f)Q(1Ty≤−t)→y→∞ 0,
and in the same way
P (f((ωs)s≥t), T−y < −t) −→y→∞ P (f((ωs)s≥t)).
This is enough to deduce
Pv ◦Θx(f((ωs)s≥t)→ P (f((ωs)s≥t)).
The law Pv ◦Θx does converge weakly to P .
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Abstract
A particle subject to a white noise external forcing moves like a Langevin process.
Consider now that the particle is reflected at a boundary which restores a portion
c of the incoming speed at each bounce. For c strictly smaller than the critical
value ccrit = exp(−pi/
√
3) the bounces of the reflected process accumulate in a
finite time. We show that nonetheless the particle is not necessarily absorbed
after this time. We define a “resurrected” reflected process via its Ito¯ excursion
measure and study some of his properties. The resurrected reflected process is
also characterized as the unique solution of the stochastic differential equation
describing the model.
Re´sume´
Une particule soumise a` une force exte´rieure de type bruit blanc se comporte
comme un processus de Langevin. Conside´rons maintenant que la particule est
re´fle´chie sur une barrie`re qui, a` chaque rebond, lui restitue une portion c de
sa vitesses incidente. Pour c strictement infe´rieur a` la valeur critique ccrit =
exp(−pi/√3), les rebonds du processus re´fle´chi s’accumulent presque suˆrement en
temps fini. Nous montrons que ne´anmoins la particule n’est pas ne´cessairement
absorbe´e en cet instant. Nous de´finissons un processus re´fle´chi “ressuscite´” par
l’interme´diaire de sa mesure d’excursion d’Ito¯ et e´tudions certaines de ses pro-
prie´te´s. Le processus re´fle´chi ressuscite´ est aussi caracte´rise´ comme e´tant l’unique
solution de l’e´quation diffe´rentielle stochastique de´crivant le mode`le.
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4.1 Introduction
Consider a particle in a one-dimensional space, submitted to a white noise external forcing.
Its velocity is then well-defined and given by a Brownian motion, while its position is given
by a so-called Langevin process. We refer to Lachal [26] for a detailed account about
this process. Further, suppose it is constrained to stay in [0,+∞) by a boundary at 0
characterized by an elasticity coefficient c ≥ 0. That is, the boundary restores a portion
c of the incoming velocity at each bounce, and the equation of motion that we consider is
the following:
(SOR)

Xt = X0 +
∫ t
0
X˙sds
X˙t = X˙0 +Bt − (1 + c)
∑
0<s≤t X˙s−1Xs=0,
where B is a standard Brownian motion and (X0, X˙0) is the initial condition. This stochas-
tic differential equation is nice outside the point (0, 0), as just after a time t such that
(Xt, X˙t) 6= (0, 0), there is an obvious pathwise construction of the solution to the SDE.
However there is a tough problem at (0, 0). Indeed, consider the deterministic analogue to
theses equations, where the white noise force is replaced by a deterministic force. There
exists an old literature on the subject (see Ballard [2] for a vast review). In 1960 Bressan
[9] already pointed out that multiple solutions may occur, even when the force is C∞. It
appears that the introduction of a white noise allows to get back in a certain sense a weak
uniqueness. We refer to [5] (see also [4], [21]) for the particular case c = 0.
In Chapter 3, we have shown for c > 0 the existence of two different regimes, the critical
elasticity being ccrit := exp(−pi/
√
3). It is critical in the sense that for c ≥ ccrit, starting
from any initial condition (x, u), the process will never hit (0, 0), while for c < ccrit the
process will hit it in a finite time. In other words, for c ≥ ccrit there is almost surely no
accumulation of bounces, while for c < ccrit there is almost surely accumulation of bounces
in finite time.
We refer to Chapter 3 for the study of the super-critical and critical regimes, while we
study here the sub-critical regime c < ccrit. Then the hitting time of (0, 0), written ζ∞,
is finite almost surely. We write Pcx,u for the law of the reflected Langevin process killed
at time ζ∞, and Pct for the associated semigroup. We will devote ourselves to prove the
existence of a unique recurrent extension to this process that leaves (0, 0) continuously.
We point out that this model was encountered by Bect in his thesis ([3], section III.4.B).
He observed the existence of the critical elasticity and asked several questions on the
different regimes. We answer to all of them.
In this work we will be largely inspired by a paper of Rivero [35], in which he studies the
recurrent extensions of a self-similar Markov process with semigroup Pt. Briefly, first, he
recalls that recurrent extensions are equivalent to excursion measures compatible with Pt -
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thanks to Ito¯’s program - and more concisely to the entrance laws of these excursion mea-
sures. Then a change of probability allows him to define the Markov process conditioned
on never hitting 0, where this conditioning is in the sense of Doob, via an h−transform. An
inverse h−transform on the Markov process conditioned on never hitting zero and starting
from 0 then gives the construction of an entrance law, and thus of an excursion measure.
We will not recall it at each step throughout the paper, but a lot of parallels can be made.
Here, it is the two dimensional Markov process (X, X˙) that we consider, and a random
walk (Sn)n∈N constructed from the velocities at bouncing times that will be introduced in
the Preliminaries.
At the end of the short preliminaries we will give an estimate of the tail of the variable
ζ∞ under Pc0,1. In the next section we introduce a change of probability and an h−transform
in order to define P˜x,u, law of a process which can be viewed as the reflected Langevin
process conditioned on never being absorbed. We then show in Subsection 4.3.2 that this
law has a weak limit P˜0+ when (x, u) goes to (0, 0), using the same method that was used
in Chapter 3 to show that for c > ccrit, the laws Pc0,u have the weak limit Pc0+ when u goes
to zero. All this Section can be seen as a long digression to prepare the construction of
the excursion measure in Section 4.4. This construction – similar to that of the excursion
measure of Brownian motion involving the law of a Bessel(3) process – gives the unique
excursion measure compatible with the semigroup Pct . We call resurrected Langevin process
the corresponding recurrent extension. Finally, we prove that this is the (weakly) unique
solution to (SOR) when the starting position is (0, 0).
4.2 Preliminaries
We largely use the same notations as in Chapter 3. For the sake of simplicity, we use
the same notation (say P ) for a probability measure and for the expectation under this
measure. We will even authorize ourselves to write P (f, A) for the quantity P (f1A), when
f is a measurable functional and A an event. We introduce D = ({0} × R∗+) ∪ (R∗+ × R)
and D0 := D ∪ {(0, 0)}. Our working space is C, the space of ca`dla`g trajectories (x, x˙) :
[0,∞)→ D0, which satisfy
x(t) = x(0) +
∫ t
0
x˙(s)ds.
That space is endowed with the σ−algebra generated by the coordinate maps and with
the topology induced by the following injection:
C → R+ × D
(x, x˙) 7→ (x(0), x˙),
where D is the space of ca`dla`g trajectories on R+, equipped with Skorohod topology.
We denote by (X, X˙) the canonical process and by (Ft, t ≥ 0) its natural filtration,
satisfying the usual conditions of right continuity and completeness. We call the first
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hitting time of zero, for the process X, ζ1 := inf{t > 0, Xt = 0}. More generally, the
sequence of the successive hitting times of zero (ζn)n≥1 is defined recursively by ζn+1 :=
inf{t > ζn, Xt = 0}. We write (Vn)n≥1 := (X˙ζn)n≥1 for the sequence of the velocities of
the process at these hitting times (that is the outgoing velocity, recall that we work with
right-continuous processes). Recall that Pcx,u stands for the law of the reflected Langevin
process, starting from position x, velocity u, and killed at time ζ∞, which is defined by
ζ∞ := inf{t > 0, Xt = 0, X˙t = 0},
and which coincides almost surely 1 with sup ζn. When X is a reflected Langevin process,
we call reflected Kolmogorov process the two dimensional process (X, X˙). It is a Markov
process, killed at ζ∞, its hitting time of (0, 0). When the starting position is 0, we will also
write Pcu for Pc0,u, and we will then note ζ0 = 0 and V0 = X˙0.
An easy application of the scaling property (see Chapter 3) shows that under Pcu, the
sequence
(
ζn+1 − ζn
V 2n
,
Vn+1
Vn
)
n≥0
is i.i.d. and of law independent of u. This law has been
calculated by McKean ([31]) and is given by:
1
dsdv
Pc1 ((ζ1, V1/c) ∈ (ds, dv)) =
3v
pi
√
2s2
exp(−2v
2 − v + 1
s
)
∫ 4v/s
0
e−
3θ
2
dθ√
piθ
. (4.2.1)
In particular, the sequence Sn := ln(Vn) is a random walk. For the critical value ccrit =
exp(−pi/√3), its drift is Pccrit1 (S1 − S0) = 0. In this paper we lie in the subcritical case
c < ccrit. Then the drift of the random walk, given by
Pc1(S1 − S0) = ln(c/ccrit),
is negative (see again Chapter 3). A thorough study allows to not only deduce the finiteness
of ζ∞, but also estimate its tail:
Lemma 13. We have
Pc1 (V x1 ) =
cx
2 cos(x+1
3
pi)
for x < 1/2. (4.2.2)
There exists a unique k = k(c) in (0, 1/4) such that Pc1
(
V 2k1
)
= 1, and
Pc1(ζ∞ > t) ∼
t→∞
C1t
−k, (4.2.3)
where C1 = C1(c) ∈ (0,∞) is a constant depending only on c, given by
C1 =
Pc1
(
ζk∞ − (ζ∞ − ζ1)k
)
kPc1(V 2k1 ln(V 21 ))
. (4.2.4)
1. Rigorously, we may use the fact that the continuous part of X˙ is a Brownian motion and thus
uniformly continuous on each compact set, in order to ensure that the hitting time of (0, 0) and sup ζn
coincide almost surely
106
Chapter 4. Langevin processes reflected on a partially elastic
boundary II
In other words, k(c) is given implicitly as the unique solution in [0, 1
4
] of the equation
c =
[
2 cos
(
2k + 1
3
pi
)] 1
2k
. (4.2.5)
The upper bound 1/4 stems from the fact that Pc1
(
V 2k1
)
becomes infinite for k = 1/4. The
value of k(c) converges to 1/4 when c goes to 0, and to 0 when c goes to ccrit, as illustrated
by Figure 4.1. We may notice that Formula (4.2.3) remains true for c = 0 and k = 1/4
(and for c = ccrit and k = 0, in a certain sense).
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Figure 4.1: Graph of the exponent k(c)
Proof. Formula (4.2.2) already appears as Formula 3.2.4 in the proof of Lemma 4 in Chap-
ter 3. The function x 7→ Pc1 (V x1 ) is convex, takes value 1 at x = 0 and becomes infinite at
x = 1/2. Its derivative at 0 is equal to Pc1(S1 − S0) < 0. We deduce that there is indeed a
unique k(c) in (0, 1
4
) such that Pc1
(
V 2k1
)
= 1.
Now, the estimate (4.2.3) will appear as a particular case of an “implicit renewal theory”
result of Goldie [14]. Let us express ζ∞ as the series:
ζ∞ =
∞∑
n=1
ζn − ζn−1
V 2n−1
V 2n−1,
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with V 2n := V
2
1
V 22
V 21
· · · V 2n
V 2n−1
, and where
(
ζn − ζn−1
V 2n−1
,
V 2n
V 2n−1
)
n≥1
is i.i.d. We lie in the setting of
Section 4 of Goldie’s paper [14], and can apply its Theorem (4.1). Indeed, all the following
conditions are satisfied:
Pc1(V 2k1 ) = 1,
Pc1(V 2k1 ln(V 21 )) <∞,
Pc1(ζk1 ) <∞,
the last one being a consequence of the inequality k < 1/4 and the fact that:
Pc1(ζ1 > t) ∼
t→∞
c′t−
1
4 . (4.2.6)
Formula (4.2.6) itself, which was already given as in Lemma 4 in Chapter 3, is a consequence
of a result of Goldman [15]. All this is enough to apply the theorem in Goldie and deduce
the requested result, namely
Pc1(ζ∞ > t) ∼ C1t−k,
where C1 is the constant belonging to (0,∞) defined by (4.2.4).
Next section is devoted to the definition and study of the reflected Kolmogorov process,
conditioned on never hitting (0, 0). This process will be of great use for studying the
recurrent extensions of the reflected Kolmogorov process in Section 4.4.
4.3 The reflected Kolmogorov process conditioned on
never hitting (0, 0)
4.3.1 Definition via an h−transform
Recall that under Pc1, the sequence (Sn)n≥0 = (ln(Vn))n≥0 is a random walk starting from
0, whose law is written P0. The important fact Pc1(V 2k1 ) = 1 implies Pc1(V 2kn ) = 1 for any
n > 0, and can be rewritten P0(θ
Sn) = 1, with θ := exp(2k).
The sequence θSn being a martingale, we introduce the change of probability
P˜0(Sn ∈ dt) = θtP0(Sn ∈ dt).
Under P˜0, (Sn)n≥0 becomes a random walk drifting to +∞. Informally, it can be viewed
as being the law of the random walk Sn under P0 conditioned on hitting arbitrary high
levels.
There is a corresponding change of probability for the reflected Kolmogorov process
and its law Pc1. We introduce the law P˜1 determined by
P˜1(A1ζn>T ) = Pc1(A1ζn>TPc1(V 2kn |FT )),
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for any n > 0, stopping-time T and A ∈ FT . By the strong Markov property we have
Pc1(V 2kn |FT ) = PcXT ,X˙T (V
2k
1 ) on the event {ζn > T},
so that there is the identity
P˜1(A1ζn>T ) = Pc1(A1ζn>TH(XT , X˙T )),
where we have written
H(x, u) := Pcx,u(V 2k1 ).
Note that H(0, u) = u2k. Letting n go to infinity, we get:
P˜1(A1ζ∞>T ) = Pc1(A1ζ∞>TH(XT , X˙T )).
We have H(0, 1) = 1, the function H is harmonic for the semigroup of the reflected
Kolmogorov process, and the process P˜1 is the H−tranform of Pc1, in the sense of Doob.
Under P˜1, the law of the sequence (Sn)n≥0 is P˜0, thus this sequence is diverging to
+∞, and as a consequence the time ζ∞ is infinite P˜1−almost surely. The term 1ζ∞>T in
P˜1(A1ζ∞>T ) is thus unnecessary. We may now define more generally P˜x,u for any starting
position (x, u) as the following H−transform:
Definition 6. Let (x, u) ∈ D be arbitrary. We define P˜x,u as being the unique measure
such that for every stopping-time T we have:
P˜x,u(A) =
1
H(x, u)
Pcx,u(AH(XT , X˙T ), T < ζ∞), (4.3.1)
for any A ∈ FT .
Proposition 5. For any (x, u) ∈ D and t > 0, we have
P˜x,u(A) = lim
s→∞
Pcx,u(A|ζ∞ > s), (4.3.2)
for any A ∈ Ft.
Formula (4.3.2) justifies that we call P˜x,u law of the reflected Kolmogorov process con-
ditioned on never hitting (0, 0). We stress that this definition-proposition is very similar to
Proposition 2 in [35], where Rivero introduces the self-similar Markov process conditioned
on never hitting 0. We also refer to Chapter 2 for a thorough study of other h−transforms
regarding the (free) Kolmogorov process killed at time ζ1. Thereafter we will also write P˜u
for P˜0,u, and we will denote by P˜t the semigroup of this process.
We first prove the following lemma, which is a slight improvement of (4.2.3):
Lemma 14. For any (x, u) ∈ D,
skPcx,u(ζ∞ > s) −→s→∞ H(x, u)C1. (4.3.3)
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Proof. For (x, u) = (0, 1), this is (4.2.3). For x = 0, the rescaling invariance property yields
immediately
skPc0,u(ζ∞ > s) = skPc0,1(ζ∞ > su−2) −→ u2kC1 = H(0, u)C1.
For (x, u) ∈ D, the Markov property at time ζ1 yields
skPcx,u(ζ∞ > s) = Pcx,u(skPc0,V1(ζ∞ > s− ζ1))
−→ Pcx,u(H(0, V1)C1) = H(x, u)C1,
where the convergence holds by dominated convergence. The lemma is proved.
Equation (4.3.2) then results from:
Pcx,u(A|ζ∞ > s) =
1
Pcx,u(ζ∞ > s)
Pcx,u
(
APc
Xt,X˙t
(ζ∞ > s− t), ζ∞ > t
)
−→ 1
H(x, u)
Pcx,u
(
AH(XT , X˙T ), ζ∞ > t
)
= P˜x,u(A).
4.3.2 Starting the conditioned process from (0, 0)
Now that we have introduced P˜, its study will be very similar to that of Pc in the super-
critical case c > ccrit, done in Chapter 3. The similiarity consists in the following facts,
which are true under Pcu as well as under P˜u: the sequence
(
ζn+1 − ζn
V 2n
,
Vn+1
Vn
)
n≥0
is i.i.d.,
we know its law explicitly, and the sequence Sn = ln(Vn) is a random walk with positive
drift. As a consequence, a major part of Chapter 3 can be transcribed mutatis mutandis.
In particular we will get a convergence result for the probabilities P˜u when u goes to zero,
similar to Theorem 3 of Chapter 3.
Under P˜1, the sequence (Sn)n≥0 is a random walk of law P˜0. Its jump distribution has
positive and finite expectation m. The associated strictly ascending ladder height process
(Hn)n≥0, defined by Hk = Snk , where n0 = 0 and nk = inf{n > nk−1, Sn > Snk−1}, is
a random walk with positive jumps. Its jump distribution also has positive and finite
expectation mH ≥ m. The measure
m(dy) :=
1
mH
P˜0(H1 > y)dy. (4.3.4)
is the “stationary law of the overshoot”, both for the random walks (Sn)n≥0 and (Hn)n≥0.
The following proposition holds.
Proposition 6. The family of probability measures (P˜v)v>0 on C has a weak limit when
v → 0+, which we denote by P˜0+. More precisely, write τu for the instant of the first
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bounce with speed greater than u, that is τu := inf{t > 0, Xt = 0, X˙t > u}. Then the law
P˜0+ satisfies the following properties:
(∗)

lim
u→0+
τu = 0.
Conditionally on X˙τu = v, the process (Xτu+t, X˙τu+t)t≥0 is independent of
(Xs, X˙s)s<τu and has law P˜v.
(∗∗) The law of ln(X˙τu/u) is m.
The complete proof of this proposition follows rightly the proof of Theorem 3 in Chap-
ter 3 and takes many pages. The reader can choose between skipping this proof and go
directly to Proposition 7, or read Chapter 3 if (s)he wants to understand the complete
proof, or just read the following for an overview of the ideas of the proof, with details given
only when significantly different from that in Chapter 3.
Call P˜m the law of the random walk (Sn)n≥0 such that the law of the r.v S0 is m, and
(Sn−S0)n≥0 has law P˜0 and is independent from S0. That is, we allow the starting position
to be nonconstant and distributed according to m. The reason for the introduction of these
laws is the renewal theory. Call Ty(S) the hitting time of (y,∞) for the random walk S
starting from x < y. This theory states that the law (under P˜x) of (Sn+Ty−y)n≥0 converges
to P˜m when x goes to −∞. Now, for a process indexed by I an interval of Z, we define a
spatial translation operator by Θspy ((Sn)n∈I) = (Sn+Ty − y)n∈I−Ty . We get that under P˜x
and when x goes to −∞, the translated process Θspy (S) converges to a process called the
“spatially stationary random walk”, a process indexed by Z which is spatially stationary
and whose restriction to N is P˜m (see Chapter 3). We write P˜ for the law of this spatially
stationary random walk.
There is clearly a correspondance between the law P˜x and the law P˜ex . The first one is
the law of the underlying random walk (Sn)n≥0 = (lnVn)n≥0 for a process (X, X˙) following
the second one. Now, in a very brief shortcut, we can say that the law P˜ is corresponding
to a law written P˜∗0+ . And the convergence results of P˜x ◦Θspy to P when x→ −∞ provide
convergence results of P˜u to P˜∗0+ when u→ 0.
However, there is a huge difference in this correspondance, as the spatially stationary
random walk, of law P˜, is a process indexed by Z. The value S0 is thus not equal to the
logarithm of the velocity of the process at time 0, but at time τ1 (recall that τ1 = inf{t >
0, Xt = 0, X˙t ≥ 1} is the instant of the first bounce with speed no less than one). The
sequence (Sn)n≥0 is then the sequence of the logarithms of the velocities of the process at
the bouncing times, starting from that bounce. The sequence (S−n)n≥0 is the sequence of
the logarithms of the velocities of the process at the bouncing times happening before that
bounce.
In its definition, the law P˜∗0+ is the law of a process indexed by R∗+, constructed “from
4.3. The reflected Kolmogorov process conditioned on never hitting
(0, 0) 111
the random time τ1”. In order for the definition to be clean, we had to prove that the
random time τ1 is finite a.s. It followed from the fact that if (ζ1,k)k≥0 is an i.i.d. sequence
of variables of law that of ζ1 under Pc1, then for any ε > 0 there is almost surely only a
finite number of indexes k such that ln(ζ1,k) ≥ εk. This was based on the formula
Pc1(ζ1 > t) ∼ c′t−
1
4 ,
where c′ is some positive constant. Here the same results holds with replacing Pc1 by P˜1
and is a consequence from:
Lemma 15. We have, when t→∞,
P˜1(ζ1 > t) ∼ c′tk− 14 , (4.3.5)
where c′ is some positive constant.
Proof of the lemma. The density of (ζ1, V1/c) under P˜1 is given by
f(s, v) :=
1
dsdv
P˜1((ζ1, V1/c) ∈ dsdv) = (cv)2k 3v
pi
√
2s2
exp(−2v
2 − v + 1
s
)
∫ 4v
s
0
e−
3θ
2
dθ√
piθ
.
Thanks to the inequality
4
√
v
spi
e−
6v
s ≤
∫ 4v
s
0
e−
3θ
2
dθ√
piθ
≤ 4
√
v
spi
,
we may write
f(s, v) = (6
√
2.pi−
3
2 c2k)s−
5
2v
3
2
+2ke−2
v2
s
+ v
s
K(s,v),
where (s, v) → K(s, v) is continuous and bounded. The marginal density of ζ1 is thus
given by
1
ds
P˜1(ζ1 ∈ ds) =
∫
R+
f(s, v)dv
= (3
√
2.pi−
3
2 c2k)s−
5
4
+k
∫
R+
w
1
4
+ke−2w+K(s,
√
sw)
√
w/sdw
∼s→+∞ (3
√
2.pi−
3
2 c2k)s−
5
4
+k
∫
R+
w
1
4
+ke−2wdw,
with the change of variables w = v2/s and by dominated convergence. Just integrate this
equivalence in the neighborhood of +∞ to get
P˜1(ζ1 > t) ∼ c′tk− 14 ,
with the constant
c′ =
3
√
2.pi−
3
2 c2k
1
4
− k
∫
R+
w
1
4
+ke−2wdw =
3c2k
pi
3
22
3
4
+k
· 1 + 4k
1− 4k Γ
(
1
4
+ k
)
.
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A second point of this proof differs largely from the one in Chapter 3. For now, we
have introduced P˜∗0+ , the law of a process (X, X˙) indexed by R∗+. As in Chapter 3, this law
satisfies conditions (∗) and (∗∗), and for any u > 0, we have the convergence of the joint
law of τu and (Xτu+t, X˙τu+t) under P˜v to that under P˜∗0+ . In order to deduce Proposition 6,
we need a better control on the process just after time 0. We had to prove two facts.
First, the almost sure convergence of (Xt, X˙t) to (0, 0) when t goes to 0, under P˜∗0+ . This
allows in particular to extend P˜∗0+ to R+ and call the extension P˜0+ . Second, writing
Mu = sup{|X˙t|, t ∈ [0, τu[}, we should check the following technical result
∀ε > 0,∀δ > 0,∃u0 > 0, ∃v0 > 0,∀0 < v ≤ v0, P˜v(Mu0 ≥ δ) ≤ ε, (4.3.6)
which controls the behavior of the process on [0, τu[, under P˜v. In Chapter 3, we proved
these two facts by using the stochastic differential equation satisfied by the laws Pc. They
are of course not available for the laws P˜, and we need a new proof. These two results
will be based on the following lemma, which we will use again later on. It shows that for
any initial condition satisfying |X˙0| = u, the process has at least a probability K ′ > 0 to
bounce for the first time with an outgoing velocity greater than the constant |u|c/2.
Lemma 16. There exists a constant K ′ > 0 such that the following inequality holds for
any (x, u) ∈ D,
P˜x,u
(
V1/c ≥ |u|
2
)
≥ K ′. (4.3.7)
Proof. We will prove this lemma with the explicit constant K ′ = 1 − √3/pi > 0, being
aware that this constant is far from being the optimal one. For u = 0, there is nothing to
prove. By a scaling invariance property we may suppose u ∈ {−1, 1}, what we do.
The density fx,u of V1/c under Pcx,u is given in Gor’kov [16]. If you write pt(x, u; y, v)
for the transition densities of the (free) Kolmogorov process, given by
pt(x, u; y, v) =
√
3
pit2
exp
[
− 6
t3
(y − x− tu)2 + 6
t2
(y − x− tu)(v − u)− 2
t
(v − u)2
]
,
and Φ(x, u; y, v) for its total occupation time densities, defined by
Φ(x, u; y, v) :=
∫ ∞
0
pt(x, u; y, v)dt,
then the density fx,u is given by
fx,u(v) = v
[
Φ(x, u; 0,−v)− 3
2pi
∫ ∞
0
µ
3
2
µ3 + 1
Φ(x, u; 0, µv)dµ
]
. (4.3.8)
Now, knowing the density of V1 under Pcx,u, we get that of V1 under P˜x,u by multiplying
it by the increasing function v → v2k. This necessarily increases the probability of being
greater than c/2. Consequently, it is enough to prove
Pcx,u(V1/c ≥
1
2
) ≥ K ′
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as soon as u ∈ {−1, 1}. But very rough bounds give
fx,u(v) ≤ vΦ(x, u; 0,−v)
≤ v
∫ ∞
0
√
3
pit2
exp(−(u+ v)
2
2t
)dt.
For u ∈ {−1, 1} and v ∈ [0, 1/2] we have |u+ v| ≥ 1/2 and thus
fx,u(v) ≤ v
√
3
pi
∫ ∞
0
1
t2
exp(− 1
8t
)dt =
8
√
3
pi
v.
Consequently,
Px,u(V1/c ≥ 1
2
) ≥ 1−
∫ 1/2
0
8
√
3
pi
vdv = 1−
√
3
pi
> 0.
Now, let us prove (Xt, X˙t) → (0, 0) a.s. under P˜∗0+ . Observe that the variables τu =
inf{t > 0, Xt = 0, X˙t > u} and τ−u := sup{t < τu, Xt = 0} are almost surely strictly
positive and go to zero when u goes to zero. We should show X˙t → 0.
Let us assume on the contrary that X˙t is not converging almost surely to 0. Then there
would exist a positive x such that P˜∗0+(Tx = 0) > 0, where we have written Tx := inf{t >
0, |X˙t| > x}. By self-similarity this would be true for any x > 0 and in particular we would
have
K := P˜∗0+(T1 = 0) > 0. (4.3.9)
Informally, this, together with (4.3.7), should induce that τ−c/2 takes the value zero with
probability at least KK ′, and give the desired contradiction. However it is not straight-
forward, because we cannot use a Markov property at time T1, which can take value 0,
while the process is still not defined at time 0. Consider the stopping time T ε1 := inf{t >
ε, |X˙t| > x}. For any η > 0, we have
lim inf
ε→0
P˜∗0+(T ε1 < η) ≥ P˜∗0+(lim inf
ε→0
{T ε1 < η}) ≥ P˜∗0+(T1 < η) ≥ K,
and in particular there is some ε0(η) such that for any ε < ε0(η),
P˜∗0+(T ε1 < η) ≥
K
2
. (4.3.10)
Now, write θ for the translation operator defined by θx((Xt)t≥0) = (Xx+t)t≥0, so that
V1 ◦ θT ε1 means the velocity of the process at its first bounce after time T ε1 . From (4.3.10)
and Lemma 16, a Markov property gives, for ε < ε0(η),
P˜∗0+
(
T ε1 < η, V1 ◦ θT ε1 ≥
c
2
)
≥ KK
′
2
.
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We have a fortiori P˜∗0+(τ
−
c/2 ≤ η) ≥ KK
′
2
. This result true for any η > 0 leads to P˜∗0+(τ
−
c/2 =
0) ≥ KK′
2
> 0, and we get a contradiction. This shows (Xt, X˙t) → (0, 0) under P˜∗0+ , as
requested.
Finally, let us prove (4.3.6). Fix ε, δ > 0. The event {Mu ≥ δ} coincides with the event
Tδ ≤ τu. From a Markov property at time Tδ and (4.3.7), we get, for any u < cδ/2,
K ′P˜v(Mu ≥ δ) ≤ P˜v(X˙τu ≥ cδ/2).
Choose u0 such that P˜0+(X˙τu0 ≥ cδ/2) ≤ ε. Then, from the convergence of the law of X˙τu0
under P˜v to that under P˜0+ , we get, for v small enough,
P˜v(X˙τu0 ≥ cδ/2)− P˜0+(X˙τu0 ≥ cδ/2) ≤ 2ε,
and hence
P˜v(Mu0 ≥ δ) ≤ 2ε/K ′.
Proposition 6 is proved.
Before going on, we provide the following slightly different proposition, which express
P˜0+ as the weak limit of the laws P˜x,u, where the starting position x does not have to be
0. This is not a big change, a Markov property at time ζ1 allows to deduce it directly from
Proposition 6.
Proposition 7. The family of probability measures (P˜x,u)(x,u)∈D on C converges weakly to
P˜0+ as (x, u)→ (0, 0). Moreover, the law of (Xs, X˙s) under P˜0+ is an entrance law for the
semigroup P˜s.
4.4 The resurrected process
4.4.1 Ito¯ excursion measure, recurrent extensions,
and (SOR) equations
We finally tackle the problem of interest, that is the recurrent extensions of the reflected
Kolmogorov process. A recurrent extension of the latter is a Markov process that behaves
like the reflected Kolmogorov process until the hitting time 2 of (0, 0), but that is defined
for any positive times and does not stay at (0, 0), in the sense that the Lebesgue measure
of the set of times when the process is at (0, 0) is almost surely 0. More concisely, we will
call such a process a resurrected reflected process.
2. In this section there may be (and actually there will be) an infinite number of bounces just after the
initial time, so that ζ∞, the hitting time of (0, 0) is no more equal to sup ζn.
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We recall that Ito¯’s program and results of Blumenthal [8] establish an equivalence
between the law of recurrent extensions of a Markov process and excursion measures com-
patible with its semigroup, here Pct (where as usually in Ito¯’s excursion theory we identify
the measures which are equal up to a multiplicative constant). The set of excursions E is
defined by
E := {(x, x˙) ∈ C|ζ∞ > 0 and xt1t≥ζ∞ = 0}.
An excursion measure n compatible with the semigroup Pct is defined by the three following
properties:
1. The measure n is carried by E .
2. For any F∞−measurable function F and any t > 0, any A ∈ Ft,
n(F ◦ θt, A ∩ {t < ζ∞}) = n(PcXt,X˙t(F ), A ∩ {t < ζ∞}).
3. n(1− e−ζ∞) <∞.
We also say that n is a pseudo-excursion measure compatible with the semigroup Pct if only
the two first properties are satisfied and not necessarily the third one. We recall that the
third property is the necessary condition in Ito¯’s program in order for the lengths of the
excursions to be summable, hence in order for Ito¯’s program to succeed. Finally, giving an
excursion measure n is equivalent to giving the entrance law of this measure, defined by
ns(dx, du) := n((Xs, X˙s) ∈ dx⊗ du, s < ζ∞)
for s > 0.
We are here interested in recurrent extensions which leave (0, 0) continuously. These
extensions correspond to excursion measures n which satisfy the additional condition
n((X0, X˙0) 6= (0, 0)) = 0. Finally, these measures correspond to entrance laws ns which
satisfy the additional condition lims→0 ns(D0 \ B) = 0 for any B neighborhood of (0, 0).
Our main results are the following:
Theorem 4. There exists, up to a multiplicative constant, a unique excursion measure n
compatible with the semigroup Pct and such that n((X0, X˙0) 6= (0, 0)) = 0. We may choose
n such that
n(ζ∞ > s) = C1s−k, (4.4.1)
where C1 is the constant defined by (4.2.4). The measure n is then characterized by any of
the two following formulas:
n(f(X, X˙), ζ∞ > T ) = P˜0+(f(X, X˙)H(XT , X˙T )−1), (4.4.2)
for any Ft−stopping time T and any f positive measurable functional depending only on
(Xt, X˙t)0≤t≤T .
n(f(X, X˙), ζ∞ > T ) = lim
(x,u)→(0,0)
H(x, u)−1Pcx,u(f(X, X˙), ζ∞ > T ), (4.4.3)
for any Ft−stopping time T and any f positive continuous functional depending only on
(Xt, X˙t)0≤t≤T .
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Ito¯’s program then constructs a Markov process with associated Ito¯ excursion measure
n and that spends no time at (0, 0), that is a recurrent extension, that is a resurrected
reflected process. We call its law Pr0. The second theorem will be the weak existence and
solution to equations (SOR), the law of any solution being given by Pr0. It is implicit in
this theorem and until the end of the paper that the initial condition is (0, 0), though this
generalizes easily to any other initial condition (x, u) ∈ D0.
Theorem 5. The law Pr0 gives the unique solution, in the weak sense, of equations (SOR):
• Consider (X, X˙) a process of law Pr0. Then the jumps of X˙ on any finite interval are
summable and the process W defined by
Wt = X˙t + (1 + c)
∑
0<s≤t
X˙s−1Xs=0
is a Brownian motion. As a consequence the triplet (X, X˙,W ) is a solution to (SOR).
• For any solution (X, X˙,W ) to (SOR), the law of (X, X˙) is Pr0.
Remark: It follows that the entrance law of n is given by any of the two following
formulas:
ns(f) = P˜0+(f(Xs, X˙s)H(Xs, X˙s)−1), s > 0, (4.4.4)
for f : D0 → R+ measurable.
ns(f) = lim
(x,u)→(0,0)
H(x, u)−1Pcx,u(f(Xs, X˙s), ζ∞ > s), s > 0, (4.4.5)
for f : D0 → R+ continuous.
Formulas similar to these are found in the case of self-similar Markov processes studied
by Rivero [35]. This ends the parallel between our works. Rivero underlined that the
self-similar Markov process conditioned on never hitting 0 that he introduced plays the
same role as the Bessel process for the Brownian motion. In our model, this role is played
by the reflected Kolmogorov process conditioned on never hitting (0, 0). Here is a short
presentation of this parallel. Write Px for the law of a Brownian motion starting from
position x, P˜x for the law of the “three dimensional” Bessel process starting from x. Write
n for the Ito¯ excursion measure of the absolute value of the Brownian motion (that is, the
Brownian motion reflected at 0), and ζ for the hitting time of 0. Then the inverse function
is excessive (nonnegative and superharmonic) for the Bessel process and we have the two
well-known formulas
n(f(X), ζ > T ) = P˜0(f(X)/XT )
n(f(X), ζ > T ) = lim
x→0
1
x
Px(f(X), ζ > T ),
for any Ft−stopping time T and any f positive measurable functional (resp. continuous
functional for the second formula) depending only on (Xt)0≤t≤T .
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Besides, let us give an application of Formula (4.4.1). Write l for the local time spent
by X at zero, under Pr0. Formula (4.4.1) implies that the inverse local time l−1 is a
subordinator with jumping measure Π satisfying Π(ζ∞ > s) ∝ s−k. That is, it is a stable
subordinator of index k. A well-known result of Taylor and Wendel [39] then gives that
the exact Hausdorff function of the closure of its range (the range is the image of R+ by
l−1) is given by φ(ε) = εk(ln ln 1/ε)1−k almost surely. The closure of the range of l−1 being
equal to the zero set Z := {t ≥ 0 : Xt = X˙t = 0}, we get the following corollary:
Corollary 9. The exact Hausdorff function of the set of the passage times to (0, 0) of the
resurrected reflected Kolmogorov process is φ(ε) = εk(ln ln 1/ε)1−k almost surely.
It is also clear that the set of the bouncing times of the resurrected reflected process –
the moments when the process is at zero with a nonzero speed – is countable. Hence the
same result holds for the zero set of the resurrected reflected Langevin process.
Next two sections are devoted to the proofs of the two theorems.
4.4.2 The unique recurrent extension compatible with Pct
Construction of the excursion measure
The function 1/H is excessive for the semigroup P˜t and the corresponding h−transform
is Pct (see Definition 6). Write n for the h−tranform of P˜0+ via this excessive function
1/H. That is, n is the unique measure on C carried by {ζ∞ > 0} such that under n the
coordinate process is Markovian with semigroup Pct , and for any Ft−stopping time T and
any AT in FT , we have
n(AT , T < ζ∞) = P˜0+(AT , H(XT , X˙T )−1).
Therefore n is a pseudo-excursion measure compatible with semigroup Pct , verifying
n((X0, X˙0) 6= (0, 0)) = 0, and which satisfies Formula (4.4.2). For f continuous functional
depending only on (Xt, X˙t)t≤T , we have
P˜0+(f(Xs, X˙s)H(Xs, X˙s)−1) = lim
(x,u)→(0,0)
P˜x,u(f(Xs, X˙s)H(Xs, X˙s)−1)
= lim
(x,u)→(0,0)
1
H(x, u)
Pcx,u(f(Xs, X˙s), ζ∞ > s),
so that the pseudo-excursion measure n also satisfies Formula (4.4.3). In particular, taking
T = s and f = 1, and considering the limit along the half-line x = 0, this gives
n(ζ∞ > s) = lim
u→0
u−2kP0,u(ζ∞ > s).
Using Lemma 14 and the scaling invariance property, we get
n(ζ∞ > s) = C1s−k,
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where C1 is the constant defined by (4.2.4). This is exactly Formula (4.4.1). This formula
gives, in particular,
n(1− e−ζ∞) = C1Γ(1− k),
where Γ denotes the usual Gamma function. Hence, n is an excursion measure.
Finally, in order to prove Theorem 4 we just need to prove that n is the only excursion
measure compatible with the semigroup Pct such that n((X0, X˙0) 6= (0, 0)) = 0. In other
words, we should show the uniqueness of the law of the resurrected reflected process.
Uniqueness of the excursion measure
Let n′ be such an excursion measure, compatible with the semigroup Pct , and satisfying
n′((X0, X˙0) 6= (0, 0)) = 0. We will prove that n and n′ coincide, up to a multiplicative
constant. Recall that ζ1 is defined as the infimum of {t > 0, Xt = 0}.
Lemma 17. The measure n′ satisfies:
n′(ζ1 6= 0) = 0
Proof. This condition will appear to be necessary to have the third property of excursion
measures, that is n′(1 − e−ζ∞) < ∞. Suppose on the contrary that n′(ζ1 6= 0) > 0 and
write n˜(·) = n′(·1ζ1 6=0). The measure n˜ is an excursion measure compatible with the
semigroup Pct such that n˜((X0, X˙0) 6= (0, 0)) = 0, satisfying n˜(ζ1 = 0) = 0. Consider
n((Xt, X˙t)t≥0) := n˜((Xt1t<ζ1 , X˙t1t<ζ1)t≥0) the excursion measure of the process killed at
time ζ1.
The measure n is an excursion measure compatible with the semigroup P0t , semigroup
of the Kolmogorov process killed at time ζ1 (the first hitting time of {0}×R). Thus its first
marginal must be the excursion measure of the Langevin process reflected on an inelastic
boundary, introduced and studied in [4]. In particular, under n, the absolute value of
the incoming speed at time ζ1, or |X˙ζ1−|, is distributed proportionally to v−
3
2dv (see [4],
Corollary 2, (ii)). This stays true under n˜ and implies that V1 = c|X˙ζ1−| is also distributed
proportionally to v−
3
2dv. Now, a Markov property at the stopping time ζ1 under n˜ gives
n˜(ζ∞ − ζ1 > t|V1 = v) = Pcv(ζ∞ > t) = Pc1(ζ∞ > v−2t) ∼v−2t→∞ Cv2kt−k
As a consequence the quantity v → v− 32 n˜(ζ∞ − ζ1 > t|V1 = v) is not integrable in the
neighborhood of 0. That is n˜(ζ∞ − ζ1 > t) = +∞, we get a contradiction.
Recall that we owe to prove that n′ and n are equal, up to a multiplicative constant.
Let us work on the corresponding entrance laws. Take s > 0 and f a bounded continuous
function. It is sufficient to prove n′s(f) = Cns(f), where C is a constant independent of s
and f .
By reformulating Lemma 17, time ζ1 is zero n
′-almost surely, in the sense that the
n′-measure of the complementary event is zero. This together with X˙0 = 0 implies that
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n′-almost surely, the time τu (which, we recall, is the instant of the first bounce with speed
greater than u) is going to 0 when u is going to 0.
We deduce, from the continuity of f and the right-continuity of the paths,
n′s(f) = lim
u→0
n′(f(Xs+τu , X˙s+τu)1τu<∞). (4.4.6)
An application of the Markov property gives
n′(f(Xs+τu , X˙s+τu)1τu<∞) =
∫
R+
n′(X˙τu ∈ dv)Pcv(f(Xs, X˙s))
=
∫
R+
n′(X˙τu ∈ dv)v2kg(v),
where g(v) = v−2kPcv(f(Xs, X˙s)). The function v2kg(v) is bounded by ‖f‖∞. Besides,
Formula (4.4.3) yields that g(v) has a limit when v → 0, that is ns(f) (recall v2k = H(0, v)).
Moreover, for any ε > 0 we have n′(X˙τu > ε)→ 0 when u→ 0. Informally, all this explains
that when u is small, all the mass in the integral is concentrated in the neighborhood of
0, where we can replace g(v) by ns(f). More precisely, write∫
R+
n′(X˙τu ∈ dv)v2kg(v) = I(u) + J(u) +K(u),
where
I(u) =
∫ ∞
0
n′(X˙τu ∈ dv)(1 ∧ v2k)ns(f),
J(u) =
∫ ∞
0
n′(X˙τu ∈ dv)(1 ∧ v2k)(g(v)− ns(f)),
K(u) =
∫ ∞
1
n′(X˙τu ∈ dv)(v2k − 1)g(v).
Then K(u) →
u→0
0. By splitting the integrals in the expressions of I(u) and J(u), we also
deduce that J(u) is negligible compared to
1 ∨ I(u).
Recalling that the sum I(u) + J(u) +K(u) converges to n′s(f) (Formula (4.4.6)), we get
that I(u) converges to n′s(f) when u→ 0, while J(u) and K(u) are converging to 0.
We thus have
n′s(f) = Cns(f),
where C is independent of s and f and given by
C = lim
u→0
∫ ∞
0
n′(X˙τu ∈ dv)(1 ∧ v2k).
The uniqueness follows. Theorem 4 is proved.
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4.4.3 The weak unique solution to the (SOR) equations
We now prove Theorem 5:
Weak solution
We consider, under Pr0, the coordinate process (X, X˙), and its natural filtration (Ft)t≥0.
We first prove that the jumps of X˙ are almost-surely summable on any finite interval. As
there are only finitely many jumps of amplitude greater than a given constant on any finite
interval, a.s., it is enough to prove that the jumps of amplitude less than a given constant
are summable. We write L for a local time of the process (X, X˙) in (0, 0), L−1 its inverse,
and n the associated excursion measure. It is sufficient to prove that the expectation of
the sum of the jumps of amplitude less than 1 + 1/c (jumps at the bouncing times for
which the outgoing velocity is less than one), and occurring before time L−1(1), is finite.
This expectation is equal to
(1 +
1
c
)
∫ 1
0
n(N[v,1](X, X˙))dv,
where we write NI(X, X˙) for the number of bounces of the process (X, X˙) with outgoing
speed included in the interval I. For a fixed v, introduce the sequence of stopping times
defined by τ v0 = 0 and τ
v
n+1 = inf{t > τ vn , Xt = 0, X˙t ∈ [v, 1]} for n ≥ 0. Then N[v,1](X, X˙)
is also equal to sup{n, τ vn < ζ∞}. Thanks to formula (4.4.2), for any n > 0, we have:
n(ζ∞ > τ vn) = P˜0+(H(Xτvn , X˙τvn)
−11τvn<∞)
= P˜0+(X˙−2kτvn 1τvn<∞)
≤ v−2kP˜0+(τ vn <∞).
As a consequence, we have
n(N[v,1](X, X˙)) ≤ v−2kP˜0+(sup{n, τ vn < ζ∞})
≤ v−2kP˜(Nd[ln v,0](S)),
where we have written Nd[ln v,0](S) for the number of instants n ∈ Z such that Sn ∈ [ln v, 0].
Recall also that P˜ is the law of the spatially stationary random walk. It is now a simple
verification that P˜(Nd[ln v,0](S)) is finite and proportional to − ln v. It follows
n(N[v,1](X, X˙)) =
v→0
O(v−2k ln(1/v))
and (recall k < 1/4)
(1 +
1
c
)
∫ 1
0
n(N[v,1](X, X˙))dv <∞.
The jumps are summable.
4.4. The resurrected process 121
Now, write
Wt = X˙t + (1 + c)
∑
0<s≤t
X˙s−1Xs=0.
We aim to show that the continuous process W is a Brownian motion. For ε > 0, we
introduce the sequence of stopping times (T εn)n≥0 defined by T
ε
0 = 0 and, for n ≥ 0,{
T ε2n+1 = inf{t > T ε2n, Xt = 0, X˙t > ε}
T ε2n+2 = inf{t > T ε2n+1, Xt = X˙t = 0}
We also introduce F ε =
⋃
n≥0[T
ε
2n, T
ε
2n+1] and H
ε
t = 1F ε(t). For 0 < ε′ < ε, we have
Hε
′ ≤ Hε, or equivalently, F ε′ ⊂ F ε. When ε goes to 0+, F ε converges to the set of zeros
F = {t,Xt = X˙t = 0}, and Hε converges pointwisely to H0 = 1F . The processes Hε and
H0 are Ft−adapted. We will sometimes omit the superscript ε when it is obvious.
Conditionally on X˙T2n+1 = u, the process (X(T2n+1+t)∧T2n+2)t≥0 is independent of FT2n+1
and has law Pcu. As a consequence the process (W(T2n+1+t)∧T2n+2−WT2n+1)t≥0 is a Brownian
motion stopped at time T2n+2 − T2n+1. Write
Wt =
∫ t
0
HεsdWs +
∫ t
0
(1−Hεs )dWs.
The process
∫ t
0
(1 − Hεs )dWs converges almost surely to
∫ t
0
(1 − H0s )dWs. But the process∫ t
0
(1 − H0s )dWs is a continuous martingale of quadratic variation
∫ t
0
(1 − H0s )ds = t and
thus a Brownian motion. In order to prove that it actually coincides with W , we just need
to prove that the term Dεt :=
∫ t
0
HεsdWs is almost-surely converging to 0 when ε→ 0. We
will prove it on the event t ≤ L−1(1).
This term can be rewritten as ∑
k≤n
WT2k+1 −WT2k
if T2n+1 ≤ t < T2n+2 and as
Wt −WT2n +
∑
k<n
WT2k+1 −WT2k
if T2n ≤ t < T2n+1.
Now, for any k, we have
WT2k+1 −WT2k = X˙T2k+1 + (1 + c)
∑
T2k<s≤T2k+1
X˙s−1Xs=0,
and for any T2n ≤ t < T2n+1,
Wt −WT2n = X˙t + (1 + c)
∑
T2n<s≤t
X˙s−1Xs=0,
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Hence the term Dεt involves jumps of amplitude less than (1+ c)ε, whose sum is going to 0
when ε goes to zero, plus the fraction c/(1+ c) of the jumps occurring at times T2k+1, plus
the possible extra term X˙t, not corresponding to any jump. We will prove that anyway
the jumps occurring at times T2k+1, and |X˙t|, are all small when ε is small enough. It will
follow that Dεt tends to 0 when ε goes to 0.
Fix η > 0. Write Aε for the event
sup
s≤L−1(1),s∈F ε
X˙s ≥ η.
We will prove that the probability of Aε is going to 0 when ε goes to 0, so that we almost
surely don’t lie in Aε for ε small enough, and as a consequence the jumps occurring at
times T2k+1 and the possible term |X˙t| will then all be less than η, as requested. Write T˜ ε
for the infimum of {t : t ∈ F ε, |X˙t| ≥ η} and nε for the supremum of {n, T2n ≤ T˜ ε}. The
event Aε coincides with {T˜ ε < L−1(1)} or {T2nε+1 < L−1(1)}.
The Markov property at the stopping time T˜ ε and the inequality (4.3.7) gives
P({X˙T2nε+1 ≥ ηc/2} ∩ Aε) ≥ K ′P(Aε).
The event {X˙T2nε+1 ≥ ηc/2} ∩ Aε implies the event that there is an excursion occurring
before time L−1(1) for which the first bounce with speed greater than ε is actually greater
than ηc/2. This event has probability
n(T ε1 <∞, X˙T ε1 ≥ ηc/2),
where T ε1 is still defined as the time of the first bounce with speed greater than ε, here for
the excursion. We have:
n(X˙T ε1 ≥ ηc/2, ζ∞ > T ε1 ) = P˜0+(H(0, X˙T ε1 )−11X˙Tε1≥ηc/2)
≤ (ηc/2)−2kP˜0+(X˙T ε1 ≥ ηc/2)
≤ (ηc/2)−2km(] ln(ηc/(2ε)),∞[),
where we recall that m is the stationary law of the overshoot appearing in Proposition 6.
This probability is thus going to 0 when ε goes to 0, as well as P(Aε).
The process W is a Brownian motion, and (X, X˙,W ) is a solution to equations (SOR).
Weak uniqueness
Let (X, X˙,W ), with associated filtration (Ft)t≥0, and their law P, be a solution to (SOR).
Then,
X˙t = Wt − (1 + c)
∑
0<s≤t
X˙s−1Xs=0,
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with W a Brownian motion. The fact that the process X˙ does not explode and that
the sum is a sum of positive jumps implies that these jumps are summable. The process∑
0<s≤t X˙s−1Xs=0 is adapted, hence X˙ is a semimartingale. Therefore it possesses local
times (La)a∈R, and we have an occupation formula (see for example [34], Theorem 70
Corollary 1, p216): ∫ +∞
−∞
Lat g(a)da =
∫ t
0
g(X˙s−)ds,
for any g bounded measurable function. Taking g = 1{0} shows that X˙ spends no time at
zero. It follows that the process (X, X˙) spends no time at (0, 0).
The excursions of the process may be of two types. Either an excursion bounces on the
boundary just after the initial time, or it doesn’t. We call E1 the set of excursions of the
first type, defined by
E1 := {(x, x˙) ∈ E|ζ1 = inf{t > 0, xt = 0} = 0},
and E2 = E\E1 the set of excursions of the second type. We aim to show that all excursions
of the the process are in E1.
Like before, we introduce the following notations. For ε > 0, the sequence of stopping
times T εn is defined by T
ε
0 = 0 and{
T ε2n+1 = inf{t > T ε2n, Xt = 0, X˙t > ε}
T ε2n+2 = inf{t > T ε2n+1, Xt = X˙t = 0}.
Set F ε =
⋃
n≥0[T
ε
2n, T
ε
2n+1] and H
ε = 1F ε . Finally, set the closed set F = limε→0 F ε and
the adapted process H0 = 1F . A close look at F shows that it contains the set of the
zeros {t|Xt = X˙t = 0}, and all the intervals [t, t′] which correspond to the beginning of an
excursion of type 2, stopped at ζ1 the first return time to {0} × R.
We call Fr the set of right ends of the maximal intervals included in F . The set Fr
precisely consists of the instants of the first returns to zero of an excursion of type 2. The
boundary of F is the union of the set of zeros and of Fr, which is countable. Thus it has
zero Lebesgue measure. We have to prove that F actually does not include any interval,
almost surely. Otherwise, the process
L(t) =
∫ t
0
H0sds
is not almost surely constantly equal to zero. We introduce its right-continuous inverse
L−1(t) := inf{s > t, L(s) > t}.
There exists a Brownian motion M such that for t < L(∞),
Mt =
∫ L−1(t)
0
H0sdWs.
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Introduce the time-changed process
(Yt, Y˙t) = (XL−1(t), X˙L−1(t)),
stopped at time L(∞). In order to simplify the redaction, we will often omit to specify
“stopped at time L(∞)”. This time change induces that the process (Y, Y˙ ) also does not
spend any time at zero, and that its excursions are that of (X, X˙) belonging to E2, and
stopped at ζ1 the first return time to {0} × R.
Lemma 18. The triplet (Yt, Y˙t,Mt)t≤L(∞) under P is a solution of the equations (SOR)
with null elasticity coefficient, stopped at time L(∞).
Proof. Let [t, t′[ be the interval corresponding to an excursion of (Y, Y˙ ). The interval
[L−1(t), L−1(t′−)] is a maximal interval included in F . The points L−1(t) and L−1(t′)
belong to ∂F\Fr, thus Yt = Y˙t = 0 = Yt′ = Y˙t′ .
Let s ∈ [t, t′[. As the process X has no bounce in [L−1(t), L−1(s)] and (X, X˙,W ) is a
solution to (SOR), we can write
X˙L−1(s) = X˙L−1(t) +WL−1(s) −WL−1(t),
or equivalently
Y˙s = Y˙t +Ms −Mt.
As a consequence, we may write Ys = Yt +
∫ s
t
Y˙udu
Y˙s = Y˙t +Ms −Mt −
∑
t<u≤s Y˙u−1Yu=0,
where the sum is actually empty. Similarly, Yt′ = 0 = XL−1(t′−) = Yt′− = Yt +
∫ t′
t
Y˙udu
Y˙t′ = Y˙t +Mt′ −Mt −
∑
t<u≤t′ Y˙u−1Yu=0,
where the sum now contains one term.
Adding these equalities on the excursion intervals of (Y, Y˙ ), and recalling that this
process spends no time at (0, 0), gives Ys =
∫ s
0
Y˙udu
Y˙s = Ms −
∑
0<u≤s Y˙u−1Yu=0,
and (Y, Y˙ ,M) is a solution to (SOR) with null elasticity coefficient (stopped at time
L(∞)).
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The article [5], which studied equations (SOR) with null elasticity coefficient, shows
that a solution (Y, Y˙ ) must be a Markov process, with Ito¯ excursion law n satisfying
n(|X˙ζ1−| ∈ dv) = Cv−3/2dv.
Let us now introduce another change of time. For t such that (Xt, X˙t) 6= (0, 0), write et
for the excursion that the process is currently doing at time t. Introduce the random set
A := {t|(Xt, X˙t) 6= (0, 0), et ∈ E2},
and the adapted process H˜ = 1A. Like before, we define
L˜(t) =
∫ t
0
H˜sds,
write L˜−1 for its right-continuous inverse, and introduce a Brownian motion M˜ such that
M˜t =
∫ L˜−1(t)
0
H˜sdWs
for t < L˜(∞). Finally we introduce the time-changed process
(Y˜t,
˙˜
Y t) = (XL˜−1(t), X˙L˜−1(t)),
stopped at time L˜(∞). Remark that we have L˜(∞) ≥ L(∞) because A ⊃ F . Similarly as
for (Y, Y˙ ), the process (Y˜ ,
˙˜
Y ) spends no time at zero and its excursions are the excursions
of (X, X˙) included in E2. We also get the following lemma, similar to Lemma 18, and
whose proof we leave to the reader.
Lemma 19. The triplet (Y˜t,
˙˜
Y t, M˜t)t≤L(∞) under P is a solution of the equations (SOR)
(with elasticity coefficient c), stopped at time L˜(∞).
The process (Y˜ ,
˙˜
Y ) spends no time at 0, is a solution to (SOR), and its excursions,
stopped at ζ1; the first return time to {0} × R, are precisely that of (Y, Y˙ ). This induces
that (Y˜ ,
˙˜
Y ) is a Markov process with Ito¯ excursion measure n˜ determined by{
n˜ ((xt∧ζ1)t≥0 ∈ ·) = n(x ∈ ·)
n˜ ((xt+ζ1)t≥0 ∈ ·| X˙ζ1 = v) = Pcv(x ∈ ·)
As in the proof of Lemma 17, we deduce that n˜(ζ∞ > t) =∞. The measure n˜ is thus not
an excursion measure, which is a contradiction. Hence, necessarily L˜(∞) = 0 = L(∞) a.s.
We introduce a third time-change, (Lε)−1(t) := inf{s > 0, Lε(s) > t}. When ε goes to
0, (Lε)−1 is going to L−1 = Id. It follows that the process Xε := (X(Lε)−1(t))t≥0 is going
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uniformly on compacts to X when ε goes to 0, almost surely. In particular the law of X is
entirely determined by that of Xε. The law of Xε is in turn entirely determined by that
of (X˙T ε2n+1)n≥0. We will now determine this law, which will prove the uniqueness of the law
of X.
In order to simplify the notations, we just give the calculation of the law of X˙T 11 , which
is not fundamentally different from others. For ε > 0 and n ≥ 0, a Markov property
for the process W applied at time T ε2n+1 shows that conditionally on X˙T ε2n+1 = u, the
process (X(T ε2n+1+t)∧T ε2n+2)t≥0 is independent from FT ε2n+1 and has law Pcu. Write n1 for
the integer satisfying T ε2n1+1 ≤ T 11 < T ε2n1+2. Conditionally on X˙T ε2n1+1 = u, the process
(X(T ε2n1+1+t)∧T
ε
2n1+2
)t≥0 has the law Pcu conditioned on reaching a speed greater than one
after a bounce.
In other words, the law of X˙T 11 under P(·|X˙T ε2n1+1 = u) is equal to that of X˙T 11 under
Pcu(·|T 11 <∞). Besides, it should be clear now that X˙T ε2n1+1 is going to 0 when ε goes to 0.
Recall that ζ∞, the hitting time of (0, 0), is the lifetime of the excursion (under Pcu as well
as under n). For any f positive continuous functional, we have:
Pcu(f(X˙T 11 )|T 11 < ζ∞) = Pcu(f(X˙T 11 )1T 11<ζ∞)/Pcu(1T 11<ζ∞)
= P˜u(f(X˙T 11 )(H(0, X˙T 11 ))
−1)/P˜u((H(0, X˙T 11 ))
−1)
→u→0 P˜0+(f(X˙T 11 )(H(0, X˙T 11 ))−1)/P˜0+((H(0, X˙T 11 ))−1)
= n(f(X˙T 11 )|T 11 < ζ∞),
where we used successively (4.3.1), Proposition 6 and (a generalization of) (4.4.2). As a
consequence, the law of X˙T 11 under P is entirely determined as being that of X˙T 11 under
n(·|T 11 < ζ∞). Uniqueness of the stochastic differential equation follows.
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