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Abstract
This paper considers error probabilities of random codes for memoryless channels in the fixed-rate regime. Random coding is
a fundamental scheme to achieve the channel capacity and many studies have been conducted for the asymptotics of the decoding
error probability. Gallager derived the exact asymptotics (that is, a bound with asymptotically vanishing relative error) of the error
probability for fixed rate below the critical rate. On the other hand, exact asymptotics for rate above the critical rate has been unknown
except for symmetric channels (in the strong sense) and strongly nonlattice channels. This paper derives the exact asymptotics for
general memoryless channels covering all previously unsolved cases. The analysis reveals that strongly symmetric channels and
strongly nonlattice channels correspond to two extreme cases and the expression of the asymptotics is much complicated for general
channels.
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I. INTRODUCTION
Random coding is a fundamental scheme in many problems of information theory and asymptotically achieves the capacity
in channel coding. This code is also important in the finite block length regime to clarify the achievable performance of channel
codes. For this purpose Polyanskiy [1] and Hayashi [2] considered random codes with varying coding rate for fixed error
probability and revealed that loss in the coding rate from the capacity is O(1/
√
n) for the block length n.
Whereas these bounds are convenient for evaluate the error probability with small absolute error, it is sometimes useful to
evaluate the error probability with small relative error when the acceptable error probability is very small. This line of work
is closely related to the theory of error exponent, which considers exponential decay of the error probability for fixed rate R.
Gallager [3] derived an upper bound of the error probability of random coding called a random coding union bound. It is shown
that the use of union bound does not worsen the exponent for coding rates below the critical rate [3] and above the critical rate
[4].
As a higher-order analysis for the error exponent, there are many studies to evaluate the random coding error probability
PRC(n) with vanishing relative error for fixed coding rate R and block length n for memoryless channels. Dobrushin [5] showed
that the random coding error probability is written in a form Θ(n−a(R)e−nE(R)) for discrete symmetric channels in the strong
sense that each row and the column of the transition probability matrix are permutations of the others. They also derived the
specific value of limn→∞ na(R)eE(R)PRC(n) for the nonlattice case (defined later) and noted that the limit does not exist for
some cases.
For general class of discrete memoryless channels, Gallager [6] showed that the upper bound derived in [3] is also the
lower bound with vanishing relative error for rate below the critical rate. Altug˘ and Wagner [7] corrected his result for singular
channels. They, and Scarlett et al. [8], also derived upper bounds of the error probability for general rate R. However these
bounds, denoted by Pˆ (n), do not assure Pˆ (n)/PRCU(n) = Ω(1) although Pˆ (n)/PRCU(n) = O(1) is proved.
Honda [9] derived a framework to evaluate the random coding error probability for general (possibly nondiscrete) nonsingular
memoryless channels. He introduced a two-dimensional random variable, which will be denoted by (Z(η), Z ′(η)) or (Z0, Z1)
for short, and showed that limn→∞ E[fn(Z¯0, Z¯1)]/PRC(n) = 1 for some function fn, where (Z¯0, Z¯1) is the empirical mean of n
i.i.d. copies of (Z0, Z1). Thus, we can obtain an explicit representation of PRC(n) if E[fn(Z¯0, Z¯1)] is approximated appropriately.
It is known that the error of normal approximation of (Z¯0, Z¯1) becomes large if Crame´r’s condition is not satisfied, or equivalently,
if (Z0, Z1) is distributed over a lattice or a set of parallel lines with equal interval. In these cases the analysis becomes much
complicated and Honda [9] only derived an explicit representation of E[fn(Z¯0, Z¯1)] for the case that Crame´r’s condition is
satisfied. For continuous channels such as Gaussian channels lattice distributions do not appear and a higher-order analysis is
given in [10].
In this paper we derive simple representation of E[fn(Z¯0, Z¯1)], or equivalently PRC(n), for general (Z0, Z1) including the
case that (Z0, Z1) is distributed over a lattice or parallel lines, which is the last region where the exact asymptotics of the
random coding error probability has been unknown for singular channels. Our analysis reveals that strongly symmetric channels
considered in [5] belong to the degenerate case that Z1 is a linear deterministic function of Z0 and the asymptotic form of
the error probability becomes much simpler. We also derive the exact asymptotics for singular channels by applying the same
techniques. Thus our analysis covers all previously unknown cases in the evaluation of random coding error probability with
vanishing relative gap for fixed rate R.
The main difficulty of the derivation is that the required precision for the evaluation of (Z0, Z1) is not “isotropic”. More
precisely, E[fn(Z¯0, Z¯1)] depends on the behavior of Z¯0 in o(1/
√
n) precision whereas E[fn(Z¯0, Z¯1)] has rough dependence on
Z¯1 and o(1/
√
n) precision for Z¯2 does not lead to a simple expression. Based on this observation, we start with local limit
theorem for (Z¯0, Z¯1) with o(1/
√
n) precision in both directions and “blur” the distribution function only in Z¯1 direction.
II. PRELIMINARY
We consider a memoryless channel with input alphabet X and output alphabet Y . The output distribution for input x ∈ X is de-
noted byW (·|x). Let X ∈ X be a random variable with distribution PX and Y ∈ Y followW (·|X) givenX .X ′ is a random vari-
able with the same distribution as X and independent of (X,Y ). (X,Y ,X ′) = ((X1, · · · , Xn), (Y1, · · · , Yn), (X ′1, · · · , X ′n))
denotes n independent copies of (X,Y,X ′).
We assume that there exists a base measure Q such that W (·|x) is absolutely continuous with respect to Q for all x. Under
this assumption, we also use W (y|x) to denote the Radon-Nikodym derivative dW (·|x)dQ (y) by a slight abuse of notation. Since
the density satisfies W (Y |X) > 0 almost surely, the log likelihood ratio
ν(X,Y, x′) = log
W (Y |x′)
W (Y |X) ∈ [−∞,∞)
is well-defined almost surely for any x′ ∈ X . We assume that the mutual information is finite, that is, I(X ;Y ) = EXY [− log EX′ [eν(X,Y,X′)]] <
∞.
We consider the error probability of a random code such that each element of codewords (X1, · · · ,XM ) ∈ Xn×M is
generated independently from distribution PX . The coding rate of this code is given by R = (logM)/n. We use the maximum
likelihood decoding
Xˆ = argmax
j∈{1,2,··· ,M}
n∑
i=1
logW (Yi|(Xj)i) .
We mainly consider the case that ties are broken uniformly at random. See Sect. V for ties immediately regarded as a decoding
error. Note that the former case corresponds to [5] and the latter case is considered in [6].
For a random variable V we write V¯ to denote the empirical mean of n i.i.d. copies and write V˜ =
√
n(V¯ − E[V¯ ]). We
write a ∧ b = min{a, b} and a ∨ b = max{a, b}. For x = 0 we define (ex − 1)/x = x/(ex − 1) = 1.
A. Error Exponent
Define a random variable Z(λ) on the space of functions R→ R by
Z(λ) = log EX′
[
eλν(X,Y,X
′)
]
and its derivatives by
Z(m)(λ) =
dm
dλm
log EX′
[
eλν(X,Y,X
′)
]
,
which we also write as Z ′(λ), Z ′′(λ), · · · . Here EX′ denotes the expectation over X ′ for given (X,Y ). We define
Z(λ+ iξ) = log EX′
[
e(λ+iξ)ν(X,Y,X
′)
]
Za(λ+ iξ) = log
∣∣∣EX′ [e(λ+iξ)ν(X,Y,X′)]∣∣∣ ,
where λ, ξ ∈ R and i is the imaginary unit. Here we always consider the case λ > 0 and define e(λ+iξ)(−∞) = 0.
The random coding error exponent for 0 < R < I(X ;Y ) is denoted by
Er(R) = − inf
(α,λ)∈[0,1]×[0,∞)
{αR+ logE[eαZ(λ)]}
= − min
α∈(0,1]
{αR+ logE[eαZ(1/(1+α))]} , (1)
and we write the optimal solution of (α, λ) as (ρ, η) = (ρ, 1/(1 + ρ)). Critical rate Rcrit is the largest R such that the optimal
solution of (1) is ρ = 1.
In the strict sense the random coding error exponent represents the supremum of (1) over PX but for simplicity we fix PX
and omit its dependence. See [7, Theorem 2] for a condition that there exists PX which attains this supremum.
Let Pρ be the probability measure such that dPρ/dP = e
ρZ(η)−Λ(ρ) for Λ(ρ) = log E[eρZ(1/(1+ρ))]. We write the expectation
under Pρ by Eρ and define
µi = Eρ[Z
(i)(η)] = e−Λ(ρ)E[Z(i)(η)eρZ(η)]
σij = Eρ[(Z
(i)(η) − µi)(Z(j)(η) − µj)]
= e−Λ(ρ)E[(Z(i)(η) − µi)(Z(j)(η) − µj)eρZ(η)]
Σ =
(
σ00 σ01
σ10 σ11
)
.
By letting ∆ = −(µ0 +R) we have ∆ > 0 if R < Rcrit and ∆ = 0 otherwise. For a one-dimensional random variable V ∈ R,
we say that V is singular if V ∈ {−∞, v} a.s. for some v ∈ R.
Definition 1. ChannelW is singular if ν(X,Y,X ′) given (X,Y ) is singular almost surely, that is, PX′ [ν(X,Y,X ′) ∈ {−∞, 0}] =
1 a.s.
As discussed in [5], µ2 = 0 if W is singular and µ2 > 0 otherwise.
B. Lattice and Nonlattice Distributions
We call that nonsingular one-dimensional random variable V ∈ R has a lattice distribution with span h > 0 and offset a ∈ R
if V ∈ {a+ ih : i ∈ Z} ∪ {−∞} a.s. and h is the largest one satisfying this property.
Let a ∈ R2 be arbitrary and h(1), h(2) ∈ R2 be linearly independent vectors. We say that two-dimensional random variable
V ∈ R2 with covariance matrix Σ satisfying |Σ| 6= 0 has a lattice distribution over L = {a + ih(1) + jh(2) : i, j ∈ Z} if
V ∈ L a.s. and no sublattice of L satisfies this property. We say that V ∈ R2 has a lattice-nonlattice distribution over set
L′ = {a + ih(1) + th(2) : i ∈ Z, t ∈ R} of lines with equal interval if V ∈ L′ a.s. and (h(1), h(2)) is a pair with largest
| det(h(1), h(2))|/‖h(2)‖. We say that V ∈ R2 has a strongly nonlattice distribution if V does not have a lattice distribution or
lattice-nonlattice distribution.
Definition 2. Channel W is h-lattice if ν(X,Y,X ′) has a lattice distribution with span h and is nonlattice otherwise. We define
the span of a nonlattice channel as h = 0.
Note that if W is h-lattice then the offset of ν(X,Y,X ′) is zero from the definition of ν. Whereas this classification of a
channel also appears in many studies such as [6], we also consider another classification to derive a tight bound. This classification
also depends on η = 1/(1 + ρ) that is determined from R.
Definition 3. Channel and rate pair (W,R) is (h′, a′)-lattice if Z(η) has a lattice distribution with span h′ and offset a′, and is
nonlattice otherwise. The pair (W,R) is pseudo-symmetric if (Z(η), Z ′(η)) is distributed over some single line, that is, Z ′(η)
is a linear function of Z(η).
Dobrushin [5] considered the case that W is a symmetric discrete channel in the strong sense that each row and column of
the transition probability matrix are permutations of the others. In this case the conditional distribution of W (Y |X ′) given Y
does not depend on Y and therefore for any y0 ∈ Y we have
Z(η) = log EX′ [W (y0|X ′)η]− η logW (Y |X) ,
Z ′(η) =
EX′ [W (y0|X ′)η logW (y0|X ′)]
EX′ [W (y0|X ′)η] − logW (Y |X) .
The first terms of RHSs of them are constants and the following property trivially holds.
Proposition 1. Assume that discrete channelW is strongly symmetric. Then (W,R) is pseudo-symmetric for any R. Furthermore,
W is h-lattice if and only if (W,R) is (ηh, a)-lattice for some a ∈ R.
We can see from this proposition that symmetric channels considered in [5] correspond to the degenerate case where
(Z(η), Z ′(η)) is linearly dependent.
As in [9] we always assume that for lattice span h ≥ 0 of W there exist α, b0 > 0 and a neighborhood S ∋ λ of η such that
for any 0 < b1 < b2 < 2π/h ≤ ∞
sup
λ∈S
Eρ[e
α|Z(i)(λ)|] <∞ , i = 1, 2, 3,
sup
λ∈S, ξ∈[−b0,b0]
Eρ[e
α|(∂4/∂ξ4)Z(λ+iξ)|] <∞ ,
sup
λ∈S, ξ∈[b1,b2]
Eρ[e
α|Za(λ+iξ)−Za(λ)|] <∞ ,
which are trivially satisfied for finite discrete channels.
III. EXACT ASYMPTOTICS FOR NONSINGULAR CHANNELS
In this section we derive the exact asymptotics for nonsingular channels covering results in [5][9] as special cases. First we
give the exact asymptotics for R ≤ Rcrit.
Theorem 1. Let W be a channel with lattice span h ≥ 0 of W . Then
PRC(n) =


(1+o(1))h(eh/2+1)
2(eh/2−1)
√
2πn(µ2+σ11)
e−nEr(R), if R < Rcrit,
(1+o(1))h(eh/2+1)
4(eh/2−1)
√
2πn(µ2+σ11)
e−nEr(R), if R = Rcrit.
(2)
We prove this theorem in Appendix B using two-dimensional Berry-Esseen bound (or one-dimensional one for pseudo-
symmetric (W,R)) in [11].
The derived bound is equal to those of [6] (for R < Rcrit) and [5] (for strongly symmetric channels) when W is nonlattice,
whereas these three bounds are different to each other for the lattice case. Gallager [6] derived a bound for ties regarded as
errors and the bound in this theorem for uniformly broken ties is slightly smaller than the bound in [6] as discussed in Sect. V.
On the other hand, Dobrushin [5] considered uniformly broken ties but the explicit expression on the constant factor was not
derived for this case.
Now we consider the case R > Rcrit. In this case the bound also depends on whether (W,R) is lattice or not and becomes
much complicated. For h ≥ 0, let
gh(u) = 1− e
− hη
ehη−1u(1− e−hηu)
hηu
gρ,h(u) = u
−ρgh(u) =
1
uρ
− e
− hη
ehη−1u(1− e−hηu)
hηu1+ρ
ψρ,h,h′(x) =
∑
i∈Z
h′gρ,h(ex+ih
′
)
ψρ,h =
∫
w∈R
gρ,h(e
w)dw
=
Γ(1 − ρ)
ρ
(
hη
ehη − 1
)ρ+1
eh − 1
h
, (3)
where Γ(·) is Gamma function. Note that ψρ,h,h′(x) is a periodic function with period h′ and satisfies ψρ,h = limh′↓0 ψρ,h,h′(x)
for any x ∈ R. The following theorem is the main contribution of this paper, which solves the exact asymptotics of random
coding error probability for rate above the critical rate.
Theorem 2. Fix R ∈ (Rcrit, I(X ;Y )) and let h > 0 be the lattice span of channel W . Then
PRC(n) = (1 + o(1))
(1 + ρ)ρIn√
(2π)1+ρµρ2
n−(1+ρ)/2e−nE(R) ,
where, if (W,R) is nonlattice then
In = I =
ψρ,h√
σ00 + ρ|Σ|/µ2
(4)
and if (W,R) is (h′, a′)-lattice then
In =
EV
[
ψρ,h,h′
(
na′ − |Σ|V 22(σ00+ρ|Σ|/µ2) − log c2
√
n
)]
√
σ00 + ρ|Σ|/µ2
(5)
for standard normal V . In particular, if (W,R) is pseudo-symmetric then
In =


ψρ,h√
σ00
, (W,R) is nonlattice,
ψρ,h,h′ (na′−log c2
√
n)√
σ00
, (W,R) is (h′, a′)-lattice.
(6)
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Fig. 1. Known bounds that are proved to be tight up to constant factors for Rcrit < R < I(X; Y ).
We give a sketch of a proof in Sect. VI and the full proof is in Appendix C. If (W,R) is pseudo-symmetric then |Σ| = 0
and the bound (6) is a special case of (4) and (5), although the proof is given separately.
The bound in [9] for strongly nonlattice (Z(η), Z ′(η)) is a special case of (4). If (W,R) is lattice then PRC(n)·n(1+ρ)/2enE(R)
does not converge as shown in this theorem. This phenomenon is suggested in [5] for strongly symmetric channel, which is
a special case of pseudo-symmetric (W,R). Furthermore, if (W,R) is not pseudo-symmetric then PRC(n)n
(1+ρ)/2enE(R) is
expressed as an expectation of a periodic function for a normal random variable, which seems to be impossible to integrate out
analytically. The known bounds are summarized in Fig. 1 and the derived bound in this paper covers all region.
IV. EXACT ASYMPTOTICS FOR SINGULAR CHANNELS
Now we consider the singular channels, which satisfies µ2 = 0, that is, PX′ [ν(X,Y,X
′) ∈ {0, 1}] a.s. for (X,Y ). Proofs of
theorems are given in Appendix D.
As in the case of nonsingular channels, we have a simple expression of the error probability for R ≤ Rcrit.
Theorem 3. If channel W is singular and has lattice span h ≥ 0 then, for R ≤ Rcrit,
PRC(n) =
{
(1/2 + o(1))e−nEr(R), if R < Rcrit,
(1/4 + o(1))e−nEr(R), if R = Rcrit.
(7)
The bound in [5] is a special case of this bound for strongly symmetric channels. As pointed out in [12], the bound derived
in [6] does not apply for the case of nonsingular channels. Whereas [12] derives a range of PRC(n)/e
−nEr(R), this theorem
derives its exact value for n→∞.
Now we consider the case R > Rcrit. Dobrushin [5] pointed out that Rcrit = I(X ;Y ) holds when a strongly symmetric
channel is singular, which means that Rcrit ≤ R < I(X ;Y ) never occurs in this case. For general cases, we can see from the
definition of Rcrit given below (1) that Rcrit = I(X ;Y ) if and only if Z(η) is singular, that is, Z(η) is a constant random
variable. Thus, we can always assume that Z(η) is not singular when Rcrit < R < I(X ;Y ).
The exact asymptotics for this rate region is given based on the following values.
g(s)(u) = 1− 1− e
−u
u
,
g(s)ρ (u) = u
−ρg(s)h (u) =
1
uρ
− 1− e
−u
u1+ρ
,
ψ
(s)
ρ,h′(x) =
∑
i∈Z
h′g(s)ρ (e
x+ih′) ,
ψ(s)ρ =
∫
w∈R
g(s)ρ (e
w)dw =
Γ(1− ρ)
ρ(1 + ρ)
.
Theorem 4. Assume that channel W is singular. Then, for Rcrit < R < I(X ;Y ),
PRC(n)
=


(1+o(1))ψ
(s)
ρ,h′ (na
′)
√
2πnσ00
e−nEr(R), if (W,R) is (h′, a′)-lattice,
(1+o(1))ψ(s)ρ√
2πnσ00
e−nEr(R), if (W,R) is nonlattice.
V. BOUNDS FOR TIES REGARDED AS ERRORS
In this section we discuss how the bound changes when a tie of likelihoods is immediately regarded as a decoding error.
First we consider nonsingular channels. Let p0 = p0(x,y) and p+ = p+(x,y) be probabilities that the likelihood of a
codeword X ′ equals and exceeds that of the sent sequence x given received sequence y, respectively. Then the error probability
over M codewords is
qM (p+, p0)
= 1− (1− p+)M−1
+
M−1∑
i=1
pi0(1 − p+ − p0)M−i−1
(
M − 1
i
)(
1− 1
i+ 1
)
= 1− (1− p+)
M − (1− p0 − p+)M
Mp0
(8)
for ties broken uniformly at random and
q˜M (p+, p0) = 1− (1− p0 − p+)M−1
for ties regarded as errors. By following the analysis for (8) in [9] we can see that gh(u) in Prop. 2 is replaced with
g˜h(u) = 1− e−
hηehη
ehη−1u .
In the case of R ≤ Rcrit, the value limu↓0 gh(u) only affects the analysis and the bound becomes
limu↓0 g˜h(u)
limu↓0 gh(u)
=
2eh/2
eh/2 + 1
∈ [1, 2)
times that in Theorem 1, that is, (2) is replaced with
PRC(n) =


(1+o(1))heh/2
(eh/2−1)
√
2πn(µ2+σ11)
e−nEr(R), if R < Rcrit,
(1+o(1))heh/2
2(eh/2−1)
√
2πn(µ2+σ11)
e−nEr(R), if R = Rcrit,
which reproduces the bound in [6] for R < Rcrit. For the case Rcrit < R < I(X ;Y ), values ψρ,h,h′(x) and ψρ,h in (3) change
accordingly to the change of the function gh(u) to g˜h(u). In particular, we can see that ψρ,h is replaced with
ψ˜ρ,h =
∫
w∈R
e−ρw g˜h(ew)dw = Γ(1− ρ)
(
hηeh/2
ehη − 1
)ρ
,
which satisfies
ψ˜ρ,h
ψρ,h
= (1 + ρ)
eh − eρh/(1+ρ)
eh − 1 ∈ [1, 1 + ρ) ⊂ [1, 2) .
Next we consider singular channels. In this case, the decoding error probability for uniformly broken ties, which will be
given in (37) of Appendix D, changes to
q˜M (p0) = 1− (1 − p0)M−1.
We can adapt the proofs of Theorems 3 and 4 to this change by simply replacing g(s)(u) = 1−(1−e−u)/u with g˜(s)(u) = 1−e−u.
By this replacement the bound (7) becomes doubled, that is, we have
PRC(n) =
{
(1 + o(1))e−nEr(R), if R < Rcrit,
(1/2 + o(1))e−nEr(R), if R = Rcrit,
since we have limu→0 g˜(s)(u)/ limu→0 g(s)(u) = 2.
For the case Rcrit < R < I(X ;Y ), values ψ
(s)
ρ,h′(x) and ψ
(s)
ρ in (3) change accordingly to the change of the function g(s)(u)
to g˜(s)(u). In particular, ψ
(s)
ρ is replaced with
ψ˜(s)ρ =
∫
w∈R
e−ρw g˜(s)(ew)dw =
Γ(1− ρ)
ρ
,
which satisfies ψ˜
(s)
ρ /ψ
(s)
ρ = (1 + ρ) ∈ [1, 2).
VI. PROOF OUTLINE OF THEOREM 2
In this section we give a rough derivation of (5) in Theorem 2, which is the most difficult part of the results in this paper.
See Appendix C for the full proof. We start with the following fact derived in [9].
Proposition 2 ([9, Theorem 1]). For lattice span h ≥ 0 of channel W, arbitrary ǫ1 > 0 and sufficiently small ǫ2 > 0, there
exists n0 > 0 such that for all n ≥ n0
(1− ǫ1)E
[
gh
(
(1− ǫ1)e
n(Z¯(η)+R−(Z¯′(η))2/2(µ2−ǫ2))
η
√
2πnµ2
)]
≤ PRC(n)
≤ (1 + ǫ1)E
[
gh
(
(1 + ǫ1)
en(Z¯(η)+R−(Z¯
′(η))2/2(µ2+ǫ2))
η
√
2πnµ2
)]
.
In the following we write (Z0, Z1) instead of (Z(η), Z
′(η)) for notational simplicity. For its empirical mean (Z¯0, Z¯1), we
write (Z˜0, Z˜1) =
√
n(Z¯0 − µ0, Z¯1 − µ1) =
√
n(Z¯0 +R+∆, Z¯1).
We can show Theorem 2 (and Theorem 1) by evaluating
E
[
gh
(
en(Z¯0+R−Z¯
2
1/2c1)
c2
√
n
)]
= e−nEr(R)Eρ
[
e−nρZ¯0gh
(
en(Z˜0+R−Z¯
2
1/2c1)
c2
√
n
)]
=
e−nEr(R)
(c2
√
n)ρ
Eρ
[
e−ρZ˜
2
1/2c1gρ,h
(
e
√
nZ˜0−n∆−Z˜21/2c1
c2
√
n
)]
(9)
for fixed c1, c2 > 0 and letting c1 := µ2 ± ǫ2, c2 := η
√
2πµ2/(1± ǫ1) and finally letting ǫ1, ǫ2 ↓ 0.
For evaluation of the expectation in (9) we use a version of bivariate local limit theorem, which is obtained by “blurring” a
standard bivariate local limit theorem in one direction. Let φΣ be the density function of normal distribution with zero mean and
covariance matrix Σ. Then the following lemma holds for random variable V = (V0, V1) ∈ R2 with zero mean and covariance
matrix Σ such that |Σ| > 0.
Lemma 1. Fix δ > 0 and a sequence bn > 0 such that bn = o(
√
n) and limn→∞ bn =∞. If V0 has a lattice distribution with
span h and offset a then
n
hbn
Pr[
√
n(V˜ − v) ∈ {0} × [0, bn)]→ φΣ(v)
as n→∞ uniformly for v ∈ {√na+ ih/√n : i ∈ Z} × R. If V0 does not have a lattice distribution then
n
δbn
Pr[
√
n(V˜ − v) ∈ [0, δ)× [0, bn)]→ φΣ(v)
as n→∞ uniformly for v ∈ R2.
This lemma evaluates the distribution of V˜ = (V˜0, V˜1) with O(1/
√
n) precision in V˜0 direction and with O(bn/
√
n) precision
in V˜1 direction.
Proof Sketch of Theorem 2: Let Zn = {(na′ + ih′)/√n : i ∈ Z}. Then we obtain from the bivariate local limit theorem
in Lemma 1 that
Eρ
[
e−ρZ˜
2
1/2c1gρ,h
(
e
√
nZ˜0−Z˜21/2c1
c2
√
n
)]
≈
∑
z0∈Zn
∫
z1
h′φΣ(z0, z1)√
n
e−ρz
2
1/2c1gρ,h
(
e
√
nz0−z21/2c1
c2
√
n
)
dz1.
Here it holds from gh(u) ≤ (1 + hη)(1 ∧ u) [9, Lemma 8] that
gρ,h(e
w) ≤ (1 + hη)(e−ρw ∧ e(1−ρ)w) , (10)
which means that gρ,h
(
e
√
nz0−z21/2c1
c2
√
n
)
decays exponentially for |z0| = Ω(1/
√
n) (as far as z1 = O(1) holds). Thus
∑
z0∈Zn
∫
z1
h′φΣ(z0, z1)√
n
e−ρz
2
1/2c1gρ,h
(
e
√
nz0−z21/2c1
c2
√
n
)
dz1
≈
∑
z0∈Zn
∫
z1
h′φΣ(0, z1)√
n
e−ρz
2
1/2c1gρ,h
(
e
√
nz0−z21/2c1
c2
√
n
)
dz1
=
∫
z1
φΣ(0, z1)√
n
e−ρz
2
1/2c1ψρ,h,h′(na− z21/2c1 − log c2
√
n)dz1
=
∫
z1
ψ(na′ − z21/2c1 − log c2
√
n)
2π
√
n|Σ| e
−
(
ρ
c1
+
σ00
|Σ|
)
z21
2 dz1
=
EV
[
ψ
(
na′ − |Σ|V 22(σ00+ρ|Σ|/c1) − log c2
√
n
)]
√
2πn(σ00 + ρ|Σ|/c1)
.
We obtain (5) by combining Prop. 2 with (9) by letting c1 := µ2 and c2 := η
√
2πµ2.
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APPENDIX A
BIVARIATE LOCAL LIMIT THEOREM WITH ANISOTROPIC RESOLUTION
In this section we show a version of bivariate local limit theorem suitable for the proof of Theorem 2 by “blurring” a
standard bivariate local limit theorem in one direction. Let φΣ be the density function of normal distribution with zero mean
and covariance matrix Σ. The goal of this section is to prove the following lemma for random variable V = (V0, V1) ∈ R2 with
zero mean and covariance matrix Σ such that |Σ| > 0.
Lemma 1 (restated). Fix δ > 0 and a sequence bn > 0 such that bn = o(
√
n) and limn→∞ bn = ∞. If V0 has a lattice
distribution with span h and offset a then
n
hbn
Pr[
√
n(V˜ − v) ∈ {0} × [0, bn)]→ φΣ(v) (11)
as n→∞ uniformly for v ∈ {√na+ ih/√n : i ∈ Z} × R. If V0 does not have a lattice distribution then
n
δbn
Pr[
√
n(V˜ − v) ∈ [0, δ)× [0, bn)]→ φΣ(v) (12)
as n→∞ uniformly for v ∈ R2.
We show this lemma based on Prop. 3 given below.
Proposition 3 (Bivariate Local Limit Theorem1 [13, Theorems 1–3]). Let h(1), h(2) ∈ R2 be linearly independent vectors. If V
has a strongly nonlattice distribution then
nPr[
√
n(V˜ − v) ∈ [0, δ0)× [0, δ1)]→ δ0δ1φΣ(v) (13)
as n → ∞ uniformly for v ∈ R2 and δ0, δ1 in a compact subset of (0,∞). If V has a lattice-nonlattice distribution over
L′ = {a+ ih(1) + th(2) : i ∈ Z, t ∈ R} then
n
H
Pr[
√
n(V˜ − v) ∈ {th(2) : t ∈ [0, δ)}]− δφΣ(v)→0 (14)
as n → ∞ uniformly for v ∈ {(na + ih(1) + th(2))/√n : i ∈ Z, t ∈ R} and δ in a compact subset of (0,∞), where
H = | det(h(1), h(2))|. If V has a lattice distribution over L = {a+ ih(1) + jh(2) : i, j ∈ Z} then
n
H
Pr[V˜ = v]− φΣ(v)→ 0 (15)
as n→∞ uniformly for v ∈ {(na+ ih(1) + jh(2))/√n : i, j ∈ Z}.
Proof of Lemma 1: If V has a strongly nonlattice distribution then (12) is straightforward from (13) and we consider
the other case that V has a lattice distribution on L = {a + ih(1) + jh(2) : i, j ∈ Z} or a lattice-nonlattice distribution on
1Adapted from the original version in [13] for the case that Σ is the identify matrix and h(1) and h(2) are unit vectors.
L = {a+ih(1)+th(2) : i ∈ Z, t ∈ R}. We define Ln = {na+ih(1)+jh(2) : i, j ∈ Z} and Ln = {na+ih(1)+th(2) : i ∈ Z, t ∈ R}
for these cases, where we assume without loss of generality that ‖h(2)‖ = 1 for the latter case.
Define Vol(S) as the total lengths of lines if S is a subset of parallel lines and as the total number of points in S if S is a
subset of a lattice. Then, it suffices to show from (14) and (15) that
H
δbn
Vol((Ln − v) ∩ [0, δ)× [0, bn))→ 1 (16)
as n→∞ uniformly for v ∈ R if V0 does not have a lattice distribution and
H
h′bn
Vol((Ln − v) ∩ {0} × [0, bn))→ 1
as n→∞ uniformly for v ∈ {na′ + ih′ : i ∈ Z} if V0 has a lattice distribution with span h′ and offset a′. These relations are
trivial except for the case that V = (V0, V1) has a lattice distribution and V0 has a nonlattice distribution, that is, V is distributed
over a lattice spanned by h(1) = (h
(1)
0 , h
(1)
1 ) and h
(2) = (h
(2)
0 , h
(2)
1 ) such that h
(1)
0 /h
(2)
0 /∈ Q. We assume h(1)0 > 0 without loss
of generality.
In this case it is necessary to evaluate the total number of lattice points in a rectangle to show (16). This number is expressed
as
Vol((Ln − v) ∩ [0, δ)× [0, bn))
= |(Ln − v) ∩ [0, δ)× [0, bn)|
=
⌈δ/x1⌉∑
m=1
|(Ln − v − ((m− 1)δ′, 0)) ∩ [0, δ′)× [0, bn)| (17)
for δ′ = δ/⌈δ/h(1)0 ⌉ < h(1)0 . We can bound each term in (17) by Lemma 2 below, which conclude the proof.
Lemma 2. Define a rectangle region Rn = [0, δ) × [0, bn) and a lattice L(a) = {a + ih(1) + jh(2) : i, j ∈ Z} for h(1)0 >
0, h
(1)
0 /h
(2)
0 /∈ Q. For any bn such that limn→∞ bn =∞ and fixed δ < h(1)0 ,
|L(a) ∩Rn|
bn
→ δ
H
as n→∞ uniformly for a ∈ R2.
This lemma intuitively means that the lattice L(a) spanned by (h(1), h(2)) contains roughly δbn/ det(h
(1), h(2)) lattice points
in a rectangle with size δ × bn. This is intuitively obvious and the formal proof of Lemma 1 is obtained from the following
proposition.
Proposition 4 (Equidistribution Theorem). For any irrational number α and δ > 0 it holds that
lim sup
n→∞
sup
x∈R
1
n
n∑
i=1
1l [((x + iα) mod 1) ∈ [0, δ)]
= lim inf
n→∞
inf
x∈R
1
n
n∑
i=1
1l [((x + iα) mod 1) ∈ [0, δ)] = δ .
This proposition is slightly tighter than the well-known equidistribution theorem since the worst-case on x is considered. We
can confirm that the proposition is valid by following the elementary proof of the equidistribution theorem in [14].
Proof of Lemma 2: Define a set of parallel segments L′(a) = {L′j(a) : L(a)∩Rn 6= ∅} for segment L′j(a) = {a+ th(1)+
jh(2) : t ∈ R, j ∈ Z} ∩ ([0, δ)× R). Note that
L′j(a)
=
{
a+ th(1) + j
(
h
(2)
1 −
h
(1)
1 h
(2)
0
h
(1)
0
)
· (0, 1) : t ∈ R, j ∈ Z
}
∩ ([0, δ)× R) . (18)
Therefore the number of segments L′j(a) ∈ L′(a) that intersect with [0, δ)× {0} or [0, δ)× {bn} is at most
2 ·
⌈
δ
∣∣∣∣∣h
(1)
1
h
(1)
0
/(
h
(2)
1 −
h
(1)
1 h
(2)
0
h
(1)
0
)∣∣∣∣∣
⌉
= O(1) (19)
and we have
|L(a) ∩Rn|
bn
=
|L(a) ∩ L′(a)|+O(1)
bn
.
Let J = {j0, j0+1, · · · , j1} be the set of indices of Lj(a) in L(a), that is, J be such that L′(a) = {L′j(a) : j ∈ J }. Since
|L′j(a) ∩ L(a)| ≤ 1 holds from δ < h(1)0 , we have
|L(a) ∩ L′(a)|
=
j1∑
j=j0
|L(a) ∩ L′j(a)|
=
j1∑
j=j0
1l
[
∃i ∈ Z, a(0) + ih(1)0 + jh(2)0 ∈ [0, δ)
]
=
j1∑
j=j0
1l
[
((a(0) + jh
(2)
0 ) mod h
(1)
0 ) ∈ [0, δ)
]
= (j1 − j0 + 1)
(
δ
h
(1)
0
+ o(1)
)
(20)
uniformly for a from the equidistribution theorem in Prop. 4. From (18) we have
(j1 − j0 + 1) = |J | = bn +O(1)
h
(2)
1 − h
(1)
1 h
(2)
0
h
(1)
0
. (21)
Putting (19), (20) and (21) together we have
|L(a)−Rn|
bn
=
δ
h
(1)
0 h
(2)
1 − h(1)1 h(2)0
+O(b−1n )
=
δ
H
+O(b−1n ) ,
which concludes the proof.
APPENDIX B
PROOF OF THEOREM 1
Since ρ = 1 and η = 1/(1 + ρ) = 1/2 for the case of this theorem, it suffices to show
Eρ
[
e−ρZ˜
2
1/2c1gρ,h
(
e
√
nZ˜0−n∆−Z˜21/2c1
c2
√
n
)]
=


(1+o(1))h(eh/2−1)
4(eh/2−1)
√
(1+σ11/c1)
if R < Rcrit,
(1+o(1))h(eh/2−1)
8(eh/2−1)
√
(1+σ11/c1)
if R = Rcrit.
(22)
from discussion around (9). Recall that ∆ > 0 if R < Rcrit and ∆ = 0 if R = Rcrit.
Let W = Z˜0 − (Z˜21/2c1 − c2 log
√
n)/
√
n. Then we have
Eρ
[
e−ρZ˜
2
1/2c1gρ,h
(
e
√
nZ˜0−n∆−Z˜21/2c1
c2
√
n
)]
= Eρ
[
e−Z˜
2
1/2c1g1,h
(
e
√
nW−n∆
)]
.
First we consider the case R < Rcrit. Since g1,h(u) ≤ 1 + h/2 from (10), we have
Eρ
[
1l
[
|Z˜1| > n1/6
]
e−Z˜
2
1/2c1g1,h
(
e
√
nW−n∆
)]
= e−Ω(n
1/3) . (23)
and
Eρ
[
1l
[
Z˜0 > n
1/3
]
e−Z˜
2
1/2c1g1,h
(
e
√
nW−n∆
)]
= O(Pρ[Z˜0 > n
1/3])
= o(1) . (24)
For the remaining case we obtain from limu↓0 g1,h(u) = h(eh/2 + 1)/4(eh/2 − 1) that
Eρ
[
1l
[
|Z˜1| ≤ n1/6, Z˜0 ≤ n−1/3
]
e−Z˜
2
1/2c1g1,h
(
e
√
nW−n∆
)]
=
(1 + o(1))h(eh/2 + 1)
4(eh/2 − 1)
× Eρ
[
1l
[
|Z˜1| ≤ n1/6, Z˜0 ≤ n1/3
]
e−Z˜
2
1/2c1
]
=
(1 + o(1))h(eh/2 + 1)
4(eh/2 − 1) Eρ
[
e−Z˜
2
1/2c1
]
=
(1 + o(1))h(eh/2 + 1)
4(eh/2 − 1)√1 + σ11/c1 ,
which proves (22).
Next we consider the case R = Rcrit, where we have ∆ = 0. In this case we still have (23), and instead of (24) we have
Eρ
[
1l
[
|Z˜1| ≤ n1/6, |Z˜0| ≤ n−1/7
]
e−Z˜
2
1/2c1g1,h
(
e
√
nW
)]
= O
(
Pρ
[
|Z˜0| ≤ n−1/7
])
= o(1)
and
Eρ
[
1l
[
|Z˜1| ≤ n1/6, Z˜0 > n−1/7
]
e−Z˜
2
1/2c1g1,h
(
e
√
nW
)]
= o(1)
from limu→∞ g1,h(u) = 0.
For the remaining case we obtain from limu↓0 g1,h(u) = h(eh/2 + 1)/4(eh/2 − 1) that
Eρ
[
1l
[
|Z˜1| ≤ n1/6, Z˜0 ≤ −n−1/7
]
e−Z˜
2
1/2c1g1,h
(
e
√
nW
)]
=
(1 + o(1))h(eh/2 + 1)
4(eh/2 − 1)
× Eρ
[
1l
[
|Z˜1| ≤ n1/6, Z˜0 ≤ −n−1/7
]
e−Z˜
2
1/2c1
]
=
(1 + o(1))h(eh/2 + 1)
4(eh/2 − 1) Eρ
[
1l
[
Z˜0 ≤ −n−1/7
]
e−Z˜
2
1/2c1
]
=
(1 + o(1))h(eh/2 + 1)
2(eh/2 − 1) Eρ
[
1l
[
Z˜0 ≤ 0
]
e−Z˜
2
1/2c1
]
.
Since region {z ∈ R2 : 1l [z0 ≤ 0] e−z21/2c1 ≥ v} is convex for any v ∈ R we have from multivariate Berry-Esseen bound [11]
that
lim
n→∞
Eρ
[
1l
[
Z˜0 ≤ 0
]
e−Z˜
2
1/2c1
]
= EV∼ΦΣ
[
1l [V0 ≤ 0]e−V 21 /2c1
]
=
1
2
√
1 + σ11/c1
.
if |Σ| 6= 0. It is clear from the one-dimensional Berry-Esseen bound that the same relation also holds for the pseudo-symmetric
case |Σ| = 0. 
APPENDIX C
PROOF OF THEOREM 2
In this appendix we show the main theorem on the exact asymptotics for the random coding error probability for R > Rcrit.
Define the oscillation of a function f(z) as
ωf(S) = sup
z′∈S
f(z′)− inf
z′∈S
f(z′) .
Let
Bn(z) = {z′ : |z′0 − z0| ≤ δn−1/2, |z′1 − z1| ≤ n−1/8}
fn(z) = e
−ρz21/2c1gρ,h
(
e
√
nz0−z21/2c1
c2
√
n
)
. (25)
Then the oscillation of function fn is bounded by Lemmas 3 and 4 below.
Lemma 3. For any z = (z0, z1) satisfying |z1| ≤Mn = c1δn1/8/2
ωfn(Bn(z)) ≤ 4chαδ(e(1−ρ)
√
nz0 ∧ (c2
√
n)ρe−ρ
√
nz0) ,
where αδ = e
2δ − 1 = O(δ).
Proof: For z′ = (z′0, z
′
1) ∈ Bn(z) and sufficiently large n we have
|(z′1)2 − z21 | ≤ |z′1 − z1|(|z′1|+ |z1|)
≤ |z′1 − z1|(2|z1|+ |z1 − z′1|)
≤ n−1/4
∣∣∣c1δn1/8 + n−1/4∣∣∣
≤ 2c1δn−1/8 .
For w =
√
nz0 − (z1)2/2c1 − log c2
√
n and w′ =
√
nz′0 − (z′1)2/2c1 − log c2
√
n we have
|w′ − w| ≤ √n |z′0 − z0|+
|z21 − (z′1)2|
2c1
≤ δ + δn−1/8
≤ 2δ .
Therefore we obtain for αδ = e
2δ − 1 = O(δ) and sufficiently large n that∣∣∣∣∣e
w′
ew
− 1
∣∣∣∣∣ ≤ αδ ,
∣∣∣∣∣e
ρ
√
nz′0
eρ
√
nz0
− 1
∣∣∣∣∣ ≤ αδ .
Now we consider
fn(z) = (c2
√
n)ρe−ρ
√
nz0gh(e
w) .
Since gh(·) satisfies
|gh((1 + r)u)− gh(u)| ≤ ch|r|(u ∧ 1)
from [9, Lemma 13], it holds for sufficiently large n that
fn(z
′)
(c2
√
n)ρ
≤ (1 + αδ)e−ρ
√
nz0gh ((1 + αδ)(e
w ∧ 1))
≤ (1 + αδ)e−ρ
√
nz0 (gh (e
w) + chαδ(e
w ∧ 1)) ,
fn(z
′)
(c2
√
n)ρ
≥ (1− αδ)e−ρ
√
nz0 (gh (e
w)− chαδ(ew ∧ 1)) .
Thus ωfn(Bn(z)) satisfies
ωfn(Bn(z))
≤ 2αδ(c2
√
n)ρe−ρ
√
nz0 (gh (e
w) + ch(e
w ∧ 1))
≤ 2αδ(c2
√
n)ρe−ρ
√
nz0 ((che
w ∧ 1) + ch(ew ∧ 1))
(by [9, Lemma 8])
≤ 4chαδ(c2
√
n)ρe−ρ
√
nz0(ew ∧ 1)
≤ 4chαδ(e(1−ρ)
√
nz0 ∧ (c2
√
n)ρe−ρ
√
nz0) ,
which concludes the proof.
Lemma 4. For Mn = c1δn
1/8/2,
Eρ
[
1l
[
|Z˜1| ≤Mn
]
ωfn(Bn(Z˜))
]
= O(δn(ρ−1)/2) .
Proof: From Lemma 3 we have
Eρ
[
1l
[
|Z˜1| ≤Mn
]
ωfn(Bn(Z˜))
]
≤ 4chαδE
[
1l
[
Z˜0 < 0
]
e(1−ρ)
√
nZ0
]
+ 4chαδE
[
1l
[
Z˜0 ≥ 0
]
(c2
√
n)ρe−ρ
√
nZ0
]
. (26)
Now we show
E
[
1l
[
Z˜0 ≥ 0
]
e−ρ
√
nZ0
]
= O(1/
√
n) .
From Berry-Esseen bound pn(z) = Pr[0 ≤ Z˜0 < z] satisfies
pn(z) ≤ z√
2πσ00
+
c√
n
for any z ≥ 0 and some constant c > 0. Thus we have from integration by parts that
E
[
1l
[
Z˜0 ≥ 0
]
e−ρ
√
nZ˜0
]
=
∫ ∞
0
e−ρ
√
nzdp(z)
= [e−ρ
√
nzp(z)]∞0 + ρ
√
n
∫ ∞
0
e−ρ
√
nzp(z)dz
≤ ρ√n
∫ ∞
0
e−ρ
√
nz
(
z√
2πσ00
+
c√
n
)
dz
=
(
1
ρ
√
2πσ00n
+
c√
n
)
= O(1/
√
n) . (27)
The same argument also applies to the first term of (26) and we have
Eρ
[
1l
[
|Z˜1| ≤Mn
]
ωfn(Bn(Z˜))
]
= O(αδn
(ρ−1)/2) .
We obtain the lemma by recalling that αδ = O(δ).
Next we show Lemmas 5 and 6 below on the function ψρ,h,h′ that was defined by
ψρ,h,h′(x) = h
′∑
i∈Z
gρ,h(e
x+ih′)
= h′
∑
i∈Z
e−ρ(x+ih
′)gh(e
x+ih′) .
Lemma 5. For sequences an, bn > 0 such that an = o(bn) and limn→∞ bn =∞,
bn∑
i=−bn
h′gρ,h(ex+ih
′
)− ψρ,h,h′(x)→ 0
as n→∞ uniformly for all x such that |x| ≤ an.
Proof: From (10) we have
bn∑
i=−bn
h′gρ,h(ex+ih
′
)− ψρ,h,h′(x)
=
−bn∑
i=−∞
h′gρ,h(ex+ih
′
) +
∞∑
bn
h′gρ,h(ex+ih
′
)
≤ chh′
( −bn∑
i=−∞
eρ(x+ih
′) +
∞∑
bn
e−(1−ρ)(x+ih
′)
)
= chh
′
(
eρ(x−h
′bn)
e−ρh′
+
e−(1−ρ)(x+h
′bn)
e−(1−ρ)h′
)
= chh
′
(
eρ(an−h
′bn)
e−ρh′
+
e−(1−ρ)(−an+h
′bn)
e−(1−ρ)h′
)
= o(1) ,
where the last equality follows from an = o(bn).
Lemma 6. ψρ,h,h′(x) is Lipschitz continuous in x ∈ R with a constant independent of h′.
Proof: From the periodicity of ψρ,h,h′(x) it suffices to consider the case x ∈ [0, h′). The derivative of each term of ψρ,h,h′(x)
is bounded by ∣∣∣∣∣de
−ρ(x+ih′)gh(ex+ih
′
)
dx
∣∣∣∣∣
=
∣∣∣∣−ρgρ,h(ex+ih′) + e−ρ(x+ih′)ex+ih′ dgh(u)du
∣∣∣∣
u=ex+ih′
∣∣∣∣
≤ ρch(e−ρ(x+ih′) ∧ e(1−ρ)(x+ih′))
+ e(1−ρ)(x+ih
′)(ex+ih
′
+ hη)e−e
x+ih′
(by [9, Lemma 8] and (10))
≤ ρch(e−ρh′i ∧ e(1−ρ)h′(i+1))
+ e(1−ρ)h
′(i+1)(eh
′(i+1) + hη)(e−(5/2)(x+ih
′) ∧ 1) , (28)
where the last inequality follows from x ∈ [0, h) and eu ≥ (5u/2) ∨ 0 for u ∈ R.
The second term of (28) is bounded by
e(1−ρ)(x+ih
′)(ex+ih
′
+ hη)(e−(5/2)(x+ih
′) ∧ 1)
≤
{
(1 + hη)e(1−ρ)(x+ih
′), x+ ih′ < 0,
(e−(1/2)(x+ih
′) + hηe−(3/2)(x+ih
′)), x+ ih′ ≥ 0,
≤ (1 + hη)(e(1−ρ)(i+1)h′) ∧ e−ih′/2) . (29)
From (28) and (29) we have ∣∣∣∣∣de
−ρ(x+ih′)gh(ex+ih
′
)
dx
∣∣∣∣∣
≤ ρch(e−ρih′ ∧ che(1−ρ)(i+1)h′)
+ (1 + hη)(e(1−ρ)(i+1)h
′) ∧ e−ih′/2) . (30)
Since the sum of (30) over i ∈ Z is convergent, ψρ,h,h′(x) is term-by-term differentiable with∣∣∣∣dψρ,h,h′(x)dx
∣∣∣∣ ≤∑
i∈Z
h′ρch(e−ρih
′ ∧ che(1−ρ)(i+1)h
′
)
+
∑
i∈Z
h′(1 + hη)(e(1−ρ)(i+1)h
′) ∧ e−ih′/2)
= O
(
h′
1− e−h′min{ρ,1−ρ,1/2}
)
= O(1) ,
which implies Lipschitz continuity of ψρ,h,h′ .
Proof Theorem 2: First we consider the case that (W,R) is (h′, a′)-lattice and not pseudo-symmetric.
Let Z0,n = {(an+ ih′)/√n : i ∈ Z}, Z1,n = {in−1/8 : i ∈ Z, |i| ≤ n1/8Mn}, and W = √nZ˜0− Z˜21/2c1− log c2
√
n. Then
Eρ
[
e−ρZ˜
2
1/2c1gρ,h
(
e
√
nZ˜0−Z˜21/2c1
c2
√
n
)]
= Eρ
[
1l
[
|Z˜1| ≤Mn
]
e−ρZ˜
2
1/2c1gρ,h
(
e
√
nZ˜0−Z˜21/2c1
c2
√
n
)]
+ e−Ω(M
2
n) (by gρ,h(e
w) ≤ ch <∞ from (10))
=
∑
z0∈Z0,n
∑
z1∈Z1,n
Pr[Z˜0 = z0, Z˜1 − z1 ∈ [0, n−1/8)]
× e−ρz21/2c1gρ,h
(
e
√
nz0−z21/2c1
c2
√
n
)
+O
(
Eρ
[
1l
[
|Z˜1| ≤Mn
]
ωfn(B(Z˜))
])
+ e−Ω(M
2
n)
=
∑
z0∈Z0,n
∑
z1∈Z1,n
h′φΣ(z0, z1)
n5/8
e−ρz
2
1/2c1gρ,h
(
e
√
nz0−z21/2c1
c2
√
n
)
+ o

 1
n5/8
∑
z0∈Z0,n
∑
z1∈Z1,n
e−ρz
2
1/2c1gρ,h
(
e
√
nz0−z21/2c1
c2
√
n
)
+O(δ/
√
n) + e−Ω(n
1/4) , (31)
where the last equality follows from Lemma 1 with bn := n
3/8 and Lemma 4. On the second term of (31) we can show that
∑
z0∈Z0,n
∑
z1∈Z1,n
e−ρz
2
1/2c1
n5/8
gρ,h
(
e
√
nz0−z21/2c1
c2
√
n
)
= O(1/
√
n)
in the same way as the evaluation of the first term of (31) given below.
We evaluate the first term of (31) for |z0| > δn := n−3/16 and |z0| ≤ δn separately. For the former case we have∑
z0∈Z0,n:|z0|>δn
∑
z1∈Z1,n
h′φΣ(z0, z1)
n5/8
× e−ρz21/2c1gρ,h
(
e
√
nz0−z21/2c1
c2
√
n
)
≤
∑
z1∈Z1,n
∑
w∈Wn(z1):|w|≥
√
nδn−M2n/2c1−log c2
√
n
h′φΣ(0, 0)
n5/8
× che−ρz
2
1/2c1(e−ρw ∧ e(1−ρ)w) (by (10))
≤
∑
z1∈Z1,n
h′φΣ(0, 0)
n5/8
e−ρz
2
1/2c1 · o(1)
= o(n−1/2) , (32)
where Wn(z1) = {na+ ih+ z21/2c1 − log c2
√
n : i ∈ Z} and (32) follows from M2n/2c1 + log c2
√
n = O(n1/4) = o(
√
nδn).
On the other hand for the case |z0| ≤ δn, we have∑
z0∈Z0,n:|z0|≤δn
∑
z1∈Z1,n
h′φΣ(z0, z1)
n5/8
× e−ρz21/2c1gρ,h
(
e
√
nz0−z21/2c1
c2
√
n
)
= (1 + o(1))
∑
z0∈Z0,n:|z0|≤δn
∑
z1∈Z1,n
h′φΣ(0, z1)
n5/8
e−ρz
2
1/2c1
× gρ,h
(
e
√
nz0−z21/2c1
c2
√
n
)
(33)
= (1 + o(1))
∑
z1∈Z1,n
h′φΣ(0, z1)
n5/8
e−ρz
2
1/2c1
×
∑
w∈Wn(z1):|w−z21/2c1−log c2
√
n|/√n≤δn
gρ,h (e
w)
= (1 + o(1))
∑
z1∈Z1,n
ψρ,h,h′(na− z21/2c1 − log c2
√
n)
2πn5/8
√|Σ|
× e−
(
ρ
c1
+
σ00
|Σ|
)
z21
2 , (34)
where (33) and (34) follow from |z0z1| ≤ δnMn = o(1) and Lemma 5, respectively. Since supz′1:|z′1−z1|≤n−1/8((z′1)2−z21) = O(δ)
holds uniformly for |z1| ≤Mn, we have from Lemma 6 that∑
z1∈Z1,n
ψρ,h,h′(na− z21/2c1 − log c2
√
n)
2πn5/8
√|Σ| e−
(
ρ
c1
+
σ00
|Σ|
)
z21
2
= (1 + O(δ))
∫ Mn
−Mn
ψρ,h,h′(na− z21/2c1 − log c2
√
n)
2π
√
n|Σ|
× e−
(
ρ
c1
+
σ00
|Σ|
)
z21
2 dz1
=
∫ ∞
−∞
ψρ,h,h′(na− z21/2c1 − log c2
√
n)
2π
√
n|Σ| e
−
(
ρ
c1
+
σ00
|Σ|
)
z21
2 dz1
+O(δn−1/2) + e−Ω(M
2
n)
=
EV
[
ψρ,h,h′
(
na′ − |Σ|V 22(σ00+ρ|Σ|/c1) − log c2
√
n
)]
√
2πn(σ00 + ρ|Σ|/c1)
+ O(δn−1/2) (35)
and we obtain (5) by letting δ sufficiently small.
Next we consider the case that (W,R) is nonlattice. In this case we replace
Pρ[Z˜0 = z0, Z˜1 − z1∈ [0, n−1/8)]= h
′φΣ(z0, z1)
n5/8
+ o(n−5/8)
with
Pρ[Z˜0 − z0 ∈ [0, δn−1/2), Z˜1 − z1 ∈ [0, n−1/8)]
=
δφΣ(z0, z1)
n5/8
+ o(n−5/8) (36)
by using (12) instead of (11). To apply (36) we use Z ′0,n = {iδn−1/2 : i ∈ Z} instead of Z0,n. By this change Eqs. (31)–(35)
are replaced with
Eρ
[
e−ρZ˜
2
1/2c1gρ,h
(
e
√
nZ˜0−Z˜21/2c1
c2
√
n
)]
=
EV
[
ψρ,h,δ
(
− |Σ|V 22(σ00+ρ|Σ|/c1) − log c2
√
n
)]
√
2πn(σ00 + ρ|Σ|/c1)
+ O(δn−1/2)
instead of (35). Since ψρ,h,δ(x) has period δ, we obtain from Lemma 6 that
EV
[
ψρ,h,δ
(
− |Σ|V 22(σ00+ρ|Σ|/c1) − log c2
√
n
)]
√
2πn(σ00 + ρ|Σ|/c1)
=
EV [ψρ,h,δ (0) + o(δ)]√
2πn(σ00 + ρ|Σ|/c1)
=
ψρ,h,δ (0) + o(δ)√
2πn(σ00 + ρ|Σ|/c1)
.
We obtain (4) by letting δ sufficiently small.
Now we consider the case that (W,R) is pseudo-symmetric and (h′, a′)-lattice. In this case we have Z1 =
√
rZ1 for
r = σ00/σ11. Then, based on the one-dimensional local limit theorem, (31) is replaced with
Eρ
[
e−ρZ˜
2
1/2c1gρ,h
(
e
√
nZ˜0−Z˜21/2c1
c2
√
n
)]
=
∑
z0∈Z0,n
h′e−z
2
0/σ00√
2πnσ200
e−ρrz
2
0/2c1gρ,h
(
e
√
nz0−rz20/2c1
c2
√
n
)
+ o

 1√
n
∑
z0∈Z0,n
e−ρrz
2
0/2c1gρ,h
(
e
√
nz0−rz20/2c1
c2
√
n
)

+O(δ/
√
n) + e−Ω(n
1/4) .
By following the argument in (32) and (34) we can ignore z20 relative to
√
nz0 and obtain
Eρ
[
e−ρZ˜
2
1/2c1gρ,h
(
e
√
nZ˜0−Z˜21/2c1
c2
√
n
)]
=(1 + o(1))
∑
z0∈Z0,n
h′√
2πnσ200
gρ,h
(
e
√
nz0
c2
√
n
)
+O(δ/
√
n)
= (1 + o(1))
ψρ,h,h′(na
′ − log c2
√
n)√
2πnσ200
+O(δ/
√
n) .
Adaptation of the proof to nonlattice (W,R) is the same as that for the not pseudo-symmetric case.
APPENDIX D
PROOFS FOR SINGULAR CHANNELS
In this section we prove Theorems 3 and 4. The analysis follows the same lines as the analyses for nonsingular channels in
this paper and [9] but is much simpler in many places by virtue of the simplicity of the singular channels.
We start with the following lemma corresponding to Prop. 2 and (9) for nonsingular channels.
Lemma 7. If channel W is singular then
PRC(n) = (1 + o(1))e
−nE(R)Eρ
[
g(s)ρ
(
en(Z¯+R)
)]
.
Proof: For the pair of the sent and received sequences (x,y), the likelihood of the other codeword X ′ never exceeds that
of x and only a tie can occur. Let p0(x,y) be the probability that the likelihood of X
′ becomes the same as that of x given
(x,y), that is,
p0(x,y) = Pr
[
n∑
i=1
ν(xi, yi, X
′
i) = 0
]
.
For probability p0 = p0(x,y) > 0 of a tie, the error probability qM = qM (p0) for M codewords is expressed as
qM (p0) = 1−
M−1∑
i=1
pi0(1 − p0)M−i−1
(
M − 1
i
)(
1− 1
i+ 1
)
= 1− 1− (1− p0)
M
Mp0
(37)
by [9, (23)]. An elementary calculation shows
lim sup
M→∞
sup
p0∈(0,1/2]
∣∣∣∣∣1− qM (p0)1− 1−e−Mp0Mp0
∣∣∣∣∣ = 1 , (38)
that is, qM (p0) is uniformly approximated by 1− (1− e−Mp0)/(Mp0) with vanishing relative error for all p0 ∈ (0, 1/2]. From
the definition of nonsingular channels we have
p0(X,Y ) =
n∏
i=1
PX′ [ν(xi, yi, X
′) = 0]
=
n∏
i=1
eZi(η)
= enZ¯0 ,
where recall that we write (Z¯0, Z¯1) = (Z¯(η), Z¯
′(η)). The effect of the case p0(X,Y ) > 1/2 is negligible by the same argument
as the nonsingular channels in [9, Lemma 5]. Thus we obtain from (38) that
PRC(n) = E[qM (X,Y )]
= (1 + o(1))E
[
1− 1− e
−en(Z¯(η)+R)
en(Z¯0+R)
]
= (1 + o(1))E
[
g(s)
(
en(Z¯0+R)
)]
= (1 + o(1))e−nE(R)Eρ
[
g(s)ρ
(
en(Z¯0+R)
)]
= (1 + o(1))e−nE(R)Eρ
[
g(s)ρ
(
e
√
nZ˜0−n∆
)]
,
which concludes the proof.
Proof of Theorem 3: First we consider the case R < Rcrit. We have ∆ > 0 and ρ = 1 in this case and therefore
Eρ
[
1l
[
Z˜0 > n
1/3
]
g
(s)
1
(
e
√
nZ˜0−n∆
)]
= O(Pρ[Z˜0 > n
1/3])
= o(1)
since g
(s)
1 (u) is a bound function. For the remaining case we obtain from limu↓0 g
(s)
1 (u) = 1/2 and the law of large numbers
that
Eρ
[
1l
[
Z˜0 ≤ n1/3
]
g
(s)
1
(
e
√
nZ˜0−n∆
)]
= (1/2 + o(1))Pρ
[
Z˜0 ≤ n1/3
]
= (1/2 + o(1)) . (39)
Next we consider the caes R = Rcrit. In this case we have ∆ = 0 and ρ = 1 and therefore
Eρ
[
1l
[
Z˜0 > n
−1/3
]
g
(s)
1
(
e
√
nZ˜0
)]
= o(1)
from limu→∞ g
(s)
1 (u) = 0. Furthermore,
Eρ
[
1l
[
|Z˜0| ≤ n−1/3
]
g
(s)
1
(
e
√
nZ˜0
)]
= O
(
Pρ
[
|Z˜0| ≤ n−1/3
])
= o(1)
since g
(s)
1 (u) is a bounded function. For the remaining case we obtain from limu↓0 g
(s)
1 (u) = 1/2 and central limit theorem that
Eρ
[
1l
[
Z˜0 < −n−1/3
]
g
(s)
1
(
e
√
nZ˜0
)]
= (1/2 + o(1))Pρ
[
Z˜0 < −n−1/3
]
= (1/2 + o(1))Pρ
[
Z˜0 ≤ 0
]
= (1/4 + o(1)) , (40)
We complete the proof by combining (39) and (40) with Lemma 7.
Now we move to the proof of Theorem 4. We can prove this lemma by simply replacing the bivariate function fn(z) given in
(25) with a univariate function g
(s)
ρ (e
√
nz0). We start with the following bounds on g
(s)
ρ (e
√
nz0) to prove counterparts to Lemmas
3 and 4.
Lemma 8.
g(s)ρ (e
√
nz0) ≤ e−ρ
√
nz ∧ e(1−ρ)
√
nz, (41)∣∣∣∣∣dg
(s)
ρ (e
√
nz0)
dz0
∣∣∣∣∣ ≤ 2√n(e−ρ
√
nz ∧ e(1−ρ)
√
nz) . (42)
Proof: Eq. (41) is straightforward from
g(s)ρ (u) =
1
uρ
− 1− e
−u
u1+ρ
with e−u ≤ 1 ∧ (1 − u+ u2/2).
Similarly, since
dg
(s)
ρ (u)
du
= ρ
1− u− e−u
u2+ρ
+
1− e−u − ue−u
u2+ρ
,
we have ∣∣∣∣dg′ρ(u)du
∣∣∣∣ ≤ −1 + u+ e−uu2+ρ + 1− (1 + u)e
−u
u2+ρ
and we obtain (42) by applying e−u ≤ 1 ∧ (1− u+ u2/2) again.
Now we are ready to prove counterparts to Lemmas 3 and 4. Let
B(s)n (z0) = {z′0 : |z′0 − z0| ≤ δn−1/2} ,
f (s)n (z0) = g
(s)(e−
√
nz0) .
Then the following lemmas hold.
Lemma 9. For α
(s)
δ = 4δe
δ = O(δ),
ω
f
(s)
n
(B(s)n (z0)) ≤ α(s)δ (e−ρ
√
nz ∧ e(1−ρ)
√
nz) . (43)
Proof: First we consider the case z0 ≥ 0. For z′0 such that |z′0 − z0| ≤ δn−1/2, we have from (42) and ρ ≤ 1 that
f (s)n (z
′
0) ≤ f (s)n (z0) + δn−1/2 · 2
√
ne−ρ
√
n(z0−δn−1/2)
≤ f (s)n (z0) + 2δeδe−ρ
√
nz0
and similarly
f (s)n (z
′
0) ≥ f (s)n (z0)− 2δeδe−ρ
√
nz0 ,
from which (43) follows. The proof for z0 < 0 is the same as above.
Lemma 10.
Eρ
[
ω
f
(s)
n
(B(s)n (Z˜0))
]
= O(δn−1/2) .
Proof of Lemma 10: From Lemma 9 we have
Eρ
[
ωfn(B
(s)
n (Z˜0))
]
≤ α(s)δ E
[
1l [Z0 < 0] e
(1−ρ)√nZ0
]
+ α
(s)
δ E
[
1l
[
Z˜0 ≥ 0
]
e−ρ
√
nZ˜0
]
.
By the same argument as (27) we have
E
[
1l
[
Z˜0 ≥ 0
]
e−ρ
√
nZ˜0
]
= O(n−1/2)
E
[
1l
[
Z˜0 < 0
]
e−(1−ρ)
√
nZ˜0
]
= O(n−1/2) ,
which conclude the proof.
Proof of Theorem 4: Recall that Z(η) is not singular and ∆ = 0 in this case.
First we consider the case that (W,R) is (h′, a′)-lattice. Let Z0,n = {(an+ ih′)/
√
n : i ∈ Z}. Then
Eρ
[
g(s)ρ
(
e
√
nZ˜0
)]
=
∑
z0∈Z0,n
Pr[Z˜0 = z0]g
(s)
ρ
(
e
√
nz0
)
=
∑
z0∈Z0,n
h′φσ00 (z0)√
n
g(s)ρ
(
e
√
nz0
)
+ o

 1√
n
∑
z0∈Z0,n
g(s)ρ
(
e
√
nz0
), (44)
where φσ00 is the density function of the normal distribution with zero mean and variance σ00 and the last equality follows from
the local limit theorem.
On the second term of (44) we can show that
o

 1√
n
∑
z0∈Z0,n
g(s)ρ
(
e
√
nz0
) = o( 1√
n
)
in the same way as the evaluation of the first term of (44) given below.
We evaluate the first term of (44) for |z0| > n−1/3 and |z0| ≤ n−1/3 separately. For the former case we have∑
z0∈Z0,n:|z0|>n−1/3
h′φσ00 (z0)√
n
g(s)ρ
(
e
√
nz0
)
≤
∑
z0∈Z0,n:|z0|>n−1/3
h′φσ00 (0)√
n
× (1 + hη)(e−ρ
√
nz0 ∧ e(1−ρ)
√
nz1) (by (41))
= e−Ω(n
1/6) , (45)
On the other hand for the case |z0| ≤ n1/3, we have∑
z0∈Z0,n:|z0|≤n1/3
h′φσ00 (z0)√
n
g(s)ρ
(
e
√
nz0
)
= (1 + o(1))
∑
z0∈Z0,n:|z0|≤n1/3
h′φσ00(0)√
n
g(s)ρ
(
e
√
nz0
)
= (1 + o(1))
ψ
(s)
ρ,h′(na
′)√
2πnσ00
. (46)
Next we consider the case that (W,R) is nonlattice. In this case we use Z ′0,n = {iδ/
√
n : i ∈ Z} instead of Z0,n. By this
replacement and local limit theorem for lattice distribution, we obtain
Eρ
[
g(s)ρ
(
e
√
nZ˜0
)]
=
∑
z0∈Z′0,n
Pr[Z˜0 − z0 ∈ [0, δ/
√
n)]g(s)ρ
(
e
√
nz0
)
+O
(
Eρ[ωf(s)n
(B(s)n (Z˜0))]
)
=
∑
z0∈Z′0,n
h′φσ00 (z0)√
n
g(s)ρ
(
e
√
nz0
)
+ o

 1√
n
∑
z0∈Z′0,n
g(s)ρ
(
e
√
nz0
)
+O
(
Eρ[ωf(s)n
(B(s)n (Z˜0))]
)
= (1 + o(1))
ψ
(s)
ρ,δ(0)√
2πnσ00
+O(δn−1/2) .
instead of (44)–(46). We complete the proof by letting δ be sufficiently small.
REFERENCES
[1] Y. Polyanskiy, H. Poor, and S. Verdu´, “Channel coding rate in the finite blocklength regime,” IEEE Trans. Inform. Theory, vol. 56, no. 5, pp. 2307–2359,
May 2010.
[2] M. Hayashi, “Information spectrum approach to second-order coding rate in channel coding,” IEEE Trans. Inform. Theory, vol. 55, no. 11, pp. 4947–4966,
Nov. 2009.
[3] R. G. Gallager, Information Theory and Reliable Communication. New York: Wiley, 1968.
[4] A. D’yachkov, “Lower bound for ensemble-average error probability for a discrete memoryless channel,” Problems of Information Transmission, vol. 16,
pp. 93–98, 1980.
[5] R. L. Dobrushin, “Asymptotic estimates of the probability of error for transmission of messages over a discrete memoryless communication channel with
a symmetric transition probability matrix,” Theory of Probability & Its Applications, vol. 7, no. 3, pp. 270–300, 1962.
[6] R. G. Gallager, “The random coding bound is tight for the average code.” IEEE Trans. Inform. Theory, vol. 19, no. 2, pp. 244–246, 1973.
[7] Y. Altug˘ and A. Wagner, “Refinement of the random coding bound,” IEEE Trans. Inform. Theory, vol. 60, no. 10, pp. 6005–6023, Oct 2014.
[8] J. Scarlett, A. Martinez, and A. Guille´n i Fa`bregas, “The saddlepoint approximation: Unified random coding asymptotics for fixed and varying rates,” in
Proceedings of IEEE International Symposium on Information Theory (ISIT14), June 2014, pp. 1892–1896.
[9] J. Honda, “Exact asymptotics for the random coding error probability,” in Proceedings of IEEE International Symposium on Information Theory (ISIT15),
June 2015, pp. 91–95. [Online]. Available: http://arxiv.org/abs/1312.6875
[10] T. Erseghe, “Coding in the finite-blocklength regime: Bounds based on Laplace integrals and their asymptotic approximations,” IEEE Trans. Inform. Theory,
vol. 62, no. 12, pp. 6854–6883, 2016.
[11] R. N. Bhattacharya, “Berry-Esseen bounds for the multi-dimensional central limit theorem,” Bulletin of the American Mathematical Society, vol. 74, no. 2,
pp. 285–287, 1968.
[12] Y. Altug˘ and A. Wagner, “A refinement of the random coding bound,” in Proceedings of 50th Annual Allerton Conference on Communication, Control,
and Computing, Oct 2012, pp. 663–670.
[13] R. A. Doney, “A bivariate local limit theorem,” Journal of Multivariate Analysis, vol. 36, no. 1, pp. 95–102, 1991.
[14] D. Speyer, “Elementary proof of the equidistribution theorem,” MathOverflow, http://mathoverflow.net/q/109158 (version: 2012-10-09).
