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1 Introduction
The product formula of real multiple Wiener-Itoˆ integrals is well known. Using this
formula there are many interesting findings such as U¨stu¨nel-Zakai independence
criterion [8, 16] for two multiple Wiener-Itoˆ integrals, Nourdin-Rosin´ski asymptotic
moment-independence criterion between blocks consisting of multiple Wiener-Itoˆ
integrals [10] and Fourth Moment Theorem (or say: Nualart-Peccati criterion) of a
normalized sequence of real multiple Wiener-Itoˆ integrals in a fixed Wiener chaos
[9, 12].
Both real multiple Wiener-Itoˆ integrals and complex multiple Wiener-Itoˆ inte-
grals (see [7] or Section 2 below) were established by Itoˆ K. almost at the same time
[6, 7]. However, the product formula of complex multiple Wiener-Itoˆ integrals is still
unknown up to now as far as we know. The key aim of this paper is to answer this
question (see Theorem 3.2). As far as we know, there exist at least three different
approaches to prove the product formula. In this paper, we adopt the most simple
one by using the relationship between complex multiple Wiener-Itoˆ integrals and
complex Hermite polynomials given by Itoˆ [7].
As applications, we will show U¨stu¨nel-Zakai independence criterion, i.e., a nec-
essary and sufficient condition on the pair of kernels (f, g) is derived under which
1
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the complex multiple Wiener-Itoˆ integrals Ia,b(f), Ic,d(g) are independent (see The-
orem 4.2). In the finial, by using the connection between real Wiener-Itoˆ inte-
grals and complex Wiener-Itoˆ integrals [3, Theorem 3.3], we list two related results
as an appendix: Nourdin-Rosin´ski asymptotic moment-independence criterion and
joint convergence criterion for d-dimensional vectors consisting of complex multiple
Wiener-Itoˆ integrals (see Theorem 5.2, Corollary 5.3).
2 Preliminaries
In this section, we shortly recall the theory of complex multiple Wiener-Itoˆ integrals
of Itoˆ [7]. Consider a triple (T,B, µ), where the measure µ is positive, σ-finite and
non-atomic. H = L2(T,B, µ) is a complex separable Hilbert space. A complex Gaus-
sian random measure over (T,B), with control µ, is a centered complex Gaussian
family of the type
M = {M(B) : B ∈ B, µ(B) <∞} ,
such that, for every B,C ∈ B with finite measure,
E[M(B)M(C)] = µ(B ∩ C).
Notation 1. For a fixed (p, q), suppose that f ∈ H⊗(p+q). fˆ is the symmetrization
of f in the sense of Itoˆ [7]:
f˜(t1, . . . , tp+q) =
1
p!q!
∑
pi
∑
σ
f(tpi(1), . . . , tpi(p), tσ(1), . . . , tσ(q)), (2.1)
where pi and σ run over all permutations of (1, . . . , p) and (p+ 1, . . . , p+ q) respec-
tively. Denote by H⊙p ⊗ H⊙q = L2S(T p,B⊗p, µ⊗p) ⊗ L2S(T q,B⊗q, µ⊗q) the space of
square integrable and symmetric functions on T p+q in the above sense. Notice that
(2.1) is different to the ordinary symmetrization of f in the theory of real multiple
integrals which is given by
fˆ(t1, . . . , tp+q) =
1
(p+ q)!
∑
pi
f(tpi(1), . . . , tpi(p+q)), (2.2)
where pi runs over all permutations of (1, . . . , p+ q).
Obviously, we have that (see (5.2) of [7])∥∥∥f˜∥∥∥ ≤ ‖f‖ . (2.3)
Definition 2.1. (Complex multiple Wiener-Itoˆ integrals [7]) Suppose that
E1, . . . , En ⊂ B is any system of disjoint sets and ei1...ipj1...jq is a complex-valued
function defined for i1, . . . , ip, j1, . . . , jq = 1, 2, . . . , n such that ei1...ipj1...jq = 0 unless
i1, . . . , ip, j1, . . . , jq are all different. Let Spq denote the set of all functions of the
form
f(t1, . . . , tp, s1, . . . , sq) =
∑
ei1...ipj1...jq1Ei1×···×Eip×Ej1×···×Ejq , (2.4)
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where 1B(·) is the characteristic function of the set B. The multiple integral of f is
defined by
Ip,q(f) =
∑
ei1...ipj1...jqM(Ei1) . . .M(Eip)M(Ej1) . . .M(Ejq). (2.5)
Clearly, the above integral satisfies that
Ip,q(f) = Ip,q(f˜), (2.6)
E[Ip,q(f)Ip,q(g)] = p!q!〈f˜ , g˜〉, (2.7)
E[|Ip,q(f)|2] = p!q!
∥∥∥f˜∥∥∥2 ≤ p!q! ‖f‖2 , (Itoˆ’s isometry) (2.8)
where ‖·‖ and 〈·, ·〉 are norm and inner product on H⊗(p+q). Since Spq is dense in
H⊗(p+q), one can extend the integral to any f ∈ H⊗(p+q) by taking the limit, i.e.,
Ip,q(f) :=
∫
· · ·
∫
fdM(t1) . . .dM(tp)dM(s1) . . .dM(sq) = lim
n
Ip,q(fn), (2.9)
where fn ∈ Spq such that fn → f in H⊗(p+q), and the definition is independent of the
choice of the sequence {fn}. In addition, (2.6-2.8) are still valid to any f, g ∈ H⊗(p+q).
Moreover, the set
Hp,q :=
{
Ip,q(f) : f ∈ H⊗(p+q)
}
is called the Wiener-Itoˆ chaos of degree of (p, q) or (p, q)-th Wiener-Itoˆ chaos.
Definition 2.2. (Complex Hermite polynomials) The complex Hermite poly-
nomials Jm,n(z, ρ) are given by [7]
exp
{
λz¯ + λ¯z − ρ|λ|2} = ∞∑
m=0
∞∑
n=0
λ¯mλn
m!n!
Jm,n(z, ρ), (2.10)
where λ ∈ C. When ρ = 2, we will often write Jm,n(z) rather than Jm,n(z, ρ).
Applying [7, Theorem 9] (or see Lemma 3.1 below) and the properties of complex
Hermite polynomials (see [7, Theorem 12]), Itoˆ established the relation between com-
plex multiple integrals and complex Hermite polynomials [7, Theorem13.2]: suppose
that h1(t), . . . , hl(t) be any orthonormal system in H and αi, βj = 1, . . . , l, then∫
· · ·
∫
hα1(t1) · · ·hαm(tm)hβ1(s1) . . . hβn(sn)dM(t1) . . .dM(tm)dM(s1) . . .dM(sn)
=
l∏
k=1
2−
mk+nk
2 Jmk,nk(
√
2Z(hk)), (2.11)
where
Z(hk) =
∫
hk(t)dM(t), k = 1, . . . , l, (2.12)
and mk, nk are the number of k appeared in αi and βj respectively.
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Remark 1. As a result of the above equality and Proposition 2.9 of [3], Hp,q is
equal to the the closed linear subspace of L2
C
(M) generated by the random variables
of the type {
Jm,n(Z(h)), h ∈ H, ‖h‖H =
√
2
}
, (2.13)
where Z(h) is the same as (2.12). Please refer to Definition 2.7 and Remark 9 of [3]
for details.
Notation 2. Suppose f(t1, . . . , tp, s1, . . . , sq) ∈ H⊙p ⊗ H⊙q. We call
H
⊙q ⊗ H⊙p ∋ h(t1, . . . , tq, s1, . . . , sp) := f¯(s1, . . . , sp, t1, . . . , tq)
the reversed complex conjugate of function f(t1, . . . , tp, s1, . . . , sq).
From Definition 2.1, we can obtain the following lemma easily.
Lemma 2.3. Suppose f(t1, . . . , tp, s1, . . . , sq) ∈ H⊙p ⊗ H⊙q. Let h be the reversed
complex conjugate of f , then
Ip,q(f) = Iq,p(h). (2.14)
We conclude these preliminaries by two propositions, that will be needed through-
out the sequel.
Proposition 2.4. (1) Complex multiple Wiener-Itoˆ integrals have all moments
satisfying the following hypercontractivity inequality
[E |Ip,q(f)|r] 1r ≤ (r − 1)
p+q
2 [E |Ip,q(f)|2] 12 , r ≥ 2, (2.15)
where |·| is the absolute value (or modulus) of a complex number.
(2) If a sequence of distributions of {Ip,q(fn)}n≥1 is tight, then
sup
n
E |Ip,q(f)|r <∞ for every r > 0. (2.16)
Proof. (i) (2.15) is a consequence of the hypercontractivity of normal Ornstein-
Uhlenbeck semigroup [1].
(ii) Along the same line as (ii) of [10, Lemma 2.1] for the case of real multiple
integrals, we can show that (2.16) holds.
Set M = 1√
2
[M1 + iM2], M1, M2 are two real independent continuous normal
system. Let T̂ = {1, 2} × T, B(T̂ ) = B({1, 2} × T ),
M̂(B) =M1(B1) +M2(B2), ∀B =
( {1} ×B1)⋃( {2} × B2) ∈ B(T̂ ).
Then L2(T̂ ) = L2(T )⊕ L2(T ) and
M̂ =
{
M̂(B) : B =
( {1} × B1)⋃( {2} ×B2), µ(B1) + µ(B2) <∞}
is a real normal random measure on (Tˆ , B(T̂ )). Denote by In(f) the real n-th
multiple Wiener- Itoˆ integral of f with respect to M̂ (see subsection 3.2 of [3]).
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Proposition 2.5. Suppose that h ∈ H⊗p⊗H⊗q. Then there exist f, g ∈ (L2(T̂ ))⊗(p+q)
such that
Ip,q(h) = Ip+q(f) + i Ip+q(g). (2.17)
That is, both of the real part and the imaginary part of a complex multiple integral
can be represented by real multiple integrals [3, Theorem 3.3].
3 The product formula for complex multipleWiener-
Itoˆ integrals
Notation 3. For two symmetric functions f ∈ H⊙p1 ⊗ H⊙q1, g ∈ H⊙p2 ⊗ H⊙q2 and
i ≤ p1 ∧ q2, j ≤ q1 ∧ p2, the contraction of (i, j) indices of the two functions is given
by
f ⊗i,j g(t1, . . . , tp1+p2−i−j; s1, . . . , sq1+q2−i−j) (3.18)
=
∫
Ai+j
µi+j(du1 · · ·duidv1 · · ·dvj) f(t1, . . . , tp1−i, u1, . . . , ui; s1 . . . , sq1−j , v1 . . . , vj)
× g(tp1−i+1, . . . , tp1−i+p2−j , v1 . . . , vj; sq1−j+1 . . . , sq1−j+q2−i, u1 . . . , ui);
by convention, f ⊗0,0 g = f ⊗ g denotes the tensor product of f and g. We write
f⊗˜p,qg for the symmetrization of f ⊗p,q g. In what follows, we use the convention
f ⊗i,j g = 0 if i > p1 ∧ q2 or j > q1 ∧ p2.
The following lemma is the starting point of the relationship (2.11) and the
product formula for complex multiple Wiener-Itoˆ integrals.
Lemma 3.1. [7, Theorem 9] Let f ∈ H⊙p ⊗ H⊙q be a symmetric function and let
g ∈ H. Then
Ip,q(f)I1,0(g) = Ip+1,q(f ⊗ g) + qIp,q−1(f ⊗0,1 g), (3.19)
Ip,q(f)I0,1(g) = Ip,q+1(f ⊗ g) + pIp−1,q(f ⊗1,0 g). (3.20)
Theorem 3.2. (Product formula) For two symmetric functions f ∈ H⊙a ⊗
H⊙b, g ∈ H⊙c ⊗ H⊙d, the product formula for complex multiple Wiener-Itoˆ integrals
is given by
Ia,b(f)Ic,d(g) =
a∧d∑
i=0
b∧c∑
j=0
(
a
i
)(
d
i
)(
b
j
)(
c
j
)
i!j! Ia+c−i−j,b+d−i−j(f ⊗i,j g). (3.21)
where a, b, c, d ∈ N.
Proof. From Remark 1, we only need to show (3.21) hold for Ia,b(f) = Ja,b(Z(h1))
and Ic,d(g) = Jc,d(Z(h2)) with h1, h2 ∈ H such that ‖h1‖ = ‖h2‖ =
√
2 by a density
argument. That is to say, f = h⊗a1 ⊗ h¯⊗b1 , g = h⊗c2 ⊗ h¯⊗d2 . By the decomposi-
tion theorem of Hilbert spaces[14, p71], we may as well assume that h1 = h2 or
〈h1, h2〉H = 0.
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It follows from the generating function of complex Hermite polynomials [2, 7]
that
∞∑
a=0
∞∑
b=0
λ¯aλb
a!b!
Ja,b(z)
∞∑
c=0
∞∑
d=0
µ¯cµd
m!n!
Jc,d(z)
= exp
{
λz¯ + λ¯z − 2|λ|2} exp{µz¯ + µ¯z − 2|λ|2}
= exp
{
(λ+ µ)z¯ + (λ+ µ)z − 2|λ+ µ|2
}
exp
{
2(λ¯µ+ λµ¯)
}
=
∞∑
m=0
∞∑
n=0
(λ+ µ)m(λ+ µ)n
m!n!
Jm,n(z)
∞∑
i=0
∞∑
j=0
2i+j(λ¯µ)i(λµ¯)j
i!j!
,
where z, λ, µ ∈ C. Expanding (λ+µ)n and comparing coefficients immediately yield:
Ja,b(z)Jc,d(z) =
a∧d∑
i=0
b∧c∑
j=0
(
a
i
)(
d
i
)(
b
j
)(
c
j
)
i!j!2i+j Ja+c−i−j,b+d−i−j(z). (3.22)
When h1 = h2, it follows from the relationship (2.11) that (3.21) is exact (3.22).
When 〈h1, h2〉H = 0, we have that
f ⊗i,j g =
{
0, i+ j > 0,
(h⊗a1 ⊗ h⊗c2 )⊗ (h¯⊗b1 ⊗ h¯⊗d2 ), i = j = 0.
Thus, (3.21) is degenerated to the relationship (2.11) in this case.
Remark 2. There are two another approaches to show Theorem 3.2. One is by
induction over the indices c and d (see [11, Proposition 1.1.3]) using Lemma 3.1,
which involves some tedious combinatorial calculations. The other is by Malliavin
calculus (see [9, Theorem 2.7.10]) if we exploit the framework of complex Malliavin
operators.
The following product formula which is a direct corollary of Lemma 2.3 and
Theorem 3.2, will be used later.
Corollary 3.3.
Ia,b(f)Ic,d(g) =
a∧c∑
i=0
b∧d∑
j=0
(
a
i
)(
c
i
)(
b
j
)(
d
j
)
i!j! Ia+d−i−j,b+c−i−j(f ⊗i,j h),
where h is the reversed complex conjugate of g (see Notation 2), and
f ⊗i,j h(t1, . . . , ta+d−i−j ; s1, . . . , sb+c−i−j)
=
∫
Ai+j
µi+j(du1 · · ·duidv1 · · ·dvj) f(t1, . . . , ta−i, u1, . . . , ui; s1, . . . , sb−j, v1 . . . , vj)
× g¯(sb−j+1, . . . , sb−j+c−i, u1, . . . , ui; ta−i+1, . . . , ta−i+d−j , v1, . . . , vj). (3.23)
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4 The independence of complex multiple Wiener-
Itoˆ integrals
Lemma 4.1. For two symmetric functions f ∈ H⊙a ⊗ H⊙b, g ∈ H⊙c ⊗ H⊙d, let
F = Ia,b(f), G = Ic,d(g) and h be the reversed complex conjugate of g. Then
Cov(|F |2, |G|2)
=
∑
i+j>0
(
a
i
)(
c
i
)(
b
j
)(
d
j
)
a!b!c!d! ‖f ⊗i,j g‖2H⊗(m−2(i+j))
+
∑
r≥1
(
(a + d− r)!(b+ c− r)!)2 ‖φr‖2H⊗(m−2r) ,
where
φr =
∑
i+j=r
(
a
i
)(
c
i
)(
b
j
)(
d
j
)
i!j!f⊗˜i,jh. (4.24)
As a consequence, the squares of the absolute values of complex multiple Wiener-Itoˆ
integrals are non-negatively correlated.
Proof. We divide the proof into three steps. Let m = a+ b+ c+ d.
Firstly, it follows from Corollary 3.3, the orthogonal property and Itoˆ’s isometry
of multiple Wiener-Itoˆ integrals that
E[|FG¯|2] =
∑
r≥0
(
(a+ d− r)!(b+ c− r)!)2 ‖φr‖2H⊗(m−2r) .
Secondly, we claim that
(a + d)!(b+ c)!
∥∥f⊗˜h∥∥2 = a∧d∑
i=0
b∧c∑
j=0
(
a
i
)(
d
i
)(
b
j
)(
c
j
)
a!b!c!d! ‖f ⊗i,j g‖2H⊗(m−2(i+j)) .
Let pi (σ resp.) be a permutation of the set {1, . . . , a+ d} ({1, . . . , b+ c} resp.).
Denote by pi0, σ0 the identity permutations. We write pi ∼i pi0 (σ ∼i σ0 resp.) if
the set {pi(1), . . . , pi(a)} ∩ {1, . . . , a} ({σ(1), . . . , pi(b)} ∩ {1, . . . , b} resp.) contains
exactly i elements [12]. Then we have that
(a+ d)!(b+ c)!
∥∥f⊗˜h∥∥2
= (a+ d)!(b+ c)!〈f⊗h, f⊗˜h〉
=
∑
pi
∑
σ
∫
Am
dµmf(t1, . . . , ta, s1 . . . , sb)g¯(sb+1, . . . , sb+c, ta+1, . . . , ta+d)
× f¯(tpi(1), . . . , tpi(a), sσ(1) . . . , sσ(b))g(sσ(b+1), . . . , sσ(b+c), tpi(a+1), . . . , tpi(a+d))
=
a∧d∑
i=0
b∧c∑
j=0
∑
pi∼a−ipi0
∑
σ∼b−jσ0
‖f ⊗i,j g‖2H⊗(m−2(i+j))
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=
a∧d∑
i=0
b∧c∑
j=0
(
a
i
)(
d
i
)(
b
j
)(
c
j
)
a!b!c!d! ‖f ⊗i,j g‖2H⊗(m−2(i+j)) .
Thirdly, note that when i = j = 0, ‖f ⊗i,j g‖2H⊗(m−2(i+j)) = ‖f‖2 ‖g‖2. Itoˆ’s
isometry implies that E[|F |2]E[|G|2] = a!b!c!d! ‖f‖2 ‖g‖2. Thus,
Cov(|F |2, |G|2)
= E[|FG¯|2]− E[|F |2]E[|G|2]
=
∑
i+j>0
(
a
i
)(
c
i
)(
b
j
)(
d
j
)
a!b!c!d! ‖f ⊗i,j g‖2H⊗(m−2(i+j))
+
∑
r≥1
(
(a + d− r)!(b+ c− r)!)2 ‖φr‖2H⊗(m−2r) .
Theorem 4.2. (U¨stu¨nel-Zakai independence criterion) For two symmetric
functions f ∈ H⊙a ⊗ H⊙b, g ∈ H⊙c ⊗ H⊙d with a + b ≥ 1, c + d ≥ 1, the following
conditions are equivalent:
(i) Ia,b(f) and Ic,d(g) are independent random variables;
(ii) f ⊗1,0 g = 0, f ⊗0,1 g = 0, f ⊗1,0 h = 0 and f ⊗0,1 h = 0 a.e. µm−2, where
m = a+ b+ c+ d and h is the reversed complex conjugate of g.
Proof. (i)⇒ (ii): Denote F = Ia,b(f), G = Ic,d(g). It follows from Proposition 2.4 (1)
that inside a fixed Wiener chaos (i.e., for the fixed (a, b)), all the Lq-norms (q > 1) are
equivalent. Thus Cov(|F |2 , |G|2) is finite. If (i) is satisfied then Cov(|F |2 , |G|2) = 0.
It follows from Lemma 4.1 that f ⊗1,0 g = 0 and f ⊗0,1 g = 0. Note that G¯ = Id,c(h)
and F, G¯ are also independent random variables. Thus we also have that f⊗1,0h = 0
and f ⊗0,1 h = 0.
(ii)⇒ (i): We divide the proof into three steps along the same line as the proof
for real multiple integrals [8].
Firstly, let Hf , Gf respectively denote the Hilbert subspace in H spanned by all
functions
t 7→
∫
Aa+b−1
f(t, x1, . . . , xa+b−1)h(x1, . . . , xa+b−1)µ
a+b−1(dx1 . . .dxa+b−1)
t 7→
∫
Aa+b−1
f(x1, . . . , xa+b−1, t)h(x1, . . . , xa+b−1)µ
a+b−1(dx1 . . .dxa+b−1)
where t ∈ A and h ∈ H⊗(a+b−1). Similarly we define Hg, Gg in terms of g. Denote by
Gf the complex conjugate of Gf . We claim that condition (ii) implies that
{Hf , Gf}
and
{Hg, Gg} are orthogonal. In fact, f ⊗1,0 g = 0, f ⊗0,1 g = 0, f ⊗1,0 h = 0 and
f ⊗0,1 h = 0 respectively imply that Hf ⊥ Gg, Gf ⊥ Hg, Hf ⊥ Hg and Gf ⊥ Gg
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using Fubini Theorem. For example, let h(x) ∈ H⊗(a+b−1), l(y) ∈ H⊗(c+d−1) and
m = a + b+ c+ d, we have that∫
A
µ(dt)
∫
Aa+b−1
f(t, x)h(x)µa+b−1(dx)
∫
Ac+d−1
g(y, t)l(y)µc+d−1(dy)
=
∫
Am−2
µm−2(dxdy)h(x)l(y)
∫
A
f(t, x)g(y, t)µ(dt)
=
∫
Am−2
h(x)l(y)f ⊗1,0 g µm−2(dxdy) = 0
i.e., Hf and Gg are orthogonal.
Secondly, let {ϕn} ({ψn} resp.) be an orthonormal basis for the Hilbert subspace
in H spanned by
{Hf , Gf} ( {Hg, Gg} resp.). Since the tensor products ϕi1 ⊗ · · ·⊗
ϕia ⊗ ϕ¯j1 ⊗ · · · ⊗ ϕ¯jb form an orthonormal basis in H⊗a ⊗ Gf
⊗b
, it follows from
monotonic class theorem [4, 5] that f (and g) can be decomposed as
f =
∑
ei1...iaj1...jbϕi1 ⊗ · · · ⊗ ϕia ⊗ ϕ¯j1 ⊗ · · · ⊗ ϕ¯jb,
g =
∑
li1...icj1...jdψi1 ⊗ · · · ⊗ ψic ⊗ ψ¯j1 ⊗ · · · ⊗ ψ¯jd .
Thirdly, we claim that F,G are independent. In fact, we write ξi =
∫
A
ϕi(a)M(da)
and ηj =
∫
A
ψjM(da) for all i and j. Then the Crame´r-Wold theorem implies that
the entire sequences {ξi} and {ηj} are independent [8]. It follows from (2.11) that
F = Ia,b(f) ( G = Ic,d(f) resp.) can be expanded into polynomials in ξ1, ξ2, . . . (
η1, η2, . . . resp.). Thus F, G are independent.
Remark 3. Similar to real multiple integrals [15], condition (i) of Theorem 4.2 is
also equivalent to
(iii) Cov(|F |2 , |G|2) = 0, i.e., |F |2 , |G|2 are uncorrected,
which can be observed from the above proof.
5 Appendix: Asymptotic independence of com-
plex multiple Wiener-Itoˆ integrals
Definition 5.1. [10, Definition 3.3] Fix d ≥ 1 and for each n ≥ 1, let Fn =
(F1,n, . . . , Fd,n) be a d-dimensional complex-valued random variable. We say the
variables (Fi,n)1≤i≤d are asymptotically moment-independent if each Fi,n admits mo-
ments of all orders and for any two sequences (l1, . . . , ld) and (k1, . . . , kd) of non-
negative integrals,
lim
n→∞
{
E[
d∏
i=1
F lii,nF¯
ki
i,n]−
d∏
i=1
E[F lii,nF¯
ki
i,n]
}
= 0. (5.25)
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Theorem 5.2. (Nourdin-Rosin´ski asymptotically moment-independence
criterion) Fix d ≥ 2 and let (a1, . . . , ad) and (b1, . . . , bd) be two sequences of non-
negative integrals. For each n ≥ 1, let Fn = (F1,n, . . . , Fd,n) be a d-dimensional com-
plex multiple Wiener-Itoˆ integrals, where Fi,n = Iai,bi(fi,n) with fi,n ∈ H⊙ai ⊗ H⊙bi.
If for every 1 ≤ i ≤ d,
sup
n
E[|Fi,n|2] <∞, (5.26)
then the following conditions are equivalent:
(i) the random variables (Fi,n)1≤i≤d are asymptotically moment-independent;
(ii) limn→∞Cov(|Fi,n|2 , |Fj,n|2) = 0 for every i 6= j;
(iii) For every i 6= j, limn→∞ ‖fi,n ⊗r,s fj,n‖ = 0 for every (r,s) such that r ≤
ai ∧ bj , s ≤ aj ∧ bi, r + s > 0, and limn→∞ ‖fi,n ⊗r,s hj,n‖ = 0 for every (r,s)
such that r ≤ ai ∧ aj , s ≤ bi ∧ bj , r+ s > 0, where hj,n is the reversed complex
conjugate of fj,n.
Proof. Suppose that Fi,n = Ui,n +
√−1Vi,n. Thus, it follows from Theorem 3.4 and
Remark 3.5 of [10] and Proposition 2.5 that the random vectors (Ui,n, Vi,n), i =
1, . . . , d being asymptotically moment-independent, i.e., for any sequence (l1, . . . , ld)
and (k1, . . . , kd),
lim
n→∞
{
E[
d∏
i=1
U lii,nV
ki
i,n]−
d∏
i=1
E[U lii,nV
ki
i,n]
}
= 0 (5.27)
is equivalent to that limn→∞Cov(|Fi,n|2 , |Fj,n|2) = 0 for every i 6= j. It is easy to
check that (5.25) is equivalent to (5.27). Thus, (i) is equivalent to (ii).
Using (2.3), it follows from Lemma 4.1 that (ii) is equivalent to (iii).
Corollary 5.3. (Nourdin-Rosin´ski joint convergence criterion) Under nota-
tion of Theorem 5.2, let (ηi)1≤i≤d be a complex random vector such that
(i) As n→∞, Fi,n converges in law to ηi for each 1 ≤ i ≤ d;
(ii) The random variables η1, . . . , ηd are independent;
(iii) Condition (ii) or (iii) of Theorem 5.2 holds;
(iv) The law of ηi is determined by its moments for each 1 ≤ i ≤ d.
Then the joint convergence holds, i.e.,
(F1,n, . . . , Fd,n)
law−→ (η1, . . . , ηd), as n→∞. (5.28)
Remark 4. In the above condition (iv), we do not assume that the laws of both
the real part and the imaginary part of ηi are determined by their moments. This
is the difference between Corollary 3.6 of [10] and Corollary 5.3.
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Proof. Note that Theorem 3 of [13] still holds for probability measures on Cd. Pre-
cisely stated, if each of d coordinate projections Pi(µ) of a probability measure µ
on Cd is uniquely determined by its moments sequence, then the measure µ is also
uniquely determined by its moments. By applying Proposition 2.4 (2), we can show
the desired conclusion by means of modifying the proof of Corollary 3.6 of [10]
slightly.
In analogy with the characterization of moment-independence of limits of real
multiple Wiener-Itoˆ integrals [10, Theorem 3.1], we can deduce the following corol-
lary for complex multiple Wiener-Itoˆ integrals from the above proof.
Corollary 5.4. (Nourdin-Rosin´ski moment-independence criterion of lim-
its) Under notations of Theorem 5.2 and Corollary 5.3. Assume that (5.28) holds.
Then ηi’s admit moments of all orders and the following conditions are equivalent:
(α) The random variables (ηi)1≤i≤d are moment-independent, i.e.,
E[
d∏
i=1
ηlii η¯
ki
i ] =
d∏
i=1
E[ηlii η¯
ki
i ], ∀k1, . . . , kd, l1, . . . , ld ∈ N;
(β) limn→∞Cov(|Fi,n|2 , |Fj,n|2) = 0 for every i 6= j.
Moreover, if condition (iv) of Corollary 5.3 is satisfied, then (α) is equivalent to that
(γ) The random variables (ηi)1≤i≤d are independent.
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