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Recursive ECF identification of linear systems
driven by Le´vy processes
La´szlo´ Gerencse´r and Ma´te´ Ma´nfay
In the literature the empirical characteristic function method is presented
as an off-line identification method. While the results of the off-line methods
are attractive, the proposed algorithms are ill-conditioned in many cases so that
they requires special attention. As an alternative to the off-line method in this
paper we propose and analyze on-line empirical characteristic function methods.
Such recursive methods enables us to carry out real-time statistical analysis as
new data points are processed instantly. In constructing these algorithms we
follow the general framework proposed by Djereveckii and Fradkov , see [3], and
Ljung, see [7]. On-line methods are also used to complement a computationally
expensive off-line identification method. Namely, it would be uneconomical to
re-estimate θ∗ using the off-line method when a new data point is received.
Instead, we can argue that only a refinement of the estimate θˆN should be
computed using the newly received data point. This scenario not only shows a
motivation behind the study of recursive algorithms but also suggests that it is
reasonable to suppose that an initial guess of the parameter is close to θ∗.
1 General recursive estimation scheme
We present a recursive estimation scheme within a general setup first formulated
and solved for dynamical systems by Djereveckii and Fradkov in [3] and Ljung in
[7], hence the abbreviation DFL-scheme. Several recursive identification meth-
ods can be handled by this scheme, a nice summary of this can be found in [8].
The basic building block of the scheme is the following parameter-dependent
state-space equation:
ξn+1(x) = A(x)ξn(x) +B(x)en, ξ0(x) = 0, (1)
where the parameter x is an element of an open domain D ⊂ Rp. In the above
so-called frozen parameter system ξ ∈ Rr is a state-vector with possibly unob-
servable components and e ∈ Rm is an exogenous noise. x will be allowed to be
time-varying taking values (xn) to be specified later. The next two conditions
ensure the joint stability and the smoothness of the matrices A(x) and B(x).
Condition 1.1 The family of r × r matrices {A(x), x ∈ D ⊂ Rd} is jointly
stable, in the sense that there exists a positive-definite n× n matrix P, and a λ
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with 0 < λ < 1 such that
AT (x)PA(x) ≤ λP,
holds for all x ∈ D.
Condition 1.2 A(x) and B(x) are continuously differentiable up to third order
in D.
To analyze recursive algorithms we require the driving noise process (en) to be
L-mixing, what is more we require that it is L+-mixing in the sense defined
below, defined in terms of the approximation error
γq(τ, e) = sup
n≥τ
E
1/q
[∣∣en − E [en|F+n−τ ]∣∣q] ,
see also the definition of L-mixing processes for example in [4].
Condition 1.3 (en) is strictly stationary and it is also L
+-mixing with respect
to a families of σ-algebras (Fn,F
+
n ) in the sense that for all integer τ ≥ 1 and
q ≥ 1 with some c > 0 we have
γq(τ, e) = O(τ
−1−c).
A variety of methods that analyze recursive methods is based on the idea of ap-
proximating (xn) using a trajectory of an ordinary differential equation (ODE).
In the process of developing the ODE method an often used assumption is that
e2n has some finite positive exponential moments. This leads to the definition of
class M∗.
Definition 1.1 Let (un), n ≥ 0 be a real-valued stochastic process. We say that
(un) is in class M
∗ if for some ε > 0
M ε(u) := sup
n
1
ε
logE [eεun ] <∞.
Condition 1.4 (e2n) is in M
∗.
Let Q : Rr × Rd → Rd denote a function such that it is bounded by some
polynomial of ξ and the same holds for the derivatives of Q up to order three.
In many standard identification method Q is a quadratic-form in ξ, but for the
present application this will not hold. Define
F (x) = lim
n→∞
E
[
Q(ξn(x), x)
]
.
Now we are ready to formulate the abstract estimation problem related to the
DFL-scheme: solve for x the non-linear algebraic equation
F (x) = 0. (2)
Without loss of generality we may assume that x = x∗ = 0 is a solution. We
may assume that D0 ⊂ D is a compact domain such that x
∗ ∈ D0. Suppose
2
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that we are given an initial estimate of x∗, say x0. Then the tentative recursion
corresponding to the DFL scheme is given by
ξn+1 = A(xn)ξn +B(xn)en, ξ0 = 0. (3)
xn+1 = xn +
1
n+ 1
Q(ξn+1, xn) x0 ∈ D0, (4)
where (xn) denotes the sequence of generated estimates. Typically the initial
estimate x0 is close to x
∗. A controversial issue is the problem of keeping (xn) in
the domain D0. In order to guarantee this a resetting mechanism is introduced.
To make this modified recursion formal we denote the value of x computed at
time n+ 1 using (4) by xn+1− and define
xn+1 =
{
xn+1− if xn+1− ∈ D0
x0 if xn+1− ∈ D
c
0.
That is, if xn+1− leaves the domain D0 then a resetting is applied. This event
is denoted by Bn+1 = {ω|xn+1− ∈ D
c
0}. Hence (4) is replaced by
xn+1 = xn + (1− 1Bn+1)
1
n+ 1
Q(ξn+1, xn) + 1Bn+1(x0 − xn), (5)
where 1B is the indicator function of the event B ⊂ Ω.
Now we define the differential equation, the solution trajectories of which
reflect the pattern of behaviour of the sequence (xn). This so-called associated
ordinary differential equation (ODE) is defined by
y˙t =
1
t
F (yt), ys = ζ, (6)
for t ≤ s ≤ 1. Alternatively, the associated ODE can be also defined as
y˙t = F (yt),
we allow this ambiguity in the definition of the ODE. Note that since F is
well defined in D and has continuous derivatives up to third order, the latter
differential equation has a unique solution y(t, s, ζ) in some interval for t. A
variety of convergence results is based on the stability of the above ODE (6),
see [8], [2], [10] and [1]. For our application the stability of the associated ODE
is specified by the next condition, which can be found in [5].
Condition 1.5 Let D0 ⊂ D be the compact truncation domain such that x
∗ ∈
intD0. Assume that there exists a compact convex set D
′
0 such that D0 ⊂ D
′
0 ⊂ D
and for all t ≥ s ≥ 1 we have
y(t, s, ζ) ∈ D′0 for ζ ∈ D0 and y(t, s, ζ) ∈ D for ζ ∈ D
′
0.
In addition limt→∞ y(t, s, ζ) = x
∗ for ζ ∈ D and∥∥∥∥ ∂∂ζ y(t, s, ζ)
∥∥∥∥ ≤ C(s/t)α
3
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with some C > 1, α > 0 for all ζ ∈ D′0 and t ≥ s ≥ 1. We have an initial
estimate ζ = y1 = x0 such that for all t ≥ s ≥ 1 we have y(t, s, ζ) ∈ intD0.
Finally, for the star-like closure
D∗0 = {y |y = x
∗ + λ(x − x∗), 0 ≤ λ ≤ 1, x ∈ D0 }
of the set D0 we have D
∗
0 ⊂ D.
The asymptotic covariance matrix of the estimates will be closely related to that
of the averaged correction terms. Hence define
H(n, x, ω) := Q(ξ
(s)
n (x), x)
and the matrix P ∗ in terms of H as
P ∗ =
∞∑
m=−∞
E [H(m,x∗, ω)H∗(0, x∗, ω)] . (7)
The following result from [5] states that the above recursion indeed defines a
sequence of xn-s that converges to the solution of the equation F (x) = 0 and
the rate of convergence of the moments of the error is also given. What is more
the result also gives it asymptotic covariance matrix of the estimate.
Theorem 1.1 Assume that Conditions 1.1-1.4 are satisfied and further assume
that the differential equation (6) satisfies Condition 1.5 with α > 1/2, then we
have xN = OM (N
−1/2). Moreover, the asymptotic covariance matrix of the
error process xN − x
∗, defined by
Σxx = lim
N→∞
NE [(xN − x
∗)(xN − x
∗)∗] ,
exists and it satisfies the Lyapunov-equation
(A∗ + I/2)Σ∗xx +Σxx(A
∗ + I/2)∗ + P ∗ = 0,
where A∗ = Fx(x
∗).
An exciting special case is when the variable x can be split as x = (x1, x2) so
that the recursive estimation method is partially stochastic Newton w.r.t x1,
meaning that the Jacobian matrix of the r.h.s. of the corresponding associated
ODE at x = x∗ is of the form (
−I 0
J2,1 J2,2
)
.
Then using simple linear algebra and Theorem 1.1 we conclude the following
corollary. Corrolary 1Assume that the conditions of Theorem 1.1 hold. As-
sume further that we can split x as x = (x1, x2) so that the recursive estimation
method is a partially stochastic Newton method with respect to x1. Then the
asymptotic covariance matrix of the recursive estimate x1N equals to P
∗
1,1, which
is the corresponding block of P ∗ defined in (7).
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2 Recursive ECF for i.i.d. sample
The DFL-scheme provides a solution for the problem of estimating the param-
eters of a distribution or a regression function using i.i.d. samples by simply
choosing A(x) = 0 and B(x) = I in (3). Although this is the subject of the
classic paper Robbins-Monroe-scheme, see [9], to have a unified treatment we
shall discuss this problem using the DFL-scheme. A possible motivation of this
is the problem of identifying the noise characteristics of a Le´vy process using
i.i.d. samples y1, y2, . . . generated by the increments of the process.
We suppose that the characteristic function of yi is known up to an unknown
parameter η∗. Let the c.f. of yi denoted by ϕ(u, η
∗). Fix a set of real ui-s
1 ≤ i ≤ M. In this case following the idea of the off-line ECF method our aim
is to solve the non-linear equation F (x) = 0 in (2) with x = η and
F (η) = E
[
−ϕ∗η(η)K
−1hN (η)
]
= 0,
where
ϕη(η) = (ϕη(u1, η), . . . , ϕη(uM , η))
T
and
hN(η) =
(
eiu1yN − ϕ(u1, η), . . . , e
iuMyN − ϕ(uM , η)
)T
. (8)
A stochastic Newton method corresponding to this equation would read as
ηˆN− = ηˆN−1 −
1
N
(R∗E)
−1
(
−ϕˆ∗η,NK
−1hˆN
)
,
with R∗E = ϕ
∗
η(η
∗)K−1ϕη(η
∗). Since R∗ is unknown we estimate it using the
most current estimate of η∗. Hence we extend the parameter vector η to (η,R)
and re-define the equation F (η) = 0 as
F (η,R) = E
[
−ϕ∗η(η)K
−1hN (η)
ϕ∗η(η)K
−1ϕη(η)−R
]
=
(
0
0
)
.
Let the variables ϕˆη,N and hˆN be obtained by using the most current estimate
of η∗, that is
ϕˆη,N = ϕη,N (ηˆN−1) = (ϕη(u1, ηˆN−1), . . . , ϕη(uM , ηˆN−1))
T
hˆN = hN (ηˆN−1) =
(
eiu1yn − ϕ(u1, ηˆN−1), . . . , e
iuMyn − ϕ(uM , ηˆN−1)
)T
.
(9)
Let ηˆ0 and Rˆ0 be initial guesses and let ηˆN and RˆN be computed using a
partially stochastic Newton method as follows: Algorithm 1[Recursive i.i.d.
ECF method]
ηˆN− = ηˆN−1 −
1
N
Rˆ−1N−1
(
−ϕˆ∗η,NK
−1hˆN
)
RˆN− = RˆN−1 +
1
N
(
ϕˆ∗η,NK
−1ϕˆη,N − RˆN−1
)
.
(10)
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We note in passing that instead of applying a recursion for computing RˆN− we
could define it by simple substitution:
RˆN− = ϕ
∗
η(ηˆN )K
−1ϕη(ηˆN ).
The reason behind our choice is that it fits into the general framework of DFL-
scheme. Denote the expected value of hN (η) by g(η):
g(η) = E [hN (η)] = (ϕ(u1, η
∗)− ϕ(u1, η), ϕ(uM , η
∗)− ϕ(uM , η))
T
.
The corresponding associated ODE with the extended variable is given by
η˙t = −R
−1
t
(
−ϕ∗η(ηt)K
−1g(ηt)
)
R˙t = ϕ
∗
η(ηt)K
−1ϕη(ηt)−Rt
(11)
for t > 0. We have seen that in case of an off-line identification method the
optimal choice of K is K = C. Recall the notation C with entries
Ck,l = ϕ(uk − ul, η
∗)− ϕ(uk, η
∗)ϕ(−ul, η
∗).
Obviously for i.i.d. samples most of the conditions of Theorem 1.1 are satisfied:
in (3) we have A = 0 and B = I, furthermore we have that (yn) is strictly
stationary and L-mixing. Therefore Theorem 1.1 and Corollary 1 imply the
following result:
Theorem 2.1 Suppose that we are given an i.i.d. data generated by a random
variable X such that X2 is in M∗, suppose further that the differential equation
(11) satisfies Condition 1.5. Then the Algorithm 1 equipped with resetting is
convergent and we have
ηˆN − η
∗ = OM (N
−1/2).
Furthermore, if K = C then the asymptotic covariance matrix Σ
(rec)
ηη of ηˆN is
given by
Σ(rec)ηη = (ϕ
∗
η(η
∗)C−1ϕη(η
∗))−1.
Hence, the estimate ηˆN is essentially asymptotically efficient.
Note that the local stability of the ODE with α > 1/2 follows. For, the Jacobian
of the ordinary differential equation at η = η∗ and R = R∗ is(
−I 0
J2,1 −I
)
,
thus each eigenvalue of the Jacobian is -1, hence the top Lyapunov exponent
can be chosen to be equal to −1+c with any c > 0, which implies that the ODE
is locally stable with α > 1/2. The structure of the above Jacobian also shows
that the proposed method is a partially stochastic Newton method w.r.t. η.
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3 Recursive ECF for linear Le´vy systems with
known noise characteristics
This section is devoted to the presentation of a recursive ECF method for linear
Le´vy systems with known noise characteristics. The definition of linear Le´vy
systems is given by:
∆y = A(θ∗, q−1)∆L, (12)
defined for the time range−∞ < n < +∞, where ∆Ln is the increment of a Le´vy
process (Lt) with −∞ < t < +∞, and L0 = 0, over an interval [(n − 1)h, nh),
with h > 0 being a fixed sampling interval, and −∞ < n < +∞. Let us assume
that a state space representation in innovation form for this model is given by
∆Xn+1 = H(θ
∗)∆Xn +K(θ
∗)∆Ln (13)
∆Yn = T (θ
∗)∆Xn +∆Ln. (14)
Then H(θ)−K(θ)T (θ) is the state transition matrix of the inverse process. We
will need the following stability conditions:
Condition 3.1 It is assumed that the system matrix H(θ∗) is stable and H(θ)−
K(θ)T (θ) are jointly stable for θ ∈ Dθ.
The next condition guarantees the smooth dependence of the system matrices
on θ :
Condition 3.2 Assume that H(θ),K(θ) and T (θ) are three-times continuously
differentiable w.r.t. θ for θ ∈ Dθ.
The novel problem of identifying the system parameters θ∗, using the ECF
method, under the assumption that the noise characteristics η∗ is known was
presented in [6]. We may wish to solve the same problem, but now with a
recursive method.
Suppose that we are given the noise characteristics η∗. Fix a set of real ui-s
1 ≤ i ≤ M. Following the third step of the off-line estimation method we seek
the solution of the non-linear equation F (x) = 0 with x = θ and
F (θ) = E
[
G∗K−1h
(s)
N (θ; η
∗)
]
,
where
h
(s)
N (θ; η
∗) =
((
eiu1ε
(s)
N
(θ) − ϕ(u1, η
∗)
)
ε
(s)T
θN (θ), . . . ,
(
eiuMε
(s)
N
(θ) − ϕ(uM , η
∗)
)
ε
(s)T
θN (θ)
)T
.
Clearly θ = θ∗ is the solution of this equation. Similarly to the i.i.d. case
we would like to apply a stochastic Newton method, which requires the in-
troduction of the Jacobian R∗, the true value of which is known to be R∗ =
G∗(θ∗, η∗)K−1G(θ∗, η∗). In order to compute R∗ we need the value ofG(θ∗, η∗) =
ψ ⊗ R∗P , where ψ = (iu1ϕ(u1, η
∗), . . . , iuMϕ(uM , η
∗))
T
, for G(θ∗, η∗) see the
7
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proof of Theorem 8 in [6]. Since these are not computable without the knowl-
edge of θ∗, and G(θ∗, η∗) can be computed only empirically, we approximate
G(θ∗, η∗) using the most current estimate of θ∗. To this end we extend the
parameter vector to (θ,G,R) and re-define equation F (θ) = 0 by
F (θ,G,R) = E

 G
∗K−1h
(s)
N (θ; η)
G− h
(s)
θN(θ; η)
G∗K−1G−R

 , (15)
where h
(s)
θN(θ) shows up in the derivative of h
(s)
N (θ) w.r.t. θ, and defined by
h
(s)
θN(θ) :=
((
iu1e
iu1ε
(s)
N
(θ)ε
(s)
θ,N(θ)ε
(s)∗
θ,N (θ)
)T
, . . . ,
(
iuMe
iuM ε
(s)
N
(θ)ε
(s)
θ,N(θ)ε
(s)∗
θ,N (θ)
)T)T
,
(16)
which is obtained by dropping the term containing −u2je
iujε
(s)
N
(θ)ε
(s)
θθ,N(θ)-s,
which has zero expectation at θ = θ∗, from the derivative of h
(s)
N (θ).
Suppose we are given a set of initial values of the parameter: θˆ0 ∈ D0θ is the
initial value of θ and gˆθ,0 is the initial value of G. The set of initial values of the
parameter is given by {εˆ0, εˆθ,0} . Here θˆ0 might have been previously obtained
by an off-line identification method. Likewise εˆ0, εˆθ,0, gˆθ,0 might be obtained
previously or we can set them to be equal to 0. The recursive algorithm at step
N updates the estimates as follows: given the previous estimates first compute
the auxiliary variables using the most current estimate of θ∗ according to
εˆN = A
−1
(
θˆN−1
)
∆yN
εˆθ,N = A
−1
θ
(
θˆN−1
)
∆yN
hˆN(η
∗) =
((
eiu1 εˆN − ϕ(u1, η
∗)
)
εˆTθ,N , . . . ,
(
eiuM εˆN − ϕ(uM , η
∗)
)
εˆTθ,N
)T
hˆθ,N =
((
iu1e
iu1 εˆN εˆθ,N εˆ
∗
θ,N
)T
, . . . ,
(
iuMe
iuM εˆN εˆθ,N εˆ
∗
θ,N
)T)T
.
(17)
Following the special form of the off-line estimation method presented in [6] we
define a stochastic Newton method via the following algorithm:
Algorithm 2[Re-estimating recursive ECF method]
θˆN− = θˆN−1 −
1
N
Rˆ−1S,N−1
(
gˆ∗θ,N−1K
−1hˆN(η
∗)
)
gˆθ,N− = gˆθ,N−1 +
1
N
(
hˆθ,N − gˆθ,N−1
)
,
(18)
where
RˆS,N−1 = gˆ
∗
θ,N−1K
−1gˆθ,N−1.
The Jacobian of the Note that the third component G∗K−1G − R in (15) is
non-random, hence RˆS,N−1 is computed by simple substitution. These tentative
values need to be modified with a suitable resetting mechanism as described in
8
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connection with the general DFL-scheme. In order to define the associated ODE
first take the expectations of the frozen parameter correction terms h
(s)
θN(θ; η)
and h
(s)
N (θ; η), showing up on the r.h.s. of 15:
g(θ; η∗) = E
[((
eiu1ε
(s)
n (θ) − ϕ(u1, η
∗)
)
ε
(s)T
θ,n (θ), . . . ,
(
eiuMε
(s)
n (θ) − ϕ(uM , η
∗)
)
ε
(s)T
θ,n (θ)
)T ]
,
gθ(θ) = E
[((
iu1e
iu1ε
(s)
n (θ)ε
(s)
θ,n(θ)ε
(s)∗
θ,n (θ)
)T
, . . . ,
(
iuMe
iuMε
(s)
n (θ)ε
(s)
θ,n(θ)ε
(s)∗
θ,n (θ)
)T)T]
.
Then the corresponding associated ODE reads as
θ˙t = −R
−1
S,t
(
g∗θ,tK
−1g(θt; η
∗)
)
g˙θ,t = gθ(θt)− gθ,t,
(19)
where
RS,t = g
∗
θ,tK
−1gθ,t.
It is easy to check that the Jacobian matrix of (19) at (θ∗, G(θ∗, η∗)) is a lower
triangular matrix with −I blocks in the diagonal, thus all eigenvalues are equal
to −1. It follows that the solution of the ODE is locally stable with α = 1/2, see
Condition 1.5 for the definition of α. Moreover, the structure of the Jacobian
also shoves that the on-line method is a partially stochastic Newton method
w.r.t. θ.
Recall the notation of [6]:
R∗P = E
[
ε
(s)
θn(θ
∗)ε
(s)T
θn (θ
∗)
]
.
Theorem 1.1 and Corollary 1 together with Theorem 9 in [6], giving the asymp-
totic covariance matrix of the re-estimated system parameter, imply the follow-
ing result:
Theorem 3.1 Suppose that for the Le´vy system Condition 3.1 and Condition
3.2 are satisfied. Suppose further that for the driving Le´vy process we have that
((∆Ln)
2) is in M∗ and that the differential equation (19) satisfies Condition
1.5.Then for the estimate θˆN obtained by the above recursive method in Algo-
rithm 2 modified by a suitable resetting mechanism we have
θˆN − θ
∗ = OM (N
−1/2).
Moreover, if K = C ⊗ R∗P , then the asymptotic covariance matrix Σ
(rec)
θθ of
θˆN − θ
∗ is given by
Σ
(rec)
θθ =
(
ψ∗C−1ψ
)−1
(R∗P )
−1
,
with ψ = (iu1ϕ(u1, η
∗), . . . , iuMϕ(uM , η
∗))
T
. Hence, the proposed on-line method
is essentially asymptotically efficient.
9
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4 Recursive ECF for linear Le´vy systems
Now we are ready to present and analyze a recursive identification method that
estimates both the system and the noise characteristics by converting the three-
stage method presented in [6] to a recursive method. Suppose that the dynamics
of (yn) follows (12). Fix a set of real ui-s 1 ≤ i ≤ M. In this case we define
the non-linear equation F (x) = 0 in (2) by merging the asymptotic equations
corresponding to the PE method, the ECF method for the noise characteristics
η∗ and the ECF method for the re-estimation of θ∗. Accordingly, x is defined as
x = (θP , RP , η, RE , θS , G,RS). Observe that θ is duplicated, in the sense that
θˆP and θˆS both are expected to converge to θ
∗. This separation of the recursive
PE estimate θˆP and the ECF estimate θˆS guarantees that the Jacobian matrix
of the corresponding associated ODE will be lower triangular. Now we are ready
to define F by
F (θP , RP , η, RE , θS, G,RS) = E


ε
(s)
θPN
(θP )ε
(s)
N (θP )
ε
(s)
θPN
(θP )ε
(s)T
θPN
(θP )−RP
−ϕ∗η(η)K
−1
E h
(s)
E,N (θP , η)
ϕ∗η(η)K
−1
E ϕη(η)−RE
G∗K−1S h
(s)
S,N(θS , η)
G− h
(s)
S,θN(θS , η)
G∗K−1S G−RS


,
where the auxiliary variables are defined in analogy with the ones in the previous
two sections as
ϕη(η) = (ϕη(u1, η), . . . , ϕη(uM , η))
T
h
(s)
E,N(θ, η) =
(
eiu1ε
(s)
N
(θ) − ϕ(u1, η), . . . , e
iuMε
(s)
N
(θ) − ϕ(uM , η)
)T
h
(s)
S,N(θ, η) =
((
eiu1ε
(s)
N
(θ) − ϕ(u1, η)
)
ε
(s)T
θN (θ), . . . ,
(
eiuMε
(s)
N
(θ) − ϕ(uM , η)
)
ε
(s)T
θN (θ)
)T
h
(s)
S,θN(θ) =
((
iu1e
iu1ε
(s)
n (θ)ε
(s)
θ,n(θ)ε
(s)∗
θ,n (θ)
)T
, . . . ,
(
iuMe
iuMε
(s)
n (θ)ε
(s)
θ,n(θ)ε
(s)∗
θ,n (θ)
)T)T
.
Note that to different ECF scores hE and hS are being used, one estimates
η∗ and another re-estimates θ∗. Let us suppose that we are given the initial
values of the parameters: θˆP,0, RˆP,0 are the initial values of the recursive PE
method, see [8], ηˆ0, RˆE,0 are the initial values of the recursive ECF method
for the noise characteristics, see Section 2 and θˆS,0, gˆθ,0 are the initial values
of the recursive ECF re-estimation method, see Section 3. We assume that
each of these initial values are the element of the corresponding truncation
domain and θˆP,0 = θˆS,0 is a reasonable choice. We are also given a set of initial
values εˆP,0, εˆP,θ,0, εˆS,0, εˆS,θ,0. Clearly, these values might have been obtained by
carrying out an off-line identification method, otherwise we may set all of them
to be equal to zero.
10
✐✐
“recursive˙arxiv” — 2018/9/5 — 22:50 — page 11 — #11
✐
✐
✐
✐
✐
✐
The recursive algorithm at step N updates the estimates as follows: given
the previous estimates of the parameters first compute the estimated driving
noise and its derivative using the most current values of the parameters as
εˆP,N = A
−1
(
θˆP,N−1
)
∆yN
εˆP,θ,N = A
−1
θ
(
θˆP,θ,N−1
)
∆yN
εˆS,N = A
−1
(
θˆS,N−1
)
∆yN
εˆS,θ,N = A
−1
θ
(
θˆS,θ,N−1
)
∆yN .
(20)
While the first two equations correspond to the recursive PE method, the last
two equations correspond to the re-estimating ECF method for linear systems.
In analogy with the previous two sections we also define the auxiliary variables
using the most current values of the parameters according to
ϕˆη,N = (ϕη(u1, ηˆN−1), . . . , ϕη(uM , ηˆN−1))
T
hˆE,N =
(
eiu1 εˆP,N − ϕ(u1, ηˆN−1), . . . , e
iuM εˆP,N − ϕ(uM , ηˆN−1)
)T
hˆS,N =
((
eiu1 εˆS,N − ϕ(u1, ηˆN−1)
)
εˆTS,θ,N , . . . ,
(
eiuM εˆS,N − ϕ(uM , ηˆN−1)
)
εˆTS,θ,N
)T
hˆS,θ,N =
((
iu1e
iu1 εˆS,N εˆS,θ,N εˆ
∗
S,θ,N
)T
, . . . ,
(
iuMe
iuM εˆS,N εˆS,θ,N εˆ
∗
S,θ,N
)T)T
.
(21)
The recursive version of the three-stage method is then given as follows:
Algorithm 3[Three-stage recursive ECF method]
First apply the recursive PE method defined as
θˆP,N− = θˆN−1 −
1
N
Rˆ−1P,N−1εˆP,θN εˆ
T
P,N
RˆP,N− = RˆE,N−1 +
1
N
(
εˆP,θN εˆ
T
P,θN − RˆP,N−1
)
,
(22)
then apply the recursive ECF method for the noise characteristics defined via
ηˆN− = ηˆN−1 −
1
N
Rˆ−1E,N−1
(
−ϕˆ∗η,NK
−1
E hˆE,N
)
RˆE,N− = RˆE,N−1 +
1
N
(
ϕˆ∗η,NK
−1
E ϕˆη,N − RˆP,N−1
)
,
(23)
finally re-estimate θ∗ using the recursive ECF method defined by
θˆS,N− = θˆN−1 −
1
N
Rˆ−1S,N−1
(
gˆ∗θ,N−1K
−1
S hˆS,N
)
gˆθ,N− = gˆθ,N−1 +
1
N
(
hˆS,θ,N − gˆθ,N−1
)
,
(24)
where RˆS,N−1 = gˆ
∗
θ,N−1K
−1gˆθ,N−1.
11
✐✐
“recursive˙arxiv” — 2018/9/5 — 22:50 — page 12 — #12
✐
✐
✐
✐
✐
✐
These tentative values need to be modified using a suitable resetting mech-
anism as described in connection with the DFL-scheme. Write the expectations
of the frozen parameters as
RP (θP ) = E
[
ε
(s)
θ,n(θP )ε
(s)T
θ,n (θP )
]
hE(θP , η) = E
[(
eiu1ε
(s)
n (θP ) − ϕ(u1, η), . . . , e
iuMε
(s)
n (θP ) − ϕ(uM , η)
)T ]
hS(θS , η) = E
[((
eiu1ε
(s)
n (θS) − ϕ(u1, η)
)
ε
(s)T
θ,n (θS), . . . ,
(
eiuMε
(s)
n (θS) − ϕ(uM , η)
)
ε
(s)T
θ,n (θS)
)T]
gθ(θS) = E
[((
iu1e
iu1ε
(s)
n (θS)ε
(s)
θ,n(θS)ε
(s)∗
θ,n (θS)
)T
, . . . ,
(
iuMe
iuMε
(s)
n (θS)ε
(s)
θ,n(θS)ε
(s)∗
θ,n (θS)
)T)T]
.
Recall the notation
WP,θP (θP ) = E
[
ε
(s)
θn(θP )ε
(s)
n (θP )
]
.
In terms of the above expectations the ODE corresponding to the recursive PE
method reads as
θ˙P,t = −R
−1
P,tWP,θP (θP,t)
R˙P,t = RP (θP,t)−RP,t,
(25)
while that of the recursive ECF method for noise characteristic is given by
η˙t = −R
−1
E,t
(
−ϕ∗η(ηt)K
−1hE(θP,t, ηt)
)
R˙E,t = ϕ
∗
η(ηt)K
−1
E ϕη(ηt)−RE,t
(26)
and finally the ODE of the ECF method system parameters can be written as
θ˙S,t = −R
−1
S,t
(
g∗θ,tK
−1
S hS(θS,t, ηt)
)
g˙θ,t = gθ(θS,t)− gθ,t,
(27)
where RS,t = g
∗
θ,tK
−1gθ,t. By merging the above three ODE-s we get the asso-
ciated ODE of the recursive three-stage identification method:
θ˙P,t = −R
−1
P,tWP,θP (θP,t)
R˙P,t = R(θP,t)−RP,t
η˙t = −R
−1
E,t
(
−ϕ∗η(ηt)K
−1hE(θP,t, ηt)
)
R˙E,t = ϕ
∗
η(ηt)K
−1
E ϕη(ηt)−RE,t
θ˙S,t = −R
−1
S,t
(
g∗θ,tK
−1
S hS(θS,t, ηt)
)
g˙θ,t = gθ(θS,t)− gθ,t.
(28)
The Jacobian of the r.h.s. at
(θP , RP , η, RE , θS , G) = (θ
∗, R∗P , η
∗, R∗E , θ
∗, G(θ∗, η∗))
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is given by 

−I 0 0 0 0 0
J2,1 −I 0 0 0 0
0 0 −I 0 0 0
0 0 J4,3 −I 0 0
0 0 0 0 −I 0
0 0 0 0 J6,5 −I


.
Hence the solution of the ODE 28 is locally stable with α = 1/2, see Condition
1.5 for the definition of α. The structure of the above Jacobian matrix and
Theorem 1.1 together with Corollary 1 imply the next result.
Theorem 4.1 Let θˆS,N and ηˆN be the N
th-step estimate of the parameters
obtained by the recursive estimation in Algorithm 3 using a suitable resetting
mechanism. Suppose that for the Le´vy system Condition 3.1 and Condition 3.2
are satisfied. Suppose further that for the driving Le´vy process we have that
((∆Ln)
2) is in M∗ and that the differential equation (28) satisfies Condition
1.5. Then we have
ηˆN − η
∗ = OM (N
−1/2) and θˆS,N − θ
∗ = OM (N
−1/2).
Furthermore, if KE = C then the asymptotic covariance matrix Σ
(rec)
ηη of ηˆN is
given by
Σ(rec)ηη = (ϕ
∗
η(η
∗)C−1ϕη(η
∗))−1,
and if KS = C ⊗R
∗
P , then the asymptotic covariance matrix Σ
(rec)
θθ of θˆS,N − θ
∗
is given by
Σ
(rec)
θθ =
(
ψ∗C−1ψ
)−1
(R∗P )
−1
,
with ψ = (iu1ϕ(u1, η
∗), . . . , iuMϕ(uM , η
∗))T . Hence, the proposed on-line method
gives essentially asymptotically efficient estimates of θ∗ and η∗.
Remark:
Similarly to the off-line identification the optimal choice of KE and KS
depend on the true values θ∗, η∗. Thus these values need to be approximated
using the most recent estimates of the parameters. In any case it can be easily
shown that the results of this paper remain valid even if these approximated
weighting matrices are used.
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