In the past decade we have seen significant advances in the reliability and performance of commodity computing elements, such as processors, disks and network devices. Processors, in particular, have increased the computational power available in desktops and laptops. The advent of these reliable and powerful off-the-shelf computational elements has also spurred a new generation of high performance computing systems. These systems, so-called commodity clusters, have become a mainstay of today's high-performance computing facilities. With today's processors now comprised of multiple cores, such systems may include thousands or tens-of-thousands of processing elements connected by commodity networking and using storage comprised of commodity disks and devices. System and communication software provides the 'glue' that enables these processing elements to operate in parallel. Applications from a growing number of disciplines must be adapted to execute in parallel, but then can address significantly more complex problems or to analyze significantly greater amounts of data. Today, these parallel clusters dominate the top 500 supercomputing facilities in the world.
SHARCNET [1-6] is a consortium of 16 universities, colleges and research institutes which makes use of these parallel commodity clusters to provide high performance computing facilities to researchers at its member institutions. SHARCNET has three primary (top 500) parallel computing clusters having respectively 267 nodes (1068 processors), 768 nodes (1536 processors), and 768 (3072 processors). Each of these clusters has 70Tb of high speed storage. There are 17 other clusters ranging from 32 nodes to 64 nodes. In total, there are over 8,000 processors available to researchers. Node interconnects within clusters include Myrinet G2, Quadrics (Elan 3 and Elan 4) and Gigabit Ethernet. An archival storage system is available to all users across the sites with current capacity at 200Tb. These cluster systems are connected by a dedicated high speed network with the core network being a 10Gigabit Ethernet between the majority of sites and spanning 400 kilometers with other links at 1 Gigabit, thus creating a high performance computational grid.
Core operating systems on the SHARCNET clusters are Unixbased, including several Linux variants, HP Linux XC, HP-UX, CentOS, and even a older Tru64 system. Cluster management is done through XC, Oscar, or cluster management with Linux variants. Job scheduling is done via Platform Computing's Load Sharing Facility (LSF). Parallel computation is done using MPI or OpenMPI. Most of the clusters use Lustre or SFS (HP's version of Lustre) for the parallel file system. There are also a number of packages available on one or more of the systems, including Fluent, Gaussian, Blast, and others. Account management is done via LDAP enabling researchers to have a single account that they can use to access to any of the systems. Research being done with the SHARCNET systems span traditional high performance computing areas, such as chemistry, physics, material science, engineering, as well as newer areas including business, economics, and biology.
While there have been significant advances in hardware, software to efficiently utilize these systems and software to facilitate the development of applications to utilize these systems has been progressing at a much slower pace. Based on our experiences with SHARCNET and trends in hardware for next generation clusters, we see a growing gap between the capabilities of systems themselves and the software to efficiently operate those systems, software to support computational grids and, more importantly, the software used to develop applications. For example, the emergence of multi-core architectures, while increasing the processing capabilities of nodes, has created challenges for compilers and has created challenges for programmers with parallelism not only between nodes but within nodes. Such parallelism will likely be a key element in the push toward petascale computation, but will also create challenges in communication among processors and make programming more complex for most researchers. We outline the status of current software to support parallel clusters and to support the development of applications and then identify some of the existing challenges and limitations of the software. We then consider some of the emerging trends in hardware, processors, storage and networks, and the implications for these kinds of clusters and grids. We identify some of the future challenges of software to take advantage of these systems and describe some of the current approaches being considered.
