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Abstract
Kim and Vu made the following conjecture (Advances in Mathematics, 2004):
if d ≫ log n, then the random d-regular graph G(n, d) can asymptotically almost
surely be “sandwiched” between G(n, p1) and G(n, p2) where p1 and p2 are both
(1 + o(1))d/n. They proved this conjecture for log n ≪ d ≤ n1/3−o(1), with a de-
fect in the sandwiching: G(n, d) contains G(n, p1) perfectly, but is not completely
contained in G(n, p2). Recently, the embedding G(n, p1) ⊆ G(n, d) was improved by
Dudek, Frieze, Rucin´ski and Sˇileikis to d = o(n). In this paper, we prove Kim-Vu’s
sandwich conjecture, with perfect containment on both sides, for all d≫ n/√log n.
For d = O(n/
√
log n), we prove a weaker version of the sandwich conjecture with
p2 approximately equal to (d/n) log n and without any defect. In addition to sand-
wiching random regular graphs, our results cover random graphs whose degrees are
asymptotically equal. The proofs rely on estimates for the probability that a ran-
dom factor of a pseudorandom graph contains a given edge, which is of independent
interest.
As applications, we obtain new results on the properties of random graphs with
given near-regular degree sequences, including the Hamiltonicity and the univer-
sality. We also determine several graph parameters in these random graphs, such
as the chromatic number, the small subgraph counts, the diameter, and the inde-
pendence number. We are also able to characterise many phase transitions in edge
percolation on these random graphs, such as the threshold for the appearance of a
giant component.
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1 Introduction
Random graph theory is one of the most important subjects in modern graph theory.
Besides the rich theory in its own field of study, random graphs have many connections
and applications in the general area of combinatorics. Many existence results in graph
theory are proved by using and modifying random graphs. Today random graphs are
widely used in computer science, engineering, physics and other branches of sciences.
There are many random graph models. The most classical models G(n, p) and G(n,m)
were introduced by Erdo˝s and Re´nyi [13,14] more than half a century ago. The binomial
model G(n, p) retains each potential edge in the complete graph Kn independently with
probability p. The G(n,m) is simply G(n, p) conditioned on having exactly m edges. In
other words, G(n,m) is the random graph on n vertices and m edges with the uniform
distribution. These two models are the best studied and understood. The independence
between the occurrence of the edges makes G(n, p) a relative easier model compared with
many others, for analysing its properties and for analysing algorithms on G(n, p). Some
algorithms depend on the degrees of vertices, and unavoidably the algorithms need to
“expose” the degrees of the vertices as the algorithms proceed. For instance, the peeling
algorithm [15,20] for obtaining the k-core of the graph repeatedly deletes a vertex whose
degree is below k. An important property of G(n, p) and G(n,m) is that, by conditioning
on the degree sequence of G(n, p) or G(n,m) being d = (d1, . . . , dn), the resulting random
graph is exactly G(n,d), the uniformly random graph with given degree sequence d.
This makes G(n,d) among the most important random graph models in the study of
random graphs. The flexibility of choosing desirable degree sequences for random graphs
under study makes G(n,d) popular for analysing large networks, and it is often called
the Molloy-Reed graphs [30] in the network community. Unlike G(n, p), probabilities of
events in G(n,d) such as two vertices u and v being adjacent are highly non-trivial. The
most common method to prove properties of G(n,d) is via a translation result from the
configuration model [3] to G(n,d). Probabilities of events are usually easier to compute
or estimate in the configuration model than in G(n,d). However, such a translation result
can only be applied when the degrees specified by d are relatively small.
As a consequence, many questions that deserve a confirmative answer are indeed
open for G(n,d). For instance, is G(n,d) Hamiltonian? What is the chromatic number
of G(n,d)? What is the connectivity of G(n,d)? Using highly non-trivial switching
arguments and enumeration results of d-regular graphs, these questions were answered [8,
23] for random regular graphs. Using similar techniques it may be possible to work out
the answers for the more general model G(n,d). However, it will be desirable to have
simpler approaches.
This is the motivation of the sandwich conjecture, proposed by Kim and Vu in 2004.
For the special case where d is a constant sequence, we write G(n, d) for the random
d-regular graph. They conjectured that for every d ≫ log n, G(n, d) can be sandwiched
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between two binomial random graphs G(n, p1) and G(n, p2), one with slightly smaller,
whereas the other with slightly greater average degree than d. The formal statement is
as follows.
Conjecture 1.1 (Sandwich Conjecture [22]). For d≫ log n, there are p1 = (1−o(1))d/n
and p2 = (1 + o(1))d/n and a coupling (G
L, G,GU) such that GL ∼ G(n, p1), GU ∼
G(n, p2), G ∼ G(n, d) and P(GL ⊆ G ⊆ GU) = 1− o(1).
The condition d ≫ log n in the conjecture is necessary. When p = O(logn/n), there
exist vertices in G(n, p) whose degree differ from pn by a constant factor. Therefore,
Conjecture 1.1 cannot hold for this range of d. For logn ≪ d ≪ n1/3/ log2 n, Kim and
Vu proved a weakened version of the sandwich conjecture where G ⊆ GU is replaced
by a bound on ∆(G \ GU) (see the precise statement in [22, Theorem 2]1). Note that
this weakened sandwich theorem already allows direct translation of many results from
G(n, p) to G(n, d), including all increasing graph properties such as Hamiltonicity.
Recently, Dudek, Frieze, Rucin´ski and M. Sˇileikis [11] improved one side of Kim and
Vu’s result GL ⊆ G to cover all degrees d such that log n ≪ d ≪ n and also extended
it to the hypergraph setting. In particular, this new embedding theorem allows them to
translate the Hamiltonicity from the binomial random hypergraphs to random regular
hypergraphs.
An immediate corollary of the sandwich conjecture, if it were true, is that, one can
couple two random regular graphs G1 ∼ G(n, d1) and G2 ∼ G(n, d2) such that asymp-
totically almost surely (a.a.s.) G1 ⊆ G2, if d2 is sufficiently greater than d1. In fact we
conjecture that such a coupling exists as long as d2 ≥ d1. However, the weakened versions
of the sandwich conjecture, as proved in [22] and [11], are not strong enough to imply
the existence of such a coupling, even when d2 is much greater than d1.
Conjecture 1.2. Let 0 ≤ d1 ≤ d2 ≤ n − 1 be integers, other than (d1, d2) = (1, 2) or
(d1, d2) = (n− 3, n− 2). Then there exists a coupling (G1, G2) such that G1 ∼ G(n, d1),
G2 ∼ G(n, d2), and P(G1 ⊆ G2) = 1− o(1).
Remark 1.3. This conjecture or some variant of it has already been the subject of spec-
ulation and discussion in the community. But we haven’t found any written work about
it. The case when d1 = 1 and 3 ≤ d2 ≤ n− 1 is simple, since almost all d2-regular graphs
have perfect matchings, which follows from them being at least (d2−1)-connected [8,23].
Generate a random d1-regular graph G2. If G2 has any perfect matchings, select one at
random; otherwise select a random 1-regular graph. By symmetry, this gives a random
1-regular graph which is a subgraph of G2 with probability 1− o(1).
The two binomial random graphs in Conjecture 1.1 differ by o(d/n) in edge density.
This gap gives enough room to sandwich a random graph with more relaxed degree
sequences.
1Vu has confirmed that ∆(GU \G) in their theorem is a typo for ∆(G \GU ).
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Given a sequence d = (d1, . . . , dn) of (not necessarily nonnegative) integers, let rng(d)
stand for the difference between the maximum and minimum components of d. Denoting
∆(d) = maxj dj, we can also write rng(d) = ∆(d)+∆(−d). If d(G) is the degree sequence
of a graph G, we will also use notations ∆(G) = ∆(d(G)) and rng(G) = rng(d(G)).
Definition. A sequence d = d(n) ∈ {1, . . . , n− 1}n is called near-regular if
rng(d) = o (∆(d)) and rng(d) = o (n−∆(d)) .
We propose the following stronger sandwich conjecture.
Conjecture 1.4. Assume d is a near-regular degree sequence that ∆(d)≫ logn. There
are p1 = (1 − o(1))∆(d)/n and p2 = (1 + o(1))∆(d)/n and a coupling (GL, G,GU) such
that GL ∼ G(n, p1), GU ∼ G(n, p2), G ∼ G(n,d) and P(GL ⊆ G ⊆ GU) = 1− o(1).
In this paper, we confirm Conjecture 1.4 for all d where ∆(d) = Θ(n), or ∆(d) ≫
n/
√
log n and rng(d) = O(∆(d)/ logn), which also confirms Conjecture 1.1 for d ≫
n/
√
log n. For other near-regular degree sequences, we prove a weaker sandwich theorem,
with perfect containment on both sides, where p1 = (1−o(1))d/n and p2 roughly d logn/n.
Remark 1.5. The reader might suspect that the defect in Kim-Vu’s coupling may be
amended by choosing p2 of slightly greater order than d/n because ∆(G \ GU) is quite
small. However, Kim-Vu’s coupling argument fails to provide perfect upper containment
unless p2 is approximately 1. This may look rather surprising and anti-intuitive. To
reason this we give a brief overview of the coupling construction proposed by Kim and
Vu which we also partially adopt for our purposes, see Section 3 for more details. All
three graphs GL ∼ G(n, p1), G ∼ G(n, d), GU ∼ G(n, p2) are sequentially constructed.
Uniformly random edges from Kn are added to all of the three graphs, where with a
small probability an edge may be rejected in the construction of GL, and the rejection
probability in G is even smaller. This ensures the containment GL ⊆ G ⊆ GU and works
well before near the completion of the construction of G. However, the last few edges to
be added to G are highly correlated so most edges uniformly chosen from Kn have to be
rejected. This forces GU to be almost a complete graph (if we aim at a perfect upper
containment).
Using our new sandwich theorem we deduce many new results for G(n,d). Some of
these results are consequences of the tight containment on both sides of the sandwiching,
which cannot be deduced from the weaker one-sided version. These new results are
presented in Section 2.4.
Through out the paper we also assume that d is a realisable degree sequence, i.e.
G(n,d) is nonempty. This necessarily requires that d has nonnegative coordinates and
even sum. All asymptotics in the paper refers to n → ∞. For two sequences of real
numbers an and bn, we say an = o(bn) if bn 6= 0 eventually and limn→∞ an/bn = 0. We
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say an = O(bn) if there exists a constant C > 0 such that |an| ≤ C |bn| for all n. We write
an = ω(bn) or an = Ω(bn) if an > 0 always and bn = o(an) or bn = O(an), respectively.
If both an and bn are positive sequences, we will also write an ≪ bn if an = o(bn), and
an ≫ bn if an = ω(bn).
We say that we can a.a.s. embed a random graph G1 into a random graph G2, if there
exists a coupling (G1, G2) where G1 ∼ G1 and G2 ∼ G2 and P(G1 ⊆ G2) = 1− o(1).
2 Main results
In this section we present our main results and some immediate corollaries.
2.1 Progress towards the sandwich conjectures
Theorem 2.1. Assume d = d(n) ∈ Nn is a near-regular degree sequence. Then, there
is a multiple coupling (GL, G,GU) such that GL ∼ G(n, p1), GU ∼ G(n, p2), G ∼ G(n,d)
with
P(GL ⊆ G ⊆ GU) = 1− o(1),
where p1 and p2 are defined as follows.
(a) If ∆(d) = O(logn) then p1 = 0 and p2 = n
−1+ε, for any fixed ε ∈ (0, 1).
(b) If log n ≪ ∆(d) = o (n) then p1 = (1 − o(1))∆(d)n and p2 is any number such that
p2 ∈ [n−1+ε, 1], for a fixed ε ∈ (0, 1), and p2 ≫ ∆(d)n
logn
log∆(d)
log n
∆(d)
.
(c) If ∆(d) = Ω(n) then p1 = (1− o(1))∆(d)n and p2 = (1 + o(1))
∆(d)
n
.
(d) Under the additional assumption that rng(d) = O
(
∆(d)
logn
)
the statements above hold
with any p2 ≫ log
3 n
n log logn
in (a), and without the condition p2 ≥ n−1+ε in (b), and
with ∆(d)≫ n/√log n in (c).
Remark 2.2. As explained below Conjecture 1.1, for d = O(logn), it is not possible to
obtain a tight sandwich. We believe that it is possible to improve p1 for this range of d.
The values of p2 in the above theorem can be improved in all cases by expressions in terms
of rng(d), which can be easily deduced from the more precise statements in Theorem 2.5
in Section 2.2.
Remark 2.3. We believe that rng(d) = o(n − ∆(d)) in the definition of near-regular
sequences can be significantly relaxed for Theorem 2.1 to hold. However, it is not pos-
sible to remove this restriction completely. This condition is only used in the proof of
embedding G(n, 1 − o(1)) into G(n,d) where all components in d are asymptotically n.
Perhaps people are tempted to guess that the edge probability between any two vertices
is 1−o(1) for such d and thus a coupling can be possible. This is not true. Let d be such
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that its compliment follows a power law with exponent between 2 and 3. It is implied
by [16, Lemma 3] that for such d, there exist pairs of vertices for which the edge proba-
bility between them is o(1). Hence, it is not possible to embed G(n, 1−o(1)) into G(n,d).
More examples of d which prevents from such an embedding can be found in [17].
We prove Theorem 2.1 in Section 2.3. It follows from several coupling results which
focus on different ranges of ∆(d) presented in the next section. Theorem 2.1 implies
directly a weaker version of Conjecture 1.2.
Corollary 2.4. Assume d1 ≤ d2. There is a coupling (Gd1 , Gd2) such that Gd1 ∼ G(n, d1),
Gd2 ∼ G(n, d2) and
P(Gd1 ⊆ Gd2) = 1− o(1), if
• d1 = O(logn) and d2 ≫ log3 n/ log logn; or
• logn≪ d1 ≪ n and d2 ≫ d1 lognlog d1 log nd1 ; or
• d2 − d1 = Θ(n).
2.2 Coupling results
In the following coupling theorem, we embed G(n, p) into G(n,d) where d is near-regular,
and p is sufficiently close to ∆(d)/n. We will consider three cases in terms of the range
of ∆(d): sparse, dense, and co-sparse, which correspond to, roughly speaking, sublin-
ear ∆(d), linear ∆(d) and n − ∆(d), and sublinear n − ∆(d) respectively. To prove
Theorem 2.1 we will apply the coupling theorem to embed G(n, p1) into G(n,d) and
embed G(n, 1 − p2) into G(n, (n − 1)1 − d). Then we obtain a multiple coupling with
G(n, p1) ⊆ G(n,d) ⊆ G(n, p2) by “stitching” the above two couplings together. The proof
of Theorem 2.1 is given in Section 2.3.
Theorem 2.5. Let d = d(n) ∈ Nn be a degree sequence and ξ = ξ(n) > 0 be such that
ξ(n) = o(1). Denote ∆ = ∆(d). Then, there exists a coupling (GL, G) with GL ∼ G(n, p)
(where p is specified below) and G ∼ G(n,d) for the following three cases.
(a) Sparse case. Assume
rng(d) ≤ ξ∆ and ξn ≥ ∆≫ ξ−3 logn.
Then, there exists p = (1− O(ξ))∆/n such that
P(GL ⊆ G) = 1− e−Ω(ξ3∆) ≥ 1− n−c for any constant c > 0.
(b) Dense case. Assume
n rng(d) ≤ ξ∆(n−∆) and n−∆≫ ξ∆≫ n/ logn.
Then, there exists p = (1− O (ξ))∆/n such that
P(GL ⊆ G) = 1− e−Ω(ξ3∆) = e−ω(n/(log n)3).
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(c) Co-sparse case. Assume
rng(d)
n−∆ = O(σ) and
n−∆
n
log n
n−∆ = o(σξ) (2.1)
for some positive σ = σ(n) that
ξn≫ nσ ≫ log3 n
log2(logn)
. (2.2)
Then, there exists p = 1− O(ξ) such that
P(GL ⊆ G) = 1− e−Ω(ξn1−σ logn) ≥ 1− n−c for any constant c > 0.
The proof of Theorem 2.5 is given in Section 4. It is based on the coupling construction
described in Section 3. The proof for the sparse case is simple, which can be viewed as
a generalisation of that in [11]. The proof for the dense case involves enumeration of t-
factors of a dense graph S, where S is near-regular and t is a specified near-regular degree
sequence. This enumeration result, stated in Theorem 5.1, as well as Theorem 5.10,
which estimates the edge probabilities of a random t-factor of S, are of independent
interest. The proof for the co-sparse case uses the switching technique to estimate the
edge probabilities of a random t-factor of S when S is sparse and pseudorandom, and t is
sparse relative to S. To our knowledge, this is the first time that the switching argument is
applied to analyse a random subgraph of a sparse graph. The sparsity requires innovative
treatment for both the design of the switching, and its analysis. The probability bounds
of Theorem 2.5 are almost tight in many cases. In particular, they are tight up to an
additional log2 n in the exponent for (a) with ξ ≥ 1/ logn, always for (b) and for (c) with
nσ = log3 n, see the proposition below.
Proposition 2.6. Assume d is d-regular, i.e. all components equal to d, and (d, ξ) sat-
isfies one of the conditions in Theorem 2.5(a,b,c). Let (GL, G) be any coupling such that
GL ∼ G(n, p), G ∼ G(n, d). Then,
P(GL ⊆ G) ≤ 1− e−Θ(ξd).
Proof. Note that for any coupling (GL, G) where GL ∼ G(n, p) and G ∈ G(n, d),
1− P(GL ⊆ G) ≥ PG(n,p)(v1 has degree greater than d) = P(Bin(n− 1, p) ≥ d+ 1).
Using assumptions of Theorem 2.5(a,b,c) and omitting non-interesting technical details,
we get that the probability on the right hand side above is always at least e−Θ(ξd).
2.3 Proof of Theorem 2.1
Now we prove that Theorem 2.1 follows from Theorems 2.5. Let d′ = (n− 1)1− d.
For part (a), noting that Kn−G ∼ G(n,d′), and Kn−GU ∼ G(n, 1−p2), it is sufficient
to prove that we can a.a.s. embed G(n, 1 − p2) inside G(n,d′). Fix an arbitrary ε > 0
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and let ξ = n−1+ε. Let σ = ε/2. It is also straightforward to see that all conditions in
Theorem 2.5(c) are satisfied by our choice of ξ and σ. Then a.a.s. G(n, 1 − Cξ) can be
embedded into G(n,d′) for some C > 0. Part (a) now follows as this holds for any ε > 0.
Assume that additionally we have rng(d)/∆ = O(log log n/ logn). Then, set
σ =
3 log log n− 1.5 log log log n
logn
and let ξ ≫ log
3 n
n log logn
.
It is easy to check that all conditions for Theorem 2.5(c) are satisfied. Hence, a.a.s. we
can embed G(n, 1 − Cξ) into G(n,d′) for some constant C > 0. Consequently, we can
embed G(n,d) into G(n, p2) where p2 ≫ log3 n/n log logn. This proves the first claim in
part (d).
For part (b), we will show that a.a.s. we can embed G(n, p1) into G(n,d), and embed
G(n, 1 − p2) into G(n,d′). Then, let π be the first coupling which embeds in G(n, p1)
into G(n,d), and π′ be the second coupling that embeds G(n,d) into G(n, p2). Next, we
stitch π and π′ together to get a multiple coupling (GL, G,GU), where GL ∼ G(n, p1),
G ∼ G(n,d) and GU ∼ G(n, p2). First uniformly generate G ∈ G(n,d). Then, conditional
on G, generate GL under π and generate GU under π′. This yields (GL, G,GU) with the
desired marginal distributions. Moreover, a.a.s. GL ⊆ G ⊆ GU .
To embed G(n, p1) into G(n,d) we will apply Theorem 2.5(a). By the assumption on
∆(d), there exists ξ = o(1) satisfying both conditions in Theorem 2.5(a). Hence, there
exists p1 = (1− o(1))∆(d)/n such that a.a.s. G(n, p1) can be embedded into G(n,d). To
embed G(n, 1 − p2) into G(n,d′) we will apply Theorem 2.5(c). Fix ε > 0 and assume
that ξ ≥ n−1+ε and ξ ≫ ∆(d)/n log(n/∆(d)). Set σ = ε/2. The near-regularity of d
implies (2.1). Moreover, condition (2.2) is satisfied as ξn ≥ nε ≫ nσ. By Theorem 2.5(c),
a.a.s., G(n, 1−Cξ) can be embedded into G(n,d′). Part (b) follows now as ε > 0 can be
chosen arbitrarily.
If in addition we have rng(d)/∆(d) = O(log log n/ logn), then set
σ = max
{
3 log log n− 1.5 log log logn
log n
,
log∆(d)
logn
}
and assume ξ ≫ nσ−1 and ξ ≫ ∆(d)
σn
log n
∆(d)
. Then all conditions in Theorem 2.5(c) are
satisfied for d′. Thus, we can embed G(1− p2) into G(n,d′) with
p2 ≫ max
{
log3 n
log logn
,
∆(d)
n
logn
log∆(d)
log
n
∆(d)
}
.
This proves the second claim in part (d) by noting that the second term in the maximum
function is always of an order that is at least of that of the first term.
For (c), similarly as in (b), it is sufficient to embed G(n, p1) into G(n,d) and embed
G(n, 1 − p2) into G(n,d′). First consider the case that n − ∆(d) = Ω(n). By the near-
regularity of d there exists ξ = o(1) which satisfies all conditions in Theorem 2.5(b)
for both d and d′. Hence, there exists p1 = (1 − o(1))∆(d)/n such that we can a.a.s.
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embed G(n, p1) into G(n,d). Also, we can a.a.s. embed G(n, p′) into G(n,d′) for p′ =
(1 − o(1))∆(d′)/n. Taking p2 = 1 − p′ = (1 + o(1))∆(d)/n completes the proof for this
range of ∆(d). Next, consider ∆(d) such that n−∆(d) = o(n). We simply set p2 = 1 in
this case, and thus, it is sufficient to embed G(n, p1) into G(n,d). By the near-regularity
of d, both rng(d)/(n −∆(d)) and n−∆(d)
n
log n
n−∆(d)
are o(1) for d in this range. Hence,
there exists σ, ξ = o(1) which satisfy all conditions in Theorem 2.5(c). Hence, a.a.s. we
can embed G(n, 1− o(1)) into G(n,d). This completes the proof for part (c).
Finally we prove the last claim in part (d). Assume that n/
√
logn ≪ ∆(d) ≤ n/2
and additionally that rng(d) = O(∆(d)/ logn). We have already shown that G(n, (1 −
o(1))∆(d)/n) can be embedded in G(n,d) by (b,c). Next we will prove that G(n, p′) can be
embedded in G(n,d′) for some p′ = 1− (1+ o(1))∆(d)/n which then completes the proof
for part (d). Let ξ = 1/
√
log n. Then both conditions in Theorem 2.5(b) are satisfied.
Hence, we have the embedding for p′ = (1 − O(ξ))(n − ∆(d) + rng(d))/n = 1 − (1 +
o(1))∆(d)/n+O(ξ+rng(d)/n) = 1− (1+ o(1))∆(d)/n, where the error O(ξ+rng(d)/n)
in the last equation is absorbed because of the condition on the range of ∆(d).
2.4 Translation from G(n, p) to G(n,d)
Our sandwich theorem allows translation of many results from the binomial random
graphs to random graphs with specified near-regular degree sequences. Some of the
translations can already be obtained from a one-sided sandwich, e.g. the monotone prop-
erties. Other translations require sandwiching on both sides. We give a few examples
below.
2.4.1 Translation of a.a.s. properties
It is well known that for p≫ logn/n, G(n, p) is a.a.s. connected and Hamiltonian. This
immediately implies the connectedness and the Hamiltonicity of random graphs of near-
regular degrees.
Theorem 2.7 (Connectedness and Hamiltonicity). Assume d is near-regular and∆(d)≫
log n. Then a.a.s. G(n,d) is connected and Hamiltonian.
The following universality property follows from [9, Theorem 1.1].
Theorem 2.8 (Universality). Let k ≥ 3 be a fixed integer. Assume d is near-regular
and ∆(d) ≥ Cn1−1/k log1/k n for a sufficiently large constant C. Then, a.a.s. G(n,d) is
H(n, k)-universal, where H(n, k) denotes the set of graphs on [n] with maximum degree
at most k. i.e. for G ∼ G(n,d),
P(∀H ∈ H(n, k), ∃H ′ ⊆ G s.t. H ′ ∼= H) = 1− o(1).
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2.4.2 Translation of graph parameters
Theorem 2.9 (Chromatic number). (a) Assume d is near-regular and ∆(d), n−∆(d) =
Θ(n). Then a.a.s.
χ(G(n,d)) ∼ n
2 logb n
, where b =
1
1− ∆(d)
n
.
(b) If rng(d) ≪ ∆(d)/ logn, and either log n · log3 logn ≪ ∆(d) ≪ n/ logn or
n/
√
log n≪ ∆(d)≪ n, then χ(G(n,d)) ∼ ∆(d)/2 log∆(d).
Proof. The chromatic number of χ(G(n, p)) is determined by [5] if p, 1 − p = Θ(1).
Consequently part (a) follows by Theorem 2.1(c).
For (b), first consider the case that rng(d) ≪ ∆(d)/ logn and log n · log3 log n ≪
∆(d) ≪ n/ log n. Then there exists ξ = o(1/ log∆(d)) such that both conditions in
Theorem 2.5(a) are satisfied. Hence, there exists p = (1 + O(ξ))∆(d)/n such that a.a.s.
G(n, p) can be embedded into G(n,d). Thus, a.a.s.
χ(G(n, p)) ≤ χ(G(n,d)) ≤ χ(G(n, p)) +∆(G(n,d)− G(n, p)) + 1.
By the choice of ξ and [25], it follows that ∆(G(n,d) − G(n, p)) = o( ∆(d)
log∆(d)
), and thus
χ(G(n,d)) ∼ χ(G(n, p)) ∼ ∆(d)
2 log∆(d)
.
Next, assume rng(d)≪ ∆(d)/ logn and n/√logn≪ ∆(d)≪ n. Take ξ = 1/√logn.
Then both conditions in Theorem 2.5(b) are satisfied for both d and d′. Hence, there
exist
p1 = (1− O(ξ))∆(d)
n
= (1− o(1))∆(d)
n
p2 = 1− (1− O(ξ))∆(d′)/n = ∆(d)
n
+O(ξ) = (1 + o(1))
∆(d)
n
such that G(n,d) can be sandwiched between G(n, p1) and G(n, p2). Our theorem fol-
lows as the chromatic number for both G(n, p1) and G(n, p2) are asymptotic to ∆(d)2 log∆(d)
by [25].
The concentration of the number of small subgraphs in G(n, p) follows by [33], which
immediately gives the following:
Theorem 2.10 (Subgraph counts). Let H be an arbitrary graph of fixed order. Assume
d is near-regular and ∆(d) = Θ(n). Let XH denote the number of subgraphs of G(n,d)
that are isomorphic to H. Then, a.a.s.
XH ∼ n
v(H)
|Aut(H)|
(
d
n
)e(H)
,
where Aut(H) denotes the automorphism group of H.
Let diam(G) denote the diameter of G. The diameter of G(n, p) [4, Theorem 6,
Corollaries 7 and 8] gives the diameter of G(n,d) as follows:
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Theorem 2.11 (Graph diameter). Suppose d is near-regular with ∆(d)≫ log3 n.
(a) If ∆(d)2/n > (2 + ε) logn for some fixed ε > 0 then a.a.s. diam(G(n,d)) ≤ 2.
(b) If ∆(d) < n2/3, let D0 be the minimum integer D such that for some fixed ε > 0,
((1− ε)∆(d))D > 2n log n for all sufficiently large n. Then a.a.s. log∆(d)(n− 1) ≤
diam(G(n,d)) ≤ D0.
Proof. Parts (a) follows directly from [4] and Theorem 2.1(b). For part (b), by Theo-
rem 2.1(b), a.a.s. G(n, (1−ε/2)∆(d)/n) can be embedded into G(n,d), where ε is a fixed
constant such that ((1−ε)∆(d))D0 > 2n logn for all sufficiently large n. By [4] and noting
that graph diameter is a non-increasing function, a.a.s. diam(G(n,d)) ≤ diam(G(n, (1 −
ε/2)∆(d)/n)) ≤ D0. We also have the trivial lower bound that diam(G(n,d)) ≥ log∆(d)(n−
1). Our assertion follows.
Remark 2.12. A recent paper by Shimizu [34] determined the diameter of G(n, d) for d ∼
βnα where β and α are positive constants. Our Theorem 2.11 recovers this result except
when 1/α is an integer, in which case Theorem 2.11(b) yields a 2-point concentration.
However, our result covers a much richer family of degree sequences. It holds for slightly
non-regular degree sequences, and it does not restrict the degrees to be of form βnα. If
∆(d) = exp(Ω(
√
log n)), then part (b) typically yields a 1-point concentration, and only
for very specific values of ∆(d) it yields a 2-point concentration.
Let α(G) denote the independence number of G, i.e. the order of the maximum inde-
pendent set in G.
Theorem 2.13 (Independence number). Suppose d is a near-regular degree sequence.
1. If ∆(d), n−∆(d) = Θ(n), then a.a.s.
α(G(n,d)) ∼ 2 logb n, where b =
1
1− ∆(d)
n
.
2. If rng(d) ≪ ∆(d)/ logn, and either log n · log3 logn ≪ ∆(d) ≪ n/ logn or
n/
√
log n≪ ∆(d)≪ n then a.a.s. α(G(n,d)) ∼ 2n log∆(d)/∆(d).
Proof. By Theorem 2.1(b,c), there exists p = (1 − o(1))∆(d)/n such that a.a.s. G(n, p)
can be embedded into G(n,d). Since α(G) is a non-increasing function of G, α(G(n,d)) ≤
α(G(n, p)), which is asymptotic to 2 log1/(1−p) n if p, 1−p = Θ(1) by [6], and is asymptotic
to 2n log pn/pn if 1≪ pn≪ n by [12].
On the other hand, α(G(n,d)) ≥ n/χ(G(n,d)). By Theorem 2.9, we immediately
obtained the matching lower bound for α(G(n,d)), which completes the proof of our
assertion.
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2.4.3 Translation of phase transitions
Let H be a fixed graph. Define
d∗(H) = max
H′⊆H
|E(H ′)|
|V (H ′)| − 1 .
The threshold of the emergence of an H-factor in G(n, p) is determined in [21, Theorem
2.2], which immediately yields the following.
Theorem 2.14 (H-factors). Let d be a near-regular degree sequence. For every ε > 0,
P(G(n,d) has an H-factor) =
{
0 if ∆(d) < n1−1/d
∗(H)−ε
1 if ∆(d) > n1−1/d
∗(H)+ε and n ≡ 0 (mod |V (H)|).
Theorem 2.15 (Percolation on G(n,d)). Assume d is near-regular and ∆(d) = Ω(n).
Let G ∼ G(n,d) and Gp be the subgraph of G obtained by independently keeping each
edge with probability p. Let Q be a monotone property and let th(Q) denote a (sharp)
threshold function of Q in G(n, p). Then (n/∆(d)) · th(Q) is a (sharp) threshold function
of Q in Gp.
We give one example of Theorem 2.15. The emergence threshold of a giant component
in Gp is known to be 1/(d−1) in the special case of regular degree sequences with degree
at least 3, following from a sequence of results [23, 24, 31]. Theorem 2.15 extends this
result to any near-regular degree sequences where ∆(d) = Ω(n).
Corollary 2.16 (Giant component). Assume d is near-regular and ∆(d) = Ω(n). The
emergence of a giant component in Gp has a sharp threshold 1/∆(d).
3 Coupling construction
The following procedure Coupling() will be used in our construction of (GL, G) required
in Theorem 2.5. It takes a graphical degree sequence d, a positive integer I and a positive
real ζ < 1 as an input, and outputs three random graphs Gζ , G, G0, all on [n], such that
G ∼ G(n,d) and Gζ ⊆ G0. For a careful choice of I and ζ , the procedure Coupling()
typically produces an outcome that Gζ ⊆ G andG\G0 is “small”. Moreover, if I is chosen
randomly according to a suitable distribution, which we specify later in this section, then
Gζ ∼ G(n, pζ) and G0 ∼ G(n, p0), where pζ ≈ p0 for small ζ > 0. Even though, for
our purposes, we only need the coupling (GL, G) with GL = Gζ , it will be convenient
to include G0 in our coupling construction in order to deduce certain properties of G
required for our proofs.
In rare cases Coupling() calls another procedure IndSample() in the course (this hap-
pens when certain parameters become too large). Procedure IndSample() also generates
three random graphs Gζ ∼ G(n, pζ), G ∼ G(n,d) and G0 ∼ G(n, p0) but the relation
Gζ ⊆ G is not a.a.s. guaranteed. In fact, G will be independent of (Gζ , G0). The main
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challenge will be to show that the probability for Coupling() to call IndSample() is rather
small.
If M is a multiple graph, we denote G ⊳ M if G is the simple graph obtained by
suppressing multiple edges in M into single edges. With slight abuse of notation, we
write jk ∈ G(n,d) for the event that jk is an edge in a graph randomly chosen from
G(n,d). All graphs under consideration are defined on [n] and thus we can treat graphs
as a subset of edges of
(
[n]
2
)
. Thus H ⊆ G is equivalent to E(H) ⊆ E(G). Let X ⊆ Kn,
we write P(jk ∈ G(n,d) | X) for the conditional probability that jk is an edge in G where
G is randomly chosen from G(n,d) conditional on X ⊆ G.
Procedure Coupling(d, I, ζ):
Let M
(0)
ζ , G
(0) and M
(0)
0 be the empty multiple graphs on vertex set [n].
For every 1 ≤ ι ≤ I:
Uniformly at random choose an edge jk from Kn;
M
(ι)
0 = M
(ι−1)
0 ∪ {jk};
If jk ∈ G(ι−1) then
G(ι) = G(ι−1);
M
(ι)
ζ =M
(ι−1)
ζ with probability ζ ,
M
(ι)
ζ =M
(ι−1)
ζ ∪ {jk} with probability 1− ζ ;
If jk /∈ G(ι−1), define η(ι)jk = 1−
P(jk ∈ G(n,d) | G(ι−1))
maxjk /∈G(ι−1) P(jk ∈ G(n,d) | G(ι−1))
;
If η
(ι)
jk > ζ then Return IndSample(d,M
(ι−1)
ζ ,M
(ι−1)
0 , ι, I, ζ);
Otherwise, generate a ∈ [0, 1] uniformly randomly;
If a ∈ (ζ, 1] then G(ι) = G(ι−1) ∪ {jk} and M (ι)ζ = M (ι−1)ζ ∪ {jk};
If a ∈ [η(ι)jk , ζ ] then G(ι) = G(ι−1) ∪ {jk} and M (ι)ζ = M (ι−1)ζ ;
If a ∈ [0, η(ι)jk ) then G(ι) = G(ι−1) and M (ι)ζ = M (ι−1)ζ ;
For ι ≥ I + 1, while G(ι−1) has less edges than G(n,d) repeat:
Pick an edge uv /∈ G(ι−1) with probability proportional to P(uv ∈ G(n, d) | G(ι−1)),
Let G(ι) = G(ι−1) ∪ {uv};
Assign G = G(ι).
Return (Gζ , G,G0), where Gζ ⊳M
(I)
ζ and G0 ⊳M
(I)
0 .
Procedure IndSample(d,Mζ,M0, ι, I, ζ):
Let M
(ι−1)
ζ = Mζ and M
(ι−1)
0 =M0; and let G be a random graph sampled from G(n,d).
For every ι ≤ τ ≤ I:
Uniformly at random choose an edge jk from Kn;
M
(τ)
0 = M
(τ−1)
0 ∪ {jk};
M
(τ)
ζ = M
(τ−1)
ζ with probability ζ .
M
(τ)
ζ = M
(τ−1)
ζ ∪ {jk} with probability 1− ζ ;
Return (Gζ , G,G0) where Gζ ⊳M
(I)
ζ and G0 ⊳M
(I)
0 .
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Our next lemma verifies that Gζ andG0 outputted by Coupling(d, I, ζ) has the desired
marginal distribution if I is a Poisson random variable with a properly chosen mean.
Define
N =
(
n
2
)
to be the number of edges in Kn.
Lemma 3.1. Let I ∼ Po(µ) and (Gζ , G,G0) be the output of Coupling (d, I, ζ). Then
G0 ∼ G(n, p0) and Gζ ∼ G(n, pζ), where
p0 = 1− e−µ/N and pζ = 1− e−µ(1−ζ)/N . (3.1)
Note. pζ = p0 if ζ = 0.
Proof. Marginally the construction of Gζ (and of G0 respectively) in Coupling() is not
altered no matter IndSample() is called or not. Thus, for simplicity, we may assume that
procedure IndSample() is never called.
Let Xz denote the number of times that an edge z in Kn is chosen during the first I
iterations. Clearly,
P(Xz = 0) =
∞∑
m=0
e−µ
µm
m!
(1− 1/N)m = e−µ+µ(1−1/N) = e−µ/N .
Moreover, the probability generating function for X = (Xz)z∈([n]2 )
is
∑
j1,...,jN
P(X1 = j1, . . . , XN = jN)x
j1
1 · · ·xjNN
=
∑
j1,...,jN
∞∑
m=0
e−µ
µm
m!
[xj11 · · ·xjNN ](x1 + · · ·+ xN)m
Nm
xj11 · · ·xjNN
=
∞∑
m=0
e−µ
µm
m!
(∑
1≤j≤N xj
N
)m
= exp
(
−µ+ µ
(∑
1≤j≤N xj
N
))
=
∏
1≤j≤N
exp
(
− µ
N
+
µxj
N
)
.
This implies that (Xz)z∈([n]2 )
are independent random variables. Hence, each edge of Kn
is included in G independently with probability P(Xz ≥ 1) = 1 − e−µ/N . This verifies
that G0 ∼ G(n, p0).
Next we consider the distribution of Gζ . By the construction of Coupling(d, I, ζ), for
every 1 ≤ ι ≤ I, the chosen z from Kn is added to M (ι)ζ with probability 1 − ζ . Let Yz
denote the multiplicity of z in M
(I)
ζ . Observe that the distribution of Y = (Yz)z∈([n]2 )
is
similar to the distribution of X but with I replaced by I ′ ∼ Bin(I, 1 − ζ). It is also
straightforward to verify that I ′ ∼ Po(λ′) where λ′ = λ(1− ζ). Thus, we conclude that
Gζ ∼ G(n, pζ).
If G ∼ G(n,d) and m ≤ 1
2
∑
j dj = |E(G)|, let G(n,d, m) denote the probability space
of all subgraphs of G containing exactly m edges with the uniform distribution. In the
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next lemma, we verify the marginal distribution of G(ι) during the coupling procedure.
Define
m(ι) to be the number of edges in G(ι).
Lemma 3.2. Suppose IndSample() was not called during the first ι iterations of Cou-
pling() then G(ι) ∼ G(n,d, m(ι)).
Lemma 3.2 immediately yields the following corollary.
Corollary 3.3. Let (Gζ , G,G0) be the output of Coupling (d, I, ζ) then G ∼ G(n,d).
Proof of Lemma 3.2. With a slight abuse of notation, let G(ι) be the graph where edges
are labelled with [m(ι)] in the order that they are added by Coupling(). We will prove by
induction that G(ι) has the same distribution as the graph obtained by uniformly labelling
edges in G(n,d, m(ι)) with [m(ι)]. This is obviously true for ι = 1.
Without loss of generality, assume G(ι−1) hasm(ι)−1 edges and has the claimed distri-
bution, and assume that G(ι) containsm(ι) edges. Let L(G(ι−1)) be the set of edge-labelled
graphs with degree sequence d which contain G(ι−1) as an edge-labelled subgraph. For ev-
ery jk /∈ G(ι−1), let L(G(ι−1), jk) be the set of edge-labelled d-regular graphs in L(G(ι−1))
which contains jk as an edge labelled with m(ι). Define U(G(ι−1)) and U(G(ι−1), jk) sim-
ilarly except that edges not in G(ι−1) are not labelled. Since every graph in U(G(ι−1), jk)
corresponds to exactly (M−m(ι))! edge-labelled graphs in L(G(ι−1), jk), and every graph
in U(G(ι−1)) corresponds to exactly (M − m(ι) + 1)! edge-labelled graphs in U(G(ι−1)),
where M = 1
2
∑n
j=1 dj, we have
|U(G(ι−1), jk)|
|U(G(ι−1))| = (M −m
(ι) + 1)
|L(G(ι−1), jk)|
|L(G(ι−1))| .
Since
|U(G(ι−1), jk)|
|U(G(ι−1))| = P(jk ∈ G(n,d) | G
(ι−1)
)
,
it follows that |L(G(ι−1), jk)|/|L(G(ι−1))| is proportional to P(jk ∈ G(n,d) | G(ι−1)).
Hence, the random graph G(ι) also has the claimed distribution.
The above immediately implies the statement of the lemma for the non-edge-labelled
G(ι), since there are exactly m! ways to label edges of G(ι) for any realisation of G(ι) with
m(ι) edges.
Thus, the procedure Coupling(d, I, ζ) with I ∼ Po(µ) always produces a random
triple of graphs with suitable marginal distributions. Next, we need to choose parameters
µ and ζ in such a way that pζ approximate the density of G(n,d) reasonably well and
the probability of Gζ 6⊆ G is small. Note that Gζ ⊆ G could only be violated when
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IndSample() is returned in which case Gζ and G are generated independently. Thus,
P(Gζ 6⊆ G) ≤ P
(
IndSample() was called during Coupling()
)
= P
(
∃ι ≤ I − 1 : η(ι+1)jk > ζ
)
≤ P
(
∃ι ≤ I − 1 : minjk /∈G(ι) P(jk ∈ G(n,d) | G
(ι))
maxjk /∈G(ι) P(jk ∈ G(n,d) | G(ι))
< 1− ζ
)
.
(3.2)
For each 0 ≤ ι ≤ I − 1, define
S(ι) = Kn −G(ι),
and let g(ι) be the degree sequence ofG(ι). Denoting byG(t) the set of spanning subgraphs
of G with degree sequence t, we get that
P(jk ∈ G(n,d) | G(ι)) = |{G ∈ Kn(d) : G
(ι) ∪ {jk} ⊆ G}|
|{G ∈ Kn(d) : G(ι) ⊆ G}|
=
|{G ∈ S(ι)(d− g(ι)) : jk ∈ G}|
|S(ι)(d− g(ι))| .
(3.3)
Thus, (3.2) and (3.3) motivate the following question.
Question 3.4. Let St be a uniform random t-factor of a graph S (spanning subgraph
with degree sequence t). Under which assumptions on S and t, we can guarantee that
P(z ∈ St)
P(z′ ∈ St) ≈ 1
for any two edges z, z′ of S?
Remark 3.5. Having an accurate estimate of the above probability ratio is crucial in
our approach towards solving the sandwich conjecture, and tightening the density gap
between the two binomial random graphs that sandwich G(n,d). We are able to solve
Question 3.4 for dense S, and for sparse S with t that is sparse relative to S (i.e. ∆(t) =
o(∆(S))). This is sufficient to prove Theorem 2.5. Addressing Question 3.4 for sparse S
with dense t relative to S would allow us to resolve the sandwich conjecture completely.
3.1 Structure of the rest of the paper
The proof for Theorem 2.5 is centralised in addressing the above question for different
ranges of the density of S and t. We treat three different cases separately. Parameters µ
and ζ in procedure Coupling() will be chosen differently in each case.
To prove the sparse case of Theorem 2.5, it is sufficient to answer Question 3.4 for S
that is very close to Kn (which means the complement of S is sparse), and sparse t. The
answer follows from an enumeration result of McKay [27]. The proof of Theorem 2.5(a)
is straightforward given [27], which is presented in Section 4.1.
In the dense case of Theorem 2.5, we want to answer Question 3.4 for dense S and
dense t. We will estimate the edge probabilities by enumerating dense t-factors of a
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dense graph, using the complex-analytic approach [18]. The enumeration result is given
in Section 5 under a condition (i.e. every pair of vertices have Θ(∆2(S)/n) common
neighbours), and this condition is verified in Section 4.2 inductively.
In the co-sparse case of Theorem 2.5, we address Question 3.4 for t that is sparse
relative to S (for both dense and sparse S). The novel and technical analysis in this part
is to estimate edge probabilities of a t-factor of a sparse S. We will use the switching
technique under a set of pseudorandom properties for S. The switching method has been
extensively applied to enumerating t-factors of a dense graph S (typically the complete
graph), and we are not aware of any prior enumeration work when S is sparse. Due to
the sparse nature of S, our switching may involve up to log n edges simultaneously, and
new method is developed to analyse such switchings in Section 6. The pseudorandom
properties of S are verified in Section 4.3.
In this paper, all graphs are defined on the vertex set [n]. When we do algebraic
operations on graphs, we always operate on the edge sets of the graphs. In particular,
for graphs G and H , G − H denotes E(G) \ E(H), G + H denotes E(G) ∪ E(H), and
G ∩H denotes E(G) ∩ E(H).
4 Proof of Theorem 2.5
We continue using all notations introduced in Section 3. As explained before (in particu-
lar, see (3.2) and (3.3)) it is important that all edges of S(ι) = Kn−G(ι) are approximately
equally likely to appear in the uniform random subgraph of S(ι) with degree sequence
d − g(ι), where g(ι) denotes the degree sequence of G(ι). In this section we show how to
choose µ and ζ such that the coupling procedure produces a desirable outcome.
We will need the following bounds (the symbol n is slightly abused in the next lemma
and is not related to the number of vertices).
Lemma 4.1. Let Y ∼ Bin(n, p) for some postive integer n and p ∈ [0, 1].
(a) For any ε ≥ 0, we have P(|Y − pn| ≥ εpn) ≤ 2e− ε
2
2+ε
pn.
(b) If p = m/n for some integer m ∈ (0, n), then P(Y = m) ≥ 1
3
(p(1− p)n)−1/2 .
(c) Let I ∼ Po(µ) for some µ > 0. Then, for any ε ≥ 0, P(I ≥ µ(1 + ε)) ≤ e− ε
2
2+ε
µ.
Proof. The bound (a) follows combining the upper and lower Chernoff bounds in mul-
tiplicative form. For (b), we just use inequalities
√
2πk
(
k
e
)k ≤ k! ≤ √2πk (k
e
)k
e
1
12 to
estimate factorials in the expression P(Y = m) = n!
nn
· mm
m!
· (n−m)n−m
(n−m)!
. The bound (c) is by
approximating Po(µ) with Bin(n, µ/n) as n→∞ and using the upper Chernoff bound.
Let’s recall that
N =
(
n
2
)
, M = 1
2
n∑
j=1
dj.
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Lemma 4.1 is sufficient to extract some information about the density of S(ι) and the
sequence d− g(ι), as described in the following lemma. Recall the definition of p0 and pζ
from (3.1). Recall that m(ι) denotes the number of edges in G(ι). Define
p(ι) = (M −m(ι))/M.
Lemma 4.2. Let ξ ∈ (0, 1/3) be such ∆ = ∆(d)≫ ξ−3 log n. Take I ∼ Po(µ), where µ
is such that
p0 = 1− e−µ/N ≤ (1− ξ)M/N.
Suppose, IndSample() was not called during the first ι steps of Coupling(d, I, ζ). Then,
(a) p(ι) ≥ ξ/2 with probability 1− e−Ω(ξ2M);
(b) ‖d− g(ι) − p(ι)d‖∞ ≤ ξp(ι)∆ with probability 1− e−Ω(ξ3∆).
Proof. By the assumption that IndSample() was not called during the first ι steps, and
using Lemma 3.1, we have that G(ι) ⊆ G0 ∼ G(n, p0). Therefore, m(ι) = |E(G(ι))| ≤
|E(G0)| ∼ Bin(N, p0). Applying Lemma 4.1(a), we find that
P
(
p(ι) ≤ ξ/2) = P (M −m(ι) ≤ ξM/2) = e−Ω(ξ2M).
Since e−Ω(ξ
2M) = e−Ω(ξ
3∆) we can proceed conditioned on the event that p(ι) ≥ ξ/2. Take
G ∼ G(n,d) and let h = (h1, . . . , hn) denote the degree sequence of the random graph
Gp(ι) obtained by independently keeping every edge from G with probability p
(ι). By
Lemma 3.2, the sequence d − gι has exactly the same distribution as h conditioned on
the event |E(Gp(ι))| = M −m(ι), therefore
P
(‖d− g(ι) − p(ι)d‖∞ ≥ ξp(ι)∆) ≤ P
(‖h− p(ι)d‖∞ ≥ ξp(ι)∆)
P(|E(Gp(ι))| =M −m(ι))
Observing hj ∼ Bin(dj , p(ι)) and using Lemma 4.1(a), we find that
P
(‖h− p(ι)d‖∞ ≥ ξp(ι)∆) ≤ 2 n∑
j=1
exp
(
− ξ∆
2dj + ξ∆
ξp(ι)∆
)
= ne−Ω(ξ
2p(ι)∆) = e−Ω(ξ
3∆).
Appying Lemma 4.1(b) to bound P(|E(Gp(ι))| = M −m(ι)), we complete the proof.
Unfortunately, there is not much structural information available about the graphs S(ι).
In fact, by virtue of Lemma 3.2, such questions are similar in some sense to investigating
the model G(n,d) that is the problem we started with. Nevertheless, it turns out that
the following trivial observation will be sufficient for our purposes:
Kn −G(ι)0 ⊆ S(ι) ⊆ Kn −G(ι)ζ .
where
G
(ι)
0 ⊳M
(ι)
0 and G
(ι)
ζ ⊳M
(ι)
ζ . (4.1)
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Lemma 4.3. Let m
(ι)
0 = |E(G(ι)0 )| and m(ι)ζ = |E(G(ι)ζ )|. Then
G
(ι)
0 ∼ G(n,m(ι)0 ), and G(ι)ζ ∼ G(n,m(ι)ζ ).
Suppose, IndSample() was not called during the first ι steps Coupling(d, I, ζ). Assume
also ιζ ≤ N/3. Then, we have
(1− 3ιζ
N
)(N −m(ι)) ≤ N −m(ι)0 ≤ N −m(ι)ζ ≤ (1 + 3ιζN )(N −m(ι))
with probability at least 1− e−Ω(N−m(ι)).
Proof. The distributions of G
(ι)
0 and G
(ι)
ζ follows directly from the definition. For the
second part, it is sufficient to bound P
(
m
(ι)
0 −m(ι)ζ ≥ 3ιζN (N −m(ι))
)
because
N −m(ι)0 ≤ N −m(ι) ≤ N −m(ι)ζ .
Recall that in Coupling() a uniformly random edge jk ∈ [N ] is chosen. We call this a test.
This test will contribute 1 towards m
(ι)
0 − m(ι)ζ only if (a) jk is rejected by M (ι)ζ , which
happens with probability ζ ; and (b) if jk ∈ Kn − G(ι)ζ . Otherwise the test contributes 0
to the difference. Denote by A the set of steps in procedure Coupling() where case (a)
occurs; so |A| ∼ Bin(ι, ζ). Define Y to be the number of elements of A where case (b)
occurs, i.e. jk is taken from Kn −G(ι)ζ , then
Y ∼ Bin
(
|A|, 1−m(ι)ζ /N
)
∼ Bin
(
ι,
(
1−m(ι)ζ /N
)
ζ
)
.
As we have shown above, Y is an upper bound on the number of edges in G
(ι)
0 − G(ι)ζ .
Since ιζ ≤ N/3, observe that m(ι)0 −m(ι)ζ ≤ 3ιζ2N (N−m
(ι)
ζ ) implies N−m(ι) ≥ 12(N−m
(ι)
ζ ).
Applying Lemma 4.1(a), we obtain that
P
(
m
(ι)
0 −m(ι)ζ ≥ 3ιζN (N −m
(ι))
)
≤ P
(
Y ≥ 3ιζ
2N
(N −m(ι)ζ )
)
= e
−Ω
(
N−m
(ι)
ζ
)
= e−Ω(N−m
(ι)).
The statement follows as explained above.
Lemma 4.3 implies that N −m(ι)0 , N −m(ι)ζ = (1+ o(1))|E(S(ι))| with high probability
provided ιζ ≪ N and |E(S(ι))| ≫ 1. This enables us to derive all necessary structural
properties about S(ι) from well-studied model G(n,m).
4.1 Sparse case
Recall that St denotes a uniform random t-factor of a graph S (spanning subgraph with
degree sequence t). In the sparse case of Theorem 2.5, we need to prove that every edge in
S appears in St approximately with the same probability, for very dense S and sparse t.
The next technical lemma will be sufficient for this purpose.
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Lemma 4.4. Let S be a graph on n vertices and t = (t1, . . . , tn) be a degree sequence
such that the set of t-factors of S is not empty and
∆(t)(∆(t) +∆(Kn − S))≪ tn, where t = t1 + · · ·+ tn
n
> 0.
Then, for all jk ∈ S, we have
P(jk ∈ St) =
(
1 +O
(
∆(t)(∆(t) +∆(Kn − S))
tn
))
tjtk
tn
.
Proof. We follow the notations in [27] and apply bounds of [27, Corollary 2.4] and
[27, Lemma 2.8] with g = t, H = ∅, L = Kn − S + {jk} to estimate the ratio
N(g, L, jk)/N(g, L, ∅), where N(g, L, A) denote the number of graphs H with degree
sequence g such that H ∩ L = A. Observing that
P(jk ∈ St) = N(g, L, jk)
N(g, L, jk) +N(g, L, ∅)
we complete the proof.
4.1.1 Specifying ζ and µ
Take I ∼ Po(µ), where µ is the unique solution of
(1− ξ)M/N = p0 = 1− e−µ/N .
Let ζ = Cξ where C > 0 is a sufficiently large constant (which depends only on the
implicit constant in the O() bound of Lemma 4.4).
4.1.2 Proof of Theorem 2.5(a)
Suppose, IndSample() was not called during first ι steps of Coupling(d, I, ζ). Let’s bound
the probability that it is called at the next iteration. Take t = d − g(ι). Note that the
set of t-factors of S is not empty by definition of our coupling procedure (at each step
we choose edges proportional to probability to contain a given edge which is not zero).
From Lemma 4.2(a), we have that
P
(
p(ι) ≤ ξ/2) = e−Ω(ξ2M) = e−Ω(ξ3∆)
and since | rng(t)− p(ι) rng(d)| ≤ ‖t− p(ι)d‖∞, by Lemma 4.2(b),
P
(
rng(t) ≥ p(ι) rng(d) + p(ι)ξ∆) ≤ P (‖t− p(ι)d‖∞ ≥ p(ι)ξ∆) = e−Ω(ξ3∆). (4.2)
By the assumptions of Theorem 2.5(a), we have M/n ≥ (∆− rng(d))/2 ≥ (1− ξ)∆/2 ≥
∆/3. Then,
p(ι) rng(d) + p(ι)ξ∆ ≤ 2ξp(ι)∆ ≤ 6ξp(ι)M/n≪ t
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where t = t1+...+tn
n
= 2(M −m(ι))/n = p(ι)M/n. Combining with (4.2) we have verified
that with probability 1 − e−Ω(ξ3∆), t is near-regular and thus ∆(t) = O(t). Applying
Lemma 4.4 and observing
∆(t)(∆(t) +∆(Kn − S(ι))) = ∆(t)(∆(t) +∆(G(ι))) = O(t∆)≪ tn,
we get that, with probability 1− e−Ω(ξ3∆),
P(jk ∈ G(n,d) | G(ι))
P(j′k′ ∈ G(n,d) | G(ι)) =
(
1 +O
(
∆(t) +∆(G(ι))
n
))
tjtk
tj′tk′
= 1 + O
(
ξ +
rng(t)
t
)
= 1 + O
(
ξ +
n · rng(d)
M
+
nξ∆
M
)
= 1 +O(ξ) > 1− ζ
for any jk, j′k′ /∈ G(ι), where the last inequality follows by choosing sufficiently large C
in the definition of ζ . Applying the union bound for all jk, j′k′ and using ξ3∆ ≫ logn,
we get that the probability that IndSample() is called at step ι+ 1 is e−Ω(ξ
3∆).
Since ξ = o(1), we have thatM ≤ n∆/2 = o(N) so µ = O(M). Bounding I by Lemma
4.1(c) and using (3.2), we conclude that the procedure Coupling(d, I, ζ) produces a “bad”
output (Gζ, G,G0) with probability
P(Gζ 6⊆ G) = O(M)e−Ω(ξ3∆) = e−Ω(ξ3∆).
To complete the proof we take (GL, G) = (Gζ , G) and p = pζ , recall that G ∼ G(n,d) by
Corollary 3.3, and Gζ ∼ G(n, pζ), by Lemma 3.1, where
pζ = 1− e−µ(1−ζ)/N = (1− ζ +O(µ/N))p0 = (1 +O(ξ))∆/n.
4.2 Dense case
For Theorem 2.5(b), we aim at proving that every edge in S appears approximately
equally likely in St for dense S and dense t. The analog of Lemma 4.4 in this case
requires a weak pseudo-random property about the numbers of common neighbours in
S, as below.
Lemma 4.5. Let S be a graph with degree sequence s = (s1, . . . , sn). Let t = (t1, . . . , tn)
be a degree sequence satisfying the following assumptions.
(A1) λ(1− λ)∆(S)≫ ‖t− λs‖∞ + n/ log n, where λ = t1+···+tns1+···+sn .
(A2) The number of common neighbours of any two vertices in S lies in
[
γ∆2(S)
n
,
∆2(S)
γn
]
for some fixed γ > 0.
Then, for any jk ∈ S and any ε > 0, we have
P(jk ∈ St) =
(
1 +O
(
n−1/2+ε +
‖t−λs‖∞
λ∆(S)
))
λ,
where the constant implicit in O() depends on γ and ε only.
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The proof of Lemma 4.5 is given in Section 5.3. It relies on the complex-analytical
approach to enumeration of graphs with given degrees; see Section 5 for details. The next
lemma will assist us in verifying assumption (A2) in Lemma 4.5.
Lemma 4.6. Let H ∼ G(n,m) for some integer m ≫ n3/2(log n)1/2. Then, with proba-
bility 1− e−Ω(m2/n3), the assumption (A2) of Lemma 4.5 is satisfied with γ = 8.
Proof. Let H˜ ∼ G(n, p) where p = m/N . Observe that the degrees of H˜ are distributed
according to Bin(n−1, p). Also, the number of common neighbours of any two vertices in
H˜ is distributed according Bin(n−2, p2). Observing np2 ≫ log n and combining Lemma
(4.1)(a) and the union bound, we get that, with probability e−Ω(p
2n),
∆(H˜)
pn
∈ [1/2, 2] and |{ℓ : jℓ ∈ H˜ and kℓ ∈ H˜}|
p2n
∈ [1/2, 2]
for all pairs of vertices j and k. This implies that
∆2(H˜)
8n
≤ {ℓ : jℓ ∈ H˜ and kℓ ∈ H˜} ≤ 8∆2(H˜)
n
.
Note that H has the same distribution as H˜ conditioned on the event that H˜ has exactly
m edges. From Lemma 4.1(b), we know that P(|E(H˜)| = m) = Ω(m−1/2). Then,
observing that e−Ω(p
2n)/P(|E(H˜)| = m) = e−Ω(m2/n3) completes the proof.
4.2.1 Specifying ζ and µ
Take I ∼ Po(µ), where µ is the unique solution of
(1− ξ)M/N = p0 = 1− e−µ/N . (4.3)
Let ζ = Cξ for some sufficiently large constant C > 0 (which depends only on the implicit
constant in O() of Lemma 4.5 with γ = 9 and ε = 1/4).
4.2.2 Proof of Theorem 2.5(b)
First, by assumptions, observe that
ξ3∆ ≥ ξ
3∆3
n2
≫ n
(log n)3
.
Thus, it is sufficient to prove the assertion with probability 1− e−Ω(ξ3∆).
Suppose, IndSample() was not called during first ι steps of Coupling(d, I, ζ). Let’s
bound the probability that it is called at the next iteration. To do this, we are going to
use Lemma 4.5 for S = S(ι) and t = d − g(ι). Note that the set of t-factors of S is not
empty by definition of our coupling procedure (at each step we choose edges proportional
to probability to contain a given edge which is not zero). By the theorem assumptions,
for all j,
∆ ≥ dj ≥ ∆− ξ∆(n−∆)n . (4.4)
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Using Lemma 4.2, we get that, with probability 1− e−Ω(ξ3∆),
p(ι) ≥ ξ/2, tj = (1 +O(ξ))p(ι)∆. (4.5)
So we assume (4.5). Let s denote the degree sequence of S(ι) and λ = t1+...+tn
s1+...+sn
. Then,
by (4.4) and (4.5)
sj = (1 +O(ξ))(n−∆ + p(ι)∆) and tj − λsj = O(ξ)p(ι)∆.
From the theorem assumptions, we have
n−∆≫ ξ∆+ ξ(n−∆) = ξn ≥ ξ∆≫ n/ logn.
Combining the bounds above we get that
λ(1− λ)∆(S(ι)) = p
(ι)M(N −M)
(N −M + p(ι)M)2∆(S
(ι))
≥ 2p
(ι)M(N −M)
n(N −M + p(ι)M) = (1 + o(1))
2p(ι)∆(n−∆)
p(ι)∆+ n−∆
≫ ‖t− λs‖∞ + n/ logn.
Thus, the assumption (A1) of Lemma 4.5 is verified. Next, observe that 1 − p0 ≥ ξ, so
µ ≤ N log 1
ξ
. From Lemma 4.1 (c) we get that
P
(
I > 2N log 1
ξ
)
= e
−Ω(N log
1
ξ
)
. (4.6)
Then, using ι ≤ I and ζ = O(ξ) from its definition, we get that ιζ = O(Nξ log 1
ξ
)≪ N .
Combining Lemma 4.3, Lemma 4.6 and using the monotonicity of the number of common
neighbours, we find that, with probability at least
1− e−Ω(ξ3∆) − e−Ω(N log
1
ξ
) − e−Ω((ξM+N−M)2/n3) = 1− e−Ω(ξ3∆),
the assumption (A2) of Lemma 4.5 holds for S(ι) with γ = 9. Observing ξ ≫ (logn)−1
from the theorem assumptions and applying Lemma 4.5 with ε = 1/4, we get that, with
probability 1− e−Ω(ξ3∆)
P(jk ∈ G(n,d) | G(ι))
P(j′k′ ∈ G(n,d) | G(ι)) = 1 +O
(
n−1/4 +
‖t− λs‖∞
λ∆(S(ι))
)
= 1 +O(ξ) > 1− ζ
for any jk, j′k′ /∈ G(ι), where the last inequality holds by choosing sufficiently large C
in the definition of ζ . Applying the union bound for all such jk, j′k′ we get that the
probability that IndSample() is called at step ι+ 1 is e−Ω(ξ
3∆).
Using (3.2) and (4.6), we conclude that the procedure Coupling(d, I, ζ) produces a
“bad” output (Gζ , G,G0) with probability
P(Gζ 6⊆ G) = O(N log 1ξ )e
−Ω(ξ3∆) = e−Ω(ξ
3∆).
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To complete the proof we take (GL, G) = (Gζ , G) and p = pζ , recall that G ∼ G(n,d) by
Corollary 3.3, and Gζ ∼ G(n, pζ) by Lemma 3.1, where
pζ = 1− e−µ(1−ζ)/N = 1− e−µ/N + e−µ/N
(
1− eµζ/N)
= p0 +O (ξ(1− p0) log(1− p0)) = (1− O(ξ))p0 = (1−O(ξ))∆/n,
where the last equation follows by (4.3) and the theorem assumption that d is near-
regular.
4.3 Co-sparse case
For the sparse case of Theorem 2.5, we need to estimate the edge probability in St where
t is sparse relative to S. Here, S can be as dense as the complete graph, or as sparse
as having average degree polynomial in logn. We will estimate the edge probabilities
assuming that S satisfies some pseudorandom properties. For x,y ∈ Rn, denote
〈x,y〉S =
∑
(jk):jk∈S
xjyk (4.7)
Let J denote the n× n matrix with all entries equal 1. Given a graph G, let
A(G) denote its adjacency matrix.
Below is an analog of Lemmas 4.4 and 4.5, for the case where t is sparse relative to S.
Lemma 4.7. Let S be a graph on n vertices and t be a degree sequence that the set of
t-factors of S is not empty and the following assumptions holds. There exist a supergraph
S ′ ⊇ S, and some α = α(n) ∈ (0, 1), β = β(n) = O(1) and γ = γ(n) = O(1) such that
(A1)
∆(t)
α∆(S)
+
1
α2∆(t)∆(S)
= o(1)
(A2)
6 rng(S ′) + ‖A(S ′)− p′J‖2 ≤ n−α∆(S ′), where p′ = |E(S ′)|/N .
(A3) (
∆(S ′)
∆(S)− rng(S)
)1/α(
∆(t)
∆(t)− rng(t)
)1/α
≤ β.
(A4) ∣∣∣∣log 〈x,y〉S‖x‖1‖y‖1∆(S)/n
∣∣∣∣ ≤ γ.
for all x,y ∈ [0, 1]n with ‖x‖1, ‖y‖1 ≥ nmin{(16β)−6, β−14/2}.
Then, for any jk ∈ S,
P(jk ∈ St) = exp
(
O
(
γ +
∆(t)
α∆(S)
+ 1
α2∆(t)∆(S)
+
rng(S)
α(∆(S)−rng(S)) +
rng(t)
α(∆(t)−rng(t))
)) ∆(t)
∆(S)
.
The proof of Lemma 4.7 is given in Section 6, and uses a switching argument.
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4.3.1 Specifying µ and ζ
Take I ∼ Po(µ), where µ is the unique solution of
1− ξ = p0 = 1− e−µ/N . (4.8)
Set
ζ = C n−∆
ξn
, for sufficiently large C > 0. (4.9)
Note that ζ = o(1) since, by assumptions, σ ≤ 1 and σξn≫ (n−∆) log n
n−∆ ≥ n−∆.
4.3.2 Proof of Theorem 2.5(c)
Suppose, IndSample() was not called during first ι steps of Coupling(d, I, ζ). First we
bound the probability that IndSample() is called in the next iteration, using the following
two claims. Let
t = n1− d.
Claim 4.8. Let S = S(ι) = Kn −G(ι), S ′ = Kn −G(ι)ζ and S ′′ = Kn −G(ι)0 . Then, under
the assumptions of Theorem 2.5(c), there exist α, β, γ = O(1) such that the following hold
with probability 1− e−Ω(ξn1−σ logn).
(a) Conditions (A1), (A2), (A3) and (A4) of Lemma 4.7.
(b1) µζ = o(σN);
(b2) |E(S)| ≥ ξN/4;
(b3) I ≤ 2N log 1
ξ
, Iζ/N = o(σ);
(c1) |E(S ′)| − |E(S ′′)| = (1 + o(σ))|E(S ′)|;
(c2) rng(S ′), rng(S ′′) = o (σ)∆(S ′);
(c3) rng(S) = o(σ)∆(S).
To complete the proof of the theorem, we will use Claim 4.8(a) and (b1)–(b3). Parts
(c1)–(c3) are used in the proof for part (a). The proof for the claim is postponed to
Section 4.3.3.
It is easy to see that α < 1 by the theorem assumption. By Claim 4.8(a),
P(jk ∈ G(n,d) | G(ι))
P(j′k′ ∈ G(n,d) | G(ι)) =
P(jk /∈ St)
P(j′k′ /∈ St) =
1−O(1)∆(t)/∆(S)
1−O(1)∆(t)/∆(S)
= 1 +O(1)∆(t)/∆(S).
for any jk, j′k′ /∈ G(ι). Note that the set of t-factors of S is not empty by definition of our
coupling procedure (at each step we choose edges proportional to probability to contain
a given edge which is not zero). By Claim 4.8(b2), we have ∆(S) = Ω(ξn). We also
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have ∆(t) = n− (∆(d)− rng(d)) = O(n−∆) since rng(d) = O(n−∆) by the theorem
assumption that rng(d) = O(α(n−∆)). Thus, the ratio of the probabilities above is
1 +O
(
n−∆
ξn
)
> 1− ζ,
by choosing sufficiently large C in our definition of ζ .
Applying the union bound for all such jk, j′k′ we get that the probability that Ind-
Sample() is called at step ι+ 1 is Ne−Ω(ξn
1−σ logn) = e−Ω(ξn
1−σ logn).
Using (3.2) and Claim 4.8(b3), we conclude that the procedure Coupling(d, I, ζ) pro-
duces a “bad” output (Gζ , G,G0) with probability
P(Gζ 6⊆ G) = O(N log 1ξ )e
−Ω(ξn1−σ logn) = e−Ω(ξn
1−σ logn),
where the last equation holds by the theorem assumption (2.2). To complete the proof
we take (GL, G) = (Gζ, G) and p = pζ , and recall that G ∼ G(n,d) by Corollary 3.3, and
Gζ ∼ G(n, pζ), by Lemma 3.1, where
pζ = 1− e−µ(1−ζ)/N = 1− e−µ/N + e−µ/N
(
1− eµζ/N) = p0 + (1− p0) (1− eµζ/N) .
By definition of p0 = 1− ξ. As µζ/N = O(1) by Claim 4.8(b1) we have
pζ = 1− O(ξ),
as desired.
4.3.3 Proof of Claim 4.8
We say that an event happens with sufficiently high probability (w.s.h.p.) if the probability
that it occurs is at least 1− e−Ω(ξn1−σ logn).
Proof of (b1)–(b3)
We first prove (b2). Observe
rng(d) = O(σ(n−∆)) = O(n−∆). (4.10)
By the theorem assumptions, we have σ < 1. Hence
n−∆
n
log n
n−∆ = o(σξ) = o(1). (4.11)
It follows then that n−∆ = o(n). Consequently by (4.11) and (4.10), we have
ξ ≫ n−∆
n
= O
(
N−M
N
)
. (4.12)
By definition (4.8) we have p0 = 1− ξ. Thus, by (4.12), we obtain p0 ≤ (1− 2ξ/3)M/N .
Using Lemma 4.2(a), we obtain that, with probability 1− e−Ω(ξ2M),
|E(S(ι))| = N −m(ι) ≥ M −m(ι) ≥ ξM/3 ≥ ξN/4. (4.13)
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Note that 1−e−Ω(ξ2M) = 1−e−Ω(ξn1−σ logn). This follows from assumption (2.2) and (4.10).
Now we have verified (b2).
For (b1), observe that µ = N log 1
ξ
. Using (4.9) and ξ ≫ n−∆
σn
log n
n−∆ , we get that
µζ = O
(
N n−∆
ξn
log 1
ξ
)
= o(σN).
For (b3), note that by Lemma 4.1(c),
P
(
I > 2N log 1
ξ
)
= e
−Ω(N log
1
ξ
) ≤ e−Ω(ξn1−σ logn). (4.14)
The other equation follows then by the definition of µ.
Proof of (c1)–(c3)
Part (c1) follows immediately from Lemma 4.3 and (b3). For (c2), by Lemma 4.9,
w.s.h.p.
rng(S ′), rng(S ′′) = O(ε)∆(S ′).
Now (c2) follows by the theorem assumption that nσ ≫ log3 n/ log2(logn), which implies
that
σ ≥ log log n
log n
≫
√
logn/nσ = ε. (4.15)
Now (c3) follows from (c1) and (c2).
Proof of (a)
Before proceeding to part (a), we prove the following lemma.
Lemma 4.9. Let H ∼ G(n,m) where m ≫ n log n. Let h1, . . . , hn be the degrees of the
random graph H and let A(H) denote its adjacency matrix. Assume ε = ε(n) > 0 is such
that
√
n logn
m
≪ ε≪ 1. Then, with probability 1− e−Ω(ε2m/n),
max
j
|hj − 2m/n| ≤ εm/n, ‖A(H)− (m/N)J‖2 ≤ εm/n,
and, uniformly for all x,y ∈ [0, 1]n with ‖x‖1, ‖y‖1 = Ω(n),
|〈x,y〉H − (m/N)‖x‖1‖y‖1| ≤ εm.
Proof. Similarly to Lemma 4.6, it is sufficient to prove the bounds above for the random
graph H˜ ∼ G(n, p) where p = m/N . since the probability of the event |E(H˜)| = m
is substantially larger than e−Ω(ε
2m/n). Observe that the degrees of H˜ are distributed
according to Bin(n−1, p). Applying Lemma 4.1(a) and using the union bound, we show
get the concentration bound for degrees. The two other bounds for H˜ holds with even
better probability estimates and are given in Lemma 7.1 and Lemma 7.2.
Now we are ready to prove part (a). Take α = σ/4. By definition of t,
∆(t)
∆(S)
≤ n−∆+rng(d)|E(S)|/n = O
(
n−∆
ξn
)
= o(α), (4.16)
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where the second last equality follows by (4.10) and (b2), and the last equality follows
by (4.11). Observe also that α−1 = O(logn) = O
(
(n−∆)2 log n
n−∆
)
. Then
1
∆(t)∆(S)
= O
(
1
(n−∆)ξn
)
= O
(
αn−∆
ξn
log n
n−∆
)
= o(α2)
which proves (A1).
Next we are going to verify that
rng(S ′) + ‖A(S ′)− p′J‖2 ≤ n−α∆(S ′).
We will apply Lemma 4.9 to S ′ with ε =
√
log n/nσ. By our choice of ε and α and the
theorem assumption (2.2), we have
ε = o(n−σ/4) = o(n−α). (4.17)
By (b2) and the fact that S ⊆ S ′, we may assume that
|E(S ′)| ≥ ξN/4. (4.18)
By assumption 2.2, we have ε ≫ √n logn/|E(S ′)|, and hence the assumption on ε in
Lemma 4.9 is satisfied.
By Lemma 4.9 , with probability at least 1− e−Ω(ε2|E(S′)|/n) = 1− e−Ω(ξn1−σ logn),
rng(S ′) = O(ε|E(S ′)|/n), and ‖A(S ′)− p′J‖2 = O(ε|E(S ′)|/n). (4.19)
Finally, using (4.17) and |E(S ′)| ≤ n ·∆(S ′), we have
ε|E(S ′)|/n = O(ε∆(S ′)) = o(n−α∆(S ′)).
This together with (4.19) and (4.16) implies that (A2) holds for S ′ w.s.h.p.
For (A3), we want to bound rng(S) and rng(S ′) relative to ∆(S ′). We also need to
bound the ratio ∆(S ′)/∆(S). Using the fact that S ′′ ⊆ S ⊆ S ′ we have
rng(S) ≤ ∆(S ′ − S) + rng(S ′) ≤ ∆(S ′ − S ′′) + rng(S ′).
By (c1) and (c2),
∆(S ′ − S ′′) ≤ rng(S ′) + rng(S ′′) + 2(|E(S
′)− |E(S ′′)|)
n
= o(σ)∆(S ′)
∆(S) = (1 + o(σ))∆(S ′)
rng(S ′) = o(σ)∆(S ′).
Hence (
∆(S ′)
∆(S)− rng(S)
)1/α
= (1 + o(σ))1/α = 1 + o(1).
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Next, we bound rng(t) relative to ∆(t). By definition rng(t) = rng(d). Thus, observing
that ∆(t)− rng(t) = n−∆, we obtain
(
∆(t)
∆(t)− rng(t)
)1/α
=
(
1 +
rng(d)
n−∆
)1/α
= O(1),
where the last equation follows by (4.10) and the choice of α = σ/4. Thus, we have
verified (A3) with some β = O(1).
For (A4), we will bound 〈x,y〉′S, 〈x,y〉S′′ and translate the bound to S. By Lem-
mas 4.9 and 4.3 and using (b3), w.s.h.p.
〈x,y〉S′′
‖x‖1‖y‖1 ,
〈x,y〉S′
‖x‖1‖y‖1 = (1 +O(ε) + o(σ))(n−m
(ι))/N = (1 + o(σ))∆(S)/n,
uniformly for all x,y ∈ [0, 1]n with ‖x‖1, ‖y‖1 = Ω(n). The error ε in the last equation
above is absorbed by o(σ) by (4.15), and the equation then holds by (c3). Now (A4)
follows by monotonicity of 〈x,y〉S with respect to S.
5 Complex-analytic approach
In this section we establish an asymptotic formula for the number of factors (subgraph
with given degree sequence) of a graph in the dense case. Then, as a corollary, we prove
Lemma 4.5.
Let S be a simple graph. We start from the observation that
∏
jk∈S(1 + zjzk) is the
generating function for subgraphs of S with powers of z1, . . . , zn corresponding to degrees.
In particular, the number N(S, t) of t-factors of S is given by
N(S, t) = [zt11 · · · ztnn ]
∏
jk∈S
(1 + zjzk),
where [·] denotes the coefficient extraction. Using Cauchy’s integral formula, it follows
that
N(S, t) =
1
(2πi)n
∮
· · ·
∮ ∏
jk∈s(1 + zjzk)
zt1+11 · · · ztn+1n
dz1 . . . dzn.
Let
Un(ρ) = {θ = (θ1, . . . , θn) ∈ Rn : ‖θ‖∞ ≤ ρ}
Substituting zj = e
βj+iθj , we get that
N(S, t) =
1
(2π)n
∫ π
−π
· · ·
∫ π
−π
∏
jk∈S(1 + e
βj+βk+i(θj+θk))
e
∑n
j=1 tj(βj+iθj)
dθ1 · · · dθn
=
∏
jk∈S(1 + e
βj+βk)
(2π)ne
∑n
j=1 tjβj
∫ π
−π
· · ·
∫ π
−π
∏
jk∈S
1+eβj+βk+i(θj+θk)
1+eβj+βk
e
∑n
j=1 itjθj
dθ1 · · ·dθn
=
∏
jk∈S(1 + e
βj+βk)
(2π)ne
∑n
j=1 tjβj
∫
Un(π)
FS,t(θ) dθ,
(5.1)
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where
FS,t(θ) =
∏
jk∈S
(
1 + λjk(e
i(θj+θk) − 1))
e
∑n
j=1 itjθj
and
λjk = λjk(β) =
eβj+βk
1 + eβj+βk
, for jk ∈ S. (5.2)
The choice of parameters β = (β1, . . . βn) will be specified later.
The values (λjk) defined in (5.2) have an interesting property: if we consider a random
subgraph S(λjk) of S with independent adjacencies where, for each jk ∈ S, the probability
that vertices j and k are connected equals λjk, then the probability of each outcome
depends only on its degree sequence t = (t1, . . . , tn). In other words, the conditional
distribution of S(λjk) with respect to given t is uniform. The random model of S(λjk) is
referred as the β-model and it is a special case of the exponential family of random graphs,
see [7, 18] for more details. A further connection between S(λjk) and St is established in
Section 5.3.
The exact value of the integral (5.1) can be found very rarely. Instead, we will
approximate it. The complex-analytical approach consists of the following steps:
(i) estimate the contribution of critical regions around concentration points, where the
integrand achieves its maximum value,
(ii) show that other regions give a negligible contribution.
The maximum absolute value of |FS,t(θ)| is 1. It is achieved at points (0, . . . , 0) and
(±π, . . . ,±π). If S does not contain bipartite components then |FS,t(θ)| is strictly less
than 1 at any other point of Un(π) because there will be at least one pair jk ∈ S such
that ei(θj+θk) 6= 1. Since t is a degree sequence, we have that t1 + · · ·+ tn is even. Then,
the contribution of neighbourhoods of (0, . . . , 0) and (±π, . . . ,±π) to the integral (5.1)
are identical because FS,t(θ) is 2π-periodic with respect to each component of θ and
FS,t(θ1 + π, . . . , θn + π) = e
i(t1+···+tn)πFS,t(θ1, . . . , θn) = FS,t(θ1, . . . , θn). (5.3)
Thus, we can focus on estimates around the origin and then multiply by 2.
By Taylor’s theorem, for a ∈ [0, 1] and x ∈ [−π/4, π/4], we have
1 + a(eix − 1) = exp
(
iax− 1
2
a(1− a)x2 − 1
6
ia(1 − a)(1− 2a)x3
+ 1
24
a(1− a)(1− 6a+ 6a2)x4 +O(x5)
)
.
Using this to expand the multipliers of FS,t(θ), we find that
FS,t(θ) = exp
(
− i
n∑
j=1
θjtj + i
∑
jk∈S
λjk(θj + θk)
− θTQθ + u(θ) + iv(θ) +O(‖θ‖5∞|E(S)|)).
(5.4)
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where n× n symmetric matrix Q is defined by
θTQθ = 1
2
∑
jk∈S
λjk(1− λjk)(θj + θk)2 (5.5)
and multivariable polynomials g and h are defined by
u(θ) = 1
24
∑
jk∈S
λjk(1− λjk)(1− 6λjk + 6λ2jk)(θj + θk)4,
v(θ) = 1
6
∑
jk∈S
λjk(1− λjk)(1− 2λjk)(θj + θk)3.
(5.6)
Observe that θTQθ ≥ 0, so Q is a positive semidefinite matrix. Moreover, it is positive
definite if S does not contain bipartite components.
The optimal choice for β is such that the linear part in (5.4) disappears, which cor-
responds to the case when our contours in the complex plane pass through the saddle
point. Thus, we get the following system of equations:
tj =
∑
k:jk∈S
λjk =
∑
k:jk∈S
eβj+βk
1 + eβj+βk
for all 1 ≤ j ≤ n. (5.7)
For the case S = Kn, the existence and the uniqueness of the solution was studied
in [1, 7, 32]: the necessary and sufficient condition is that t lies in the interior of the
polytope defined by the Erdo˝s-Gallai inequalities. When S is the complete graph, it
is also known that system (5.7) is equivalent to (i) maximisation of the likelihood with
respect to the parameters of the β-model given observations of the degrees (ii) finding the
random model with independent adjacencies and given expected degrees that minimises
the entropy. Unfortunately, analogs of these results are not available for general S even
though the methods used in the literature will certainly carry over. Since such results
are not needed for our purposes here, we leave these questions for a subsequent paper.
Denote
λ =
∑
jk∈S λjk
|E(S)| (5.8)
If system (5.7) holds then we have λ = t1+···+tn
2|E(S)| , which is the relative density of a t-factor
in S. We are ready to state our main result of this section.
Theorem 5.1. Let ε, γ and c be fixed positive constants. Suppose a graph S on n vertices
and degree sequence t satisfy the following assumptions:
(A1) for any two vertices j and k, we have
γ∆2(S)
n
≤ |{ℓ : jℓ ∈ S and kℓ ∈ S}| ≤ ∆2(S)
γn
;
(A2) there exists a solution β of system (5.7) such that rng(β) ≤ c;
(A3) λ(1− λ)∆(S)≫ n
logn
.
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Let X be a random variable with the normal density π−n/2|Q|1/2e−xTQx. Then,
N(S, t) =
2
∏
jk∈S(1 + e
βj+βk)
(2π)n/2|Q|1/2 ∏nj=1 etjβj exp
(
E u(X)− 1
2
E v(X)2 +O(n−1/2+ε)
)
,
where the constant implicit in O() depends on γ, ε and c only.
There is a vast literature on asymptotic enumeration of dense subgraphs with given
degrees in the case when S is the complete graph or not far from it, see, for example,
[1,18,28,29] and references therein. An important advantage of Theorem 5.1 with respect
to the previous results is that it allows S to be essentially different from Kn and it holds
for a very wide range of degrees. Theorem 5.1 follows immediately from equations (5.1),
(5.3), Lemma 5.3 and Corollary 5.7.
5.1 The critical regions
For given S and t, denote
Λ = λ(1− λ) and ∆ = ∆(S).
In the following, we always assume that Λ∆ ≫ n/ log n which is the assumption (A3)
of Theorem 5.1. Let ε be a fixed positive constant required to be sufficiently small in
several places of the argument. In particular, we need that
η = n
ε
(Λ∆)1/2
= o(1).
Given x ∈ R, define
|x|2π = min{|y| : y ≡ x mod 2π}.
It is easily seen that | · | is a seminorm on R that induces a norm on R/(2π), the real
numbers modulo 2π. Our critical regions are
B0 = Un(η) and Bπ = {θ ∈ Rn : |θj − π|2π ≤ η for all j},
As explained above (see (5.3)), the contributions of these two regions to the integral in
(5.1) are identical so we can focus on B0. From (5.4), we have∫
B0
FS,t(θ)dθ =
∫
Un(η)
e−θ
TQθ+u(θ)−iv(θ)+h(θ)dθ, (5.9)
where h(θ) = O(n−1/2+6ε) uniformly for θ ∈ B0. A general theory on the estimation of
such integrals was developed in [18]. This theory is based on the second-order approxima-
tion of complex martingales. We will apply the tools from [18] here and, for the reader’s
convenience, also quote them in the appendix, see Section 7.3.
We will need the following bounds.
Lemma 5.2. If rng(β) ≤ c for some fixed c > 0, then
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(a) uniformly over all jk ∈ S, λjk = Θ(λ) and 1 − λjk = Θ(1 − λ), where λ is defined
in (5.8).
Furthermore, suppose ∆ = Ω(n1/2) and assumption (A1) of Theorem 5.1 holds. Then, Q
is positive definite and the following hold.
(b) If Q−1 = (σjk), then σjk =


Θ
(
1
Λ∆
)
, if j = k,
O
(
1
Λ∆2
)
, if jk ∈ S,
O
(
1
Λ∆n
)
, otherwise.
(c) There exists a real matrix T such that TTQT = I and
‖T‖1, ‖T‖∞ = O
(
1
(Λ∆)1/2
)
, ‖T−1‖1, ‖T−1‖∞ = O
(
(Λ∆)1/2
)
.
Proof. Observe that 1 ≤ 1+ey
1+ex
≤ ey−x for any real x ≤ y. Since all βj+βk and βj′+βk′ are
at most 2c apart, we prove
λjk
λj′k′
= Θ(1) and
1−λjk
1−λj′k′ = Θ(1) for all jk, j
′k′ ∈ S. Recalling
the definition (5.8), we prove (a).
Note that assumption (A1) of Theorem 5.1 implies that S is connected non-bipartite
graph. Thus, Q is positive definite. Parts (b) and (c) follow from Lemma 7.6 applied to
the scaled matrix Q/Λ.
We are ready to establish asymptotic estimates for the critical region B0. Note that
in the next lemma we allow the components of t to be non-integers.
Lemma 5.3. Suppose a graph S and a real vector t ∈ Rn satisfy assumptions (A1)-(A3)
of Theorem 5.1. Then, for any sufficiently small fixed ε > 0, we have∫
Un(η)
FS,t(θ)dθ =
πn/2
|Q|1/2 exp
(
E u(X)− 1
2
E v2(X) +O(n−1/2+13ε)
)
,
where X is a random vector in Rn with the normal density π−n/2|Q|1/2e−xTQx. Further-
more,
E u(X) = O
(
n
Λ∆
)
, E v2(X) = O
(
n
Λ∆
)
.
and ∫
Un(Θ(η))
|FS,t(θ)|dθ = π
n/2
|Q|1/2 e
O( nΛ∆).
Proof. The proof is based on [18, Theorem 4.4] which is quoted as Theorem 7.4 for the
reader’s convenience. Let
Ω = Un(η), f(θ) = u(θ)− iv(θ), g(θ) = u(θ).
From Lemma 5.2, we know that Q is positive definite. Let T be the matrix from Lemma
5.2(c). Define
ρ1 = ‖T‖−1∞ η, ρ2 = ‖T−1‖∞η
33
Then, we have Un(ρ1) ⊆ T−1(Ω) ⊆ Un(ρ2) and
ρ2 ≥ ρ1 = Ω
(
nε
(Λ∆)1/2
· (Λ∆)1/2
)
= Ω(nε) .
Thus, ρ1 and ρ2 satisfy assumption (a) of Theorem 7.4. Similarly, observe ρ2 = O(n
ε).
Next, we estimate partial derivatives of f(x). Recalling the definitions of u and v
from (5.6) and using Lemma 5.2(a), we get that, provided ‖θ‖∞ ≤ 1
∂f
∂θj
(θ) = 1
6
∑
k:jk∈S
λjk(1− λjk)(1− 6λjk + 6λ2jk)(θj + θk)3
− i
2
∑
k:jk∈S
λjk(1− λjk)(1− 2λjk)(θj + θk)2 = O
(
Λ∆‖θ‖2∞
)
.
and, if jk ∈ S,
∂2f
∂θj∂θk
(θ) = 1
2
λjk(1− λjk)(1− 6λjk + 6λ2jk)(θj + θk)2
− iλjk(1− λjk)(1− 2λjk)(θj + θk) = O(Λ‖θ‖∞).
Using again Lemma 5.2(c), we find that assumption (b) of Theorem 7.4 holds with φ1 =
n−1/6+4ε. Exactly the same calculation shows (c)(ii) with φ2 = n
−1/6+4ε. Assumption (d)
also holds because u and v are polynomials. Applying Theorem 7.4 to the integral of
(5.9), we obtain that
∫
Un(η)
FS,t(θ)dθ = (1 +K)
πn/2
|Q|1/2 exp
(
E f(X) + 1
2
E(f(X)− E f(X))2)) , (5.10)
where K = O(n−1/2+12ε)e
1
2
Var v(X). Similarly, using (5.4) and Theorem 7.4, we get∫
Un(Θ(η))
|FS,t′(θ)|dθ =
(
1 +O(n−1/2+6ε)
) ∫
Un(Θ(η)
e−θ
TQθ+u(θ)dθ
=
(
1 +O(n−1/2+12ε)
) πn/2
|Q|1/2 exp
(
E u(X)− 1
2
Varu(X))
)
.
Next, we need to estimate some moments of u(X) and v(X). Let Σ = (σjk,ℓm) denote
the covariance matrix of the variables Xj +Xk for jk ∈ S:
σjk,ℓm = Cov(Xj +Xk, Xℓ +Xm). (5.11)
Since X is a gaussian vector with density π−n/2|Q|1/2e−xTQx, the values of Cov(Xj, Xk)
equal entries of (2Q)−1. Using bounds of Lemma 5.2(b), we find that
σjk,ℓm =


O
(
1
Λ∆
)
, if {j, k} ∩ {ℓ,m} 6= ∅
O
(
1
Λ∆2
)
, if {j, k} ∩ {ℓ,m} = ∅ and {jℓ, jm, kℓ, km} ∩ S 6= ∅,
O
(
1
nΛ∆
)
, otherwise.
(5.12)
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The expectation of a polynomial of odd degree is zero (due to the symmetry of the
distribution) so Cov(u(X), v(X)) = E v(X) = 0. The following are special cases of
Isserlis’ theorem (see [19]), which is also known as Wick’s formula in quantum field
theory:
E(Xj +Xk)
4 = 3σ2jk,jk, E(Xj +Xk)
6 = 15σ3jk,jk
E(Xj +Xk)
3(Xℓ +Xm)
3 = 9σjk,jk σℓm,ℓm σjk,ℓm + 6σ
3
jk,ℓm,
E(Xj +Xk)
4(Xℓ +Xm)
4 = 9σ2jk,jkσ
2
ℓm,ℓm + 72 σjk,jk σℓm,ℓm σ
2
jk,lm + 24σ
4
jk,lm.
Recalling (5.6) and using (5.12), we obtain that
E u(X) = 1
8
∑
jk∈S
λjk(1− λjk)(1− 6λjk + 6λ2jk)σ2jk,jk = O
(
n
Λ∆
)
. (5.13)
Similarly as above, we derive that
Var v(X) = E v2(X) = O
(
Λ2
∑
jk∈S
∑
ℓm∈S
|σjk,ℓm|
(Λ∆)2
)
= O
(
1
∆2
)(
n∆2
Λ∆
+ n∆
3
Λ∆2
+ n
2∆2
nΛ∆
)
= O
(
n
Λ∆
) (5.14)
and
Varu(X) = O
(
Λ2
∑
jk∈S
∑
ℓm∈S
|σjk,ℓm|2
(Λ∆)2
)
= O
(
1
∆2
)(
n∆2
(Λ∆)2
+ n∆
3
(Λ∆2)2
+ n
2∆2
(nΛ∆)2
)
= o
(
log2 n
n
)
.
Substituting these bounds into (5.10) and bounding e
1
2
Var v(X)) = eo(log n) = O(nε), we
complete the proof.
5.2 Estimates outside of the critical regions
In this section, we show that the contribution to the integral (5.1) of the remaining region
B = Un(π)−B0−Bπ is negligible, where the critical regions B0 and Bπ are defined Section
5.1. Observe that
|FS,t(θ)| =
∏
jk∈S
∣∣1 + λjk(ei(θj+θk) − 1)∣∣
depends on S and (λjk) only but does not depend on t. To bound factors of |FS,t(θ)|, we
use the following inequality, whose non-interesting proof we omit.
Lemma 5.4. For x ∈ R and a ∈ [0, 1], we have |1 + a(eix − 1)| ≤ e− 15a(1−a)|x|22π .
Throughout this section, including the lemma statements, we always assume that the
assumptions of Theorem 5.1 hold. Recall that
B0 = Un(η), η = nε(Λ∆)1/2 .
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Lemma 5.2(ab) implies that all eigenvalues of Q are Θ (Λ∆) (bounding the norms of Q
and Q−1). From Lemma (5.3), we find that
J0 =
∫
B0
FS,t(θ)dθ = π
n/2|Q|−1/2eO( nΛ∆) = eO(n logn). (5.15)
As a first step, we eliminate the case when many components of θ ∈ Un(π) lie suffi-
ciently far from 0 and ±π. Define
B′ = {θ ∈ Un(π) : more than 12n1−ε components θj satisfy η/2 ≤ |θj |2π ≤ π − η/2}.
Lemma 5.5. We have ∫
B′
|FS,d(θ)| dθ = e−Ω(n1+ε)J0.
Proof. Without loss of generality, at least 1
4
n1−ε components θj lie in [η/2, π − η/2].
Denote U = {j : θj ∈ [η/2, π − η/2]}. Let’s estimate the number NT (U) of triangles
{j, k, ℓ} (i.e. jk, jℓ, kℓ ∈ S) such that T ∩ U 6= ∅. Using Lemma 7.3(a), we find that the
degree of any vertex of U is at least γ∆. For any jk ∈ S and {j, k} ∩ U 6= ∅ there are
at least γ∆
2
n
common neighbours each of which gives rise to a triangle contributing to
NT (U). Since every triangle is counted at most 3 times, we get that
NT (U) ≥ γ∆|U |2 ·
γ∆2
3n
=
γ2∆3|U |
6n
.
For each such triangle {j, k, ℓ} that j ∈ U , observe that
|θj + θk|2π + |θk + θℓ|2π + |θℓ + θj |2π ≥ |θj + θk − θk − θℓ + θℓ + θj |2π ≥ η.
Therefore, we can mark one edge j′k′ from this triangle such that θj′ + θk′ has a large
norm. Repeating this argument for all such triangles and observing that any edge is
present in at most ∆
2
γn
triangles, we show that at least γ3∆|U |/6 edges were marked.
Using Lemma 5.2(a) and Lemma 5.4, we get that
|FS,t(θ)| ≤ e−Ω(Λ∆|U |η2) = eΩ(n1+ε).
Multiplying by the volume of B′, which is less than (2π)n, and comparing with (5.15),
completes the proof.
If Lemma 5.5 doesn’t apply, we have at least n− 1
2
n1−ε components of θ are lying in
neighborhoods of 0 and ±π. Next we will use a similar argument to show that most of
these components lie in one of those two intervals (on a circle). Define
B′′ = {θ ∈ Un(π) \ B′ : |θj| ≤ η/2 holds for more than n2ε components θj and
|θj − π|2π ≤ η/2 holds for more than n2ε components θj
}
.
Lemma 5.6. We have ∫
B′′
|FS,d(θ)| dθ = e−Ω(n1+ε)J0.
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Proof. Let U1 = {j : |θj| ≤ η/2} and U2 = {j : |θj − π|2π ≤ η/2}. Since θ /∈ B′, we have
|U1|+ |U2| ≥ n− 12n1−ε. For j ∈ U1, k ∈ U2 and any ℓ such that jℓ, kℓ ∈ S, we have
|θj + θℓ|2π + |θk + θℓ|2π ≥ |θj + θℓ − θk − θℓ|2π ≥ π − η.
Thus, we can mark some j′k′ ∈ {jℓ, kℓ} that |θj + θk|2π = Ω(1). By the assumptions, the
number of choices for (j, k, ℓ) is at least |U1| |U2|γ∆
2
n
. Dividing by 2∆ to compensate for
over-counting, we get that at least |U1| |U2|γ∆2n edges were marked. Using Lemma 5.2(a)
and Lemma 5.4, we find that
|FS,t(θ)| = e−Ω(|U1||U2|Λ∆/n) = e−Ω(n1+2ε/ logn) = e−Ω(n1+ε).
The proof now follows the same line as in the previous lemma.
Since adding π to each component is a symmetry, see (5.3), we can now assume that
at least n− n1−ε components of θ lie in [−η/2, η/2]. If θ /∈ B0 then we should have some
components |θj | > η. Let B(m) denote the region of θ ∈ B \ (B′ ∪ B′′) such that exactly
m components of θ lie outside of [−η, η], where 1 ≤ m ≤ n1−ε. Let
J(m) =
∫
B(m)
|FS,t(θ)| dθ.
For notational simplicity, we first prove a bound for the integral over the region B∗(m) ⊂
B(m), where the set of m big components of θ (lying outside of [−η, η]) is exactly
{θ1, . . . , θm}. Our bound will be actually independent of this choice of m components so
then we just need to multiply it by
(
n
m
) ≤ nm.
Note that
m ≤ n1−ε = o
(
n
log2 n
)
= o
(
∆2
n
)
= o(∆). (5.16)
Take any j ≤ m. Using Lemma 7.3(a), we find that at least γ∆−m = Θ(∆) vertices k
such that jk ∈ S and |θk|2π ≤ η/2. For such k, we have |θj + θk|2π ≥ η/2. Similarly as
before, by Lemma 5.4, for θ ∈ B∗(m),
m∏
j=1
n∏
k=m+1
∣∣1 + λjk(ei(θj+θk) − 1)∣∣ = e−Ω(mΛ∆η2) = e−Ω(mn2ε).
Thus, we can bound∫
B∗(m)
|FS,d(θ)|dθ ≤
∫
Um(π)
e−Ω(mn
2ε)
(∫
Un−m(η)
|FS′,d′(θ1)|dθ1
)
dθ2,
where θ1 ∈ Rn−m, θ2 ∈ Rm and S ′ is obtained from S by deletion of the first m vertices.
Recall that |FS′,t′(θ1)| does not depend on t′, but we define it anyway by
t′j =
∑
j:jk∈S′
λjk for all j.
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Using (5.16), we get that S ′ and t′ satisfy all asumptions of Lemma 5.3. Thus,∫
Un−m(η)
|FS′,t′(θ1)|dθ1 = π
(n−m)/2
|Q′|1/2 e
O( nΛ∆),
where Q′ is the matrix of (5.5) for the graph S ′ and (λjk)jk∈S′. Applying Lemma 7.6(d)
m times for the scaled matrix Q/Λ, we find that
|Q|/|Q′| = (Λ∆)meO(m)
Allowing nm for the choice of the set of m big components and using (5.15), (5.16), we
obtain that
J(m) ≤ nme−Ω(mn2ε)(Λ∆)m/2eO(m)π(n−m)/2|Q|1/2 eO( nΛ∆) = e−Ω(mn2ε)J0.
Summing over m and multiplying by 2 for the symmetry of (0, . . . , 0) and (±π, . . .± π),
we find that ∫
B\(B′∪B′′)
|FS,t(θ)|dθ ≤ 2
n1−ε∑
m=1
J(m) = e−Ω(n
2ε)J0.
Using Lemma 5.5 and Lemma 5.6, we conclude the following.
Corollary 5.7. Under the assumptions of Theorem 5.1 and for sufficiently small ε,∫
B
|FS,t(θ)|dθ = e−Ω(n2ε)
∫
B0
FS,t(θ)dθ.
5.3 Prescribed edges in random factors
Here, we establish a deep connection between St (the uniform random element of the
set of t-factors of S) and the corresponding β-model: for each set of vertex pairs, the
probabilities in each model for them to all be edges are asymptotically the same.
The following lemma will be useful for investigating system (5.7).
Lemma 5.8. Let r : Rn → Rn and U = {x ∈ Rn : ‖x − x(0)‖ ≤ δr(x(0))} for some
δ > 0 and x(0) ∈ Rn, where ‖ · ‖ is any vector norm in Rn. Assume that
r is analytic in U and sup
x∈U
‖J−1(x)‖ < δ,
where J denotes the Jacobian matrix of r and ‖ · ‖ stands for the induced matrix norm.
Then, there exist x∗ ∈ U such that r(x∗) = 0.
Proof. Let y(0) = r(x(0)) and note that x(0) ∈ U . If y(0) = 0 there is nothing to prove so
we may assume otherwise. Using the Cauchy-Kovalevskaya theorem, define the curve x(t)
by x(0) = x(0) and
dx(t)
dt
= −J−1(x(t))y(0). Note that x(t) remains in U for 0 ≤ t ≤ 1,
because
x(t)− x(0) = −
∫ t
0
J−1(x(τ))y(0)dτ.
and ‖x(t) − x(0)‖ ≤ t sup
x∈U ‖J−1(x)y(0)‖ < δ‖y0‖. Observe ∂R(x(t))dt = −y(0). There-
fore, r(x(t)) = (1− t)y(0). Taking x∗ = x(1) we complete the proof.
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Corollary 5.9. Let S satisfy assumption (A1) of Lemma 4.5 and ∆ = Ω(n1/2). For
t ∈ Rn, let λ = t1+...+tn
2|E(S)| . For β ∈ Rn, define r(β) = (r1, . . . , rn) by
rj = rj(β) = −tj +
∑
k:jk∈S
eβj+βk
1+eβj+βk
for all j.
Suppose, for some β(0), we have rng(β(0)) ≤ c and ‖r(β(0))‖∞ ≪ λ(1− λ)∆. Then there
exists a solution β∗ of system (5.7) such that
‖β∗ − β(0)‖p = O
(
‖r(β(0))‖p
λ(1−λ)∆
)
, for any p ∈ {1, 2,∞}.
Proof. Observe that
∂
∂βj
(
eβj+βj
1 + eβj+βj
)
=
eβj+βj
1 + eβj+βj
(
1− e
βj+βj
1 + eβj+βj
)
= λjk(1− λjk).
Therefore, the Jacobian matrix J(β) of r(β) coincides with 2A(β), where A(β) is the
matrix defined in (5.5) for β. Using the bounds of Lemma 5.2(b), for any β ∈ Rn that
‖β − β(0)‖∞ ≤ c, we have
‖J−1(β)‖2 ≤ ‖J−1(β)‖1 = ‖J−1(β)‖∞ = O
(
1
Λ(β)∆
)
,
where Λ(β) = λ(β)(1−λ(β)) and λ(β) is defined according (5.8). Note that if ‖r(β)‖∞ ≪
λ(1 − λ)∆, then we get that λ(β) = Θ(λ) and 1 − λ(β) = Θ(1 − λ). Applying Lemma
5.8, we complete the proof.
Theorem 5.10. Suppose a graph S and a degree sequence t satisfy the assumptions of
Theorem 5.1. Let H+ and H− be disjoint subgraphs of S such that ‖h‖2 ≪ (Λ∆)1/2,
where h is the degree sequence of H+ ∪H−. Then, for any ε > 0,
P(H+ ⊆ St and H− 6⊆ St) =
(
1 +O
(
n−1/2+ε +
‖h‖22
Λ∆
)) ∏
jk∈H+
λjk
∏
jk∈H−
(1− λjk).
Remark 5.11. Theorem 5.10 for the case S = Kn was given by Isaev and McKay in [18]
under additional constraint that the maximum degree of H+ ∪H− is at most n1/2+ε. A
more precise formula for P(H+ ⊆ St and H− 6⊆ St) was obtained by McKay [28] when
S = Kn, degree sequence t is near-regular, and provided H
+∪H− has at most n1+ε edges
and maximum degree at most n1/2+ε.
Proof of Theorem 5.10. Let S ′ = S − H+ ∪ H− and t′ ∈ Nn be such that t − t′ is the
degree sequence of H+. Then, by definition,
P(H+ ⊆ St and H− 6⊆ St) = N(S
′, t′)
N(S, t)
.
Since h is an integer vector, we have that
‖h‖1 ≤ ‖h‖22 ≪ Λ∆, ‖h‖∞ ≤ ‖h‖2 ≪ (Λ∆)1/2. (5.17)
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Using β as β(0) in Corollary 5.9, we find a solution β′ of system (5.7) for the graph S ′
and the vector t′ such that
‖β′ − β‖∞ ≤ ‖β′ − β‖2 = O
(‖h‖2
Λ∆
)
= o
(
(Λ∆)−1/2
)
,
‖β′ − β‖1 = O
(‖h‖1
Λ∆
)
= O
(‖h‖22
Λ∆
)
= o(1).
(5.18)
Observe that rng(β′) = rng(β) + o(1) and ‖h‖∞ ≪ (Λ∆)1/2 ≪ ∆2n . Therefore, S and t′
also satisfy the assumptions of Theorem 5.1. Then, we obtain
P(jk ∈ St) =
(
1 +O(n−1/2+ε)
)
R
|Q|1/2 exp (E u′(X ′)− 1
2
E v′2(X ′)
)
|Q′|1/2 exp (E u(X ′)− 1
2
E v2(X ′)
)
where Q, u, v and Q′, u′, v′ are matrices of (5.5) and polynomials of (5.6) for S, t and
S ′, t′, respectively, X and X ′ are the corresponding normally distributed vectors and
R =
∏
jk∈S′(1 + e
β′j+β
′
k)∏
jk∈S(1 + e
βj+βk)
n∏
j=1
etjβj−t
′
jβ
′
j .
Let (λjk) and (λ
′
jk) be defined as in (5.2) for for S, t and S
′, t′. From (5.18), we get
λ′jk(1− λ′jk) =
(
1 +O
(
βj + βk − β ′j − β ′k
))
λjk(1− λjk) = O(Λ). (5.19)
Applying Taylor’s theorem to log(1 + ex) and symmetry λ′jk = λ
′
kj, we obtain that
∑
jk∈S′
log
(
1 + eβj+βk
1 + eβ
′
j+β
′
k
)
=
∑
jk∈S′
(
λ′jk(βj + βk − β ′j − β ′k)
+O
(
Λ(|βj − β ′j |2 + |βk − β ′k|2)
))
=
n∑
j=1
∑
k:jk∈S′
(
λ′jk(βj − β ′j) +O
(
Λ(|βj − β ′j|2)
))
= O
(
Λ∆‖β′ − β‖22
)
+
n∑
j=1
t′j(βj − β ′j)
Then, using (5.18) again, we get that
R =
(
1 +O
(
Λ∆‖β′ − β‖22
)) ∏nj=1 e(tj−t′j)βj∏
jk∈S−S′(1 + e
βj+βk)
=
(
1 +O
(‖h‖22
Λ∆
)) ∏
jk∈H+
λjk
∏
jk∈H−
(1− λjk).
Next, we will prove that
log
( |A|
|A′|
)
+ |Eu(X)− E u′(X ′)|+ |E v2(X)− E v′2(X ′)| = O
(
n−1/2+ε +
‖h‖22
Λ∆
)
.
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Denote Q = (qjk) and Q
′ = (q′jk). Using (5.19), we find that
q′jk − qjk =


O(Λ)
(
hj +
∑
k:jk∈S′ |βj + βk − β ′j − β ′k|
)
, if j = k,
O(Λ)|βj + βk − β ′j − β ′k|, if jk ∈ S ′,
O(Λ), if jk ∈ S − S ′,
0, otherwise.
(5.20)
Note that all eigenvalues of Q−1Q′ and (Q′)−1Q are positive reals since both Q′ and Q
are symmetric and positive definite (see Lemma 5.2). Therefore, we can bound
|Q′|
|Q| ≤ e
tr(Q−1Q′)−n = etr(Q
−1(Q′−Q)),
|Q|
|Q′| ≤ e
tr((Q′)−1Q)−n = etr((Q
′)−1(Q−Q′)).
Using (5.18), (5.20) and the bounds of Lemma 5.2(b), we get that
tr(Q−1(Q′ −Q)) = O(∆−1)
n∑
j=1
(
hj +
∑
k:jk∈S′
|βj + βk − β ′j − β ′k|
)
= O(∆−1) (‖h‖1 +∆‖β′ − β‖1) = O
(‖h‖22
Λ∆
)
.
The same argument carries over for tr((Q′)−1(Q−Q′)) and thus log |Q||Q′| = O
(‖h‖22
Λ∆
)
.
Next, repeating the arguments of Lemma 5.3 (see, (5.13) and (5.14)), and using (5.17),
(5.18), (5.19), we derive that
E(u(X ′)− u′(X ′)) = O
(
Λ‖β′ − β‖∞
∑
jk∈S
1
(Λ∆)2
+ Λ
∑
jk∈S−S′
1
(Λ∆)2
)
= O
(
n
(Λ∆)−1/2
Λ∆
+
‖h‖1
Λ∆2
)
= O(n−1/2+ε)
and
E(v(X ′)− v′(X ′))2) = O
(
n
Λ∆
‖β′ − β‖2∞ + Λ2 ‖h‖
2
1
(Λ∆)3
)
= O
(
n
(Λ∆)2
)
Observe also that (using arguments of (5.14))
E(v(X ′) + v′(X ′))2) ≤ 2E v2(X ′) + 2E v′2(X ′) = O
(
n
Λ∆
)
Applying Cauchy-Schwartz inequality, we derive that
E v2(X ′)− E v′2(X ′) = E(v(X ′)− v′(X ′))(v(X ′) + v′(X ′))
= O
(√
n
(Λ∆)2
· n
Λ∆
)
= O(n−1/2+ε).
It remains for us to bound E u(X)−E u(X ′) and E v2(X)−E v2(X ′). To do this we
need to establish a few more bounds on the difference of the covariance matrices of X
and X ′. From (5.17), (5.18) and (5.20), we get that
q′jj − qjj = O(Λ) (‖h‖∞ +∆‖β − β′‖∞) = O(‖h‖2) = o((Λ∆)1/2)
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and, for jk ∈ S ′,
q′jk − qjk = O (Λ‖β − β′‖∞) = O
(‖h‖2
∆
)
= o
(
(Λ/∆)1/2
)
.
Let Q−1 = (σjk) and (Q
′)−1 = (σ′jk). Observe that
Q−1 − (Q′)−1 = Q−1(Q′ −Q)(Q′)−1.
Then, using (5.17) and bounds of Lemma 5.2(b) for Q and Q′, we obtain that
σ′jj − σjj = O
(
|q′jj−qjj |
Λ2∆2
+
n∑
k=1
|q′kk−qkk|
Λ2∆4
+
∑
kℓ∈S
|q′kℓ−qkℓ|
Λ2∆3
)
= o
(
(Λ∆)1/2
Λ2∆2
+
n(Λ∆)1/2
Λ2∆4
+
n∆(Λ/∆)1/2
Λ2∆3
)
+O
(‖h‖1Λ
Λ2∆3
)
= O
(
n−3/2+ε/2
)
.
Similarly, for jk ∈ S ′ or jk /∈ S, we have
σ′jk − σjk = O
(
|q′jk−qjk|
Λ2∆2
+
n∑
ℓ=1
(
|q′jℓ−qjℓ|+|q′kℓ−qkℓ|
Λ2∆3
+
|q′ℓℓ−qℓℓ|
Λ2∆4
)
+
∑
ℓm∈S
|q′ℓm−qℓm|
Λ2∆4
)
= o
(
(Λ/∆)1/2
Λ2∆2
+
∆(Λ/∆)1/2
Λ2∆3
+
n(Λ∆)1/2
Λ2∆4
)
+O
(‖h‖∞Λ
Λ2∆3
+
‖h‖1Λ
Λ2∆4
)
= O(n−5/2+ε).
For random vectors X and X ′, define (σjk,ℓm) and (σ
′
jk,ℓm) as in (5.11). From the above
and Lemma 5.2(b), we obtain that
σjk,ℓm − σ′jk,ℓm =

O(n
−3/2+ε), if {j, k} ∩ {ℓ,m} 6= ∅,
O(n−5/2+ε), if {j, k} ∩ {ℓ,m} = {jℓ, jm, kℓ, km} ∩ (S − S ′) = ∅.
Now, using arguments of (5.13) and (5.14)), we get that
E u(X)− E u(X ′) = O
(
Λ
∑
jk∈S
|σ′jk,jk − σjk,jk| · |σ′jk,ℓm + σjk,ℓm|
)
= O
(
n−1/2+ε
)
.
Note that, if real x, y, z, x′, y′, z′ admit bounds |x|, |x′| ≤ a, |y|, |y′| ≤ b and |z|, |z′| ≤ c
for some positive a, b, c, then
|xyz − x′y′z′| ≤
( |x−x′|
a
+
|y−y′|
b
+
|z−z′|
c
)
abc.
Thus, using (5.17) and (5.12) for (σjk,ℓm) and (σ
′
jk,ℓm), we derive that
E v2(X)− E v2(X ′) = O

(n−3/2+ε
(Λ∆)−1
+ n
−5/2+ε
(nΛ∆)−1
)
n
Λ∆
+ Λ2
∑
jk∈S
∑
ℓm∈Ujk
1
Λ3∆4


= O
(
n−1/2+ε +
n∆2‖h‖∞
Λ∆4
)
= O
(
n−1/2+ε
)
.
where Ujk = {ℓm ∈ S : {j, k} ∩ {ℓ,m} = ∅ and {jℓ, jm, kℓ, km} ∩ (S − S ′) 6= ∅}. This
completes the proof.
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Finally, we are able to prove the result that was used in the coupling procedure.
Proof of Lemma 4.5. Let β(0) = (β(0), . . . , β(0)), where β(0) is defined by
e2β
(0)
1 + e2β(0)
= λ =
t1 + . . .+ tn
s1 + . . .+ sn
.
Applying Corollary 5.9 and observing that, by the assumptions,
‖r(β(0))‖∞ = ‖t− λs‖∞ ≪ λ(1− λ)∆,
we find a solution β of system (5.7) such that
‖β − β(0)‖∞ = O
(‖t−λs‖∞
λ(1−λ)∆
)
. (5.21)
Applying Theorem (5.10) with H+ = {jk} and H− = ∅, we find that
P(jk ∈ St) =
(
1 +O(n−1/2+ε)
)
λjk
Using (5.21) and Taylor’s theorem, we get
λjk = λ+O(Λ‖β − β(0)‖∞) =
(
1 +O
(‖t−λs‖∞
λ∆
))
λ.
Combining the two bounds above, we complete the proof.
6 Switchings
In this section we prove Lemma 4.7. For an edge jk ∈ S consider the partition of the set
of t-factors of S into two disjoint sets S(t, jk) and S(t, jk), where elements of S(t, jk)
contain jk while elements of S(t, jk) do not. Since St is a uniform random t-factor of S,
we have
P(jk ∈ St) = |S(t, jk)||S(t, jk)|+ |S(t, jk)| . (6.1)
Thus, it is sufficient to estimate the ratio |S(t, jk)|/|S(t, jk)|. We do it using the switching
method which we briefly describe below.
Given a t-factor T ∈ S(t, jk), consider the set F(T ) ⊆ S(t, jk) of t-factors of S that
can be obtained from T by a certain switching operation. Similarly, for T ′ ∈ S(t, jk)
we consider the set B(T ′) ⊆ S(t, jk) of t-factors of S that can be obtained from T ′ by
inverting this switching operation. The main idea of the switching method is to define
the switching operation in such a way that all sets F(T ) are of approximately the same
size and also all sets B(T ′) are of approximately the same size. Then, using the double
counting argument, we can estimate
minT ′∈S(t,jk) |B(T ′)|
maxT∈S(t,jk) |F(T )| ≤
|S(t, jk)|
|S(t, jk)| ≤
maxT ′∈S(t,jk) |B(T ′)|
minT∈S(t,jk) |F(T )| . (6.2)
Next, we define our switching operation which is called ℓ-switching, where ℓ ≥ 3 is an
integer. To perform an ℓ-switching to a graph T ∈ S(t, jk), choose a sequence of vertices
u1, v1, u2, v2, . . . , uℓ, vℓ such that
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• u1 = j, vℓ = k and uivi, viui+1, for i = 1, . . . , ℓ are 2ℓ distinct edges in S (for i = ℓ,
we put uℓ+1 = u1 and repetitions of vertices are allowed);
• uivi are edges in S − T for all i = 1, . . . , ℓ;
• viui+1 are edges in T for all i = 1, . . . , ℓ− 1.
Then the ℓ-switching replaces the edges {viui+1}i=1,...,ℓ in T by {uivi}i=1,...,ℓ. Observe that
the resulting graph T ′ has the same degree sequence and T ∈ S(t, jk). The operation
converting T ′ to T is called an inverse ℓ-switching. See Figure 1 for an illustration.
u1 = j k = vℓ
v1 uℓ
u2 v2
. . .
⇐⇒
u1 = j k = vℓ
v1 uℓ
u2 v2
. . .
Figure 1: ℓ-switching.
In the following we denote by |Fℓ(T )| the number of ℓ-switchings applicable to a graph
T ∈ S(t, jk). Similarly, let |Bℓ(T ′)| be the number of inverse ℓ-switchings applicable to a
graph T ′ ∈ S(t, jk). Recall that
〈x,y〉S =
∑
(jk):jk∈S
xjyk.
and A(G) is the adjacency matrix of a graph G. Let ei denote the standard unitary
column vector with 1 in the i-th component. For nonnegative integers a, b define
wa,b(S, T ) = max
i,P
‖Pei‖∞, (6.3)
where the maximum over all i ∈ [n] and matrices P which are product of a factors A(S)
and b factors A(T ) (e.g. for a = 1 , b = 2, the matrix P can be one of A(S)A(T )A(T ),
A(T )A(S)A(T ), A(T )A(T )A(S)). Note that the components of Pei correspond to the
number of walks that start at i and finish at a given vertex which use a edges from S
and b edges from T in a predetermined order (corresponding to P ). Thus, wa,b(S, T ) is
an upper bound on the number of such walks.
Lemma 6.1. Assume ℓ = 2h+ 1 for some positve integer h. Let A = A(S).
(a) If T ∈ S(t, jk), B = A(T ) and wa,b = wa,b(S, T ), then
〈(BA)hej , (BA)hek〉S ≥ |Fℓ(T )|
≥ 〈(BA)hej, (BA)hek〉S − ℓ wℓ−1,ℓ
− ℓ2(∆(t))ℓ−1(∆(S))ℓ−2 max
⌊ℓ/3⌋≤a≤ℓ−2
wa,a+wa,a−1∆(S)
(∆(t)∆(S))a
.
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(b) If T ′ ∈ S(t, jk), B′ = A(T ′) and w′a,b = wa,b(S, T ′), then
〈(B′A)h−1B′ej, (B′A)hB′ek〉S ≥ |Bℓ(T ′)|
≥ 〈(B′A)h−1B′ej , (B′A)hB′ek〉S − ℓ w′ℓ−2,ℓ+1
− ℓ2(∆(t))ℓ−1(∆(S))ℓ−2 max
⌊ℓ/3⌋≤a≤ℓ−2
w′a,a+w
′
a−1,a∆(S)
(∆(t)∆(S))a
.
Proof. Observe that components of (BA)hej correspond to counts for walks of length
2h which alternate between edges of S and T starting from vertex j and an edge from
S. We call such walks ST -alternating walks. Clearly, this gives an upper bound for the
number of walks that alternate between S − T and T . Any ℓ-switching is determined by
the sequence j = u1, v1, . . . , uℓ, vℓ = k which consists of edge vh+1uh+1 and two walks of
length 2h which alternate between T and S − T starting from vertices j, k. Summing
over all choices of vh+1uh+1 ∈ S and estimating the choice for walks by corresponding
components of (BA)hej and (BA)
hek, we prove the upper bound for |Fℓ(T )|.
The argument above counts ST -alternating walks W = u1, v1, . . . , uℓ, vℓ such that
u1 = j and vℓ = k but some of them may be not valid ℓ-switchings. This could happen
in the following cases:
1) one of edges uivi which we choose from S belongs also to T ;
2) collision of an edge from S, i.e {ui, vi} = {ui′, vi′} for some i 6= i′;
3) collision of an edge from T , i.e {vi, ui+1} = {vi′, ui′+1} for some i 6= i′.
Note that we do not need to consider collisions of edges from S and edges from T sepa-
rately since it is already covered by the case 1). Then,
|Fℓ(T )| ≥ 〈(BA)hej, (BA)hek〉S −N1 −N2 −N3, (6.4)
where N1, N2, N3 denote the number of not-valid choices for W corresponding to cases
1), 2), 3), respectively.
Recalling definition (6.3), we get that, for any fixed i, the number of choices for W
that uivi ∈ T is at most wℓ−1,ℓ, since W consists of ℓ edges from T and ℓ− 1 edges of S.
Letting ℓ for the number of choices for i, we get that
N1 ≤ ℓ wℓ−1,ℓ.
Next, consider the collision of edges from S. For any fixed i < i′, we count the
number of ways to choose three ST -alternating walks W1 = u1, v1, . . . , vi−1, ui, W2 =
ui+1, ui+1, . . . , vi′−1ui′, W3 = vi′ , ui′+1, . . . , uℓ, vℓ and two edges uivi ∈ S, viui+1 ∈ T such
that u1 = j, vℓ = k and {ui, vi} = {ui′, vi′}. Note that W1, W2, W3 have even lengths and
letW ∗ be the longest (or one of the longest) among them. IfW ∗ consists of 2a edges then,
clearly, 6a ≥ 2ℓ − 4 (the length of W is 2ℓ − 1 but we need to remove uivi = ui′vi′ and
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viui+1) and so a ≥ ⌊ℓ/3⌋. We also have a < ℓ−1 sinceW ∗ is at mostW without two edges.
The number of ways to specify identities of all vertices of u1, v1, . . . , uℓ, vℓ except u1 = j,
vℓ = k and a − 1 internal vertices of W ∗ is bounded above by (∆(T ))ℓ−a−1(∆(S))ℓ−a−2.
Indeed, once a vertex is specified and we know that the next edge should be in S (or T )
then the number of choices for the next vertex is at most ∆(S) (or ∆(T )). Overall we
have ℓ− a − 1 edges of T and ℓ− a − 1 edges of S in W −W ∗ because of the repeated
edge uivi = ui′vi′ but one of edges in S is not needed for specifications of vertices (we
either have a cycle or W −W ∗ contains both j and k). Given its endpoints the number
of ways to choose W ∗ is bounded above by wa,a. Allowing ℓ
2 for the choice of i, i′ and for
specifying between ui = vi′ or ui = ui′, we get that
N2 ≤ ℓ2 max
⌊ℓ/3⌋≤a≤ℓ−2
wa,a · (∆(T ))ℓ−a−1(∆(S))ℓ−a−2.
To bound N3, we estimate the number of choices for W such that {vi, ui+1} =
{vi′ , ui′+1}. In this case, for any fixed i < i′, we specify W by choosing three ST -
alternating walks W1 = u1, v1, . . . , ui, vi, W2 = ui+1, vi+1, . . . , ui′vi′ , W3 = ui′+1, . . . , vℓ
and one edge viui+1 = vi′ui′+1 ∈ T . Note that W1, W2, W3 have odd lengths with a first
and last edge in S. Let W ∗ be the longest (or one of the longest) among them. If W ∗
consists of 2a− 1 edges then, clearly, 6a− 3 ≥ 2ℓ− 3 (the length of W is 2ℓ− 1 but we
need to remove viui+1 = vi′ui′+1 ) and so a ≥ ⌊ℓ/3⌋. Also a < ℓ− 1 since each of W1, W2,
W3 has at least one edge. Arguing similarly as in the previous paragraph, we get that
N3 ≤ ℓ2 max
⌊ℓ/3⌋≤a≤ℓ−2
wa,a−1 · (∆(T )∆(S))ℓ−a−1.
Part (a) now follows from (6.4).
Part (b) is proven is completely in a similar way to part (a). The number walks of
length 2ℓ− 1 from j to k which alternate between edges of S and T ′ starting from a edge
in T ′ equals 〈(B′A)h−1B′ej, (B′A)hB′ek〉S which is an upper bound for the number of
inverse ℓ-switchings. For the lower bound, we need again to consider three cases when
the constructed walk is not a valid inverse ℓ-switching: an edge from S also belongs to
S; collision of an edge from T ; collision of an edge from T . Let N ′1, N
′
2, N
′
3 corresponds
to the counts for theses cases. Then, we have N ′1 ≤ ℓw′ℓ−2,ℓ+1 because such walks consist
of ℓ− 2 edges from S and ℓ + 1 edges from T . For edge collisions, we consider the same
splits into three walks and edges as in part (a) but with swapped roles of S and T . This
leads to the following bounds:
N ′2 ≤ ℓ2 max
⌊ℓ/3⌋≤a≤ℓ−2
w′a,a · (∆(T ))ℓ−a−1(∆(S))ℓ−a−2,
N ′3 ≤ ℓ2 max
⌊ℓ/3⌋≤a≤ℓ−2
w′a−1,a · (∆(T )∆(S))ℓ−a−1.
Part (b) follows.
As a demonstration of the method, we start from the case of dense S and then we
proceed to Lemma (4.7) in a sparse setting.
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6.1 Dense S
When degrees of S are linear, we essentially need only assumption (A3) of Lemma 4.7
while assumptions (A1) and (A2) can be significantly simplified, see the lemma below.
Lemma 6.2. Let ε ∈ (0, 1) be a constant and S be a graph on n vertices such that
∆(S)− rng(S) ≥ εn, and
∣∣∣∣log 〈x,y〉S‖x‖1‖y‖1∆(S)/n
∣∣∣∣ ≤ γ,
for all x,y ∈ [0, 1]n with ‖x‖1, ‖y‖1 ≥ ε6n. Let t be a degree sequence such that there
exist a t-factor of S and
∆(t) = o(n),
∆(t)− rng(t)
∆(t)
≥ ε.
Then, for any jk ∈ S,
P(jk ∈ St) = exp
(
O
(
γ +
rng(S)
∆(S)−rng(S) +
∆(t)
n
+
rng(t)
∆(t)−rng(t)
)) ∆(t)
∆(S)
.
Proof. We fix ℓ = 7. Using Lemma 6.1, we will estimate Fℓ(T ) for T ∈ S(t, jk) and
Bℓ(T ′) for T ′ ∈ S(t, jk). Let A = A(S), B = A(T ), B′ = A(T ′). Using assumptions and
‖Aej‖∞, we find, for h = 1, 2, 3,
‖(BA)hej‖1
‖(BA)hej‖∞ ≥
(tminsmin)
h
‖B‖h∞‖A‖h−1∞ ‖Aej‖∞
≥ ε2h−1smin ≥ ε5n.
Similarly, using ‖Av‖∞ ≤ ‖v‖1, we get
‖(B′A)hB′ej‖1
‖(BA)hB′ej‖∞ ≥
(tminsmin)
htmin
‖B′‖h∞‖A‖h−1∞ ‖AB′ej‖∞
≥ ε2h−1 smintmin‖B′ej‖1 ≥ ε
2hsmin ≥ ε6n.
Note also that
‖(BA)hej‖1 = (∆(t)∆(S))h exp
(
O
(
rng(S)
smin
+
rng(t)
tmin
))
,
‖(B′A)hB′ej‖1 = (∆(t))h+1(∆(S))h exp
(
O
(
rng(S)
smin
+
rng(t)
tmin
))
.
Using also similar bounds for ek and the assumption on 〈x,y〉S, we find that
〈(BA)3ej , (BA)3ek〉S = exp
(
O
(
γ +
rng(S)
smin
+
rng(t)
tmin
))
∆(t)6∆(S)7/n,
〈(B′A)2B′ej, (B′A)3B′ek〉S = exp
(
O
(
γ +
rng(S)
smin
+
rng(t)
tmin
))
∆(t)7∆(S)6/n.
Next, we need to bound quantities wa,b and w
′
a,b that appear in the lower bounds of
Lemma 6.1. Consider any product P of a ≥ 1 factors A and b factors B. Representing
P = P1AP2, we get that
‖P1AP2ei‖∞ ≤ ‖P1‖∞‖P2ei‖1 ≤ ∆(S)a−1∆(t)b ≤ ∆(S)a∆(t)b/εn.
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Thus, we estimate w6,7 = O(∆(S)
6∆(t)7/n), w′5,8 = O(∆(S)
5∆(t)8/n) and
max
2≤a≤5
wa,a + wa,a−1∆(S)
(∆(S)∆(t))a
= O(1/∆(t)), max
2≤a≤5
w′a,a + w
′
a−1,a∆(S)
(∆(S)∆(t))a
= O(1/n).
Thus, applying Lemma 6.1, we conclude that
|Fℓ(T )| = exp
(
O
(
γ +
rng(S)
smin
+
rng(t)
tmin
+
∆(t)
n
))
∆(t)6∆(S)7/n,
|Bℓ(T ′)| = exp
(
O
(
γ +
rng(S)
smin
+
rng(t)
tmin
+
∆(t)
n
))
∆(t)7∆(S)6/n.
Combining (6.1) and (6.2) completes the proof.
6.2 Preliminaries for sparse S
For a sparse S, estimating |Fℓ| and |Bℓ| accurately is a non-trivial task and relies heavily
on the pseudorandom properties of S. Here we prove bounds for the quantities wa,b(S, T )
which appear in Lemma 6.1. First we consider the case when both graphs are regular.
Lemma 6.3. Let T be a t-regular graph and S be a s-regular graph on the same vertex
set [n]. Assume that
∥∥A(S)− s
n
J
∥∥
2
≤ sn−α for some α, c > 0. Then, for any u, v ∈ [n]
and any integers a ≥ 1/α, b ≥ 0, we have
wab(S, T ) ≤ 2s
atb
n
.
Proof. Let A = A(S) and B = B(T ). Consider any matrix P which is a product of a
factors A and b factors B Let P˜ denote the matrix obtained by replacing all factors A in
P by A − s
n
J . Write ei = 1/n + v, where 1 is the vector with all components equal 1.
Note that A1 = s1, B1 = t1 and v ⊥ 1. Since operators A and A− s
n
J act identically
on the space orthogonal to 1, we find that Pv = P˜v. Using ‖v‖2 ≤ ‖ei‖2 = 1 and
‖B‖2 ≤ ‖B‖∞ = t, we obtain that
‖Pei‖∞ ≤ ‖P1‖∞
n
+
∥∥∥P˜v∥∥∥
∞
≤ ‖P1‖∞
n
+
∥∥∥P˜v∥∥∥
2
≤ s
atb
n
+ ‖(A− s
n
J)‖a2 · ‖B‖b2 ≤
satb
n
+ satbn−aα ≤ 2s
atb
n
.
Taking the maximum over all i and P completes the proof.
We will need a bound similar to Lemma 6.3 for non-regular S and T as well. For this
purpose, we construct regular supergraphs S˜ ⊇ S and T˜ ⊇ T and estimate
wa,b(S, T ) ≤ wa,b(S˜, T˜ ). (6.5)
The next lemma shows that if G is a graph with small rng(G) then there exists a regular
supergraph G˜ ⊇ G which is not much bigger than G.
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Lemma 6.4. Let G be a graph on n vertices such that ∆(G) + 3 rng(G) < n/4. If d is
an even number that
∆(G) + rng(G) ≤ d ≤ ∆(G) + 2 rng(G)
then there exists a d-regular supergraph G˜ of G.
Proof. If rng(G) = 0 there is nothing to prove as we can take G˜ = G. Thus, we may
assume otherwise. Define sequence r = (r1, . . . , rn) by ri = d− dG(i), where dG(i) is the
degree of vertex i in G. It is sufficeint to find a r-factor of Kn −G because the union of
this r-factor and G gives our desired G˜.
By the assumptions, for all vertices i, we have
rng(G) ≤ d−∆(G) ≤ ri ≤ d−∆(G) + rng(G) ≤ 3 rng(G). (6.6)
Then, for any U ⊆ [n], we have
∑
i∈U
ri ≤ 3 rng(G) · |U | ≤ |U | · (|U | − 1) +
∑
i/∈U
min{|U |, ri}.
Indeed, if |U | ≥ 3 rng(G)+1 ≤ n/4 then the first term of the RHS is at least 3 rng(G) · |U |
and if |U | ≤ n/4 then the second term of the RHS is at least 3 rng(G)n/4 ≥ 3 rng(G) · |U |.
Also,
∑
i ri is even since d is even. By the Erdo˝s-Gallai theorem we conclude that r is a
graphical degree sequence.
Let R be a r-factor of Kn such that R∩G has the smallest number of edges. We use a
switching-type argument to show that that R ⊆ Kn −G. By contradiction, assume that
there is an edge u1v1 ∈ R ∩G. Consider edges u2v2 ∈ R such that u1u2 ∈ Kn − (R ∩G).
The number of choices for such u2v2 is at least(
n− 1− (∆(G)− 1)− (∆(R)− 1)) rng(G) > (n−∆(G)−∆(R)) rng(G).
The first factor in the LHS is corresponds to choices u2 that u1u2 /∈ R∪G and the second
factor in the LHS is a lower bound for the number of ways to choose v2 given u2 (by
(6.6)). Note that v1v2 ∈ R ∪ G for at most (∆(G) + ∆(R) − 2)∆(R) choices of u2v2
(estimating the number of ways to choose v2 and then u1). Also, v1 = v2 for at most
∆(R) choices of u2. By assumptions and using (6.6), we find that
(n−∆(G)−∆(R)) rng(G) > (∆(G) +∆(R)− 1)∆(R).
Therefore, we can find such u2v2 ∈ R that u1u2 /∈ R∪G and v1v2 /∈ R∪G and all vertices
u1, v1, u2, v2 are distinct. Then, we replace edges u1v1 and u2v2 by u1u2 and v1v2 we get
a r-factor which has less common edges with G than R does. This contradicts our choice
of R. Therefore, R ∩G should be empty which completes the proof
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6.3 Proof of Lemma 4.7.
If ∆(S ′) ≥ n/16 then the required probability bound follows from Lemma 6.2. Indeed,
take ε = (16β)−1 and observe that
∆(S)− rng(S) ≥ ∆(S ′)/β ≥ εn
∆(t)− rng(t)
∆(t)
≥ 1/β ≥ ε.
All assumptions of Lemma 6.2 are satisfied. In the following, we assume that ∆(S ′) <
n/16 which implies ∆(S ′) + 3 rng(S ′) < n/4 and ∆(t) + 3 rng(t) < n/4
Take ℓ to be the odd number from {⌈3/α⌉ + 3, ⌈3/α⌉ + 4}. Using Lemma 6.1, we
will estimate Fℓ(T ) for T ∈ S(t, jk) and Bℓ(T ′) for T ′ ∈ S(t, jk). Let A = A(S),
B = A(T ), B′ = A(T ′). Denote by smin = ∆(S) − rng(S) the smallest degree of S and
by tmin = ∆(t) − rng(t) the smallest component of t. Let S˜, T˜ be regular graphs given
by Lemma 6.4. We have
∆(S˜)
smin
≤ ∆(S
′) + 2 rng(S ′)
smin
≤ 1 + 3(∆(S
′)− smin)
smin
≤
(
∆(S ′)
smin
)3
.
Similarly, ∆(T˜ )/tmin ≤ (∆(t)/tmin)3. Note also that
‖A(S˜)− ∆(S˜)
n
J‖2 ≤ ‖A(S ′)− p′J‖2 + ‖A(S ′)−A(S˜)‖2 + |∆(S˜)− np′|
≤ ‖A(S ′)− p′J‖2 + 2|∆(S˜)−∆(S ′) + rng(S ′)|
≤ ‖A(S ′)− p′J‖2 + 6 rng(S ′) ≤ n−α.
Combining Lemma 6.3 and estimate (6.5), we find that, for a ≥ 1/α,
wa,b(S, T ) ≤ wa,b(S˜, T˜ ) ≤ 2∆(S˜)
a∆(T˜ )b
n
≤ 2s
a
mint
b
min
n
(
∆(S ′)
smin
· ∆(t)
tmin
)max{a,b}
≤ 2s
a
mint
b
min
n
β3max{a,b}α.
(6.7)
The same bound holds for wa,b(S, T
′). Therefore, for 1/α ≤ h ≤ (ℓ− 1)/2, we have
‖(BA)hej‖1
‖(BA)hej‖∞ ≥
(smintmin)
h
wh,h
≥ nβ−3hα/2 ≥ nβ−11/2,
‖(B′A)hB′ej‖1
‖(BA)hB′ej‖∞ ≥
shmint
h+1
min
wh,h
≥ nβ−3(h+1)α/2 ≥ nβ−14/2.
Note also that
‖(BA)hej‖1 = (∆(t)∆(S))h exp
(
O
(
rng(S)
αsmin
+
rng(t)
αtmin
))
,
‖(B′A)hB′ej‖1 = (∆(t))h+1(∆(S))h exp
(
O
(
rng(S)
αsmin
+
rng(t)
αtmin
))
.
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Using also similar bounds for ek and the assumption on 〈x,y〉S, we find that
〈(BA) ℓ−12 ej , (BA)( ℓ−12 ek〉S = exp
(
O
(
γ +
rng(S)
αsmin
+
rng(t)
αtmin
))
∆(t)ℓ−1∆(S)ℓ/n,
〈(B′A) ℓ−32 B′ej, (B′A) ℓ−12 B′ek〉S = exp
(
O
(
γ +
rng(S)
αsmin
+
rng(t)
αtmin
))
∆(t)ℓ∆(S)ℓ−1/n.
Next, we apply (6.7) to bound quantities wa,b and w
′
a,b that appear in the lower bounds
of Lemma 6.1. Thus, we find that
ℓwℓ−1,ℓ = O
(
∆(S)ℓ−1∆(t)ℓ
αn
)
, ℓ2 max
⌊ℓ/3⌋≤a≤ℓ−2
wa,a + wa,a−1∆(S)
(∆(S)∆(t))a
= O
(
∆(S)
α2n∆(t)
)
,
ℓwℓ−2,ℓ+1 = O
(
∆(S)ℓ−2∆(t)ℓ+1
αn
)
, ℓ2 max
⌊ℓ/3⌋≤a≤ℓ−2
w′a,a + w
′
a−1,a∆(S)
(∆(S)∆(t))a
= O
(
1
α2n
)
.
Applying Lemma 6.1, we conclude that
|Bℓ(T )|
|Fℓ(T ′)| = exp
(
O
(
γ +
rng(S)
αsmin
+
rng(t)
αtmin
+
∆(t)
α∆(S)
+ 1
α2∆(t)∆(S)
)) ∆(t)
∆(S)
.
The error terms Combining (6.1) and (6.2) completes the proof.
7 Appendix
Here we collect the technical lemmas that are used in the proofs. This section is self-
contained and does not rely on assumptions other than those stated.
7.1 Some properties of G(n, p)
In this section we establish asymptotic probability bounds as n → ∞ for the random
graph G ∼ G(n, p) to satisfy certain properties needed in Section 4.3.
Lemma 7.1. Let Ap be the adjacency matrix of G ∼ G(n, p) for some 1 ≥ p≫ log n/n.
Assume ε = ε(n) > 0 such that
√
logn
pn
≪ ε≪ 1 .Then
P (‖Ap − pJ‖2 ≤ εpn)) = 1− e−Ω(ε2p2n2),
where J denotes the n× n matrix with all entries equal 1.
Proof. For pn ≥ (log n)2, the assertion follows from [35, Theorem 1.4] and the concentra-
tion result [35, Theorem 1.2]. For smaller values of p, we use the bound for ‖Ap−EAp‖2
of [2, Corollary 3.3.] (which even has a better exponent in the probability estimate).
Observing that pJ − EAp = pI has a negligible spectral norm completes the proof.
Next, we prove that binomial random graphs are pseudorandom in a strong sense.
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Lemma 7.2. Let G ∼ G(n, p) for some 1 ≥ p ≫ log n/n. Assume ε = ε(n) > 0 such
that
√
logn
pn
≪ ε≪ 1 . Then, with probability 1− e−Ω(ε2pn2), we have
∣∣∣〈x,y〉G − p‖x‖1‖y‖1∣∣∣ ≤ εp‖x‖1‖y‖1
uniformly for all x,y ∈ [0, 1]n with ‖x‖1, ‖y‖1 = Ω(n), where 〈x,y〉G is defined according
to (4.7).
Proof. For any x,y ∈ [0, 1]n with ‖x‖1, ‖y‖1 = Ω(n), we have that
E〈x,y〉G = p‖x‖1‖y‖1 − p
n∑
j=1
xjyj =
(
1 +O(n−1)
)
p‖x‖1‖y‖1.
Note that Var〈x,y〉G ≤ 2pn2. Using McDiarmid’s inequality [26, Theorem 2.7] (with
V = Var〈x,y〉G, b = 2 and t = εp‖x‖1‖y‖1/2), we get
P
( |〈x,y〉G − E〈x,y〉G|
p‖x‖1‖y‖1 ≥ ε/2
)
≤ 2 exp
(
− (εp‖x‖1‖y‖1/2)
2
2Var〈x,y〉G + (2/3)εp‖x‖1‖y‖1
)
= e−Ω(ε
2pn2).
To make the probability estimate hold for all such x, y, we approximate them with
x′,y′ ∈ {j/n : j = 1, . . . , n}n such that ‖x − x′‖∞ ≤ n−1 and ‖y − y′‖∞ ≤ n−1.
Denoting 1 = (1, . . . , 1)T , we find that
〈x,y〉G = 〈x′,y′〉G+O(n−1)〈x′, 1〉G+O(n−1)〈1,y′〉G+O(n−2)〈1, 1〉G = 〈x′,y′〉G+O(n),
as 〈x′, 1〉G, 〈1,y′〉G ≤ 〈1, 1〉G ≤ n2. Observe that εp‖x‖1‖y‖1 ≫ n so all the error terms
are within the required range. Allowing n2n for choice of x′,y′, using the union bound
and recalling that n log n≪ ε2pn2, we complete the proof.
7.2 When common neighbours are not rare
Here, we explore the properties of graphs which any two vertices have sufficiently many
common neighbours.
Lemma 7.3. Let G be a graph on n vertices and γ > 0 be fixed. Assume that any
two vertices have at least γ∆
2
n
common neighbours in G, where ∆ = ∆(G). Then, the
following holds.
(a) The minimal degree of G is at least γ∆.
(b) For any x ∈ Rn, we have ∑jk∈G(xj + xk)2 ≥ γ4256‖x‖22.
Proof. For a vertex j let’s count its common neighbours with other vertices. Note that
any vertex is counted at most ∆−1 times (since it is already connected to j). Therefore,
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the degree of j is at least
(n−1)γ∆2
(∆−1)n ≥ γ∆ which proves (a). For the further argument,
note that γ ≤ 1.
Let QG denote the matrix defined by x
TQGx =
∑
jk∈G(xj + xk)
2. The matrix QG is
known as signless Laplacian matrix. From [10, Theorem 3.2], we find that all eigenvalues
of QG are bounded below by
ψ2(S)
4∆
, where
ψ(G) = min
{
εb(G[U ])+|∂G(U)|
|U | : ∅ 6= U ⊂ V (G)
}
,
where G[U ] denote the induced subgraph and εb(G[U ]) is the minimal number of edges
required to delete from the graph G[U ] to make it bipartite. Thus, to prove (b), it is
sufficient to show ψ(G) ≥ γ2
8
∆.
First, consider the case |U | ≤ n(1− γ/4). Observe that, for any common neighbour ℓ
of two vertices j ∈ U and k /∈ U , either jℓ or jk contributes to ∂GU . By the assumptions,
the number of choices of j, k and ℓ is at least |U |(n− |U |)γ∆2
n
. We need to divide by 2∆
to adjust over-counting. Thus, we get
|∂GU |
|U | ≥
(n−|U |)γ∆2
2n∆
≥ γ2
8
∆.
Now, assume |U | > n(1 − γ/4). Consider any partition (W1,W2) of U into two disjoints
sets. We may assume |W1| ≥ |W2|. If |W |2 ≤ γn/4 then, bounding degrees of vertices in
W1 below by γ∆ and degrees of vertices of W2 above by ∆, we get that
|∂GU |+ |E(G[W1])| ≥ γ∆|W1| −∆|W2| ≥ γ(1− γ/2− 1/4)∆n
≥ γ 3/4−γ/2
1−γ/4 ∆|U | ≥
γ
3
∆|U | > γ2
8
∆|U |.
If |W |2 > γn/4, observe that, for any common neighbour ℓ of two vertices j ∈ W1 and
k /∈ W2, at least one of {jℓ, kℓ} contributes to E(G[W1]) ∪ E(G[W2]) ∪ ∂G(U). By the
assumptions, the number of choices of j, k and ℓ is at least |W1||W2|γ∆
2
n
Dividing by 2∆
to adjust for over-counting, we get
|E(G[W1])|+ |E(G[W2])|+ |∂G(U)| ≥
|W1| |W2|γ∆
2
n
2∆
≥ (1− γ/2)γ2
4
n∆
≥ (1− γ/2)γ
2
4− γ ∆|U | >
γ2
8
∆|U |.
Combining above, we get in any case that
εb(G[U ])+|∂G(U)|
|U | ≥
γ2
8
∆. Part (b) follows.
7.3 Integration theorem
Here, we quote the results from [18]that were used in Section 5. For a domain Ω ⊆ Rn
and a twice continuously differentiable function q : Ω → C, define
H(q, Ω) = (hjk), where hjk = sup
x∈Ω
∣∣∣ ∂2q
∂xj∂xk
(x)
∣∣∣ .
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Theorem 7.4 (Theorem 4.4 of [18]). Let c1, c2, c3, ε, ρ1, ρ2, φ1, φ2 be nonnegative real
constants with c1, ε > 0. Let Q be an n × n positive-definite symmetric real matrix
and let T be a real matrix such that TTQT = I. Let Ω be a measurable set such that
Un(ρ1) ⊆ T−1(Ω) ⊆ Un(ρ2), and let f : Rn → C, g : Rn → R and h : Ω → C be
measurable functions. We make the following assumptions.
(a) c1(log n)
1/2+ε ≤ ρ1 ≤ ρ2.
(b) For x ∈ T (Un(ρ1)), 2ρ1 ‖T‖1
∣∣∣ ∂f
∂xj
(x)
∣∣∣ ≤ φ1n−1/3 ≤ 23 for 1 ≤ j ≤ n and
4ρ21 ‖T‖1 ‖T‖∞ ‖H(f, T (Un(ρ1)))‖∞ ≤ φ1n−1/3.
(c) For x ∈ Ω, ℜf(x) ≤ g(x). For x ∈ T (Un(ρ2)), either
(i) 2ρ2 ‖T‖1
∣∣∣ ∂g
∂xj
(x)
∣∣∣ ≤ (2φ2)3/2n−1/2 for 1 ≤ j ≤ n, or
(ii) 2ρ2 ‖T‖1
∣∣∣ ∂g
∂xj
(x)
∣∣∣ ≤ φ2n−1/3 for 1 ≤ j ≤ n and
4ρ22 ‖T‖1 ‖T‖∞ ‖H(g, T (Un(ρ2)))‖∞ ≤ φ2n−1/3.
(d) |f(x)|, |g(x)| ≤ nc3ec2xTQx/n for x ∈ Rn.
Let X be a random variable with the normal density π−n/2|Q|1/2e−xTQx. Then, provided
Vf(X) = E(f(X)− E f(X))2 and Var g(X) are finite and h is bounded in Ω,∫
Ω
e−x
TQx+f(x)+h(x) dx = (1 +K)πn/2|Q|−1/2eE f(X)+ 12 E(f(X)−E f(X))2,
where, for some constant C depending only on c1, c2, c3, ε,
|K| ≤ Ce 12 Varℑf(X)
(
eφ
3
1+e
−ρ21/2 − 1
+
(
2eφ
3
2+e
−ρ21/2 − 2 + sup
x∈Ω
|eh(x) − 1|) eE(g(X)−ℜf(X))+ 12 (Var g(X)−Varℜf(X))).
In particular, if n ≥ (1 + 2c2)2 and ρ21 ≥ 15 + 4c2 + (3 + 8c3) logn, we can take C = 1.
In order to apply Theorem 7.4, we need to verify that T exists and satisfies all required
conditions. The following lemma is the special case of [18, Lemma 4.9] (for trivial kerQ
and γ = µmin/dmax). Recall that ‖ · ‖max stands for the maximum of the absolute values
of the elements of a given matrix.
Lemma 7.5. Let Q be an n×n real symmetric matrix with positive minimum eigenvalue
µmin. Let D be a diagonal matrix such that ‖Q−D‖max ≤ rdmin/n for some r. Assume
the diagonal entries of D are in [dmin, dmax] for some dmax ≥ dmin > 0, then
(a) ‖Q−1 −D−1‖max ≤ r(rdmax + µmin)
µmindminn
.
Furthermore, there exists a real matrix T such that TTQT = I and
(b) ‖T‖1, ‖T‖∞ ≤ rd
1/2
max + µ
1/2
min
µ
1/2
mind
1/2
min
.
(c) ‖T−1‖1, ‖T−1‖∞ ≤ (r + 1)(rdmax + µ
1/2
mind
1/2
max)
µ
1/2
min
.
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7.4 Weighted graphs and norm bounds
In the case when the matrix has a specific graph-related structure, the bounds of Lemma
7.5 can be improved. For a graph G on n vertices and weights W = (wjk), define the
symmetric matrix QW by
xTQWx =
∑
jk∈G
wjk(xj + xk)
2. (7.1)
Observe that if wjj = 0 for all j then D = QW −W is the diagonal matrix with the same
diagonal elements as in QW .
Lemma 7.6. Let G be a graph on n vertices. Assume that ∆ = ∆(G) = Ω(n1/2) and the
number of common neighbours of any two vertices in S is Θ
(
∆2
n
)
. Take n × n matrix
W = (wjk) with positive real entries such that wjk = Θ(1) if jk ∈ G and wjk = 0
otherwise. Then, the following holds.
(a) The diagonal elements of QW are Θ(∆).
(b) If Q−1W = (σjk) then σjk =


Θ
(
1
∆
)
, if j = k,
O
(
1
∆2
)
, if jk ∈ G,
O
(
1
∆n
)
, otherwise.
(c) There exists a real matrix T such that TTQWT = I and
‖T‖1, ‖T‖∞ = O
(
∆−1/2
)
, ‖T−1‖1, ‖T−1‖∞ = O
(
∆1/2
)
.
(d) Let G′ be the graph obtained by deleting vertex 1 from G and W ′ be formed by
deleting one row and one column from W. Define Q′W to be the matrix of (7.1) for
G′ and W ′. Then, |QW | = O(∆)|Q′W |.
Proof. In Lemma 7.3(a) we prove that all degrees of G are Θ(∆). Thus, the diagonal
elements of QW are Θ(∆). From Lemma 7.3(b), we find that for any non-trivial x ∈ Rn
xTQWx
‖x‖22
= Θ(1)
∑
jk∈S(xj + xk)
2
‖x‖22
= Ω(∆). (7.2)
Therefore, the eigenvalues of QW are Θ(∆). Let
Q˜ = (I − 1
2
WD−1)QW (I − 12D−1W ) = D − 34WD−1W + 14WD−1WD−1W.
Using the upper bound on the number of common neighbours in G, we find that the off-
diagonal elements of WD−1W are O
(
∆
n
)
, while its diagonal elements are O (1). Then,
all elements of WD−1WD−1W are O
(
∆
n
+ 1
∆
)
= O
(
∆
n
)
. Then, we get that
‖Q˜− D˜‖max = O
(
∆
n
)
and ‖D˜ −D‖max = O(1),
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where D˜ is the diagonal matrix with the same diagonal as Q˜. Next, observe,
‖D − 1
2
W‖∞, ‖D − 12W‖1 = O(∆),
‖(D − 1
2
W )−1‖∞, ‖(D − 12W )−1‖1 = O
(
1
∆
) (7.3)
Using part (a) and recalling (7.2), we find that all eigenvalues of Q˜ are Θ(∆). Thus, we
can apply Lemma 7.5(a) to matrix Q˜ to obtain that
‖Q˜−1 − D˜−1‖max = O
(
1
∆n
)
.
Observe that ‖D˜−1 −D−1‖max = O
(
1
∆2
)
and
Q−1W = D
−1(D − 1
2
W )Q˜−1(D − 1
2
W )D−1.
Since ‖XY ‖max ≤ ‖X‖∞‖Y ‖max and ‖XY ‖max ≤ ‖X‖max‖Y ‖1, we get from (7.3)
‖(I − 1
2
D−1W )(Q˜−1 − D˜−1)(I − 1
2
WD−1)‖max = O
(
1
∆n
)
.
Arguing as before to bound entries of D−1WD˜−1WD−1, the part (b) follows.
From Lemma 7.5(bc), we find a real matrix T˜ such that T˜ T Q˜T˜ = I and
‖T˜‖1, ‖T˜‖∞ = O
(
∆−1/2
)
, ‖T˜−1‖1, ‖T˜−1‖∞ = O
(
∆1/2
)
.
Taking T = D−1(W − 1
2
W )T˜ and using (7.3), we prove (c).
For (d), we write the matrix QW = (qjk) as follows.
QW =
(
q11 q
T
q Q′W + diag(q)
)
,
where q = (q12, . . . , q1n) and diag(q) is a diagonal matrix with the elements of q down the
diagonal. Now perform the first step of Gaussian elimination by subtracting multiples of
the first row from the other rows. The result is(
q11 q
T
0 Q′W + diag(q)− q−111 aaT
)
,
Consequently, |QW | = q11|Q′W + diag(q)− q−111 qqT | = q11|Q′W | |I +B| where
B = (Q′W )
−1(diag(q)− q−111 qqT ).
Observe that G′ and W ′ satisfy all assumptions of Lemma (7.6). Then, all eigenvalues
of B are real since Q′W is positive definite symmetric by (7.2) and (diag(q)− q−111 qqT ) is
symmetric. Consequently,
|I +B| = exp(trB +O(trB2))
Let B = (bjk). From (b), we find that bjk = O
(
1
∆
)
. Oberving also that bjk = 0 for all
1k /∈ S, we get that
trB =
∑
j: 1j∈S
bjj = O(1), trB
2 =
∑
jk: 1j∈S, 1k∈S
bjkbkj = O(1).
By (a), we have q11 = Θ(∆), therefore |QW | = O(∆)|Q′W |.
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