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TYPE-ZERO TERNARY CORNERS
Y. ESTAREMI AND M. MATHIEU
Dedicated to the memory of Richard M. Timoney (1953–2019).
Abstract. In this paper we discuss the relationship between a TRO T and a sub-
TRO S that is the range of a TRO-conditional expectation on T , a ternary corner,
by investigating a special class D of bounded linear maps on T . We pay particular
attention to the case when the TROs contain partial isometries.
1. Introduction
A ternary ring of operators (TRO) between Hilbert spaces K and H is a norm-closed
subspace X of B(K,H) which is algebraically closed under the ternary product [x, y, z] =
xy∗z for all x, y, z ∈ X . A TRO X ⊆ B(K,H) is called a W ∗-TRO if it is weak∗ closed
in B(K,H). TROs are widely studied by many authors; for instance, in [11], the authors
proved that TROs form a special class of concrete operator spaces and characterized
TROs in terms of the operator space theoretic properties. The interconnections between
TROs and JC*-triples are studied in [4, 5, 6]; compare also [3]. It is well known that
an operator space is injective if and only if it is completely isometric to a ternary
corner of an injective C*-algebra (see, e.g., [1]). A fundamental tool to study TROs
is the construction of the linking algebra, that is, a particular C*-algebra containing
the related TRO as a corner. TROs and their associated linking algebras share many
common properties wherefore the application of operator algebraic methods simplifies
the study of TROs that are not algebras themselves. Basic properties of TROs are
discussed in, e.g., [1, 8, 10, 12, 15] and references therein.
In [7], the authors studied the relationship between unital C*-algebras and their unital
C*-subalgebras that are the range of a C*-conditional expectation by defining a special
class of bounded linear maps on the underlying C*-algebra. Inspired by this, in the
present paper, we are going to give a similar characterization by introducing a new class
of bounded linear maps on a TRO to study sub-TROs which are the range of a TRO-
conditional expectation. The main tool that we use in the proofs are the contractive
projections (equivalently, TRO-conditional expectations) on TROs and their properties.
Projections and contractive projections on TROs are studied in [2, 8, 12, 13, 14], for
example. Our results extend some results from [7] to the setting of TROs.
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In Section 2 we define a condition (called type-zero) for a sub-TRO S by using an
approximate unit of the left linking algebra of S, which is similar to the one defined for
C*-subalgebras in [7]. We also introduce an improvement of this condition (restricted
type-zero). We prove that every TRO-conditional expectation is an extension of another
TRO-conditional expectation that is defined on a further sub-TRO and is unique. The
sub-TRO S of T is restricted type-zero if and only if S contains no non-zero TRO-
left ideal of T . Some other related results are obtained. At the end of Section 3,
using the operators associated to a TRO-conditional expectation, we show that, under
a weak condition and without loss of generality, we can assume a sub-TRO be type-zero
(Theorem 3.7). If a sub-TRO which is the range of a TRO-conditional expectation is
type-zero, then the corresponding conditional expectation is faithful.
In Section 4 we apply the results of Section 2 to the case when S contains a partial
isometry e such that ee∗s = se∗e = s for all s ∈ S.
2. Type-zero TROs
Let B(K,H) denote the space of bounded linear operators from the Hilbert space K
into the Hilbert space H . Let T ⊆ B(K,H) be a TRO. Also, let LT and RT be the
C*-algebras generated by T T ∗ and T ∗T , respectively (where T ∗ = {x∗ | x ∈ T }). It
is known that T T ∗T is norm dense in T . A norm-closed subspace J in a TRO T is
called a TRO-left ideal if T T ∗J ⊆ J and TRO-right ideal if J T ∗T ⊆ J , and a TRO
ideal if both conditions are satisfied. If J is a TRO ideal, then T J ∗T ⊆ J .
Let T be a TRO. By a TRO-conditional expectation on T we mean a completely
contractive projection on T (where T is equipped with the canonical operator space
structure inherited from B(K,H)) or, equivalently, a continuous linear map E : T → T
satisfying E ◦ E = E and, for all x, y, z ∈ T ,
(2.1) E(x)E(y)∗E(z) = E(xE(y)∗E(z)) = E(E(x)y∗E(z)) = E(E(x)E(y)∗z).
It follows that the range of E is a closed sub-TRO of T (consisting of the fixed points
of E) and T = S ⊕ K where S and K are the range and the kernel of E , respectively.
Moreover, from (2.1),
(2.2) SS∗K ⊆ K, KS∗S ⊆ K,
so that the kernel K can be regarded as a bimodule over the left and right C*-algebras
of S (see [8, 12]). Now we define the ternary corners in TROs which are our main object
of investigation.
Definition 2.1. Let T be a TRO and let S be a sub-TRO of T . Then S is called
a ternary corner of T if there is a Banach space K ⊆ T such that T = S ⊕ K and
condition (2.2) holds for K (cf. [12, Section 4.1]).
It is not difficult to prove that a sub-TRO S of the TRO T is a ternary corner if and
only if there is a TRO-conditional expectation E on T such that E(T ) = S. See, e.g.,
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[12, Theorem 4.1.3]. For a sub-TRO S ⊆ T we define
S1 = {x ∈ T : T T
∗x ⊆ S}.
In the next proposition we obtain some basic properties of S1.
Proposition 2.2. For a ternary corner S in a TRO T , the following facts hold:
(a) S1 is a TRO-left ideal in T and a TRO-right ideal in S.
(b) S1 ⊆ S and S1 is norm closed.
(c) If I is a TRO-left ideal in T which is contained in S, then I ⊆ S1.
(d) S is a TRO-left ideal if and only S = S1.
Proof. (a) For every y, z ∈ T and x ∈ S1 we have
T T ∗yz∗x ⊆ T z∗x ⊆ S,
and so yz∗x ∈ S1, i.e., T T
∗S1 ⊆ S1. Hence S1 is a TRO-left ideal in T . And clearly for
each x ∈ S1 we have
T T ∗xS∗S ⊆ SS∗S ⊆ S,
which means that S1 is a TRO-right ideal in S.
(b) Let {uα} be an approximate unit of LT . Then for every y, z ∈ T we have
‖yz∗ − uαyz
∗‖ → 0, ‖yz∗ − yz∗uα‖ → 0
and so for x ∈ S1 we have
‖x− uαx‖
2 = ‖(x− uαx)(x− uαx)
∗‖
= ‖xx∗ − uαxx
∗ − xx∗uα + uαxx
∗uα‖
≤ 2‖xx∗ − uαxx
∗‖ → 0.
Since uαx ∈ S and S is norm closed, it follows that x ∈ S. Thus S1 ⊆ S. Moreover, if
{xα} ⊆ S1, x ∈ S and ‖xα − x‖ → 0, then we have
‖yz∗xα − yz
∗x‖ ≤ ‖y‖‖z‖‖xα − x‖ → 0.
Hence S1 is norm closed.
(c) If I is a TRO-left ideal in T which is contained in S, then T T ∗I ⊆ I ⊆ S, hence
I ⊆ S1.
(d) This is clear by definition. 
Remark 2.3. If T and S are W ∗-TROs, then S1 is also closed in the weak operator
topology.
Now we characterize when a ternary corner S is a TRO-ideal.
Proposition 2.4. Let S be a ternary corner of T with T = S ⊕ K. Then S is a
TRO-ideal if and only if KS∗S = {0} and SS∗K = {0}.
Proof. Let S be a TRO-ideal. Then S is a TRO-left ideal and T T ∗S ⊆ S. So KS∗S ⊆
S. Moreover, we have KS∗S ⊆ K. Therefore
KS∗S ⊆ S ∩ K = {0}.
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Since S is a TRO-right ideal, then ST ∗T ⊆ S and so SS∗K ⊆ S. Moreover, by
definition we also have SS∗K ⊆ K. Therefore
SS∗K ⊆ S ∩ K = {0}.
Conversely, let KS∗S = {0} and SS∗K = {0}. Since SS∗S is norm dense in S and
KK∗SS∗S = K(SS∗K)∗S, SS∗SK∗K = S(KS∗S)∗K,
then we get that SK∗S = {0} = KK∗S and SS∗K = {0}. Consequently, we have
T T ∗S = SS∗S +KS∗S + SK∗S +KK∗S ⊆ S
which tell us that S is a TRO-left ideal in T . And similarly we get that
ST ∗T ⊆ S.
Hence S is a TRO-right ideal in T . 
A similar argument as in the proof of Proposition 2.2, part (b) together with the
continuity and module properties of E shows that, for every x ∈ LS , z ∈ RS and y ∈ T ,
the following identities hold:
(2.3) E(xy) = xE(y), E(yz) = E(y)z.
Let x ∈ T = S ⊕ K and write x = s +m for unique s ∈ S and m ∈ K. Let {cα} be
an approximate unit in LS . Then limα cαs = s and therefore limα cαx = s + limα cαm
provided the latter limit exists. Similarly, if limγ mdγ exists, then limγ xdγ = s +
limγ mdγ where {dγ} is an approximate unit in RS . Under these assumptions, it follows
that for all x ∈ T the nets {cαx} and {xdγ} converge.
Now we define
S0 = {x ∈ T : for all y, z ∈ T , lim
α
(yz∗cαx) exists and belongs to S}.
In the sequel we will see that the definition of S0 is independent of the choice of ap-
proximate unit.
Let S be a ternary corner in T . By definition of S0 we have S1 ⊆ S0; in fact, since
S1 ⊆ S and for every x ∈ S we have ‖x − cαx‖ → 0, lim(yz
∗cαx) = yz
∗x ∈ S, for all
y, z ∈ T . Consequently, we get that S1 ⊆ E(S0).
On the other hand, if x ∈ S0, then by definition, for every t ∈ LT , the net {tcαx}
converges to an element of S; in particular, for every s ∈ LS , the net {scαx} converges
to an element of S. Hence, if we choose a fixed α0 ∈ I, then limα(cα0cαx) ∈ S and so
lim
α
(cα0cαx) = E(lim
α
(cα0cαx))
= lim
α
cα0cαE(x)
= cα0E(x).
Also, we have limα(cα0cα)x = cα0x; therefore cα0E(x) = cα0x. Since cα0 is arbitrary and
limα cαE(x) = E(x), E(x) = limα cαx. Therefore yz
∗E(x) = limα yz
∗cαx ∈ S. Hence
E(x) ∈ S1. From these observations we have the following proposition.
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Proposition 2.5. Let T and S be TROs with S ⊆ T . If E : T → T is a TRO-
conditional expectation corresponding to S, then we have
(2.4) S0(T |S) := S0 = {x ∈ T : E(x) ∈ S1}
or, equivalently, E(S0) = S1. Moreover, E|S0 : S0 → S0 is the unique TRO-conditional
expectation onto S1.
Note that one inclusion in (2.4) follows from E(S0) ⊆ S1 whereas the reverse inclusion
from the fact, as shown above, that lim(yz∗cαE(x)) = yz
∗E(x) ∈ S, for all y, z ∈ T and
E(x) ∈ S1.
Since S1 is norm closed, S0 is also norm closed. We next introduce the main concept
of this paper.
Definition 2.6. A sub-TRO S ⊆ T is called type-zero if S0 = {0}. Also, S is called
restricted type-zero if S1 = {0}.
Corollary 2.7. If S is a type-zero ternary corner, then its corresponding conditional
expectation is faithful, i.e., K = {0}. Moreover, if the conditional expectation corre-
sponding to S is faithful, then S1 = S0.
Remark 2.8. By Proposition 2.2 and Definition 2.6 we obtain that the sub-TRO S of
T is restricted type-zero if and only if S contains no non-zero TRO-left ideal of T . If
S is restricted type-zero, then S contains no non-zero TRO ideal of T .
Let us look at an example (cf. also [12, Section 4.5]). Let H be an arbitrary non-zero
complex Hilbert space. For non-zero vectors ξ, ζ ∈ H , consider the rank-one operator
ξ ⊗ ζ∗ : H → H, ξ ⊗ ζ∗(γ) = 〈γ, ζ〉ξ, γ ∈ H.
Let ξ⊗ ξ∗ be a rank-one self-adjoint projection. The column Hilbert space Hc is defined
as follows
Hc = B(H)(ξ ⊗ ξ
∗) = {η ⊗ ξ∗ : η ∈ H},
with the inner product 〈η⊗ ξ∗, ζ ⊗ ξ∗〉 = 〈η, ζ〉 for ζ, η ∈ H . It is easy to see that Hc is
a norm closed subspace of B(H) and closed under the ternary product; indeed we have
(η1 ⊗ ξ
∗)(η2 ⊗ ξ
∗)∗(η3 ⊗ ξ
∗) = 〈η3, η2〉(η1 ⊗ ξ
∗)
where η1, η2, η3 ∈ H . Hence Hc is a TRO in B(H).
Similarly, we consider the row Hilbert space Hr given by
Hr = (ξ ⊗ ξ
∗)B(H) = {ξ ⊗ η∗ : η ∈ H}
with the inner product 〈ξ⊗ η∗1, ξ⊗ η
∗
2〉 = 〈η1, η2〉. Moreover, Hr is also a TRO in B(H).
The ternary corners in Hc and in Hr, respectively are precisely the closed subspaces of
Hc and of Hr, respectively.
Let S be a ternary corner of Hc, E be the corresponding TRO-conditional expectation
and h1, h2, h0 ∈ Hc with hi = ηi ⊗ ξ
∗, i = 0, 1, 2. Since h1h
∗
2h0 = 〈η0, η2〉h1, we get that
h0 ∈ S1 if and only if h0 = 0, also h0 ∈ S0 if and only if E(h0) ∈ S1, and so if and only
if E(h0) = 0. Therefore S1 = {0} and S0 = K.
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Similarly, let S be a ternary corner in Hr, E be the corresponding TRO-conditional
expectation and h1, h2, h0 ∈ Hr with hi = ξ ⊗ η
∗
i , i = 0, 1, 2. Since h1h
∗
2h0 = 〈η2, η1〉h0,
we get that h0 ∈ S1 if and only if h0 ∈ S and also, h0 ∈ S0 if and only if E(h0) ∈ S1,
and so if and only if h0 ∈ Hr.
Moreover, let Ec : B(H) → B(H) be defined as: Ec(x) = x(ξ) ⊗ ξ
∗. Then Ec is a
contractive projection and consequently a TRO-conditional expectation onto S = Hc.
Thus Hc is a ternary corner of B(H) and
Kc = ker(Ec) = {x ∈ B(H) : x(ξ) = 0}.
Let x ∈ B(H). We have x ∈ S1 if and only if yz
∗x ∈ Hc for all y, z ∈ B(H) which in
turn is equivalent to yz∗x = yz∗x(ξ)⊗ ξ∗ for all y, z ∈ B(H). This entails that x ∈ S0
if and only if
yz∗Ec(x) = yz
∗Ec(x)(ξ)⊗ ξ
∗ = yz∗x(ξ)⊗ ξ∗ = yz∗(x(ξ)⊗ ξ∗)
for all y, z ∈ B(H). This implies that S0 = B(H) and so S1 = Hc.
In a similar vein, by defining Er : B(H) → B(H) as Er(x) = ξ ⊗ x
∗(ξ)∗ we obtain a
contractive projection and consequently a TRO-conditional expectation Er onto S = Hr.
So Hr is also a ternary corner in B(H) and
Kr = ker(Er) = {x ∈ B(H) : x
∗(ξ) = 0}.
A similar argument as above shows that S1 = {0} and so S0 = Kr in this case.
We can sum these observations up as follows.
Remark 2.9. Let S ⊆ Hc be a ternary corner. Then S1 = {0} and S0 = K. Hence S
is restricted type-zero. Moreover, if S ⊆ Hr is a ternary corner. Then S0 = Hr and
S1 = S. So S is type-zero if and only if S = Hr = {0}. In addition, Hr is a restricted
type-zero ternary corner of B(H). But Hc never can be type-zero in B(H).
We shall prepare the introduction of the operators associated with TRO-conditional
expectations in the subsequent section by some technical terminology and a lemma. As
before, let {cα} be an approximate unit in LS and {dγ} an approximate unit in RS . Let
Tl be the set of all x ∈ T such that {cαx} converges in T , Tr be the set of all x ∈ T such
that {xdγ} converges in T , and Tl,r = Tl∩Tr the set of all x ∈ T such that limα,γ(cαxdγ)
exists and belongs to T . Direct computations show that Tl, Tr and Tl,r are sub-TROs
of the TRO T . From now on we will assume that T = Tl,r.
For every x ∈ Tl we have
E(lim
α
(x− cαx)) = lim
α
(E(x)− cαE(x)) = 0.
Hence
Kl0 := {y ∈ T : y = lim
α
(x− cαx) for some x ∈ T } ⊆ K ⊆ S0.
Since S ∩ K = {0}, it follows that Kl0 ∩ S1 = {0}. By these observations we get that
S1 +Kl0 ⊆ S0.
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On the other hand, we know that, for x ∈ S0, E(x) = limα cαx. So we can write
x = limα(x− cαx) + E(x). By these observations we obtain the following proposition.
Proposition 2.10. Let T and S be TROs with S ⊆ T . If S is a ternary corner of T ,
then we have
S0 = S1 ⊕Kl0 .
Corollary 2.11. If S ⊆ T is a type-zero ternary corner and x ∈ T , then limα cαx = x,
and limγ xdγ = x as well.
Let
Kl = {y ∈ T : y = lim
α
cαx for some x ∈ K},
Kr = {y ∈ T : y = lim
γ
xdγ for some x ∈ K}, and
Kl,r = {y ∈ T : y = lim
α,γ
cαxdγ for some x ∈ K}.
In order to obtain a decomposition forK in the following lemma, we need a final auxiliary
set
T0 = {y ∈ T : y = lim
λ
lim
β
((x− cλx)− (x− cλx)dβ) for some x ∈ T }.
Lemma 2.12. Let S be a ternary corner in T with the TRO-conditional expectation
E : T → S. Then we have the following:
(a) K = (Kl +Kr)⊕ T0;
(b) Kl ∩ Kr = Kl,r,
(c) K = Kl,r if and only if limα cαx = limγ xdγ = x for all x ∈ T .
Proof. (a) Let a ∈ T . Then for α ∈ I and γ ∈ J we have
a = cαa+ adγ − cαadγ + a− cαa+ cαadγ − adγ
and consequently
a− E(a) = cαa− E(a) + adγ − cαadγ + a− cαa + cαadγ − adγ .
By taking limits with respect to α and γ we get that
a− E(a) = lim
α
(cα(a− E(a))) + lim
α,γ
((a− cαa)dγ) + lim
α
(a− cαa) + lim
α,γ
((cαa− a)dγ).
Therefore K ⊆ (Kl +Kr)⊕T0. Also, it is clear that (Kl +Kr)⊕T0 ⊆ K and so we have
K = (Kl +Kr)⊕ T0.
(b) For each x ∈ T we have
lim
α,γ
(cαxdγ − E(x)) = lim
α,γ
(cα(x− E(x))dγ)
= lim
α,γ
(cα(xdγ − E(xdγ))
= lim
α,γ
((cαx− E(cαx)dγ).
This implies that Kl,r ⊆ Kl ∩ Kr.
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Conversely, let α0 ∈ I and γ0 ∈ J . Then clearly we have limα cαcα0 = cα0 and
limγ dγ0dγ = dγ0 . Hence, if x0 ∈ Kl ∩ Kr, then
x0 = lim
α
(cα(x− E(x))) = lim
γ
((y − E(y))dγ)
for some x, y ∈ T , hence
x0 = lim
α,γ
(cα(x− E(x))dγ) = lim
α,γ
(cα(y − E(y))dγ).
Thus x0 ∈ Kl,r.
(c) If K = Kl,r, then for each x ∈ K we have limα cαx = limγ xdγ = x. Thus for every
x ∈ T we have limα cαx − x = y ∈ K and so y = limα cαy = limα(cαx − cαx) = 0.
Therefore limα cαx − x = y = 0. Similarly we have limγ xdγ − x = 0 and so x =
limα cαx = limγ xdγ.
Conversely, if limα cαx = limγ xdγ = x for all x ∈ T , then for a ∈ T ,
a− E(a) = lim
α,γ
cα(a− E(a))dγ ∈ Kl,r.
Hence K = Kl,r. 
Corollary 2.13. Under the assumptions of Lemma 2.12 we get that Kl + Kr = {0} if
and only if Kl = {0} if and only if Kr = {0}.
3. Operators induced by TRO-conditional expectations
In [7], the authors studied a certain class of operators on a C*-algebra A associated
to a conditional expectation Φ from A to a C*-subalgebra B. These operators can
be regarded as a kind of generalized inner derivations with respect to the conditional
expectation. Therefore properties of Φ reflect in properties of the algebra of all those
operators and vice versa. In this section, we shall introduce a similar class of operators
defined on a TRO with respect to a TRO-conditional expectation, and study their
interrelations.
Let a, b ∈ T and E be the TRO-conditional expectation corresponding to the sub-
TRO S ⊆ T . The operator Da,b : T → T defined by
Da,b(x) = E(a)E(b)
∗x− aE(b)∗E(x)
is linear, and, for a, b, a′, b′ ∈ T , we have Da,bDa′,b′ = DE(a)E(b)∗a′,b′. Let
D = D(T |S) = lin {Da,b : a, b ∈ T }.
Since E is contractive, we have ‖Da,b‖ ≤ 2 ‖a‖‖b‖. So the algebra D consists of bounded
linear operators. Recall that T = ker E ⊕S and that the elements of the kernel of E are
of the form of a− E(a). Therefore for a, b, x ∈ T we have
Da,b(x) = E(a)E(b)
∗x− E(a)E(b)∗E(x) + E(a)E(b)∗E(x)− aE(b)∗E(x)
= E(a)E(b)∗(x− E(x)) + (E(a)− a)E(b)∗E(x)
= LE(a)E(b)∗(x− E(x)) + L(E(a)−a)E(b)∗E(x),
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in which Ly is left multiplication by y. This implies that
Da,b =
(
LE(a)E(b)∗ L(E(a)−a)E(b)∗
0 0
)
with respect to the above decomposition of T . Setting δ : T ×T → D with δ(a, b) = Da,b
we obtain mapping which is linear in the first variable and conjugate linear in the
second variable. Furthermore, δ(K, T )D = {0} and δ(T ,K)D = {0}. The conditional
expectation corresponding to a ternary corner is not necessarily unique; nevertheless,
in the next proposition, we will see that the definition of D(T |S) is independent of the
corresponding conditional expectation E .
Proposition 3.1. Let T be a TRO and let S ⊆ T be a sub-TRO. Suppose that E1 and
E2 are two TRO-conditional expectations corresponding to S. Let I be the identity map
on T and G = E2 + I − E1. Then
(i) G is invertible and G−1 = E1 + I − E2. Moreover we have
E1G = E2, E2G
−1 = E1, GE1 = E1, GE2 = E2
and
(I − E2)(I − E1) = I − E2, (I − E1)(I − E2) = I − E1.
(ii) Let D1 = D(T |S; E1) and D2 = D(T |S; E2). For a, b, x ∈ T , we set
Fa,b(x) = E1(a)E1(b)
∗x− aE1(b)
∗E1(x)
and
Sa,b(x) = E2(a)E2(b)
∗x− aE2(b)
∗E2(x).
Then Fa,b ∈ D1, Sa,b ∈ D2, G
−1Fa,bG = SG−1(a),G−1(b) and the mapping θ : Fa,b →
G−1Fa,bG is a bijection and consequently the map
Θ :
n∑
i=1
λiFai,bi →
n∑
i=1
λiG
−1Fai,biG
is an algebra isomorphism from D1 onto D2.
Proof. Part (i) is easy to prove just by direct calculations. So we proceed to (ii). Let
a, b, x ∈ T . Then
Fa,b(G(x)) = E1(a)E1(b)
∗G(x)− aE1(b)
∗E1(G(x))
= E1(a)E1(b)
∗(E2(x) + x− E1(x))− aE1(b)
∗E2(x).
Since E1Fa,b = 0 = E2Sa,b, we have
G−1Fa,b(G(x)) = (Fa,b(G(x))− E2Fa,b(G(x)))
= E1(a)E1(b)
∗(E2(x) + x− E1(x))− aE1(b)
∗E2(x)
− E1(a)E1(b)
∗(2E2(x)− E1(x)) + E2(a)E1(b)
∗E2(x)
= E1(a)E1(b)
∗x− (E1(a) + a− E2(a))E1(b)
∗E2(x)
= E1(a)E1(b)
∗x−G−1(a)E1(b)
∗E2(x).
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On the other hand, we have G−1E2 = E1. Therefore
G−1Fa,b(G(x)) = E2(G
−1(a))E2(G
−1(b))∗x−G−1(a)E2(G
−1(b))∗E2(x) = SG−1(a),G−1(b)(x).
Since G is invertible and for a, b, c, d, Fa,bFc,d = FE1(a)E1(a)∗c,d, Θ is an algebraic isomor-
phism. 
Now we can prove the following lemma.
Lemma 3.2. With the above notation,
Kl +Kr = lin {Da,b(x) : a, b, x ∈ T }.
Proof. For a, b, x ∈ T we have
Da,b(x) = E(a)E(b)
∗x− aE(b)∗E(x)
= E(a)E(b)∗x− E(E(a)E(b)∗x) + E(aE(b)∗E(x))− aE(b)∗E(x)
= lim
α
(cαE(a)E(b)
∗x− E(E(a)E(b)∗x) + lim
γ
(E(aE(b)∗E(x))− aE(b)∗E(x)dγ).
Hence Da,b(x) ∈ Kl + Kr and so lin {Da,b(x) : a, b, x ∈ T } ⊆ Kl + Kr. Conversely, if
y ∈ Kl, then
y = lim
α
(cαx− E(x)) = lim
α
(cαx− cαE(x)).
First we notice that for each cα ∈ LS we can find xαi , yαi, aαi , bαi ∈ S such that
cα = lim
i
(xαiy
∗
αi
+ aαib
∗
αi
) = lim
i
(E(xαi)E(yαi)
∗ + E(aαi)E(bαi)
∗).
It follows that
y = lim
α
lim
i
(Dxαi ,yαi (x) +Daαi ,bαi (x)).
Thus Kl ⊆ lin {Da,b(x) : a, b, x ∈ T }, and similarly Kr ⊆ lin {Da,b(x) : a, b, x ∈ T }. 
We now define a unique TRO-conditional expectation on a special sub-TRO of T .
Lemma 3.3. Let the map P : T → T be defined as P(x) = limα,γ cαxdγ for all x ∈ T .
Then P is a TRO-conditional expectation onto
B = {y : y = lim
α,γ
cαxdγ , for some x ∈ T }.
Proof. Since all cα’s are positive contractions, P is a contraction. Also, for each β ∈ I
we have limα cαcβ = cβ and similarly for the approximate unit {dγ} of RS . So for x ∈ T
and y, z ∈ B we get that
P◦P(x) = P(x), P(xy∗z) = P(x)y∗z, P(zy∗x) = zy∗P(x), and P(yx∗z) = yP(x)∗z
and thus P is a TRO-conditional expectation. 
In the next proposition we give a criterion entailing that there is a unique TRO-
conditional expectation E onto S.
Proposition 3.4. If D = {0}, then the form of the TRO-conditional expectation E
necessarily is E(x) = limα,γ cαxdγ for all x ∈ T . That is,
(3.1) S = {y : y = lim
α,γ
cαxdγ, for some x ∈ T }.
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Proof. Let D = {0}. Then for all a, b, x ∈ T , E(a)E(b)∗x = aE(b)∗E(x). So, if we
take a, b ∈ S, then we have ab∗x = ab∗E(x) and therefore we have cαx = cαE(x).
Hence E(x) = limα cαx. On the other hand, if we take x, b ∈ S, then for all a ∈ T
we have E(a)b∗x = ab∗x and therefore E(a) = limγ adγ. Consequently we get that
E(x) = limα,γ cαxdγ for all x ∈ T . 
Using the results from the previous section, this situation can be characterized as
follows.
Theorem 3.5. Let S ⊆ T be a ternary corner and E be the corresponding TRO-
conditional expectation. Then the following seven conditions are equivalent:
(a) For every x ∈ T , limα cαx = limγ xdγ and S is of the form in (3.1);
(b) D = {0};
(c) Da,b|S = 0 for all a, b ∈ T ;
(d) S is a TRO ideal in T ;
(e) S = S1;
(f) T = S0.
Proof. By Proposition 3.4, (b) ⇒ (a). Conversely suppose that (a) holds. For y ∈ S
written as y = limα,γ cαxdγ for some x ∈ T we have
y = E(y) = E(lim
α,γ
cαxdγ) = lim
α,γ
E(cαxdγ) = lim
α,γ
cαE(x)dγ = E(x),
where in the penultimate step we used the identities (2.3). Therefore, for each x ∈ T ,
E(x) = limα,γ cαxdγ.
Using the second assumption in part (a), limα cαx = limγ xdγ for every x ∈ T , we
obtain, for all x, y, z ∈ T ,
Dy,z(x) = lim
α,γ
cαDy,z(x)dγ
= lim
α,γ
(
cαE(y)E(z)
∗xdγ − cαyE(z)
∗E(x)dγ
)
= lim
α,γ
(
E(y)dγE(z)
∗cαx− ydγE(z)
∗cαE(x)
)
= lim
α,γ
(
E(y)E(z)∗cαxdγ − cαydγE(z)
∗E(x)
)
= E(y)E(z)∗E(x)− E(y)E(z)∗E(x) = 0.
Hence we get the implication (a)⇒ (b). Let a, b ∈ T and s ∈ S. Then
Da,b(s) = E(a)E(b)
∗s− aE(b)∗s = (E(a)− a)E(b)∗s,
hence
{Da,b(s) : a, b ∈ T , s ∈ S} = KS
∗S.
If x, y ∈ S and z ∈ K, then y = limγ ydγ and so zy
∗x = limγ zdγy
∗x. Thus KS∗S =
KrS
∗S and therefore Kr = {0} if and only if Da,b|S = {0} for all a, b ∈ T . Finally by
Corollary 2.13 and Lemma 3.2 we get that D = {0} if and only if Da,b|S = {0} for all
a, b ∈ T . So (b) and (c) are equivalent.
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By Proposition 2.4 and the proof of the last part we get the implications (d)⇒ (c) and
(d)⇒ (e). Also, we have SS∗K = {0} if and only if Kl = {0}. Thus, by Proposition 2.4,
we have S is right TRO ideal if and only if Kl = {0} and is a left TRO ideal if and
only if Kr = {0}. By these observations we find that S is a TRO ideal if and only if
D = {0}. So (d) and (c) are equivalent. By Proposition 2.5, we have E(S0) = S1 and
also we have E(T ) = S. Therefore (e) and (f) are equivalent.
Now we prove the implication (f)⇒ (c). Let T = S0. Then, for every a, b, x ∈ T , we
have ab∗E(x) ∈ S, i.e., E(ab∗E(x)) = ab∗E(x). Hence for each s ∈ S we conclude that
Da,b(s) = E(a)E(b)
∗s− aE(b)∗s = E(aE(b)∗s)− aE(b)∗s = aE(b)∗s− aE(b)∗s = 0.
Hence (f) implies (c).
Therefore the proof is complete. 
Our next result contains a necessary condition under which S0 is a TRO-ideal in T
and is the analogue of Theorem 2.7 in [7].
Theorem 3.6. Let S ⊆ T be a ternary corner and E be the corresponding TRO-
conditional expectation. Then the following hold:
(i) S0 =
⋂
a,b∈T kerDa,b.
(ii) If limα cαx = limγ xdγ, then S0 is a TRO ideal in T .
Proof. (i) Let x ∈ S0 and a, b ∈ T . By definition we have ab
∗E(x) ∈ S and therefore
E(aE(b)∗E(x)) = aE(b)∗E(x). Moreover, E(x) = limα cαE(x) and E(b) = limα cαE(b).
Hence,
Da,b(x) = E(a)E(b)
∗x− aE(b)∗E(x) = E(a)E(b)∗ lim
α
cαx− aE(b)
∗E(x)
= E(a)E(b)∗E(x)x− aE(b)∗E(x) = E(aE(b)∗E(x))− aE(b)∗E(x) = 0.
Therefore S0 ⊆
⋂
a,b∈T kerDa,b.
Conversely, let x ∈ T such that Da,b(x) = 0 for all a, b ∈ T . Then we have
E(a)E(b)∗x = aE(b)∗E(x). From abx = abE(x) for all a, b ∈ S we have cαx = cαE(x) for
each α ∈ I and thus E(x) = limα cαx and
E(a)E(b)∗E(x) = E(a)E(b)∗x = aE(b)∗E(x).
Now let y, z ∈ T and s, s′ ∈ S. Then
yz∗s′s∗E(x) = E(yz∗s′)s∗E(x) ∈ S.
Thus by taking limits on linear combinations of elements from SS∗ converging to cα we
get that yz∗E(x) ∈ S and so E(x) ∈ S1, equivalently x ∈ S0.
(ii) We know that S0 is a TRO left ideal. To prove that it is a TRO right ideal let
x ∈ S0, s, s
′ ∈ S and y, z ∈ T . Then we have
E(xs∗s′y∗z) = lim
α
cαE(xs
∗s′y∗z) = E(E(x)s∗s′y∗z) = E(x)s∗E(s′y∗z).
Since E(x) ∈ S1 and S1 is a TRO right ideal in S, we find that
E(xs∗s′y∗z) = E(x)s∗E(s′y∗z) ∈ S1.
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By taking limits on linear combinations of elements of S∗S that converge to dγ we get
that E(xy∗z) ∈ S1 and consequently xy
∗z ∈ S0. 
We recall the TRO quotient structure that we need in the sequel. Let I ⊆ T be a
(closed) TRO ideal. Then the quotient operator space
T /I = {xˆ = x+ I : x ∈ T }
is a TRO with the ternary product xˆyˆ∗zˆ = x̂y∗z and xˆ∗ = xˆ∗, for all x, y, z ∈ T .
(Here we use that every operator space can be completely isometrically embedded into
the bounded linear operators on some Hilbert space and that there is a unique TRO
structure on the above quotient, by [1, Corollary 4.4.6].)
Given TROs T1 and T2, a linear map Φ : T1 → T2 is called a TRO-homomorphism if
Φ(xy∗z) = Φ(x)Φ(y)∗Φ(z) (x, y, z ∈ T1).
Let T be another TRO and Φ : T → T1 be a TRO-homomorphism onto T1. If we set
B = Φ(S), then B is sub-TRO of T1. Moreover, if E is the corresponding conditional
expectation to S and E(ker Φ) ⊆ ker Φ, we define the map E1 : T1 → B as E1(Φ(x)) =
Φ(E(x)) and obtain a well-defined TRO-conditional expectation onto B. It is clear that
Φ(Da,b(x)) = DΦ(a),Φ(b)(Φ(x)). This guarantees that the map
Θ : D(T |S)→ D(T1|B)
with Θ(
∑n
i=1 λiDai,bi) =
∑n
i=1 λiDΦ(ai),Φ(bi), is well defined, linear and surjective. Also,
since for every a, b, c, d, x ∈ T , Da,bDc,d = DE(a)E(b)∗c,d, we have
Φ(Da,bDc,d(x)) = DΦ(a),Φ(b)DΦ(c),Φ(d)(Φ(x)).
Hence
Θ(Da,bDc,d) = Θ(Da,b)Θ(Dc,d)
and therefore
Θ((
n∑
i=1
λiDai,bi)(
n∑
i=1
βjDcj ,dj)) = Θ(
n∑
i=1
λiDai,bi)Θ(
n∑
i=1
βjDcj ,dj).
Now let T1 = T /S0 and B = (S + S0)/S0. Moreover, suppose that Φ is the canonical
quotient map, i.e., Φ(a) = aˆ = a+ S0 for every a ∈ T . If we define
Eˆ : T /S0 → (S + S0)/S0
by Eˆ(aˆ) = Ê(a), then Eˆ is a TRO-conditional expectation onto (S+S0)/S0. In the next
theorem we prove that (S+S0)/S0 is type-zero in T /S0. This, once again, is analogous
to the C*-situation [7, Proposition 2.10].
Theorem 3.7. Let S ⊆ T be TROs and suppose that limα cαx = limγ xdγ for all x ∈ T .
Also let
Eˆ : T /S0 → (S + S0)/S0
be defined by Eˆ(aˆ) = Ê(a). Then the following statements hold:
(i) Eˆ is a TRO-conditional expectation onto (S + S0)/S0.
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(ii) (S + S0)/S0 is a type-zero sub-TRO in T /S0.
(iii) The map Θ : D = D(T |S) −→ D(T /S0 | (S + S0)/S0) = D̂ with
Θ(
n∑
i=1
λiDai,bi) =
n∑
i=1
λiDaˆi,bˆi
is an algebraic isomorphism.
Proof. Statements (i) and (ii) are taken care of by the above remarks. In order to
prove (iii), let xˆ ∈ B0. Then D̂a,b(x) = Daˆ,bˆ(xˆ) = 0 for all a, b ∈ T . This means
that Da,b(x) ∈ S0 = S1 ⊕ Tl0 . If Da,b(x) ∈ S1, then Da,b(x) = E(Da,b(x)) = 0. On
the other hand, if Da,b(x) ∈ Tl0 , then limα cαDa,b(x) = 0. So for s, s
′ ∈ S, Ds′,s(x) =
s′s∗(x− E(x)) ∈ Tl0 and therefore cα(x− E(x)) ∈ Tl0 . Thus limα cα(x− E(x)) = 0, i.e.,
limα cαx = E(x). This implies that
Da,b(x) = E(a)E(b)
∗x− aE(b)∗(lim
α
cαx) = E(a)E(b)
∗x− aE(b)∗x.
Now, if a ∈ K, then
lim
α
cαDa.b(x) = Da,b(x) = lim
α
(−cαE(b)
∗x)
and Da,b(x) = 0, because Da,b(x) ∈ Tl0 . On the other hand, if a ∈ S, then Da,b(x) =
aE(b)∗x− aE(b)∗x = 0. Consequently, Da,b(x) = 0 for all a, b ∈ T and by Theorem 3.6
we have x ∈ S0. Therefore xˆ = 0. This means that B is type-zero.
In addition, the map Θ is injective. To see this let a, b, c, d ∈ T and DΦ(a),Φ(b) =
DΦ(c),Φ(d). Consequently, for all x ∈ T , we have Da,b(x) − Dc,d(x) ∈ S0 and so by our
assumptions we get that
Da,b(x)−Dc,d(x) = lim
α
cα(Da,b(x)−Dc,d(x)) = lim
γ
(Da,b(x)−Dc,d(x))dγ .
By Proposition 2.10 we conclude that, if Da,b(x)−Dc,d(x) ∈ S1, then
Da,b(x)−Dc,d(x) = E(Da,b(x)−Dc,d(x)) = 0.
Also, if Da,b(x)−Dc,d(x) ∈ Kl0 , then
Da,b(x)−Dc,d(x) = lim
α
cα(Da,b(x)−Dc,d(x)) = 0.
Therefore Da,b(x) = Dc,d(x) and Θ is injective. 
The map Θ¯ : D → D̂ with Θ¯(T ) = Θ(T ) for T ∈ D and Θ¯(T ) = limαΘ(Tα) for
T ∈ D \ D and T = limα Tα, Tα ∈ D, is also an isomorphism between two Banach
spaces.
We conclude this section with two remarks on the invertibility of the operator Da,b.
Lemma 3.8. Let λ 6= 0 and a, b ∈ T . Then Da,b − λI is injective on T if and only if
LE(a)E(b)∗ − λI is injective on K.
Proof. Let k ∈ K. Then Da,b(k) = E(a)E(b)
∗k = LE(a)E(b)∗k. This implies the necessity
of the condition. Conversely, suppose that LE(a)E(b)∗−λI is injective on K and Da,b(x)−
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λx = 0. Then by applying E to this equation we get that λE(x) = 0, so x ∈ K. Therefore
LE(a)E(b)∗x− λx = 0 and so x = 0. 
Proposition 3.9. For λ 6= 0 and a, b ∈ T , the map Da,b − λI is invertible in B(T ) if
and only if LE(a)E(b)∗ − λI is invertible in B(K).
Proof. If LE(a)E(b)∗−λI is invertible, then by Lemma 3.8 we get that Da,b−λI is injective
in B(T ). Now we prove thatDa,b−λI is surjective in B(T ). For x ∈ T we have x = s+k,
with s ∈ S and k ∈ K. Since LE(a)E(b)∗ − λI is surjective, then Da,b = LE(a)E(b)∗ on K,
so we have Da,bh− λh = k and Da,bh
′ − λh′ = E(a)E(b)∗s− aE(b)∗s for some h, h′ ∈ K.
This implies that
(Da,b − λI)λ
−1h′ = λ−1(E(a)E(b)∗s− aE(b)∗s).
As a result (Da,b − λI)(λ
−1(h′ − s)) = s and Da,b − λI is surjective.
Conversely, suppose that Da,b − λI is invertible. Then LE(a)E(b)∗ − λI is injective.
Since Da,b = LE(a)E(b)∗ on K, we get that for each k ∈ K, we can find x ∈ T such
that Da,bx − λx = k. Upon applying E on this equation we find that x ∈ K and so
LE(a)E(b)∗ − λI is surjective. 
The proof of the last result is almost identical to the one of the corresponding result
in [7], Lemma 3.12.
4. Partial isometries and related ternary corners
In this section we focus on those TROs that contain partial isometries (tripotents). Let
e ∈ T be a partial isometry, that is ee∗e = e, such that ee∗x = x for all x ∈ T . Then
ee∗xx∗ = xx∗ and thus, for every x ∈ LT , we have ee
∗x = x. Similarly, xe∗e = x for all
x ∈ T implies that xe∗e = x for all x ∈ RT . For the partial isometry e, we set
Te = {x ∈ T : ee
∗x = xe∗e = x} = {ee∗xe∗e : x ∈ T }.
It is easy to see that Te is a norm closed subspace of T . Also, Te is a sub-TRO of T .
Similarly, Te is a W*-sub-TRO of T provided T is a W*-TRO. There are lots of partial
isometries in TROs, particularly in W*-TROs. To see this and for more details about
partial isometries in TROs we refer to [8, 9, 15].
If S ⊆ T is a sub-TRO, a ∈ S is a partial isometry and {cα}α ⊆ S is an approximate
unit such that aa∗s = sa∗a for s ∈ S, then limα cαx = aa
∗x for all x ∈ T . This
means that we can do the same for partial isometries that we did in the last section for
approximate units. In the next lemma we obtain a unique TRO-conditional expectation
corresponding to a partial isometry a ∈ T onto Ta.
Lemma 4.1. Let a ∈ T be a partial isometry and Ψ : T → T be an map such that
Ψ(x) = aa∗xa∗a, for every x ∈ T . Then Ψ is a TRO-conditional expectation onto the
sub-TRO Ta ⊆ T .
Proof. It is clear that Ψ is linear. Let x ∈ T . Since aa∗a = a, we obtain
Ψ(Ψ(x)) = aa∗Ψ(x)a∗a = aa∗aa∗xa∗aa∗a = aa∗xa∗a = Ψ(x).
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Hence Ψ ◦Ψ = Ψ. Also, by a direct computation we get that for every x, y ∈ aa∗T a∗a
and z ∈ T the following hold:
Ψ(xy∗z) = xy∗Ψ(z), Ψ(xz∗y) = xΨ(z)∗y, Ψ(zy∗x) = Ψ(z)y∗x.
So Ψ is a TRO-conditional expectation on T . 
Some sufficient and necessary conditions for uniqueness of a TRO-conditional expec-
tation onto a sub-TRO involving the operators of the previous section are contained in
the following result.
Proposition 4.2. Let S ⊆ T be a ternary corner and let E be the corresponding TRO-
conditional expectation. Let e ∈ S be a partial isometry such that ee∗x = x and xe∗e = x
for all x ∈ S. If D = {0}, then S = Te and E(x) = ee
∗xe∗e for all x ∈ T . In addition,
if ee∗x = xe∗e and E(x) = ee∗xe∗e for all x ∈ T , then D = {0}.
Proof. Let D = {0} and a, b, x ∈ T . Then E(a)E(b)∗x = aE(b)∗E(x) and so for a = b = e
we have E(x) = ee∗x. Moreover, for b = x = e we get that E(a) = ae∗e. Consequently,
for all x ∈ T , E(x) = ee∗xe∗e.
Now let ee∗x = xe∗e and E(x) = ee∗xe∗e for all x ∈ T . For all a, b, x ∈ T , we have
Da,b(x) = E(a)E(b)
∗x− aE(b)∗E(x)
= ee∗ae∗eE(b)∗x− aE(b)∗ee∗xe∗e
= aE(b)∗x− aE(b)∗x = 0.
Thus Da,b = 0 and therefore D = {0}. 
We record some further relations between K and D.
Lemma 4.3. Let S ⊆ T be a ternary corner with the corresponding TRO-conditional
expectation E . If there is a partial isometry e ∈ S such that ee∗x = x and xe∗e = x for
all x ∈ S and also
Tel = {x ∈ T : x = y − ee
∗y for some y ∈ T }
and
Tel,er = {x ∈ T : x = y − ye
∗e for some y ∈ Tel},
then
(a) K = Tel,er ⊕ (Ke
∗e + ee∗K),
(b) Ke∗e ∩ ee∗K = ee∗Ke∗e,
(c) K = ee∗Ke∗e if and only if ee∗x = x and xe∗e = x for all x ∈ T ,
(d) Ke∗e+ ee∗K = alg {Da,b(x) : a, b, x ∈ T } = D.
Proof. (a) It is clear that Tel,er ⊆ T , Ke
∗e ⊆ T and ee∗K ⊆ T . Since for every x ∈ Tel,er,
ee∗x = 0 = xe∗e, we get that Tel,er ∩ (Ke
∗e + ee∗K) = {0}. Moreover, for each x ∈ T ,
we can write
x = ee∗x+ (x− ee∗x)e∗e+ x− ee∗x− (x− ee∗x)e∗e
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and so
x− E(x) = x− ee∗x− (x− ee∗x)e∗e + ee∗(x− E(x)) + (x− ee∗x)e∗e.
This implies that
K ⊆ Tel,er ⊕ (Ke
∗e+ ee∗K)
and so K = Tel,er ⊕ (Ke
∗e + ee∗K).
(b) Follows by direct computation.
(c) If ee∗x = x and xe∗e = x for all x ∈ T , then Tel,er = {0} and ee
∗K = Ke∗e = ee∗Ke∗e.
Hence, by (a), we have K = ee∗Ke∗e. Conversely, if K = ee∗Ke∗e, then ee∗K = Ke∗e =
K and so for each x ∈ T , 0 = ee∗(x−ee∗x) = x−ee∗x and 0 = (x−xe∗e)e∗e = x−xe∗e.
As a result, we have ee∗x = xe∗e = x for all x ∈ T .
(d) Let a, b ∈ T . Then De,e(x) = ee
∗x − ee∗E(x) = ee∗(x − E(x)) and Dx,e(e) =
E(x)e∗e− xe∗e = (E(x)− x)e∗e. Thus
Ke∗e+ ee∗K ⊆ alg {Da,b(x) : a, b, x ∈ T }.
Conversely, let a, b, x ∈ T . Then
Da,b(x) = E(a)E(b)
∗x− E(a)E(b)∗E(x) + E(a)E(b)∗E(x)− aE(b)∗E(x)
= ee∗E(a)E(b)∗(x− E(x)) + (E(a)− a)E(b)∗E(x)e∗e.
This means that
D ⊆ Ke∗e+ ee∗K,
so the proof is complete. 
Since ee∗Tel,er = Tel,ere
∗e = {0}, by part (a) of Lemma 4.3, we deduce the next
corollary.
Corollary 4.4. Let S ⊆ T be a ternary corner with the corresponding TRO-conditional
expectation E . The following conditions are equivalent:
(i) Ke∗e+ ee∗K = {0};
(ii) Ke∗e = {0};
(iii) ee∗K = {0}.
In the case that there is an element e ∈ S such that ee∗x = xe∗e = x for all x ∈ S,
we have
S0 = {x ∈ T : T T
∗ee∗x ⊆ S},
since ee∗x = limα ee
∗cαx = limα cαx.
Proposition 4.5. Let S ⊆ T be a ternary corner with the corresponding TRO-conditional
expectation E . Suppose there is a partial isometry e ∈ S such that ee∗x = x and xe∗e = x
for all x ∈ S. Then the following conditions are equivalent:
(i) S = ee∗T e∗e, E(x) = ee∗xe∗e and ee∗x = xe∗e for all x ∈ T ;
(ii) D = {0};
(iii) Da,b|S = 0, for all a, b ∈ T ;
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(iv) S is a TRO-ideal of T ;
(v) S = S1;
(vi) T = S0.
Proof. By Proposition 4.2 we have that (i) ⇐⇒ (ii). For every s ∈ S and a, b ∈ T we
have
Da,b(s) = E(a)E(b)
∗s− aE(b)∗s = (E(a)− a)E(b)∗s.
It follows that
{Da,b(s) : a, b ∈ T , s ∈ S} = KS
∗S.
This implies that Da,b|S = 0, for all a, b ∈ T if and only if Ke
∗e = {0}. Hence,
by Corollary 4.4 and Lemma 4.3, we obtain that (ii) and (iii) are equivalent. Since
limα cαx = ee
∗x for all x ∈ T , by Proposition 2.10 we get that S0 = S1 ⊕ Tel. This
implies that (v) and (vi) are equivalent. Also, we obtain that E(x) = ee∗x = ee∗xe∗e for
all x ∈ S0. Hence if T = S0, then S = Te and it is a TRO-ideal. Moreover, if S is a TRO-
ideal, then S = S1. These observations show that the implications (vi) ⇒ (iv) ⇒ (v)
hold. This completes the proof. 
Theorem 4.6. Under the assumptions of Lemma 4.3 we have the following statements.
(a) S0 =
⋂
a,b∈T kerDa,b = S1 + Tel.
(b) If ee∗x = xe∗e for all x ∈ T , then S0 is a TRO-ideal in T and so S + S0 is a
sub-TRO of T and (S + S0)/S0 is a sub-TRO of T /S0.
Proof. (a) Let x ∈ S0. Then E(x) = ee
∗x and so for all a, b ∈ T we have
Da,b(x) = E(a)E(b)
∗x− aE(b)∗ee∗x = E(a)E(b)∗ee∗x− aE(b)∗x.
Also, since x ∈ S0, for all y, z ∈ T , E(yz
∗ee∗x) = yz∗ee∗x and in particular for s ∈ S,
E(ys∗x) = E(ys∗ee∗x) = ys∗ee∗x = ys∗x.
Therefore,
Da,b(x) = E(a)E(b)
∗ee∗x− aE(b)∗x = E(a)E(b)∗ee∗x− E(a)E(b)∗ee∗x = 0.
This implies that S0 ⊆
⋂
a,b∈T kerDa,b.
Conversely, if x ∈
⋂
a,b∈T kerDa,b, then, for all a, b ∈ T , E(a)E(b)
∗x = aE(b)∗ee∗x =
aE(b)∗x and thus E(x) = ee∗x. Hence aE(b)∗x ∈ S. Therefore, ab∗ee∗x = (ab∗e)E(e)∗x ∈
S and so x ∈ S0.
It is clear that S1 + Tel ⊆ S0. Moreover, for every x ∈ S0, we have
x = ee∗x+ x− ee∗x = E(x) + x− ee∗x ∈ S1 + Tel
which proves the statement.
(b) Let x ∈ S0 and y, z ∈ T . Since x ∈ S0, E(x) = ee
∗x. Therefore
E(xy∗z) = ee∗E(xy∗z) = E(ee∗xe∗ey∗z) = xe∗E(ey∗z).
TERNARY CORNERS 19
Since e∗E(ey∗z) ∈ S∗S and S1 is a TRO-right ideal in S, E(xy
∗z) = ee∗xe∗E(ey∗z) ∈ S1.
Thus xy∗z ∈ S0, that is, S0 is a TRO-right ideal in T . Clearly, S0 is also a TRO-left
ideal in T . Consequently, S0 is a TRO-ideal in T . 
Let T1 be another TRO and Φ : T → T1 be a TRO-homomorphism onto T1. If
e ∈ T is a partial isometry, then e1 = Φ(e) ∈ T1 is also a partial isometry. Moreover, if
ee∗x = xe∗e = x for all x ∈ S, then e1e
∗
1b = be
∗
1e1 = b, for all b ∈ B = Φ(S).
Let a, b, x ∈ T and e ∈ S be a partial isometry such that ee∗s = se∗e = s for all
s ∈ S and ee∗x = xe∗e for all x ∈ T . Then, by Theorem 4.6 part (b), S0 is a TRO ideal
in T . As we saw in the proof of Theorem 3.7, the map
Θ : D(T |S) −→ D(T1|B)
with Θ(
∑n
i=1 λiDai,bi) =
∑n
i=1 λiDΦ(ai),Φ(bi), is linear surjective and multiplicative. Let
T1 = T /S0 and B = (S + S0)/S0. Moreover, suppose that Φ is the canonical quotient
map, i.e., Φ(a) = aˆ = a+ S0 for every a ∈ T . If we define
Eˆ : T /S0 −→ (S + S0)/S0
by Eˆ(aˆ) = Ê(a), then Eˆ is a TRO-conditional expectation onto (S + S0)/S0. Moreover,
(S+S0)/S0 is a type-zero sub-TRO in T /S0. To see this, let xˆ ∈ B0 such thatDaˆ,bˆ(xˆ) = 0
for all a, b ∈ T . Since D̂a,b(x) = Daˆ,bˆ(xˆ) = 0, we have Da,b(x) ∈ S0 for all a, b ∈ T . By
Theorem 4.6, we get that Da,b(x) ∈ Tel and so ee
∗Da,b(x) = 0. Now let a = b = e. Then
De,e(x) = ee
∗(x − E(x)) and so De,e(x) = ee
∗De,e(x) = 0. Hence we have E(x) = ee
∗x
and so Da,b(x) = E(a)E(b)
∗x− aE(b)∗x. If a ∈ K, then Da,b(x) = ee
∗(−aE(b)∗x) and so
Da,b(x) = ee
∗Da,b(x) = 0, because Da,b(x) ∈ Tel. If a ∈ S, then
Da,b(x) = E(a)E(b)
∗x− aE(b)∗x = aE(b)∗x− aE(b)∗x = 0.
Therefore Da,b(x) = 0 for all a, b ∈ T and so x ∈ S0, i.e., xˆ = 0. Thus B0 = {0} and
hence B is type-zero in T /S0.
In addition, the map Θ is injective. To see this let a, b, c, d ∈ T and DΦ(a),Φ(b) =
DΦ(c),Φ(d). Consequently, for all x ∈ T , we have Da,b(x) − Dc,d(x) ∈ S0 and so by our
assumptions we get that
Da,b(x)−Dc,d(x) = ee
∗(Da,b(x)−Dc,d(x)).
By Theorem 4.6 we conclude that if Da,b(x)−Dc,d(x) ∈ S1, then
Da,b(x)−Dc,d(x) = E(Da,b(x)−Dc,d(x)) = 0.
Also, if Da,b(x)−Dc,d(x) ∈ Tel, then
Da,b(x)−Dc,d(x) = ee
∗(Da,b(x)−Dc,d(x)) = 0.
Therefore Da,b(x) = Dc,d(x) and so there is a one to one correspondence between D
and D̂. Therefore Θ is injective.
By these observations we have the next theorem.
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Theorem 4.7. Let S ⊆ T be TROs and e ∈ S be a partial isometry such that ee∗x =
xe∗e and ee∗s = se∗e = s for all x ∈ T and s ∈ S. Let
Eˆ : T /S0 −→ (S + S0)/S0
defined by Eˆ(aˆ) = Ê(a). Then the following statements hold:
(i) Eˆ is a TRO-conditional expectation onto (S + S0)/S0.
(ii) (S + S0)/S0 is a type-zero sub-TRO in T /S0.
(iii) The map Θ : D = D(T |S)→ D(T /S0|(S + S0)/S0) = D̂, with
Θ(
n∑
i=1
λiDai,bi) =
n∑
i=1
λiDaˆi,bˆi
is an algebraic isomorphism.
The map Θ¯ : D → D̂ with Θ¯(T ) = Θ(T ) for T ∈ D and Θ¯(T ) = limαΘ(Tα) for
T ∈ D \ D and T = limα Tα, Tα ∈ D, is also an isomorphism between two Banach
algebras.
We finish our discussion with some pertinent examples.
Example 4.8. Let M3(C) and ei,j be the matrix unit with 1 in the (i, j) position, 0
elsewhere with 1 ≤ i, j ≤ 3. If we set
T = linear span{e1,1, e1,2, e1,3, e2,1, e2,2, e2,3}
and
S = linear span{e1,1, e1,2} =
{ a b 00 0 0
0 0 0

 : a, b ∈ C},
then S is a sub-TRO of T and
SS∗ =
{ a 0 00 0 0
0 0 0

 : a ∈ C}, SS∗ = {

 a b 0c d 0
0 0 0

 : a, b, c, d ∈ C}.
In this case we see that there are approximate units for LS and RS such that T 6= Tl,r.
Moreover, S is a corner of T with K = linear span{e1,3, e2,1, e2,2, e2,3}. Note that there
is no partial isometry in S.
Example 4.9. Let T = M2,3(C); this is a TRO. If we put
S =
{( a 0 b
a′ 0 b′
)
: a, a′, b, b′ ∈ C
}
,
then S is a sub-TRO of T . Moreover, the element e =
(
1 0 0
0 0 1
)
∈ S is a partial
isometry and ee∗x = xe∗e = x for all x ∈ S. Also, the corresponding TRO-conditional
expectation is of the form of E(x) = ee∗xe∗e, for all x ∈ T .
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