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RECONSTRUCTION OF UNKNOWN CAVITY BY SINGLE
MEASUREMENT
YI-HSUAN LIN∗, GEN NAKAMURA† AND HAIBING WANG⋄
Abstract. In this paper we propose a domain sampling type reconstruction
scheme for an inverse boundary value problem to identify an unknown cavity
by single measurement on the accessible boundary of a known electric or heat
conductive medium. Here the single measurement is to give single current or
heat flux which can have a small support over the boundary, and we measure
the corresponding voltage or temperature over the whole boundary. For this
inverse boundary value problem, we adapted the single NRT (no response test)
introduced by Luke and Potthast ([10]) for inverse scattering problem and show
that it can provide such a domain sampling type reconstruction scheme.
Keywords. inverse boundary value problem, no-response test, single mea-
surement, Runge approximation
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1. Introduction
We will first set up our inverse problem. To begin with let Ω ⊂ Rn for n = 2, 3 be
a bounded domain with C2-smooth boundary ∂Ω. Physically Ω is a medium and it
can be either homogeneous electric or heat conductive medium with conductivity 1.
Let D ⋐ Ω be a cavity with C2-smooth boundary ∂D such that Ω\D is connected.
Then the voltage or temperature of electric or heat denoted by u satisfies the
following boundary value problem

∆u = 0 in Ω \D,
u = f on ∂Ω,
∂νu = 0 on ∂D,
(1.1)
where ν is a unit normal vector on ∂D pointing into Ω \D and f is taken from the
L2 based Sobolev space H1/2(∂Ω) of order 1/2 on ∂Ω which is a specified voltage
or temperature at ∂Ω.
It is well known that (1.1) is well-posed. That is for any given f ∈ H1/2(∂Ω),
there exists a unique solution u = uf in the L
2 based Sobolev space H1(Ω \D) of
order 1 in Ω \D to (1.1) such that
‖u‖H1(Ω\D) ≤ C‖f‖H1/2(∂Ω)
for some constant C > 0 which does not depend on f and u. Henceforth we call
such a C > 0 general constant, which may differ from place to place, but we will
use the same notation C.
Based on this well-posedness, one can calculate the Neumann derivative ∂νuf on
∂Ω which belongs to the dual spaceH−1/2(∂Ω) ofH1/2(∂Ω), and this means that we
can measure either electric current or heat flux on ∂Ω. The pair
{
f, ∂νuf |∂Ω
}
with
the unit normal ν of ∂Ω directed outside Ω is called a Cauchy data. Throughout
this paper, we assume that the boundary data f on ∂Ω is a non-constant function.
Then our inverse boundary value problem can be stated as follows.
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Inverse Problem
Given a set of Cauchy data
{
f, ∂νuf |∂Ω
}
taken as our measurement, identify D
from this measurement.
Remark 1.1.
1. As described in the abstract, it is physically more natural to give either
electric current or heat flux at ∂Ω as an input. That is to replace u = f
at ∂Ω in (1.1) by ∂νu = f ∈ H
−1/2(∂Ω) at ∂Ω. In that case we do not
have the uniqueness of the corresponding boundary value problem but the
solution is unique up to constant. However since we are taking a set of
Cauchy data and this specifies the Dirichlet data on ∂Ω, we have the same
situation as in (1.1).
2. This inverse problem is physically meaningful for the spatial dimensions
n = 1, 2, 3. But we excluded the case n = 1, because we want to have
geometrically uniform descriptions and this case can be handled much eas-
ier. The problem can be considered for more general elliptic equations of
divergence form and isotropic static elasticity equation.
3. In stead of having Neumann boundary condition for ∂D, we could have
Dirichlet boundary condition for ∂D. In this case, ∂D physically means that
it is an earthing boundary for an electric conductive medium and a cooling
boundary with 0 relative temperature for a heat conductive medium. In
relation with the above item 1, the boundary value problem corresponding
to (1.1) is uniquely solvable whether we give an inhomogeneous Dirichlet
boundary condition or an inhomogeneous Neumann boundary condition
with data f .
The uniqueness of this inverse problem has been already known very early for
example from the proof given for the uniqueness of identifying an unknown rigid in-
clusion inside an isotropic elasticity medium [2]. Also the stability estimate for the
identification is known for the conductivity equation [1] and even for the isotropic
elasticity system [7, 11]. Hence we are particularly interested in giving a recon-
struction.
Our main result is the following.
Theorem 1.2. There is a domain sampling type reconstruction method for the
aforementioned inverse problem. Its details will be given in Section 2.
Our reconstruction method is the single wave no response test adapted to the
inverse boundary value problem. The no response test was introduced by Luke-
Potthast in [10] for the inverse acoustic scattering problem to identify a scatterer
such as a sound soft or sound hard obstacle. There are single wave no response test
and multiple waves no response test. The corresponding measurements are the far
field of the scattered wave generated by one incident plane wave and the scattering
amplitude generated by multiple incident waves, respectively. Here it should be
remarked that the multiple incident waves mean infinitely many incident waves.
The multiple waves no response test can recover the scatterer, but the single wave
no response test in general can only recover the scattering support which gives a
lower estimate of the scatterer. For further information about the no response test
for inverse scattering problems see [12] and [13]. We will refer the single wave no
response test adapted to the inverse boundary value problem by NRT.
It is possible to obtain a result similar to Theorem 1.2 for more general equations
such as the conductivity equation with anisotropic and heterogeneous conductivity,
and also for the static elasticity equation with isotropic and heterogeneous elasticity
tensor. The same is true for an unknown D with Dirichlet boundary condition at
∂D (see Remark 1.1).
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Since there is a huge literature on the reconstruction methods for our inverse
problem, we only give some major reconstruction methods by citing one paper
which we came across with strong interest. So we ask the readers to consult the
literature there in and make further search to collect more information about the
methods. They are iterative method using the domain derivative [8], topological
derivative method [3], level set method [5] and quasi-reversibility method [4]. Let us
locate our reconstruction method which we called NRT among the aforementioned
reconstruction methods. We can say that our NRT is a quite simple mathematically
rigorous method compared with the other methods. However we haven’t studied the
convergence of our method for noisy data and its numerical performance. We expect
that our method will play some role to find a good initial guess for the iterative
method such as the regularized least square method and regularized quasi-Newton
type method.
The rest of this paper is organized as follows. In Section 2 we first provides
some preliminary observation which is useful to introduce NRT. Then we restate
our main theorem more precisely in terms of NRT. Section 3 is devoted to proving
the convergence of NRT.
2. NRT and its preliminary observation
In this section we will give Theorem 1.2 more precisely in terms of NRT. We
first give a preliminary observation which can smoothly lead us to introduce NRT
adapted to our inverse problem. To begin with let u be the solution to (1.1) and
v ∈ H1(Ω) be the solution to the boundary value problem
∆v = 0 in Ω, v = f on ∂Ω.
Then w := u− v ∈ H1(Ω \D) satisfies

∆w = 0 in Ω \D,
∂νw = −∂νv on ∂D,
w = 0 on ∂Ω.
(2.1)
Now for g ∈ H1/2(∂Ω), let z = zg be the solution to the boundary value problem
∆zg = 0 in Ω, zg = g on ∂Ω,(2.2)
then we can prove the following identity.
Lemma 2.1. ∫
∂Ω
∂νw · gdS = −
∫
∂D
u · ∂νzgdS,(2.3)
where ν denotes the outer unit normal of ∂Ω and ∂D directed outside Ω and D,
respectively.
Proof. By using equations and boundary conditions of w and zg, we have
0 =
∫
Ω\D
∆w · zgdx =
∫
∂(Ω\D)
∂νw · zgdS −
∫
Ω\D
∇w · ∇zgdx
=
∫
∂Ω
∂νw · zgdS −
∫
∂D
∂νw · zgdS −
∫
∂(Ω\D)
w · ∂νzgdS
=
∫
∂Ω
∂νw · zgdS +
∫
∂D
∂νv · zgdS +
∫
∂D
(u− v) · ∂νzgdS(2.4)
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where ν for the integrals on ∂(Ω \D) is the outer unit normal of ∂(Ω \D). Note
that by the Green formula we have∫
∂D
v · ∂νzgdS −
∫
∂D
∂νv · zgdS = −
∫
D
(v∆zg − zg∆v) dx = 0.(2.5)
Then combining (2.4) with (2.5), we immediately have (2.3).

Next we introduce test domains and an indicator function as follows.
Definition 2.2. We call any subdomain G ⋐ Ω a test domain if it satisfies the
condition that Ω \ G is connected. Then, for any test domain G and ǫ > 0, we
define Iǫ(G) by
Iǫ(G) := sup
g
{∣∣∣∣
∫
∂Ω
∂νw · gdS
∣∣∣∣ : g ∈ H1/2(∂Ω) such that ‖zg‖H1(G) < ǫ
}
,
where w and zg are the solutions of (2.1) and (2.2), respectively. Clearly Iǫ(G)
is non-negative and monotone decreasing as ǫ ց 0. Based on this we define the
domain sampling indicator function I(G) for a test domain G by
I(G) := lim
ǫց0
Iǫ(G).
By using this indicator function, we classify test domains as follows.
Definition 2.3. A test domain G is called positive or no-response if I(G) = 0.
Further we denote the set of all positive test domain by P . That is P := {G :
G is a positive test domain}.
Remark 2.4. The meaning of no-response is as follows. If we mask the cavity D
by a test domain G i.e. D ⊂ G, then we cannot have any response i.e. I(G) = 0
(see the proof of next Theorem 2.5 in the next section).
Now we are able to state our main result in terms of NRT as follows.
Theorem 2.5 (reconstruction formula). The cavity D can be reconstructed as
∩G∈P G = D.(2.6)
The proof of this theorem will be given in the next section. Before closing this
section, we give a modified version of Theorem 2.5.
Remark 2.6. Since for any ǫ > 0,
g ∈ H1/2(∂Ω), ‖zg‖H1(G) < ǫ
⇐⇒ ǫ−1g ∈ H1/2(∂Ω), ‖zǫ−1g‖H1(G) < 1,
we can just take I1(G) as an indicator function for a test domain G. That is
∩G∈QG = D,
where Q = {G : test domain I1(G) <∞}.
3. Convergence proof of NRT
We will give a proof of Theorem 2.5 without passing through Remark 2.6. In
order to prove (2.6), it suffices to show that
1. D ⊂ G implies that I(G) = 0.
2. D 6⊂ G implies that I(G) =∞.
In fact by the definition of P , if these statements hold, then we have
1’. D ⊂ G implies G ∈ P .
2’. D 6⊂ G implies G 6∈ P .
RECONSTRUCTION OF UNKNOWN CAVITY BY SINGLE MEASUREMENT 5
First, we show the statement 1. Suppose we have D ⊂ G. For any ǫ > 0, let
g ∈ H1(Ω) satisfy ‖zg‖H1(G) < ǫ. By (2.3) and ‖∂νzg‖H−1/2(∂D) ≤ C‖zg‖H1(G)
with a general constant C > 0, we have∣∣∣∣
∫
∂Ω
∂νw · gdS
∣∣∣∣ =
∣∣∣∣
∫
∂D
u · ∂νzgdS
∣∣∣∣ ≤ C‖u‖H1/2(∂D)‖zg‖H1(G) ≤ Cǫ
for a general constant C > 0. Hence Iǫ(G) ≤ Cǫ so that I(G) = limǫց0 Iǫ(G) = 0.
Next we show the statement 2. Since the proof for the case n = 2 is almost the
same, we confine to the case n = 3. Suppose we have D 6⊂ G. Then there exists a
point y0 ∈ ∂D\G and a small and narrow cylinder like open neighborhoodNy0 of y0
sitting on ∂D with symmetric axis νy0 and a flat top surface such that Ny0 ∩G = ∅,
where νy0 is the outer unit normal νy0 directed outside D. Since ∂νu = 0 on ∂D,
u = f ∈ H1/2(∂Ω) on ∂Ω non-constant f ∈ H1/2(∂Ω) and Ω \D is connected, u
cannot vanish in any open subset of ∂D due to the unique continuation property for
solutions of Laplace equation and the regularity up to ∂D of u giving u ∈ C0(∂D).
Hence we can assume that |u(x)| ≥ δ, y ∈ Ny0 ∩ ∂D for some constant δ > 0.
To proceed further we will consider a singular solution of the Laplace equation.
For example let E(x, y) be the fundamental solution E(x, y) := (4π|x−y|)−1, x 6= y
of −∆ in R3 and for any fixed a ∈ R3, we take our singular solution of the Laplace
equation as
Fa(x, y) := (a · ∇x)E(x, y) = −
(x− y) · a
4π|x− y|3
, x 6= y with a = νy0 .
and estimate lim infy→y0
∣∣∫
∂D
u(x) · ∂νxFa(x, y)dx
∣∣ from below, where y moves along
the axis of the cylinder Ny0 . It is easy to see that
(3.1)
∣∣∣∣∣
∫
∂D\Ny0
u(x) · ∂νxFa(x, y)dx
∣∣∣∣∣ is bounded
as y → y0 along the axis of the cylinder Ny0 . By a direct computation we have
(3.2) 4π∂νxFa(x, y) = −
a · νx
|x− y|3
+ 3
[(x− y) · νx][(x− y) · a]
|x− y|5
.
Write
(3.3)
(x − y) · νx = (x− y0) · νy0 − (y − y0) · νy0 + (νx − νy0) · (x− y)
(x − y) · a = (x− y0) · νy0 − (y − y0) · νy0 ,
where x, y0 ∈ ∂D and νy0 is a unit normal vector pointing to Ω \D. Further recall
the following estimates:
|νy0 · (x − y0)| ≤ L|x− y0|
2 and |νx − νy0 | ≤ L|x− y0|,
with some constant L > 0 for any x, y0 ∈ ∂D (see [6, Theorem 2.2]). Hence the
second term of the right hand side of (3.2) is small compared with the first term of
the right hand side of (3.2) for x ∈ Ny0 ∩∂D and y → y0 along the axis of the cone
Ny0 . Then taking into account that the first term of the right hand side of (3.2) is
negative for x ∈ Ny0 ∩ ∂D and y → y0 along the axis of the cylinder Ny0 , we have
lim inf
y→y0
∣∣∣∣∣
∫
Ny0
u(x) · ∂νxFa(x, y)dx
∣∣∣∣∣ ≥
∫
Ny0
|u(x)| lim inf
y→y0
|∂νx · Fa(x, y)|dx =∞
(3.4)
by Fatou’s lemma. Therefore combining (3.1) and (3.4), we have obtained the
following observation:
(3.5) lim inf
y→y0
∣∣∣∣
∫
∂D
u(x) · ∂νxFa(x, y)dx
∣∣∣∣ =∞ ,
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where y moves along the axis of the cylinder Ny0 .
Now based on this observation, for any fixed ǫ > 0, we want to find a sequence
gj ∈ H1(∂Ω), j = 1, 2, · · · such that
‖zgj‖H1(G) < ǫ, lim
j→∞
∣∣∣∣
∫
∂Ω
∂νw · gj dx
∣∣∣∣ = lim infj→∞
∣∣∣∣
∫
∂D
u · ∂νzgj dx
∣∣∣∣ =∞,
which immediately implies I(G) =∞.
Let yj , j = 1, 2, · · · be a sequence along the axis of Ny0 such that yj → y0 as
j →∞. Further let Aj be a domain such that D∪G ⋐ Aj ⋐ Ω and yj /∈ Aj . Then
consider the sequence of functions
Gj(x) :=
ǫ
2
(‖Fa(·, yj)‖H1(G) + 1)
−1Fa(x, yj), j = 1, 2, · · · .
Note that each Gj ∈ H1(Aj) and it satisfies ∆Gj = 0 in Aj . By the Runge approxi-
mation property for the solutions of Laplace equation (see [9]), we can approximate
each Gj in Aj by a function Uj ∈ H1(Ω) such that ∆Uj = 0 in Ω. Let ǫ/4 be the
discrepancy of approximation so that we have ‖Uj − Gj‖H1(D∪G) <
ǫ
4
.
Now take gj = Uj
∣∣
∂Ω
and denote zgj := Uj in Ω. Then gj ∈ H
1(Ω) and it
satisfies ∆zgj = 0 in Ω, zgj = gj on ∂Ω. Observe that we have
‖zgj‖H1(G) ≤ ‖zgj − Gj‖H1(G) + ‖Gj‖H1(G) <
ǫ
4
+
ǫ
2
< ǫ,
and ∣∣∣∣
∫
∂D
u · ∂νzgjdS
∣∣∣∣ ≥
∣∣∣∣
∫
∂D
u · ∂νGjdS
∣∣∣∣−
∫
∂D
|u|
∣∣∂ν (zgj − Gj)∣∣ dS
≥
ǫ
2
(‖Fa(·, yj)‖H1(G) + 1)
−1
∣∣∣∣
∫
∂D
u · ∂νFa(·, yj)dS
∣∣∣∣− Cǫ,(3.6)
for some general constant C > 0. Here note that ‖Fa(·, yj)‖H1(G) is bounded as
j →∞. Hence by taking lim inf
j→∞
on the both sides of (3.6), we immediately have
lim inf
j→∞
∣∣∣∣
∫
∂D
u · ∂νzgjdS
∣∣∣∣ =∞
from (3.5). This completes the proof.
Remark 3.1.
In the proof of Theorem 1.2 we have only used the following ingredients.
1. The Green formula to derive the key identity (2.3).
2. The unique continuation property to say that the solution giving the mea-
surement doesn’t vanish in an open subset of the boundary of an unknown
cavity.
3. The Runge approximation of some singular solution for showing the blow
up of the indicator function. Here the Runge approximation is coming from
the unique continuation property.
Hence a result similar to the theorem can be obtained for more general equations
and systems as far as we can have these ingredients.
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