Abstract
1. Introduction

23
We developed a fast and efficient text mining system that builds clusters of noun phrases (multi-word terms) 24 without need of document co-occurrence information. This is useful for mapping out research topics at the 25 micro-level. Because we do not consider the within document co-occurrence, our approach can be conceived 26 as an out-of-context clustering except if we consider the intraterm context, i.e., words appearing in the same 27 terms can be said to share a similar context. Terms are clustered depending on the presence and number of 28 shared linguistic relations. For instance, a link will be established between the two terms humoral immune 29 response and humoral Bhx immune response since one is lexically included in the other. Likewise clustering algo-30 rithm is linked to computer algorithm by a modifier substitution. This lexico-syntactic approach is suitable for 31 clustering multi-word text units which rarely re-occur as is in the texts. Such multi-word terms (MWTs) often 
124
Note that in the current experiment, our term extraction module was not used as the terms were already 125 manually annotated in the corpus. We however describe summarily its principle. TermWatch performs term 126 extraction based on shallow natural language processing (NLP) techniques. Extraction is implemented via the 127 NLP package developed by the University of Edinburgh. LTPOS is a probabilistic part-of-speech tagger based 128 on Hidden Markov Models. It uses the Penn Treebank tag set which ensures the portability of the tagged texts 129 with many other systems. LTCHUNK identifies simplex noun phrases (NPs), i.e., NPs without prepositional 
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176 synsets and then apply the same variation relations to sequence of synsets. However, like all external 177 resources, WordNet has some limitations. First is its incompleteness vis-à-vis specialised domain terminology. 178 Second, being a general purpose semantic database, WordNet establishes links which can be incorrect in a 179 specialised domain. 180 We thus restricted the use of WordNet to filtering out lexical substitutions, and consequently to pairs of 181 terms that share at least one word in order to reduce the number of wrong semantic links. Only a very few 182 number of relations were found. The following rule was applied to lexical substitutions in order to identify 183 the semantic ones using WordNet hierarchy: given two terms related by a lexical substitution, check if the 184 two words substituted are linked by an ascending or descending path in the hierarchy. Observe that, by def-185 inition of lexical substitutions, this rule only applies to words that are in the same grammatical position (head 186 or modifier). 187
In this way, we acquired the following synonymy relations:
T cell growth $ T cell maturation antenatal steroid treatment $ prenatal steroid treatment 189 189
190 Only 365 WordNet modifier substitutions and 208 WordNet head substitutions were found whereas lexico-191 syntactic variants were much more abundant (see Table 2 ). 192 Table 2 gives the number of variants identified for each type among the GENIA terms. As a term can be 193 related to many others, the number of relations is always higher than the number of terms. We show here that this algorithm can be applied to other types of inputs. For that, we need to cast the 206 description of the algorithm in the more general context of data analysis. 207
Let S be a sparse similarity data matrix defined on a set X of objects. This matrix can be represented advan-208 tageously by a valuated graph G = (X, E, s) where E is the set of edges made of all unordered pairs {i, j} of 209 objects such that S ij > 0 and s is the valuation of edges defined for all (i, j) 2 X 2 by s(i, j) = S ij . In the case 210 of sparse data, the size of E is much smaller than jXj 2 . 
Let Val S be the set of values in S. If jVal S j ( jSj then, the usual hierarchical algorithms will produce small 212 dendrograms since they will have at most jVal S j levels. Thus, they will induce a very reduced number of inter-213 mediary balanced partitions in the gap between the trivial discrete partition and the family of connected com-214 ponents of G. A way to correct this drawback of hierarchical clustering without losing its intuitiveness and 215 computer tractability is not to consider edge values in an absolute way but in the context of adjacent edges. 216 Thus, two objects related by an edge e will be clustered at a given iteration, only if the value of e is greater than 217 any other value in its neighborhood. This means that i, j will be clustered at the first iteration only if S ij is 218 greater than the maximum in the line S i . and in the column S .j . It has been shown in Berry, Kaba, Nadif, 219 SanJuan, and Sigayret (2004) that this variant of hierarchical clustering preserves its main ultrametric 220 properties. 221
This solution is specially well adapted when the observed similarities between objects are generated by pair-222 wise observations. In the case of out-of-context clustering (OTC), given three terms u, v, t such that v shares at 223 least one word with u and t (possibly not the same), we will consider a local criteria to decide if v is closest to u 224 or to t.
225
In this approach, the clustering phase can be easily implemented using the following straightforward pro-226 cedure which we call SLME ( Select Local Maximum Edge). This procedure runs in linear time on the number 227 of edges. In fact, the procedure does as many comparisons as the sum of vertex degrees which is two times the 228 number of vertices. It uses a hash table m to store, for each vertex x, the maximal value of previously visited 229 adjacent edges.
230
SLME procedure 231
Input : a valued graph (V,E,s) 232
while C is non empty 241 single-link: the value of an edge in G/R between two components C 1 , C 2 is the maximal value of edges in 254
complete-edge: the minimal value in E C 1 C 2 , 256 average-edge: the average value in E C 1 C 2 , 257 vertex-weight: the sum of values in E C 1 C 2 over jC 1 j + jC 2 j 258 259
Observe that the above complete-edge and average-edge criteria differ from the usual complete and average 260 link clustering since they are computed on a restricted set of pairs. The vertex-weight criterion is the one that 261 best minimised the chain effect in our experiments. However in general, single link will also be satisfactory 262 because the chain effect has already been reduced by the SLME procedure. In fact, this approach appears 263 to be robust with regard to the clustering criteria. It is more sensitive to the existence of very small values 
It involves I calls to the SLME procedure on the current reduced valued graph (V, E 0 , s).
281
It follows from this re-exploration of CPCL that it can by used for fast clustering of sparse similarity matrix 282 with a reduced range of distinct values. 283
Until now, this algorithm has been applied to the following similarity matrix defined on groups of objects 284 and generated in two steps:
285
Step 1: We consider a reduced subset of variation relations among those presented in Section 3.2 that we 286 shall note COMP. 287
We then compute the set of connected components generated by the COMP relations. Terms that 288
are not related by any of the variations in COMP will form singleton components. 289
Step 2: We select a second subset of variations denoted by CLAS to group components. Next, given two com-290 ponents C 1 and C 2 , a similarity value v is defined in the following way:
293 This similarity relies on the number of variations across the components and on the frequency of the variation 294 type which on a large corpus will substantially reduce the influence of the most noisy variations like lexical 295 substitutions on binary terms. The resulting matrix has all the characteristics that justify the application of 296 the CPCL algorithm. 297 298 3.4. Implementation issues 299 Fig. 2 gives an overall view of the system. It is currently run on-line on a Linux Apache MySQL Php PERL 300 Secured (LAMPS) server. 4 The three components term extractor, relation identifier and clustering module are 301 implemented as PERL5 OO programs while all the data are stored in a MySQL database. Clustering outputs 302 can be accessed either via an integrated visualisation package (aiSee based on Graph Description Language) 303 for domain topic mapping or through an interactive hypertext interface based on PERL DBI and CGI pack-304 ages. This interactive interface enables the user to browse the results, from the term network(variation links) to 305 clusters contents and finally to documents where the terms appeared. The systems' modules can also be exe-306 cuted from this interface. 
314
Given a list of terms, the task consists in clustering them using exclusively surface lexical information in 315 order to obtain coherent clusters. In this framework, clustering is done without contextual document informa-316 tion, without any training set and in a completely unsupervised way. We refer to this task as OTC (Out-of-317 context Term Clustering). 318
Let us emphasise that OTC is different from Entity Name Recognition (ENR). ENR task as described in 319 Kim, Ohta, Tsuruoka, Tateisi, and Collier (2004) is based on massive learning techniques and new terms are 320 forced to enter known categories. Whereas in unsupervised clustering, a new cluster can be formed of terms 321 not belonging to an already existing category. This can lead to the discovery of new domain topics. It should 322 also be noted that MWTs cannot be reduced to single words. Unlike single words, a MWT can occur only 323 once ''as is'' (without variations) in the whole corpus. It is thus difficult for the usual document · feature rep-324 resentation to find enough frequency information to form clusters. Therefore methods based on term-docu-325 ment representation cannot be directly applied to OTC without adaptation. This adaptation is described in 326 further details in Section 5. 327 4.2. Existing measures for cluster evaluation
328
Cluster evaluation generally falls under one of these two frameworks:
329
(1) Intrinsic evaluation: evaluation of the quality of the partitions vis-à-vis some criteria. 330
(2) Extrinsic evaluation: task-embedded evaluation or evaluation against a gold standard. 331 332
Intrinsic evaluation, also called ''internal criteria'' is used to measure the intrinsic quality of the clusters in 333 the absence of an external ideal partition. Internal criteria concern measures like cluster homogeneity and 335 Alternatively, the measure can also seek to determine the optimal number of clusters (Hur et al., 2002) . 336 Extrinsic evaluation, also known as ''external criteria'' refers to the comparison of a partition against an 337 external ideal solution (gold standard) (Jain & Moreau, 1987; Milligan & Cooper, 1985) or a task-embedded 338 evaluation. The comparison with a gold standard is done using measures like the Rand index or its adjusted 339 variant (Hubert & Arabie, 1985) that measures the degree of agreement between two partitions. 5 Milligan and 340 Cooper (1986) recommended the use of Adjusted Rand index even when comparing clusters at different levels 341 of the hierarchy. As observed by Yeung and Ruzzo (2001) , external criteria has the advantage of providing 342 an ''independent unbiased assessment of the cluster'' but has as inconvenience the fact that they are hardly 343 available. 344
Internal criteria has as advantage the fact that it can bypass the necessity of having an external ideal solu-345 tion but its major inconvenience is that evaluation is based on the same information from which the clusters 346 were derived. Pantel and Lin (2002) observed a flaw in the external criteria approach as suggested by the Rand 347 index. According to them, computing the degree of agreements and disagreements between proposed parti-348 tions and an ideal one can lead to unintuitive results. For instance, if the ideal partition has 20 equally-sized 349 clusters with 1000 elements each, treating each element as its own cluster will lead to a misleading high score of 350 95%. We observe also that the Rand index and the adjusted Rand Index (Hubert & Arabie, 1985) Denoeud, Garreta, and Guénoche (2005) tested the ability of different measures in determining the distance 360 between two partitions. The Jaccard measure appeared as the best in this task since it does not have the draw-361 backs of the (adjusted) Rand Index. It computes the number of pair of items clustered together by two algo-362 rithms divided by the total number of pairs clustered by one of the algorithms. However, it cannot take into 363 account the specificities of a target distribution. More precisely, suppose that we want to measure the gap 364 between a clustering output and a target classification, suppose moreover that the target classification has a 365 very large class with a great number of terms whereas the mean size of the other classes is small, (this is pre-366 cisely the case in the GENIA taxonomy where the other name class groups 33% of all the terms in this taxon-367 omy), although this class is disproportioned, it is definitely not the most informative. The Jaccard measure will 368 favour methods that focus on the detection of the biggest class against more fine-grained measures that try first 369 to fit the distribution of items in the smaller classes. Yeung and Ruzzo (2001) proposed a compromise for clus-370 ter evaluation in which evaluation is based on the predictive capacity of the methods vis-à-vis a hidden exper-371 imental condition. They tested their method on gene expression (microarray) data. This approach, aside from 372 being computationally intensive, is not suitable for datasets where no experimental conditions (hidden or 373 otherwise) obtain nor will it be suitable for datasets where the different samples do not share any dependent 374 information. 375
In the task-embedded evaluation framework, what is evaluated is not the quality of the entire partition but 376 rather that of the best cluster (Pantel & Lin, 2002) , i.e., the cluster which enables the user to best accomplish 377 his information seeking need. This is typically the case with cluster evaluation in the information retrieval 378 field. 379
Following the extrinsic evaluation approach, Pantel and Lin (2002) proposed the use of the editing distance 380 to evaluate clustering outputs. The idea is to evaluate the cost of producing the ideal solution from the pro-
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381 posed partitions. This supposes the existence of an external ideal solution. The editing distance is an old notion 382 used to calculate the cost of elementary actions like copy, merge, move, delete needed to obtain one word (or 383 phrase or sentence) from another. Here, the authors applied it to cluster contents and chose to consider three 384 elementary actions: copy, merge, move. Considering the OTC task, we needed a measure that focused on clus-385 ter quality (homogeneity) vis-à-vis an existing partition (here the GENIA classes). Pantel and Lin's editing 386 distance appeared as the most suitable for this task. It is adapted to the comparison of methods producing 387 a great number of clusters (hundreds or thousands) and of greatly differing sizes. On a more theoretical level, 388 the idea of editing distance is conceptually suited to the nature of our evaluation task, i.e., calculate the effort 389 or the cost required to attain an existing partition from the ones proposed by automatic clustering methods.
4.3. Metrics for evaluation of clusters
391
Given an existing target partition, Pantel and Lin's (2002) measure evaluates the ability of clustering algo-392 rithms to detect part of the structure represented by this partition. This measure extends the notion of editing 393 distance to general families of subsets of items. In particular, it allows to consider fuzzy clustering where clus-394 ters overlap (copy action). Here we will not use this feature since we target crisp clustering. Hence, we focus on 395 the two elementary operations: merges which is the union of disjoint sets and moves that apply to singular ele-396 ments. In this restricted context, Pantel and Lin's (2002) measure has a more deterministic behaviour and 397 shows some inherent bias which we will correct. 398
To measure the distance between a clustering output and an ideal partition, these authors considered the 399 minimal number of merges and moves that have to be applied to a clustering output in order to obtain the 400 target partition. In fact, this number can be easily computed since the number of merges corresponds to 401 the number of extra-classes and the number of moves to the number of elements that are not in the dominant 402 class of the cluster. Indeed, each cluster is associated to the class with which it has the maximum intersection. 403 The elements of a cluster which are not in the intersection will then have to be moved. 404 Thus, let X be a set of objects for which we know a crisp classification C 2 X , seen as a family of subsets of 405 X such that [C ¼ X and C \ C 0 = ; for all C, C 0 in C. Consider now a second disjoint family F of subsets of 406 X representing the output of a clustering algorithm. For each cluster F 2 F, we denote by C F the class C 2 C 407 such that jC \ Fj is maximal. Pantel and Lin's measure can be re-formulated thus: 408 l LP ðC; FÞ ¼ 1 À ðjFj À jCjÞ þ P F 2F ðjF j À jC F \ F jÞ jXj ð1Þ 410 410 411 In the numerator of formula (1), the term jFj À jCj gives the number Mg of necessary merges, and the sum 412 P F 2F ðjF j À jC F \ F jÞ the number Mv of moves. The denominator jXj of (1) is supposed to give the maximal 413 cost of building the classification C from scratch. Indeed, Pantel and Lin considered two trivial partitions: the 414 discrete one where all clusters are singletons (every term is its own cluster) and the complete one where all 415 terms are in a single cluster. These trivial partitions are supposed to be at equal distance from the target clas-416 sification. These authors suggest that the complete clustering needs jXj moves and the discrete jXj merges but 417 this turns out not to be the case. 418 Clearly, discrete clustering only needs j X j ÀC merges.Moreover, if g ¼ maxfjCj : C 2 Cg is the size of the 419 largest class in C, then the distance of the trivial complete partition to the target partition is jXj À g. It follows 420 that in the case where g is much more greater than the mean size of classes in jCj, Pantel and Lin's measure, 421 based on the total number of necessary moves and merges over jXj favours the trivial complete partition over 422 the discrete one and therefore algorithms that produce very few clusters, even of poor quality. Incidentally, 423 this happens to be the case with the GENIA classes. Following these observations, we propose the following 424 corrected version (2) where the weight of each move is no more 1 but jXj/(jXj À g) and the weight of a merge is 425 j X j =ðj X j À j C jÞ: 426 
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429 The maximal value of l ED is 1 in the case where the clustering output corresponds exactly to the target par-430 tition. It is equal to 0 in the case that F is a trivial partition (discrete or complete). 431 However, l ED can also take negative values. Indeed consider the extreme case where C is of the form 432 {A, B 1 , . . . , B n } with one class A = {a 1 , . . . , a n , w 1 , w 2 } with n + 2 elements and n singleton classes B i = {b i }. 433 Now take as F the whole family of n pairs {a i , b i } for 1 6 i 6 n augmented with the singletons {w 1 }, {w 2 }. 434 Then
437 and lim n!1 l ED ðC; FÞ ¼ À1 438
In fact, in the case that g is much more greater than the mean size of classes and that the distribution of sizes 439 of classes fits an exponential model, we have experimentally checked that l ED ðC; FÞ 2 À 1; 0½ for random 440 clusterings F with 2g clusters and equiprobability for an element w to be affected to anyone of these clusters. 441
Based on the corrected l ED index, we propose a complementary index, Cluster homogeneity (l H ) defined as 442 the number of savings (product of l ED per jXj) over the number Mv of movings:
445 l H takes its maximal value jXj if F ¼ C and, like the l ED measure, it is null if F is one of the two trivial 446 partitions. 447 We will use l H to distinguish between algorithms having similar editing distances but not producing clus-448 ters of the same quality (homogeneity). However, since the cluster homogeneity measure relies on the cor-449 rected editing distance (l ED ), for a method to obtain a good cluster homogeneity measure (l H ), it also has 450 to show a good savings value (good l ED ).
5. Experimental setup
452
In this section, we describe the principles (relations) used for clustering (Section 5.1), the different term rep-453 resentations adopted for the methods evaluated (Section 5.2) and the clustering parameters for each method 454 (Section 5.3).
455 5.1. The relations used for clustering
456
Given the OTC task, our experiment consisted in searching for the principle and the method that can best 457 perform this task. Three principles were tested:
458
CLS: Clustering by coarse lexical similarity: grouping terms simply by identical head word. We call this 459 ''baseline'' clustering as it is technically the most straightforward to implement and is also a more basic 460 relation than the ones used by TermWatch (see Section 3.2). However, it should be noted that this head 461 relation is not so trivial for the GENIA corpus. Indeed, Weeds, Dowdall, Keller, and Weir (2005) showed 462 that grouping terms by identical head words enables to form rather homogeneous clusters with regard to 463 the GENIA taxonomy. In their experiment, out of 4, 797 clusters, 4104 (85%) contained terms with the 464 same GENIA category while 558 (12%) clusters contained terms with 2 or 3 semantic categories. A further 465 135 (3%) clusters contained terms with more than p semantic categories. 
477
In order for statistical clustering methods to find sufficient co-occurrence information in an OTC task, it was 478 necessary to represent term-term similarity. We redefined co-occurrence here as intra-term word co-occurrence 479 and built a term · word matrix where the rows were the terms and the columns the unique constituent words. 480
To ensure that the statistical methods will be clustering on a principle as close as possible to the LSS rela-481 tions used by TermWatch and to the head relation used by the baseline, we further adapted this matrix as fol-482 lows: words were assigned a weight according to their grammatical role in the term and their position with 483 regard to the head word. Since a head word is the noun focus (the subject), it receives a weight of 1. Modifier 484 words are assigned a weight which is the inverse of their position with regard to the head word. For instance, 485 given the term ''coronary heart disease'', disease (the head word) will receive a weight of 1, heart will be 486 weighted 1/2 and coronary 1/3. 487
More formally, let W = (w 1 , . . . , w N ) be the ordered list of words occurring in the terms. A term 488 t = (t 1 , . . . , t q ) can be simply viewed (modulo permutations) as a list of words where the t i are words, t q is 489 the head and t 1 , . . . , t qÀ1 is a possible empty list of modifiers. Each term t is then associated with the vector 490 V t such that
493 Let M be the matrix whose rows are the V t vectors. We derive two other matrices from M:
494
(1) A similarity matrix S = M AE M t whose cells give the similarity between two terms as the scalar product of 495 their vectors (for hierarchical algorithms).
496
(2) A core matrix C by removing all rows of M corresponding to terms with less than three words and all 497 columns corresponding to words that appeared in less than 5% of the terms. Indeed, experimental runs 498
showed that the k-means algorithms could not produce meaningful clusters when considering the matrix 499 of all terms. 500 501
This weighting scheme translates the linguistic intuition that the further a modifier word is from the head, 502 the weaker the semantic link with the concept represented by the head. This idea shares some fundamental 503 properties with the relations used by TermWatch for clustering. Note also that this weighting scheme is a more 504 fine-grained principle than the one used by the baseline. Representing terms in this way leads to the identifi-505 cation of lexically-cohesive terms (i.e., terms that often share the same words). This idea was explored by 506 Dobrynin, Patterson, and Rooney (2004) although in a different way. Their contextual document clustering 507 method focused on the identification of words that formed clusters of narrow scope, i.e. lexically cohesive 508 words which appeared with only a few other words. Lexical cohesion is not a new notion in itself. It has 509 already been explored in NLP applications for extracting collocations (fixed expressions) from texts (Church 510 & Hanks, 1990; Smadja, 1993 MWTs were clustered following the three types of relations described in Section 5.1.
The following methods 513 were tested: baseline; CPCL on graph of variations; partitioning (k-means, Clara based on medoids), hierar-514 chical (CPCL on similarity matrix S).
515 Baseline on CLS: No particular parameter is necessary. All terms sharing the same head word are put in the 516 same cluster. 517 CPCL on LSS: Parameter setting consists in assigning a role to each relation (COMP or CLAS). Among all 518 the variations extracted by TermWatch, we selected a subset that optimised the number of terms over 519 the maximal size of a class. Hence this selection was done without prior knowledge of the GENIA taxon- -substitutions of the first modifier in terms of length P3 (strong_sub_modifier_3). 528
The CLAS variations were 529 -WordNet head substitutions (sub_head_wn), 530 -insertions of more than one modifier (weak_ins), 531 -addition of more than one modifier word to the left (weak_exp_l), 532 -substitution of modifiers in terms of length P3 (weak_sub_modifier_3). 533
No threshold was set so as not to exclude terms and relations. Since the objective of this experiment is to 534 form clusters as close as possible to the GENIA classes, the algorithm was stopped at iteration 1. Thus, only a 535 few part of relations induced by the variations were really used in the clustering. More precisely, only relations 536 induced by rare variations which are assigned a higher weight or relations between near-isolated terms were 537 considered. Hence, the exact technique used in agglomerative clustering (single, average or complete link) did 538 not come into play here. We also tested the performance of the 1st step grouping, i.e., the level forming con-539 nected components (COMP) with a subset of the relations. This level is akin to baseline clustering although 540 the relations are more fine-grained. 541 Hierarchical on LC: Clustering is based on the similarity matrix S[S P th] derived from S by setting to 0 all 542 values under a threshold th. We used the following values for th: 543 -0.5: the rationale is that at this weight, terms either share the same head or have common modifiers close 544 to the head, 545 -0.8: this weight imposes the same head on related terms. 546
Because the dissimilarity matrix was too large, we had to use our own PERL programs to handle such 547 sparse matrices. Based on a graph representation of the data, only non zero values were stored as edge values 548 enabling each iteration to be done in a single search. We were thus able to run the usual variants of single, 549 average and complete link hierarchical clustering on this system but they did not produce any relevant clus-550 tering (all the cluster evaluation measures were negative). Since the similarity matrix S had all the require-551 ments to be an input to the CPCL algorithm, we subjected it to the CPCL algorithm. After some tests, 552 we finally selected the vertex-weight (Section 3.3) as the agglomerative criterion since it significantly reduced 553 the chain effect. We did four iterations for each threshold value. This yielded significant results. Thus 554 the results shown for hierarchical clustering were obtained using the CPCL algorithm on the term · word 555 matrix. 556 Partitioning on LC: This method is based on the computation of k-means centers and medoids on the core 557 matrix C. We used the standard functions of k-means and CLARA (Clustering LARge Applications) fully 558 described in Kaufman and Rousseeuw (1990) . CLARA considers samples of datasets of fixed size on which 559 it finds k medoids using PAM algorithm (Partitioning Around Medoids) and selects the results that induce 560 the best partition on the whole dataset. PAM is supposed to be a more robust version of k-means because it 561 minimizes a sum of dissimilarities instead of a set of distances. However, for large datasets, PAM cannot be 562 directly applied since it requires a lot of computation time. CLARA and PAM are available on the standard 563 R cluster package. 6 To initialize CLARA, we used the same procedure as CLARANS (Ng & Han, 2002) 564 to draw random samples using PERL programs and a graph data structure. We ran these two variants 565 (k-means and CLARA) for the following values of k: 36, 100, 300, 600 and 900. Then, given these centers 566 and medoids, we again used our PERL programs for storing large sparse matrix, to assign each term to its 567 nearest center or medoid and to obtain a partition on the whole set of terms.
The results of clustering with these algorithms and their variants were then evaluated against the target par-570 tition (the GENIA taxonomy) using the measures described in Section 4.3. Combining R and PERL 5 has 571 been quite efficient. R offers very robust implementations of spatial clustering algorithms while PERL allows 572 one to easily define optimal data structures. Thus all the data processing including the initialization phase and 573 sample extraction was done with PERL, leaving to R the massive numerical computations based on C and 574 FORTRAN subroutines. All the tests were performed on a PENTIUM IV PC server running LINUX 575 DEBIAN stable with 1Go of RAM, SCSI disk and no X11 server for memory saving. 576 6. Results 577 6.1. Possible impact of the variations on TermWatch's performance
578
Before comparing the clustering results obtained by the different methods, we investigated the possible 579 impact of the variations used by TermWatch on its performance. The idea was to determine if our variation 580 relations alone could reproduce these categories, i.e., if they grouped together terms from one only GENIA 581 class. In this case, then there would be no need to perform clustering since the variation relations alone 582 can discover the ideal partition. However, our study showed that this was not the case. 583
The chart Fig. 3 shows for each of our variation relation, the number of links acquired, the proportion of 584 intra-category links and the proportion inter-category links (from different classes). We can see clearly from 585 this figure that some relations are rare, i.e., they capture too few links although they link terms from the same 586 class (sub_modifier_wn, strong ins, weak ins). These relations are in the minority especially by the proportion of 587 terms linked. Other relations like weak_exp2, weak_sub_head3, weak_exp_r are more abundant but they lead 588 to heterogeneous clusters, they link terms from different GENIA classes. Surprisingly, weak_exp_l and 589 strong_sub_mod3 produced relatively good quality clusters while relating a considerable number of terms. 590 6.2. Evaluation of clustering results
591
Using the relations chosen in Section 5.3, CPCL on LSS generated 1897 non trivial components (at the 592 COMP phase) involving only 6555 terms. Adding CLAS relations in the second phase led to 3738 clusters 593 involving 19,887 terms. The plots in Figs. 4 and 5 show the results of the evaluation measures l ED and l H introduced in Section 4.3. 597 Since the majority of the clustering methods are sensitive to term length, we plotted the score obtained by 598 each of the measure (y-axis) by term length (x-axis). Note that at each length, only terms of that length 599 and above are considered. For instance, at length 1, all terms are considered. At length 2, only terms having 600 at least two words are considered. Thus, the further we move down the x-axis, the fewer the input terms for 601 clustering. 602 Fig. 4 shows the % of savings obtained by the nine algorithms tested using the corrected ED measure. We 603 see that the hierarchical method with a threshold = 0.8 and CPCL obtain a better score than the baseline clus-604 tering when considering all the terms (length P 1). When fewer and longer terms are considered (length P 3), 605 partitioning methods outperform CPCL and hierarchical algorithms but still remain below the baseline. This 606 is because, at length P 3, CPCL has fewer terms, thus fewer relations with which to perform the clustering. 607 Statistical methods on the other hand, with longer terms have a better context, thus more relations in the 608 matrix. From terms of length P 4 words, partitioning methods outperform the baseline. 
