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Abstract—Open data is an emerging paradigm to share large
and diverse datasets—primarily from governmental agencies,
but also from other organizations—with the goal to enable the
exploitation of the data for societal, academic, and commercial
gains. There are now already many datasets available with diverse
characteristics in terms of size, encoding and structure. These
datasets are often created and maintained in an ad-hoc manner.
Thus, open data poses many challenges and there is a need for
effective tools and techniques to manage and maintain it.
In this paper we argue that software maintenance and reverse
engineering have an opportunity to contribute to open data and
to shape its future development. From the perspective of reverse
engineering research, open data is a new artifact that serves as
input for reverse engineering techniques and processes. Specific
challenges of open data are document scraping, image process-
ing, and structure/schema recognition. From the perspective of
maintenance research, maintenance has to accommodate changes
of open data sources by third-party providers, traceability of
data transformation pipelines, and quality assurance of data and
transformations. We believe that the increasing importance of
open data and the research challenges that it brings with it
may possibly lead to the emergence of new research streams
for reverse engineering as well as for maintenance.
I. INTRODUCTION AND BACKGROUND
Open data is an approach to data management based on the
tenet that “certain data should be freely available to everyone
to use and republish” (Wikipedia). Open data has increasingly
gained traction over the years and by now is supported by
parts of academia, government and business.
Open data can be characterized as information processing
with the goal to create knowledge and to manipulate that
knowledge effectively (e.g., via collaborative tagging and
interactive mash-up visualizations). Arguably, the idea of open
data was first brought to the attention of a broader audience
with an article from UK’s The Guardian in 2006, which had
the opening line: “Our taxes fund the collection of public data
– yet we pay again to access it. Make the data freely available
to stimulate innovation” [1]. However, it should be noted that
efforts started earlier than that—the Australian government has
been moving towards more open data management since at
least 2001 [10].
Besides open data, there are related concepts such as
open content (opencontent.org/definition/), open access (www.
earlham.edu/∼peters/fos/overview.htm) and open knowledge
(opendefinition.org/okd/), but their boundaries are blurry; in
the following we use only the term open data with the
understanding that it should be interpreted in a broad sense.
In academia there is the recognition that scientific data
should be freely available to speed up scientific advances and
to enable new forms of collaborative research (e.g., science 2.0
and open notebook science [3]). In government, data is made
available to increase transparency how government operates
and to encourage participation of citizens. Open data in the
governmental domain is encouraged by laws such as the Eu-
ropean Directive on the Re-Use of Public Sector Information
(PSI Directive) and the Freedom of Information Act (FOIA)
in the US. The Obama administration pursues the Open
Government Initiative to “ensure the public trust and establish
a system of transparency, public participation, and collabora-
tion” (www.whitehouse.gov/open) while the Digital Agenda
for Europe calls for action to “open up public data sources for
re-use” (ec.europa.eu/information society/digital-agenda).
One can argue for open data from many angles, including
societal and economic benefits; conversely, there are also
concerns such as potential privacy risks and the fear that raw
data can be misinterpreted [14] [8] [27] [18]. Regardless of its
perceived potential and risks, it is a fact that increasingly data
is made available in an open manner. This trend is also appar-
ent by emerging events such as the Open Government Data
Camp (ogdcamp.org/) and the Open Knowledge Conference
(OKCon) (okcon.org).
Open data is already reality. The UK government has made
available so far more than 7,000 datasets at data.gov.uk. Other
examples of dataset providers are the Open Knowledge Foun-
dation’s publicdata.eu, the US government (www.data.gov,
over 3,700 datasets), and The World Bank (data.worldbank.
org/data-catalog, over 7,000 datasets). Furthermore, states,
regions, and cities have also started open data initiatives;
to give one of many examples, the city of Munich has
started to publish information as open data and has held the
Munich Open Government Day (www.muenchen.de/Rathaus/
dir/limux/mogdy/Programmierwettbewerb/).
The Open Government Data (OGD) Stakeholder Survey
(survey.lod2.eu) conducted in 2010 has collected 329 re-
sponses from citizens, politicians, public administrators, in-
dustry, media and science that are producers, publishers and/or
consumers of open data [16]. The survey revealed that national
datasets are most desirable before regional and worldwide
ones and that important (quality) criteria for open data are
provenance/source of data, format, completeness of metadata,
and official certificates. Users of open data are most interested
in geospacial, economic and financial data and want to do
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Fig. 1. Example of publication of Romanian ERDF spending data (PDF file)
research/analysis, visualization, and simply consuming of the
data.
It is expected that open data will continue to be implemented
by a growing number of governments and organizations. Thus,
the handling of open data will increase and with it the need to
have effective tools and techniques to manage and maintain it.
In this paper we argue that software maintenance and reverse
engineering has an opportunity to contribute to open data
and to shape its future development. The baseline for this
observation is that from the viewpoint of reverse engineering
open data is just another new artifact as input to the reverse
engineering process. Reverse engineering has continuously
broadened its artifacts going beyond source code and databases
[17] to, for instance, images (CAPCHAs) [12] and (business)
processes [25] [13]. Of course, all these artifacts can be treated
as data (including source code).
Similarly, open data and its infrastructure has several main-
tenance challenges that need to be studied so that domain-
specific techniques and tools can be developed to meet key
requirements such as verifiability and traceability. The mining
of software artifacts and their interdependencies [11] can be
extended and adapted towards open data with the goal to, for
instance, improving on detecting and correction of “buggy”
data items and data extractors/transformers, and studying of
open data maintenance processes and collaboration patterns
among different groups of contributors (e.g., people concerned
with data scraping, manipulating/abstracting and visualizing).
The reminder of the paper is organized as follows. Section II
provides a real-world example (ERDF data) to illustrate the
current state of open data and its challenges. ERDF data is
distributed over various locations using different formats and
inconsistent meta-data. Other examples of open data exhibit
similar challenges. Drawing from this example, Sections III
and IV discuss the reverse engineering and maintenance
perspectives of open data, respectively. For each perspective
we identify challenges and research opportunities. Section V
concludes the paper.
II. ILLUSTRATIVE EXAMPLE
The European Regional Development Fund (ERDF) dis-
tributes money to regions in Europe with the objective “to
help reinforce economic and social cohesion by redress-
ing regional imbalances” (europa.eu/legislation summaries/
agriculture/general framework/g24234 en.htm). Its current
funding round runs from 2007–2013, has a budget of EUR
201 billion, and is governed by various regulations. The
implementing regulation, Commission Regulation (EC) No
1828/2006, states in Article 7 that “the managing authority
shall be responsible for . . . the publication, electronically
or otherwise, of the list of beneficiaries, the names of the
operations and the amount of public funding allocated to the
operations.” This requirement has been newly introduced in a
push towards increasing transparency. As a consequence, the
managing governmental authorities of ERDF funds typically
make this information available on public Web sites.
The European Commission maintains a collection of
links that point to the individual data sources (ec.europa.eu/
regional policy/country/commu/beneficiaries/index en.htm).
Depending on the country, there can be a single, centralized
access point or multiple access points of a country’s (groups
of) regions, provinces, states, etc. For example, Romania has
a central site, each German state maintains its own Web site,
and The Netherlands has four Web sites, each encompassing
several provinces.
The Romanian site (www.fonduri-ue.ro/
proiecte-contractate-236) publishes data monthly in a RAR
archive that contains a set of seven PDF files. Figure 1 gives an
example how the PDF is organized. The site of the German
state of Saxony (www.statistik.sachsen.de/foerderportal/)
provides a single HTML table of all spending data ordered by
the name of the beneficiary (cf. Figure 2). Besides having four
separate sites for different groups of regions, The Netherlands
has a dedicated site (www.europaomdehoek.nl) that provides
a Web application for interactive exploration (cf. Figure 3).
Open data activists have the goal to collect, abstract and
visualize all ERDF data in a consistent manner. The Financial
Times and the Bureau of Investigative Journalism did work on
a consolidated spending database in 2010 because “there has
Fig. 2. Publication of ERDF spending for Saxony (single HTML table)
Fig. 3. ERDF spending for The Netherlands (Web app)
been little transparency about how the funds are used” [20].
They found a number of misuses and abuses of funds that let
them to conclude “the concepts of what EU representatives
think of as transparency and what actually allows citizens
to easily understand how the 27-member bloc spends the
Structural Funds are worlds apart.”
A query interface to the database is available at eufunds.
ftdata.co.uk/. As a single zipped file in SQLite format the
database is about 600MB.1 The database has a flat schema
(i.e., a single table; cf. Figure 4) so that it be can easily mapped
to spreadsheet/CSV formats. All fields in the schema are text
and there are many entries that are not directly available from
1Personal email communication with Friedrich Lindenberg (pudo.org).
CREATE TABLE erdf ( ’Country’ text, ’Region’ text, ’Opera-
tional program’ text, ’Op name’ text, ’Co financing rate’ text,
’Program’ text, ’Sub region or county’ text, ’District’ text, ’Ben-
eficiary’ text, ’Normalized beneficiary’ text, ’Subcontractor’ text,
’Project title’ text, ’Classification category’ text, ’Sector code’
text, ’Parent company or owner’ text, ’Trade description’ text,
’Ft category’ text, ’Description’ text, ’Operational program name’
text, ’Amount estimated eu funding in euro’ text, ’Amount paid
in euro’ text, ’Amount allocated eu funds in euro’ text, ’Amount
allocated eu funds and public funds combined in euro’ text,
’Amount allocated public funds in euro’ text, ’Amount allocated
private funds in euro’ text, ’Amount allocated voluntary funds
in euro’ text, ’Amount allocated other public funds in euro’
text, ’Amount total project cost in euro’ text, ’Amount unknown
source in euro’ text, ’Amount eligible in euro’ text, ’Currency’
text, ’Amount estimated eu funding’ text, ’Amount paid’ text,
’Amount allocated eu funds’ text, ’Amount allocated eu funds
and public funds combined’ text, ’Amount allocated public funds’
text, ’Amount allocated private funds’ text, ’Amount allocated
voluntary funds’ text, ’Amount allocated other public funds’ text,
’Amount total project cost’ text, ’Amount unknown source’ text,
’Amount eligible’ text, ’Intermediate body’ text, ’Date’ text,
’Year’ text, ’Start year’ text, ’Final payment year’ text, ’Sub
program name’ text, ’Sub sub program name’ text, ’Objective’
text, ’Category’ text, ’Legal entity’ text, ’Match funded’ text,
’Eu fund percentage’ text, ’Sub program information’ text, ’Min
percent funded by eu funds’ text, ’Max percent funded by eu
funds’ text, ’Next update’ text, ’Parsed data file’ text, ’Original
file name’ text, ’Direct link’ text, ’Uri to landing page’ text );
Fig. 4. Schema of ERDF database
the data sources.
Constructing the consolidated database was a major effort
because “the data were published on more than 100 websites,
in nearly 600 documents and in 21 languages. So, while
the information was, in principle, freely available, it was not
presented in a way that could be meaningfully analyzed” [20].
Also, data was not always available (Greece published blank
tables in PDF files), incomplete (Belgium), outdated (some
German states), wrong (UK), or password protected [20] [2].
For the next funding round (2014–2020) the European
Commission is working on regulations to encourage open
data such as a centralized database that contains more project
details (e.g., EU co-financing rate and total spending) and
adheres to the 8 Principles of Open Government Data (www.
opengovdata.org/home/8principles).
III. REVERSE ENGINEERING PERSPECTIVE
A prerequisite for open data is to obtain (raw) data in a form
such that it can be effectively used for information processing
and visualization, knowledge generation and decision making.
Unfortunately, even if data is accessible it still needs to be
transformed to enable its (effective) use. This step is essentially
very similar to traditional software reverse engineering—using
Chikofsky and Cross’s classical definition [5] as a baseline, we
can define reverse engineering for open data as the creation
of data representations that (1) transform the original data to
another form and/or (2) transform it into a higher level of
abstraction. Note that the original data is not changed; in fact,
it often resides at an authoritative source that provides read-
only access.
Transforming of the original data into another form is
typically required because the data is not efficiently machine-
readable, queryable or storable. Open data is made available
in many different formats such as XML, HTML, Word doc-
uments, Excel spreadsheets, comma-separated values format
(CSV), and PDF files. According to the OGD Stakeholder
Survey the most popular current formats are HMTL (52%),
PDF (50%), CSV/XLS (37%), DOC/RTF (32%), XML (27%),
APIs (22%) and RDF (18%) [16]. Thus, formats that are easily
machine processable are currently loosing out to other formats.
Indeed, according to the survey the most requested (future)
formats are APIs, XML and RDF.
For open data publishing the following quality levels can
be distinguished (based on Shadbolt [23]):
available: data is accessible on the Web (in any form or
format)
structured: data is structured (e.g., CSV and Microsoft
Office binary formats)
standardized: data uses open, standardized formats (e.g.,
XML, RDF and JSON)
addressable: individual data-points are denoted by a unique
URL
linked: data links to data from external sources (other
data providers)
In order to process data at the lower levels (available, struc-
tured, and standardized) some kind of reverse engineering is
typically required. At this point in time, open data is accessible
mostly at the two lowest levels (available and structured).
ERDF data (cf. Section II) is almost exclusively published as
PDF or HTML, and “no data is currently published in XML
or JSON or RDF” [21].
Even if data is structured, the encoding may vary (e.g.,
for CSV different conventions are used to denote field/record
separators, string entities, date and time, and so on). If data is
structured, the data’s schema (or metadata) may not be avail-
able. In this case, it may be desirable to (semi-)automatically
recover the data’s structure (schema recovery).
In practice, processing of PDF files are a major concern.
They are very inconvenient to process while being surprisingly
common in practice. For example, all departments of the
UK government publish their annual reports as PDFs and
“those PDFs are full of tables, however not one department
publishes these as a spreadsheet or any accessible format”
[22]. PDF is a complex format2 that can include PostScript
and JavaScript code, forms, and vector/raster images; so far
there are nine different official versions of PDF with differing
capabilites. Also, a PDF may contain features that are only
supported by Adobe software and that cannot be processed
by other PDF viewers. As a result each PDF file may pose
different challenges when extracting its content. This causes
many practical problems, for instance in a PDF containing the
spending of a UK department “the core tables were impossible
to export” and for another department “the tables were so
badly formatted in the original PDFs that we had to copy the
data out by hand” [22].
In the following subsections we briefly outline reverse
engineering challenges and techniques that are needed for open
data.
A. Scraping
Open data is typically made available on the Web. Often
there is a permanent URL that points to a self-enclosed
document, but it is also common that data is embedded within
static HTML or a dynamic Web application. ScraperWiki
(www.scraperwiki.com) is an example of a portal that allows
to develop and run scripts in Python, Ruby and PHP. Scripts
scrape Web sites that contain open data and make the results
available for simple interactive exploration or for download
(CSV, JSON, or SQLite). ScraperWiki scripts can use libraries
that simplify processing (e.g., lxml.html for HTML parsing).
An example of a static HTML page is the ERDF data
for Saxony. There is a ScraperWiki script3 (37 lines of
Python code) that processes this data. As typical for such
a scrapers, the script would break if layout and/or names
change in the HTML encoding. Another similar example
is the WHO’s Global Alert and Response information that
can be obtained for the years 1996–2011 with differently
URLs: www.who.int/csr/don/archive/year/yyyy/en/. The Scrap-
erWiki script (scraperwiki.com/scrapers/who outbreaks/) that
processes this data is 63 lines of Python code.
The ERDF Web application for The Netherlands has neither
static HMTL nor an official API to obtain the data. Via reverse
engineering of the Web application (e.g., with the help of a
JavaScript debugger) a query-URL can be obtained, which
takes a project ID and in return provides the raw data for the
2The ISO standard 32000-1:2008 that covers version 1.7 of the PDF format
has almost 800 pages (www.adobe.com/devnet/acrobat/pdfs/PDF32000 2008.
pdf).
3scraperwiki.com/scrapers/eu regional development fund recipients -
saxony g/
Fig. 5. Example of raw API access for ERDF data of The Netherlands
corresponding project in JSON. Figure 5 shows an example
of the query-URL with project ID 7096 (which provides the
raw data for the visualization in Figure 3).4 For Web sites that
provide a query interface only, it can be difficult or impossible
to determine the size of the underlying database and to assure
exhaustive extraction of the available data. In such cases
a semi-automatic approach for filling out search queries is
desirable. Interestingly, this problem is also encountered by
search engines that have to cope with the so-called hidden
Web [4].
B. Image Processing
Reverse engineering of open data can require the trans-
formation of bitmaps towards characters and vector data.
This typically entails optical character recognition (OCR). But
layout and lines may also need to be processed, for instance
for tables or multi-column text, which can be handled by
document image analysis [19]. An example that requires this
approach is the ERDF data of Bulgaria, which is provided as
bitmaps embedded in PDFs.
In the reverse engineering literature there are examples
of image processing techniques and OCR in the areas of
CAPCHAs [12], UML diagrams [15] and GUI testing [6] that
might be applicable for the processing of open data as well.
For instance, GUI testing of a Web site for different browsers
can be accomplished by “graphical diffing” of the rendered
pages. Similarly, table structures of different PDF documents
could be graphically differenced.
There are generic tools available that provide functionality
for converting PDFs to text such as Adobe Reader and
pdftotext (part of Xpdf). However, depending on the
complexity and PDF-representation of information its structure
can get lost. For example, when Acrobat Reader 9 extracts
content for the PDF in Figure 1 text is in the wrong order and
column boundaries are lost. The pdftotext tool provides a
much more usable extraction for this PDF file, but the table
header is not correctly recognized.
A general problem is that converters are not customizable. It
would be desirable, for instance, to specific table layouts also
4A ScraperWiki script can be found at scraperwiki.com/scrapers/dutch
european-funded regional development project/.
with the help of graphical regions. Imagine the typical scenario
of a PDF file that contains a single table spread over many
pages. If the columns of the table are consistently located at
the same horizontal offsets a geometric specification could be
easily used as guidance for data extraction.
C. Structure and Schema Recognition
Open data may be made available as a single table without
much structure. As the ERDF database (cf. Figure 4)) illus-
trates, there can be a large number of fields/columns with many
rows of data.
From a database perspective, this data is only in first normal
form (1NF). While this format permits SQL-style queries, it
has little structure. Field information needs to be repeated on
each row. For example, in the ERDF database if a certain
beneficiary has multiple projects then all of the beneficiary’s
information is repeated, possibly with variations (e.g., with
or without diacritical marks or different capitalization). Such
variations can introduce mistakes when data is transformed
and consolidated.
Open data is typically published without a description of
the schema, formally or informally. The meaning of “schema”
should be interpreted broadly in the sense that Word-style
and HTML documents can have structures as well (e.g., a
certain combination of font attributes could have a certain
meaning). There are hypertext-based data models “in which
page authors use combinations of HTML elements (such as a
list of hyperlinks), perform certain data-model tasks (such as
indicate that all entities pointed to by the hyperlinks belong
to the same set)” [4].
For such data as well as for collaboratively constructed
and mashed-up open data one cannot assume “centralized
data design” as it is found at traditional databases. Reverse
engineering techniques could be used to recover and com-
plete schema information and to infer constraints/structures
of the data. There is promising research in that direction for
Web-embedded structured data [4] [26]. Another example is
the OpenII open source tool set (openii.sourceforge.net/) for
data integration tasks such as clustering and visualization of
schemas as well as matching of source/target schemas.
Data provider(s)
Repository
− versioning
− data provenance
− differencing
Visualization
− interactive
− UGC
import
transform
Raw data Transformed data
Fig. 6. Model of open data processing
IV. MAINTENANCE PERSPECTIVE
While the reverse engineering perspective is mostly con-
cerned with the transformation of information in individual
documents/databases, the maintenance perspective addresses
the management and flow of information as well as quality
attributes of the whole process.
We propose the following model of open data processing.
Figure 6 gives an overview of the model with the most
important elements and the data flow among them. The output
of processing is to present information in a novel form that
allows to gain unique insights that would not have been
possible with the raw data sources. Typical examples are (in-
teractive) visualizations that provide abstractions and expose
dependencies of data. The inputs to the process are multiple,
diverse data sources. These data sources are typically from
independent third parties. Thus, data needs to be pulled from
sources and it is expected that the data provider may modify
data in the future in a manner that is more or less unpredictable
for the consumer. Data is kept in a (central) repository, which
needs to support versioning, data provenance and differencing
(discussed below). This model shares similarities with the ones
that are found in reverse engineering (extract, abstract and
present) and data warehousing (extract, transformation and
load (ETL)).
The data processing is organized as a transformation
pipeline.5 A transformation step may, for instance, (1) change
the format, data representation, and/or schema, (2) augment
data (e.g., aggregation of data items or annotation/cross-
5Instead of a linear pipeline one can image a more complex model based
on flow graphs where nodes in the graph represent operators, which can be
flow manipulations or transformations. The SPADE programming language
for stream processing is based on this principle [7].
referencing of data items), and (3) perform sanity checks and
validate (schema) constraints.
Note that each transformation may be manual, semi-
automatic or fully-automatic. Since data sources are often only
semi-structured, human verification and corrections are not un-
common. For instance, the OCR recognition of a number may
we wrong for a certain data item. Once this is recognized (via
manual inspection or violation of a sanity constraint) a hand-
written transformation could be added to the transformation
pipeline to fix this data item.
To analyze the (transformed) data in an effective manner
by its users visualizations are needed. Visualizations can be
text-based, graphical, or both and are typically made available
as a web interface. Visualizations need a query interface to
the repository (which may differ from the way that trans-
formations access the database). Visualizations may support
user-generated content (UGC) that enhances the “baseline”
repository with additional knowledge (e.g., URIs to external
data sources).
Since the outputs of the process are expected to be used
by research, businesses and governments to advance their
understanding, trust in the data and transparency in the
processing is essential. In this context, key requirements to
support are versioning and traceability for quality control. A
closely related research field is data provenance, which can
be defined as “information that helps determine the derivation
history of a data product, starting from its original sources;”
and furthermore “the two important features of the provenance
of a data product are the ancestral data product(s) from which
this data product evolved, and the process of transformation
of these ancestral data product(s), possibly through workflows,
that helped derive this data product” [24].
For each data item at the output it should be possible to
trace its dependencies through the transformations back to the
source data. This is important for debugging and assurance.
All data sources, transformations, etc. need to be versioned so
that output can be faithfully reproduced later on if needed. If a
data provider makes a modification (e.g., change of an existing
PDF file) or addition (e.g., a new PDF becomes available) it
needs to be properly versioned.
If a data source has been modified there needs to be
effective tools support to analyze the differences (“deltas”).
It may be that the underlying information has changed, that
the representations or encoding has changed, or both. Think of
a PDF file that looks identical to the eye, but whose encoding
has changed such that pdftotext produces now different
output that breaks assumptions in the transformation pipeline.
Generally, it is desirable to be able to analyze deltas for two
(or more) configurations of runs.
Since open data infrastructure is just starting to emerge
there are no dominant technologies and infrastructures yet.
Once they are emerging one can expect that projects will
have to be migrated to more established platforms (i.e., both
data and software migration). The W3C’s SPARQL (www.w3.
org/TR/rdf-sparql-query/) is currently discussed as a possible
query end point for open data [9].6 To accomplish this, Web
applications such as the ERDF app from The Netherlands (cf.
Section II) will have to be migrated towards a SPARQL API.
V. CONCLUSIONS
In this paper we have outlined the push for open data and
described its current state with the help of an example—open
data for the beneficiaries of European Regional Development
Fund money. We then described research challenges for open
data in the areas of reverse engineering and maintenance.
Open data presents not only worthwhile research opportunities,
but promises to benefit society as well. It is our hope that
this paper will inspire other researchers within the reverse
engineering and maintenance communities to take up the open
data challenge.
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