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We present an efficient technique for control of synchrony in a globally coupled ensemble by pulsatile action.
We assume that we can observe the collective oscillation and can stimulate all elements of the ensemble
simultaneously. We pay special attention to the minimization of intervention into the system. The key idea is
to stimulate only at the most sensitive phase. To find this phase we implement an adaptive feedback control.
Estimating the instantaneous phase of the collective mode on the fly, we achieve efficient suppression using
a few pulses per oscillatory cycle. We discuss the possible relevance of the results for neuroscience, namely
for the development of advanced algorithms for deep brain stimulation, a medical technique used to treat
Parkinson’s disease.
Networks of highly-interconnected oscillatory el-
ements are popular models for various systems,
either manufactured or natural. It is well-
known that, for sufficiently strong interaction, the
units of the network synchronize, and the sys-
tem as a whole exhibits a collective rhythm. Fre-
quently this rhythm is detrimental and shall be
suppressed: the examples include oscillation of
pedestrian bridges and some pathological brain
activity. On the contrary, if the interaction within
the network is too weak to induce collective os-
cillation, enhancement of synchrony may be de-
sirable, e.g., to ensure coherent oscillation of
many low-power sources so that they produce
a high-power output. These two related prob-
lems call for efficient control techniques, and var-
ious schemes have been designed for this purpose.
Here we elaborate on a special case when the con-
trol action shall be pulsatile, which is a common
requirement for neuroscience applications. We
develop a feedback-based adaptive technique that
achieves suppression of undesired collective syn-
chrony with only one or two pulses per oscillation
cycle. A slightly modified version of this tech-
nique enhances collective synchrony if required.
We discuss a possible application to a clinical
technique, deep brain stimulation, widely used to
treat several neurological diseases.
I. INTRODUCTION
The nonlinear science community has paid a lot of
attention to research on large populations of interact-
ing self-oscillatory units. Hundreds (if not thousands)
of research articles followed the pioneering publications
a)Electronic mail: mros@uni-potsdam.de
on this topic1,2. Many of them exploited the analyti-
cally tractable model of globally coupled phase oscilla-
tors2. Theoretical, numerical, and experimental studies
described and analyzed many interesting phenomena. An
incomplete list includes the emergence of the collective
mode, clustering, quasiperiodic dynamics, appearance of
heteroclinic cycles, and chimera states, see reviews3–5
and references therein.
The most important and most studied effect is the
emergence of the collective oscillation in the population
due to the synchronization of individual units. Collec-
tive synchrony can be important for maintaining high-
power output in a population of low-power generators
and is known to play a significant role in the genera-
tion of both vital and pathological biological rhythms.
Therefore, control of synchrony, i.e. either suppression
or enhancement of the collective mode, is a challenging
problem. In particular, the suppression task is motivated
by a possible relevance to a widely used clinical proce-
dure, deep brain stimulation (DBS). DBS implies high-
frequency pulse stimulation of some brain areas and aims
at an improvement of motor symptoms in Parkinsonian
patients as well as in the case of some other patholo-
gies6. Though the mechanisms of DBS remain in the fo-
cus of research in neuroscience7, many researchers from
the nonlinear science community have adopted a work-
ing hypothesis that views DBS as a desynchronization
task8. This hypothesis has been exploited in a number
of model studies suggesting open-loop and closed-loop
techniques for suppression9–15. In this paper, we follow
this line of research and consider both the suppression
and the enhancement task for a globally coupled network.
We extend our previous studies on feedback-based con-
trol9,11,13,15, concentrating on the case of pulsatile stim-
ulation. With the goal to minimize the intervention into
the controlled system, we employ precisely timed pulses,
applied at a vulnerable phase that is determined on the
fly. In this way, we efficiently desynchronize the oscilla-
tory activity by a few pulses per oscillatory cycle.
The paper is organized as follows. In Section II we
present the simplest model of globally coupled Bonho-
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2effer – van der Pol oscillators and use it to introduce
and illustrate the main idea. Here we also discuss how
the phase of the collective oscillation can be obtained
in real-time. In Section III we present the algorithm for
adaptive tuning of the feedback parameters and illustrate
its performance with the help of the ensemble of chaotic
Ro¨ssler oscillators. Section IV takes into account limita-
tions inherent to neuroscience and presents suppression
by the so-called charge-balanced pulses. Section V is de-
voted to the enhancement of collective synchrony while
Section VI summarizes and discusses the results.
II. PULSES APPLIED AT A VULNERABLE PHASE
A. The basic model and the main idea
We introduce the approach using as an example a sim-
ple model of N globally coupled Bonhoeffer–van der Pol
oscillators:{
x˙k = xk − x3k/3− yk + Ik + εX + cosψ · P (t) ,
y˙k = 0.1(xk − 0.8yk + 0.7) + sinψ · P (t) , (1)
where k is the oscillator index, k = 1, . . . , N , and the
term εX describes the global coupling. Here X is the
mean field, X = N−1
∑
k xk, and the coupling coeffi-
cient ε explicitly describes the interaction between the
elements of the ensemble. The oscillators are not iden-
tical: their frequencies are determined by the parameter
Ik that is Gaussian-distributed with the mean 0.6 and
standard deviation 0.1. P (t) is external pulsatile action
applied to the ensemble; it will be specified below. Fi-
nally, the parameter ψ describes how the external pulses
act on the system. This parameter is considered to be
unknown, to imitate the uncertainty in stimulation of a
real-world system without any knowledge of its model.
Figure 1 illustrates the dynamics of the autonomous
ensemble, P (t) = 0; here we plot Y = N−1
∑
k yk
vs. X for ε = 0.03 and N = 1000. A symbol at
X ≈ −0.27 , Y ≈ 0.55 shows the unstable fixed point
of the globally coupled system16. In this representation,
suppression of the collective oscillation X(t) means that
the system is put into and is kept in a vicinity of the un-
stable fixed point. Suppose the applied external pulses
act along a certain direction, indicated by dashed lines
in Figure 1. Obviously, the pulses applied to the system
at phase angles close to θ0 and the pulses of an opposite
polarity applied at approximately θ0 + pi are most effi-
cient for reducing the collective oscillation, and, hence,
for desynchronization. On the contrary, the oscillation
amplitude is much less affected by the pulses applied
around θ0 ± pi/2. This qualitative discussion presents
the main idea of our approach: in order to achieve the
control goal with minimal intervention we have to stimu-
late only in a small interval around the vulnerable phase
θ0.
17 For the rest of this Section we assume that θ0 is
known, while in Section III we drop this assumption and
show how θ0 can be found.
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FIG. 1. Qualitative explanation of the approach. Blue solid
line is the limit cycle of the collective mode of the sys-
tem (1) (the collective oscillation is periodic, up to finite-
size fluctuations). Suppression of the collective mode can
be achieved if the applied pulse pushes the system towards
the unstable fixed point, shown by a small filled circle at
X ≈ −0.27 , Y ≈ 0.55. The direction of the applied pulses
cannot be chosen: it is predetermined by the equations of the
systems and by the way the stimulation enters these equa-
tions; this direction is shown by dotted lines. Obviously, the
oscillation amplitude is mostly affected by a pulse, applied
when the system’s state is close to the phase angle θ0 or θ0+pi,
and less affected if the phase angle is close to θ0±pi/2. Thus,
efficient suppression can be achieved by a repetitive applica-
tion of pulses of certain polarity at about θ0 and of inverse
polarity at θ0 + pi.
B. Phase estimation
For efficient stimulation, we have to monitor the in-
stantaneous phase of the collective oscillation on the fly,
assuming that we observe only a scalar time series. Be-
low we suppose that X(t) is measured. To this end, we
follow11 and introduce a “device” consisting of a har-
monic linear oscillator and an integrating unit
u¨+ αu˙+ ω20u = X(t) , (2)
µd˙+ d = u˙ . (3)
The role of the harmonic oscillator Eq. (2) is twofold.
First, it acts as a band-pass filter and extracts the oscil-
latory mode of our interest from its mixture with noise.
Second, it yields signal u˙ which phase is close to that of
the input X(t), provided the frequency ω0 is chosen to
be close to the mean frequency of X(t). The integrat-
ing unit Eq. (3) provides a signal, shifted by pi/2 with
respect to u˙. It is convenient to introduce two auxiliary
variables xˆ = αu˙ and yˆ = αω0µd; their amplitudes are
close to that of X(t) while their phases are delayed by
0 and pi/2, respectively, cf.11,13. Hence, we can estimate
the instantaneous (proto)phase of X(t) as
θ(t) = arctan(yˆ/xˆ) . (4)
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FIG. 2. Estimation of the phase of the collective mode of the
autonomous ensemble Eq. (1) with the help of the “measuring
device” described by Eqs. (2,3). Red line shows phase θ com-
puted according to Eq. (4) while the black bold line shows
the angle variable Θ = arctan[(Y − 0.55)/(X + 0.27)]. We
emphasize that this algorithm does not require to know the
future values of the signal, as is required if, e.g., the Hilbert
transform is used. In other words, in this way θ is obtained
in real time.
In the following, we will also need the instantaneous am-
plitude
a(t) =
√
xˆ2 + yˆ2 . (5)
Figure 2 illustrates how the algorithm for phase esti-
mation works with the system (1). The parameter values
used here are: ω0 = 2pi/32.5, α = 0.3ω0, and µ = 500.
C. Timing and strength of stimuli
To determine when and how to stimulate, we trace the
instantaneous phase θ(t) and check whether
|θ(t)− θ0| < Θtol or |θ(t)− θ0 − pi| < Θtol . (6)
If one of these conditions is fulfilled at time instant tn
then a pulse of a certain strength An is applied to all
elements of the ensemble. Here Θtol is the tolerance pa-
rameter. For a fixed width of stimulation pulses Θtol
determines whether one pulse (if Θtol is small) or several
pulses (if Θtol is sufficiently large) are applied around θ0
or θ0 + pi, respectively. The strength of each pulse, An,
is limited by the maximal allowed value, |An| ≤ A0, and
is determined by the current value of the instantaneous
amplitude a(tn):
A = ±max(εfba(tn),−A0) , (7)
where positive and negative signs correspond to stimula-
tion around θ0 and θ0 + pi, respectively. Here εfb < 0 is
the strength of the negative feedback.
D. A numerical example
For the first illustration of the approach, we consider
the model (1) with N = 1000 and ε = 0.03 and try to
suppress the collective oscillation by rectangular pulses
Δ
δ
An
An+1
tn−1 tn+1tn
Δ
FIG. 3. Stimulation by rectangular pulses. Fixed parameters
δ and ∆ determine the pulse width and the minimal inter-
pulse interval, respectively. The pulse amplitude, An, varies
from pulse to pulse, as determined by Eq. (7) according to the
instantaneous amplitude a at time instant tn. Notice that An
can be both positive and negative.
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FIG. 4. Suppression of the collective mode in system (1) by
rectangular pulses. The stimulation is switched on at t0 =
1000. Pulse width and minimal inter-pulse distance are δ =
0.2 and ∆ = 1, respectively (to be compared with the period
of the collective oscillation T ≈ 32.5).
of the constant width δ and minimal inter-pulse interval
∆, see Fig. 3. We set ψ = 0, and stimulate with negative
pulses around θ0 = 0 and with positive pulses around pi.
Other parameters are εfb = −0.05, Θtol = 0.08pi, and
A0 = 0.2. Figure 4 demonstrates efficient suppression of
the collective oscillation. For the chosen Θtol there are
three (sometimes four) stimuli in a bunch around θ0 or
θ0 + pi.
Before proceeding with the further details of our ap-
proach, we discuss the meaning of the a priori unknown
parameter ψ. It describes the distribution of the stimula-
tion between the equations and is related to phase shift,
inherent to stimulation. The latter also depends on the
property of individual oscillators and of the coupling be-
tween them, see a discussion in11 and references therein.
Thus, ψ is related to θ0, though is not exactly equal to
it. To illustrate this and to analyse sensitivity of our
technique to the choice of θ0 we compute the suppression
coefficient S as a function of θ0, for ψ = ±pi/4 (Fig. 5).
S is determined as the ratio of standard deviations of X
before the stimulation is turned on and of X after sup-
pression transient. The results show that choice of θ0 is
crucial and therefore we need a technique for tuning θ0
as well as the feedback strength εfb automatically. This
technique is presented in the next Section.
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FIG. 5. Suppression coefficient for system (1) as a function of
θ0 for ψ = pi/4 (a) and ψ = −pi/4 (b) and three values of the
feedback strength, εfb = −0.05,−0.15,−0.3. Θtol = 0.08pi,
A0 = 0.2, δ = 0.2, and ∆ = 1. Vertical arrows touching the
horizontal axis indicate the optimal values of θ0 detected by
an automated algorithm described in Section III.
III. AUTOMATIC TUNING OF SUPPRESSION
PARAMETERS
For a proper tuning of the feedback-based suppression
algorithm we adapt the approach developed in our pre-
vious publication13. Namely, we adjust parameters θ0,
εfb after each complete cycle, according to the averaged
value a¯ of the instantaneous amplitude a(t), see Eq. 5. To
be exact, the latter is averaged over all points within one
cycle, except for the interval where the system is stimu-
lated (i.e. except for the points where |θ−θ0| < Θtol and
|θ − θ0 − pi| < Θtol). The update rules are
θ0 → θ0 + k1a¯(1 + tanh[k2(a¯− astop)] , (8)
εfb → εfb − k3a¯/ cosh(k4εfb) , (9)
where ki and astop are parameters. The initial conditions,
if not said otherwise, are θ0(t0) = 0, εfb(t0) = 0.
An example of suppression with an automated tun-
ing of parameters is illustrated in Fig. 6, for ψ = −pi/4.
We see that detected value of θ0 here is θ0 ≈ 5.03, cf.
Fig. 5a; the suppression factor is S = 52.6. Stimula-
tion is turned on smoothly and its onset is followed by
a temporal increase of synchrony, because θ0 is swept
through the interval of angles that are beneficial for en-
hancement. For ψ = pi/4 (not shown) the transient is
shorter and there is no intermediate increase in the am-
plitude of the mean field. In the desynchronized state
S = 37.7 and θ0 ≈ 1.56, cf. Fig. 5b. Parameters are
k1 = 0.025, k2 = 500, k3 = 0.01, k4 = 5. The parame-
ter astop is taken as 20% of the average amplitude of the
autonomous system, i.e. before the feedback is turned
on.
A. An example: ensemble of chaotic Ro¨ssler oscillators
With this example we demonstrate that the approach
can be also applied to more complicated models and that
suppression can be achieved with only two pulses per
oscillatory cycle. Next, we explore the dependence of the
performance on most important parameters.
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FIG. 6. Suppression of the collective mode in system (1) by an
adaptive technique. Panel (a) shows the mean field and stimu-
lation that is smoothly switched on at t0 = 1000. Panels (b,c)
show the time evolution of two feedback parameters, θ0 and
εfb that vary unless the mean field X is suppressed. Panels
(d,e) show snapshots of the ensemble in the synchronous state
(before the feedback is switched on) and after suppression is
achieved, respectively. The snapshots demonstrate that in
the desynchronized state the individual units continue to os-
cillate, though not coherently.
We consider an ensemble of globally coupled chaotic
Ro¨ssler oscillators:
x˙k = −ωkyk − zk + εX + cosψ · P (t) ,
y˙k = ωkxk + 0.15yk + sinψ · P (t) ,
z˙k = 0.4 + zk(xk − 8.5) ,
(10)
where frequencies ωk are Gaussian distributed with the
mean ω0 = 1 and standard deviation 0.02. Without stim-
ulation the system exhibits the Kuramoto synchroniza-
tion transition at the critical coupling εcr ≈ 0.059,18. For
ε > εcr the mean-field dynamics is nearly periodic, while
for ε < εcr one observes small finite-size fluctuations of
X.
First, in Fig. 7 we illustrate suppression of synchrony
in a system of N = 5000 units, with ε = 0.1 and ψ =
pi/4. Parameters of the feedback system are: ω0 = 1,
k1 = 0.001, k3 = 0.001, Θtol = 0.04pi, A0 = 2, δ =
0.2, and ∆ = 0.4 (other parameters are as given above).
For the chosen value of Θtol only two pulses per cycles
are applied (as can be seen in Fig. 7) and the adaptive
algorithm converges to θ0 ≈ 0.47 and εfb ≈ −0.55.19 The
suppression coefficient is S = 33.5.
Next, we check the dependence of S on most impor-
tant parameters, starting with the frequency of the lin-
ear oscillator, ω0, see Eq. 2. Figure 8a presents the re-
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FIG. 7. Suppression of the collective mode in the ensemble
of Ro¨ssler oscillators (10). Black solid curve shows a piece
of trajectory of the unforced system in the mean-field coordi-
nates X and Y = N−1
∑
k yk. Dashed curve shows trajectory
of the controlled system. (The trajectory is omitted for small
amplitudes for better visibility.) Black circles (red squares)
indicate the points where negative (positive) pulses are ap-
plied.
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FIG. 8. Suppression coefficient S in dependence on the fre-
quency ω0 of the linear oscillator Eq. (2) (a) and on the pulse
width, δ, for k4 = 5 (circles) and k4 = 0.5 (squares).
sults. This plot demonstrates that the technique works
for a rather broad range of ω0. This feature is important
for treatment of real-world systems with drifting average
frequency. The second test shows how the performance
depends on the pulse width δ and on the parameter k4
(Fig. 8b). The latter determines saturation level for εfb,
so that we can expect that the smaller k4 the larger εfb
and, correspondingly, S. We also expect that broadening
the pulse increases efficiency of suppression. Figure 8b
indicates that this expectation is correct unless the pulses
become too wide and do not any more fit the interval of
vulnerable phases.
Finally, we check whether the approach works for
strongly coupled Ro¨ssler ensemble, ε = 0.2 (see Eq. 10).
For the pulse width δ = 0.2 and k4 = 5 the technique
fails, also with A0 = 4. For δ = 0.2, k4 = 0.5, and A0 = 4
we achieve suppression with S ≈ 11. Helpful is also ini-
tial increase of the feedback, i.e. taking εfb(t0) = −1,
then the suppression works also with k4 = 5. (We also
compare the final values of εfb: for k4 = 5 it remains
An+1
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FIG. 9. Examples of bipolar charge-balanced stimuli. Panel
(a) illustrates the simplest considered shape. Here two stim-
uli initiated at tn and tn+1 are shown. Each stimulus con-
sists of two rectangular pulses of opposite polarity and the
charge-balance requirement means that the blue horizontally
striped area equals the yellow vertically striped one, i.e.
Anδ = An,−∆2. Panel (b) illustrates a generalization of the
shape in (a). Now Nb narrow blue (horizontally striped) rect-
angular pulses are followed by one yellow (vertically striped)
pulse of opposite polarity (the case Nb = 2 is shown). The
charge-balance condition becomes now NbAnδ = An,−∆2.
≈ 1; for k4 = 0.5 it tends to −1.5.)
IV. CHARGED-BALANCED PULSES
The electrical stimulation of living systems requires a
special form of pulses. Since the accumulation of electri-
cal charge in the cells can be harmful, the pulses must be
bipolar and charge-balanced. Figure 9 provides the sim-
plest example of such stimuli. In the rest of this Section,
we explore desynchronization with charge-balanced stim-
ulation. For the test system, we again take the ensemble
of globally coupled Bonhoeffer – van der Pol oscillators,
see Eqs. (1). If not said otherwise, the parameters are
the same as in Section IIIb.
We begin with the stimuli shown in Fig. 9a. We fix
δ = 0.2 and the amplitude ratio An/An,− = −10, then
the charge-balance condition yields ∆2 = 10δ. It turns
out that the result of stimulation essentially depends on
∆1. If the negative part of the stimulus immediately fol-
lows the positive one (or vice versa) then their actions
compensate each other. Indeed, for ∆1 = 0 and ∆1 = 2
there is no suppression, S ≈ 1 (see20 for a detailed model
study on the suppression efficacy in dependence on the
gap ∆1). However, for ∆1 = 6, to be compared with
the average oscillation period T ≈ 32.5, the suppression
factor is S ≈ 40. It means that a narrow pulse comes in
the vulnerable phase while the compensating wide pulse
appears close to the least sensitive phase. The efficiency
of the suppression can improve if stimuli shown in Fig. 9b
are used. We tested stimulation with δ = ∆ = 0.2,
∆1 = 6, and Nb = 2 and Nb = 3. As expected, the
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FIG. 10. Summary of the results for the Bonhoeffer – van
der Pol model. The suppression coefficient is shown for 9
different cases, presented schematically above the bar chart.
Cases 1-3 and 4-9 correspond to stimulation by unipolar and
charge-balanced pulses, respectively. In cases 1-3 there are
3, 2, and 1 rectangular pulse in a burst around the vulnera-
ble phase. Cases 4-6 correspond to stimulation with charge-
balanced pulses with Nb = 1 and a different delay between the
narrow pulses and compensating wide one. In case 7 Nb = 2,
while in cases 8 and 9 Nb = 3. Notice that in case 9 the
stimulation is applied only once per period.
maximal suppression with S ≈ 52 is achieved for Nb = 3.
Moreover, stimulation with Nb = 3 and only once per pe-
riod also succeeds to suppress the collective oscillation.
We summarize our results in the diagram shown in
Fig. 10. For comparison, we present here both the re-
sults for simple rectangular as well as for charge-balanced
pulses. In the trials 1-3 we exploit simple rectangular
pulses. The tolerance parameter here is Θtol = 0.08pi,
0.04pi, and 0.02pi, what yields 3, 2, and 1 pulse in a burst,
respectively. In cases 4-9 we use Θtol = 0.02pi and dif-
ferent values of Nb and ∆1, see figure. We notice that
in case 6 one observes waning and waxing patterns. In
fact, these patterns can be often obtained if the system is
brought close to the border of suppression, by decreasing
εfb. This result might be interesting for neuroscience ap-
plications because some observations indicate that such
regimes correspond to an improvement in the state of
Parkinsonian patients21.
V. ENHANCEMENT OF COLLECTIVE OSCILLATION
The simplest and most reliable way to increase ensem-
ble synchrony by pulsatile stimulation is to apply the
stimuli periodically, with some frequency ν. This tech-
niques is known as injection locking. It works for net-
works of periodic or chaotic oscillators, even if they are
uncoupled. However, the frequency ν shall be chosen
in a proper way and this may be not an easy task if
the frequency of the collective oscillation is not known
0.8 1 1.2ω0,ν
0
1
2
3
st
d(X
)
FIG. 11. Enhancement of the collective mode in the ensem-
ble of Ro¨ssler oscillators with the sub-threshold coupling. Red
solid line shows dependence of σ = std(X) on the frequency of
the periodic pulsatile forcing ν, while the symbols illustrate
the enhancement via the adaptive feedback-based approach
with the rule Eq. (11,12); here σ is plotted vs. the param-
eter ω0. Red circles and blue squares correspond to waning
and waxing patterns and to stationary chaotic oscillation, re-
spectively. The dashed line indicates the level of finite-size
fluctuations in the autonomous system.
beforehand and only finite-size fluctuations of the asyn-
chronous ensemble are observed, especially in the pres-
ence of noise. The dependence of the standard deviation
σ of the mean field on the frequency of the drive has a
typical resonance-like shape (see the solid line in Fig. 11).
Enhancement can be also achieved via the feedback
technique with slightly modified update rules:
θ0 → θ0 + k1(Astop − A¯)(1 + tanh[k2(Asat − A¯)] ,
(11)
εfb → εfb + k3(Astop − A¯/) cosh(k4εfb) , (12)
where Asat is the saturation value. Certainly, this ap-
proach also has a frequency parameter, namely the fre-
quency of the linear oscillator, ω0. If the frequency of
the collective oscillation is not known a priori, ω0 shall
be guessed. However, the results are not very sensitive
to the choice of ω0, as illustrated in Fig. 11 for the model
(10) with the sub-threshold coupling ε = 0.02. Other
parameters are A0 = 1, Astop = 5, Asat = 2. The rect-
angular pulses (δ = 0.2, ∆ = 1) were used.
VI. DISCUSSION AND CONCLUSIONS
In summary, we presented and tested a closed-loop
approach for control of collective activity in a globally
coupled ensemble. Its main advantage is that control
is achieved by rare precisely timed pulses. So, we have
shown that desynchronization can be achieved and main-
tained by only one stimulus per oscillatory cycle. The
control parameters – the feedback coefficient εfb and the
value of the phase θ0 when the system is most sensitive
to stimulation – are adjusted automatically. An essen-
tial feature of the approach is that phase of the collective
7oscillation is estimated on the fly, using only previous
values of the measured signal. The ”device” for phase
estimation is simple: it consists of a linear oscillator and
integrator and, therefore, can be easily implemented ei-
ther via an electronic circuit or digitally. An essential
property of the feedback scheme is that it ensures the
vanishing stimulation and maintains the desynchronized
state by small-amplitude stimuli.
We emphasize that our approach does not rely on
phase approximation. Hence, it can be applied not only
to ensembles of coupled limit-cycle oscillators but also to
ensembles of chaotic units, e.g., bursting neuronal mod-
els. For the former case, when the phase sensitivity curve
can be introduced, one can associate the vulnerable phase
with the phase interval where the slope of the phase sen-
sitivity curve is most steep. In this case, a common stim-
ulation acts differently on units with close phases and
shifts them apart, resulting in desynchronization.
Finally, we discuss the possible application of the pro-
posed approach to neuroscience. We rely on a quite gen-
eral assumption that the rhythms to be controlled emerge
due to interaction in a large neuronal population. In this
respect, we remain in the framework of the working hy-
pothesis frequently exploited by the nonlinear commu-
nity. Though we tested the approach on rather simple
models, we believe that it works for more sophisticated
ones, as long as the rhythms appear due to synchroniza-
tion in a highly-interconnected network. Certainly, the
dynamics of the human brain is much more complex, and
the synchronization hypothesis may turn out too simplis-
tic. However, our model-based approach can be useful as
it is or in combination with ad hoc model-free closed-
loop techniques for DBS that are nowadays under devel-
opment in the neuroscience community22. In this context
we especially mention the phase-specific stimulation sug-
gested and implemented in23.
We emphasize several properties of our technique that
render it suitable for DBS application. (i) It works with
realistic charge-balanced stimuli. Though we have not
searched for the optimal shape of stimuli, we have shown
that stimulation is efficient if pulses of opposite polarity
appear at the most and least sensitive phases, respec-
tively, cf.20. It means that the condition of charge bal-
ance is fulfilled on a time scale of about one-fourth of
the oscillatory cycle. (ii) Stimulation and measurement
are separated in time. Indeed, the adaptive algorithm
relies only on the values of the instantaneous amplitude
between the epochs where stimulation is applied. (iii)
Since the optimal phase for stimulation is determined
automatically, it does not matter whether the mean field
X or its phase-shifted version is measured. This property
is useful if the stimulation and measurement of brain ac-
tivity are performed at different cites. (iv) The linear
oscillator used for phase estimation also acts as a band-
pass filter and, therefore, extracts the rhythm of interest
from the raw signal. However, the bandwidth of the fil-
ter is quite large – the property required to deal with the
signals with drifting frequency.
As a direction for further improvement, we mention
the modification of the adaptation rule to allow for both
increase and decrease of θ0. This modification will reduce
the transient time for desynchronization and will help to
avoid a temporal increase of synchrony in the process of
adaptation.
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