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Abstract
We seek to better understand the informa-
tion encoded in word embeddings. We pro-
pose several tasks that help to distinguish the
characteristics of different publicly released
embeddings. Our evaluation shows that em-
beddings are able to capture surprisingly nu-
anced semantics even in the absence of sen-
tence structure. Moreover, benchmarking the
embeddings shows great variance in quality
and characteristics of the semantics captured
by the tested embeddings. Finally, we show
the impact of varying the number of dimen-
sions and the resolution of each dimension on
the effective useful features captured by the
embedding space. Our contributions high-
light the importance of embeddings for NLP
tasks and the effect of their quality on the
final results.
1. Introduction
Distributed word representations (embeddings) cap-
ture semantic and syntactic features of words out
of raw text corpus without human intervention or
language dependent processing. The features em-
bedding capture are task independent which make
them ideal for language modeling. However, em-
beddings are hard to interpret and understand. De-
spite the efforts of visualizing the word embeddings
(Van der Maaten and Hinton, 2008), points in high di-
mensional spaces carry a lot of information that is hard
to quantify. Additionally, publicly available embed-
dings generated by multiple research groups use dif-
ferent data and training procedures and there is not
yet an understanding about the best way to learn these
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representations.
In this paper, we investigate four public released word
embeddings: (1) HLBL, (2) SENNA, (3) Turian’s and
(4) Huang’s. We use context-free classification tasks
rather than sequence labeling tasks (such as part of
speech tagging) to isolate the effects of context in mak-
ing decisions and eliminate the complexity of the learn-
ing methods. Specifically, our work makes the follow-
ing contributions:
• We show through evaluation that embeddings are
able to capture semantics in the absence of sen-
tence structure and that there is a difference in
the characteristics of the publicly released word
embeddings.
• We explore the impact of the number of dimen-
sions and the resolution of each dimension on the
quality of the information that can be encoded
in the embeddings space. That shows that mini-
mum effective space needed to capture the useful
information in the embeddings.
• We demonstrate the importance of word pair ori-
entation in encoding useful linguistic information.
We run two pair classification tasks and provide
an example with one of them where pair perfor-
mance greatly exceeds that of individual words.
The rest of the work proceeds as follows: First we de-
scribe the word embeddings we consider. Next we dis-
cuss our classification experiments, and present their
results. Finally we discuss the effects of scaling down
the size of the embeddings space.
2. Related Work
The original work for generating word embeddings was
presented by Bengio et. al. in (Bengio et al., 2003a).
The embeddings were a secondary output when gen-
erating language model. Since (Bengio et al., 2003a),
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there has been a significant interest in speeding up the
generation process (Bengio et al., 2003b; 2009). These
original language models were evaluated using perplex-
ity. We argue that while perplexity is a good metric of
language modeling, it is not insightful about how well
the embeddings capture diverse types of information.
SENNA’s embeddings (Collobert, 2011) are gener-
ated using a model that is discriminating and non-
probabilistic. In each training update, we read an
n-gram from the corpus, concatenating the learned
embeddings of these n words. Then a corrupted n-
gram is used by replacing the word in the middle
with a random one from the vocabulary. On top of
the two phrases, the model learns a scoring function
that scores the original phrases lower than the cor-
rupted one. The loss function used for training is
hinge loss. (Collobert et al., 2011) shows that embed-
dings are able to perform well on several NLP tasks
in the absence of any other features. The NLP tasks
considered by SENNA all consist of sequence labeling,
which imply that the model might learn from sequence
dependencies. Our work enriches the discussion by fo-
cusing on term classification problems.
In (Turian et al., 2010), Turian et. al. duplicated the
SENNA embeddings with some differences; they cor-
rupt the last word of each n-gram instead of the word
in the middle. They also show that using embeddings
in conjunction with typical NLP features improves the
performance on the Named Entity Recognition task.
An additional result of (Turian et al., 2010) shows that
most of the embeddings have similar effect when added
to an existing NLP task. This gives the wrong impres-
sion. Our work illustrates that not all embeddings
are created equal and there are significant differences
in the information captured by each publicly released
model exist.
Mnih and Hinton (Mnih and Hinton, 2007) proposed
a log-bilinear loss function to model language. Given
an n-gram, the model concatenates the embeddings of
the n-1 first words, and learns a linear model to predict
the embedding of the last word. Mnih and Hinton later
proposed Hierarchical log-bilinear (HLBL) model em-
beddings (Mnih and Hinton, 2009) to speed up model
evaluation during training and testing by using a
hierarchical approach (similar to (Morin and Bengio,
2005)) that prune the search space for the next word
by dividing the prediction into a series of predictions
that filter region of the space. The language model
eventually is evaluate using perplexity.
A fundamental challenge for neural language models
involves representing words which have multiple mean-
ings. In (Huang et al., 2012), Huang et. al. incorporate
global context to deal with challenges raised by words
with multiple meanings.
Recent work by Mikolov et. al. (Mikolov et al., 2013)
investigates linguistic regularities captured by the rel-
ative positions of points in the embedding space. Our
results regarding pair classification are complemen-
tary.
3. Experimental setup
We will construct three term classification problems
and two pair classification problems to quantify the
quality of the embeddings.
3.1. Evaluation Tasks
Our evaluation tasks are as follows:
• Sentiment Polarity: We use Lydia’s sentiment
lexicon (Godbole et al., 2007) to create sets of
words which have positive or negative connota-
tions and construct the 2-class sentiment polarity
test. The data size is 6923 words.
• Noun Gender: We use Bergsma’s dataset
(Bergsma and Lin, 2006) to compile a list of mas-
culine and feminine proper nouns. Names that co-
refer more frequently with she/he are respectively
considered feminine/masculine. Strings that co-
refer the most with it, appear less than 300 times
in the corpus, or consist of multiple words are ig-
nored. The total size is 2133 words.
• Plurality: We use WordNet (Fellbaum, 2010) to
extract nouns in their singular and plural forms.
The data consists of 3012 words.
• Synonyms and Antonyms: We use Word-
Net to extract synonym and antonym pairs and
check whether we can part one kind from the
others. The relation is symmetric thus we put
each word pair together with their order-reversed-
counterparts. There are 3446 different word pairs.
• Regional Spellings: We collect the words
that differ in spelling between UK English and
the American counterpart from an online source
(Limited, 2009). We make this task be a pair
classification task to emphasize relative distances
between embeddings. We have 1565 pairs in this
task.
We ensure that for all tasks the class labels are bal-
anced. This allow our baseline evaluation to be either
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Sentiment Noun Gender Plurality
Positive Negative Feminine Masculine Plural Singular
Samples
good bad Ada Steve cats cat
talent stupid Irena Roland tables table
amazing flaw Linda Leonardo systems system
Synonyms and Antonyms Regional Spellings
Synonyms Antonyms UK US
Samples
store shop rear front colour color
virgin pure polite impolite driveable drivable
permit license friend foe smash-up smashup
Table 1. Example input from each task
the random classifier or the most frequent label clas-
sifier. Either of them will give an accuracy of 50%.
Table 1 shows examples of each of the 2-class evalua-
tion tasks. The classifier is asked to identify which of
the classes a term or pair belongs to.
3.2. Embeddings’ Datasets
We choose the following publicly available embeddings
datasets for evaluation.
• SENNA’s embeddings covers 130,000 words
with 50 dimensions for each word.
• Turian’s embeddings covers 268,810 words,
each represented either with 25, 50 or 100 dimen-
sions.
• HLBL’s embeddings covers 246,122 words.
These embeddings were trained on same data used
for Turian embedding for 100 epochs (7 days), and
have been induced in 50 or 100 dimensions.
• Huang’s embeddings covers 100,232 words, in
50 dimensions. Huang’s embeddings require con-
text to disambiguate which prototype to use for
a word. Our tasks are context free so we average
the multiple prototypes to a single point in the
space. (This was the approach which worked best
in our testing.)
It should be emphasized that each of these models has
been induced under substantially different training pa-
rameters. Each model has its own vocabulary, used a
different context size, and was trained for a different
number of epochs on its training set. While the control
of these variables is outside the scope of this study, we
hope to mitigate one of these challenges by running our
experiments on the vocabulary shared by all these em-
beddings. The size of this shared vocabulary is 58,411
words.
3.3. Classification
For classification we used Logistic Regression and a
SVM with the RBF-kernel as linear and non-linear
classifiers. There is a model-selection procedure by
running a grid-search on the parameter space with
the help of the development data. All experiments
were written using the Python package Scikit-Learn
(Pedregosa et al., 2011). For the term classification
tasks we offered the classifier only the embedding of
the word as an input. For pairwise experiments, the
input consists of the embeddings of the two words con-
catenated.
The average of four folds of cross validation is used
to evaluate the performance of each classifier on each
task. 50%, 25%, 25% of the data are used, as train-
ing, development and testing datasets respectively, for
evaluation and model selection.
4. Evaluation Results
Here we present the evaluation of both our term and
pair classification results.
4.1. Term Classification
Figure 1 shows the results over all the 2-class term
classification tasks using logistic regression and RBF-
kernel SVM. It is surprising that all the embeddings
we considered did much better than the baseline, even
on a seemingly hard tests like sentiment detection.
What’s more, there is strong performance from both
the SENNA and Huang embeddings. SENNA embed-
dings seem to capture the plurality relationship better,
which may be from the emphasis that the SENNA em-
beddings place on shallow syntactic features.
Sentiment Gender Plurality0.4
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Figure 1. Results of the term-based tasks considered,
shaded areas represent improvements using kernel SVM.
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Table 2 shows examples of words from the test datasets
after classifying them using logistic regression on the
SENNA embeddings. The top and bottom rows show
the words that the classifier is confident classifying,
while the rows in the middle show the words that lie
close to the decision boundary. For example, resilient
could have positive and negative connotations in text,
therefore, we find it close to the region were the words
are more neutral than being polarized.
For SENNA, the best performing task was the Plural-
ity task. That explains the obvious contrast between
the probabilities given to the words. The top words are
given almost 100% probability and the bottom ones
are given almost 0%. The results of regional spelling
task is shown here in the term-wise setup. Despite not
performing as well as the pair-wise spelling, we can
see that classifier shows meaningful results. We can
clearly notice that the British spellings of words favor
the usage of hyphens, s over z and ll over l.
Positive Prob British Prob
S
e
n
t
im
e
n
t
world-famous 99.85
R
e
g
io
n
a
l
S
p
e
ll
in
g
kick-off 92.37
award-winning 99.83 hauliers 91.54
high-quality 99.83 re-exported 89.46
achievement 99.81 bullet-proof 88.69
athletic 99.81 initialled 88.42
resilient 50.14 paralysed 50.16
ragged 50.11 italicized 50.04
discriminating 50.10 exorcise 50.03
stout 49.97 fusing 49.90
lose 49.83 lacklustre 49.78
bored 49.81 subsidizing 49.77
bloodshed 0.74 signaling 32.04
burglary 0.68 hemorrhagic 21.69
robbery 0.58 tumor 21.69
panic 0.45 homologue 19.53
stone-throwing 0.28 localize 17.50
Negative 1.0-Prob American 1.0-Prob
Table 2. Examples of the results of the logistic regression
classifier on different tasks.
4.2. Pair Classification
Sometimes however, the choice to use pair classifica-
tion can make quite a difference in the results. Figure
2a shows that classifying individual words according to
their regional usage performs poorly. We can redefine
the problem such that the classifier is asked to decide
if the first word, in a pair of words, is the American
spelling or not. Figure 2a shows that performance im-
proves a lot. This hints that the words under this crite-
ria are not separable by a hyper-plane in any subspace
of the original embeddings space. Instead, we draw
a similar conclusion as (Mikolov et al., 2013) that the
pairs’ positions relative to each other is what encodes
such information but not their absolute coordinates,
and relationship between words often indicate the rel-
ative difference vector between corresponding points.
In our previous Plurality test, the SENNA embed-
dings significantly outperformed Huang’s. However in
our regional spelling task (which might seem similar),
Huang’s embeddings outperform SENNA in both term
and pair classification setups. We believe that Huang’s
approach for building word prototypes from significant
differences in context provide a significant advantage
on this task.
We note that it is surprising that neural language mod-
els may capture the relation between a synonym and
antonym. Both the language modeling of HLBL and
the way that SENNA/Turian corrupted their exam-
ples favor words that can syntactically replace each
other; e.g. bad can replace good as easily as excellent
can. The result of this syntactic interchangeability is
that both bad and excellent are close to good in the
embedding space.
5. Information reduction
Distributed word representation exist in continuous
space, which is quite different from common language
modeling techniques. Beside the powerful expressive-
ness that we demonstrated previously, another key ad-
vantage of distributed representations is their size -
they require far less memory and disk storage than
other techniques. In this section we seek to under-
stand exactly how much space word embeddings need
in order to serve as useful features. We also investigate
whether the powerful representation that embeddings
offer is a result of having real value coordinates or the
exponential number of regions which can be described
using multiple independent dimensions.
5.1. Bitwise Truncation
To reduce the resolution of the real numbers that make
up the embeddings matrix. First we scale them to 32
bit integer values, then we divide the values by 2b,
where b is the number of bits we wish to remove. Fi-
nally, we scale the values back to lie between (−1, 1).
After this preprocessing we give the new values as fea-
tures to our classifiers. In the extreme case, when we
truncate 31 bits, the values will be all either {1,−1}.
Figure 3 shows that when we remove 31 bits (i.e, val-
ues are {1,−1}), the performance of an embedding
dataset drops no more than 7%. This reduced reso-
lution is equivalent to 250 regions which can be en-
coded in the new space. This is still a huge resolution,
but surprisingly seems to be sufficient at solving the
tasks we proposed. A na¨ıve approximation of this trick
which may be of interest is to simply take the the sign
of the embedding values as the representation of the
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(a) UK/US term vs. pair
Synonym Spellings0.4
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(b) 2-class pair results
Figure 2. Results of the pair-based tests. Figure 2a shows
the difference between treating the UK/US spellings as a
single word problem, or using a pair of embeddings. Figure
2b shows the results of the 2-class pair tests, shaded areas
represent improvements using kernel SVM.
embeddings themselves.
5.2. Principle Component Analysis
The bitwise truncation experiment indicates that the
number of dimensions could be a key factor into the
performance of the embeddings. To experiment on this
further, we run PCA over the embeddings datasets to
evaluate task performance on a reduced number of di-
mensions. Figure 4 shows that reducing the dimen-
sions drops the accuracy of the classifiers significantly
across all embedding datasets.
Another key difference between the truncation exper-
iment and the PCA experiment is that the trunca-
tion experiment may preserve relationships captured
by non-linearities in the embedding space. Linear PCA
16128421
Bits remaining in each dimension.
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Figure 3. Results of reducing the precision of the embed-
dings, averaged by the geometric mean of classifiers. We
note that after removing 31 bits, each dimension of the
embeddings is a binary feature.
can not offer such guarantees and this weakness may
contribute to the difference in performance.
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Figure 4. Results of reducing the dimensions of the embed-
dings through PCA, averaged by the geometric mean.
6. Conclusion
Distributed word representations show a lot of promise
to improve supervised learning and semi-supervised
learning. The practical advantages of having dense
representations make them ideal for industrial appli-
cations and software development. The previous work
mainly focused on speeding up the training process
with one metric for evaluation, perplexity. We show
that this metric is not able to provide a nuanced view
of their quality. We develop a suite of linguistic ori-
REFERENCES 6
ented tasks which might serve as a part of a com-
prehensive benchmark for word embedding evaluation.
The tasks focus on words or pairs of them in isolation
to the actual text. The goal here is not to build a useful
classifier as much as it is to understand how much su-
pervised learning can benefit from the features which
are encoded in the embeddings.
We succeed in showing that the publicly available
datasets differ in their quality and usefulness, and our
results are consistent across tasks and classifiers. Our
future work will try to address the factors that lead to
such diverse quality. The effect of training corpus size
and the choice of the objective functions are two main
areas where better understanding is needed.
While our tasks are simple, the differences among task
performance shed light on the features encoded by em-
beddings. We showed that in addition to the shallow
syntactic features like plural and gender agreement,
there are significant semantic partitions regarding sen-
timent and synonym/antonym meaning. Our current
tasks focus on nouns and adjectives, and the suite of
tasks has to be extended to include tasks that address
verbs and other parts of speech.
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Supplemental Materials
3-class Tests
To strengthen these results, we performed a 3-class
version of the sentiment test, in which we evaluated
the ability to classify words as having positive, nega-
tive, or neutral sentiment value. The results are pre-
sented in Figure 5. The results are consistent with
those from our 2-label test, and all embeddings per-
form much higher than the baseline score of 33%.
Sentiment 3-Sentment0.4
0.5
0.6
0.7
0.8
0.9
1.0
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cu
ra
cy
SENNA
HLBL-50
HLBL-100
Turian-25
Turian-50
Turian-100
Huang
Figure 5. The performance on the 3-class version of the
sentiment task, shaded areas represent improvements using
kernel SVM.
In order to investigate the depth to which synonyms
and antonyms are captured, we conducted a 3-class
version of the same test. We now evaluate between
pairs of words that are synonyms, antonyms, or have
no such relation. While such a task is much harder for
the embeddings, the results in Figure 6 show that a
nonlinear classifier can capture the relationship, par-
ticularly with the SENNA embeddings. An analy-
sis of the confusion matrix for the nonlinear SVM
showed that errors occurred roughly evenly between
the classes. We believe that this finding regarding the
encoding of synonym/antonym relationships is an in-
teresting contribution of our work.
Dimensional Reduction by task
Looking at Figure 8a, reducing the words embeddings
to points on a real line almost deletes all the features
that are relevant to the pair classification and to less
a degree the sentiment features. Despite the 10%-20%
drop in accuracy in the Plurality and Gender tasks,
the classification is still higher than random. The re-
sults show that when that shallow syntactic features
such as gender and number agreement are preserved at
Synonym 3-Synonym0.4
0.5
0.6
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Turian-25
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Huang
Figure 6. The performance of the 3-class syn-
onym/antonym task, shaded areas represent improvements
using kernel SVM.
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Figure 7. Results of reducing the precision of the embed-
dings, averaged by the geometric mean of classifiers across-
ing tasks
the expense of more subtle semantic features such as
sentiment polarity. This gives us insight into what the
hierarchical structure of the embeddings space looks
like. Shallow semantic features are present in all as-
pects of the space, and when PCA chooses to maximize
this variance of the feature space it is at the expense
of the other semantic properties.
We also illustrate this phenomenon in Figure 8b, by
showing how the performance of the linear and non-
linear classifiers converge for our harder tasks (senti-
ment and synonym) as we reduce the number of di-
mensions with PCA.
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1 2 3 5 10 15 20 25 50
Dimensions
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(a) By task
1 2 3 5 10 15 20 25 50
Dimensions
0.50
0.55
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0.65
0.70
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ra
cy
Synonym (RBF)
Plural (RBF)
Sentiment (RBF)
Synonym (linear)
Plural (linear)
Sentiment (linear)
(b) Linear vs. Nonlinear
Figure 8. Results of reducing the dimensions of the embeddings through PCA, averaged by the geometric mean across
tasks (8a). Figure 8b shows the difference between linear (dashed) and non-linear (solid) classifiers for our harder tasks
(sentiment and synonym) and an easy task (plural). The performance of the linear and nonlinear classifiers converges
as PCA removes more dimensions. This results in significantly degraded performance on nuanced tasks like sentiment
analysis.
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