A new Petrov-Galerkin approach for dealing with sharp or abrupt field changes in Discontinuous Galerkin (DG) reduced order modelling (ROM) is outlined in this paper. This method presents a natural and easy way to introduce a diffusion term into ROM without tuning/optimising and provides appropriate modeling and stablisation for the numerical solution of high order nonlinear PDEs. The approach is based on the use of the cosine rule between the advection direction in Cartesian space-time and the direction of the gradient of the solution. The stabilization of the proper orthogonal decomposition (POD) model using the new Petrov-Galerkin approach is demonstrated in 1D and 2D advection and 1D shock wave cases. Error estimation is carried out for evaluating the accuracy of the Petrov-Galerkin POD model. Numerical results show the new nonlinear Petrov-Galerkin method is a promising approach for stablisation of reduced order modelling.
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Introduction
Reduced Order Model (ROM) technology is a rapidly growing discipline, with significant potential advantages in: interactive use, emergency response, ensemble calculations and data assimilation [1, 2, 3, 4] . ROM is expected to play a major role in facilitating real-time turn-around with computational results and data assimilation. Most model reduction methods can be viewed as approximation methods by projection (for comprehensive description see [5, 6] ). Most of those methods (e.g., balanced truncation) are designed for stable, linear and moderate-order systems (state orders are less than 10 4 ) [7] , so are not practical for many fluids systems although they can provide accurate low-order representations of state-space systems. Among existing approaches, the proper orthogonal decomposition (POD) method provides an efficient means of deriving the reduced basis for nonlinear partial differential equations (PDEs). Using the POD technique, it is possible to extract a set of modes characteristic of the database which constitutes the optimal basis for the energetic description of the flow. A Galerkin projection of the original equations onto a finite number of POD bases yields a set of ordinary differential equations in time. However, due to the energetic optimality of the POD bases, only few modes are sufficient to give a good representation of the kinetic energy of the flow. The leading POD modes are not able to dissipate enough energy since the main amount of viscous dissipation takes place in the small eddies (unresolved modes) [9] . Galerkin POD methods may thus suffer from a lack of numerical stability especially for high order nonlinear PDEs. There are various ways to recover the effect of the truncated bases (usually the small scales, i.e. unresolved modes) and improve the numerical stability by:
1. incorporating gradients as well as function values in the definition of POD [10, 11] ; 2. adding calibrated/diffusion terms (e.g. eddy-viscosities, subgrid-scale model, streamline diffusion) into the POD reduced order equations [12, 13] ; 3. the approach of Noack et al. [14] , that uses a finite-time thermodynamics formalism;
4. residual based stablisation approach [9] where the unsolved terms are represented by a number of residual modes which are calculated by the residuals of ROMs.
For efficient calculation of nonlinear terms, the Discrete Empirical Interpolation Method (DEIM) [15] provides a dimension reduction of the nonlinear term by replacing the non-linear terms with a coefficient-function approximation consisting of a linear combination of pre-computed basis functions and parameter-dependent coefficients.
However the main drawback of the above stabilization methods is that there are always some parameters to tune/optimise for a best match the full solution. More recently, the Petrov-Galerkin method has been introduced to POD and applied to the 1D non-linear static problem and ODE [16] . This method presents a natural and easy way to introduce a diffusion term into ROM without tuning/optimising and provides appropriate modeling and stabilizations for the numerical solution of high order nonlinear PDEs.
In this paper, a new Petrov-Galerkin POD method is presented for nonlinearity discontinuous Galerkin modelling in order to control numerical oscillations. The approach is based on the use of the cosine rule between the advection direction in Cartesian space-time and the direction of the gradient of the solution. The remainder of this paper is organized as follows. Section 2 provides the derivation of the new Petrov-Galerkin approach for one scalar time dependent transport equation. This is then followed by the extension to coupled time dependent equations and an example is provided by two-time level discrete equations in section 3. Section 4 addresses the issue of how stable reduced order modelling is performing using the new Petrov-Galerkin approach. In section 5, a Bassi Rebay representation of discontinuous Galerkin methods for the diffusion term is described. The method is applied to 1D and 2D advection and shock cases in section 6 followed by discussion of the numerical results. Finally, conclusions are drawn in section 7.
Scalar Equation

Non-Linear Petrov-Galerkin scalar equation
The one scalar time dependent transport equation assumes the form:
where ψ represents field states (e.g. temperature, pollutants); s is the source term; a xt = (a t a) T and a = (a x a y a z ) T (here, the velocity vector); a t , a x , a y , a z are the coefficients of the time and space derivatives along the x, y, z direction respectively. For simplicity, this equation (1) in 1D with time dependence becomes:
Using the cosine rule between the two vectors a xt and ∇ xt ψ:
where θ a is the angle between the two vectors a xt and ∇ xt ψ. ). Taking into account (3), it is then written:
where || · || represents the L 2 norm of a vector-valued function. Thus
Using the Petrov-Galerkin approach, a modified form of the differential equation (2) can be written:
where the scalar p * xt is a function of a * xt and the size and shape of the elements (see (13) , (14) and (9)). Multiplying equation (6) by a space-time basis function N xti at node i and integrating it by parts over a single element V E with boundary Γ E (here DG methods are employed), the discrete form of the scalar equation is written:
with a finite element expansion ψ = N j=1 N xtj ψ j and r = a xt · ∇ xt ψ − s and n xt is the normal to the element in space-time and (n xt · a xt ) − = min{0, n xt · a xt } enables the incoming boundary information to be defined. Applying a zero boundary condition for the residual r = 0 on Γ E , results in:
Using the finite element space-time Jacobian matrix J xt , the scalar p * xt in (6) can be calculated as [20] :
The finite element space-time Jacobian matrix for 3D time dependent problems is: 
where the variables with are the local variables. For uniform space-time resolution with a time step size of Δt and an element size of Δx (in the x-direction), Δy (in the y-direction), Δz (in the z-direction), then:
The value of p * xt can be adjusted to ensure that the resulting value of p * xt is not so large that there is more transport backwards than forwards in the resulting discrete system of equations using:
in which > 0 and is a tolerance used to avoid a "division by zero" error, here = 1 × 10 −10 . Due to increasing number of nodes, associated with DG, similar to the quadratic FE, continuous Petrov-Galerkin formulations use a factor of 1 2 instead of 1 4 in equation (12) . The value of 1 4 elliminates the downwind coupling (in 1-D) for pure advection at the inflow node of an element. This correctly centers the equation residual at the centre of mass of the basis function, for continuous finite element representations. In the present work, where discontinuous finite elements are used to formulate the spacetime discretisation, the centre of mass of the basis function is centered at a distance of Δx 4 from the upwind boundary of the element. In the traditional Petrov Galerkin method a * xt = a xt in the above and
An approximate expression to p * xt is obtained from the Riemann finite element method (for details, see [19] ):
This will pick up the shape function which is aligned with the direction of a * xt at least for elements with equal sized edges. Alternatively one can produce an p * xt that is independent of i with:
Note that this expression uses the length scale of the element in the direction of a * xt . In the above we can work with the stabilization in the diffusion form with:
where ψ bc represents the value of ψ at the boundary, and the scalar diffusion coefficient assumes the form:
The diffusion coefficient ν can be modified to ensure positive diffusion with:
or working only with the residual by replacing a xt · ∇ xt ψ with the residual r which results in:
The diffusion coefficient ν is always non-negative because p * xt is non-negative. Equation (18) for the diffusivity can be derived by re-defining a * xt in (4) to be:
Note that then a *
Simplified scalar equations
Using the two level time-stepping θ-method the residual is:
where θ = 0.5,
and
which enables the formalism of space-time discretisation to be applied, for example:
in which J is the block part of the matrix J xt that is associated with Cartesian space. The stabilized discrete equations in the diffusion form can be expressed in Cartesian space:
or in a form where we apply integration by parts of the transport terms once:
Coupled Equations
Non-Linear Petrov-Galerkin coupled equations
The Petrov-Galerkin method discussed above is further applied to the time dependent coupled transport equations:
where for 1D
T in which the matrices A t , A x , A y and A z contain the coefficients of the derivatives of scalars with respect to time t, coordinates x, y and z respectively. In 1D equation (26) becomes:
For coupled equations the projection of A xt onto ∇ xt Ψ can be written:
Thus
where V(g) is a diagonal matrix in which V(g) μμ = g μ and the vector
Since the matrix A * xt has a block diagonal structure the transport equations (26) are a set of M independent scalar equations in which the μ th scalar equation is expressed as :
Since the equations have been uncoupled then the scalar equation methods described in the previous section can now be applied. This is effectively done below. The Petrov-Galerkin modified form of the differential equation is:
where I is the M×M identity matrix. Testing equation (32) with a diagonal matrix of space-time basis function N xti (this has the basis function N xti along its main diagonal), integrating over a single element V E and applying integration by parts results in:
with a finite element expansion Ψ = N j=1 N xtj Ψ j (where Ψ j is the order M vector of unknowns at node j) and
where Λ xt is the diagonal matrix whose diagonal elements are the corresponding eigenvalues, and
where the matrices L xt and R xt , whose columns are the normalized singular vectors, satisfy L T xt L xt = I and R T xt R xt = I. This eigen decomposition enables the boundary condition to be applied to incoming information only. We apply a zero boundary condition for the residual r = 0 which results in:
P * xt is a function of A * xt and the size and shape of the elements, for example:
or using the space-time Jacobian matrix J xt :
where
z are diagonal the matrix P * xt is also diagonal. In the traditional Petrov Galerkin method A * xt = A xt in the above and P xt replaces P * xt . In a similar way to the scalar equation, the value of P * xt can be adjusted to ensure that the resulting value of P * xt is not so large that there is more transport backwards than forwards in the resulting discrete system of equations by:
where the diagonal entries of the matrix E are positive and E contains small positive numbers (tolerances) used to avoid a "division by zero or near zero" error, e.g. 1 × 10 −10 . In the above we can work with the stabilization in the diffusion form with:
in which the M × M diagonal matrix containing the diffusion coefficients is:
The resulting diagonal matrix K can be modified to ensure non-negative diffusion by setting any of its negative entries to zero or taking their absolute values. Alternatively one can work with the residual only, by replacing A xt · ∇ xt Ψ with the residual r, which results in:
which is always positive because P * xt is positive semi-definite (as well as diagonal) and in which V(r) is the diagonal matrix containing the residual of the governing equations on its diagonal. Equation (42) for the diffusivity can be derived by re-defining A * xt in equation (28) to:
Simplified coupled equations
Assuming time is discretised using the two level θ-method:
which Θ is a diagonal matrix containing the time stepping parameters and also defining
Using this definition equation (45) enables the application of the formalism of space-time discretisation, developed here, for example:
By applying diffusion only in Cartesian space the stabilized discrete equations in diffusion form can be written:
or in a form where we apply integration by parts once to the transport terms:
Stable Reduced Order Modelling Using Diffusion from PetrovGalerkin Methods
In this section, the Petrov-Galerkin method discussed above is applied to form conservative stablisation methods for ROM's which for non-linear problems have a tendency to diverge due to inadequate sub-grid-scale modelling (if Galerkin methods are applied e.g. the POD method).
Derivation of Petrov-Galerkin POD models
If the original discrete system at a given time level is
its modified discrete system is then written:
in which for least squares, C = A. Note that the solution of this equation (51) is the same as the original system (50) however critically, it is not so when the reduced order modelling is applied. The weighting matrix W can be chosen such as to render the system of equations dimensionally consistent (and thus may contain characteristic dimensions such as the time step size Δt and a length scale) and also contain the mass matrix of the system. Least Squares (LS) methods have dissipative properties, unlike Galerkin methods, but are not generally conservative for coupled systems of equations. However LS methods may be applied at each equation level to make them conservative, in which case C may contain just parts of the matrix A. Using POD methods any variable ψ can be approximately expressed as an expansion of the first few POD basis functions {φ 1 , . . . , φ M }:
whereψ is the mean of the variables ψ over the time, α m (1 ≤ m ≤ M ) are the time-dependent coefficients to be determined. In FE method, the variable ψ can be expressed as:
and the POD basis functions:
Thus, taking into account (52), the variables Ψ = (Ψ 1 , . . . , Ψ N ) can be written:
T , and the matrix M P OD which consists of the POD basis functions, i.e.
. The reduced order model can be obtained by projecting the original models onto the reduced space, i.e. in a method analogous to the Galerkin method, taking the POD basis function as the test function, then integrating it over the computational domain Ω. By multiplying (50) by the matrix M P OD T and taking into account (55), the POD discrete model of (50) is obtained:
For the LS method (see (51)), equation (56) is:
Using the non-linear Petrov-Galerkin mechanics discussed in section 3, the POD reduced order model can thus be written:
or in diffusion form (analogous to (39) -(41)):
where the calculation of the diffusion matrix K will be discussed below in sections 4.2 and 5. As we know, a common solution to the divergence of ROM solutions (56) is to add diffusion terms into the equations and tune these diffusion terms to a best match the full model solution. The nonlinear Petrov-Galerkin POD method (59) presents a natural and easy way to introduce a diffusion term into ROM without tuning/optimising and provides appropriate modeling and stabilisations for the numerical solution of high order nonlinear PDEs.
Calculation of the diffusion coefficient
Reminding that the construction of the POD model is similar to that of the Galerkin FE model, the diffusion coefficient in K can thus be calculated (analogous to (17)):
in which we have assumed that the length scale associated with the POD method is the gradient of the normalised POD basis function in the direction a * xt , and β is a scalar. Theoretically, β can vary between 0 and 1. When β = 1, the Petrov-Galerkin approach is fully applied to the POD model, while the Galerkin POD is used when β = 0. Thus, any value β ∈ [0, 1] is a reasonable choice with less dissipation introduced for smaller values of beta. We choose a large value of β when the POD numerical simulation becomes unstable which usually happens when a small number of POD bases are used (e.g. results shown in Figure 5 , where only 10 POD bases are chosen). The residual vector can be determined from:
dV , taking into account the ROM basis functions are orthonormal, so E P OD = I. Since the absolute value of the residual may not matter:
To avoid the integration over the domain, there is another approach to calculate the coefficient of the diffusion term. Since the POD matrices may be relatively small one can manipulate their eigen structure in order to construct stabilization methods. Assuming ν P OD is represented using a POD expan-
) is thus written (see details in A):
in which the small scalar ensures that U is non-singular. The residual term q = r P OD r P OD cab be expressed as the expansion of POD basis functions: 
For calculation of O P OD −1 in (64), we define a matrix B:
(69) The matrix B P OD is then written
Using the eigen-decomposition B P OD = L 
An alternative definition to O P OD −1 defined by equation (71) is: (58) is C = B which is very similar to the diffusion based method.
Bassi Rebay representation of DG diffusion
One of the key ingredients of DG methods is the formulation of interface (numerical) fluxes, which provide a weak coupling between the unknowns in neighboring elements. The classic approach introduced by Bassi and Rebay in 1997 [8] is here used for the representation of the DG diffusion term. The diffusion term is written:
(73) Defining
the diffusion term (73) can be rewritten:
where ψ x cur and ψ x nei represent ψ x at the current and neighbouring elements, respectively, and ψ x is zero on the boundary, i.e. zero through the surface integral. Multiplying (74) by N i and integrating it over the domain V , obtains
where ψ cur and ψ nei represent ψ at the current and neighbouring elements respectively. Equation (76) can be rewritten
where M is the mass matrix in FE, and ψ x = ∂ψ ∂x can be calculated
The diffusion term (75) can be-rewritten:
The approach discussed above is easily extended to 2D and 3D cases.
Example cases: advection and shock waves
Shock waves are characterized by an abrupt, discontinuous change in the characteristics of the medium. The shock waves are described by the nonlinear hyperbolic Euler equations in a non-conservation form:
In this work, the Petrov-Galerkin POD method discussed above is applied to (80). A diffusional DG is used to control numerical oscillations. The root mean square error (RMSE), relative error (RE) and correlation coefficient of results between the POD and full models at the time level n is used to estimate the error of the POD/ROM projection results:
where, ψ n i and ψ n o,i are the vectors containing the POD and full model results at the node i respectively, and relative error is calculated:
The correlation coefficient of results between the POD and full models at the time level n with expected values μ ψ n and μ ψ n o and standard deviations σ ψ n and σ ψ n o is defined as:
Test case 1: the Sod shock tube problem
The Petrov-Galerkin POD model is validated in the classic Sod shock tube problem [21] . The POD model results are compared with the analytical solution [21] and those from the full model. The problem solved here has a unit 1D domain and open boundary conditions at both ends and space and time steps of Δt = 0.001, Δx = 0.0238. The simulation period is [0, 0.2]. The Euler equation (80) can be re-written for an ideal gas [22, 18] :
or in a matrix form, A xt Ψ = 0, where
where ρ is the density of the fluid, u is the fluid velocity, e is the energy per unit volume (length), and p is the pressure. The equation of state is
where γ is the adiabatic gas index. For an ideal gas γ = 1.4. The test consists of a 1D Riemann problem with the following parameters, for left and right states of an ideal gas:
Linear elements are used in space and time. The value of A xt in the boundary element integral is calculated by the Roe average approach (see equation (48)) [27] . The results from the POD and full models are provided in figures 1, and 2. It is shown that the Petrov-Galerkin POD model does well in capturing and resolving discontinuities of shock waves. The results reproduce the correct density and velocity profiles of the rarefaction wave. When 15 POD bases are used (where 95% of the original energy is captured), the RMSE of results between the Petrov-Galerkin POD and full models is less than 0.0075 (while less than 0.035 for the relative error) and is further reduced to 0.001 (0.0045 for the relative error) with 25 POD bases (where 99.4% of the original energy is represented) (see figure 3) . The correlation coefficient of results achieves a value of 99.99%. 
Test case 2: 1D advection
The results from the POD model exhibit an overall good agreement with those obtained with the full model (figure 9) with 5 POD bases. 
Test case 3: 2D advection
A comparison between the POD and full model results is displayed in figures 10 and 11. It can be seen that the POD reduced order results using the Galerkin approach become oscillatory and unstable and the RMSE of results increases as the simulation time increases. By using the Petrov-Galerkin POD approach, the RMSE and relative error of results are reduced by a factor of 2 during the integration period [0.05s, 0.2s] while the correlation coefficient increases from 99.8% to 99.95%.
Conclusions
A new Petrov-Galerkin method for stablisation of high order nonlinearity in reduced order modelling is developed. The POD discontinuous Galerkin (DG) reduced order model is applied to 1D and 2D advection, and 1D shock wave cases. A comparison of the results between the POD models using the Petrov-Galerkin and traditional Galerkin approaches is carried out. It is observed that the instability in the POD results is reduced by using the Petrov-Galerkin POD methods which naturally introduces a diffusion term into ROM. The RMSE of results between the POD and full models is decreased by 15% − 60% while the correlation coefficient is mostly larger than 98% − 99.5% when the Petrov-Galerkin approach is used in conjunction with ROM. The Petrov-Galerkin POD model does well in capturing and resolving discontinuities of shock waves. The results obtained reproduce the correct density and velocity profiles of the rarefaction wave.
Future work will investigate impact of DEIM methodology on additional economy in CPU time (due to nonlinear effects) and apply this new PetrovGalerkin POD approach to more complex fluid flow models and optimal control of shock waves for the Sod problem [18] . We envisage to compare in future research work the new approach with the calibration method, e.g. Noack's method [23, 24, 25] (which matches the cascade of energy in the reduced order model with that of the high fidelity model) and the method proposed by Wang et al. (2011) [26] .
the Petrov-Galerkin operator for finite element methods is:
The finite element Riemann method is defined with [28] 
where h is the length size of the element. This is the approach used with Riemann solvers that are implemented with a control volume discretisation in which case (n x , n y , n z ) is the direction normal to a control volume. For finite elements n x = N ix /n, n y = N iy /n and n z = N iz /n where n * is the normalisation factor. It should be noted that the transport term pre-multiplied by I when integrated by parts is conservative and has much in common with control volume methods. Using the basis functions to define the length scale h 2 associated with the basis functions one can eliminate out the normalization factor to obtain:
This is important as applying this method to reduced order basis functions there is no well defined length scale except through this gradient of the basis functions.
Since the POD matrices may be relatively small one can manipulate their eigen structure in order to construct stabilization methods. For example, for calculation of the matrix B (defined in equation (69)), we have
with l 
