This paper focuses on a new path division multiple access (PDMA) for both uplink (UL) and downlink (DL) massive multiple-input multiple-output network over a high mobility scenario, where the orthogonal time frequency space (OTFS) is adopted. First, the 3D UL channel model and the received signal model in the angle-delay-Doppler domain are studied. Secondly, the 3D-Newtonized orthogonal matching pursuit algorithm is utilized for the extraction of the UL channel parameters, including channel gains, directions of arrival, delays, and Doppler frequencies, over the antenna-time-frequency domain.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) is a promising technology for the next generation communication networks. Once the base station (BS) is equipped with a large number of antennas to serve multi-users, the significant gains in terms of both energy and capacity efficiency can be achieved [1] - [3] . Similar to the other communication systems, the channel estimation is vital for the massive MIMO networks. With accurate channel state information, we can analyze the system achievable rate [4] , [5] , quantize the network interference [6] , and derive the energy efficiency of the system [7] . Then, we can optimize the signal processing units of massive MIMO, such as beamforming [8] , user scheduling [9] , data detection [10] . Thus, the effective channel acquisition over massive MIMO has become a hot topic. From various measurement campaigns about massive MIMO channels, we can find that the scattering effect of the environment is limited in one narrow angle spread region [11] . Then, researchers have fully exploited this characteristic and proposed efficient channel recovery schemes [12] - [14] .
However, in higher practice, the users may move, and the channels would vary in time. As is well known, the higher the mobility speed is, the less the channel coherence time is. Then, it would be more challenging to acquire a large number of unknown channels within a limited channel coherence time. Correspondingly, this problem has attracted much attention, and some interesting and important results have been presented in the literatures as follows. With respect to the time-selective massive MIMO channel, Xie et al. firstly proposed the spatial basis expansion model (SBEM) for the representation of the uplink (UL)/ downlink (DL) channels in [15] . In [16] , Ma et al. proposed the auto-regressive (AR) model to measure the time-varying channel. They developed an expectation maximization (EM) based sparse Bayesian learning (SBL) framework to learn the temporal and spatial channel parameters. In [17] , Li et al. extended the work in [16] , and proposed an optimal Bayesian Kalman filter-based channel tracking method with only partial prior knowledge of the DL channel parameters. Zhao et al. designed a channel tracking method for massive MIMO systems under both time-varying and spatial-varying conditions in [18] . Under the double-selective massive MIMO channel fading scenario, Qin et al. proposed an effective time-varying channel estimation scheme for the massive MIMO-orthogonal frequency division multiplex (OFDM) system, where the complex exponential BEM (CE-BEM) was utilized in [19] . Zhang et al. presented a novel recovery algorithm based on sparsity adaptive matching pursuit for compressed sensing-based sparse channel estimation in OFDM systems in [21] . In [20] , You et al. proposed adjustable phase shift pilots for time-varying channel acquisition in a massive MIMO-OFDM system. In [22] , Guvensen et al. gave a pre-beamformer design method for the spatially correlated time-varying wideband MIMO channels under the assumption that the channel is a stationary Gauss-Markov random process. Hu et al. considered the angle-domain Doppler shifts compensation for high-mobility massive MIMO communication in [23] .
Generally, the above works can be split into two categories: AR model-and BEM-based schemes. Within the former framework, the massive MIMO channels are usually assumed to be block fading, and the time-varying characteristics within the block would be lost. Although the latter can characterize the massive MIMO channel dynamic features within the given block, the parameters for BEM are sensitive to the user mobility conditions [24] . Moreover, there exists model approximation errors in both models, especially under high speed conditions [25] . The reasons for the above phenomena is that the two methods are not from the time-varying physical scattering model and can not capture intrinsic factors, which effectively quantize and describe the time-varying channels.
Recently, Hadani et al. designed a novel two-dimensional modulation technique called orthogonal time frequency space (OTFS) modulation, and gave us a new perspective on time-varying channels [26] . In the traditional OFDM schemes, the effective data are mapped and processed over the time-frequency domain. Thus, we usually insert pilots and estimate the time-varying channels within the time-frequency domain. However, OTFS provides a new two-dimensional signal space, i.e., the delay-Doppler domain. Correspondingly, the data mapping and demapping are implemented over the delay-Doppler domain. Interestingly, the time-varying channels could be equivalently described by several constant variables over the delay-Doppler domain. In [27] , Raviteja embedded pilot-aided OTFS channel estimation schemes in [28] . In [29] , Khammammetti et al.
proposed a multiple access method in the UL of an OTFS system, where the users are allocated delay-Doppler resource blocks which are spaced at equal intervals in the domain. However, the important characteristic of OTFS is that many signal blocks will be received with different double circular shift structures over the delay-Doppler domain; accordingly, a low complexity data detection method is not easy to design [30] , [31] . In this paper, we fully utilize the super scattering path resolution of the massive MIMO and examine the massive MIMO-OTFS over the 3D signal space, i.e., angle-delay-Doppler domain. In fact, Shen et al. studied the OTFS modulation for massive MIMO systems, but only considered channel estimation [32] . Here, within the time division duplex (TDD) model, we propose a unified path division multiple access (PDMA) scheme for both UL and DL over massive MIMO-OTFS. The high mobility UL channel model and the OTFS signal model in the angle-delay-Doppler domain are developed. Then, we resort to the 3D Newtonized orthogonal matching pursuit (NOMP) algorithm to recover the UL channel parameters, including channel gains, direction of arrival (DOAs), delays, and Doppler frequencies, over the antenna-time-frequency domain. Correspondingly, both energy dispersion and power leakage phenomena of the 3D angle-delay-Doppler channels are carefully analyzed.
With respect to UL, we design a path scheduling algorithm to properly assign angle-domain resources at user sides and to assure that the observation regions for different users do not overlap over the 3D cubic area, i.e., angle-delay-Doppler domain. After scheduling, different users can map their respective data to the scheduled delay-Doppler domain grids, and simultaneously send the data to the BS without inter-user interference in the same OTFS block. Then, the signals at desired grids within the 3D resource space of the BS are separately collected to implement the 3D channel estimation and maximal ratio combining (MRC)-based data detection over the angle-delay-Doppler domain. Furthermore, we apply the idea of UL's path scheduling algorithm for the multi-user service along DL and design a low complexity beamforming strategy for the massive MIMO-OTFS DL over the angle-delay-Doppler domain. The block diagram for the UL part of our proposed PDMA scheme is illustrated in Fig. 1 .
The rest of this paper is organized as follows. Section II describes the 3D channel model. Section III introduces the UL channel parameter extraction with 3D-NOMP. The main ideas of the UL/DL PDMA scheme are presented in Section IV. Simulation results are shown in Section V, and conclusions are drawn in Section VI.
Notations: Denote lowercase (uppercase) boldface as vector (matrix). (·) H , (·) T , and (·) * represent the Hermitian, transpose, and conjugate, respectively. I N is an N × N identity matrix.
E{·} is the expectation operator. Denote tr{·} and |·| as the trace and the determinant of a matrix, respectively.
[A] i,j and A Q,: (or A :,Q ) represent the (i, j)-th entry of A and the submatrix of A which contains the rows (or columns) with the index set Q, respectively. x Q is the subvector of x built by the index set Q. v ∼ CN (0, I N ) means that v follows the complex Gaussian distribution with zero mean and covariance I N . p denotes the largest integer less than or equal to p. The real component of x is expressed as (x). diag(x) is a diagonal matrix whose diagonal elements are formed with the elements of x.
II. SYSTEM MODEL

A. High Mobility Massive MIMO Channel Model
We consider a single-cell mmWave massive MIMO system in high-mobility scenarios. The BS serves K users, which are randomly distributed in the area. The BS is equipped with a uniform linear array (ULA), which contains N r antenna elements and N r K. Each user has a single antenna element. There are scatterers in the space and the user channels are composed of multiple propagation paths. The wireless signal can reach the BS along the line of sight path or can be reflected by multiple scatterers, which means that the channel links between the BS and the users is subject to frequency-selective fading. Due to the high mobility of the users, the channels vary fast and experience time-selective fading. It is assumed that there are P scattering paths for the channel between a specific user and the BS. Each scattering path corresponds to one DOA, one Doppler frequency shift, and one time delay.
Denote θ k,p (n) as the DOA for the p-th path of the k-th user at time block n. The corresponding spatial steering vector can be defined as:
where λ is the carrier wavelength for the UL, and the antenna spacing d is set as half the wavelength λ. Hence, from the geometric channel model, the time-varying UL channel for the k-th user at time block n can be denoted by
where h k,p , τ k,p and ν k,p are the channel gain, delay, and Doppler shift for the p-th path of the user k, respectively, δ(·) denotes the Dirac function, and T s is the system sampling period. Fractional delays are not considered since the resolution of T s is sufficient to capture the detailed channel information along the delay dimension over the typical wide-band systems. Hence, we assume that τ k,p = n τ,p T s , where n τ,p is an integer number. As θ k,p (n) remains constant during a long time interval [15] - [17] , the time index n of the angle can be omitted. Furthermore, h k,p ∼ CN (0, λ k,p ),
. . , τ k,P ] T , and θ k = [θ k,1 , θ k,2 , . . . , θ k,P ] T for further use.
B. Massive MIMO-OTFS Scheme
For the k-th user, we rearrange a data sequence of length L D N D into a two-dimensional OTFS data block X k ∈ C L D ×N D , where L D and N D are the dimensions of the delay domain and the Doppler domain, respectively.
First, we apply the inverse symmetric finite Fourier transform (ISFFT) for the pre-processing block, and obtain the data blockX k in the time-frequency domain asX At the BS, we sequentially implement the symmetric operation with that at users, such as the rearranging, removing CP, L D -point DFT and the SFFT operation of size L D × N D in the post-processing block (see Fig. 1 ). Correspondingly, at the n r -th antenna of the BS, we can obtain the two-dimensional data block Y nr ∈ C L D ×N D in the delay-Doppler domain. From [33] ,
where (i − i ) L D is the remainder by L D after division of i − i , i = 0, 1, . . . , L D − 1 and j = −N D /2, . . . , 0, . . . , N D /2 − 1. Moreover, w i,j is complex Gaussian noise with zero mean and variance σ 2 n , and is independent from element to element.
where j − j = (j − j + N D /2) N D − N D /2 and are separately the main and the secondary channels over the space-delay-Doppler domain.
Moreover, is the coordinate of the received grid along the delay dimension at the BS, and
Proof. Refer to Appendix A.
To further take into account the channel sparsity caused by the massive antennas, we can utilize the spatial DFT operation along the antenna index n r . By applying the normalized DFT along the antenna index n r , we can derive the angle-delay-Doppler domain channelh k,(i,j,q) and
where
and q = − Nr 2 , . . . , 0, . . . , Nr 2 − 1. From (7) and (8), it can be seen that the main channelsh k,(i,j,q) are only related to the channel parameters {τ k,p , ν k,p , θ k,p , h k,p } P p=1 , while the secondary channelsḡ k,(i,j,q) are related to the coordinate of the received grid along the delay domain. Besides,h k,(i,j,q) andḡ k,(i,j,q) have By applying DFT to for the received signal y i,j+N D /2 , we can derivē
where the equivalent noisew i,j,q = [F Nr w i,j ] q is still a white Gaussian noise with zero mean and variance σ 2 n .
Remark 1. Bothh k,(i,j,q) andḡ k,(i,j,q) are formed by P path components, which can be seen from (7) and (8). Given a specific path, the difference between the component inh k,(i,j,q) and that in g k,(i,j,q) lies in the coefficient 2e πν k,p Ts sin(πν k,p T s ), which is related with the position of the grid in the delay domain at the receiver and the Doppler frequency of the path. Nonetheless, if the parameter sets {τ k,p , ν k,p , θ k,p , h k,p } P p=1 can be accurately estimated, we can simultaneously determine the positions of the P dominant values for bothh k,(i,j,q) andḡ k,(i,j,q) , and reconstruct their explicit values. It is worth noting that the dominant values for the main and the secondary channels are at the same grids in the angle-delay-Doppler domain.
III. UPLINK CHANNEL PARAMETER CAPTURE WITH 3D-NOMP
From the received signal model (9) , it is obvious that the goal of the channel estimation is to obtain the parameter sets {τ k,p , ν k,p , θ k,p , h k,p } P p=1 for each user. In this section, we construct the UL training model and adopt the 3D NOMP algorithm to estimate the parameter sets.
A. UL Training Model
The UL channel of the k-th user can be directly expressed with the P parameter sets as (2) . Different users implement their channel parameter estimation within the time division duplex (TDD) model. Without loss of generality, we assume that each user utilizes the same training
and N t is the number of effective points. Furthermore, t = [t 0 , t 1 , . . . , t Nt−1 ] T , and t 2 = P t is the power of the training sequence. The first user starts its training at time n 1 T s , and the length of training for each user is (L cp + N t )T s . Then, we can derive that the k-th user will start its training at (n 1 + (L cp + N t ) (k − 1)) T s . At the BS, we cast away the samples corresponding to the CPs and collect the receiving signals at (n 1 + (L cp + N t ) (k − 1) + L cp + n) T s for the k-th user into the N r × 1 vector y k,n as
where n = 0, 1, . . . , N t − 1. Define the number of experienced slots f k,
Then, the received signal can be expressed as
. After the construction of the received signal model (11) , the next task is to estimate the parameter sets {θ k,p , τ k,p , ν k,p , h k,p } P p=1 . In the next subsection, we resort to the 3D-NOMP algorithm for the estimation process.
B. 3D-NOMP Algorithm
For our model, we extend the original 2D-NOMP algorithm [34] to 3D. Firstly, the 3D coarse searching is implemented. The next step is to precisely search near the result of the first step.
Then, the single refinement for the parameters at the current iteration and the cyclic refinement for the results of the past iterations are executed. Finally, the gains updating is carried out through the least square (LS) algorithm. The detailed steps in the i-th iteration of the 3D-NOMP algorithm are given in the following.
with v max as the maximum permitted velocity in the system. To reduce the searching complexity, we construct the low-dimension 3D under-sampled map Ω l for the domains of angle, delay and Doppler frequency as
where η θ and η ν are the under-sampling rates for the domain of angle and Doppler, respectively. For one grid (k 1 , k 2 , k 3 ) in Ω l , the corresponding parameters (θ, τ, ν) can be derived by
The coarsely estimatedθ k,p ,τ k,p ,ν k,p are selected as
where y i−1 k,r is the residual at the end of the (i − 1)-th iteration, calculated as:
and {θ k,p ,τ k,p ,ν k,p ,ĥ k,p } i−1 p=1 are the estimated parameters in the previous i − 1 iterations. 2) 3D-precisely searching for ν k,p and θ k,p : After the simultaneously coarse searching for the three parameters, we do a similar step, i.e., 3D-precisely searching, near the results of the coarse searching step. And the details are omitted here for length limitation. Then, the parameters θ k,i ,τ k,i ,ν k,i can be obtained through a similar operation in (13) . Afterwards, the coarse estimate of the channel gainh k,i can be expressed as:
3) Single refinement: During the last step, the precise estimation of delayτ k,i =τ k,i is performed. Here, we will resort to the extended Newton method and refineθ k,i ,ν k,i , andh k,i .
R s iterations are be executed in this step. The goal of the refinement step is to minimize the power of the new residual y k,r − hp(θ, τ, ν) 2 in the i-th iteration. Hence, the objective is to maximize the following function:
Then, the refined estimates of θ k,i and ν k,i can be represented as 
is the first-order partial derivative vector, with ∂p
, and the n r -th element of a (θ k,i ) and the n t -th element of v (ν k,i ) are
with n r = 0, 1, . . . , N r − 1 and n t = 0, 1, . . . , N t − 1.
In addition, the second-order partial derivative matrix in (17) can be derived as
By carrying out (17) ,θ k,i andν k,i are refined. The gainh k,i is then updated according to (15) .
4) Cyclic refinement:
After the single refinement step for the parameters of the current iteration, to further perfect the estimates {h k,p ,θ k,p ,ν k,p } i−1 p=1 of the previous iterations, R c iterations of cyclically refinement are taken into consideration. Similar to the single refinement step, the extended Newton method is also utilized; details are omitted here due to space limitation.
Together with the acquired estimates of the delay in the searching step, accurate estimates of h k,p ,θ k,p ,τ k,p ,ν k,p , p = 1, 2, . . . , i are obtained.
5) Gain updating:
With the estimatedθ k,p ,τ k,p ,ν k,p in the previous i iterations, we can update the channel gain h k,p , p = 1, 2, . . . , i with the LS estimator as
where P = [p(θ k,1 ,τ k,1 ,ν k,1 ), . . . , p(θ k,i ,τ k,i ,ν k,i )]. 
for all possible (θ, τ, ν). The stopping criterion threshold is chosen from the false alarm rate
IV. PDMA OVER THE ANGLE-DELAY-DOPPLER DOMAIN After the acquisition of the UL channel parameter sets {τ k,p , ν k,p , θ k,p , h k,p } P p=1 , the next step is the data transmission and detection. As the distances between the users and BS are much farther than the moving distance of the user within a number of OTFS blocks, the angles and the distance changes of the scattering paths are negligible within a period of time. For example, within a OTFS system, we set the number of subcarriers as L D = 512, the number of OFDM blocks as N D = 128, the length of CP as L cp = 32, and the sampling rate as 1/T s = 20
MHz. Then, if the user moves with the speed 360 km/h and the distance between BS and the user is 500 m, the maximal angle change within 5 OTFS blocks is 0.2 • , which means that the parameter sets {τ k,p , ν k,p , θ k,p } P p=1 can be treated as constant variables in 5 OTFS blocks. Then, knowledge about {τ k,p , ν k,p , θ k,p } P p=1 from the previous section can be utilized for this section. However, as the OTFS block contains several OFDM symbols, the channel gain h k,p may change from one OTFS block to another one. Nonetheless, there is no need to directly track the original channel gain h k,p . Instead, we estimate the equivalent channel gainh k,(i,j,q) andḡ k,(i,j,q) over the angle-delay-Doppler domain. We first propose an UL path scheduling algorithm, and then simultaneously estimate the channel gain and detect the transmitted data.
Finally, a low-complexity DL beamforming strategy is presented with the similar idea of UL scheduling.
A. Analysis of 3D Channel over the Angle-Delay-Doppler Domain
From (7) and (8), it can be checked thath k,(i,j,q) andḡ k,(i,j,q) are dominant at the index set
Obviously, (i k,p , j k,p , q k,p ) corresponds to the p-th physical scattering path of the k-th user and can be treated as the delay-Doppler-angle signature of this path. Moreover, the p-th path contains almost the entire channel power at the dominant grid (i k,p , j k,p , q k,p ). Hence, at the grid (i k,p , j k,p , q k,p ), we have the following approximation
where has been defined in the previous section as the received grid index over the delay domain. Correspondingly, the following relation can be written
With (9) and (28)-(30), we have the following observations. Within a specific OTFS block, the main channelsh k,(i,j,q) are constant over the angle-delay-Doppler domain, and each scattering path corresponds to one main channel gain. On the other hand, the secondary channelsḡ k,(i,j,q) are varying at different observation grids. Nonetheless, with the parameter sets {τ k,p , ν k,p , θ k,p } P p=1 , g k,(i k,p ,j k,p ,q k,p ) can be well constructed from the main channelsh k,(i k,p ,j k,p ,q k,p ) at different observation grids. In order to clearly illustrate the impact of the secondary channels, we consider a typical massive MIMO-OTFS example, where the carrier frequency is 30 GHz, the sampling rate is 1/T s = 20 MHz, the number of the grids along the delay domain is L D = 256, and the number of grids along the Doppler frequency is N D = 64. We consider two mobility scenarios: the low speed 36 km/h and the high speed 360 km/h, whose maximum Doppler frequencies are 1 kHz and 10 kHz, respectively. Then, we consider the grids with the delay domain index = 50, and set ν k,p as the maximum Doppler shift. With respect to the coefficient sin(πν k,p T s ) in (30) , it can be checked that sin(πν k,p T s ) = 8×10 −3 for the low speed scenario and sin(πν k,p T s ) = 7.85×10 −2 under the high speed case. Obviously, the power of the secondary channels can not be ignored for the mobility scenario.
In practice, L D and N r are large but not infinite, and unavoidable power leakage occurs, which is due to the characteristic of the function Sa N (x) [15] . The neighboring grids of the dominant grid in the 3D space may be contaminated. Let us analyze the leaked power of the grid (i k,p , j k,p + d ν , q k,p + d θ ) from the dominant channel grid (i k,p , j k,p , q k,p ), where d ν and d θ are the distance along Doppler and angle domains, respectively. Then, the observed leaked channel power from the main and secondary channels can be written as |h k,(i k,p , j k,p +d ν ,q k,p +d θ ) + g k,(i k,p , j k,p +d ν ,q k,p +d θ ) | 2 . From (7) and (8), we define the leakage ratio η k,p (d ν , d θ ) as
Since almost the entire power on the dominant grid (i k,p , j k,p , q k,p ) comes from the p-th scattering path, we can further approximate η k,p (d ν , d θ ) as 
A simple example for the channel path with θ k,p = 34 • , user velocity 360 km/h, N r = 128, L D = 128, and N D = 128 is given in Fig. 3 , where the signal-to-noise ratio (SNR) is set as 30 dB. The parameter ν k,p is set as the maximum Doppler shift. From Fig. 3 , it can be observed that η k,p (d ν , d θ ) is only -20 dB when the geometric distance between the observed grid and the corresponding dominant grid is d νθ = d ν + d θ = 1. Furthermore, if d νθ > 1, η k,p (d ν , d θ ) becomes small, and the power leakage almost has no influence. From (9), we can obtain that if only the k-th user sends only an effective symbol at x k,i,j , the BS will only receive the information of this symbol atȳ l,n,s with the index set (l = (i + i k,p ) L D , n = j + j k,p , s = q k,p ), where (i k,p , j k,p , q k,p ) ∈ Q k . In other words, the OTFS scheme possesses the energy dispersion within the angle-delay-Doppler domain. Once we achieve the scattering angle, the delays and the Doppler frequency, we can determine the exact dispersion locations within the OTFS block and collect the observedȳ l,n,s at those grids to decode x k,i,j . Let us further consider two users and assume that the 3D channels for the k 1 -th user and that for the k 2 -th user are orthogonal in angle-delay-Doppler domain, which means that Q k 1 ∩Q k 2 = ∅. Then, the k 1 -th and k 2 -th users can simultaneously send the data x k 1 ,i,j and x k 2 ,i,j at the same delay-Doppler grid.
BS can simultaneously extract different angle-delay-Doppler grids to recover x k 1 ,i,j and x k 2 ,i,j without inter-user interference. However, if a number of data are densely placed in the delay-Doppler domain, many dispersed grids may overlap over the angle-delay-Doppler domain and cause severe inter-symbol and inter-user interference, which is the characteristic of OTFS. Thus, the transmission requires powerful scheduling methods [36] . Theoretically, we can schedule each symbol of users over the delay-Doppler domain to achieve several parallel and interference-free subchannels for the links from the users to BS. However, the system spectrum efficiency would be very low. Therefore, in the next subsection, we fully exploit the spatial super resolution of the massive antennas at BS and propose the PDMA scheme to implement the parallel data transmission with limited inter-symbol interference (ISI) over the angle-delay-Doppler domain.
A brief illustration for the UL part of our PDMA scheme is shown in Fig. 4 .
B. Path Scheduling Algorithm
Without loss of generality, we assume that the DOA θ k,p for each scattering path of the same user is different, which means that each path of the same user possesses different angle signatures.
In other words, different paths are associated with different distinguished domain grids. Before proceeding, we define the double circular shift operation with respect to any M × N matrix . With the results in the previous subsections, the energy ofȳ l,n,s are concentrated in P matrices {Y q k,p +Nr/2 } P p=1 . With (7)-(9), we have
where the above derivation utilizes the fact that there is no power leakage in the delay domain and all the paths of the k-th users can be separated by their angle information. Obviously, the dominant signal on the right hand side of (34) is H k,(i k,p ,j k,p ,q k,p ) + G (0) k,(i k,p ,j k,p ,q k,p ) X (i k,p ,j k,p ) k , while the other parts can be the interference signal. When all elements in X k are effective data symbols with equal power, the ratio between the dominant and the interference signals at [Y q k,p +Nr/2 ] l,n can be written as Λ l,n,q k,p +Nr/2 =
where (7) and (8) are utilized, andh k,(p) =h k,(i k,p ,j k,p ,q k,p ) andḡ k,(p) =ḡ l k,(i k,p ,j k,p ,q k,p ) are defined for notational simplicity. With (32) , it can be checked that η k,p (j, 0) monotonically decreases with increasing j, and Λ l,n,q k,p +Nr/2 is mainly determined by η k,p (1, 0), which is a small value.
Nonetheless, the data pattern in X k can be further optimized to eliminate the power of the interference signal. Simply, the non-zero effective data symbols can be equally placed along the Doppler direction. Figs. 5(a) and 5(b) illustrate the difference between the compact effective data blocks and the optimized data blocks. Hence, Y q k,p +Nr/2 can be approximated as
where H k,(p) = H k,(i k,p ,j k,p ,q k,p ) and G k,(i k,p ,j k,p ,q k,p ) are given for notational simplicity, which is because (i k,p , j k,p , q k,p ) corresponds to the p-th path of the k-th user. Without loss of generality, we restrict the effective data of user k in one rectangle of X k , which can be described by the grid set D k as
where the element in D k is the index of effective data. Moreover, l k and n k separately denote the left and the bottom bounds of this rectangle, while W d and W D are the maximum widths of the effective data region along delay and Doppler directions, respectively. Then, for (l, n) ∈ D k , its received information at the BS would be distributed on P layers of the 3D cubic area, and the specific locations in Y s can be written as {((l +i k,1 ) L D , n+j k,1 , q k,1 +N r /2), ((l +i k,2 ) L D , n+ j k,2 , q k,2 + N r /2), . . . , ((l + i k,P ) L D , n + j k,P , q k,P + N r /2)}. Then, the received signal region with respect to D k can be denoted as
n ∈ [ n k + j k,p , n k + W D − 1 + j k,p ], s = q k,p + N r /2, p = 1, 2, . . . , P } .
(38)
Under the multi-user case, inter-user interference along UL is introduced. Therefore, it is necessary to schedule D k for each user and to ensure that the received effective data regions for different users do not overlap in the 3D cubic area, i.e.,
where k 1 = k 2 . To fully exploit the super resolution over the angle domain, we schedule the users with two steps: within the first step, the users would be separated over the angle domain, while in the second step, we further separate the users that have overlapped angle signatures, in the delay-Doppler domain. For the k-th user, its angle signatures are collected into the Q a k = {q k,p , p = 1, 2, . . . , P }. Then, the users with non-overlapped angle signatures sets are allocated to the same group G g , i.e.,
where dist(Q a k 1 , Q a k 2 ) min |q k 1 ,p − q k 2 ,p |, ∀q k 1 ,p ∈ Q a k 1 , ∀q k 2 ,p ∈ Q a k 2 , and the protection gap D θ is added to mitigate the effect of the channel power leakage along the angle direction. For k 1 , k 2 ∈ G g , we assign them the same delay-Doppler domain resource, i.e., D k 1 = D k 2 = D Gg , but different angle grids, i.e., C k 1 ∩ C k 2 = ∅, k 1 = k 2 .
With different user groups G g 1 , G g 2 , we assign distinguished delay-Doppler domain resources to satisfy the following constraints:
where dist(D Gg 1 , D Gg 2 ) {D τ , D ν } means either min |l 1 − l 2 | ≥ D τ or min |n 1 − n 2 | ≥ D ν , ∀(l 1 , n 1 ) ∈ D Gg 1 , ∀(l 2 , n 2 ) ∈ D Gg 2 , and the guard gaps D τ and D ν are mainly utilized to combat the dispersion effect of the 3D channelsh k,(i,j,q) along the delay and Doppler directions, respectively. Define the maximum dispersion lengths along the delay and Doppler direction as
Typically, we can separately set D τ and D ν as D τ = D max τ and D ν = 2D max ν . After scheduling, different users can map their respective data to the scheduled delay-Doppler domain grids, simultaneously send the data to the BS within the same OTFS block, and occupy different 3D resources at the BS. Then, the BS can demap and decode different users' data in parallel without inter-user interference.
C. 3D Channel Reconstruction along UL
In this subsection, we recover the equivalent 3D channel gains of the main and the secondary channels for data transmission. According to (30) , each user can send only one pilot to estimatē ≈ 2e πν k,p (l t k +i k,p ) L D Ts sin(πν k,p (l t k + i k,p ) L D T s ) h k,(p) .
However, as mentioned in Section II, the secondary channelḡ k,(i,j,q) depends on the specific position of the observed signal. Furthermore, in order to enhance the data detection performance, we should acquire the information about all the non-dominant 3D channels. So, we give one 3D channel reconstruction scheme as follows. With (28) and the achieved {τ k,p , ν k,p , θ k,p )} P p=1 , we can estimate {h k,p } P p=1 asĥ k,p = √ N rĥk,(p) e 2πν k,p Ts A(χ k,p , i k,p , j k,p , q k,p )
.
Until now, we can obtain the exact information about {τ k,p , ν k,p , θ k,p , h k,p } P p=1 within the current OTFS block. Then, with (7) and (8), we can reconstruct the 3D channelsh k,(i,j,q) andḡ k,(i,j,q) at all grids in the 3D cubic area.
D. UL Data Detection over the Angle-Delay-Doppler Domain
Let us consider one specific data symbol in [X k ] D k , whose element index is denoted as (l r k , n r k ) ∈ D k . With (39), it can be checked that the received information about [X k ] l r k ,n r k at the BS lies in the 3D grid with the index in the set {((l r k + i k,p ) L D , n r k + j k,p , q k,p + N r /2)} P p=1 . Then, we collect the observations at the P received grids of [X k ] l r k ,n r k into a P × 1 vector as (1) . . . According to the MRC principle, the weighting factor for the signal along the p-th scattering path is γ k,p [37] . Define the SINR vector γ k = [γ k,1 , . . . , γ k,P ] T and combine the P received signals with their own weighting factor, then, the MRC received signal can be represented as
From (50), we can derive the optimized SINR of the combined signal as
As the optimal SINR is acquired, we can precisely recover the transmitted data with classical , n ∈ [0, N D − 1]}. For the TDD system, due to the reciprocity between the UL/DL channels over the angle-delay-Doppler domain, the DL channel parameters {τ k,p , ν k,p , θ k,p } P p=1 are the same as the UL ones. Moreover, the idea of the path scheduling algorithm along UL can be applied for the multi-user service along DL. Then, with the angle grouping results in (42), the received signal at the k-th user is mostly from the P matrices, i.e., X d q k,p +Nr/2 , p = 1, 2, . . . , P . Correspondingly, the received signal Y d k can be obtained from (34) as
where N k is the noise matrix whose elements are Gaussian distributed with zero mean and covariance σ 2 n . Without loss of generality, the k-th user's effective observation region along DL can be set as its transmission region along UL, i.e., D k . Then, with (52), the k-th user's transmitting data area over the 3D transmission resource space of the BS should be C dl k = {((l−i k,p ) L D , n−j k,p , q k,p + N r /2)|(l, n) ∈ D k , p ∈ [1, P ]}, which is different from C k for a given D k . Nonetheless, it can be checked that the path scheduling results from (42) and (43) can make sure that
which means that the transmission resources for different users are orthogonal over the angledelay-Doppler domain. Then, the path scheduling results for UL can be directly applied for DL. After path division, the k-th user's grid (l, n) ∈ D k observes the signal components from [X d q k,1 +Nr/2 ] (l−i k,1 ) L D , n−j k,1 , . . ., [X d q k,P +Nr/2 ] (l−i k,P ) L D , n−j k,P , which separately experience the 3D channelsh k,(1) +ḡ l k, (1) ,h k,(2) +ḡ l k, (2) , . . .,h k,(P ) +ḡ l k,(P ) . Before proceeding, we give the following equation
where the P ×1 vector b k,l,n represents the beamforming operation with respect to the observation grid (l, n) in Y d k , and u k,l,n denotes the desired effective data for the k-th user. Then, with (52), we can write [Y d k ] l,n as 
Notice that the parameters {ν k,p } P p=1 are achieved from the UL channel parameter extraction, while {h k,(p) } P p=1 can be obtained from the nearest UL OTFS block. Moreover, after beamforming, the equivalent channel (h M l,n ) T b k,l,n at all the grids in D k are the same. Thus, a single grid in D k is needed to implement the estimation of (h M l,n ) T b k,l,n . In order to describe the relationship among different parts of the proposed scheme, the overall block diagram of the proposed strategy is illustrated in Fig. 6 .
V. SIMULATION RESULTS
In this section, we evaluate the performance of our proposed algorithm for parameter capture and UL/DL data detection through numerical simulation. Without loss of generality, we consider the TDD model. K = 4 is the number of users. The number of BS's antennas is N r = 128, the The SNR is expressed as SNR = 10 log 10 σ 2 t /σ 2 n dB. Here, we use the normalized MSE for the UL channel parameters θ k , τ k , ν k and h k as the performance metric, which is defined as larger, which leads to better performance of parameter capturing. On the other hand, it can be seen from Fig. 7 that the performance of our proposed 3D-NOMP algorithm at 360 km/h is only 1 ∼ 2 dB lower than that at 240 km/h, which shows the effectiveness and robustness of our proposed 3D-NOMP method and also indicates that the high-mobility channel has a positive impact on the performance of parameter capturing.
In Fig. 8 , we study the MSE performance of channel parameters estimates with respect to the number of effective points N t , where SNR = 20 dB. It can be seen from Fig. 8 that as N t increases, the MSEs for all parameters gradually decrease and converge at a tolerable value. The above conclusion is not unexpected and can be explained as follows. More observations help to distinguish the effect of Doppler shift on the channel, which in turn enhances the capture performance of other parameters. Fig. 9 shows the performance gain for the cyclic refinement of the extended Newton method with different number of iterations for the single refinement R s . Moreover, N t is fixed to 10 and SNR is set as 20 dB. Without loss of generality, the iteration number of the cyclic refinement R c is set to 5. From Fig.9 , it can be seen that both the single refinement and cyclic refinement scheme need only 4 iterations to converge, for all θ k , ν k and h k . Moreover, the MSEs of the estimated channel parameters for the single and cyclic refinement scheme is about 2 dB lower than that of the single refinement scheme, which indicates the effectiveness of the proposed 3D-NOMP method. . and higher velocities. The curves with triangles are the estimated 3D main channel without consideration of the secondary channel, while the curves with circles and that with crosses represent the estimated main channel and the secondary channel, respectively. It can be seen that the MSE of the main channel without consideration of the secondary channel is much higher than the others. Moreover, in the high mobility scenario, its performance worsens, while the other two curves are closer to those in lower mobility scenario. This behaviour can be explained as the influence of the secondary channel increases by increasing Doppler shift frequency. In the high mobility case, the Doppler shift frequency becomes larger, and thus, the curve with triangles worsens. For the other two curves, the estimated Doppler shift frequency in the 3D NOMP process is more accurate, which brings some gain for channel recovery. Furthermore, the MSE of the secondary channel is always higher than that of the main channel, which is due to the approximation form of the estimating equation. Fig. 11 depicts the data detection performance in two types of mobility cases, where the sparsity of the effective data block is considered. As expected, the MSE decreases with increasing SNR, and tends to converge; the latter behaviour is due to the interference within the data block.
When the SNR is very low, the interference is very small compared with the noise. However, at high SNR, the interference becomes much larger than the noise, and severely affects the data detection performance. It is worth noting the gap between the MSE with sparsely scheduled data block and that with densely distributed data blocks. This is due to the fact that the farther the dominant dispersed received grids are, the smaller the interference caused by the power leakage is. Fig. 12 illustrates the DL data detection performance versus SNR for different channel qualities and user velocities. It can be observed that the MSE with perfect channel is much lower than that with mismatched channel gain, which is caused by the inaccurate estimated 3D channels.
Moreover, the MSE tends to converge at very high SNR, for the same reason mentioned for 
We can see from (58) withh k,i,j,nr andg k,i,j,nr as defined in (5) and (6), respectively.
