Introduction
Machine learning (ML) methods are being increasingly used for economic and financial forecasting (Ortega and Khashanah, 2014; Von Spreckelsen et al., 2014; Stasinakis et al., 2014; Kock and Teräsvirta, 2014; Aminian et al., 2006; Medeiros et al., 2006; Chen and Leung, 2005) . International tourism is becoming one of the most important economic activities worldwide, and as result there is an increasing interest in the refinement of tourism demand forecasts. A growing body of literature finds evidence in favour of a better predictive performance of machine learning models with respect to traditional forecasting methods (Adya and Collopy, 1998; Cho, 2003; Xu et al., 2016) .
Statistical learning is based on the construction of computer algorithms that learn through experience. The complex nature of the data generating process of tourism demand explains the increasing use of non-linear approaches such as support vector regression (SVR) and neural network (NN) models for tourism forecasting. Akin (2015) , Chen and Wang (2007) , Claveria et al. (2016b) and Hong et al. (2011) all find that SVR models outperform linear models for tourism demand forecasting.
With respect to NN models, the most widely used NN feed-forward topology in tourism has been the multi-layer perceptron (MLP) network (Pattie and Snyder, 1996; Uysal and El Roubi, 1999; Law, 2000; Tsaur et al., 2002; Palmer et al., 2006; Padhi and Aggarwal, 2011; Lin et al., 2011; Teixeira and Fernandes, 2012; Claveria et al., 2015b; Molinet et al., 2015) . See Athanasopoulos et al. (2011) and Song and Li (2008) for a thorough review of recent tourism demand forecasting studies.
The Radial Basis Function (RBF) network, is being increasingly used for tourism forecasting. Kon and Turner (2005) implement a RBF NN to forecast arrivals to Singapore. More recently, Cang (2014) combines RBF, MLP and SVR forecasts of UK inbound tourist arrivals in non-linear models. Subsequently, Çuhadar et al. (2014) and compare the forecasting accuracy of RBF to that of MLP networks to predict tourist demand, finding evidence in favour of RBF NNs. A complete summary on the use of NNs with forecasting purposes can be found in Zhang et al. (1998) .
Originally devised for interpolation, the Gaussian Process Regression (GPR) model can be regarded as a supervised learning method based on a generalized linear regression that locally estimates forecasts by the combination of values in a kernel (Rasmussen, 1996) . Gaussian process models allow to specify Bayesian priors on the data and the structure, and therefore the use of kernel analogue for machine for learning. 5 Another key advantage of GPs over other statistical learning techniques is that they provide full probabilistic predictive distributions, including estimations of the uncertainty of the predictions. These features make GPR an ideal tool for forecasting purposes (Banerjee et al., 2008; Ahmed et al., 2010; Yang et al., 2013) .
In spite of the fact that GPs are powerful, non-parametric tools for regression in high dimensional spaces, there is only one previous study that uses GPR for tourism forecasting (Wu et al., 2012) . The authors use a sparse GPR model to predict tourism demand to Hong Kong and find that its forecasting capability outperforms those of the ARMA and SVR models. For a unifying description of sparse approximations for GPR see Quiñonero-Candela and Rasmussen (2005) .
In order to fill this gap, we propose a multiple-output GPR model for multi-stepahead time series prediction. Recently, Ben Taieb et al. (2010) presented a multipleinput multiple-output (MIMO) extension of conventional local modelling approaches that allows to preserve the stochastic properties of the training series in multiple-stepahead prediction. The main aim of this study is to design a MIMO framework for multistep-ahead time series prediction with a GPR model.
To assess the forecasting performance of the presented GPR model we compare it to a RBF NN and a MLP NN used as benchmark in a MIMO setting that incorporates the cross-correlations between the inputs (international tourist arrivals to all seventeen regions of Spain) in order to generate a vector of future values (for all markets).
The study is organized as follows. The next section reviews the literature and describes the data. The third section presents the different machine learning methods applied in the study. Section four describes the experimental settings and reports the results of the multiple-step-ahead forecasting comparison. The paper concludes with some final remarks and potential lines for future research.
Background and data
As a result of the growing importance of tourism as a key driver of socio-economic progress, there is an increasing amount of literature about the contribution of tourism to economic growth (Sánchez et al., 2015; Pérez-Rodríguez et al., 2015; Chou, 2013; Schubert et al., 2011; Biagi and Pulina, 2009; Durbarry, 2004; Balaguer and Cantavella-Jordá, 2002 ). At regional level, Paci and Marrocu (2013) evaluated the impact tourism on economic growth in 179 European regions. By means of a spatial growth regression framework, the authors found that regional growth was positively affected by domestic and international tourism.
Most of the research on tourism at regional level in Spain focuses on three regions: Andalusia, and the Balearic and the Canary Islands. Regarding the region of Andalusia, Andrades-Caldito et al. (2013) analysed the destination image perceived by visitors over the past decade. The authors quantified the degree of convergence of each province's tourism image relative to the overall tourism image of Andalusia as a destination, and ranked the provinces according to their level of attractiveness as perceived by tourists, finding a decline in the valuation of the region's main coastal destinations in favour of those specializing in nature and culture. Similar results were obtained by Sarrión-Gavilán et al. (2015) , who used exploratory spatial data analysis techniques to analyse the impacts of tourism flows. In spite of a high degree of concentration in the littoral, the authors found a more equitable territorial distribution of tourism in coastal mature destinations and an increasing dynamism in the rural inland areas. Bardolet and Sheldon (2008) undertook a comparative analysis between the Balearic Islands and the Hawaiian Islands, evaluating their growth paths since the 1950s, and identifying their strengths and weaknesses as archipelago destinations. While Capó et al. (2007) showed that that the continuous orientation towards tourism activities had translated in significant growth in the level of income in both the Balearic and the Canary Islands, Vera and Ivars (2009) found evidence that the impact of low-cost carriers in Spain had reinforced the specialization of tourism in real estate along the Spanish Mediterranean coast. Aguiló et al. (2005) By means of regression analysis, Rosselló et al. (2004) provided evidence of the influence of economic variables on the seasonal distribution of tourist arrivals to the Balearic Islands. The temporal concentration of tourism demand was also analysed by Duro and Farré (2015) , who found significant differences across the Spanish provinces 7 for the period 1999-2012. On one end, the Balearic and the Catalonian coastal provinces (with the exception of Barcelona) presented the strongest seasonal pattern, while on the other end, the Canary Islands and Madrid were the regions that showed the lowest level of seasonality. In this sense, Priego et al. (2015) used a gravity model to show that climate was an important factor in determining domestic tourism flows in Spain at regional level.
In the Canary Islands, Santana-Jiménez and Hernández (2011) Despite the fact that most forecasting studies are conducted at the national level, several regional studies have been published in recent years. Lehmann and Wohlrabe (2015) reviewed some of the main issues related to regional forecasting. Guizzardi and Stacchini (2015) made use of business sentiment indicators form tendency surveys for real-time forecasting of hotel arrivals at a regional level, improving the forecasting accuracy of structural time series models. Rickman et al. (2009) applied a A Bayesian vector autoregression (BVAR) approach to assess whether prior information on spatial and economic linkages improved forecast accuracy of employment for the metropolitan areas of the state of Oklahoma and their proximate metropolitan areas.
Studies on tourism demand forecasting at regional level in Spain are mostly concentrated in the Balearic and the Canary Islands. Regarding the Canary Islands, Gil-Alana (2010) analysed the degree of persistence of monthly arrivals using different time-series approaches. Gil-Alana et al. (2008) applied seasonal unit roots and seasonally fractionally integrated models to forecast tourist arrivals to the Canary Islands, and found that simple deterministic models with seasonal dummy variables and AR(1) disturbances produced better results over short horizons.
For the Balearic Islands, Rosselló-Nadal (2001) predicted turning points in international visitor arrivals from the two major source markets using the leading indicator approach. Álvarez-Díaz and Rosselló-Nadal (2010) incorporated meteorological variables to forecast British tourist arrivals to the Balearic Islands. More recently, Saenz-de-Miera and Rosselló (2014) modelled tourism impacts on air pollution in Mallorca. The authors showed that the inclusion of daily stock of tourists 8 improved the standard specification of urban air pollution models. By means of a Generalized Additive Model they found that a 1% increase in tourists could be related to up to a 0.45% increase in 10 PM concentration levels.
The complex data generating process of tourism demand explains the increasing use of new non-linear approaches for tourism modelling. As a result, ML methods are experiencing a growing use in tourism forecasting (Peng et al., 2014) . SVR and NN models are the most commonly used ML techniques for tourism demand prediction.
Regarding SVR models, Chen and Wang (2007) predicted tourist arrivals to China with SVR, back propagation NN and ARIMA models, obtaining the best forecasting results with SVRs. Hong et al. (2011) also obtained more accurate forecasts with SVRs than with ARIMA models for Barbados. Akin (2015) compared the forecasting results of SVR to that of SARIMA and NN models to predict international tourist arrivals to Turkey, obtaining the best predictions with SVR models when the slope feature is more prominent.
There is also wide evidence in favour of NN models when compared to traditional time series models for tourism demand forecasting (Cho, 2003; Law, 2000) . The first study that implemented ML techniques for tourism demand forecasting in Spain was that of Palmer et al. (2006) . The authors designed a MLP NN to forecast tourism expenditure in the Balearic Islands, finding that the proposed network architecture provided more accurate forecasts when data had been detrended and deseasonalized.
This result coincides with that of Claveria et al. (2017) for Catalonia, who analysed the effects of data pre-processing on the forecasting performance of NN models and found that the predictive accuracy of the models improved with seasonal adjusted data. Medeiros et al. (2008) developed an alternative approach to analyse the demand for international tourism in the Balearic Islands. By using a NN model that incorporated time-varying conditional volatility and daily air passenger arrivals to Palma de Mallorca, Ibiza and Mahon as a proxy for international tourism demand for the Balearic Islands, the authors found that time-varying variances provided useful information regarding the risks associated with variations in international tourist arrivals.
Whilst NN models have been widely used in economic modelling and forecasting, other ML techniques such as GPR have been barely applied for forecasting purposes.
From a wide range of ML methods, Ahmed et al. (2010) found that an MLP NN and the GPR showed the best forecasting performance on the monthly M3 time series competition data. In a similar exercise, Andrawis et al. (2011) found evidence in favour 9 of a simple average combination of NN, GPR and linear models for the NN5 competition. Chapados and Bengio (2007) obtained accurate predictions of commodity spread prices by means of GPR.
GPR models can be regarded as supervised learning methods based on a generalized linear regression that locally estimates forecasts by the combination of values in a kernel (Rasmussen, 1996) . The works of Smola and Barlett (2001), MacKay (2003) , and Rasmussen and Williams (2006) have been key in the development of GPR models. By expressing the model in a Bayesian framework, the authors extended GPR applications beyond spatial interpolation to regression problems. Additional refinements have been proposed by Belhouari and Bermak (2004) and Girard et al. (2003) who respectively proposed using a non-stationary covariance function and the knowledge of the variance on inputs in order to improve the forecasting performance of the GPR model. However, up until now applications of GPR have been mostly restricted to a single-input singleoutput framework.
In this study, we attempt to cover this deficit by applying an extension of the GPR model for MIMO modelling, and assessing its forecasting performance at the regional level. We make use of international tourist arrivals to all seventeen regions of Spain.
The MIMO GPR allows modelling the connections in tourism demand to all regions and generate a vectorial forecast. This strategy is cost-effective in computational terms, and seems particularly indicated for regional forecasting.
With this aim we use monthly data on international tourism demand used in this study are collected from the Spanish Statistical Office (National Statistics Institute -INEwww.ine.es). Our data set for the empirical experiment covers 183 monthly observations of of tourist arrivals at a regional level from 1999:01 to 2014:03. In spite of the fact that the forecasting performance of NNs improves when using deseasonalized data (Nelson et al., 1999) , we use the raw data in order to analyse the forecasting accuracy of the models without using any pre-processing. In Figure 1 Mean annual growth rate of tourist arrivals to Spain by region (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) 3 Machine learning methods
Gaussian Process Regression (GPR)
GPR was first developed by Matheron (1973) based on the geostatistic works of Krige (1951) . The works of MacKay (2003) and Rasmussen and Williams (2006) have been crucial in the development of GPR, which can be conceived as a method of interpolation for which the interpolated values are modelled by a GP governed by prior covariances. By expressing the model in a Bayesian framework, different statistical methods can be implemented in GP models. Therefore GPR applications can be extended beyond spatial interpolation to regression problems. GPR is used to estimate the weights of observed values form temporal lags and spatial points using the known covariance structures. Detailed information about GPR can be found in Rasmussen and Williams (2006) .
The GPR model assumes that the inputs i x have a joint multivariate Gaussian distribution characterized by an analytical model of the structure of the covariance matrix (Rasmussen, 1996) . The key point of the GPR is the possibility of specifying the functional form of the covariance functions, which allows to introduce prior knowledge 11 about the problem into the model. The joint distribution of the variables is the conditional Gaussian distribution:
where I is the identity matrix, and the covariance matrix   X X, K is also called the kernel matrix with elements
is a measure of the distance between input vectors.
For the kernel function, a common choice is the Gaussian, or squared exponential.
In this study we make use of a radial basis kernel with a linear trend to account for the trend component present in most of the time series over the training period:
where 2 υ controls the prior variance, and λ is a parameter that controls the rate of and a set of test points * X , the objective of GPR is to find the predictive outputs * f with probabilistic confidence intervals. By making use of the Bayesian inference, the joint posterior distribution is:
The joint prior distribution and the independent likelihood probability both follow a Gaussian distribution:
where f and * f are subscripts of the variables between which the covariance is computed. The Gaussian predictive distribution   y f p * is characterized by mean μ and variance  . Therefore the GPR model specification is given by equations:
where μ is the predicted output, and the variance  can be used to estimate confidence levels.
In this study we propose an extension of the model to multiple outputs based on an analogy to radial basis functions. We use a set of univariate predictors followed by a matrix product that takes into account the cross-dependencies of the outputs in order to improve the performance of the GPR. In this case we have a
, where M is the dimension of the output. This extension is applied by following a two-step training.
First, we independently train each time series, generating supervised forecasts for each output. In the second step, by means of a regularized linear regression (Haykin, 2008) , we generate forecasts for each output taking into account their correlations. This procedure is also applied to the NN models.
Neural Network models

Radial Basis Function (RBF)
Initially proposed by Broomhead and Lowe (1988) where t y is the output vector of the network at time t ;
i t x  is the input value at time i t  , where i stands for the number of lags that are used to introduce the context of the actual observation; j g is the activation function, which usually has a Gaussian shape; j  are the weights connecting the output of the neuron j at the hidden layer with the output neuron; j  is the centroid vector for neuron j ; and the spread j  is a scalar that measures the width over the input space of the Gaussian function. We denote q as the number of neurons in the hidden layer, which ranges from 5 to 30, increasing for longer forecasting horizons.
Multi-layer Perceptron (MLP)
MLP networks consist of multiple layers of computational units interconnected in a feed-forward way. MLP networks are supervised neural networks that use as a building block a simple perceptron model. The topology consists of layers of parallel perceptrons, with optimal connections between layers:
where t y is the output vector of the network at time t ;
i t x  is the input value at time i t  ; j  are the weights connecting the output of the neuron j at the hidden layer with the output neuron;. ij w stand for the weights of neuron j connecting the input with the hidden layer; and g is the non-linear function of the neurons in the hidden layer. The number of neurons in the hidden layer is denoted by q , and determines the network's capacity to approximate a given function. In order to solve the problem of overfitting, the number of neurons is estimated by cross-validation.
4 Forecasting comparison
Experimental design
For an iterated multi-step-ahead forecasting comparison the partition between train and test sets is done sequentially: as the prediction advances, past forecasts are successively incorporated to the training database. As the size of the training set increases, for each predicted value in the test database, the first element of the validation database is transferred to the training database, and the last predicted value of the test database is incorporated to the validation database in a recursive way. Thus, the first ninety-six monthly observations are selected as the initial training set, the next 33% as the validation set, and the last 15% as the test set.
Once the topology of the neural networks is decided, the parameters of the networks are estimated by means of the Levenberg-Marquardt (LM) algorithm. In order to assure a correct performance of the RBF NNs, the number of centroids and the spread of each centroid have to be selected before the training phase. In this study the training is done by adding the centroids iteratively with the spread parameter fixed. Then a regularized linear regression is estimated to compute the connections between the hidden and the output layer. Finally, the performance of the networks is computed on the validation data set. This process is repeated until the performance on the validation database ceases to decrease. To avoid the possibility that the search for the optimum value of the parameters finishes in a local minimum, we use a multi-starting technique that initializes the NNs several times for different initial random values and returns the best result. All models are implemented with Python.
Experimental results
To assess the performance of the GPR model, we compare its forecasting accuracy to that of a RBF NN. We estimate the models and generate forecasts in a recursive way for different forecast horizons (1, 3, 6 and 12 months) during the out-of-sample period. In order to summarize the results of the forecasting comparison, we compute several forecast accuracy measures. First we obtain the Relative Mean Absolute Percentage Error (rMAPE) statistic for the GPR and the RBF NN with respect to a MLP NN model 15 used as a benchmark (Table 1) . Next, we run the Diebold-Mariano (DM) test using a Newey-West type estimator to analyse whether the reductions in MAPE between both models are statistically significant (Table 2) . Finally, in Table 3 we compute the proportion of Periods with Lower Absolute Error (PLAE) statistic. The results of the rMAPE for the GPR and the RBF NN models presented in Table   1 show that there are no major differences between both models when compared to a In order to test whether the differences between the two competing models are statistically significant, we calculate the DM test (Table 2 ). The null hypothesis of the test is that the difference between the two competing series is non-significant. A negative sign of the statistic implies that the RBF NN model has bigger forecasting errors.
The results of the DM test between the GPR and the RBF NN models presented in Table 2 indicate that only in 18% of the cases we find a significant difference between the absolute forecast errors of the GPR and the RBF NN model. In 58% of the cases, the RBF NN shows a significant improvement over the GPR. While in three regions (Cantabria, Catalonia and the Basque Country) the forecast errors of the RBF NN are bigger than the forecast errors of the GPR model, in the rest of the regions the results are mixed.
The improvement of the GPR model with respect to the RBF NN becomes more prominent for short-term forecast horizons (one and three-months ahead predictions).
While for six and twelve-months ahead forecasts, the errors of the GPR are bigger than the ones of the RBF NN in 9 out of 17 regions (Andalusia, Aragon, the Balearic Islands, Castilla-Leon, Castilla-La Mancha, Valencia, Galicia, Murcia and La Rioja).
Finally, to attain a more comprehensive forecasting evaluation, we compute the PLAE statistic (Claveria et al., 2015a) . The PLAE can be regarded as a variation of the Percent Better measure used in the M3-competition to compare the forecast accuracy of the models to a random walk (Makridakis and Hibon, 2000) . The PLAE is a dimensionless measure based on the CJ statistic for testing market efficiency (Cowles and Jones, 1937) . This accuracy measure allows us to compare the forecasting performance between two competing techniques against a benchmark model. In this study we use the MLP NN as a benchmark.
The PLAE statistic is a ratio that gives the proportion of periods in which the model under evaluation obtains lower absolute forecast errors than the benchmark model. Let us denote t y as actual value and t ŷ as forecast at period Finally, in Table 4 we also present the results of the DM test between the GPR with a one-period memory and the GPR with a three-period memory. We find that in 54% of the cases there is a significant difference between the absolute forecasting errors of the GPR for i =1 and the GPR for i =3. In 90% of the cases, incorporating additional lags in the model results in a significant improvement. Madrid and the Canary Islands are the only regions where there is no significant reduction in forecasting errors when increasing the memory of the model. The fact that both regions are the ones with the lowest temporal concentration of tourism demand suggests that increasing the memory of the models is particularly indicated when the series present a marked seasonal component. This evidence is in line with the results obtained by Claveria et al. (2016a) , who found that GPR models could not outperform naïve forecasts in the absence of seasonality regardless of the forecast horizon.
Overall, the empirical experiment shows that the forecasting performance of the different techniques improves for longer forecast horizons. For the Balearic Islands, Palmer et al. (2006) found that NNs were especially suitable for long-term forecasting, which is in line with previous research by Burger et al. (2001) , Pattie and Snyder (1996) and Teräsvirta et al. (2005) . However, we find that the RBF NN generates better predictions than the GPR models when compared to a MLP NN, especially for longer-20 term forecast horizons. This output suggests that RBF networks are better able to capture the seasonal pattern of the series than interpolation methods such as the GPR model. Cang (2014) , Claveria et al. (2015a,b) and Çuhadar et al. (2014) also obtained better results with RBF networks than with other NN architectures for seasonal forecasting. When comparing the forecasting accuracy of a sparse GPR model than with ARMA and SVR models for tourist arrivals to Hong Kong, Wu et al. (2012) obtained better forecasting results with the GPR model. In our case, the GPR model only outperformed the RBF NN for short-term forecast horizons. Nevertheless, there are several differences between both approaches. On the one hand, the models used in the forecasting comparison differ between both studies. In this experiment we compared a GPR model to a RBF NN architecture, using a MLP NN model as a benchmark. Moreover, we did not apply any sparse approximation to reduce the computational complexity of the GPR model due to the size of the sample. On the other hand, we applied a MIMO setting instead of a single-input single-output approach. In this sense, Ben Taieb et al. (2010) and Claveria et al. (2015a) also found evidence that MIMO strategies for ML techniques were particularly suitable for long-term forecasting.
Concluding remarks
In this study we present a multiple-input multiple-output (MIMO) framework for Gaussian process regression (GPR). In order to examine the predictive performance of the proposed method we compare its out-of-sample forecast accuracy to that of two neural network architectures (RBF NN and MLP NN) in a multiple-step-ahead forecasting comparison. The MIMO forecasting strategy allows modelling the interdependencies between the inputs in order to generate a vector of future values. By using the cross-correlations between tourist arrivals to all seventeen regions of Spain we forecast tourist demand for all markets simultaneously.
The forecasting results show that the proposed extension of the GPR only outperforms the NN models for short-term forecasts. We find that the predictive performance of all techniques improves for for the longest forecast horizons, which suggests that machine learning techniques are specially suitable for mid and long-term forecasting.
To evaluate the effect of an increase in the dimensionality of the input on forecast accuracy, we repeat the experiment by increasing the temporal context. As we increase the number of lags used for concatenation, we find that the forecasting performance of MIMO GPR models improves. This finding shows that the increase in the weight matrix is compensated by a more complex specification, and highlights the convenience of 22 designing a model selection criteria to estimate the optimal number of lags when forecasting with machine learning methods.
The assessment of alternative kernel functions that can support a broader class of covariance functions on the forecasting accuracy of GPR models is a question to be addressed in further research. Another question to be considered in future research is the effect of different sparse approximations for parameter estimation on forecast accuracy.
