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Edward Blake Miller
Homology modeling is integral to structure-based drug discovery. Robust homology mod-
eling to atomic-level accuracy requires in the general case successful prediction of protein
loops containing small segments of secondary structure. For loops identified to possess
α-helical segments, an alternative dihedral library is employed composed of (φ, ψ) angles
commonly found in helices. Even with imperfect knowledge coming from sequence-based
secondary structure, helix or hairpin embedded loops, up to 17 residues in length, are suc-
cessfully predicted to median sub-̊angström RMSD. Having demonstrated success with these
cases, performance costs for these and other similar long loop predictions will be discussed.
Dramatic improvements in both speed and accuracy are possible through the development
of a Cβ-based scoring function, applicable to hydrophobic residues, that can be applied as
early as half-loop buildup. With this scoring function, up to a 30-fold reduction in the
cost to produce competitive sub-2 Å loops are observed. Through the use of this scoring
function, an efficient method will be presented to achieve ultra-high resolution buildup that
restrains combinatorial explosion and offers an alternative to the current approach to full-
loop buildup. This novel method is designed to be inherently suitable for homology model
refinement.
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Chapter 1
Introduction
This thesis describes the advancement of the Protein Local Optimization Program (PLOP)
towards the capability of ultra-high resolution loop prediction. Here, ultra-high resolution
sampling refers to the capability of sampling loop conformations at a torsional fineness, on
the order of 5°, without falling victim to the combinatorial explosion of conformations that
are possible for loops at such exactitude. Such a resolution is necessary to reliably achieve an
accuracy in the placement of backbone atoms with a root-mean-square deviation (RMSD)
of less than one ångström. At this RMSD, one approaches the experimental limitations of
a high-resolution crystal structure.
This thesis begins by first presenting a contemporary review of the Protein Local Op-
timization Program as published in the Current Opinion in Structural Biology (Chapter
2). This review provides the motivations for protein structure prediction, of which loop-
prediction is a subset, and the rationale and goals for researching loop prediction. The
current capabilities of PLOP are presented in the context of both the energy model used to
score loops and the methods available for sampling the vast conformational space available
to loops.
Of the methods available for sampling, this review briefly describes the prediction of a
subset of loops containing secondary structure, such as an α-helix or a β-hairpin. Full details
about the development of sampling methods suitable for these loops is presented in Chapter
3. Here, success is first demonstrated in predicting loop-helix-loops and loop-hairpin-loops in
the native environment. The native environment is defined as the placement of all backbone
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and side chain atoms in a conformation taken directory from a solved crystal structure at
a high resolution (2.5 Å or better). This is a necessary, but not sufficient condition for
success in general loop refinement, that which occurs in homology models. Towards this
goal of general loop refinement, Chapter 3 then goes on to describe the additional sampling
required to achieve success in perturbed native cases. The perturbed native is a chimeric
environment, intermediate between the native state and a full homology model, whereby the
surrounding side chain atoms, but not backbone, are placed in a non-native local minimum.
Chapter 4 then discusses the limitations of the current methodology in PLOP within full
homology models and offers a coarse-grained scoring function, the Cβ-hydrophobic score, as
a means to overcome some of these limitations. This chapter builds upon the previous one
by delving into more detail about the bottlenecks within PLOP. In particular, emphasis is
placed on the current failure of PLOP to recognize which loops are unlikely to be found
at a low, near-native energy, prior to minimization. The result is that many egregious
loops are passed onto expensive side-chain placement and all-atom minimization. Coping
with constant limited resources dictate that for accurate, but highly expensive homology
modeling refinement, a means to triage loop scoring must be imposed. The Cβ-hydrophobic
score provides such a means and this chapter will explain its development with some limited
examples of its success. As this score is completely agnostic to the position of all side-chain
atoms, its performance in native environments is identical to perturbed native environments
and is designed to be robust enough to cope with full homology model refinement.
Finally, Chapter 5 discusses the remaining problem of the combinatorial explosion that
occurs immediately during loop buildup and motivates the development of a generalization
of the Cβ-hydrophobic score of the previous chapter. It is through the use of the Cβ-
hydrophobic score and other such coarse-grained scores, that a ranking of all rotamers can
occur. By then restricting buildup to a suitable small subset of the best scoring torsions,
the combinatorial explosion can be tampered and ultra-high resolution loop prediction can
be achieved.
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Chapter 2
Overview of Methods for Protein
Structure Prediction
We review here the current methods used by the Protein Local Optimization Program for the
prediction of side-chains, long loops free of secondary structure, and long loops containing
significant secondary structure.1 The energy and solvation model employed across all of
these protein segment regimes is summarized.
2.1 Introduction
Prediction of protein structure to atomic resolution has been a long-standing goal of com-
putational biophysics. For a protein with a very different sequence from that of any protein
with known structure, this task is daunting and requires a large component of ab initio sim-
ulation. However, in the vast majority of cases, there is significant homology between the
target sequence and one or more sequences where experimental structures are available, and
highly successful homology modeling approaches, based on employing one or more known
structures as templates, are used routinely. The Critical Assessment of Protein Structure
Prediction (CASP) competitions [51, 65], which have been held biannually since 1994, are
primarily focused on homology modeling, and document the very substantial progress that
1Reproduced with permission from Current Opinion in Structural Biology 2013 23 (2), 177–184. Copy-
right 2013 Elsevier Ltd.
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has been made, even on cases with low but detectable sequence identity.
While homology models have been very useful in a wide range of applications [70, 18,
87, 80, 95, 35, 32, 93, 106, 53], in many cases these models do not yet predict atomic
details at high resolution. This limits their utility in a number of important applications,
such as structure based drug design or QM/MM computation of enzyme mechanisms. A key
weakness in typical homology modeling methods is their reliance on knowledge-based scoring
functions [90] and lack of rigorous treatment of the physical chemistry of protein and solvent
interactions. Generally, if a target and template have extremely high sequence identity, one
may obtain a high-resolution model based on the target. However, even for these best-
scenario cases, differing residues can cause local regions of the model to contain nontrivial
structural deviations, which can have an important impact on molecular recognition or
chemical reactivity.
In this review, we focus on the question of what is necessary and sufficient to convert
standard homology models into reliable high-resolution structures, a process that we refer
to as structural refinement. Conceptually, the simplest approach to refinement is to run an
all-atom molecular dynamics simulation using explicit solvent models [81]. Unfortunately,
the timescale to rearrange all of the atoms in the protein from the homology model starting
point to the native structure is quite long compared to the length of molecular dynamics
trajectories accessible with current technology (typically 1 microsecond, 1 millisecond with
a great expenditure of computational resources) [58].
The alternative to molecular dynamics is conformational search algorithms [102, 21, 7,
88, 82]. These methods do not attempt to reproduce the exact dynamical trajectory of
the system, but rather search the phase space of possible structures by making relatively
large displacements of torsion angles, followed by minimization. The necessary complement
to this sort of sampling is implicit, or continuum, treatment of aqueous solvation. If an
explicit representation of solvent is employed, conformational search methods will require
extensive, and expensive, rearrangement of water molecules to accompany every proposed
conformational change, thus negating the primary advantage of the algorithm — the ability
to make large moves that sample phase space efficiently, as opposed to the very small
displacements that are possible in molecular dynamics.
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The challenge for conformational search methods is thus twofold: (1) developing an
implicit solvent model capable of the requisite level of accuracy, and (2) designing sam-
pling algorithms that will converge the phase space search for the diverse range of protein
structures.
Below, we will focus on the development of conformational search and continuum solvent
models over the past five years, and the progress that has been made in the ability to refine
protein structures.
2.2 Optimization and Testing of Models for Protein Struc-
tural Refinement
There are two widely used continuum solvent models that offer the promise of providing
sufficient accuracy to carry out protein structural refinement: the Poisson-Boltzmann (PB)
[96, 66, 12] and Generalized Born (GB) equations [2, 94, 16]. In our laboratory, we have
focused on the use of the GB equation, extensively parameterized to reproduce experimental
crystallographic protein structure data. Our approach is to repredict individual side chains,
and then increasingly long loop regions, in the context of the native protein environment.
We use the OPLS protein force field [40, 42, 39] for the molecular mechanics component
of the model. The solvent model has been significantly modified in order to achieve robust
agreement with the experimental data [55].
Table 2.1 presents results for charged and polar single side chain prediction using two
versions (one recent, one of older vintage) of our continuum solvation model. Single side
chain prediction involves few degrees of freedom, and thus can be performed via exhaustive
conformational sampling by standard algorithms [24, 104]. Only side chains from high-
resolution crystal structures, with significant electron density displayed for all atoms of the
side chain, are used in the test set. A root mean square deviation (RMSD) from the ex-
perimental coordinates of less than 1.5 Å is considered successful. The success probabilities
shown represent a very substantial improvement over the use of standard GB models such
as that described in refs. [94, 79, 110, 98].
Many modifications of the standard GB model (e.g., from refs. [94, 79]) were required
CHAPTER 2. OVERVIEW OF METHODS FOR PROTEIN STRUCTURE
PREDICTION 6
OPLS2005 OPLS2005
Residue # of cases VSGB2.0 VSGB1.0
Arg 144 84.0% 82.6%
Asn 252 91.7% 88.5%
Asp 293 94.9% 92.5%
Cys 92 100.0% 100.0%
Gln 159 83.2% 77.6%
Glu 151 86.2% 84.9%
His 83 95.2% 91.6%
Lys 121 90.1% 88.4%
Thr 316 94.3% 92.6%
Tyr 404 99.1% 98.6%
Ser 221 88.0% 86.1%
All 2236 91.6% 89.6%
Table 2.1: Prediction results for polar and charged protein residue side chains. The tabu-
lated percentages reflect the fraction of side chains where the predicted side chain geometry
was within 1.5 Å root-mean-square deviation of the experimentally observed geometry.
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to achieve these results; however, one major alteration stands out as crucial: we allow for
effective polarization of protein groups by charged residues, via increasing the value of the
internal dielectric constant in this type of interaction. This variable dielectric model [55, 108]
eliminates the well-known problem of dramatic over-prediction of salt bridge formation by
GB and other continuum based models. Overall, it leads not only to a large improvement
in the accuracy of side chain prediction, but a substantial reduction in energy errors when
an incorrect side chain conformation is predicted. If the correct conformation is very close
in energy to the incorrect one, the impact on overall structural prediction is going to be
much less important.
We next take the model derived from optimizing results for side chain prediction and
perform loop predictions for a data set of short to medium length loops (6-12 residues in
length) in the native protein environment. Further optimization of the model is carried
out, and again, one crucial modification emerges: the standard surface area model for
hydrophobicity performs poorly in the congested protein environment.
We therefore replace this model with a hydrophobic scoring function derived from
protein-ligand docking calculations, which has been optimized to reproduce binding affini-
ties of ligands in protein receptors [55, 34, 105]. This hydrophobic model better estimates
the benefit of placing hydrophobic protein side chains in the hydrophobic core of the protein,
as opposed to allowing water molecules to occupy such highly unfavorable regions.
Finally, the resulting model is tested, without any further adjustment, in its ability
to predict long loops (14-20 residues in length) in the native protein environment. We
have described our hierarchical loop prediction algorithm in detail in prior publications
[105, 86, 63]. These energy model improvements, along with improvements in sampling to
better explore loop candidates and phase space described in ref. [37], have made it possible,
in the context of native proteins, to reliably predict loops up to 18 residues. In all loop
predictions, the final conformation reported is of the lowest energy loop.
Table 2.2 presents results for these tests, which encompass a test set of 115 loops in
total. Up to 18 residues, the RMSDs of the predictions to experiment are sub-̊angström
for the most recent version of the continuum model (VSGB 2.0). This is a remarkable
advance over previous results in the literature, (including our own results with VSGB 1.0,































14 36 0.38 0.51 1.67 100.0 0.67 1.19 2.51 91.7
15 30 0.54 0.63 1.85 100.0 0.75 1.55 3.07 73.3
16 14 0.43 0.70 1.85 100.0 0.80 1.43 3.20 78.6
17 9 0.57 0.62 1.84 100.0 1.92 2.30 4.25 66.7
18 16 0.60 0.80 1.78 100.0 3.45 4.18 5.59 37.5
19 7 1.60 1.41 3.46 100.0 1.31 2.65 3.87 57.1
20 3 1.68 1.59 2.88 100.0 1.12 1.43 2.71 66.7
All 115 0.52 0.69 1.91 100.0 1.04 1.89 3.37 73.0
Table 2.2: Prediction results for 14 to 20 residue length loops. The backbone RMSDs of
the predictions are computed by first superimposing the predicted protein structure and
the experimentally observed protein structure while excluding the predicted loop. The
backbone RMSD values include only the C and N atoms tracing the protein backbone. The
tabulated side chain RMSD values were computed including all heavy atoms of the side
chains.
which was not as well optimized), and nears the limit imposed by experimental uncertainty.
Results of this quality are likely sufficient for use in structure based drug design and other
applications. The problem now becomes predicting loops to this level of accuracy in more
complicated homology model environments.
2.3 Prediction of Larger and More Complex Protein Regions
Having established the validity of the energy model in the above tests, we next explore
prediction capabilities for larger and more complex protein regions. In these cases, as in
homology model systems, the sampling challenges are increased in various dimensions, and
the number of alternative structures that must be rejected in favor of the correct structure
in many cases becomes exponentially larger.
We use the same energy model and sampling algorithms as are discussed above, with
one important addition. We have noticed that many incorrect loop predictions display a
pattern of backbone torsion angle pairs that is never observed in the Protein Data Bank
(PDB). Structures containing such angle combinations cannot be correct. We have con-
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structed a table linking regions of torsion angle space to their observed frequency in protein
crystal structures, and from it built an empirical scoring function that penalizes loops built
with torsion angle pairs found in the extremely sparsely populated regions. These penalties
are helpful towards both sampling and scoring, by eliminating candidate loops with unac-
ceptably high strain energy. In the work reported below, this new addition to the scoring
function was used to improve results in a selected subset of challenging cases, such as those
where side chains surrounding a loop-helix-loop or loop-hairpin-loop are allowed to vary.
2.4 Prediction of Loop-Helix-Loop and Loop-Hairpin-Loop
Regions
Many long loops contain embedded regions of secondary structure: small α-helices, 310-
helices, or β-hairpins. Where there are embedded helices, a modification of our usual
algorithm is employed. We use sequence-based secondary structure prediction methods
[37, 77, 76] to locate possible helices, and then run simulations in which these potential
helices are seeded into the simulation. The seeding is achieved by using a separate, helical-
dihedral library during loop buildup over the residues sequence-based secondary structure
prediction assigns as helical [63]. The final energy is compared between the simulations
with and without the seeded helices, and the lowest energy result is selected. For hairpin-
containing loops, no special sampling is required.
For both loop-helix-loop and loop-hairpin-loops, the CPU time required for a single
PLOP run is on the order of an hour on a 1 GHz AMD Opteron 265 processor. The time
for a prediction is directly a function of the loop size, rather than the secondary-structure
size; the rate-limiting step is the minimization of all atoms in each candidate loop. A full
loop prediction requires multiple runs of PLOP, up to 400, however up to 40 can be run in
parallel at once, as described in Zhu, et al. [108].
Table 2.3 summarizes the results obtained for a test set of 33 high-resolution loop-helix-
loops, while Table 2.4 does similarly for a test set of 40 high-resolution loop-hairpin-loops,
both distributed as explained therein. Consistent sub-̊angström RMSDs are obtained in
all cases of prediction in the native environment for these more challenging and diverse
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Helix Length Number of Cases Without Helix Seeding With Helix Seeding Permitted
RMSD (Å) ∆E (kcal/mol) RMSD (Å) ∆E (kcal/mol)
Median Mean Median Mean Median Mean Median Mean
4 12 0.53 1.29 3.89 12.39 0.50 0.62 -1.89 -6.96
5 7 0.91 1.09 -7.94 -6.19 0.47 0.99 -7.94 -7.14
6 4 1.00 0.95 2.06 11.11 0.65 0.74 -5.80 -5.78
7 5 0.55 1.94 0.51 5.19 0.93 0.81 -2.04 -2.76
8 5 0.81 0.98 4.33 6.66 0.44 0.48 -0.86 -2.48
Table 2.3: Results of 33 loop-helix-loop predictions. For the predictions where helix seeding
was permitted, we selected the lowest energy loop predicted across all simulations. The
source of a possible helix may have come from sequence based secondary-structure prediction
or from observations of helices formed in non-seeded predictions. The lowest energy loop
may also have come from a non-seeded prediction if no lower energy loops were found after
seeding. With helix seeding included in our sampling methodology, sub-̊angström mean and
median RMSDs are found for all helix lengths considered.
structures, demonstrating the reliability of both the energy model and sampling algorithm.
Figure 2.1a illustrates an example loop-helix-loop prediction. The prediction target here
is a 16-residue loop containing a 6-residue helix. The prediction performed in the absence
of external knowledge of the helix results in a 1.47 Å RMSD but a ∆E of 50.45 kcal/mol
indicative of a large sampling error. By exploiting information provided by PSIPRED [37],
a popular secondary-structure based prediction program, we are able to seed a helix and
improve the sampling to reach a 0.31 Å RMSD and a ∆E of -1.37 kcal/mol.
Figure 2.1b illustrates our success in predicting loop-hairpin-loops without any special
sampling. Here a 16 residue loop-hairpin-loop from PDB: 2ZWA containing an 11-residue
hairpin is predicted with a 0.53 Å RMSD.
We then select one structure from each of the helix lengths in Table 2.3, a total of
five structures, and one structure from each of the hairpin lengths in 2.4, a total of seven
structures, and perform a more demanding test on each of them: prediction of the structure
in an environment where the backbone is in the native conformation, but the surrounding
side chains (up to 7.5 Å distant) are arranged around a non-native structure, selected from
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a b c 
Figure 2.1: Prediction of loop-helix-loop and loop-hairpin-loop regions. (a) An example
loop-helix-loop prediction. The target loop-helix-loop is a 16-residue protein segment from
PDB: 2RJ2. The native structure is shown in blue. The prediction performed without heli-
cal seeding is shown in green and yields a 1.47 Å RMSD and a ∆E of 50.45 kcal/mol. Helical
seeding performed using information obtained from PSIPRED [37], a popular sequence-
based secondary structure prediction program, is shown in red. The seeded helix prediction
results in a superior 0.31 Å RMSD prediction with a native-like ∆E of -1.37 kcal/mol. (b)
An example loop-hairpin-loop prediction. The target loop-hairpin-loop is a 16-residue loop
containing an 11-residue hairpin from PDB: 2ZWA. The native structure is shown in blue
while the prediction is in green. The hairpin is predicted with a 0.53 Å RMSD and a ∆E
of -10.55 kcal/mol. (c) Prediction of a loop-helix-loop in a perturbed environment. The
target is a 16-residue loop from PDB: 1L5W containing a 5-residue helix. The native struc-
ture is shown in blue while the perturbed native is shown in green. The perturbed native
loop-helix-loop has an RMSD of 3.00 Å. The residues within 7.5 Å of this perturbed loop
conformation were minimized with the loop held fixed. This placed the surrounding environ-
ment in a non-native minimum. However, for simplicity, these surrounding residues are not
illustrated here. The resultant loop-helix-loop repredicted from this perturbed environment
is shown in red and has a 0.54 Å RMSD and a ∆E of -15.03 kcal/mol.
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Hairpin Length Number of Cases Dipeptide Dihedral Library
RMSD (Å) ∆E (kcal/mol)
Median Mean Median Mean
6 11 0.41 1.07 -5.61 -5.05
7 2 1.13 1.13 -21.38 -21.38
8 15 0.63 0.89 -6.87 -7.53
9 7 0.51 0.89 -5.00 -5.74
10 2 0.42 0.42 -7.32 -7.32
11 1 0.53 0.53 -10.55 -10.55
12 1 0.30 0.30 -3.06 -3.06
13 1 0.44 0.44 -0.04 -0.04
Table 2.4: Results of 40 loop-hairpin-loop predictions. The ∆E value compares the energy
of the lowest energy loop against the crystal structure loop coordinates, minimized using
our energy function. The RMSD reported is of the lowest energy loop prediction.
loop-helix-loop or loop-hairpin-loop predictions with RMSDs greater than or equal to 3
from the native structure.
Figure 2.1c illustrates an example perturbed-native loop prediction. Reprediction of the
native loop under such conditions is far more demanding, since the local environment no
longer serves as a guide to the correct structure. Nevertheless, the results are of more or
less the same quality as the original predictions in the native environment. For loop-helix-
loop predictions performed in a perturbed native environment, the mean (RMSD, ∆E) was
(0.65 Å, -9.52 kcal/mol). These are comparable to the predictions of these same loops in the
native environment where the mean (RMSD, ∆E) was (0.47 Å, -1.49 kcal/mol). For loop-
hairpin-results, the results are similar with predictions in the perturbed environment being
restored to a mean (RMSD, ∆E) of (0.79 Å, -4.73 kcal/mol) compared to (0.38 Å, -4.51
kcal/mol) in the native. Individual results for each of these cases are listed in Supplementary
Table A.1. These results are encouraging with regard to transferability of the algorithm to
homology modeling.
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2.5 Prediction of the ECL2 loop in GPCRs
G-Protein coupled receptors, or GPCRs, constitute one of the most important classes of
pharmaceutical targets in the human genome [17, 19, 14, 74, 83]. Recent experimental
breakthroughs have resulted in a substantial number of GPCR structures being available
in the PDB. However, this is still a small fraction of the total number of GPCRs in the
genome, and high-resolution homology modeling of the additional structures, with partic-
ular emphasis on accurate prediction of the second extracellular loop (ECL2), would be
extremely valuable in drug discovery efforts [19, 14, 46].
As a first step, we have predicted the structure of the ECL2 loop in a number of GPCRs
in the PDB in the context of the native structure [26]. For the four GPCRs included in
recent publications, the ECL2 loop is extremely long (26–32 residues) and has a highly
complex structure, in some cases with an embedded helix or strand. The result of these
efforts is shown in Figure 2.2 and the statistics are presented in Supplementary Table A.2.
Considering the challenge presented by this loop, the fully ab initio predictions are very
reasonable. We have also performed one prediction of the ECL2 of a homology model of
β2AR, obtaining a similar quality result: a very encouraging step in overall methodologies
[27].
In order for these calculations to succeed, we had to incorporate protein membrane
interactions via new explicit membrane calculations. Briefly, molecular dynamic simulations
were run with explicit membrane molecules surrounding the receptor. Similarity between
the MD structure and the native target loop regions justified the use of loop predictions
performed on the MD structure. During these loop predictions, up to three key torsional
bonds of the rotating lipid heads were sampled together with all surrounding side chains
within 7.5 Å of the loop. These calculations are explained in greater detail in Goldfeld et
al. [26, 27].
2.6 Conclusion
We have shown that the use of a continuum solvation model and a molecular mechanics
force field, along with an efficient conformational sampling algorithm, is capable of yielding
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Figure 2.2: Visualization of predicted ECL2s vs. their native counterparts. a. The ECL2 of
bRh. The blue loop is the native, the pink loop is the final ECL2 prediction while the rest
of the protein is held fixed in its crystallographic position. The green loop is the final ECL2
prediction while the nearby loops and side chains are in non-native positions. Note that for
these loop predictions, a simulated membrane was included (see ref. [26]). b. The ECL2
of β1AR. The blue loop is the native, the pink loop is the final ECL2 prediction while the
rest of the protein is held fixed in its crystallographic position. The green loop is the final
ECL2 prediction while the nearby loops and side chains are in non-native positions. c. The
ECL2 of β2AR. The blue loop is the native, the pink loop is the final ECL2 prediction while
the rest of the protein is held fixed in its crystallographic position. The green loop is the
final ECL2 prediction while the nearby loops and side chains are in non-native positions.
d. Again, the ECL2 of β2AR. The blue loop is the native, the pink loop is the final ECL2
prediction in the context of a homology model of 2AR.
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accurate and reliable predictions for relatively large protein regions (up to as many as 30
residues). The refinement of homology models differs from these problems in that the entire
backbone of the protein will present some sort of deviation from the native coordinates —
large in some cases, small in others, but overall representing delocalization of the structural
errors, as opposed to the model problems we have studied where the error is localized to one
well defined protein region. Based on the results above, the primary difficulty at this point
is to devise a sampling algorithm that can handle delocalized errors of this type. There are
many possibilities that build on the ability to efficiently refine quite large local regions, but
extensive computational experiments will be required to identify effective methods, and to
optimize the methodology for what will likely be a greatly expanded need for computational
resources. The continued rapid reduction in the cost/performance of computing provides
the means to meet this aspect of the challenge, however, and we are optimistic that practical
solutions, from other groups as well as our own, will begin to appear in the next several
years.
This work was published in the Current Opinion in Structural Biology in 2013 [23].
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Chapter 3
Prediction of Long Loops with
Embedded Secondary Structure
While the previous chapter provided an overview of the methods used by the Protein Local
Optimization Program, particularly the energy model and sampling algorithms, a detailed
exposition of the sampling methods, particularly in the context of secondary-structure con-
taining loops, is warranted.1 This chapter provides in detail the approaches used to develop
and refine novel sampling methods in the context of challenging loop-helix-loop and loop-
hairpin-loop cases. With the results presented in this chapter, the maturity of the Protein
Local Optimization Program in native-loop prediction will be evident. Hence, this chapter
will serve as the foundation upon which novel sampling in full homology models can be
explored for the remainder of this thesis.
3.1 Introduction
Continual advances in loop prediction have yielded accurate modeling from twelve-residue
loops [34], up to loops as long as twenty residues [55, 105]. These methods have managed
to achieve near-atomic accuracy performing loop prediction in the presence of the crystal
structure environment — a necessary, but not sufficient condition for realistic homology
1Reproduced with permission from Journal of Chemical Theory and Computation 2013 9 (2), 1846–1864.
Copyright 2013 American Chemical Society.
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modeling.
Historically, loop prediction was first approached analytically by Go and Scheraga [25]
in 1970. Demonstrated was the ability to predict, by solving a set of equations, the con-
formation of peptide fragments containing up to six rotatable torsions. This analytical
method was updated 21 years later by Palmer and Scheraga [72]. Here, the authors relax
constraints on the original formulation by permitting each residue in the loop to adopt
independent bond lengths or bond angles. However, the analytical method still remained
limited to six torsion angles — three residues assuming the backbone ω torsion remained
fixed. To accommodate larger loops, Palmer and Scheraga extend the method by permitting
additional torsions, beyond the six that can be analytically determined, so long as they are
independently set prior to the calculations. Thus, their method requires that the algorithm
be repeated numerous times over a conformational search of these additional independent
torsions. Hence, for larger loops combinatorics must be considered.
Moult and James in 1986 proposed one of the first combinatorial searches through a
discrete set of torsions [64]. Here, the authors described the use of a systematic search
through torsion angles obtained from a Ramachandran plot. For loops as small as five
residues, their method yields about 1010 conformations, already an intractable number. To
cope with the combinatorial explosion the authors, employ the use of rules and filters to
restrict and prune the number of conformations to a manageable subset before performing
more expensive scoring. Loops are scored with using a simple pairwise electrostatic energy
function and a surface area based hydrophobic term.
Later methods vary in both the sampling rules and scoring function. Bruccoleri and
Karplus in 1987 released CONGEN, from which our algorithm draws some similarity [7,
34]. There the authors use the CHARMM energy function [6] to score loops. In 1992,
Bassolino-Klimas and Bruccoleri advance CONGEN to permit directed loop buildup which
takes into account information from partially built structures [3]. In 2003, DePristo et
al. [15] and de Bakker et al. [13] use the AMBER forcefield [11] and Generalized Born
solvation model [94, 79] for scoring loops. Loop buildup is performed using, among other
modifications, a fine-grained torsion library that is residue-specific. Like CONGEN, our
work draws similarities to this last method [34]. We note that this historical review is not
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exhaustive but is intended to highlight the origins of loop prediction as it relates to this
work.
In general, the use of combinatorial exploration of torsion space for loop buildup has
within it two sub-problems, sampling problems where coping with the combinatorics of
loop buildup requires the development of clever pruning strategies, and energy problems
where the minimization, scoring and ranking of the resultant loops must be computationally
affordable yet accurate enough to identify the best conformation among those produced.
Throughout the literature, the functional definition of a loop has been a local segment
of the protein that is free of secondary structure other than, perhaps, three-residue 310-
helices, but lies between large, likely well-conserved, secondary structure elements [105, 48].
Indeed, initial homology models are often constructed on the assumption that secondary
structure elements are conserved between the template and the target [73]. However, this
loop definition has not always been strictly followed. Notable cases of loops containing
secondary structure are the ECL2 loops of human β2-adrenergic receptor [10] and turkey
β1-adrenergic receptor [100], both G-protein coupled receptors (GPCRs). These loops are
actually loop-helix-loops (LHLs) containing an eight-residue α-helix. Spinach RuBisCO is
another example. The active site is composed of a highly conserved α/β barrel. Lying
between each α/β pair are loops, of which loop 5 contains a five-residue α-helix and two
residues that form part of βF, a β-strand external to the active site, and loop 8 which
contains a four-residue α-helix [45].
Recent attempts have been made to model the GPCR LHLs and have been met with
significant success reaching an accuracy as high as a 1.59 Å RMSD [26, 67]. As the method
we provide here exists along a continuum of protein structure prediction methods, one
that shares significant applicability to secondary structure-free loops, we retain the loose
definition of the word ’loops’, and here refer to loops as a region of the protein that may
contain secondary structure but is flanked by even larger secondary structure elements.
Presented in greater detail below is a precise definition, which was strictly enforced, to
select a set of test of cases.
Throughout the literature, predictions performed on loops containing secondary struc-
ture are scant. Zhu, Xie and Honig presented a refinement protocol that addresses loop-
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helix-loops and loop-hairpin-loops, referred to more generally as protein segments in the
paper, using a knowledge-based potential [107]. What is explored is the refinement of these
segments, rather than the prediction of the segments de novo. Consequently, the success
of their refinement is dependent on the difficulty of the initial structure. For hairpins and
loop-helix-loops, close to 70% of their refinements yield predictions with an RMSD of 2.0
Å or better. In these cases, the secondary structure elements are kept fixed with their
native torsions and moved as a rigid body. However, as our method discussed in this pa-
per is independent of the conformation of the input loop (although it is dependent on the
conformation of the surrounding environment) results cannot be directly compared.
Alternatively, Rohl et al. described de novo loop construction using the Rosetta algo-
rithm [82]. Included in their test set are predictions of ten loops, referred to as structurally
variable regions, of 13 to 34 residues in length. These predictions were done in the crystal
structure environment and do include loops containing secondary structure. Although some
of the members of their test set include, for example, loop-helix-loops, only ten cases were
done in the context of the native protein — too few to permit comparisons between our
method without relying on anecdotal information. Instead, the authors concentrate on the
more ambitious task of loop prediction in an unrefined homology model. Finally, we note
in a previous study, our attempt to address the challenges of helix packing [56]. In Li et
al., we explored placement of a helix in a loop-helix-loop but treated the helix as a rigid
body. Although the method relies on prior knowledge of the presence of a helix, for large
helices, this is not unreasonable, as is stated above, because significant segments of sec-
ondary structure tend to be conserved across homologous structures. Indeed, the smallest
helix considered in this study was eight-residues.
To the best of our knowledge, no studies have been performed that systematically address
the challenges of de novo prediction of loops containing secondary structure, particularly
for cases when a priori knowledge about the presence of small secondary structure is noisy
at best. As loop prediction matures to accurate prediction of larger and larger loops, it
becomes awkward to exclude cases of secondary structure-embedded loops. In this work,
we propose a method to predict long loops containing possibly multiple helices or a hairpin.
Our initial test set is composed of loops containing between 8 and 17 residues. The secondary
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structure length explored ranges from 3 to 13 residues, although in principle, prediction of
loops containing larger secondary structure segments remains tractable.
For loop-helix-loops, we constructed a separate dihedral library taken from a non-
redundant set of high-resolution Protein Data Bank [5] structures containing α-helices.
The user is required to specify which residues this helical dihedral library is to be applied
to, termed the helical bounds. Results with exact helical bounds taken from the crystal
structure were used as an initial validation. More relevant to actual structure prediction
and refinement, we then concentrated on accurate loop prediction using helical bounds sup-
plied by either sequence-based secondary structure prediction algorithms or previous loop
predictions performed without the use of our helical dihedral library. That is, in many cases,
nascent helices were predicted without supplying any expectation of a helix. This suggested
a propensity for this loop to include a helix and allow us to repredict the loop using our
helical dihedral library. Throughout all sampling methods explored, what remains crucial
is that purely from our energy model, we are able to pick out the loop with the lowest,
or near lowest RMSD relative to the native structure. Finally, for loops containing either
helices or hairpins, we explored loop reprediction in a perturbed local environment, similar
to an environment encountered in full homology models, although without deviations of the
backbone from the native structure, and established success in restoring the native loop
conformation. The results are generally satisfactory with loop-helix-loop predictions from
imprecise helical bounds routinely reaching sub-̊angström RMSD and hairpin predictions
reaching similar atomic accuracy.
3.2 Materials and Methods
3.2.1 Selection of Test Cases
All PDB structures that were available as of August 30, 2010 were searched. A global
criteria was used to select structures that satisfy the following properties:
1. A sequence identity between any two proteins must be ≤ 50%.
2. Only crystal structures were selected.
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3. The resolution of the crystal structure must be < 2.0 Å.
4. Structures reporting only Cα coordinates were excluded.
5. A maximum Rwork of 0.25 was enforced.
6. The pH of the crystal structure was restricted to lie between 6.0 and 8.0.
The exclusion of proteins due to sequence identity was performed using the PISCES web
server [99] (http://dunbrack.fccc.edu/PISCES.php). Loops were selected using a local cri-
terion that satisfies the following:
1. The average temperature factor of atoms within the loop must be ≤ 35.
2. The real-space R-factor [38] of any residues in a selected target loop must not be
greater than 0.200.
3. All residues within the loop or interacting with any residues within the loop must be
free of alternate conformations.
4. To reduce effects due to loop-ligand interactions, the minimum distance between any
loop atom and any atom as part of a neutral ligand must be > 4 Å. For charged
ligands, this cutoff is increased to 6.5 Å.
The real-space R-factor was found by reference to the Uppsala Electron Density Server [44]
(http://eds.bmc.uu.se/eds/). The above criteria are similar to what was used to create test
sets in our past publications [55, 108, 105].
3.2.2 Identification of Secondary Structure-Containing Loops
In our most recent publications, loops were defined as being a segment of the protein
absent of secondary structure [108, 105]. To identify loops containing secondary structure,
an alternative definition was proposed. For loops containing secondary structure, the loop
must be bounded by a span of secondary-structure larger than the greatest contiguous
span of secondary structure within the loop. For example, if a loop contained, at most, a
six-residue α-helix, then flanking the loop must be residues that are a part of a secondary
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structure element of at least seven residues in length. Furthermore, the first and last residue
of a loop must also not display secondary structure. Assignment of secondary structure on
a per residue basis was done using the DSSP program [41].
A loop was defined as a loop-helix-loop only if there were no other types of secondary
structure present other than turns and helices (includes 310 and α-helix), i.e. any loop
containing both β-bridges and helical residues was discarded from this study. A total of
35 loop-helix-loop regions were identified which were either 16 or 17 residues in length in
all. This loop length was chosen to select cases that were considered sufficiently difficult
to demonstrate the efficacy of our approach. In our previous publication, loops free of
secondary-structure were successfully predicted up 17 residues in length [105].
For loops containing β-hairpins, it became necessary to distinguish between a β-hairpin
and a segment that is part of a larger β-sheet. To make such a distinction, the following
criteria were used:
1. The loop must contain the secondary structure pattern strand-turn-strand.
2. However, the turn residues need not be immediately adjacent to a strand residue.
3. The loop must be free of helices.
4. The strand residues comprising part of the pattern in criterion 1 must be forming
backbone hydrogen bonds only to other residues within the loop.
5. The hydrogen-bonding pattern must be anti-parallel.
For hairpins, requiring loops be either 16 or 17 residues in length yielded too few test cases.
Thus, a loop was accepted so long as it was not greater than 17 residues. A total of 41
cases satisfying the above hairpin criteria were identified.
3.2.3 Single-Loop Prediction
Single loop prediction is performed through individual runs of the Protein Local Opti-
mization Program (PLOP). Briefly, PLOP operates through four stages: buildup, closure,
clustering, and scoring. Full details can be found in Jacobson et al. [34] however, the salient
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features will be presented here and the modifications of the PLOP protocol utilized in this
work will be described.
Loop buildup is begun with a backbone dihedral angle library constructed from rotamers
frequently observed in crystal structures. Initially, the library contained a set of dihedrals
on a single amino acid basis [34]. As larger loops were explored, efficient exploration of
conformational space dictated the use of a dipeptide dihedral library [55, 105]. In this
approach, a library is constructed from each of the 400 (20 x 20) possible dipeptide pairs
and used in a sequence specific manner during buildup. For example, a loop containing
an arginine-alanine dipeptide would explore sampling from a different rotamer library than
an arginine-valine dipeptide. This implicitly treats the individual amino acid torsions as
coupled.
In helices, the backbone torsions are highly coupled to form the necessary hydrogen-
bonding network. It was therefore natural to extend the use of a dipeptide dihedral library
to exploit coupled backbone torsions across the four residues, or greater, of an α-helix. As
such, for residues considered to be helical, a separate n-residue α-helical library was used
for loop buildup, where n is four or larger. The aspects of this α-helical helical library
are discussed in greater detail below. In β-hairpins, non-local torsional coupling is present
and so to enforce torsional coupling during loop buildup would heavily constrain both the
coupled, hydrogen-bonding residues, as well as the intervening turn residues. Although
such an approach may still be fruitful, we found that for β-hairpins, our previous dipeptide
torsional library was effective and so we did not explore further the use of an alternative
β-hairpin library.
Loop buildup is performed simultaneously from both ends of the loop up to the Cα atom
on the closure residue. In our prior publications, the closure residue was simply picked as
the midpoint of the loop [108, 34, 105]. For the loop-helix-loops described in this work, the
closure residue, shared by both halves of a loop, cannot be permitted to bisect a helix. As
is described further below, the helical library is based on the construction of entire helices,
and not helical fragments. If the closure residue of the loop were a part of a helix, the helix
would be split between both halves of the loop. Thus for this work, we were forced to alter
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Figure 3.1: Loop-helix-loop predicted in PDB 1BKR. The target loop-helix-loop residues
are highlighted red from residues 75–32. The helix of interest, labeled α4, spans residues
82–85. . Loop prediction without the helical library would assign the closure residue to be
residue 83, highlighted in white. The LHL method places the closure residue at position
80. This figure was generated using ESPript [28].
the designation of the closure residue. The closure residue is initially set with the equation
Cα,closure = Nterm,LHL + (LengthLHL − 1 ± LengthHelix) /2
where + is used when the C-terminus loop is the longer loop and − for when the N-terminus
loop is longer or if both flanking loops are of equal length. Nterm,LHL refers to the residue
number of the N-terminus of the loop-helix-loop. Should the closure lie adjacent to the
helix, the closure residue is shifted one residue further away from the helix. This is to
afford extra flexibility to the residues that precede loop closure.
Clarifying by example, consider the LHL predicted in PDB 1BKR (Figure 3.1). Pre-
dicted was the 17-residue loop-helix-loop from G75 – D91 containing a 4-residue alpha helix
from P82 – I85. When predicting this loop without the helical library the closure residue
is at the midpoint of the LHL, residue 83, highlighted in white in Figure 3.1. This residue
intersects the helix and so cannot serve as the closure residue when employing the helical
dihedral library from segments 82–85. Application of the above equation places the closure
residue adjacent to the helix at residue D81, but for further flexibility, the closure residue
is assigned to be residue L80 on the N-terminus loop, two residues away from the start of
the helix. As in our previous work, the Cartesian positions of the two closure Cα atoms
are averaged and the remaining atoms of the loop backbone are generated using standard
geometry algorithms to close the loop.
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During loop buildup, nascent loops undergo preliminary screening through the use of a
parameter termed the overlap factor (ofac). The ofac is defined as the ratio of the distance
between two atom centers to the sum of their atomic radii. A lower ofac cutoff allows for a
higher overlap between the van der Waals radii. If during loop buildup, a backbone atom
is placed with a smaller ofac than permitted by the threshold, then that candidate loop is
discarded.
Three additional screens are used to reject unreasonable loops early in their construction:
1. For the current residue(s) being predicted, there must exist at least one acceptable
side-chain conformation, based on sampling a 30° side-chain rotamer library.
2. The loop must not travel further than 6.32 Å away from every Cα atom in the protein.
This is an empirically determined value and is meant to reject loops that fail to form
contacts with the rest of the protein.
3. The distance between the latest residue predicted and the closure residue must be
less than a threshold beyond which closure is not considered possible. For example,
a statistical analysis of a set of > 500 proteins found that the maximum Cα – Cα
distance that can be spanned by four residues is 13.97 Å.
Full details of these screening methods are given in Jacobson et al. [34].
An additional screening method is also employed to enforce broad sampling of confor-
mational space. During loop buildup via single dihedrals, all pairs of states must obey the
relationship ∆φ2 + ∆ψ > R2eff , where Reff is the “effective resolution” of (φ, ψ) space.
The effective resolution is adaptively set during loop buildup. The total number of loop
candidates is constrained to lie between a minimum of 512 loops up to a maximum of 106
loops. This constrains the number of loop candidates to a tractable size. We achieve this by
initially setting the effective resolution to a coarse value of 300° and then gradually improve
the resolution to finer values down to a minimum of 5° (the resolution limit of the dihe-
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Loop buildup using the helical dihedral library did not utilize any effective resolution
relationship. Principally, this was because the size of the helical dihedral library is signifi-
cantly smaller than the single peptide or dipeptide dihedral library. Due to a “lever effect”,
a small change in the dihedrals at one end of a helix can significantly alter the coordinates
of the opposite end of the helix. This effect becomes more dramatic for larger helices. To
exclude what few candidate loops are produced during buildup because of a resolution cutoff
would be to ignore this lever effect. Greater detail about the construction and composition
of the helix dihedral library is presented below.
To prevent expensive optimization of similar loop candidates, the k-means clustering
algorithm [30, 31] is employed and only one representative loop per cluster is passed onto
side chain sampling and optimization. The number of clusters is set to be four times the
number of residues in a loop, excluding residues initially flagged as helical during input to
loop prediction, up to a preset maximum of 50 clusters. The number of clusters determines
the number of representative loops passed onto side chain sampling/loop optimization and is
empirically set to balance the conformational space that must be accurately scored against
computational expense. Since the entire helix is constructed as a whole from the helical
library, it would seem awkward to count the helical residues the same as the non-helical ones
and so helical residues are excluded when determining the number of clusters to optimize.
For the loops described in this paper, this often had little consequence. For a 17-residue
loop with a four-residue helix the maximum number of clusters, set at 50, is reached. The
most common helical size was four residues (Figure 3.2). For a 16-residue loop with a four-
residue helix, the number of clusters is 48. Only for the few cases, such as PDB 2JA2, where
a 16-residue loop contains an eight-residue helix, were the number of clusters, set to 32,
significantly different from the maximum value of 50. These cases are the exception, and
as is described later, the results from these cases, despite the reduced number of clusters,
were excellent.
Side chain sampling is performed using a 10°-resolution rotamer library constructed by
Xiang and Honig [101]. The algorithm for side-chain optimization works by initially placing
side-chains in a random rotamer state onto the backbone. Self-consistent optimization
is then performed where all side-chains but one are held fixed while the free side chain
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Figure 3.2: Plot of the frequency observed of an α-helix rotamer per helix length. After a
six-residue α-helix, rotamers were only observed no more frequently than three times.
CHAPTER 3. PREDICTION OF LONG LOOPS WITH EMBEDDED SECONDARY
STRUCTURE 28
is minimized. With the exception of loop prediction in a perturbed native environment,
the default of one round of side-chain randomization per entire loop minimization was
found sufficient. When considering perturbed native environments, where the surrounding
side chains are included in refinement, additional rounds of side-chain randomization/self-
consistent optimization is performed separately to compare to predictions done without this
extra sampling. The lowest energy side-chain rotamers are selected across any additional
rounds of side-chain randomization. After self-consistent side chain rotamers are selected,
the complete loop, with both side chains and backbone atoms, is then energy minimized.
Full details about side-chain optimization are described in our past publications [34, 33].
Scoring is done using an augmented form of the Optimized Potential for Liquid Simu-
lations (OPLS) all-atom force field [39, 42, 36]. For solvation, an implicit model was used
based on the Surface Generalized Born model as described initially in Ghosh et al. [24].
A variable dielectric approach is used to treat polarization from protein side chains [110].
Additional corrections were added to the energy model to better account for π − π inter-
actions, self-contact interactions, and hydrophobic interactions. The force field, solvation
model, and all correction terms are discussed in greater detail in Li et al. [55]. The proto-
nation state of all titratable residues was set using the Independent Cluster Decomposition
Algorithm of Li et al. [57].
Since we evaluate our loop prediction method against published crystal structures,
crystal-packing effects were taken into consideration. The crystallographic asymmetric unit,
as well as all atoms from other surrounding unit cells that are within 30 Å, are included in
the simulation. The coordinates of all copies of the asymmetric units are updated for steric
clash checking and energy calculation throughout the course of the loop prediction.
3.2.4 Construction of the Helical Dihedral Library
As a natural extension to the dipeptide dihedral library, we constructed a helical dihedral
library to exploit the coupled torsions present in an α-helix. An initial set of PDB structures
was obtained from the precompiled culled PDB lists from the PISCES web server [99]. The
parameters used to cull the structures were a percentage identity cutoff of 30%, a resolution
cutoff of 2.0 Å or better, and an R-factor cutoff of 0.25. The PDB list was obtained
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on October 16, 2007. The list contained 3900 PDB structures. Using an internal PLOP
implementation of the DSSP algorithm [41], α-helices were identified with lengths ranging
from four to twenty residues. The φ, ψ angles for the helical residues were extracted. We
ignored values for the ω dihedral and instead used 180° during loop buildup. Deviations
from the trans conformation are permitted during loop minimization. The dihedral angles
were rounded and binned to a 10° resolution. The frequency of each binned helical rotamer
was counted per helix length. In structures containing homomultimeric proteins, the helix
was only counted once. We did not include helical fragments from larger helices as part of
the set of dihedrals for smaller helices. That is, the torsions in a 6-residue α-helix helix are
kept separate from the torsions in a 4-residue α-helix. This adherence to the use of only
complete helices was rigidly followed throughout loop prediction. Specifically, loop buildup
from both ends of the loop was done such that the helix was not divided between both
loop halves. When predicting a subsection of a loop, as is done during hierarchical loop
prediction, in any instance where a subsection of the helix was predicted, the dipeptide
dihedral library from Zhao et al. [105] was used instead.
Initially, we sought to include all rotamers observed with a frequency above a set cutoff.
However, this approach was problematic. Despite the large number of PDB structures, for
large helices, many rotamer sets do not appear more than once. For example, in a 9-residue
helix containing 18 dihedral angles (φ, ψ), a single 10° difference in any φ, ψ angle would
place that rotamer in a new bin. For helices of this length, a helical rotamer was not
observed with a frequency greater than twice (Figure 3.2). Beyond a six-residue α-helix,
rotamers were observed no more frequently than three times. We therefore felt that there
was no suitable frequency cutoff to use. Ultimately, we arbitrarily decided to set the library
to contain 2 × LengthHelix rotamers and populated the library with the most frequent
rotamers that conformed closest to ideal helical dihedral angles of (φ, ψ) = (−60◦,−40◦).
Any non-ideality in a helix was left to be predicted during loop minimization and the
multiple stages of loop refinement described in the following section.
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3.2.5 Hierarchical Loop Prediction
Hierarchical loop prediction was first described by Jacobson et al. [34] in 2004 and then
expanded by Zhu et al. [108] in 2006. In short, multiple runs of PLOP are performed
where increasing constraints are applied to subsequent rounds of loop predictions. The
lowest energy loops from each PLOP run are passed onto subsequent, constrained rounds of
refinement. The lowest energy loop across all PLOP runs and all constraints is considered
the final structure.
Hierarchical loop prediction is begun with an initial set of candidate loops that are
predicted by running PLOP at discrete values of the overlap factor (ofac). In this work,
we permitted the ofac to vary from 0.3 to 0.7 in increments of 0.05. The best 15 loops, in
terms of energy, are passed onto a Ref stage. A Ref stage constrains the Cα atoms of any
new prediction to lie within a set radius of the Cα coordinates of the previous stage. In
this case, the Ref1 stage used a 4 Å radius. The best 20 loops from this stage are passed
onto a Fix-n stage. In a Fix-n stage, we repredict a subset of the original target loop but
use the output from a previous stage as the scaffold, holding a total of n terminal residues
fixed. For example, in a Fix3 stage, we hold three terminal residues fixed, and repredict
the interior loop residues that remain. There are a total of four possible ways to fix three
terminal residues:
1. Fix three N-terminal residues.
2. Fix three C-terminal residues.
3. Fix two N-terminal residues and one C-terminal residue.
4. Fix one N-terminal residue and two C-terminal residues.
All four possibilities are explored when selecting the lowest energy loop from the Fix3
stage. In general, there are n+ 1 possible combinations for a given Fix-n stage. We ran a
total of eight Fix stages from Fix1 to Fix8. The Fix1 stage stage passed the top 10 loops
onto Fix2. Each subsequent Fix stage passed one less loop onto a subsequent stage so that
the Fix8 stage passed only the top three predictions. Finally, a second Ref stage is run,
Ref2, where a 6 Å Cα constraint is used. In total, taking into account all permutations in the
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Fix stages as well as the Init stage and Ref stages, there is a minimum of 334 PLOP runs
per hierarchical loop prediction. The minimum number of PLOP runs can be exceeded by
adaptively varying the ofac during hierarchical loop prediction, described in greater detail
below.
To accommodate our helical dihedral library, we modified hierarchical loop prediction
method in two ways:
1. The generation of our helical library was based on complete helices. To be precise,
the helical library for four-residue helices is taken only from the coordinates of helices
that are exactly four residues. We do not include in our four residue helical library
segments of, for example, an eight-residue helix spanning four residues in length.
As such, we do not construct our loops using a separate set of “partial” secondary
structural elements. As a result of this, Fix stages that would constrain part of a
helix instead revert to using our general dihedral library for the individual PLOP run.
2. The use of a helical library also resulted in a large number of individual PLOP runs
that failed to produce any candidate helices. This can happen under normal circum-
stances, say, during a late Fix stage where the majority of the loop is kept constrained
and only a small subset of the loop is resampled. Loop construction in these late Fix
stages requires the residue buildup to occur without violating our ofac criterion despite
being in an environment made all the more crowded by the unconstrained segments
of the loop. This problem becomes compounded when working with a helical library.
Since loop buildup with a helical library appends the helix onto a nascent loop in a
single step, a slight displacement of the preceding residue leads to a large displacement
of the terminal end of the helix — a sort of lever effect. If this crude displacement of
the terminal residue of a helix places the loop in a steric clash with the surrounding
environment, the loop candidate could be rejected due to the ofac criterion. In these
cases, the outcome of a loop prediction becomes all the more sensitive to the ofac pa-
rameter. To further decouple the effect the ofac has on a successful loop prediction,
any individual PLOP run beyond the Init stage that fails to succeed past loop buildup
is automatically rerun with a lower ofac down to the lowest ofac sampled during the
Init stage. In a PLOP run, the rate-limiting factor is during side chain optimiza-
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tion/minimization, rather than during loop buildup. Restarting a PLOP job after a
failed buildup stage is on an order of magnitude of one minute. Since this procedural
augmentation can apply to loop-helix-loops as much as it can to other loops, this im-
proved sampling adjustment was applied to all cases studied in this work, regardless
of the dihedral library used.
3.2.6 Calculation of RMSD
The success of loop prediction was gauged by using the backbone RMSD calculated against
the native, crystal structure conformation of the loop. RMSD was calculated by superim-
posing the protein backbone, excluding the loop, and using the N, Cα, and C coordinates
of the loop to compute the deviations. Unless otherwise stated, we report the RMSD for
the lowest energy predicted loop.
3.2.7 Calculation of the Relative Energy
Similar to RMSD, at the conclusion of complete hierarchical loop prediction, we report the
relative energy of our predicted structure against the energy of the minimized native. This
relative energy is defined as ∆E = Eprediction − Enative. A final structure that has a poor
RMSD but a calculated energy that is erroneously superior to the native would thus have
a negative ∆E and would indicate a failure of our energy model.
Minimization of the target for comparison against predictions is necessary to permit a
fair comparison between structures but is particularly important when comparing to crystal
structures as the PDB structures obtained have, in all the structures examined in this paper,
no explicit hydrogen atoms. The minimization of the native was performed similarly to
minimization/optimization of candidate loop structures as described above in the Single-
Loop Prediction subsection (Section 3.2.3) of the methods. For the native, the target loop
is first minimized followed by side chain sampling using the protocol described above in the
Single-Loop Prediction section. For predictions done in a perturbed native environment, ∆E
reports are still against the energy of the minimized native. For these cases, all additional
surrounding residues that are included in the prediction are also minimized in the native
to permit an accurate comparison. In instances when we used additional rounds of side
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chain sampling, the native loop, during minimization, was also permitted identical number
of additional side chain sampling.
3.2.8 Sequence-based Secondary Structure Prediction
Loop prediction using the helical dihedral library requires the user to provide a range of
loop residues, known as the helical bounds, over which to apply this library. To serve as an
initial test of our method without the complication of uncertainty in the existence and size
of a helix, we predicted loop-helix-loops from previously published crystal structures. In
these experiments, the helical bounds were known a priori. After we had observed success
using exact helical bounds, we tested the robustness of this method in a more realistic set-
ting where the helical bounds were supplied by popular sequence-based secondary structure
prediction software. Specifically, we ran local copies of the secondary structure prediction
packages SSPro4 [77, 9] and PSIPRED [37]. The output of either of these programs is a
secondary structure assignment across each of the residues contained in the protein chain
of interest. We examined the secondary structure assignments only for the residues that
spanned our particular loops. Often times, these assignments labeled more than one set of
intra-loop residues as helical. In particular, the loops discussed in this paper are sometimes
bounded by larger helices and these secondary structure assignment algorithms had occa-
sionally assigned the terminal residues of the loop to be a part of that larger flanking helix.
In other cases, three, two or even a single intra-loop residue was assigned as helical. As the
loop-helix-loop prediction method described in this paper is intended for α-helices (helices
of four residues or larger), assigning less than four residues as helical is not useful for our
purposes. Thus, for simplicity, the largest intra-loop helical segment predicted by SSPro4 or
PSIPRED, spanning at least four residues, was used as the inputted helical bounds. When
both PSIPRED and SSPro4 offered usable helical bounds, we performed loop prediction
with both bounds separately and compared the results.
3.2.9 Loop Prediction in an Inexact Environment
Unless otherwise noted, all loop predictions in this work were done by deleting the loop
residues but leaving all surrounding side chains intact, thereby preserving the crystal struc-
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ture environment. In an actual homology modeling experiment, the surrounding side chains
are unlikely to be placed a priori in their correct native conformation. To test the effective-
ness of our method in refining loops in an inexact environment, we followed the approach
of Sellers et al. [86] to perturb the surrounding side chains to a reasonable but non-native
conformation. To do this, we ran multiple rounds of PLOP to predict the loop of interest
in the crystal structure and selected a loop with a backbone RMSD of no better than 3 Å.
A list of surrounding residues is obtained by noting all residues that are within 7.5 Å of
any candidate predicted loop, not just the one loop with a 3 Å RMSD. The union of the
side chains from the surrounding residue list as well as the loop side chains is minimized
with the 3 Å backbone RMSD loop held in place. At this point, the surrounding side chains
are “biased” towards the 3 Å RMSD loop. This structure then provides the surrounding
environment for subsequent tests of our loop prediction methods.
3.2.10 Dipeptide Rotamer Frequency Score
For a number of challenging cases, we experimented with the use of a new addition to
our energy model that penalizes loop conformations that are constructed with seldom-
observed dipeptide dihedrals. The dipeptide rotamer frequency-based scoring term em-
ployed a greatly expanded dipeptide rotamer library (garnered from ∼7500 high-quality
PDB structures) that incorporated the frequency of each rotamer in this subset of the
PDB. This information was used to penalize loop dipeptides whose combination of (φ, ψ)
angles fall in an extremely unpopulated region of the five-dimensional dipeptide analogue
to the well-known Ramachandran plot. The set of five angles for each dipeptide in the pre-
dicted loop, using a “sliding window” scheme, is compared against the new library to find
the nearest dipeptide rotamer. Two criteria determine whether a penalty will be applied to
the dipeptide:
1. If the Euclidean distance between the loop dipeptide and the nearest rotamer in the
library is greater than a certain, empirically determined cutoff.
2. If the total population of rotamers within a set radius of the loop dipeptide is below
a certain threshold.
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The form of this penalty term, its implementation, and its successes in improving loop
prediction in crystal structure and homology model environments will be discussed in detail
in an upcoming publication. This term was used in two situations:
1. For all of the predictions in inexact environments. This is a substantially more chal-
lenging sampling and scoring problem, and the information contained in the dipeptide
score can be expected to improve results systematically.
2. For a small subset of the predictions in the native environment where difficulties in
the standard prediction approach were encountered.
To date, we have not found any cases where this term worsens results. However, more
extensive tests are underway and will be presented in a subsequent publication.
3.3 Results and Discussion
3.3.1 Description of Test Cases
Application of the discriminating criteria used to select suitable LHL test cases yielded a set
of 35 loop-helix-loops of 16 or 17 residues in length. These loops exhibited a distribution of
helix size as shown in Figure 3.3. The distribution indicates a diversity of helix sizes within
a 16- or 17-residue loop. Although the helical library described in this work is only for
α-helices, loops were included that contained 310-helices, either separate from an α-helix
already present in the loop, or as the sole secondary structure of the loop. It is these
former cases where a loop contains both a 310-helix with an α-helix that led to the non-zero
frequency for helices of length three (Figure 3.3).
PDB 1W27 contains a noteworthy example of a multi-helical loop. The 17-residue loop
contains a 4-residue 310-helix and a 5-residue α-helix separated by a single residue, D302
(Figure 3.4). Evidently, residue D302 permits flexibility in the backbone to transition from
one helical type to another. We explored the use of our α-helical library in three approaches:
1) Loop prediction given the α-helix as the helical bounds; 2) Loop prediction given the
310-helix as the helical bounds; 3) Loop prediction where the 310-helix and α-helix bounds
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Figure 3.3: Distribution of secondary-structural elements within the test set of loops. He-
lices of length 3 were from 310-helices found in loops already containing an α-helix. Hairpin
length includes the terminal hydrogen bonded residues as well as all residues in between.
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Figure 3.4: Multihelical loop in PDB 1W27. The loop bounds are Q295 to H311. Residues
preceding and following the helices are colored green. The five-residue α-helix is colored
blue, while the four-residue 310-helix is colored cyan. Residue D302, the kinked residue
dividing the two helices, is colored red. We attempted separately to use the helical bounds
of either the α-helix or the 310-helix or treated all 10 residues as one “α-helix”.SSPro4,
a sequence-based secondary structure prediction program, assigned the four residues from
L304-K304 as helical. The sequence annotation was generated using ESPript [28]. This
loop conformation and all other similar illustrations were produced using Pymol [78].
are combined to yield a 10-residue “α-helix.” The results of these approaches are described
in greater detail below.
PDB 2VPN was another case of a multi-helical loop. The 16-residue loop of interest
is composed of a 4-residue α-helix and a 7-residue α-helix separated by a single residue,
E102 (Figure 3.5). Residue E102 is kinked, according to DSSP, failing to form the periodic
hydrogen bond expected of an α-helix. As in the 1W27 case, we tried three approaches to
predicting this loop.
For β-hairpins, a set of 41 cases was collected satisfying the criteria described in the
methods section. The size of the hairpin region ranged from 6 to 13 residues within loops
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Figure 3.5: Multihelical loop in PDB 2VPN. The loop bounds are S97 to G112. Residues
preceding and following the helices are colored green. The seven-residue α-helix is colored
cyan, while the four-residue α-helix is colored blue. Residue E102, the kinked residue
dividing the two helices, is colored red. We attempted separately to use the helical bounds
of either the seven-residue helix or the four-residue helix or treated all 12 residues as one
“α-helix”.
up to 17 residues in length. Hairpin size is defined to be the number of residues from the
start of the first β-strand to the end of the second β-strand, including all non-β residues in
between. Hairpins occurred most frequently as either six or eight residues in length (Figure
3.3). However, since the formation of the coordinated hydrogen bonds is what is most
challenging in loop-hairpin-loop prediction, we feel it is useful to describe the distribution of
hydrogen bonds across our set of β-hairpins. Hairpins contained from four to eight hydrogen
bonded residues with the number of coil/turn residues contained within the hairpin ranging
from two to seven residues (Figure 3.6). Thus, this test set of β-hairpin containing loops
required the successful prediction of at least one specific hydrogen bond spanning at most
seven residues.
3.3.2 Predictions Performed in the Crystal Structure Environment
A total of 35 loop-helix-loop (LHL) cases and 41 beta-hairpin cases were predicted in the
crystal structure environment. In the crystal structure environment, the loop of interest is
deleted and rebuilt while the surrounding residues remain fixed. In this work, we compare
the predictions done using a helical dihedral library versus predictions performed using the
standard PLOP dihedral library [105].
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Figure 3.6: Distribution of hairpin characteristics. Hairpins contained from four to eight
hydrogen-bonded residues and with the internal turn/coil residues spanning a length from
two to seven residues.
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Hairpin Length Number of Cases Dipeptide Dihedral Library Helical Dihedral Library with
Exact Helical Bounds
RMSD (Å) ∆E (kcal/mol) RMSD (Å) ∆E (kcal/mol)
Median Mean Median Mean Median Mean Median Mean
4 12 0.53 1.29 3.89 12.39 0.55 0.99 -0.02 -3.18
5 7 0.91 1.09 -7.94 -6.19 0.51 0.80 -3.74 -3.41
6 4 1.00 0.95 2.06 11.11 0.62 0.77 2.47 2.75
7 5 0.55 1.94 0.51 5.19 0.79 0.91 2.52 1.59
8 5 0.81 0.98 4.33 6.66 0.36 0.41 -4.22 -2.18
Table 3.1: Comparison of loop-helix-loop predictions with the dipeptide dihedral library
versus the helical dihedral library. The two noteworthy multi-helical loops found in PDB
1W27 and 2VPN are excluded in this table. The ∆E E value compares the energy of
the lowest energy loop against the crystal structure loop coordinates, minimized using
our energy function. The RMSD reported is of the lowest energy loop prediction and
corresponds with the ∆E.
3.3.3 Loop-Helix-Loops Predicted Using the Dipeptide Dihedral Library
Versus the Helical Dihedral Library with Exact Helical Bounds
As a first test of the helical dihedral library, we performed loop prediction on the set of
35 LHL cases either with the previous dipeptide dihedral library [105] or with the helical
library described in this work. Experiments such as these were primarily meant to ensure
that in the absence of uncertainty in the size and location of the helix, our helical library
method could succeed. A prediction performed where the helix is postulated from secondary
structure prediction software is our primary methodological algorithm to be used in realistic
prediction situations, and is discussed later. Table 3.1 provides a summary of the results as
a function of helix length. Compared to the dipeptide dihedral library, the helical dihedral
library consistently displays improved accuracy, with mean and median RMSD always below
1 Å. No strong correlation is noted between the size of the internal helix and the results
from either dihedral library. This suggests, consistent with past results [55, 108, 105], that
the difficulty in loop prediction lies with the size of the loop, rather than the secondary
structure contained in the loop, at least for helices up to eight residues in length.
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For LHLs containing a four-residue helix, both dihedral libraries appear to perform simi-
larly. As might be expected, the helical library shows the greatest advantage for predictions
containing an eight-residue helix with superior median and mean RMSD values by around
0.5 Å. It is likely that the coordinated hydrogen bonds that need to be formed are eas-
ily generated when explicit helical dihedrals spanning the precise residues are deliberately
introduced during sampling. This seems particularly relevant for the LHL in PDB 2YR5.
This is a 16-residue loop containing a 7-residue α-helix (Figure 3.7).
The dipeptide dihedral library produces a 7.26 Å RMSD loop with a ∆E of -0.9 kcal/mol
relative to the minimized crystal structure, while the helical dihedral library leads to a 1.11
Å RMSD loop with a ∆E of -18.34 kcal/mol. The dipeptide dihedral library clearly fails to
form the native helix, forming instead a loop that protrudes out in solution. The prediction
with the helical library is dramatically superior but forms a larger nine-residue α-helix.
Evidently, the shorter seven-residue α-helix “seeds” the larger helix. Considering the large
negative ∆E energy relative to the native, these additional two helical residues may be the
result of an energy error incorrectly favoring formation of additional helical residues. While
slightly detrimental to the accuracy of this particular loop prediction, as is discussed in
greater detail below, the use of a shorter helix to “seed” a larger one is later exploited to
find the lowest energy loop.
Two PDB structures, 1W27 and 2VPN, each contain a multi-helical loop-helix-loop that
still satisfies the criteria stated above for selecting loops (Figure 3.4, Figure 3.5). These
cases provided an opportunity to explore the effect of the helical dihedral library in complex
situations. We attempted to predict the loop by supplying as helical bounds either of the
two helices or treated the helices as combined, disregarding the non-helical residues dividing
the helices. Table 3.2 describes the result of these loop predictions. In both cases, the helical
library produced the lowest energy conformation with sub-̊angström RMSD.
3.3.4 Loop-Helix-Loop Prediction Based on Helical Bounds Derived from
SSPro4 and PSIPRED
In the previous section, exact helical bounds were used which were taken from the output of
DSSP when applied to the crystal structure. Such accurate information will not be known a
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Figure 3.7: Loop-helix-loop predicted in PDB 2YR5. The native loop coordinates are
colored blue with the seven-residue α-helix colored teal. The prediction using the helical
dihedral library is shown in red with the resulting nine-residue α-helix colored in pink. The
loop prediction performed using the dipeptide dihedral library is shown in green. Despite
supplying the exact seven-residue helical bounds during loop prediction with the helical
library, what resulted was a slightly larger helix, evidently “seeded” by the small seven-
residue α-helix.
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PDB ID 1W27 2VPN
Helical 4-res 5-res Combined SSPro 4-res 7-res Combined
Bounds None 310-helix α-helix 10-res truncated None α-helix α-helix 12-res
Supplied “helix” α-helix “helix”
RMSD (Å) 2.69 1.50 0.77 1.98 0.34 0.42 0.41 0.37 0.38
∆E (kcal/mol) 38.96 22.27 -3.43 24.32 -12.19 2.01 11.08 -9.69 0.23
Table 3.2: Prediction of multi-helical loops using various loop bounds. When no helical
bounds were supplied, loop prediction was performed using the dipeptide dihedral library.
The 1W27 prediction using the 4-res 310-helix for helical bounds still employed the α-helix
dihedral library described in this work. The combined helical bounds of 1W27 and 2VPN
consider both helices to be one large α-helix during loop buildup. The truncated SSPro
helix is equivalent to the 5-res α-helix but truncated one residue at the helical N-terminus.
∆E refers to the change in energy of the predicted loop relative to the native conformation.
priori. Indeed, significant variability in the definition of secondary structure assignment has
been known to affect the precise bounds of secondary structure, especially as the number of
secondary structure assignment definitions is now legion [97]. To simulate the effectiveness
of using the helical dihedral library in more realistic computational experiments, and to
further gauge the sensitivity of our method to accurate knowledge of the helical bounds,
we applied the popular sequence-based secondary structure prediction packages SSPro4
[77, 9] and PSIPRED [37] to our set of 35 loop-helix-loops and attempted loop prediction
using these predicted helical bounds. The results from these secondary structure prediction
packages, excluding the multi-helical loops of PDB 1W27 and 2VPN, are presented in Table
3.3.
Comparing the two packages, it would appear that SSPro4 could more reliably find
exact or overlapping helical bounds compared to PSIPRED, however the two methods are
complementary. For example, SSPro4 fails to find any helix in the LHL in PDB 3LY0, while
PSIPRED found a truncated helix whose bounds are contained within the DSSP results.
We must caution the reader that we do not attempt here to perform a rigorous evaluation of
secondary structure prediction algorithms. For that, we refer the reader to Koh et al. [47]
and Pirovano and Heringa [76]. Rather, we simply selected two popular and easily available
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No Helix 18 7
Total 33 33
Table 3.3: Results of sequence-based secondary structure prediction packages PSIPRED and
SSPro4 on our set of LHLs, excluding cases 1W27 and 2VPN, the multi-helical loops. Exact
helical bounds are those that are in perfect agreement with the bounds assigned by DSSP on
the crystal structure. Truncated helical bounds are those that lie within the DSSP assigned
bounds. Helical bounds are considered overlapping if the secondary structure predicted helix
has at least a single residue overlapping the exact bounds. No helix is considered predicted
if the entire loop-helix-loop lacks any helical assignments greater than three residues.
packages for our study. Alternative secondary structure prediction algorithms may be just
as valid, as is using more than two packages to find the helical bounds. However, the fact
that in a large set of cases, the exact, DSSP helical bounds were identified provides some
legitimacy in interpreting the results from the previous section — accurate knowledge of a
helix within an LHL is not unreasonable.
For the two multi-helical loops in PDB 1W27 and 2VPN, the two secondary structure
prediction methods contrast. For the LHL in PDB 1W27 (Figure 3.4), PSIPRED correctly
identifies the five-residue α-helix but fails to predict the four-residue 310-helix. SSPro4 also
fails to identify the 310-helix but the α-helix is incorrectly predicted to be four residues, trun-
cated at the N-terminus. In 2VPN (Figure 3.5), PSIPRED predicts a combined helix that
spans both α-helices and extends one residue further towards the C-terminus. Contrast-
ingly, SSPro4 considers the entire LHL to be one large helix — a result that is inadequate for
our helical dihedral library approach. In both of these cases, PSIPRED offers a reasonable
set of helical bounds for use in our method.
Table 3.4 summarizes the results of LHL prediction using the helical bounds, when
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Method Number of Successful Cases RMSD (Å) ∆E (kcal/mol)
Median Mean Median Mean
PSIPRED 13 0.44 0.49 -1.37 -1.54
SSPro4 25 0.60 0.91 1.05 0.65
Table 3.4: Loop-helix-loop prediction using the helical bounds available from PSIPRED
and SSPro4. Multi-helical cases 1W27 and 2VPN are included in these statistics. Cases
where the helical bounds provided by sequence-based secondary-structure prediction are not
usable in our method are excluded. Further, cases where no loops were able to be predicted
with the supplied helical bounds are also excluded.
available, from PSIPRED and SSPro4. In general, the helical bounds provided by the
sequence-based secondary structure prediction methods SSPro4 and PSIPRED are effective
in loop-helix-loop prediction. Although the statistics might suggest that the fewer cases
afforded by PSIPRED result in higher quality predictions, we refrain from making such a
conclusion, as it may be necessary to also take into account the size of exact helix studied.
This does illustrate, however, that sequence based secondary structure assignments are
useful to our method when performing three-dimensional loop prediction.
It should be mentioned that five cases were found where the helical bounds offered by
either PSIPRED or SSPro4 resulted in failed loop predictions where not a single predicted
loop was constructed. In four of these five cases (PSIPRED bounds: PDBs 1N45, 1OAO,
2YR5; SSPro4 bounds: PDB 3GWI), the sequence-based secondary structure assignment
places the helix as part of the N or C terminus. It would appear that in these cases, the
sequence-based assignment is extending the larger helix that forms the boundary of the
loop-helix-loop into what DSSP, and the criteria used in this paper, consider to be part
of the loop. Although in practice, assigning the terminal residues of a loop to be helical
is not fatal — PSIPRED and SSPro4 both place a helix on the C-terminus of the LHL in
PDB 1HN0 and yet a sub-0.5 Å RMSD loop is predicted — loop prediction without any
non-helical residues to precede the helix is extremely difficult.
In these situations, the lever effect, described previously in the single-loop prediction
section of Materials and Methods, becomes very pronounced. As PLOP constructs the
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loop in a tree-based method, where the tree is split into additional branches as more loop
residues are predicted, placing the helix at a loop terminus means there are no preceding
branches to rely upon. Whatever few positions the leading residue of the helix is placed at
are set entirely by the sparse number of helical rotamers present in our library. In practice,
this means that all the rotamers in our helical rotamer library for a given helix size are
easily rejected. Although in principle, one could reduce the ofac ofac parameter to permit
greater steric overlap between a loop residue and the surrounding environment, in practice,
the ofac was rarely seen as the limiting factor. The one case that permitted loop prediction
after adjusting the ofac was the PSIPRED bounds for 1N45, however, we had to set the
ofac to an abnormally low value of 0.20, meaning enormous steric clashes were permitted.
Even still, the output of this loop prediction only produced a 5.69 Å RMSD loop with a
∆E of 9.30 kcal/mol.
In all cases, nascent loop segments were screened out when the helix placed a residue
too far from the body of the protein to what has been empirically observed across pub-
lished crystal structures containing protein loops. Or instead, loops were screened when the
distance between the loop segment containing the helix and the opposing end of the loop
is considered too great to be spanned by whatever intermediate residues remain. In other
words, the helix places one half of the loop too far away for loop closure to be possible.
These loop screening methods are described briefly in the Materials and Methods section,
and in greater detail in Jacobson et al. [34]. Setting the ofac to an arbitrary low value has
no effect on these screens — the helical rotamer library simply does not contain a suitable
rotamer to permit loop prediction with the supplied helical bounds. Although there is cer-
tainly an argument to be made for increasing the size of the helical library, as evidenced
from our other successes, the size of the library does not appear to be an impediment to
loop-helix-loop prediction. Rather, the practitioner of our method might gain insight by
noting that if no suitable rotamer is present in the library, it may be prudent to consider
alternative helical bounds. Indeed, none of these terminus-bounded helices are the crys-
tal structure helical bounds — we avoided such cases by our definition of loop-helix-loops.
Determining the helical bounds from the output of our previous dipeptide-dihedral library
method, as discussed in greater detail below, may be a fruitful alternative. The multi-helical
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loop of 2VPN (Figure 3.5) is one slight exception. In this case, PSIPRED combines the
4-residue α-helix and the adjacent 7-residue α-helix into one large helix and even extends
the helical bounds further by one additional residue to produce a 13-residue helix. SSPro4
simply considers the entire loop-helix-loop to be one large helix, an outcome useless for our
helical dihedral library. In this case, the helical bounds provided by PSIPRED produce in-
dependent N- and C-terminus loop segments but closure is not achieved. This result occurs
regardless of how low we set the ofac. Again, extending the size of the helical library may
offer a solution to this case, but more likely, the helical bounds provided deviate too greatly
from the native structure to permit reasonable loop prediction.
3.3.5 Truncated Helical Bounds from Sequence-Based Secondary Struc-
ture Prediction or Derived from Inspection of Coordinates Pre-
dicted with the Standard PLOP Dihedral Library
In a few cases, sequence-based secondary structure prediction methods produced a helix
that was truncated relative to the native helical bounds, yet these cases performed as well,
if not better, than the native bounds. For example, PDB 1W27, one of the multi-helical
loops, is composed of a four-residue 310-helix and an adjacent five-residue α-helix (Figure
3.4). SSPro4 fails to identify the 310-helix but predicts the α-helix to be truncated by one
residue at the helical N-terminus, relative to the exact helical bounds (Figure 3.4). PLOP
was able to predict this LHL with an RMSD of 0.77 Å and a ∆E of -3.43 kcal/mol when
using the native, five-residue α-helix. However, the SSPro4 bounds led to a predicted LHL
with a superior RMSD of 0.34 Å and a ∆E of -12.19 kcal/mol. Table 3.2 summarizes these
results. These loop predictions are illustrated in Figure 3.8.
Consistent with our past discussion, the smaller helix may permit less of a lever effect
and thereby enable finer sampling of the α-helix. It should be noted, however, that the
absence of any helical bounds, that is, using the previous dipeptide dihedral library from
our previous work, results in a 2.69 Å RMSD prediction (Table 3.2). Thus the small helix is
shown to also seed our hierarchical sampling method to more heavily explore conformational
space near α-helices.
The LHL in PDB 2YR5 is another case where truncated helical bounds led to a superior
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Figure 3.8: Loop-helix-loop prediction for the multihelical loop in PDB 1W27. The native
loop is shown in red. Loop prediction using the exact five-residue α-helix is shown in green.
Loop prediction using the truncated, four residue α-helix provided by SSPro4 is shown in
blue. Loop prediction using the truncated four-residue α-helix bounds appears to permit
improved sampling of the α-helix. Notice that the greatest discrepancy between the two
loop predictions occurs along the α-helix near the C-terminus.
prediction. However, this is one of the cases where the helical bounds provided by both
PSIPRED and SSPro4 were attached to the LHL C-terminus and no loops emerged from
our attempts at predicting this LHL with such helical bounds. Rather, we attempted LHL
prediction using as helical bounds all possible four-residue α-helices that lie within the
10-residue α-helix suggested by PSIPRED and SSPro4 — a set of seven possible helical
bounds. Both PSIPRED and SSPro4 suggested identical helical bounds. The results from
these predictions are shown in Table 3.5.
The predictions indicate that nearly every possible four-residue α-helix attempt produces
results that are nearly identical to the LHL prediction performed using the native, seven-
residue α-helix. While knowledge of the precise, native helical bounds may not be available,
we demonstrate that we can still exploit information provided by sequence-based secondary
structure prediction, even if that information does not perfectly match the DSSP secondary
structure identification obtained from the crystal structure of the native conformation.
In total, we attempted all possible four-residue α-helix bounds for all LHL cases where
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Helical Bounds RMSD (Å) ∆E (kcal/mol)
None 7.26 -0.90
B:248 – B:254 (Native bounds) 1.11 -18.34
Bounds Derived From PSIPRED/SSPro4 Truncation
B:246 – B:249 1.11 -6.20
B:247 – B:250 1.11 -18.72
B:248 – B:251 1.11 -18.49
B:249 – B:252 1.11 -18.43
B:250 – B:253 1.10 -18.18
B:251 – B:254 1.10 -18.28
B:252 – B:255 4.27 28.57
Table 3.5: Prediction results from the loop-helix-loop in PDB 2YR5. Loop-helix-loop pre-
diction without helical bounds refers to the use of the dipeptide dihedral library exclusively.
The native bounds are those provided by DSSP analysis on the crystal structure. The
PSIPRED/SSPro helical bounds are from B:246 and B:255 and bracket the seven trunca-
tion attempts shown. The lowest energy prediction across all helical bounds is highlighted
in red.
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the lowest energy loop was found only by using the native helical bounds. This was per-
formed in order to discount the concern that precise a priori information about a helix
must be known. In many cases, information about a helix was provided by sequence-based
secondary-structure prediction. However, as we show in Table 3.1, providing no helical
bounds and using the dipeptide dihedral library can still lead to low RMSD predictions
and the formation of a helix. From these cases where a helix four-residues or larger was
produced ab initio, we also applied our truncation sampling method across the predicted
helix and took the lowest energy loop. When the dipeptide-dihedral library simply pro-
duced a four-residue helix, we reattempted loop prediction using the helical dihedral library
with this previously found 4-residue helix as bounds. The lowest energy loops predicted
from these experiments are shown in Table 3.6. In general, the truncation method produces
helices that, on their own, are quite accurate with sub-̊angström RMSD routinely reported.
3.3.6 Creation of a Systematic Method for Loop-Helix-Loop Predictions
We have described above a number of different approaches to predicting LHL regions, each
of which exhibits significant success for a subset of test cases. We briefly enumerate these
methods below:
1. Normal loop prediction, without any use of the helical rotamer library.
2. Use of the rotamer library with helical bounds specified by the results of either SSPro
or PSIPRED secondary structure prediction (this leads to two separate calculations).
3. Reprediction of the loop subsequent to normal loop prediction, using as helical bounds
helical regions forming spontaneously in the normal loop prediction simulation.
4. Truncated helix loop prediction where all possible four-residue helices that can fit
within previously obtained helical bounds are explored.
Our final algorithm is a composite method in which all of the above calculations are per-
formed for each loop, and the lowest energy prediction is selected as the predicted result.
The computational cost of this composite method is roughly 4X that of one normal loop
prediction. In return, one achieves a remarkably high level of reliability as is shown in Table
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Table 3.6: Result of loop-helix-loop predictions using truncated helical bounds. All possi-
ble 4-residue helical bounds that lie within bounds provided by sequence-based secondary
structure prediction or by analyzing the results from the dipeptide-dihedral based predic-
tions were used. What is shown is the lowest energy prediction across all helical bounds
attempted.
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3.7 below. The vast majority of predictions are sub-̊angström, an exceptionally low level
of error for loops of this length and complexity. Only one loop has an RMSD greater than
2 Å, the loop in PDB 2O70. We discuss this case further below, but in essence neither
normal loop prediction, nor any of the secondary structure prediction methods, predict a
helix in the relevant region. When the native helix is seeded into the calculation, a superior
prediction is returned. Thus, this is a sampling problem, which we can hope to solve by
improving the sampling algorithm. However, with the current approach, such sampling
errors are very infrequent.
Helical Bounds Identified Without DSSP Exclusively DSSP Identified Helical Bounds
PDB Method RMSD (Å) ∆E (kcal/mol) RMSD(Å) ∆E (kcal/mol)
1BKR SSPro4 0.55 1.05 0.55 1.05
1E3D SSPro4 0.55 -1.10 0.55 -1.10
1HN0 PSIPRED 0.35 -5.51 0.30 0.22
1L5W SSPro4 0.40 -3.74 0.40 -3.74
1LLF PSIPRED 0.44 -5.53 0.45 -5.50
1N45 Dipeptide 0.36 -4.22 2.05 12.55
1N7O SSPro4 0.40 -1.18 0.40 -1.18
1O7E* SSPro4 0.37 3.34 0.37 3.34
1OAO SSPro4 0.49 -80.01 0.49 -80.01
1OX0 Dipeptide 1.35 -13.23 0.58 -8.70
1Q1R Truncate 0.30 -8.07 0.30 -8.07
1QMY SSPro4 1.27 -2.67 1.27 -2.67
1SU8 Dipeptide 0.43 2.24 1.45 18.65
1W27 SSPro4 0.34 -12.19 0.77 -3.43
1WOV Truncate 0.95 -6.03 0.67 -2.88
1ZX0 Dipeptide 1.04 11.20 1.81 20.12
2DEB Dipeptide 1.35 -10.14 1.55 8.93
2EX0 PSIPRED 0.44 -0.86 0.33 -4.40
2FHF Dipeptide 0.54 -8.70 0.54 -10.16
2II2 Truncate 0.35 -3.40 0.36 -4.22
2J9O Truncate 1.55 2.65 1.55 2.65
2JA2 Dipeptide 0.81 0.13 0.72 1.15
Continued on next page
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Table 3.7 – continued from previous page
Helical Bounds Identified Without DSSP Exclusively DSSP Identified Helical Bounds
PDB Method RMSD (Å) ∆E (kcal/mol) RMSD(Å) ∆E (kcal/mol)
2JDI SSPro4 0.51 15.02 0.51 15.02
2O70 Dipeptide 3.24 -12.42 1.71 -15.09
2P0W Dipeptide 0.47 -7.94 0.51 -6.96
2QMC Truncate 0.49 -3.05 0.49 -3.05
2RJ2 PSIPRED 0.31 -1.37 0.57 4.72
2V36 Dipeptide 0.18 -1.22 0.25 -0.37
2VPN Truncate 0.22 -11.94 0.37 -9.69
2WEU Dipeptide 0.91 -10.24 1.73 12.19
2YR5 Truncate 1.11 -18.72 1.11 -18.34
3CWW SSPro4 0.28 -12.04 0.27 -10.71
3GWI Truncate 0.53 3.77 0.38 7.28
3HL0 PSIPRED 0.93 -2.04 0.39 2.52
3LY0 PSIPRED 0.54 1.28 0.79 9.14
Mean 0.70 -5.91 0.76 -2.31
Median 0.50 -3.57 0.55 -1.74
Table 3.7: Results of all loop-helix-loop predictions independent of helical bounds derived
from analysis of the crystal structure compared with the results using bounds derived exclu-
sively from the crystal structure. By sampling with alternate helical bounds derived from
sequence-based secondary-structure prediction and/or the truncation method, the LHL pre-
diction statistics are slightly superior to predictions using helical bounds derived from the
output of DSSP. The four cases that are inferior to LHL prediction with exact DSSP helical
bounds are highlighted in red. Only one case, 2O70, has an egregiously poor RMSD. The
LHL in PDB 1O7E was an exception in that the low ångström RMSD reported herein was
only produced by introducing the native helical dihedrals into our helical dihedral library.
Arguably, the results from predictions with the native helical bounds rely on information
that may not be precisely known in a homology modeling experiment. As such, we also
report in Table 3.7 the RMSD of the lowest energy loop prediction across all sampling
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methods. For comparison, results of LHL prediction using helical bounds taken only from
the native PDB are shown in the right half of Table 3.7. Overall, by exploring helical bounds
provided by sequence-based secondary-structure prediction methods, as well as using the
truncation method, we were able to predict LHLs with slightly superior accuracy than if we
were to rely on the DSSP identified helical bounds. However, there were four cases where
we were unable to produce a prediction that was superior to using the DSSP-based bounds.
Three of the four predictions are 0.11 Å from the DSSP results and can be left as acceptable.
The only egregiously inferior prediction was for the LHL in PDB 2O70. Here, the use of the
DSSP-based helical bounds led to a 1.71 Å RMSD prediction compared to a 3.24 Å RMSD
prediction performed solely using the dipeptide dihedral library — that is, without any
supplied helical bounds (Table 3.7). Evidently, this LHL is a challenge for sequence-based
secondary-structure prediction as well since neither PSIPRED nor SSPro4 predict there
being any helix at all within the LHL. Cendron et al., argue that the sequence of PDB 2O70,
an OHCU decarboxylase from Danio rerio (zebrafish), lacks homology with other known
amino acid sequences [8]. This may have been the case in early 2007 but evidently is now
longer so. In June 2007, the crystal structure of Arabidopsis thaliana OHCU decarboxylase
was published (PDB: 2Q37), and in 2010, the Klebsiella pneumoniae structure (PDB: 3O7I)
was deposited in the PDB [43, 22]. However, in these two more recent structures, the five
residues comprising the α-helix are not conserved and the more homologous eukaryotic 2Q37
structure fails to form a helix at this position. It seems reasonable then that PSIPRED and
SSPro4 would fail to identify this helix.
With respect to size of our helical dihedral library, the LHL in PDB 1O7E posed the only
challenge. In the above Table 3.7, we report the prediction results when using an augmented
helical dihedral library containing the native dihedrals for the helix. In the absence of this
addition to our library, the LHL prediction led to a sampling error with an RMSD of 2.09
Å and a 16.99 kcal/mol ∆E compared to a 0.37 Å RMSD and 3.34 kcal/mol ∆E with
the augmented library. As discussed in the methods section, our helical dihedral library is
populated with rotamers that conform close to ideality. This approach fails here and seems
likely due to the large discrepancy from ideal φ, ψ angles for the two terminal residues of
the helix. While we expect angles near (φ, ψ) = (−68◦,−20◦), the torsions for two of the
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N-terminus residues of the helix, A223 and G224, are (φA223, ψA223) = (−68◦,−20◦) and
(φG224, ψG224) = (−104◦,−1◦). In particular, the terminal glycine residue poses the largest
problem. From this limited case, there may indeed be utility in further expanding our
helical dihedral library, but even in its current implementation, the difficulty in this LHL
case appears anecdotal.
The ability of the energy model to robustly pick out the correct loop as being lowest in
energy provides new confirmation of the quality of our latest generation model, supporting
the results obtained in Li et al., for long loop regions without secondary structure elements
embedded [55]. It is true that phase space available to the loop is significantly restricted
when the native environment is (as here) retained; nevertheless, previous results from our
group and others show that it is quite easy to generate grossly incorrect predictions (with
substantial energy errors) with an inferior scoring function. The results discussed below
in which surrounding side chains are allowed to move, in which sub-̊angström results are
uniformly obtained, provides further evidence of scoring function accuracy and robustness.
3.3.7 Hairpins Predicted Using the Standard PLOP Dihedral Library
In addition to loop-helix-loops, we also attempted prediction of, what could be termed, loop-
hairpin-loops as another challenge of loop prediction containing local secondary-structure.
The results from loop-hairpin-loop prediction, arranged by hairpin length, are shown in
Table 3.8, and the complete results for all 41 hairpin predictions are provided in Table 3.9.
Similar to the results for loop-helix-loop predictions, we observe no correlation between
the size of the hairpin and the RMSD of the predicted loop-hairpin-loop. We note however
that one of the eight-residue hairpin cases produced a large discrepancy between the median
and the mean (Table 3.8). This case is part of PDB 2ZBX and led to an RMSD of 17.29 Å
with a surprising ∆E of -177.74 kcal/mol. It should be noted that the second best case has
an acceptable RMSD of 1.02 Å and a ∆E of -10.91 kcal/mol. Of course, we cannot choose
this 1.02 Å loop as the best case a priori as determination of the best loop is made purely
on energetic grounds. The apparent lowest-energy loop and the native are shown in Figure
3.9.
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Hairpin Length Number of Cases Dipeptide Dihedral Library
RMSD (Å) ∆E (kcal/mol)
Median Mean Median Mean
6 11 0.41 1.07 -5.61 -5.05
7 2 1.13 1.13 -21.38 -12.38
8* 16 0.64 0.90 -6.47 -6.77
9 7 0.51 0.89 -5.00 -5.74
10 2 0.42 0.42 -7.32 -7.32
11 1 0.53 0.53 -10.55 -10.55
12 1 0.30 0.30 -3.06 -3.06
13 1 0.44 0.44 -0.04 -0.04
Table 3.8: Results of loop-hairpin-loop predictions using the dipeptide dihedral library. The
∆E value compares the energy of the lowest energy loop against the crystal structure loop
coordinates, minimized using our energy function. The RMSD reported is of the lowest
energy loop prediction. * - Of the eight-residue hairpins, one of the cases initially reported
the best structure as that with a 17.29 Å RMSD. The results for this prediction were
rescored leading to a 1.02 Å prediction being considered the lowest in energy and was used
in the statistics reported in this table. This rescoring is discussed in detail below.
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PDB Loop Length Hairpin Length RMSD (Å) ∆E (kcal/mol)
1C7N 13 8 0.69 -3.34
1F0L 11 6 0.41 -1.71
1GWI 15 8 0.64 -9.05
1GYH 14 9 0.38 -3.18
1LLF 11 6 1.69 -5.61
1NVM 15 9 0.51 -9.55
1O5K 11 6 0.17 -10.79
1TC5 15 8 1.08 1.69
1U60 14 8 0.47 -12.09
1U8V 13 9 0.33 -1.05
2BS2 15 9 0.60 0.03
2C0D 11 7 0.29 -10.50
2CIU 15 10 0.29 -7.11
2IJ2 16 9 0.61 -7.83
2O36 12 9 3.61 -5.00
2OKX 16 8 2.88 -6.87
2PB2 13 9 0.21 -13.6
2R2N 8 6 0.24 -6.21
2RFG 11 6 0.63 -5.61
2SLI (A:177 – 190) 14 6 0.26 -0.93
2SLI (A:236 – 249) 14 8 0.47 -8.88
2WIY 16 8 0.63 -2.36
2WM5 15 8 1.14 -18.43
2YR5 13 6 0.63 -10.95
2YWN 17 13 0.44 -0.04
2ZBX 15 8 1.02 4.70
2ZWA 16 11 0.53 -10.55
2ZYO 8 6 0.36 -1.32
Continued on next page
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Table 3.9 – continued from previous page
PDB Loop Length Hairpin Length RMSD (Å) ∆E (kcal/mol)
3A9S 12 6 0.18 -4.65
3BF7 11 6 0.98 -9.10
3BJE 12 8 0.34 -3.33
3CSS 17 12 0.30 -3.06
3CU2 11 8 0.38 -3.71
3EGW 12 8 0.49 -10.12
3EI9 15 8 2.12 -2.04
3EJA 15 7 1.97 -32.35
3F8T 14 10 0.54 -7.52
3FAU 13 6 6.21 1.33
3GW9 15 8 0.51 -6.06
3HVW 16 8 0.47 -11.81
3LID 10 8 1.02 -16.62
Table 3.9: Results of all loop-hairpin-loop predictions. For PDB 2SLI, two hairpins sat-
isfying the criteria described in the Materials and Methods section were found. Those
predictions occurred for the chain A residues 177 – 190 and 236 – 249. Cases where the
lowest energy prediction was above a 2 Å RMSD are highlighted in red.
However, it was observed that the dihedrals in the predicted loop occupy regions of
dipeptide-dihedral space (φ1, ψ1, ω, φ2, ψ2) that are poorly populated across a set of high
quality PDB structures. It became possible in this case, and in other cases not discussed
in this work, to identify the more “native-like” loop by introducing a dipeptide-dihedral ro-
tamer frequency-based scoring (RFS) term that penalizes structures with non-native dipep-
tides confirmations. The details of the RFS will be discussed in a future publication. We
applied this penalty term to this loop-hairpin-loop case.
Application of the penalty term ranks the 1.02 Å RMSD prediction lower in energy than
the 17.29 Å RMSD prediction (Table 3.10). Aside from 2ZBX, five hairpin cases remain
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Figure 3.9: Loop-hairpin-loop prediction for PDB 2ZBX. The native loop is shown in gray
while the predicted loop is shown in green.
RMSD (Å) Freq.-based Score (kcal/mol) Total Energy (kcal/mol) ∆E (kcal/mol)
0.0 (native) 9.89 -15697.1 0.0
1.02 25.65 -15692.4 4.7
17.29 4387.82 -9927.01 5770.09
Table 3.10: Energy of the 2ZBX loop-hairpin-loop predictions after application of the
frequency-based penalty term.
where the predictions remain at around 2 Å or worse. These cases are highlighted in red
in Table 3.9. For these cases, we explored the use of the RFS throughout the entire loop
prediction, rather than just to rescore the final loop candidates. The results for these five
cases when using the RFS are shown in Table 3.11.
The RFS appears successful at correcting the energy error and leading to a lower RMSD
in three of the five cases. PDB 2OKX remains a difficult case. Although this case appears to
exhibit an energy error before penalizing unlikely structures with the RFS, now a sampling
error remains where we appear unable to produce the native conformation. PDB 3EJA
appears to remain an energy error and this case warrants further discussion.
PDB 3EJA contains a 7-residue hairpin within a 15-residue loop that satisfies the various
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Standard Energy Model Standard Energy Model + RFS
PDB RMSD (Å) ∆E (kcal/mol) RMSD (Å) ∆E (kcal/mol)
2O36 3.61 -5.00 0.93 -10.71
2OKX 2.88 -6.87 3.62 6.42
3EI9 2.12 -2.04 0.36 0.24
3EJA 1.97 -32.25 1.86 -27.20
3FAU 6.21 1.33 0.51 -11.60
Table 3.11: Reprediction of hairpin cases with initial RMSDs of around 2 Å or worse. Re-
predictions were performed by using the RFS throughout the prediction, rather than just
to rescore the final putative loops.
criteria specified in the methods section (Section 3.2). In particular the global quality
criteria of having suitably high resolution and superior R-factors was satisfied as well as
the local criteria for B-factors and real-space R-factors. Inspection of the predicted loop
reveals that we are able to form a reasonable hairpin (Figure 3.10a), and further that during
hierarchical loop prediction we succeed in producing a near native loop with an RMSD of
0.94 Å and a ∆E of -1.16 kcal/mol, relative to the native (Figure 3.10b). This would
seem to suggest the sampling is not an issue here. The fact that the lowest energy loop
predicted (Figure 3.10a) was found nearly 30 kcal/mol lower in energy than the native was
surprising. Inspection of the individual residues comprising the loop revealed an unusual
close contact between the oxygen on the amide side chain of Q108 and an aromatic carbon
on Y191. The distance between these polar and non-polar atoms was a surprising 3.0 Å.
Loop minimization perturbs the hairpin such that this distance is increased to 3.5 Å where
Y191, like all surrounding residues, is held fixed (Figure 3.10c). The suspicion was that these
residues might have been improperly built in the crystal structure and indeed inspection
of the electron density showed Y191 to be confidently placed while Q108 was modeled into
sparse density (Figure 3.10d). We see no alternative positions to place Q108, however it
is beyond the scope of this work to construct the necessary omit maps and attempt model
refinement. In describing the structure, the crystallographers do describe a possible role for
Y191 but no mention is made of Q108 and so perhaps this residue simply does not hold a
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stable conformation [29]. Difficulty in modeling an occasional residue in a high-resolution
crystal structure is certainly not uncommon. We attempted to exclude loops that were
affected by problems such as these in using a real-space R-factor cutoff of 2.0. However,
this residue has a real-space R-factor of 0.185. In future studies, it appears a more stringent
cutoff is required.
3.3.8 Predictions Performed in an Inexact Environment
Throughout all loop predictions, we have relied on the crystal structure to provide the sur-
rounding environment of the loop. This too, like the precise knowledge of helical bounds,
may not be accurately known in a homology modeling experiment. To explore the effec-
tiveness of our sampling and energy model in a more realistic setting, we minimized the
surrounding environment in the presence of a predicted, but poor, 3 Å RMSD loop. This
produced a non-native but locally minimized surrounding side chain environment. However,
the backbone environment is still that of the native. From here, we deleted the target loop
and performed loop prediction with simultaneous refinement of all surrounding residues.
This approach was for both loop-helix-loops and hairpins. We repredicted in an inexact
surrounding environment one loop for each secondary-structure length. The loops selected
had a sub-1 Å RMSD when predicted in the native environment. For loop-helix-loops, this
selection was based on the results from predictions using the exact helical bounds. As would
be expected, prediction of the loop as well as surrounding side chains increases the sampling
required and computational cost of these predictions. In particular, we found it necessary
to introduce additional rounds of side-chain randomization (Table 3.12). Hence, we used
only the exact helical bounds to avoid the added complication and expense of sampling
surrounding side chains with all the combinations of alternative helical bounds. We also
explored the use of the rotamer frequency score (RFS), mentioned previously when describ-
ing the improvement in hairpin case 2ZBX (Figure 3.9 and Table 3.10) and others (Table
3.11). Here, we used the RFS throughout the loop prediction, penalizing all intermediate
loops as necessary so that only structures with the lowest penalty are likely to advance onto
subsequent refinement. The results of these predictions for LHLs are shown in Table 3.12.
In all cases, we were able to recover the loop with sub-1 Å RMSD when utilizing ad-
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Figure 3.10: Loop-hairpin-loop predictions in PDB 3EJA. In all panels, the native loop
is shown in green. (A) Native hairpin versus the lowest energy prediction using the RFS.
(B) Native hairpin versus an intermediately ranked loop. This loop has a 0.94 Å RMSD
and a ∆E of -1.16 kcal/mol. (C) Native hairpin versus minimization of the native hairpin.
After minimization, the distance between Q108 and Y191 increases from 3.0 Å to 2.5 Å.
(D) 2Fo-Fc map contoured at 2σ around residues Q108 and Y191. Observe that while Y191
is confidently built, Q108 has very poor density.
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Perturbed Native
Perturbed Native with extra side-chain
Helix with extra side-chain randomization and
Length PDB Native Environment Perturbed Native randomization RFS
RMSD ∆E RMSD ∆E RMSD ∆E RMSD ∆E
(Å) (kcal/mol) (Å) (kcal/mol) (Å) (kcal/mol) (Å) (kcal/mol)
4 1BKR 0.55 1.05 1.67 24.54 2.77 2.42 0.61 -2.11
5 1L5W 0.40 -3.74 0.78 -1.39 0.98 -8.97 0.54 -15.03
6 1WOV 0.67 -2.88 1.29 5.25 1.32 -12.85 0.66 -22.55
7 3HL0 0.39 2.52 0.62 -6.97 0.60 -16.28 0.68 -17.84
8 2EX0 0.33 -4.40 2.28 23.84 0.54 10.49 0.76 7.77
Table 3.12: Results from LHL prediction in an inexact environment. The RMSD is relative
to the native structure. The ∆E shown is relative to the energy of the native where the
loop and surrounding side chains are minimized.
ditional rounds of side-chain randomization and the RFS. The use of additional rounds of
side-chain randomization finds in all cases a lower energy structure. In 2EX0 the effect is
most pronounced where a 2.28 Å prediction is improved to 0.75 Å. Still in the cases 1BKR,
1L5W, and 1WOV, additional rounds of side-chain randomization is further improved with
the addition of the RFS, which brings, in the most striking example, a 2.77 Å prediction
down to 0.61 Å.
Similar results were seen for hairpins as is shown in Table 3.13. As before, the use of ad-
ditional rounds of side-chain randomization improves results. Most notably, this additional
side chain sampling takes the perturbed native prediction for 2CIU from 6.18 Å to 0.41 Å.
PDB 2C0D evidently posed a significant challenge. The lowest energy structure reported
is substantially lower in energy than the native and other similar calculations on 2C0D
(Table 3.13). This suggests a problem separate from sampling. Visual inspection of the
predicted structure relative to the native illustrates the source of this energy error being
due to incorrect protonation state assignment.
This situation is illustrated in Figure 3.11. Shown is the close contact between D136 and
Y63. Both residues are part of chain B but Y63 is interacting from a crystallographically
related monomer. The distance from the carboxylic oxygen in D63 to the Cβ is only 3.2 Å
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Perturbed Native
Perturbed Native with extra side-chain
Hairpin with extra side-chain randomization and
Length PDB Native Environment Perturbed Native randomization RFS
RMSD ∆E RMSD ∆E RMSD ∆E RMSD ∆E
(Å) (kcal/mol) (Å) (kcal/mol) (Å) (kcal/mol) (Å) (kcal/mol)
6 1F0L 0.41 -1.71 0.72 12.68 0.74 -10.01 0.73 -14.16
7* 2C0D 0.29 0.89 0.89 -14.19 2.34 -27.39 1.71 -1.54
8 2SLI 0.48 -6.85 0.54 -1.64 3.22 -8.67 0.49 -12.72
9 1GYH 0.38 -3.18 0.73 0.45 0.82 0.18 0.90 1.54
10 2CIU 0.29 -7.11 6.18 29.67 0.41 -22.61 0.57 -10.21
11 2ZWA 0.53 -10.55 0.91 -10.16 0.46 -6.17 0.77 7.68
12 3CSS 0.30 -3.06 0.57 2.05 0.40 -4.86 0.37 -3.73
Table 3.13: Results from hairpin prediction in an inexact environment. The RMSD is
relative to the native structure. The ∆E shown is relative to the energy of the native where
the loop and surrounding side chains are minimized. The hairpin of length seven, 2C0D is
shown before protonation of D136 in chain B. After protonation of this residue, the energy
errors shown here are eliminated. Energy errors occur when predicted loops are reported
substantially lower in energy than the native but have poor RMSD. This is discussed in
greater detail in the text.
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Figure 3.11: Protonation errors in the perturbed native prediction in PDB 2C0D. In all
panels the native loop is shown in green for comparison. (A). The native loop with all atoms
shown for D136 and surrounding side chain Y63 and T64. The suspicious close contacts
that motivated protonation of D136 are shown dotted in this panel. (B) The coordinates of
the atoms in the RFS prediction with D136 deprotonated. (C) The coordinates of the RFS
prediction with D136 protonated. Notice the similarity to the native loop in panel A.
Perturbed Native + addl. side- Perturbed Native + addl. side-
D136 Protonation Perturbed Native chain randomization chain randomization + RFS
State RMSD (Å) ∆E (kcal/mol) RMSD (Å) ∆E (kcal/mol) RMSD (Å) ∆E (kcal/mol)
Deprotonated 0.89 -14.19 2.24 -27.39 1.71 -1.54
Protonated 1.34 19.14 0.71 -22.56 0.56 -19.02
Table 3.14: The effect of protonation of D136 on the hairpin prediction in PDB 2C0D.
while the distance from that same carboxylic oxygen to that residue’s backbone carbonyl
is 3.35 Å. Were D63 to be assigned as charged, as it originally was using our previously
published algorithm [57], substantial repulsion between D136 and Y63 shown in Figure
3.11B is expected. D136 lies at the tip of the hairpin and so a large deviation of this
residue can lead to a significant RMSD for much of the hairpin. Once D136 is assigned as
protonated, the successful prediction shown in Figure 3.11C results. Here, a 0.56 Å loop
is produced with a ∆E of -19.02 kcal/mol. The effect of protonation of this residue on all
three perturbed native predictions performed for PDB 2C0D is shown in Table 3.14.
Remarkably, the prediction of this hairpin when the surrounding environment is native
is possible with D136 left as deprotonated (Table 3.13). As shown in Figure 3.11B, in-
correct protonation state assignment of D136 leads to residue Y63 being perturbed from
its native conformation. Evidently, leaving Y63, and all surrounding environment residues
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constrained to their native position, removes the heavy dependence on correct protonation
state assignment of D136. The fact that the removal of this constraint leaves our predictions
sensitive to additional factors is not surprising. Additional perturbed native experiments
such as these will be run in the future to expose more weaknesses in our algorithm, however
for the cases presented in this work, the difficulties appear isolated to this case and are
tractable.
3.3.9 Interpretation of the Relative Energies
Throughout this chapter, we have reported results comparing the geometry of our predicted
structure to the native coordinates via the RMSD, and comparing the energy of our pre-
dicted structure to the minimized native via the ∆E. As mentioned in the methods section,
∆E = Eprediction−Enative. In any successful energy model, the minimized native structure
should be reported as being lowest in energy and yet we report negative ∆E values across
various predictions. It is worth speculating on the source of this. We believe there are two
general possibilities:
1. There are problems in the backbone of the crystal structure that cannot be rectified
with our gradient-based minimization as our energy model places the backbone in
a local minimum. This seems perfectly plausible in crystal structures, even for the
high quality structures explored in this work, as hydrogen atom positions are not
experimentally known, preventing, at the least, the use of an all-atom energy model for
refinement. Indeed, Bell et al. report a successful reduction in non-bonded clashes in
crystal structures, introduced after consideration of explicit hydrogen atoms, through
the use of an all-atom refinement procedure without any loss in adherence to the
diffraction data [4]. Thus, what we may be observing instead is a slightly physically
superior structure obtained during the extensive sampling performed during our ab
initio loop prediction.
2. That negative ∆E values observed in predictions with remarkably low sub-̊angström
backbone RMSD may instead be due to improper side-chain contacts being formed.
For example, Table 3.12 includes a 0.33 Å prediction of an LHL in PDB 2EX0 with a
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∆E of -4.40 kcal/mol.It may well be that these improper contacts are due to a flaw in
our energy model, and although this is possible, our ability here to select the lowest
energy structure and achieve sub-̊angström RMSDs appears unaffected. As such, in
this paper we do not investigate in greater detail the source of these errors.
We also observe systematic differences in the ∆E across methods and secondary struc-
ture. For example, Table 3.1 reports the RMSD and ∆E of LHL predictions performed using
just our normal dipeptide dihedral library versus the helical dihedral library presented in
this work. In this table, the mean ∆E for all helix lengths predicted is lower with the helical
dihedral library than without. This suggests that without the helical dihedral library, there
are sampling errors which are removed by seeding the helix.
For the hairpin predictions, Table 3.8 and Table 3.9 show that the vast majority of
predictions conclude with a structure with a negative ∆E. Referring to the first of our
two speculations on the source of these negative ∆E values, it may be that the extensive
sampling performed in loop prediction is producing superior backbone hydrogen bonds that
are not accessible through minimization of the crystal structure.
3.4 Conclusions
We have developed a robust algorithm to exploit secondary structure prediction of small
helical segments in loops to yield routinely accurate loop-helix-loops predictions to atomic
accuracy. Furthermore, we have demonstrated that our previous dipeptide-dihedral library
and all-atom energy model can successfully predict loops containing hairpins. By running
parallel loop predictions with a systematically generated set of putative helical bounds
from two secondary structure prediction algorithms (SSPro4 and PSIPRED) as well as the
normal loop prediction protocol, we have demonstrated that the native loop-helix-loop can
be reliably sampled and accurately scored.
This application of a separate, helical dihedral library to a subset of loop residues is at
the crux of our method. It affords us increased likelihood of the formation of the coupled
hydrogen bonds that define secondary structure by performing loop buildup with the cou-
pled dihedral angles already in place, but it has also introduced a sort of lever effect, where
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small changes at the base of the helix lead to significant displacement of the terminal end
of the loop. For smaller helices, this is obviously less of a problem but for larger helical
bounds, such as the LHLs predicted in PDBs 1OAO and 2YR5 where the helical bounds
were supplied by PSIPRED, it became impossible for loop buildup to be performed — all
possible helix conformations produced loop halves that were considered impossible to close.
Rather than seek to expand the size of our helical dihedral library to include more
rotamers, we found it more effective to attempt loop-helix-loop prediction with shorter
helical bounds, one that would be less likely to demonstrate a lever effect. This led to the
use of our truncated helix sampling method. We leave it up to subsequent rounds of further
minimization and sampling to form the remainder of the helix, and indeed this appears to be
effective. Nonetheless, for very large helices, our limited dihedral library may fail to contain
a sufficient number of rotamers to avoid a sampling error and the truncation method may
leave too large of a sub-loop to correctly sample and form the remaining coupled dihedrals
that are necessary to complete the helix. In practice though, this is not a very large
concern for us. Such large helices are likely the well-conserved regions between homologous
proteins. Knowledge of these helical bounds would likely be found with sequence-based
secondary structure prediction methods, but crucially, the conformation of these large loop-
helix-loops lies squarely within the purview of our previous rigid helix placement algorithm
[56].
Hairpins, somewhat surprisingly, appeared as a simpler type of secondary structure
to predict. The small non-locality of the hydrogen bonds deterred us from wanting to
introduce a separate hairpin dihedral library as such a library would seem to produce a bias
in the non-hydrogen bond turn-region of the hairpin between the two β-strands. Rather, we
attempted loop-hairpin-loop prediction using only our previous dipeptide-dihedral library
[105]. Low RMSD loops were successfully predicted to atomic accuracy with no significant
change to our past algorithms, other than permitting a flexible ofac to be tried throughout
all rounds of hierarchical loop prediction. For both hairpins and loop-helix-loops, it would
be desirable in the future to further establish this methodology by running blind tests where
the structure of a given loop is available but unknown to the researcher. However, we do
not anticipate the results of such experiments to diverge from what we present here as our
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method is automated, using only the energy and not user input, to determine the final loop
conformation.
Predictions performed in a non-native surrounding environment were successful, albeit
requiring additional sampling and the use of our rotamer frequency score to accurately
predict the loop. An apparent caveat is that the additional degree of freedom now present
in the surrounding environment can magnify energy errors. As shown in the hairpin in
PDB 2C0D, incorrect protonation state assignment of an aspartic acid is compensated for
through the coupled movement of a surrounding environment residue. Although only this
case had such a problem, clearly more experiments need to performed across a large set of
loops, with and without secondary structure, to expose weaknesses in our algorithm and
correct them. These experiments are already underway and will be discussed in a future
publication.
This work was published in the Journal of Chemical Theory and Computation in 2013 [63].
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Chapter 4
Development of a Cβ-Hydrophobic
Score for Superior Sampling
4.1 Introduction
In the previous two chapters, the methodology and capabilities of the Protein Local Op-
timization Program have been presented for loops up to twenty residues in length and for
loops containing secondary structure up to seventeen residues in length. Aside from a brief
mention of the cost of a single PLOP job in Section 2.4 and the degree of parallelization
required for a full loop prediction in Sections 2.4 and 3.2.5, a thorough discussion of the
costs and limitations of our algorithm has been absent. This discussion is warranted be-
cause, with the exception of the perturbed native cases, in which only the surrounding
side-chains require refinement in addition to the loop, first mentioned in Section 2.4 and
elaborated on in Section 3.3.2, the sub-̊angström RMSDs reported have been in the native
environment. Success in the native is a necessary, but not sufficient condition for success in
the cases that motivate the study of loop prediction, namely predictions performed in ho-
mology models in which both the surrounding side chains and surrounding backbone atoms
are placed in inexact conformations. It must be asked now, given the costs in reliably pro-
ducing sub-̊angström RMSD predictions in the native environment, what would it take to
reliably produce sub-̊angström RMSD predictions in a homology model and are those costs
affordable.












Figure 4.1: Number of individual PLOP jobs necessary for a full loop prediction.
4.2 The Costs of a Full Loop Prediction Experiment
To begin, lets consider an overview of the costs of a full loop prediction experiment typical
for what was described in Chapter 3 and in Miller et al. [63]. Figure 4.1 provides an
overview of the number of individual PLOP jobs that are run in a typical 17-residue loop
prediction.
With each PLOP job requiring on the order of about 1 CPU hour, the full loop prediction
is about 350 CPU hours. Many of the individual jobs in each of the refinement stages can be
run in parallel such that the actual wall clock time for a full loop-prediction can be brought
down to about 100 hours. As is mentioned in the aforementioned section, each stage of a
full loop prediction is taking as input the output from a previous stage.
We must now seek to understand why so many individual PLOP jobs required to perform
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a full prediction. To answer that question, it is necessary to consider the operations that
occur within a single PLOP job. The generation of full-loops in a single execution of PLOP
can be broken down into four stages:
1. Buildup — Generation of an array of half-loops.
2. Loop Closure — Formation of full loops by joining acceptable half-loops.
3. Loop Screening — Elimination of loops by examination of the position of the closure
residue against the environment and inspection of intraloop residue interactions.
4. Clustering — Removal of loops with similar conformations.
Figure 4.2 illustrates these stages graphically and provides an estimate of the orders of
magnitude of screening that PLOP employs. Greater detail behind each of these stages is
provided in Chapters 2 and 3 and also in numerous prior publications [55, 108, 34, 105, 63].
The crucial fact to observe is that PLOP performs a dramatic reduction, about forty-fold,
in the number of loops that are retained after loop screening. This is necessary because
for the representative loop in each cluster is passed onto all-atom minimization. All-atom
minimization requires, in addition to the backbone, the side chain atoms which at this point
in the prediction have not been determined. Placement of the side chains, as described in
Jacobson et al. [34] is done in a self-consistent fashion where side chains are initially placed
in randomized positions and each side chain is optimized while every other surrounding
side chain is held fixed. This is repeated until self-consistency is achieved. Due to the
large number of iterations required for convergence, particularly in perturbed native cases
where the surrounding side chains must be placed in addition to the loop side chains,
the determination of side chains position is quite expensive, so much so that side chain
placement and minimization for the above 50 clusters becomes the rate limiting step in
loop prediction. This large computational expense is what limits the number of clusters to
be optimized to be on the order of magnitude of 50 or 100 clusters.
It is the large amount of pruning, roughly a forty-fold reduction as shown in Figure 4.2,
that necessitates that a full-loop prediction consist of multiple individual runs of PLOP as
shown in Figure 4.1. When an individual PLOP job passes the loops that survive screen-
ing onto clustering, it is the K-Means clustering algorithm [31] applied to the Cartesian












Figure 4.2: Overview of the screening performed in a typical PLOP job.
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coordinates of the backbone atoms in each of the screened loops. It is easy to suspect,
particularly in a crowded environment where small changes in the backbone coordinates of
the loop can lead to significant changes in the scoring of that loop, that clustering forces
a significant reduction in the resolution of sampling in the rough potential energy surface
near the native coordinates. It is the numerous rounds of refinement done in the subsequent
individual PLOP jobs that make up a full loop prediction that attempt to compensate for
this loss in resolution by forcing subsequent PLOP jobs to refine around the top scoring
loops. As is to be expected, for larger and more difficult loops the number of individual
PLOP jobs that needs to be performed to reach a satisfactory accuracy grows substantially.
For example, Zhu and Day, reported successful prediction of an array of antibody H3 loops
using PLOP [109]. The H3 loop is the third loop on the heavy chain of antibodies and covers
a very diverse range of lengths, from five to 26 residues [68]. The largest loop prediction
attempted by Zhu and Day was the H3 loop in PDB 2B4C, a 22-residue loop. The lowest
energy structure predicted was found to have a 1.57 Å RMSD. For this case, they performed
ten rounds of “Fix” stages, where the input loop has its terminal residues held fixed so that
the interior residues can be refined. With the protocol illustrated in Figure 4.1, a conser-
vative estimate on the number of individual PLOP jobs required in this case would be at
least 500. Furthermore, this case was still performed in the confines of the crystal structure
environment. Refinement of a homology model of this loop is certain to require even greater
computational cost and while the 1.57 Ångström RMSD reported in this case is excellent,
it is possible that sub-̊angström RMSD is required for accurate antigen-antibody docking
experiments to be performed. To be able to reliably predict loops to an accuracy suitable
for docking experiments or QM/MM investigations of enzyme kinetics, improvements in the
sampling methodology are necessary in order to contain the exploding computational costs
that would be required with current approaches.
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4.3 Development of a Cβ-Hydrophobic Score to Pre-Score
Loops
4.3.1 Historical Comparisons
Towards improving the picture shown in Figure 4.2 and described in the previous section,
one approach is to improve the quality of the loops that survive screening by performing
some preliminary scoring. As is currently described, without the placement of side chain
atoms, minimization and scoring of the two thousand or so loops that survive screening
cannot be performed. Hence many loops, while not rejected by any of the hard loop screens
described in 3.2.3, will still score poorly. Their inclusion in clustering can only contaminate
attempts to efficiently exert computational power on more likely loop candidates. The
development of a means to perform pre-scoring of loops, without side-chain atoms being
present, could improve the success of an individual PLOP job by reducing the decimation
caused by the forty-fold reduction in loop sampling that occurs when clustering.
The task at hand then shifts to the development of a scoring function that is decid-
edly not all-atom and whose costs, when applied to the thousands of loops generated by
PLOP, are still minimal when compared against side chain optimization/minimization. The
motivations described here are similar to the motivations that were used in the develop-
ment of coarse-grained force fields that were intended to permit accessibility of longer MD
timescales. Historically the first reduced atomic force-field was produced by Levitt with a
coarse-grained potential that, among other simplifications, subsumed the side chain atoms
into a single effective atom located at the centroid of all side chain atoms, including the
Cα atom [54]. Many other coarse-grained force fields have followed since. The model pro-
posed by Sorenson & Head-Gordon is an even simpler representation of the protein than
the Levitt approach [92, 91]. Here Sorenson & Head-Gordon classify interactions purely
by their hydrophobicity and the protein is reduced to series of “beads” that are classified
as hydrophobic, hydrophilic, or neutral. This is similar to our work in that strong em-
phasis is also placed on using hydrophobic interactions to evaluate the energy of protein
conformations, although the backbone atoms remain fully intact. Another reduced model
is the United Residue force field, UNRES, which has been in continual development since
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1993 by Scheraga et al. [61, 89]. UNRES has been gradually refined to move from em-
pirically determined parameters based on observations in the Protein Databank [61, 60]
to more ab initio approaches that derive from quantum-mechanical calculations on model
systems [71, 62, 49, 50]. Similar to the original Levitt model, UNRES reduces an all-atom
representation of a protein residue to only two interactions: a peptide site that subsumes
the backbone atoms and lies between two adjacent Cα atoms, and a side-chain site that is
attached to the peptide group through a virtual bond. Side chain degrees of freedom, most
important of which are the χ angles, are replaced by only the degrees of freedom necessary
to specify the location of the side-chain interaction site: a virtual bond length, angle, and
torsion.
The coarse-grained energy model proposed for use in PLOP to screen putative loops
before clustering and side-chain placement is similar to both the Sorenson & Head-Gordon
model as well as the UNRES force field. Like Sorenson & Head-Gordon, interactions are
classified predominantly by their hydrophobicity but unlike their approach, the atomistic
nature of the backbone is preserved. And similar to the UNRES force field, the side-chain
atoms are subsumed into a single interaction site but for PLOP this is precisely the Cβ,
unaltered from the all-atom representation — that is, the additional side chain atoms are
simply ignored and no artificial interaction site for the ignored side chain atoms is created.
The reasoning for preserving only the Cβ atom is simple in that there are no side chain
torsions necessary to place this atom. In other words, provided one is not varying the
Cα-Cβ bond length or any Cβ bond angles, knowledge of the backbone torsions precisely
determines the location of the Cβ atom. This is exactly the case during loop buildup where
the only degrees of freedom available are the backbone φ, ψ torsions (and possible ω for
proline residues). Hence, for the purposes of loop buildup, where the side chain atoms have
not been placed, one gets, essentially “for free” the position of the Cβ atom and from this
a crude idea of where the remainder of the side chain must lie.
4.3.2 Functional Form
The motivation for the production of the coarse-grained models listed above has been de-
scribed as intended not “to reproduce the detailed features of the protein energy surface,
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but rather to study general properties of folding” [85]. This is slightly tangential to the
goals in loop prediction in that we are not trying to extend the timescales reachable by MD,
rather we are interested in a coarse-grained energy model to rapidly screen and rank loop
conformations. At the limit in which all atoms have been placed, PLOP already demon-
strates reliable success at loop scoring with the VSGB 2.0 energy model [55, 63, 27, 109].
Therefore, rather than try to adapt the functional form and parameterization present in
some of the aforementioned coarse-grained models we sought to produce a “relaxed” form
of the VSGB 2.0 energy model suitable for loop conformations lacking side chain placement.
Of all the terms available in the VSGB 2.0 energy model, the hydrophobic term, as will
be demonstrated below, appeared suitable for our goals. This hydrophobic term in VSGB
2.0, which for clarity will be referred to as the all-atom hydrophobic term, is intended to
compute the non-polar contribution of the solvent-solute interaction to the solvation free
energy. As is described in Li et al., it demonstrates superior performance than the tradi-
tional use of the solvent-accessible surface area used to approximate this term [55]. The
explicit form of the all-atom hydrophobic score, taken from Li et al. is




That is, the all-atom hydrophobic score is a sum of pairwise atomic hydrophobic interac-
tions multiplied by a scaling coefficient, which is held fixed at −0.30. The pairwise atomic
hydrophobic interactions are given by
Eijhydrophobic =

0.0 (1 ≤ scale)
0.25 · scale3 − 0.75 · scale + 0.5 (−1.0 < scale < 1.0)
1.0 (scale ≤ −1.0)
where
scale = 2.0 ·
(
rij − (rvdwi + rvdwj ) − 2.0
)
/3.0
Conceptually, the pairwise hydrophobic score is a piecewise function that lies between 0 and
1 and is interpolated in between these values with a cubic polynomial. The argument of this
cubic polynomial is the scale term, which is a comparison between the distance between
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Figure 4.3: Hydrophobic interaction at a short Cβ-Cβ distance. Shown is the Cβ-Cβ distance
at 3.8 Å between residues PHE239 and TRP244 in PDB 2JAM. Observe that at this short
Cβ-Cβ distance, the remaining side chain atoms also pack closely.
show that for interactions between hydrophobic residues, the all-atom hydrophobic score
can be approximated by only considering the Cα-Cβ geometry, neglecting all other side-
chain atoms. To motivate the ability to discard the side chain atoms beyond the Cβ atom,
consider the hydrophobic interaction displayed in Figure 4.3.
Here, a hydrophobic interaction between the phenylalanine and tryptophan residues is
clearly present. What is important to note is that at this short Cβ-Cβ distance of only
3.8 Å, the remaining side chain atoms between the two residues remain close. Why is this
likely to be the case? Were the Cβ-Cβ atoms to be this close without the remaining atoms
interacting, solvent would likely be trapped in the hydrophobic pocket that would form in
what would be an entropically unfavorable configuration. Thus, it is argued that were one
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to encounter two hydrophobic atoms, at a close Cβ-Cβ distance, the all-atom hydrophobic
score between both residues could be inferred by assuming the remaining side chains atoms
are within commonly observed distances. This will be made more precise in what follows.
Similarly, at the other extreme of large Cβ-Cβ distances one can be confident that the
remaining hydrophobic side chain atoms are too far to interact and the hydrophobic score
can be inferred to be zero. It is the regime of intermediate Cβ-Cβ distances that requires
the most care.
To cope with the uncertainty about the strength of a hydrophobic interaction at inter-
mediate Cβ-Cβ distances, it becomes necessary to include more than just this distance but
also the relative orientation of the Cα-Cβ vectors for the paired residues in question. To
quantify the possible orientations, we introduce two descriptors termed the angle of attack
(AOA) and angle of incidence (AOI).
The angle of attack seeks to quantify how well the two Cα-Cβ vectors oppose, or rather
“attack” one another. It can be visualized in Figure 4.4 below. The two interactions shown
in this figure would be expected to have differing all-atom hydrophobic scores. Despite both
possessing the same Cβ-Cβ distance, the remaining, hidden side-chain atoms would have
greater flexibility to pack in the AOA < 1 case (Figure 4.4A) than when the two Cβ atoms
approach each other “head on,” as in the AOA = 1 case (Figure 4.4B).
The exact form of the AOA is defined as
Angle of Attack := ̂Cβ1 −Cα1 · ̂Cβ1 −Cβ2
In words, the angle is formed from the unit vector from the Cα atom to Cβ atom on
the loop residue in question dotted with the unit vector from the Cβ atom on the loop
residue to the Cβ atom on the surrounding residue. That is, what is described is an angle
is actually a direction cosine (recall the dot product of two unit vectors is the cosine of the
angle between the vectors), however for simplicity, the term angle is used.
It is easy to show that the Cβ-Cβ distance and AOA is not sufficient to describe a
Cβ-hydrophobic interaction. Consider the following two Cβ interactions that could be en-
countered during loop buildup in Figure 4.5. In both panels, both the Cβ-Cβ distance and
the AOI are identical. Clearly, one would expect the all-atom hydrophobic score to evaluate
the two interactions differently simply because in Figure 4.5A the Cβ atoms approach each
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A B
AOA = 1 AOA < 1
Figure 4.4: Visualization of the Angle of Attack descriptor. In both panels, the Cβ atom
is colored orange. The Cα and backbone carbonyl atoms are colored green while oxygen is
colored red and nitrogen blue. (A) An interaction with an angle of attack of one. (B) An
interaction with an angle of attack less than one. Notice in both panels the Cβ-Cβ distance
is identical at 4.8 Å.
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other “head-on” while in Figure 4.5B, the Cβ atoms are explicitly blocked by a Cα atom.
The angle of incidence quantifies this difference and is defined as
Angle of Incidence := ̂Cβ1 −Cα1 · ̂Cβ2 −Cα2
Finally, one expects that for different hydrophobic amino acids, the distances over which
the all-atom hydrophobic term would record a non-zero value will vary. Simply put, one
would expect that a hydrophobic-hydrophobic interaction between two tryptophan residues
would occur over a broader distance and range of possible all-atom hydrophobic scores than
a leucine - leucine interaction. With all these considerations in mind, the functional form
of the coarse-grained hydrophobic score, as an approximation to the all-atom hydrophobic





where ∆rCβ is the Cβ-Cβ distance between two hydrophobic residues, AOA and AOI are as
defined above, and Dipeptide refers to the amino acid identity of the two amino acids that
this interaction is being computed over.
4.3.3 Parameterization of the Cβ-Hydrophobic Score
There are a number of possible ways one can parameterize over the lost degrees of freedom
that would have been provided by the side-chain atoms beyond the Cβ. Liwo et al. elaborate
on some of the methods for parameterization in a description of their United Residue force
field [60]. In a much earlier paper, Pincus and Scheraga use a least-squares fit to approximate
an evaluation of long-range interactions in proteins [75]. We felt a similar approach would
be suitable for approximating the all-atom hydrophobic score since that score is itself a
piecewise polynomial (see Section 4.3.2).
It is straightforward to show that a least-squares fit approach is a sufficiently accurate
means to approximate the all-atom hydrophobic score. To begin, consider the situation of
two alanine residues interacting. In this simplest of interactions, there are no additional
atoms beyond the Cβ atom and so the all-atom hydrophobic score should be identical to
the coarse-grained Cβ-hydrophobic score. The data over which one would perform the
least-squares fitting is shown in Figure 4.6.
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AOI = -1 AOI = 1
Figure 4.5: Visualization of the angle of incidence descriptor. In both panels, the Cβ atom
is colored orange. The Cα and backbone carbonyl atoms are colored green while oxygen is
colored red and nitrogen blue. (A) An interaction with an angle of incidence of −1. (B) ).
An interaction with an angle of incidence of 1. Notice in both panels the Cβ-Cβ distance is
identical at 4.8 Å.





























Figure 4.6: Plot of observed ALA-ALA interactions at AOA = 0.0, AOI = -0.6.
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This data, and all subsequent data that follows was generated through observations
across the PDB for PDB entries that satisfy the following:
1. Rwork ≤ 0.25
2. Resolution ≤ 2.5 Å
3. Sequence identity to other protein chains in the PDB ≤ 95%.
These cutoffs were enforced during a search of the PDB through the use of the PISCES
Server [99]. This generous cutoff for the sequence identity was deliberately chosen, even
though it would lead to many duplicate interactions being observed. However, for seldom
observed AOA and AOI angles, we wanted to be confident that the observations we were
fitting to were observed multiple times. The effect of multiple observations for a given
interaction effectively meant that such an interaction was reliable and would be more heavily
weighted in the fit and this seemed acceptable. For an individual interaction between
two residues, the following criteria were required to be satisfied for each residue for that
interaction to be recorded:
1. Real-space R factor ≤ 0.2
2. B-factor ≤ 35
3. No alternative conformations in either residue.
4. Each atom in the residue must have unitary occupancy.
Data regarding the real-space R factor [38] a local measure of the electron density fit for a
residue in question, was obtained by querying the Electron Density Server [44].
Returning to the plot of ALA-ALA interactions (Figure 4.6), what is important to note
is that at every Cβ-Cβ distance, there is a single value for the all-atom hydrophobic score.
This is trivially the case for ALA-ALA interactions since there are no additional side chain
atoms beyond the Cβ but this plot, nonetheless, serves as a visualization of the upper limit
one can hope to achieve with the coarse-grained Cβ-hydrophobic score. Advancing to more
significant interactions, Figure 4.7 shows the deviation from this upper limit as the degrees
of freedom of the atoms beyond the Cβ atom, in particular those in isoleucine, introduce





























Figure 4.7: Plot of observed ALA-ILE interactions at AOA = 0.0, AOI = -0.6.
inaccuracies in the Cβ-hydrophobic score. Clearly, there is no longer a one-to-one mapping
from Cβ-Cβ distance to the all-atom hydrophobic score, but it still reasonable to assume
that a fit through the midpoint of the data would capture the effect of increasing Cβ-Cβ
distance.
For methionine-methionine interactions, the breadth of possible all-atom hydrophobic
scores at a given distance becomes even more pronounced. Figure 4.8 shows a plot of
observations for these interactions at a particular AOA, AOI. The case least suitable for
our coarse-grained approach is in tryptophan-tryptophan interactions as shown in Figure
4.9. Clearly, the use of a least-squares fit to approximate the all-atom hydrophobic score will
introduce error at all but the long-range Cβ-Cβ distances where the all-atom hydrophobic
score is necessarily zero. It is important to reiterate at this point that a certain amount
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of error is acceptable for the purposes of this coarse-grained scoring function. Since this
score is being applied very early in loop prediction for the purposes of screening, being
more inclusive during screening at the cost of reduced effectiveness can compensate for the
consequences of inaccuracies. As will be shown further below, the results from application
of the Cβ-hydrophobic score will justify the error as acceptable.
There is an additional piece of information available from these plots, beyond the least-
squares approximation of the all-atom hydrophobic score, which is a lower bound on the
Cβ-Cβ distance. The interpretation is that at shorter distances, there exists no possible
orientation of the side chain atoms for these two residues. This is useful in buildup as an
additional hard screen beyond the van der Waals cutoff termed the overlap factor in PLOP
[34]. Hence, loops can be screened for implicit side chains atom well before side chain
atom placement occurs. This cutoff is also necessary to avoid an interpolation error since
the Cβ-hydrophobic error will become unreasonably favorable at short distances. A simple
generalization of this Cβ distance cutoff was extended to apply to Cβ - backbone oxygen
interactions. Here, the interacting residue’s oxygen and carbonyl carbon atoms become
analogous to the Cβ and Cα atoms, respectively. The same analysis as is described above
was performed, including the use of the AOA and AOI angles, with the exception of there
being no scoring function that results from interpolation of the observations. Instead, the
data was simply used to define a closest-bounds that a Cβ atom and backbone oxygen atom
can approach one another such that the residue containing the Cβ atom can still place all
side chain atoms. This serves as an additional hard cutoff to screen loops well before side
chain atoms get explicitly placed.
We explored a number of possible orders (linear, quadratic, cubic) for the interpolation.
Linear was found to be by far the most successful. Although interactions between smaller
residues preserved some of the cubic behavior of the all-atom hydrophobic score (see for
example Figure 4.7), the use of orders higher than linear introduced significant interpolation
errors. In particular, the all-atom hydrophobic score never goes above zero, while attempt-
ing to use a cubic polynomial results in an erroneous positive hydrophobic score near where
the observations approach zero.
Therefore, the final form of the Cβ-hydrophobic score becomes simply
































Figure 4.8: Plot of observed MET-MET interactions at AOA = 0.8, AOI = -0.8.

































Figure 4.9: Plot of observed TRP-TRP interactions at AOA = 0.8, AOI = -0.6.






= co + c1∆rCβ
The implementation is such that, for each hydrophobic residue on the loop, interactions
to all nearby hydrophobic residues in the surrounding environment are estimated with the
Cβ-hydrophobic score by first computing the AOA and AOI between these residues, looking
up the appropriate coefficients in the linear regression, and applying the above equation.
The approach is arguably very inexpensive, as the core computation requires no more than
three FLOPs; the most expensive operation is instead the measurement of the AOA and
AOI and of the distance between the Cβ atoms.
4.4 Results
In the study on loop-helix-loops and loop-hairpin-loops, described in Chapter 2 and in
Miller et al. [63], the most expensive predictions were those performed in a perturbed native
environment. This was because additional rounds of side chain sampling were necessary to
reliably find sub-̊angström RMSD structures at low energy (see Table 3.12 and Table 3.13).
Across all loop predictions, regardless of whether they were performed in the perturbed
native environment or in the crystal structure environment, the largest number of PLOP
jobs are run in the Fix stages of refinement. What we sought to do was to evaluate the
success of loop-prediction using the Cβ-hydrophobic score without running the Fix stages,
both in crystal structure environments and in perturbed native environments.
4.4.1 GPCR ECL2 Predictions in the Native Environment
As a first test of the Cβ-hydrophobic score, we attempted to predict the second extracellular
loop (ECL2) in G-protein coupled receptors (GPCRs). The motivations for GPCR structure
prediction, particularly the ECL2 loop, have been previously described in Section 2.5. The
ECL2 loop is typically 16 residues or longer and often containing elements of secondary
structure such as a helix [100] or hairpin [69]. Although the predictions were done in
the crystal structure environment, also called the native environment, the quality of GPCR
crystal structures is lacking. This is due to the fact that GPCRs are membrane proteins and
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hence difficult to grow quality crystals from. As of June 2014, the resolution of published
GPCR crystal structures ranged from 4.15 Å [84] to 1.80 Å [59, 20]. Of the 109 published
GPCR crystal structures, the median resolution was 2.9 Å and the number of structures at
2.5 Å or better was 12 [103]. Hence, only 11% of the published GPCR crystal structures
would begin to qualify for re-prediction under the standards used for loop-helix-loops in
Chapter 3 and in Miller et al. [63]. In practice, this meant the native environment may
contain many less-than-ideal interactions, particularly from side chain atoms, and the global
energy minimum corresponding to the native conformation may be narrow.
Figure 4.10 illustrates the results from a full loop prediction of the ECL2 loop in PDB
4DAJ using the Cβ-hydrophobic score, up to and including the Ref1 refinement stage, and
comparing these results with a full loop prediction performed without this new scoring
function. The plot indicates that the lowest energy RMSD achieved through the use of the
Cβ-hydrophobic score is not exceeded until the Fix4 stage.
A similar comparison was performed on the ECL2 loop in PDB 3UON (Figure 4.11).
Here, the success of full loop prediction with the Cβ-hydrophobic score produced a low
energy sub-2 Å RMSD structure at the Ref1 stage. The contemporary full loop prediction
fails to achieve a superior RMSD at any stage of refinement. The contrast between the
contemporary method and loop prediction with the Cβ-hydrophobic score becomes even
more dramatic when one considers the relative computational costs to achieve a sub-2 Å
RMSD structure with these two approaches. Figure 4.12 provides a diagrammatic illustra-
tion of this comparison. As can be seen in this figure, the bulk of the computational cost
is borne in the Fix refinement stages. The slight difference in the number of PLOP jobs in
the Ref1 stage is due to the choice to adhere, when using the Cβ-hydrophobic score, to the
identical rounds of refinement that were performed in Miller et al. [63] for loop-helix-loops.
Roughly then, the use of the Cβ-hydrophobic score permits up to a 30-fold reduction in cost
to achieve a similar (or in this case superior) quality structure. Unfortunately, a precise
comparison in cost cannot be reliably obtained since the cost of each PLOP job can vary
with the input loops
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Figure 4.10: RMSD versus refinement stage for prediction of the ECL2 loop in PDB 4DAJ.
The RMSD of the lowest energy structure at each stage of refinement is plotted. As the
success of Cβ-hydrophobic score experiment was only evaluated up to but excluding the Fix
refinement stages, the remaining stages are shown fixed with a dotted line at the RMSD of
the last stage that was run.
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Figure 4.11: RMSD versus refinement stage for prediction of the ECL2 loop in PDB 3UON.
The RMSD of the lowest energy structure at each stage of refinement is plotted. As the
success of Cβ-hydrophobic score experiment was only evaluated up to but excluding the Fix
refinement stages, the remaining stages are shown fixed with a dotted line at the RMSD of
the last stage that was run.
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Figure 4.12: Comparison of the relative costs to achieve a sub-2 Å RMSD prediction with the
contemporary approach to loop prediction versus a prediction performed with the inclusion
of the Cβ-hydrophobic score.
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4.4.2 Loop-Helix-Loop and Loop-Hairpin-Loop Predictions in a Perturbed
Native Environment
After observing a strong reduction in the cost to achieve high-resolution, low energy pre-
dictions in GPCR crystal structures, we then attempted to re-predict loop-helix-loops and
loop-hairpin-loops in perturbed native environments taken from Miller et al. [63]. As de-
scribed in greater detail in Section 3.2.9, the perturbed native environment is defined by
surrounding side chain atoms, but not backbone atoms, being placed in a non-native local
minimum. These predictions require additional expensive rounds of side chain optimization
that include these surrounding side chains.
The results from a loop-hairpin-loop prediction are shown in Figure 4.13 and that of a
loop-helix-loop in Figure 4.14. Similar to what was observed for the GPCR cases above,
high-resolution loops were successfully produced well before a similar low energy structure
was found through the contemporary loop prediction approach. In the case of the loop-
hairpin-loop it is not until Fix6 that a superior low energy structure is produced; for the
loop-helix-loop a superior low energy loop is found only after Fix4.
4.5 Discussion and Conclusion
In the cases that were illustrated, not only did the inclusion of the Cβ-hydrophobic score
permit a low-energy high resolution structure to be found sooner, but the results from the
initial (Init) stage had a substantially superior RMSD with the Cβ-hydrophobic score than
without. For these cases, this can be understood as an effect of the Cβ-Cβ and Cβ-oxygen
hard distance cutoffs that came out from the PDB-based observations that were used to
parameterize the Cβ-hydrophobic score. These hard screens can be applied immediately
during buildup, before a full loop, or even a half-loop has been completed and thus can
significantly alter the trajectory of buildup. The consequence of this, is that poor quality
half-loops are pruned sooner and so the initial stage — from which loops are created ab
initio compared to the refinement stages which require a loop as input — has a greater
likelihood of producing higher quality loops that can survive through clustering.
That this benefit is preserved in both the native environment (the GPCR cases) and
CHAPTER 4. DEVELOPMENT OF A Cβ-HYDROPHOBIC SCORE FOR SUPERIOR
SAMPLING 95
Figure 4.13: RMSD versus refinement stage for prediction of the loop-hairpin-loop in PDB
2C0D. The RMSD of the lowest energy structure at each stage of refinement is plotted. As
the success of the Cβ-hydrophobic score experiment was only evaluated up to but excluding
the Fix refinement stages, the remaining stages are shown fixed with a dotted line at the
RMSD of the last stage that was run.
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Figure 4.14: RMSD versus refinement stage for prediction of the loop-helix-loop in PDB
1BKR. The RMSD of the lowest energy structure at each stage of refinement is plotted.
As the success of Cβ-hydrophobic score experiment was only evaluated up to but excluding
the Fix refinement stages, the remaining stages are shown fixed with a dotted line at the
RMSD of the last stage that was run.
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the perturbed native environment (the loop-helix-loop and loop-hairpin-loop cases) is due
to the Cβ-hydrophobic score being agnostic to the position of all side-chain atoms beyond
the Cβ. Thus, in this implementation, the remaining side-chains atoms of both the loop
and the environment are fully inconsequential until after clustering when side chain opti-
mization and all-atom minimization occurs. To be consistent with this approach, the van
der Waals overlap factor, which is used to screen half-loops as they are being built, only
applies to backbone atoms. This problem is safely avoided in this case, without causing an
unreasonable explosion in buildup. Although ignoring side chain atoms for the evaluation
of van der Waals clashes does increase the conformational space available during buildup,
the hard Cβ-Cβ and and Cβ-oxygen distance constraints reasonably manage this increased
accessible volume. One can be confident that if a loop is rejected from these hard screens,
it is because no side chain placement would have been possible during side chain optimiza-
tion, and not due to the inaccuracies of the surrounding environment. It is for this reason
that this implementation afforded through the use of the Cβ-hydrophobic score makes loop-
buildup now inherently suited for homology modeling cases in which side-chain placement
errors are expected to be ubiquitous.
It is clear, however, that this method of scoring and screening loops via the position of the
Cβ atom has significant limitations — the most obvious being that no score exists at present
for non-hydrophobic residues. This absence is not for lack of trying. An alternate score was
proposed for charged residues. Unlike polar residues, which can make satisfactory hydrogen
bonds with both the solvent, other polar residues, or the ubiquitous protein backbone,
charged residues when buried must form a salt bridge to overcome the large desolvation
penalty relative to the unfolded state of the protein where the residue was solvent exposed
[52]. The question we asked then is composed of two parts:
1. Could one infer for charged residues, purely from the Cβ atom, whether or not a
salt-bridge could be formed?
2. And if it appeared that no salt-bridge could form, could this residue be considered
solvent exposed?
From answering these two questions, we expected to introduce a penalty, perhaps weight-
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ing the strength of the penalty on the confidence of our inferences. Towards developing a
function similar to the Cβ-hydrophobic score, we gathered observations throughout the PDB
whereby we measured the shortest heavy-atom distance between two residues compared to
their Cβ-Cβ distance. For example, in measuring the shortest heavy-atom distance between
arginine and aspartate, the distance between all pairs of nitrogen atoms on the arginine
side chain and oxygen atoms on the aspartate side chain were measured and the shortest
distance was recorded. A salt-bridge was considered to have formed based on the definition
of Barlow and Thornton of a heavy-atom distance ≤ 4 Å [1]. The machinery was identical to
the Cβ-hydrophobic case; the selection criteria for recording an observation were unchanged
and the same definition of the angle of attack (AOA) and angle of incidence (AOI) was used.
Figure 4.15 provides a plot of the observations recorded for arginine-aspartate interac-
tions at an AOA of 0.8 and AOI of -0.8. Recall that a full “head-on” geometry between
two Cβ atoms is at an AOA of 1.0 and an AOI of -1.0; hence, this plot is for near head-on
interactions. Between a Cβ-Cβ distance of 4 Å and 10 Å, a large cluster of observations
are seen at a heavy atom distance of around 3 Å. These are the salt bridge formations and
from this observation one could impose, an albeit loose criterion, that for a salt-bridge to
form between arginine and aspartate at this geometry the Cβ atoms must be closer than
10 Å. However, within this distance cutoff, the prediction of a salt bridge could not be
reliably made. This is due to the observations between 4 Å and 10 Å that have heavy-atom
distances beyond 4 Å. For these observations, the charged residues are presumably either
solvent exposed or making a salt bridge with another residues. Therefore, without being
able to answer the first question listed above, we could not explore predicting if a residue
that fails to form a salt-bridge was alternatively solvent exposed.
The development of a scoring function for non-hydrophobic residues suitable for use dur-
ing loop buildup in PLOP remains a persist area of research. Currently, we are researching
the potential of a Cβ-hydrophobic penalty function to be applied to charged residues —
this is as opposed to a charged penalty function to be applied to charged residue. This is
motivated by the following observation shown in Figure 4.16. In this figure, a mesh plot of
a loop in PDB 2B4C shows a cluster of negatively charged residues protruding away from
the body of the protein. Observations like this were found across a diverse set of proteins.

























































Figure 4.15: Observations on the shortest heavy-atom distance between arginine and as-
partic acid versus the Cβ-Cβ distance at AOA = 0.8, AOI = -0.8.
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The current hypothesis is that this collection of negative charge must be solvent exposed
as the desolvation penalty, even with the formation of salt bridges formed in the interior
of a protein, would be insufficient. Furthermore, it is suspected that this is preferential
for negatively charged residues, aspartate and glutamate, as opposed to positively charged
arginine and lysine, as the positive residues have longer aliphatic chains which can permit a
conformational flexibility to find and form necessary salt bridges in the protein interior. To
quantify this hypothesis, we are exploring the use of the Cβ-hydrophobic score but applied
to the charged residues, for example, using the parameters for methionine as a mask on
aspartate interactions, with the goal being to minimize the magnitude of this score. By
minimizing the magnitude of the Cβ-hydrophobic score when applied to charged residues,
we hope to quantify the degree to which these charged residues are likely to be solvent ex-
posed without the need to place side-chain atoms beyond the Cβ. It remains to be explored
whether or not this approach is suitable for any charged amino acid or simply the charge
clusters, like what is shown in Figure 4.16, whose existence can be inferred simply from
the primary amino-acid sequence. Current research is ongoing for the development of Cβ
scoring functions applicable beyond just hydrophobic interactions.
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Figure 4.16: Mesh surface of a loop in PDB 2B4C showing a collection of negatively charged
amino acids (red) protruding away from the body from the protein (gray).
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Chapter 5
Future Development
In the previous chapter, the Cβ-hydrophobic score was presented as a means to score half-
loops and reduce the dramatic and somewhat imprecise screening of loops that occurs with
loop clustering (Figure 4.2). In developing and testing the Cβ-hydrophobic score it became
apparent of an additional vulnerability that is not fully addressed thus far. Specifically,
the number of half-loops generated during the buildup stage (Figure 4.2) can overwhelm
memory limitations without ever having produced native-like loops. In the absence of
sufficient sampling during buildup, the Cβ-hydrophobic score is useless to compensate for
this deficiency.
It is easy to imagine how this can be the case. Consider, for example, an eighteen-residue
loop with nine-residue half-loops. If one were to only permit each backbone torsion, φ, ψ, to
take on two values, there would be 29×2 = 262144 possible half-loops. This is beyond what
the Protein Local Optimization Program can currently handle, which is around 100,000 half-
loops, particularly because there exists an additional degree of combinatorial explosion that
occurs when one combines the forward and reverse half-loops to produce closed loops. In
practice, a single φ, ψ pair has more than four discretized angles; at the highest resolution
of our backbone torsion library, there are 866 pairs available for most residues (proline
and glycine having separate, smaller libraries). Therefore, at any reasonable discretization
resolution, a combinatorial explosion is possible.
Why doesn’t this problem prevent any loop-buildup from occurring? In many cases, the
environment immediately restricts a substantial number of torsions from surviving. The
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more crowded the surrounding environment, the easier it is to approach a finer buildup
resolution and the easier it becomes to generate native-like loops. Particularly when one
performs buildup in a crowded native environment, taken from a crystal structure, success
at this point in PLOP’s development is reliable [55, 105, 63]. In loops that are highly solvent
exposed, see for example Figure 4.16, the problem is quite evident, although coping with
the combinatorial explosion of loop buildup is encountered, to some degree, in every case.
Future development in PLOP seeks to ameliorate this problem through the use of ordered
buildup. The concept is straightforward. From each point during buildup, score and rank
the rotamers that follow from this point and select only a restricted number of rotamers to
be applied, unlike currently where all acceptable rotamers are kept. This will necessarily
prevent combinatorial explosions provided one can effectively rank rotamers to keep only
those that are most native-like. This focuses the sampling problem in loop buildup towards
finding effective scoring functions for this early stage in the Protein Local Optimization
Program where side-chain atoms have yet to be placed. The Cβ-hydrophobic score is one
such scoring function.
Through the development of additional scoring functions beyond the Cβ-hydrophobic
score, it may become possible to classify loops as more than just nested or solvent-exposed,
but rather as those requiring emphasis on, for example, backbone hydrogen-bond forma-
tion, salt-bridge formation, hydrophobic packing, etc. Furthermore, for cases that show
poor discrimination in the scores across a diverse set of rotamers, one can now justify the
expectation of a larger number of PLOP refinement jobs being necessary to obtain high ac-
curacy. Currently, the reasons as to why one loop requires a certain number of PLOP jobs
to achieve a sub-̊angström RMSD while another loop can find a native-like solution with
fewer jobs is not well known. This approach to ordered buildup would rectify this issue and
lead to a flexible and rational protocol for loop refinement compared to the current rigid
approach of running a fixed number of refinement jobs.
Therefore, I conclude this thesis by stating that attacking the problems of loop prediction
as immediately as during loop buildup with coarse-grained scoring provides a powerful new
avenue for research and development, one which I hope advances protein structure prediction
to the realm of reliable accuracy suitable for pharmaceutical development.
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Secondary Structure Length PDB Native Environment Perturbed Native
RMSD (Å) ∆E(kcal/mol) RMSD (Å) ∆E(kcal/mol)
Loop-Helix-Loops
4 1BKR 0.55 1.05 0.61 -2.11
5 1L5W 0.40 -3.74 0.54 -15.03
6 1WOV 0.67 -2.88 0.66 -22.55
7 3HL0 0.39 2.52 0.68 -17.84
8 2EX0 0.33 -4.40 0.76 7.77
Loop-Hairpin-Loops
6 1F0L 0.41 -1.71 0.73 -14.16
7 2C0D 0.29 0.89 1.71 -1.54
8 2SLI 0.48 -6.85 0.49 -12.72
9 1GYH 0.38 -3.18 0.9 1.54
10 2CIU 0.29 -7.11 0.57 -10.21
11 2ZWA 0.53 -10.55 0.77 7.68
12 3CSS 0.30 -3.06 0.37 -3.73
Table A.1: Results of loop-helix-loop and loop-hairpin-loop predictions performed in a
perturbed native environment. A perturbed native environment is generated by predicting a
3 Å RMSD loop from the native environment and then minimizing the surrounding residues
to this perturbed loop to produce a non-native but locally minimized environment. It is
from this environment that the loops in this table are repredicted as well as the surrounding
residues.
APPENDIX A. SUPPLEMENTARY MATERIAL TO CHAPTER 2 119
GPCR Loop Sequence Loop Length Residue Numbering RMSD (Å)a RMSD (Å)b RMSD (Å)c
bRh VGWSRYIPEGMQCSCG-
IDYYTPHEETN
27 (173-199) 3.44 6.29
A2Ar GWNNCGQ(PKEGKNH)-
SQGCGEGQVACLFEDVVP
32 (142-173)d 4.39 2.92
β1AR MHWWRDEDPQALKC-
YQDPGCCDFVTN
26 (179-204) 1.59 2.73
β2AR MHWYRATHQEAINCY-
AEETCCDFFTN
26 (171-196) 2.17 2.16 2.63
Table A.2: Prediction results of the ECL2 within various GPCRS. The specific GPCR
proteins bovine rhodopsin (bRh), the human A2A adenosine receptor (A2Ar), turkey β1 and
human β2 adrenergic receptor (β1AR and β2AR) are listed, along with the corresponding
RMSDs of various predicted loops compared to their native counterparts. (a.) These
RMSDs correspond to the prediction of ECL2 with the remainder of the protein in its
native position. Note that the results for this column were accomplished using an older
version of the energy model, VSGB 1.0, which does not include many of the correction
terms described in the text. (b.) These RMSDs correspond to the ECL2 being predicted
where ECL1 and ECL3 are obtained from earlier predictions and thus are not in their native
positions. Nearby side chains are also non-native and were predicted in each calculation.
(c.) This RMSD corresponds to the prediction of ECL2 in a β2AR homology model; the
entire protein is non-native. (d.) For A2Ar, there are 7 missing residues in the crystal
structure.
