Abstract. In [10] a "direct" stochastic transfer principle was introduced, which represented multiple integrals with respect to fractional Brownian motion in terms of multiple integrals with respect to standard Brownian motion. The method employed in [10] involved an operator Γ
Introduction

Fractional Brownian motion B
H is a Gaussian processes parameterized by Hurst parameter H. When H = 1 2 fractional Brownian motion (fBm) reduces to ordinary Brownian motion. When we have Hurst parameter H > 1 2 the fBm exhibits long range dependence. Such a dependence arises often in applications ranging from network communications, where internet traffic has been shown to exhibit long range dependence, to macroeconomics, where the long range dependence paradigm has been used to analyze the effects of economic shock on income cycles [12] .
One can define stochastic integrals with respect to Gaussian processes in the same vein as Itô's multiple stochastic integrals with respect to Brownian motion, see for example [1] , [2] . Several authors have studied multiple stochastic integrals with respect to long-range dependent fBm [6] , [5] , [11] and long-range dependent multiparameter fBm [8] . This method of stochastic calculus is built upon the theory of reproducing kernel Hilbert spaces and the Wick product.
In their 2002 paper [10] , Pérez-Abreu and Tudor present a stochastic transfer principle enabling one to represent the multiple fractional stochastic integrals of deterministic functions f as Itô type multiple stochastic integrals of a deterministic operator Γ (n) H,T (f ). In Section 2 we describe the space of functions L 2 H (T n ) required in order to apply this transfer principle. The operator Γ
is defined in terms of multivariate Riemann-Liouville fractional integrals, which will be discussed in Section 2. This very nice result allows one to take many of the known properties of multiple stochastic integrals with respect to Brownian motion and apply these properties to multiple fractional stochastic integrals.
However, the inverse relation, giving a scheme for representing multiple Wiener Itô integrals of a deterministic function in terms of a multiple fractional Wiener integral is not immediately clear. This stems from the fact that the RiemannLiouville fractional integrals of functions f ∈ L p are invertible only for a certain subclass of L p . As these fractional integrals play a key role in the definition of Γ (n) H,T , whether there exists an inverse operator depends on the inversion properties of the Riemann-Liouville fractional integrals.
From the transfer principle in [10] , the form of the left inverse of the Γ (n)
H,T seems very intuitive. However, Γ (n) H,T f may not be invertible. Obviously for functions f which can be represented as Γ
H,T f is invertible. The fact that the operator involves n-dimensional fractional integrals however, makes the invertibility non-trivial. This paper contributes two main results. The first result gives a class of functions for which the multiparameter Riemann-Liouville fractional integral operator is invertible on a compact domain. In proving this result, we give an explicit method for identifying a function ϕ such that f is equal to the Riemann-Liouville fractional integral of ϕ, provided the function f lives in I α (L p ). The second result
gives an explicit class of functions L The ISTP is applicable in a number of settings. Firstly, in combination with the direct stochastic transfer principle, it allows to obtain general representations of multiple fractional stochastic integrals of Hurst index H 1 in terms of multiple fractional stochastic integrals of Hurst index H 2 , for arbitrary H 1 , H 2 ∈ (0, 1). Secondly, it is a useful tool in certain problems where fractional chaos decomposition is desired. For example, in many continuous time nonlinear filtering applications with fractional noise, the goal is to describe the optimal filter (which is the best mean-square estimate of an underlying signal of interest) in terms of the trajectory of the observation process (call it, Y ). When the noise corrupting the observation is fractional white noise, then, under an appropriate reference measure, Y is a fractional Brownian motion.
In [3] and [9] it has been shown that the optimal filter can, with probability one, be represented as a ratio of infinite series of multiple stochastic integrals of various types. The latter integrals can be taken with respect to a suitably constructed ordinary Brownian motion (with an appropriately defined integrand). However, it is much more natural and computationally efficient to describe the optimal filter in terms of multiple fractional integrals with respect to observation process Y itself ( [4] , [3] ). The inverse transfer principle allows to easily transform integral expansions of the optimal filter with respect to ordinary Brownian motion to the more natural and numerically convenient expansion involving multiple fractional integrals with respect to the observation process. Such a transformation of the integral expansions makes numerical approximations of the optimal filter possible whereas the implementation of the original filter approximation is computationally inefficient.
This paper is organized as follows. Section 2 is a self-contained introduction to multiple stochastic integration with respect to fBm and fractional calculus, laying out the tools we will need throughout our analysis. In Section 3 we give criteria that guarantee a function f belongs to I(L p ) on a compact domain. The criteria also establish a way of finding such a function ϕ ∈ L p such that f is equal to the fractional integral of ϕ. In Section 4, we establish the Inverse Stochastic Transfer Principle. In Section 5 we give an example of an application of the ISTP applied to integral expansions of optimal filters for a nonlinear filtering problem with fractional noise.
Multiple Fractional Stochastic Integrals and Fractional Calculus
For t, s ∈ R + , H ∈ ( 1 2 , 1), we define the process B H (t), as the mean zero Gaussian process with covariance
We will denote the multiple stochastic integral of order n with respect to fractional Brownian motion I n where we assume the integral to be taken with respect to a process with Hurst parameters H ∈ (
The stochastic integral with respect to fractional Brownian motion is constructed by first defining the integral for S 1 , a class of simple functions on [0, T ] of the form
where a i ∈ R are constants and (c i , 
Then for all f, g ∈ S 1 , we have the isometry f, g L 2 
H . Define the class of deterministic symmetric functions S n of the form:
For f ∈ S n , define the map I n by
where and (·) 1 represent the Wick product and the first Wick power as defined in [14] . Then I n is the nth order Wiener integral with respect to fractional Brownian motion with Hurst parameter H ∈ ( 1 2 , 1). As in the case n = 1, the mapping for arbitrary n, I n can be extended to the class of integrands
where the norm · H,n is induced by the scalar product
where the sum is taken over σ, the set of all permutations of {1, ..., n}.
When dealing with sets a = (a 1 , ..., a n ), b = (b 1 , ..., b n ) in the n-dimensional plane we will use the notation a ≺ b to describe the relation a i < b i ∀ i = 1, ..., n and similarly we write a b if
We note that fractional and standard Brownian motion are connected through a number of fractional integral relations. 
where
The above Brownian motion W can be reconstructed from B H by 9) and c H =
Next we discuss concepts of fractional calculus which will be used throughout the paper, namely fractional integration and differentiation of functions of many variables. As in [13] (section 24, Chapter 5), let us make use of the following extensions of the Riemann-Liouville fractional integral and derivative.
provided ϕ is such that the derivative on the right side of (2.11) exists.
If a solution exists to the multidimensional Abel equation 
where j = (j 1 , ..., j n ), k = (k 1 , ..., k n ) are vectors of integers in R n , and we use of the following notation,
For notational simplicity throughout the paper, let us define function
14)
We also introduce the integral operator
(2.15) Similarly, define the operator
is called the truncated Marchaud fractional derivative and, when the L p limit exists, 
In the case n = 2,
the sum of four terms. It is easy to see that for general n, D α,n b−, f (x) is given by the sum of 2 n such terms where the numerator of the integrand in each term is given by the variation of f along the axes with respect to which the integral is taken.
Representation of Deterministic Fractional Integrals
In this section we give conditions on functions f :
When looking at the truncated Marchaud fractional derivative, the form of Φ b,n ,α,k f (x) depends on the sub-region x falls in. We adopt the very important convention of [13] , and assume that the function f : , so that we have
To see how these regions affect the form of Marchaud fractional derivative let us look at an example with n = 2. Take the last term in (2.20),
, since f vanishes outside [a, b] , the last two terms in the numerator of the integrand become zero and we are left with 1 , b] ) and consider the function
It is easy to check directly that , b] ) and when the limit exists,
, where the limit is taken in L p .
Step 1. Let us first focus on the region where x i < b i − i ∀i. Let us show that over this region,
, which has the property that
The right hand side of (3.4) can be rewritten as
Making the substitution y n = t n n + x n , the term inside the brackets becomes
(3.6) Using the fact that
which follows from the indefinite integral
(3.7) Adding and subtracting the term
we see that (3.7) becomes
Thus the right hand side of (3.4) is equal to
Kα 1 (t1)...
Consider f (t 1 1 + x 1 , ..., y n ) as a function of y n only and let
Then the right hand side of (3.4) is equal to 
pi (see [13] ), applying Fubini's Theorem and repeating the above arguments in each of the remaining n − 1 coordinates gives (3.4) .
In view of (3.4) and (3.5), it follows that
Step 2. Next we show I
L p (R( )) → 0 as → 0. Specifically we will examine the norm over individual regions making up R( ), as 10) where each term in the sum satistfies
where Φ b,n ,α,j f are the individual terms (integrals) making up ϕ (n) (x) and each j ∈ {1, ..., 2 n } represents an element of the set of vectors 0
n . For notational simplicity we will look only at the region R 
Applying the Minkowski inequality for integrals ( [7] ),
Similar arguments show that for any 0 k 1,
→ 0 for all R r ( ) making up R( ). This result, along with (3.10) and (3.11), implies that
Step
Upon combining this with (3.9) and using the properties of mean continuity of L p functions and the dominated convergence theorem, we obtain that
as → 0 and the desired result follows.
Inverse Stochastic Transfer Principle
In this section we describe the inverse transfer principle and the operator for the class of functions L H to obtain the process W Y .
