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Abstract—This paper focuses on making up for the drawback
of recent results about pinning controllability of Boolean control
networks (BCNs). First of all, a sufficient criterion is derived for
the structural controllability of BCNs. Based on this criterion,
to make an arbitrary BCN be controllable, an efficient method
is developed to design the feasible pinning strategy which
involves identifying pinning nodes and determining control form.
Comparing with the traditional pinning approach of which time
complexity is O(22n), the time complexity of this pinning method
is reduced to O(n23κ + (n + m)2) with the number of state
variables n, that of input variables m and the largest in-degree
among all nodes κ. Since a practical genetic network is always
sparsely connected, κ is far less than n despite its size being large-
scale. Finally, a T-cell receptor kinetics model with 37 state nodes
and 3 input nodes is considered to demonstrate the application
of obtained theoretical results.
Index Terms—Boolean control networks, structural controlla-
bility, pinning control, network structure, time complexity.
I. INTRODUCTION
In practical applications, many networks contain a mass
of state variables, including but not limited to, metabolic
networks [1], smart grid [2], etc. Thus, the study on large-scale
networks is of theoretical and practical significance. Moreover,
controllability analysis is fundamental but important for many
problems, for instance, optimal control and the feedback
stabilization of unstable systems [3]. A system is said to be
controllable if the control authority is powerful enough to steer
its state trajectory from any initial state to any target state [4].
Boolean networks (BNs) are a type of discrete-time dynam-
ical systems with binary values proposed by Kauffman [5].
Furthermore, a BN with control inputs is called a Boolean
control network (BCN) [6]. BNs/BCNs have been applied
in many potential fields including systems biology [7], finite
fields [8], as well as Petri nets [9]. In 2008, Cheng and his
colleagues proposed the algebraic state space representation
of BNs/BCNs based on the semi-tensor product of matrices
[10]. Under this framework, many issues of BNs/BCNs have
been successfully investigated [11], [12], [13], [14], [15], [16],
[17], [18], [19], [20], [21], [22], [23], [24], [25].
Notably, the main limitation of algebraic state space repre-
sentation is the heavy burden of high complexity which makes
large-scale BNs/BCNs intractable to operate. To overcome this
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issue, node aggregation method was proposed by partition-
ing network structure (NS) into several smaller subnetworks
[26], [27]. Thereby, controllability and observability problems
of large-scale BNs/BCNs can be transferred into that of
some smaller subnetworks. Nonetheless, the efficiency of this
method depends on the connection degree of NS. Specially,
for conjunctive or disjunctive BNs, since the type of logical
operator is single, their dynamics can be entirely described
by NS diagram with n vertices. Thereby, a polynomial-
time necessary and sufficient criterion has been obtained for
observability [28].
If a BCN is uncontrollable, a basic question is how to design
a feasible control strategy to make it controllable? In [29],
[16], pinning controllability of BCNs has been investigated
on verifying whether a BCN under a given pinning controller
is controllable or not. However, there still lacks a feasible
approach to design the pinning controller which forces con-
trollability of BCNs. It should be noticed that the traditional
pinning approach [30], [31] is implemented based on 2n× 2n
state space, thus the time complexity is pretty high. Very
recently, in terms of stabilization, Zhong et al. [32] creatively
proposed a novel pinning framework to force the stabilization
of BNs based on the criterion that a BN with acyclic NS is
globally stable. Again, in [33], Zhu et al. utilized this form
of pinning controller to address the observability of BNs.
However, these criteria cannot be extended to controllability
of BCNs. Inspired by this drawback, it is necessary to propose
a novel controllability criterion to overcome this difficulty.
Moreover, the type of feedback form in [32] was presented
in a single manner as state feedback, whereas it is more
complicated for controllability in this paper.
The contributions of this paper are presented as follows:
• A novel criterion is proposed based on NS. It judges
whether a BCN with unknown node dynamics is con-
trollable within polynomial-time complexity;
• A new design strategy of pinning controller is proposed
to make an arbitrary BCN be controllable, and its time
complexity is reduced to O(n23κ + (n+m)2), where κ
is the maximal in-degree of state nodes. According to the
existing literature, the connection of biological networks
is sparse, thus κ will not be too large to address large-
scale genetic networks.
The reminder of this paper is organized as follows. Section
II introduces the preliminaries of this paper. A novel sufficient
condition is derived for controllability of BCNs in Section III.
Besides, a new pinning framework is developed in Section IV
and the advantages of this method are discussed in Section
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2V. T-cell receptor kinetics is considered in Section VI and a
conclusion is given in Section VII.
II. PRELIMINARIES AND PROBLEM FORMULATION
In this section, we firstly present some fundamental nota-
tions that are utilized throughout this paper.
Notations: D = {1, 0}; ∆2 = {δ12 , δ22}; [m,n] := {m,m+
1, · · · , n} with integers m < n; A>−the transpose of matrix
A; In−the n× n identify matrix; δin−the i-th column of In;
1n := Σ
n
i=1δ
i
n; n−the semi-tensor product; W[n,m]−the mn×
mn-dimensional swap matrix; Φn−the power-reduced matrix
of logical vector δin with i ∈ [1, n]; | S | −the cardinal number
of set S; [δi1n , δi2n , · · · , δimn ] := δn[i1, i2, · · · , im]−an n × m
logical matrix; Lm×n−the set of m× n logical matrices.
Definition 1. For Boolean function f(X1, X2, · · · , Xn) :
Dn → D , Xj is said to be nonfunctional if the value of f is
determined once the values of Xi, i ∈ [1, n]\{j}, are given.
Otherwise, Xj is called functional for f .
By Definition 1, a BCN with n nodes can be presented as
Xk(t+ 1) = fk ([Xi(t)]i∈Nk , [Uj(t)]j∈Uk) , k ∈ [1, n], (1)
where Xi and Uj are respectively state variables and input
variables, Nk and Uk are respectively the index sets of func-
tional state variables and that of control inputs with respect to
function fk : D |Nk|+|Uk| → D .
Definition 2 (See [34]). BCN (1) is said to be controllable,
if for any pair of states a = [a1, a2, · · · , an]> ∈ Dn and
b = [b1, b2, · · · , bn]> ∈ Dn, there exist a positive integer T
and input sequence U(0), U(1), · · · , U(T − 1) under which
state trajectory is steered from X(0) = a to X(T ) = b.
BCN (1) is said to be controllable with restrict in Γ ⊆ Dn,
if for any pair of states a = [a1, a2, · · · , an]> ∈ Dn and
b = [b1, b2, · · · , bn]> ∈ Γ, there exist a positive integer T
and input sequence U(0), U(1), · · · steering X(0) = a to
X(T ) = b and maintaining X(t) = b for t > T .
Definition 3. Given BCN (1), its NS diagram is represented
by G := (V,E): the vertex set V := X ∪ U consists of
state vertex set X := {X1, X2, · · · , Xn} and input vertex
set U := {U1, U2, · · · , Um} with m :=|
⋃n
k=1 Uk |; Xi →
Xj ∈ E (respectively, Uk → Xj ∈ E) if i ∈ Nj (respectively,
k ∈ Uj).
An input vertex v in G is called a generator and an input
vertex with out-degree 1 is said to be single-source. A state
vertex v is called a channel if its in-degree is not 0 and its out-
degree is 1 without self loop. A tree is defined as a connected
acyclic graph. An in-tree is a tree that has a unique vertex with
out-degree 0 and other vertices are associated with out-degree
1, where the vertex with out-degree 0 is called the root of this
in-tree. A directed graph is called an in-forest if it can be split
into a set of disjoint in-trees.
III. A SUFFICIENT CONTROLLABILITY CRITERION
In this section, we present a sufficient criterion for control-
lability of BCN (1) based on the NS diagram.
Theorem 1. BCN (1) is controllable if the following condi-
tions are both satisfied: 1) its NS diagram is acyclic; and 2)
the in-neighbor set of every state vertex is nonempty and only
contains single-source generators and channels.
Proof. The NS diagram satisfying conditions 1) and 2) is
an in-forest which is split as a set of disjoint in-trees
{T1,T2, · · · ,T$}, and the vertices with in-degree 0 must be
single-source generators. Define sub-BCN generated by in-tree
Ti as follows: Consider BCN (1) with above conditions, the
sub-BCN generated by in-tree Ti is defined as BCN (1) with
the limitation Xk ∈X ∩ Ti and is denoted by Bi.
If we can prove that every sub-BCN Bi, i ∈ [1, $], is
controllable, then so is BCN (1). Without loss of generality,
we assume that the state nodes of B
1
are {X1, X2, · · · , Xς},
its input nodes are {U1, U2, · · · , U%} and root is v0. Then, the
nodes of sub-BCN B1 can be split into several disjoint layer
sets Υ1, Υ2,· · · , Υη as follows: Let the unique root vertex
v0 ∈ Υ1, if the unique path in Ti from v to v0 is of length l,
then v ∈ Υl+1.
v0
v1
v2
U1
layer 3
layer 2
v3
U2
Fig. 1. A simple graphical expression for nodes layer, where black vertices
stand for the state variables, red vertices represent the single-source generators,
and squares indicate the undrawn vertices.
Then, we verify the controllability of BCNB1. Given initial
state of B1 as â = [a1, a2, · · · , aς ]> ∈ D ς and its target state
b̂ = [b1, b2, · · · , bς ]> ∈ D ς , we prove that b̂ is reachable from
â within η steps by designing corresponding input sequence.
For Υr, r ∈ [1, η], the target state of each state vertex is
Xk ∈ Υr bk. Since state variables Xj with j ∈ Nk are func-
tional for function fk, we can find a tuple [b1k, b
2
k, · · · , b|Nk|k ] ∈
D |Nk| such that bk = fk(b1k, b
2
k, · · · , b|Nk|k ). Then, we assign
the vertices in layer r+1 with corresponding bik, i ∈ [1, | Nk |].
The same process is operated for the state vertices in layer r+1
with state bik until it reaches layer η. Finally, recording each
input vertex Up in layer lp with state ϑrp, lp > r and p ∈ [1,m],
the input sequence can be designed as Up(η − lp + r) = ϑrp.
Consider all vertices in B1, an input sequence satisfying
above conditions can be obtained. Under this input sequence,
b̂ is reachable from â within η. Therefore, sub-BCN Bi is
controllable and so is BCN (1).
Remark 1. Different from all existing results for controlla-
bility of BCNs, we only utilize the information of NS without
the detailed node dynamics here, thus Theorem 1 can also
be applied to tackle the case of BCNs with unknown node
dynamics. It does not require the network dynamics to be
analyzed and processed.
3Corollary 1. Assume that the states need to stay at that state
for some period of time, one can conclude that BCN (1) is
controllable with restrict in Γ if conditions 1), 2) and 3) are
all satisfied: 3) for state node Xi whose in-neighbor set only
contains channels, and for any b ∈ Γ, it holds that bi =
fi([bj ]j∈Ni).
IV. A NEW PINNING APPROACH FOR CONTROLLABILITY
Here, we present a novel strategy to design the pinning con-
troller for an uncontrollable BCN (1). Suppose that = is the set
of pinning nodes, then for Xk ∈ =o := {X1, X2, · · · , Xn}\=,
its dynamics is identical with that in (1); for pinning nodes
Xk ∈ =, the controller imposed on them is in the form as
Xk(t+ 1) = Ûk(t)⊕k fk ([Xi(t)]i∈Nk , [Uj(t)]j∈Uk) , (2)
where ⊕k : D2 → D is 2-ary Boolean function; additional
control input Ûk(t) can be open-loop control or feedback
control different from that in [30]. The dynamics of functions
fk, k ∈ [1, n], are given as in BN (1). The portions of (2) that
need to be designed are respectively set =, Boolean functions
⊕k, and Ûk(t).
A. Identifying pinning node set
Motivated by Theorem 1, the nodes needing to be pinned
are ones that do not satisfy conditions 1) and 2), and then
control Ûi(t) is designed to modify the functional relationship
of pinning nodes. Thus, it is crucial to develop a procedure to
select the nodes of which the functional relationship needs to
be modified.
First of all, in the NS diagram G of BCN (1), by depth-
first search algorithm, one can find all cycles in G including
self loops, termed as C1, C2, · · · , Cs. For each cycle Ci, i ∈
[1, s], we randomly select an edge Xki → Xji ∈ Ci. Then, an
acyclic graph G := (V ,E) can be constructed as V := V and
E := E\⋃si=1 {Xki → Xji}. The above process produces the
first type of pinning nodes =1 :=
⋃s
i=1{Xji}.
Secondly, consider above acyclic graph G. Denote by
S = {v%1 , v%2 , · · · , v%ι} ⊆ X ∪ U the set of all state
nodes and input nodes in G satisfying | N out(v%i) |≥ 2
with i ∈ [1, ι]. Furthermore, in order to control fewer nodes,
we define a mapping to count the occurring number of out-
neighbors of vertices in S, denoted by µ :
⋃ι
i=1N out(v%i)→
[1, 2n] as µ(Xj) =
∑ι
i=1 1{Xj∈N out(v%i )}. Thereby, for each
v%i ∈ S, define X˜%i := argminXj∈N out(v%i ) {µ(Xj)}. Hence,
the second type of pinning nodes can be selected as =2 :=⋃ι
i=1N out(v%i)\{X˜%i}. Consequently, we can construct the
reduced NS diagram as G
o
= (V
o
, E
o
), where V
o
:= V and
E
o
:= E\⋃ιi=1 {(v%i , v) | v ∈ N out(v%i)\X˜%i}. In Go, the
in-neighbor set (respectively, out-neighbor set) of node vi is
denoted as N oin(vi) (respectively, N
o
out(vi)). In this way, the
obtained G
o
is acyclic and the in-neighbors of each state node
have two senses: empty or full with single-source generator
and channels.
Thirdly, the state vertices with in-degree 0 in Go must be
controlled, thus =3 contains state nodes with in-degree 0 in
G
o
. After above processes, the pinning node set can be picked
as = := =1 ∪ =2 ∪ =3.
B. Determining control form on pinning nodes
Subsequently, we design ⊕k and Ûk(t) for each pinning
node. Before it, we briefly introduce some relevant results
about semi-tensor product of matrices.
Lemma 1 (See [10]). For function f(x1, x2, · · · , xn) :
(∆2)
n → ∆2, there exists a unique logical matrix Lf ∈
L2×2n such that f(x1, x2, · · · , xn) = Lf nni=1 xi, where
nni=1xi := x1 n x2 n · · ·n xn and Lf is called the structure
matrix of function f .
Consider pinning nodes in =1 and =2: For Xk ∈
=1∪=2, Ûk(t) is designed as the feedback of [Xi(t)]i∈Nk and
[Uj(t)]j∈Uk , that is, Ûk(t) = gk([Xi(t)]i∈Nk , [Uj(t)]j∈Uk).
Denote by N cin(Xi) := Ni\N
o
in(Xi). For each Xk ∈ =1∪=2,
one can find matrix Fk ∈ L2×2|Nk| satisfying
Fk = Ak n
(
I
2|N
o
in(Xk)| ⊗ 1>2|Ncin(Xk)|
)
, Xk ∈ =1 ∪ =2, (4)
where Ak ∈ L2×2|Noin(Xk)| satisfies that
Blk1
(
AkW[2,2j−1]
) 6= Blk2 (AkW[2,2j−1])
for all j ∈ [1, | N oin(Xk) |].
To proceed, in order to calculate ⊕k and gk, we denote the
vector form of Xi, Uj and Ûk in (2) respectively as xi :=
δ2−Xi2 , uj := δ
2−Uj
2 and ûk := δ
2−Ûk
2 . Hence, by Lemma 1,
the multi-linear form of (2) can be derived as
xk(t+ 1) = M⊕kGk (ni∈Nkxi(t))Lfk (ni∈Nkxi(t))
= M⊕kGk (I2|Nk| ⊗ Lfk) Φ2|Nk| (ni∈Nkxi(t)) ,
where M⊕k , Gk and Lfk are respectively the structure
matrices of Boolean functions ⊕k, gk and fk. The un-
known matrices M⊕k and Gk can be solved from equation
M⊕kGk (I2|Nk| ⊗ Lfk) Φ2|Nk| = Fk. Fortunately, it has been
proved to be solvable in [30].
Consider pinning nodes in =3: For Xk ∈ =3, the control
input Ûk can be open-loop and the logical operator can be
directly designed as ∧.
Remark 2. It is worthwhile to point out that there might exist
some joint elements between =1 ∪ =2 and =3. For example,
while computing =1, if the deleted edge Xki → Xji is the
unique edge ending with Xji , then the state node Xji must
belong to =3 according to above analysis.
In conclusion, pinning controller can be designed as (3).
Theorem 2. BCN (3) is controllable.
Proof. To prove this theorem, we only need to prove the
NS diagram of BCN (3) satisfies conditions 1) and 2) in
Theorem 1. Because it holds that
(
I
2|N
o
in(Xk)| ⊗ 1>2|Ncin(Xk)|
)(
ni∈Noin(Xk)xi(t)
)
=
(
ni∈Noin(Xk)xi(t)
)
⊗ 1>
2|N
c
in(Xk)|
and
Blk1
(
AiW[2,2j−1]
) 6= Blk2 (AiW[2,2j−1]) for j ∈ [1, |
N oin(Xi) |], then we can claim that every Xi ∈ N
o
in(Xk)
is functional for the dynamic equation in (3). Besides, the
pinning nodes in =3 guarantee that the in-neighbor set of any
state vertex is nonempty. Thus, BCN (3) is controllable.
4
Xk(t+ 1) = Ûk ([Xi(t)]i∈Nk , [Uj(t)]j∈Uk)⊕k fk ([Xi(t)]i∈Nk , [Uj(t)]j∈Uk) , Xk ∈ (=1 ∩ =2)\=3,
Xk(t+ 1) = U˜k(t) ∧ fk ([Xi(t)]i∈Nk , [Uj(t)]j∈Uk) , Xk ∈ =3\(=1 ∩ =2),
Xk(t+ 1) = U˜k(t) ∧
(
Ûk ([Xi(t)]i∈Nk , [Uj(t)]j∈Uk)⊕k fk ([Xi(t)]i∈Nk , [Uj(t)]j∈Uk)
)
, Xk ∈ (=1 ∩ =2) ∩ =3,
Xk(t+ 1) = fk ([Xi(t)]i∈Nk , [Uj(t)]j∈Uk) , Xk ∈X \=,
(3)
V. DISCUSSIONS
The time complexity of deriving NS diagram G of BCN
(1) is polynomial with respect to n + m; it is bounded by
O((n+m)2). The pinning nodes are selected by utilizing depth
first search on NS diagram G with n + m vertices, thus the
complexity for this part is also bounded by O((n+m)2). In
subsection IV-B, all operators are done based on the struc-
ture matrix Lfi , thus the time complexity of solving logical
equations is bounded by O(n23κ), where κ is the maximal in-
degree of all vertices. To sum up, the time complexity of our
approach is totally O(n23κ + (n+m)2). It has been pointed
out that “the true biological networks are known to be sparsely
connected” in [1], thus the value of κ will not be pretty large
when this control design process applied to large-scale genetic
regulatory networks. Thus, our pinning strategy is suitable to
address the large-scale networks.
Additionally, the specific feedback form only depends on
its in-neighbors, thus it is more concise.
VI. APPLICATIONS TO LARGE-SCALE GENETIC NETWORKS
In this section, we consider the controllability of T-cell
receptor kinetics with 37 state nodes and 3 control inputs [35].
This Boolean model can be described in Fig. 2, where the input
nodes are CD4, CD45 and TCRlig, and the other nodes
are state nodes. The detailed meaning of each abbreviation
can be referred to [35]. This model only contains three types
of logical operators “∨”, “∧” and “¬”: if a state node is
directly connected by two or more nodes via real edge, then
it is ∨; a black dot stands for the logical operator ∧; the
dashed edge represents the function ¬ and the implication
of real edges is equal. For instance, the dynamics of Lck is
Lck(t+ 1) = CD45(t) ∧ CD4(t) ∧ (¬PAGCsk(t)).
First of all, we pick the pinning node set =1. By
depth-first search, there are totally 4 cycles: {ZAP −
70, cCbl}, {ZAP − 70, cCbl, TCRblind, PAGCsk, Lck},
{TCRblind, Fyn, TCRphos, ZAP−70, cCbl} and {ZAP−
70, cCbl, TCRblind, PAGCsk, Lck}. Thus, in order to
delete these cycles, we can select =1 := {ZAP − 70, Fyn},
and delete edges cCbl → ZAP − 70, Lck → ZAP − 70,
TCRphos→ ZAP −70 and Lck → ZAP −70 to obtain the
acyclic graph G.
Secondly, in above graph G, the nodes with out-
degree more than 1 are CD45, TCRblind, Lck,
ZAP − 70, SLP76, PKCth, ERK, Fyn, PAGCsk,
LATphop and their out-neighbor sets are {Fyn,Lck},
{Fyn, TCRphos}, {Fyn, TCRphos}, {LATphop, cCbl,
Itk}, {Itk, PLCgact}, {SEK,RasGRPI, IKKbeta},
{Rsk, Fos}, {PAGCsk, TCRphos}, {Lck,Rlk} and
{Gads, PLCgbind,Grb2Sas}. Then, we can define
Fig. 2. The model of T-cell receptor kinetics.
function µ as Fyn 7→ 3, Lck 7→ 2, TCRphos 7→
3, LATpho 7→ 1, cCbl → 1, Itk 7→ 2, PLCgact 7→
1, SEK 7→ 1, RasGRPI 7→ 1, IKKbeta 7→ 1, Rsk 7→
1, Fos 7→ 1, PAGCsk 7→ 1, Rlk 7→ 1, Gads 7→
1, PLCgbind 7→ 1 and Grb2Sas 7→ 1. Therefore, we pick
=2 := {Fyn, Itk, SEK, IKKbeta,Rsk, TCRphos, Lck,
Gads, PLCgbind}, and delete edges CD45 → Fyn,
TCRblind → Fyn, Lck → Fyn, ZAP − 70 → Itk,
ZAP − 70 → cCbl SLP76 → Itk, PKCth 7→ SEK,
PKCth 7→ IKKbeta, ERK → Rsk, Fyn →
TCRphos, PAGCsk → Lck, LATphop → Gads,
LATphop → PLCgbind to obtain Go. Thus, N oin(Fyn) =
N oin(ZAP−70) = N
o
in(Itk) = N
o
in(SEK) = N
o
in(Rsk) =
N oin(Gads) = N
o
in(IKKbeta) = N
o
in(PLCgbind) = ∅,
N oin(TCRphos) = {Lck, TCRblind} and N
o
in(Lck) =
{CD45, CD4}.
Thirdly, in Go, the state nodes with out-degree 0 are
{ZAP − 70, cCbl,DAG,Gads, Itk, SEK, IKKbeta,Rsk,
IKCth, PLCgbind} which is =3.
To sum up, the pinning node set is {ZAP − 70, Fyn, Itk,
SEK, IKKbeta,Rsk, TCRphos, Lck,Gads, PLCgbind,
cCbl,DAG, IKCth} which are approximately 35.2%
of all nodes. Afterwards, for state nodes ZAP − 70,
Fyn, Itk, SEK, IKKbeta, Rsk, Gads and PLCgbind,
the pinning controller can be designed as ⊕k = ∨ and
Uk(t) = ¬fk ([Xi(t)]i∈Nk , [Uj(t)]j∈Uk). For TCRphos, by
equation (4), if we let ATCRphos = δ2[1, 2, 2, 1], then logical
matrix FTCRphos can be calculated as FTCRphos =
ATCRphos n
(
I22 ⊗ 1>2
)
= δ2[1, 1, 2, 2, 2, 2, 1, 1].
5Besides, according to Lemma 1, the structure matrix
of LfTCRphos = δ2[1, 1, 1, 2, 1, 2, 2, 2]. Then, we solve
M⊕TCRphosGTCRphos (I23 ⊗ Lfi) Φ23 = FTCRphos
and obtain M⊕TCRphos = δ2[1, 2, 2, 2] and
GTCRphos = δ2[2, 2, 2, 2, 1, 1, 1, 1]. Accordingly, we directly
gain ⊕TCRphos = ∧ and ÛTCRphos(t) = ¬Fyn(t). Similarly,
it claims that ⊕Lck = ∨ and ÛLck(t) = PAGCsk(t). Finally,
for state nodes in =3, let ⊕i = ∧ and U˜i(t) be open-loop.
Comparably, if utilizing the traditional algebraic state space
method, we need to handle a 237× 240-dimensional transition
matrix. In the framework of our method, the dimension of
considered matrix is 2× 24  237 × 240.
VII. CONCLUSION
In this paper, we proposed a novel controllability criterion
for BCNs and an effective pinning control strategy has been
obtained to impose on an uncontrollable BCN. Furthermore,
the obtained results can be extensively applied to large-scale
genetic regulatory networks.
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