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Abstract-Enhanced authentication mechanisms are currently 
needed in several situations. Mainly due to the widespread use 
of the Internet, data exposure became a source of growing 
concern. Commonly used login and password credentials may 
not provide enough security in this scenario, as they may be 
easily stolen or guessed in some cases. The use of biometrics 
is a prominent alternative for user authentication, such as by 
the use of keystroke dynamics. This biometric technology allows 
the recognition of users by their typing rhythm, which can be 
performed using data provided by a common keyboard. However, 
recent work has shown that typing rhythm changes over time. 
As a result, a static biometric model can become outdated, 
decreasing the predictive performance of the system. In light of 
this fact, there is a need for new techniques able to dynamically 
adapt user models over time. This paper evaluates, in a data 
stream context, algorithms proposed in the literature for user 
authentication based on keystroke dynamics. Modifications to 
these algorithms are also proposed and evaluated. A study of the 
behaviour of the algorithms over time under several aspects is also 
performed. According to our experiments, adaptive methods can 
improve predictive performance of user recognition by keystroke 
dynamics. 
I. INTRODUCTION 
Several services are currently hosted in the Internet. Login 
and passwords are the most common alternatives for user 
access to these services. However, it raises some questions on 
whether commonly used login and password credentials pro­
vides enough security, since they can be stolen or guessed. This 
paper investigates the use of keystroke dynamics biometric 
technology as an alternative. This technology recognizes users 
by their typing rhythm. Some key benefits of this technology 
are [1]: none or low additional cost, since a conventional 
keyboard is usually enough to acquire keystroke data; also, 
user daily routines are usually not affected, as data can be 
continuously acquired while the user is typing an e-mail or a 
password. 
In practice, keystroke data must be handled sequentially, 
in a data stream context. Although most of the examples 
are likely to be from the legitimate user, the data stream 
can be interleaved by attempts of intrusion attacks. In this 
context, data is subject to concept drift [2]. In fact, it has 
been recently studied that biometric features change over time 
[3] [4). Consequently, user models may become outdated and 
do not properly recognize the user. In view of this scenario, 
this work evaluates several approaches to address adaptation 
to concept drift in keystroke dynamics. The main contributions 
of this study are: 
• Proposal of improvements over current adaptive algo­
rithms; 
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• Study of the behaviour of static and adaptive algo­
rithms in a data stream context, showing their predic­
tive performance over time; 
• Detailed analysis on the behaviour of these algorithms 
over time under different aspects. 
The next sections are organized as follows: Section II 
presents adaptive biometric systems and related work; Section 
III describes the positive selection algorithm, some adaptive 
approaches from the literature and our proposal; Section IV 
describes a statistical classification algorithm for keystroke dy­
namics, an adaptive approach from the literature and suggests 
an improvement for this adaptive approach; Section V details 
the experimental setup, covering datasets, extracted features, 
data stream generation, algorithm parameters and evaluation 
methodology; Section VI presents experimental results; Sec­
tion VII analyses the adaptive methods; and, finally, Section 
VIII presents the main conclusions from this study. 
H. ADAPTIVE BIOMETRIC SYSTEMS 
IN KEYSTROKE DYNAMICS 
Adaptive biometric systems deal with variations on the 
users characteristics by adapting the user model (sometimes 
referred to as user template) over time [5). The issue of intra­
class variation is observed for various biometric technologies, 
like fingerprint and face recognition [3). Thus, given a set of 
user examples (labelled examples), these systems create a user 
model that is continuously adapted as new unlabelled examples 
are received. 
There are not many studies on the use of Adaptive bio­
metric systems for keystroke dynamics in the literature. A 
possible reason is the lack of public datasets for these systems, 
an issue also present for other biometric technologies [3). 
These datasets have to meet some requirements, such as having 
several examples per user and such examples need to ideally 
be acquired in different sessions. For keystroke dynamics, 
we found three suitable datasets: CMU [6], GREYC [7] and 
GREYC-Web [8). 
Previous studies on model adaptation for keystroke dy­
namics can be found in: [9], [lO] and [11). In [9], two basic 
approaches based on the concept of galleries were discussed: 
growing window and moving window. Later, in [11], the 
approaches used in [9] were further studied. Another work 
investigated adaptation in keystroke dynamics in a free text 
application [lO]. 
The next sections describe two static (without adaptation) 
classification algorithms used in this study: instance-based 
(positive selection) and statistical-based (M2005). Afterwards, 
adaptive approaches found in the literature are presented. Our 
proposed modification for adaptation is shown next. 
Ill. POSITIVE SELECTION 
Positive selection is a class of immune algorithms, that can 
be chategorized as instance-based learning. This study uses a 
particular ilmnune algorithm, named Self-Detector [12]. This 
section briefly describes the main aspects of the standard Self­
Detector algorithm, followed by its current adaptive versions 
and a proposal named Usage Control 2. 
A. Standard Self-Detector (no adaptation) 
The standard Self-Detector [12] algorithm uses traInIng 
examples from a user as detectors and assigns a constant radius 
to each of them. Whenever a new example is presented, all 
detectors are tested against it. If any detector matches the 
example, it is classified as self (legitimate user), otherwise, 
as non-self (intruder). In this study, a detector matches an 
example if the distance between its center and the example is 
smaller than its radius. The original version of this algorithm 
uses a ROe analysis to define the radius. A different approach 
is used here, as shown in Section V. 
B. Current adaptive versions 
In the Self-Detector adaptive versions, the detector set may 
be changed when a new example is classified as positive by 
the algorithm, as illustrated in Fig. 1. 
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Fig. 1: Adaptive Positive Selection Algorithm (figure from 
[13]). Detectors may change when an example is classified 
as Self (notice the adaptation process in the figure). 
Note that the set may be changed even for intruder exam­
ples misclassied as positive. Here, we discuss three adaptation 
methods for Self-Detector: Growing, Sliding and Usage Con­
trol. Growing and Sliding are based on [11] and [9], which used 
similar ideas. These approaches were used for Self-Detector 
in [14]. In the Growing version, each example classified as 
being from the legitimate user (positive) is included as a new 
detector. The Sliding works in the same way. However, it also 
discards the oldest detector when a new detector is added. This 
makes the amount of detectors constant and is, therefore, more 
efficient than Growing regarding memory usage, which only 
grows the detector set. According to our previous studies [14], 
[13], Sliding usually reaches better predictive performance than 
Growing, hence we considered Sliding instead of Growing in 
the experiments of this paper. 
The third version, Usage Control, presented in [14], as­
sesses which detectors are more used in order to preserve them. 
The storage of examples in memory and their replacement 
according to their usage was also discussed in the context of 
biometrics in a technical report [15], although their approach 
is different from Usage Control. For each detector, two new 
attributes are assigned in Usage Control: 
• Usage count: increases every time the detector 
matches an example. 
• Recent usage: decreases when another detector 
matches an example. If a detector matches an example, 
it returns to a maximum value (here we adopted 10, 
the same value adopted in [13]). When the detector is 
firstly generated, it also assumes the maximum value. 
When a new example is presented, if a detector matches it, 
the two additional attributes are updated (note that only the first 
to match is considered "used", as Self-Detector stops checking 
detectors when a single detector already matched the input 
example). All detectors with Recent usage = 0 are ordered by 
Usage count. The detector with lowest Usage count is removed 
and a new detector is added to the set using the matched 
example. The effect of these additional attributes in Usage 
Control is the removal of detectors with low usage without 
removing new detectors instantly (as their Usage count is zero 
when they are created). If there is no detector with Recent 
usage equals to zero, no adaptation occurs and the recognized 
example is discarded. 
In the first version of Usage Control, when a new ex­
ample is presented, detectors are checked from the oldest to 
the newest one. However, this increases the likelihood that 
older detectors have their counters updated. Later, a new 
version which checks detectors in the opposite order, from 
the newest to the oldest one, was presented in [13]. This new 
version, called Usage Control R, obtained higher predictive 
performance, hence we only used Usage Control R in our 
experiments instead of the first Usage Control. 
C. Usage Control 2 
The first versions of Usage Control [14], [13] do not 
perform any adaptation when there is no detector with Recent 
usage = O. As a consequence, the algorithm may lose key 
information for adaptation when faced to small changes. A 
new version presented here, named Usage Control 2, deals 
with this issue by always including a recognized example as 
a new detector, regardless of the Recent usage values of all 
detectors. 
However, this modification may result in an endless in­
crease in the set of detectors, when new detectors are included 
and no detector has Recent usage = O. This is similar to the 
Growing approach behaviour. To avoid this problem, whenever 
a new example is recognized as positive, the Usage Control 2 
algorithm, instead of just removing a single detector (the one 
with least Usage count), it removes all detectors with Recent 
usage = O. Therefore, Usage Control 2 algorithm does not use 
the Usage count parameter. 
As a consequence of algorithm characteristics, the set of 
detectors can increase (when no detector has Recent usage = 
0) or decrease (when more than one detector has Recent usage 
= 0). Consequently, the number of detectors is not constant, as 
in the first versions of Usage Control. Section VII illustrates 
this behaviour of the algorithm. 
Besides, different from the first version, Usage Control 2 
checks detectors from the newest to the oldest one, the same 
way Usage Control R does. 
IV. STATISTICAL ALGORITHM 
A promising adaptation method for keystroke dynamics 
was proposed and investigated in [11]. This method adapts the 
model by retraining the classification algorithm. The algorithm 
retrained in their tests was [16]. This algorithm, named here 
statistical classification algorithm M2005, generates a user 
model by extracting a set of statistics from the training 
examples. This section presents M2005 algorithm [16], an 
adaptive version of this algorithm using Double Parallel as 
proposed in [11] (M2005DB) and another version, proposed 
to improve the performance of the previous adaptive version, 
named M2005 Improved Double Parallel (M2005IDB). 
A. Standard M2005 (no adaptation) 
The standard version of the M2005 algorithm from [16] 
computes some statistics from the training examples (mean, 
median and standard deviation) for each attribute of the feature 
vector. These statistical values represent the user model. Af­
terwards, in the matching phase, M2005 verifies each attribute 
of a new example to check if it meets conditions (1) and (2), 
where di is the value of the attribute i in the example and std, 
mean, median are the standard deviation, mean and median 
of the attribute i in the training set, respectively. 
min(mean; median) * (0.95 - std/mean) :s; di (1) 
di :s; max(mean; median) * (1.05 + std/mean) (2) 
For each attribute i which satisfies conditions (1) and (2), 
the algorithm updates the value of a sum according to the 
following rules: 
• if di is the first attribute, 1.0 is added; 
• if d(i-l) does not meet (1) and (2), 1.0 is added; 
• if d(i-l) also meets (1) and (2), 1.5 is added. 
The sum is used to compute the score defined in Equation 
(3), where max_sum is defined as 1+1.5*(count-l) (count 
is the number of attributes). 
Score = sum/max_sum (3) 
The classification of a new example is defined by com­
paring Score to a threshold value. If Score is larger than 
the threshold, the example is classified as positive (legitimate 
user), otherwise, as negative (intruder). 
B. Double Parallel 
In [11], some methods to retrain classification algorithms 
to adapt the user model were proposed. One of them, the 
Double Parallel (DB) algorithm, obtained the best general 
performance. The classification algorithm used in their tests 
was M2005. The use of DB retraining M2005 is named here 
M2005DB. 
The DB algorithm keeps two user models in memory: one 
generated by using growing window and another by using 
sliding window. In the growing window, all training examples 
are stored in memory. Any example recognized as positive 
(legitimate user) that reached a score value above an update 
threshold is added to a set of examples stored in the window. 
The classification algorithm is then retrained using the window 
as an updated training set. Sliding window follows the same 
idea, but the oldest training example is also removed before 
retraining the classification algorithm. As DB algorithm keeps 
two user models, the testing example is presented to both 
models and the score for a given example is the average 
between the scores obtained from both models. 
C. Improved Double Parallel for M2005 
Despite the good predictive performance obtained by the 
DB algorithm in previous studies [11], it may be not suitable 
for a data stream scenario. It is owing to the fact that it 
keeps a training set managed by the growing window method. 
Consequently, this can lead to an endless growth of memory 
usage. In order to deal with this issue when the statistical algo­
rithm from [16] is used, the growing model could be updated 
incrementaly. As a result, the algorithm would not need to keep 
the growing window training set. This makes memory usage 
constant through time. This new algorithm uses mean instead 
of median because, to the best of our knowledge, median 
cannot be updated incrementally without storing several values. 
Therefore, the proposal, named Improved Double Parallel 
(M2005IDB) in this paper, is to employ incremental methods 
to compute the mean and standard deviation in Equations 1 
and 2. Note that M2005IDB is specific for M2005 and it is 
less general than DB, which can be used for other classification 
algorithms. 
V. EXPERIMENTAL SETUP 
This section details the main aspects of the experiments 
conducted here in terms of datasets, feature extraction, data 
stream generation, evaluation methodology, classification al­
gorithms and parameter settings. 
A. Datasets and Extracted Features 
In the experiments, the predictive performance of the 
investigated algorithms was assessed using three datasets: 
• GREYC [7]: 100 users typed the expression "gr­
eyc laboratory" in at least five sessions, during two 
months. Considering all users, this dataset has more 
than 6,000 examples available in GREYC dataset. 
• CMU [6]: 51 users typed the password ".tie5Roanl" 
plus the Enter key 400 times in eight sessions. Consid­
ering all users, a total of 20,400 examples are available 
in this dataset. 
• GREYC-Web [8]: 118 users contributed to this 
data set, some of them for more than 1 year. The 
updated version, available in the authors website, was 
used here. Only the transcription of the login part was 
considered, because it is closer to the setup of the 
other datasets (GREYC and CMU). Only the 3S users 
with at least 100 examples were used for this study, 
resulting in more than 7,000 examples. 
The feature flight time type 1 [1], which is the time 
difference between the instants when a key is released and the 
next key is pressed, was used here. As shown in [17], this is 
one of the most used features in keystroke dynamics literature. 
In GREYC, CMU and GREYC-Web datasets, the extraction 
of flight times results in feature vectors with IS, 10 and 16 
attributes for each example, respectively. 
B. Data Stream Description 
Based on the described datasets, a biometric data stream 
was created for each user. Basically, each stream is formed 
by all examples from the legitimate user interleaved with 
examples from other users randomly chosen (intruders). 
In order to generate this stream, a rate of positive/negative 
examples must be stablished. A stream with 30% of negative 
examples was previously considered in a keystroke dynamics 
scenario [11], [13]. We adopted the same value in this paper. 
For the choice of the negatives we divided all users into five 
groups of similar size. In each test, we consider four of these 
groups as positive users and the remaining group as negative 
only users. Among these 30% negative examples, there is a 
SO% chance of getting a negative example from the negative 
only users set and a SO% chance of getting a negative example 
from the other known positive examples. By doing this, we 
are able to simulate attacks from external users as well. We 
performed tests for all five combinations of groups, where each 
group of users is used once as negative only. This approach is 
named user cross-validation in this paper. 
For all users (including intruders), we maintained the order 
in which the examples appear in the data set. This is a key 
aspect, as it allows to verify possible concept drift in the way 
the user types on the keyboard through time. 
C. Evaluation Methodology 
In this study, the keystroke dynamics recognition task is 
seen as a one-class classification problem. Therefore, only 
examples from one class (legitimate examples) are used to 
generate the model (user template). In the initial training 
phase, for each user, a classification model is induced by the 
learning algorithm using the first positive examples from the 
user. Afterwards, in the testing phase, each example from the 
data stream is presented to the algorithm, which classifies it 
and adapts the model. The examples in the data stream do not 
have a class label, thus, the algorithm does not know the true 
label. It is also important to highlight that, when generating a 
data stream for a given positive user, examples already used 
for training are not part of the data stream for that user. 
As the test is performed per user, the results reported 
here are the average values considering all users. Moreover, 
due to the stochastic nature of the data stream generation 
(negative examples are interleaved randomly), all experiments 
for each group division (user cross-validation) are repeated 30 
times. Average values are reported in Table I, which shows the 
mean results among the five combinations of groups discussed 
in the last section. The graphs show the results of the first 
group division from user cross-validation. However, similar 
tendencies were observed on other executions. 
D. Classification algorithms and parameters 
Five variations of the Self-Detector and three variations of 
the M200S algorithm, previously described, are used in the ex­
periments. The same parameter values from [13] were adopted 
here. Self radius assumed 0.02 for CMU, O.OS for GREYC and 
0.04 for GREYC-Web. Self-detectors used cosine similarity to 
calculate distances and rank transformation over the extracted 
feature vector as in [13]. For M200S, the score threshold 
assumed 0.7 for CMU and 0.6 for GREYC and GREYC­
Web. The parameter optimization in [13] occurred only for the 
static versions of the algorithms and the adaptive counterparts 
assumed the same parameter values. For Double Parallel, the 
same threshold was used for matching and updating. 
VI. EXPERIMENTAL RESULTS 
This section reports and discusses the results obtained in 
the experiments. 
A. Overall FAR and FRR 
TABLE I: Global results for all tested datasets (best results in 
bold and standard deviation between parenthesis). 
Algorithm 
Self-Del. (No adapl.) 
Self-Del. (Sliding) 
Self-Del. (V. Ctrl R) 
Self-Del. (V. Ctr12) 
M2005 (No adapl.) 
M2005DB 
M2005IDB 
Algorithm 
Self-Del. (No adapt.) 
Self-Del. (Sliding) 
Self-Del. (V. Ctrl R) 
Self-Del. (V. Ctrl 2) 
M2005 (No adapl.) 
M2005DB 
M2005IDB 
GREYC Dataset 
FAR FRR 
0.085 (0.009) 0.165 (0.005) 
0.086 (0.009) 0.128 (0.005) 
0.086 (0.009) 0.140 (0.005) 
0.063 (0.008) 0.168 (0.006) 
0.211 (0.014) 0.130 (0.003) 
0.209 (0.015) 0.087 (0.003) 
0.199 (0.015) 0.092 (0.004) 
CMU Dataset 
Aee (balane.) 
0.875 (0.005) 
0.893 (0.005) 
0.887 (0.005) 
0.885 (0.005) 
0.829 (0.006) 
0.852 (0.007) 
0.854 (0.007) 
FAR FRR Aee (balane.) 
0.292 (0.012) 0.410 (0.016) 0.649 (0.012) 
0.278 (0.032) 0.211 (0.011) 0.756 (0.021) 
0.300 (0.031) 0.220 (0.012) 0.740 (0.021) 
0.133 (0.016) 0.323 (0.013) 0.772 (0.014) 
0.252 (0.021) 0.451 (0.019) 0.649 (0.010) 
0.107 (0.013) 0.372 (0.012) 0.760 (0.008) 
0.099 (0.010) 0.308 (0.009) 0.797 (0.008) 
GREYC-Web Dataset 
Algorithm FAR FRR Aee (balane.) 
Self-Del. (No adapt.) 0.069 (0.006) 0.141 (0.005) 0.895 (0.004) 
Self-Del. (Sliding) 0.074 (0.008) 0.084 (0.004) 0.921 (0.005) 
Self-Del. (V. Ctrl R) 0.071 (0.008) 0.086 (0.004) 0.922 (0.004) 
Self-Del. (V. Ctr12) 0.035 (0.007) 0.146 (0.010) 0.909 (0.007) 
M2005 (No adapl.) 0.094 (0.012) 0.245 (0.016) 0.830 (0.010) 
M2005DB 0.083 (0.013) 0.178 (0.009) 0.870 (0.009) 
M2005IDB 0.093 (0.015) 0.131 (0.010) 0.888 (0.009) 
Table I shows the overall performance regarding false 
acceptance rate (FAR), false rejection rate (FRR) and accuracy 
rate (balanced version, due to data imbalance). According to 
accuracy results, all adaptation methods performed better than 
the no adaptation case. This is mainly a result of the reduction 
in FRR brought by the adaptation of the user model over time. 
This indicates that concept drift may occur in keystroke data 
and that the adaptation of the user model to it has a key impact 
on the predictive performance. 
The higher reduction on false rejection in the CMU dataset 
may be due its, on average, longer streams. As more changes 
can occur in the typing rhythm in longer streams, this could 
make the performance difference between a static and a 
dynamic model more evident. Considering the accuracy of 
the adaptive algorithms, Sliding and Usage Control (including 
the new version) adaptation methods obtained best values in 
almost all cases. This suggests that storing newer examples 
from the legitimate user as detectors is a good strategy, as 
well as keeping the most used detectors. 
Algorithms based on M2005 obtained improved perfor­
mance mainly on the CMU dataset. However, regardless of the 
dataset, it is clear that all adaptive methods for M2005 were 
better than the static counterpart. Additionally, the proposed 
method (M2005IDB) obtained the best accuracy performance 
among algorithms based on M2005, although the difference 
was very small in the GREYC dataset. Apart from the more 
efficient memory usage, M2005IDB uses mean instead of 
median. The obtained results showed that this simplification 
actually enhanced predictive performance. 
Regarding false acceptance, Usage Control 2 performed 
better than its previous version. This indicates that eliminating 
recently unused detectors decrease incorrect classification of 
intruder examples. Actually, Usage Control 2 reached the best 
FAR among Self-Detectors for all datasets. As we discuss later 
in this paper, this lower FAR may be a result of a decreased 
detector set, as Usage Control 2 adapts the size of the detector 
set over time. 
According to the Friedman statistical test [18] there are sig­
nificant differences among Self-Detectors and among M2005 
variations in FAR and FRR for p < 0.10. In terms of FAR, 
Nemenyi post-hoc test [18] showed differences between Usage 
Control 2 and Usage Control R for p < 0.10. In fact, Usage 
Control 2 consistently obtained the best FAR values for Self­
Detector (Table I). 
B. Performance over time 
In addition to the global performance seen in Table I, FAR 
and FRR were measured over time. For such, we defined a 
window of size 50 to measure the FRR and FAR in steps 
of 10 examples. The average performance over all users of 
the first group division of user cross-validation is reported 
in Fig. 2. This way, we can see the rates measured through 
the stream. Since the CMU and GREYC-Web streams are on 
average longer, we only plotted graphs for these datasets. Note 
that in GREYC-Web some users have more examples available 
than others. As these graphs show average results over all 
users, we had to limit our analysis just to the beggining of 
the stream for this dataset. In CMU, however, all users have 
the same number of examples, hence the complete stream was 
considered in CMU. 
For both static approaches (Self-Detector and M2005), 
the predictive performance tends to decrease in more distant 
Fig. 2: False rejection rate (FRR) over time. 
Fig. 3: False acceptance rate (FAR) over time. 
moments, since no adaptation occurs. This is clearer for FRR, 
whose performance is fairly acceptable in the beginning, but 
it rapidly decreases as the user models became outdated. This 
effect is not so clear in GREYC-Web, but it may be the result 
of analysing a smaller stream, which has less room for changes. 
Usage Control 2 obtained higher FRR in the first moments 
for CMU, but managed to decrease it over time. Conversely, for 
GREYC-Web, it obtained higher FRR over all measured time 
intervals, although the difference is small (note the difference 
in the scale of the y-axis between CMU and GREYC-Web). 
Overall, the adaptive Self-detectors (in particular Usage Con­
trol R and Sliding) performed better than M2005 regarding 
FRR over time. For FAR, however, Usage Control 2 con­
sistently obtained best results among Self-Detectors on both 
datasets. We further discuss these results in the next section. 
Adaptive M2005 versions also reached similar lower FAR 
over time (both M2005DB and M2005IDB). Nevertheless, for 
FRR, M2005IDB obtained better values over time when com­
pared to the standard M2005DB. Another interesting aspect is 
that M2005 based algorithms tend to increase their FRR over 
time, even their adaptive versions, although at a lower rate. 
VII. ANALYSIS OF ADAPTATION METHODS 
This section provides a deeper analysis of the effects of 
adaptation methods on the evaluated algorithms. 
A. Examples used for adaptation 
Fig. 4: Negative examples incorrectly used for adaptation. 
In Fig. 4, a plot similar to those of last section is shown. 
Nonetheless, instead of showing FARlFRR, we ploted the per­
centage of negative examples incorrectly used for adaptation. 
Note that static verions of the algorithms are represented by 
a strait line of value zero. As static algorithms do not update 
the model, they do not incorrectly use any negative example 
for adaptation. 
As described in Fig. 1, adaptation occurs each time an 
example is classified as positive. After it is classified as 
positive, an example may still not be used for adaptation 
depending on the algorithm rules as described in Section Ill. 
However, by comparing graphs for FAR (Fig. 3) and for 
examples incorrectly used for adaptation (Fig. 4), we conclude 
that both rates are highly correlated. With the exception of 
the Usage Control R, other adaptive approaches studied here 
always use all examples classified as positive for adaptation. 
This may explain this high correlation between FAR and the 
rate of examples incorrectly used for adaptation. 
50-
tI 
11 
40-
20- I 
- Self-Detector (No adaptation) 
- - Self-Detector (Sliding) 
_. Self-Detector (Usage Control R) 
- Self-Detector (Usage Control 2) 
11)0 2(lO 
Example Index 
Fig. 5: Number of detectors over time (Self-Detectors). 
Fig. 5 illustrates the number of detectors for one user over 
time for Self-Detectors (only these algorithms are based on 
detector sets). All algorithms have constant detector set size, 
except Usage Control 2. According to this graph, the number 
of detectors increases for a short time for Usage Control 2, 
then it sharply decreases and keeps varying within a lower 
range. Although Usage Control 2 usually selects a reduced 
set of detectors, this set did not imply in much higher FRR 
when compared with no adaptation. Conversely, this reduced 
set contributed to decrease FAR. In this algorithm, the range 
for the amount of detectors is a function of the maximum value 
that recent usage assumes when the detector is used. As stated 
earlier, the value adopted here is 10, as in [14], [13]. 
B. Correlation/Score over time 
Fig. 6 shows a plot for the maximum correlation among 
all detectors and positive examples along a single instance 
of the data stream. Only Self-Detectors, which are based on 
cosine correlation are plotted: no adaptation (baseline), Slid­
ing, Usage Control R and Usage Control 2 (proposed in this 
work). Note that the detector with the maximum correlation 
determines whether the example is classified as positive or not, 
hence it is an indication of how close the detector set is to the 
actual user examples. We chose three users from CMU and 
three from GREYC-Web to illustrate different user behaviours 
and how model adaptation worked in these cases. Users have 
different stream lengths in GREYC-Web, so we chose three 
users among the ones with higher number of examples. Not 
all user behaviours are shown here, but the main ideia of this 
section is to study how adaption performs in diverse situations. 
First, we study the no adaptation scenario in Fig. 6. This 
allows to see how far the initial static user model becomes over 
time. For Users A and D, the maximum correlation steadily 
decreases, suggesting that the user model became outdated and, 
therefore, did not represent the current positive examples. User 
B decreased the correlation mainly in the beggining of the 
stream, showing a different behaviour. On Users C, E and F, 
however, there are no strong changes in the user behaviour, 
although User C had sharp decrease in the last part of the 
stream (after example index 300). By looking at these users, 
Fig. 6: Correlation over time (positive examples only). 
there is an indication that behaviour change does occur over 
time in keystroke dynamics. Nevertheless, it is not the case for 
all users here. Some of them had more stable behaviour over 
time. 
After studying the behaviour over time in the no adaptation 
scenario, the effect of the adaptive methods is evaluated. 
Overall, all adaptation methods kept the correlation more stable 
by automatically updating their set of detectors. This effect 
is very clear for Users A, B and D, which had a stronger 
behaviour change. Even for the other users which are more 
stable, adaptive methods managed to increase the maximum 
correlation, although in a lower rate. Usage Control 2 tends to 
attain lower correlation values than other adaptive methods 
studied here. This may be due to the reduced detector set 
observed earlier in this paper. However, this reduced set of 
Usage Control 2 may also have contributed to a lower FAR 
without much loss in correlation values. These graphs show 
that adaptive algorithms may improve recognition performance 
even for users with more stable behaviour over time. 
In Fig. 7, a plot similar to Fig. 6 illustrates how the 
scores of M2005 vary. The higher the score, the higher is the 
confidence of M2005 when classifying an example as positive. 
Consequently, the score may be used as measure of closeness 
between the positive example and the user model. The users 
in Fig. 7 are the same ones shown in Fig. 6. 
Adopting the same strategy for correlations of Self­
Detector, we firstly study the no adaptation scenario. For 
M2005, the scores steadly decreases for Users A, B and C 
from CMU. User D experienced score values increasing and 
decreasing over time, showing different behaviour changes. 
Users E and F, however, have a more stable tendency of score 
values, similar to what was seen for Self-Detectors. 
When adaptive versions of M2005 are applied, score values 
tend to increase. Nonetheless, for users of CMU dataset, 
M2005DB also decreased score values over time, although it 
still obtained higher values for Users A and B. The incremental 
version of the algorithm (M2005IDB) also decreased the score 
values in some cases (e.g. User A), but overall it reached higher 
values when compared to the standard M2005DB. 
By comparing the behaviour of Self-Detector and M2005, 
adaptive Self-Detector obtained better results over time. It is 
a result of the more stable correlation behaviour over time, in 
particular for the CMU dataset. In some cases, adaptive M2005 
decreased the score over time, while adaptive Self-Detectors 
managed to maintain it more stable. 
VIII. CONCLUSION 
This paper studied keystroke dynamics in a data stream 
context, investigating the problem of adapting user models to 
typing rhythm changes over time. Some classification algo­
rithms used in the literature were evaluated and modifications 
to their adaptation mechanisms were proposed. As discussed 
earlier, biometrics domain needs to address challenges similar 
to those of continuous data streams, such as access to sequen­
tial data and adaptation to concept drift. This is named here 
as biometrics in a data stream context. 
According to the experimental results, all adaptation algo­
rithms obtained better predictive performance than their static 
(without adaptation) counterparts. In particular, the proposed 
modifications showed superior predictive performance. Usage 
Control 2, proposed here, was also more memory efficient than 
its previous versions due to its reduced detector set. 
Comparing the Self-Detector and M2005 based approaches, 
we reported an interesting finding. Adaptive approaches of 
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Fig. 7: Score over time (positive examples only). 
M2005 increased FRR over time, although in a lower rate than 
the non-adaptive version. Self-Detector approaches, like Usage 
Control 2 and Sliding, on the other hand, usually decreased 
or kept this rate more stable over time. Therefore, based on 
the experimental analysis conducted in this paper, the adaptive 
Self-Detectors for keystroke dynamics would be recommended. 
As future work, additional scenarios which require adap­
tive classification algorithms in biometrics will be evaluated. 
Other methods to improve the performance of statistical based 
algorithms over time may also be investigated. 
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