Abstract-Rough set theory is emerging as a powerful toll for reasoning about data. Attribute reduction is one of important topics in the research on the rough set theory. At present, there is few researchers investigated attribute reduction based on incomplete decision 
INTRODUCTION
The theory of rough sets is proposed by Pawlak [1] [2] as a method of set approximation. At present rough set theory has been successfully applied in the fields of expert systems, machine learning, pattern recognition, decision analysis, and knowledge discovery in databases. Attribute reduction is an important research issue in rough set theory. There many attribute reduction algorithm is founded on the equivalent relation of the complete decision table. However, the equivalent relation is too rigid and even unnecessary in the real world, especially in the processing of the incomplete decision table with missing values. To abstract knowledge from this incomplete decision table, Kryszkiewicz [2, 3] and Stefanowski [5] proposed a direct method based on tolerance relation that extends the concepts of the classical rough set theory. Wang [6] proposed a new extension of rough set model based on a limited tolerance relation. Tzung-Pei [7] proposed a direct knowledge acquisition from the incomplete decision table. Wu etc. [8] [9] [10] proposed an efficient knowledge acquisition method based on the maximal consistent block technique. However, for more efficient obtaining knowledge from the incomplete decision table, it should compute attribute reductions of the incomplete decision table firstly, especially to the large incomplete decision table. So attribute reduction is very important. Now many researchers proposed some attribute reduction algorithms. Liang [11] and Li [12] provided attribute reduction algorithm based on incomplete information system which have no decision attribute. Huang and Zhou [13, 14, 15] 
is the set of objects, = ∪ , where a V is the value range of attribute a. Obviously, T is reflexive and symmetric, but not transferable. The tolerance class ( ) B S x of an object x with reference to an attribute set B is defined as
Definition 2 [15] . Let S=(U,C,D,V,f) be an incomplete decision table , the information quantity of knowledge B C ⊆ is defined as
, |X| is cardinality of set |X|. It is obviously that there is ( ) 0 I ∅ = . Definition 3 [15] . Let S=(U,C,D,V,f) be an incomplete decision table , the condition information quantity of knowledge B C ⊆ with reference to knowledge D is defined as
⊆ is a attribute reduction based on information quantity of C with reference to D iff B satisfies the following conditions:
(
III. ANALYSIS OF RELATED WORK
To get efficient attribute reduction algorithm based on information quantity for incomplete decision table, we fist analyze the algorithm in [15] . The following algorithm is the algorithm in [15] which called the old algorithm.
The old algorithm:
Output: attribute reduction R.
1) Compute the condition information quantity ( | ) I C D and information quantity I(D);
(2) Let R=∅;
, and let
, then output attribute reduction R and stop algorithm; else turn to step (3);
In the old algorithm, the complexity of the step (1) is O(|C||U| 2 ). In this step, the main computational time is to compute the
. It is to say that the time 
So the time complexity of the old algorithm is 3 2 (| | | | ) O C U in the worst case [15] . At present, the main computational time of the attribute reduction algorithms for incomplete decision table or incomplete information system (which have no decision attribute) in [11] [12] [13] [14] [15] is to compute tolerance class
The shortcoming of these algorithms is that the efficiency of the computing ( )( , )
is not good. Now we use the following example to illustrate our idea. In these algorithms of [11] [12] [13] [14] [15] 
IV. EFFICIENT OF ATTRIBUTE REDUCTION
According the above idea, we design the following efficient algorithm to computing ( )( ) 
Then the time complexity of the algorithm 1 is (1) {1} 
VI. COPYRIGHT FORMS AND REPRINT ORDERS
In this paper, we first analyzed the shortcoming of attribute reduction based on information quantity for incomplete decision table in [15] . We thought that the method of computing the tolerance class is not good. So we provided an efficient algorithm for computing the tolerance class. Then we use the above algorithm to design an efficient algorithm of attribute reduction based on information quantity. The idea of computing the tolerance class provided a way for us to design efficient attribute reduction based on incomplete decision table.
