Abstract-In spite of important efforts in content-based indexing and retrieval during these last years, seeking relevant and accurate images remains a very difficult query. In the state-of-the-art approaches, the retrieval task may be efficient for some queries in which the semantic content of the query can be easily translated into visual features. For example, finding images of fires is simple because fires are characterized by specific colors (yellow and red). However, it is not efficient in other application fields in which the semantic content of the query is not easily translated into visual features. For example, finding images of birds during migrations is not easy because the system has to understand the query semantic. In the query, the basic visual features may be useful (a bird is characterized by a texture and a color), but they are not sufficient. What is missing is the generalization capability. Birds during migrations belong to the same repository of birds, so they share common associations among basic features (e.g., textures and colors) that the user cannot specify explicitly. In this paper, we present an approach that discovers hidden associations among features during image indexing. These associations discriminate image repositories. The best associations are selected on the basis of measures of confidence. To reduce the combinatory explosion of associations, because images of the database contain very large numbers of colors and textures, we consider a visual dictionary that group together similar colors and textures. Thus, the visual dictionary summarizes the image features. An algorithm based on a clustering strategy creates the visual dictionary. The associations discovered permit the automatic classification of images during their insertion into image repositories and return accurate and relevant results. More generally, we show that content and knowledge-based indexing and retrieval is more efficient than retrieval approaches based on content exclusively and inaugurate a new generation of approaches in which knowledge contributes to finding images in large image repositories.
INTRODUCTION
H OW will the users index the vast and growing repositories of information at their disposal? And, how will the users access the multiple types of digital formats in which their information is stored, including images? They need intelligent tools to sort and organize the onslaught of digital information and to transform that information into usable knowledge.
Knowledge is precise information that meets a need, answers a question, or solves a problem. Knowledgecontent-based retrieval, then, is the ability to access and extract only the most accurate and relevant information. Conventional tools like search engines provide only rudimentary extraction of raw information that, after a time-consuming process of evaluation, all too often turns out to be mostly inaccurate, irrelevant, or incomplete. Reaching and utilizing true knowledge can make the indexing succeed where others fail.
In the current state of the art [18] , [11] , [8] , [13] , the automatic aspect of indexing, which is an important advantage of visual information systems, supports weak knowledge description and, therefore, weak query results. Queries based on content are not powerful enough to specify knowledge queries, such as "finding images of flowers in front of a lake" or "finding images of a naval fleet or a shuttle flight during a launch." Such queries are not easy because the associations between the content and the semantic in the user's mind are weakly declared. There is a difference between the image features of the examples (e.g., color, texture) and the semantic (e.g., flowers in front of a lake) the user is looking for. It is not easy because the user has to define the semantic he is looking for in terms of visual descriptions. In the query, the features mentioned earlier may be useful (a shuttle has a special shape, launch has a specific color-orange), but they are not sufficient. What is missing is the generalization capability. A fleet is a grouping of a number of significant regions that correspond to ships sharing common features (e.g., shapes). "Flowers in front of a lake" have specific colors, textures and associations between visual features that are very difficult to specify explicitly in the query. These associations are hidden. The user's mind discriminates "images that contain flowers in front of a lake" from "images that contain flowers in mountains." This is possible because there are several hidden associations between visual features that compose and discriminate the two repositories of images: "flowers in a front of the lake" and "flowers in mountains."
Without efficient indexing, there is no efficient retrieval. We cannot seek the images efficiently without an efficient way of indexing the content of images. The central question is: how can the system extract not only the classical features (e.g., colors, textures), but also the hidden associations between the features in order to make the content-based indexing and retrieval accurate? The answer to this challenge inaugurates a new generation of information retrieval systems in which the knowledge is extracted automatically, and is well positioned to drive the retrieval process efficiently. A compromise and a natural way to deal with this challenge seem to obtain some semantic information through manual annotations. We obtain indexing and retrieval methods that combine textual and visual features. Based on experimentation, it is proven that queries based on textual and visual descriptions are more efficient than queries based on textual or (exclusive) visual queries [3] , [7] . Visual queries are extracted automatically, however, textual descriptions are annotated manually. Although the effort in "manual" annotation is less important than in classical information retrieval [21] , [20] , the "manual" property of the annotation is a serious "speed limit" to the exploitation of such approach. Furthermore, the manual annotation is quite subjective and ambiguous and it is very difficult to capture the visual content of an image using words.
One approach to deal with this problem is to organize the digital repositories in a meaningful manner using image classification. Image classification classifies images into semantic repositories that are manually precategorized. The classification of images into repositories can be helpful in the semantic organization of digital repositories. The classification of images is quite difficult in general. Images in the same semantic repositories may have large variations with dissimilar visual descriptions (images of persons, images of industries, etc.), and images from different semantic repositories might share a common background (some flowers and sunset have similar colors). And, this limits the efficiency of automatic classification based exclusively on visual content of images (texture, color).
In this paper, we propose a new scheme for automatic hierarchical image classification. We assume a training set of images with known repository labels available. We use low-level features-histogram of colors and Fourier descriptors of texture-that are together efficient for contentbased image retrieval. Using low-level features for the training images, associations among visual features are extracted automatically. These associations discriminate image repositories. The best associations are selected on the basis of two confidence measurements (conditional probability and implication intensity). Once the classification tree is obtained, any new image can be classified easily. Furthermore, query results are obtained with semantics because they belong to semantic repositories. We prove that discovering hidden associations contributes to making the content-based retrieval more efficient. The hierarchical approach of image classification has several advantages: easy browsing and navigation through the repositories, efficient retrieval, and ergonomically friendly presentation of repositories.
More generally, in the application context, the proposed approach triggers a solution that transforms information into knowledge. It empowers people and enables organizations to analyze, index, catalog, browse, access, and search more easily all image knowledge assets. Employing simple queries-by-example, the approach is intuitive and easy to use.
In Sections 2 and 3, we present the main contribution of our work and related works. In Section 4, we present the advanced framework of the approach. In Section 5, we present image features. In Section 6, we present how to create visual dictionaries from digital images. In Section 7, we highlight the interest of the knowledge discovery approach, and show how the knowledge discovery engine is used to learn discriminating characteristics that are fundamental to classification. In Section 8, we present result evaluations.
CONTRIBUTION
The scope of the proposed approach concerns the automatic discovery of hidden associations. Automatic discovery of hidden associations proposes a new framework for knowledge discovery by enabling the extraction of associations between visual features that contribute to identifying and understanding image repositories. These capture the discriminations of different repositories of images, such as the naval fleet or flowers in front of a lake.
The most difficult problem we met using the association discovery method among visual features is to find features that are shared by images. Without a clustering step in which similar features are grouped together, we will obtain different features for different images, even if they are similar. So, for 1.000.000 images, we will have 1.000.000 colors and 1.000.000 textures. In such cases, the discovery method returns image specific associations that are completely inefficient in discriminating repositories of images. For these reasons, we developed an approach that group together similar features (colors and textures). For example, in the association a ¼> b, a, and b are centroids of similar colors or textures. So, a and b are features that may be found in several images.
The approach developed is articulated around two important points:
First, the definition of a clustering algorithm for image descriptors (histogram of colors and Fourier descriptors of textures). The algorithm is an extension of k-means [17] by image descriptors and suitable similarity measures (quadratic distance). The clustering algorithm creates an efficient visual dictionary that summarizes the database image features. The visual dictionary is a fundamental step for discriminating features necessary to knowledge extraction. The visual dictionary groups together similar features based on the clustering algorithm. The visual dictionary tends to maximum entropy and minimum distortion.
Second, the power confidence values of the associations among visual features. They are composed of conditional probability and implication intensity measures.
The implementation of these notions, together in the same framework, constitutes our knowledge-content-based indexing that extends the classical indexing, limited to visual features, by relevant associations extracted automatically.
The proposed approach learns application domain associations automatically and contributes to extracting the knowledge from image repositories. Users may reuse the learned knowledge easily and naturally in the browsing process. Furthermore, there is no need for "a priori" knowledge in order to have efficient access to information. So, the system is generic and adaptable to any application field. The system discovers knowledge in images without predetermined knowledge about the application field.
RELATED WORKS
Very few studies have considered knowledge extraction and data classification on the basis of image features, and very few of them, [12] , [2] , concern knowledge extraction and data classification in the context of image indexing and retrieval. That is why we will consider the related work in the general context of information retrieval in different repositories of images.
In the general context of information retrieval, the majority of the related work has been concerned with handling text information. Some research used a main index for repository selection. The main index supports specification of all repositories. The content of repositories are described by a set of attributes. The selection of appropriate repositories is trivial. The retrieval process starts in the main index that provides users directions on repositories to be searched. In this category of research, we find systems such as Wide Area Information server [14] , Indie server [4] , and the World Wide Web search engines (ALIWEB [16] , WebSeek [1] , AltaVista, Yahoo, etc.). If ALIWEB maintains a manually generated index for each repository, AltaVista and Yahoo maintain an automaticgenerated index. The Web image search engine, WebSeek, uses a hierarchical semantic structure for collecting and searching images from the Web. The image categories and hierarchy are preset by human design. An image is classified into one of the repositories by first extracting key words from html pages and then mapping the key words to repositories.
With the high popularity and increasing volume of images in centralized and distributed environment, it is evident that the repository selection methods based on textual description is not suitable for visual queries, where the user's queries may be unanticipated and referring to unextracted image content. Furthermore, they require human assistance and depend on the information in the HTML pages that may be insufficient or even inaccurate and misleading.
More recently, a method for data resource selection in distributed visual information systems [2] , has been proposed. The method is based on a metadata base at a query distribution server. The metadata base records a summary of the visual content of the images in each repository through image templates and statistical features. Image templates and statistical features characterize the similarity distributions of the images. The selection of the databases is driven by searching the metadata base using a ranking algorithm that uses query similarity to a template and the features of the database associated with the template. Two selection approaches have been implemented, termed by mean-based and histogram-based approaches. The template summarizes the visual contentbased on basic features (histogram of color and mean of colors). An important difference with our approach concerns the use of mean and histogram of colors; our approach uses histograms of color and Fourier coefficients of textures. Finally, visual templates and statistical features summarize the content of repositories; in our approach, associations among visual features summarize the content of repositories.
Another approach [12] proposes a new scheme for automatic hierarchical image classification. It assumes that a training set of images with known repository labels is available. It uses image descriptors: banded color correlograms. Using banded color correlograms, the approach models the features using singular value decomposition and constructs a classification tree. Once the classification tree is obtained, any new image can be classified. The method has been tested on 11 repositories of COREL collection (aviation, photography, British motor car collection, etc.). The classification tree obtained seems to be conforming to the semantic content of the 11 repositories. An interesting point of this approach is the use of correlograms. The results suggest that correlograms have more latent semantic structures than histograms. The technique used extracts a certain form of knowledge to classify images. Using a noisetolerant SVD [5] description, the image is classified in the training data using the nearest neighbor with the first neighbor dropped. Based on the performance of this classification, the repositories are partitioned in subrepositories, and the interclass dissociation is minimized. This is accomplished using normalized cuts. The subrepositories and the training images that were correctly classified with respect to the subrepositories are worked upon recursively to obtain a hierarchical classification tree.
Compared to this approach [12] , our approach uses two basic visual features: histograms of colors and Fourier descriptors of the texture. These two descriptors make the description of the image content accurate. So, our approach extracts automatically the relationships between these two descriptors in each repository of images. The extraction of relationships is not possible in this approach as the content of images are represented by only one descriptor: banded color correlograms.
In the general context of content-based image retrieval, except few cases such as those presented above, the state of the art is weak. Although many visual information systems have been developed recently [8] , [18] , none of these systems operate by considering knowledge extracted from image repositories. The selection of image repositories for a given query discussed in this paper offers a new approach to design a knowledge-content-based retrieval system. The proposed approach in our work may also be used for the Web search engines once the image repositories on the Web have been collected, and may be seen as one of the first investigations in knowledge discovery from visual data.
ADVANCED FRAMEWORK
Basically, the framework is composed of two important components: indexing and retrieval. In indexing, the image contents are extracted automatically. Methods, whether aided by the user or not, may identify relevant regions in images and compute features such as color and texture of the regions or compute the visual features of the whole image. The extracted contents are represented as or transformed into suitable models and data structures, and then stored in the database. In an optimal framework, the representation of the contents is managed by a virtual memory, in which the most frequently accessed contents are kept in the high-speed memory (e.g., central memory) and the remaining contents are kept in lesser speed memory (e.g., secondary memory). The retrieval consists of searching images by selecting target images or content properties such as color, texture of image regions, or combinations of these. The system includes a visual query tool that lets users form a query by drawing, sketching and selecting textures, and colors. Finally, the retrieval process computes distances between source and target features, and sorts the most similar images. The basic properties of the framework presented so far are classical and shared by lots of visual information systems [8] , [13] , [11] . In the context of knowledge-content-based indexing and retrieval, we propose a suitable framework in which three extensions are concerned:
First, on the basis of semantic repositories (Birds, Flowers, Water, Buildings, etc.), the system extracts image features and discovers the knowledge (associations shared by images) that discriminates each repository. The associations describe relationships between visual features (color and textures of images). Each set of associations linked to a repository summarizes image contents of the repository. Associations contribute to repository discriminations. The features and knowledge extracted are saved in the database.
Second, when an image is inserted into the database, it is classified "automatically" in the repository hierarchy. At the end of the classification process, the image is added to a specific repository. In this case, the distance between the image and the knowledge associated to the repository is the shortest one, compared to the distance between the image and the other repositories. Otherwise, the instantiation association between the image and the repository is not considered.
Third, the architecture supports efficient retrievals and browsing through repositories. For example, the user may ask queries such as "find images similar to the source image but only in People repositories" or "find all images that illustrate the bird repository with such colors and such texture." In the retrieval task, when the final repository is selected, features (colors, textures) of the query specification are compared with features of the image repository to determine which images correctly match (are similar to) the given features. The matching task is based on computing the distance between target and source image regions. When mixing several features, such as colors and textures, the resulting distance is equal to the Sum taking into account the confidence values of the considered features. The resulting images are sorted; the shortest distance corresponds to the most similar images.
Ideally, we should develop a fully automated system that, after extracting and storing visual features of images, clusters together similar images in repositories. Each repository is automatically obtained and should correspond to a semantic repository of the application field. However, this is not realistic, as some tasks inevitably require the user's intervention such as repository semantic identification and validation.
These extensions improve system performance compared to previous versions [6] of the system. For example, in the retrieval task, when the user gives an example image (called source image) to formulate his query and asks "find images similar to the source image," the system will not match the source image with all images in repositories. It will match the source image features with only the target image features of suited repositories (Fig. 1) . If the knowledge that characterizes a repository is globally respected by the source image, then the considered repository is the suited one. Then, the system focuses the search on the subrepositories of the current one. In the target repository, the search is, generally, sequential.
Another advantage of these extensions is the richness of the description contained in the results of queries since the system presents both similar images and their repositories.
For example, the user specifies the query: "Find images that are visually similar to query images." The query images represent waterfalls (Fig. 2) . The system matches the query images with both repository centroids and knowledge, in the form of associations of the different repositories. The image belongs to waterfall repository because the distance between the image and the class centroid of the image repository is the shortest one, and the associations associated with the repository are globally verified. The retrieval process, then, matches all the images of this repository in a sequential order. The first images returned contain waterfalls. All the images are visually similar to the example images. This example illustrates "query by examples" that are based on combination of the visual features. "Query by examples" specifies a query that means "find images that are similar to those specified." The query may be composed of several images. Several images make the "efficiency" of retrieval accurate. For example, several images of "waterfall" gives us an accurate description of the waterfall. This property possible enables the refinement of retrieval based on the feedbacks (results of previous queries).
IMAGE FEATURES
The color is the first feature considered to describe the image content. The color feature is extracted automatically from an image or a region. In the first step of the extraction process, based on the physical format, the region or image color is extracted and represented in the RGB model. Based on the RGB model, the color is transformed into HSV model, characterized by these means H, S, and V. The HSV model is more suited than the RGB model, in which certain ambiguities appear between colors (e.g., yellow and green).
In the object-oriented modeling, we define a class of colors called HSV. HSV repository includes color histogram and methods (e.g., distance measures). The color of a region is represented by a histogram of 256 colors. Each element of the histogram represents the number of pixels that have the suited color. So, comparing the colors of two regions is equivalent to computing the distance between the histogram of the target and the source regions. Before submitting the query, the user may choose the distance. By default, the quadratic distance is activated.
The texture is an important aspect of human visual perception, and it is the second important feature extracted automatically from image regions. The approach considered implements a powerful texture representation. Thus, we use a mathematical model: Fourier model [22] . The Fourier model has very interesting advantages: the texture can be reconstructed from the features. It has a mathematical description rather than a heuristic one. And, finally, the model supports the robustness of description to translation, rotation, and scale transformations. An important contribution of our representation is our extension of Fourier model to texture description. This extension considers the matching process, and particularly the similarity measure. In this extension, we consider textureðtÞ to be composed of two functions ( Fig. 3) : xðtÞ and yðtÞ.
So, textureðtÞ ¼ ðxðtÞ; yðtÞÞ. xðtÞ represents the different level of gray of x, and yðtÞ represents the different level of gray of y. t indicates the different indices of the signal texture. t ¼ 0, N À 1. N is the period of the function and N = length of the normalized image. So, we have two series of coefficients Sða n ; b n Þ and Sðc n ; d n Þ that represent Fourier coefficients of xðtÞ and yðtÞ, respectively (Fig. 4) .
We consider only 11 coefficients of Fourier that select the lowest frequencies of the subband k 2 ½0-10. In this extension, we modify the similarity measures (Euclidean distance) in order to consider the coefficients of the two signals xðtÞ and yðtÞ.
The choice of implementing Fourier descriptors is based on its numerous advantages such as texture reconstruction, and robustness of description to translation, rotation, and scale transformations. Furthermore, it represents any complex texture with only few parameters; for N harmonics, we have 2 þ N Ã 4 coefficients.
Two textures are similar even if they differ as a result of a geometric transformation such as rotation, scale, or translation. In fact, translation, rotation, and scale have no effect on the module of Fourier's coefficients (more or less K coefficient, for scale).
VISUAL DICTIONARY
The creation of the visual dictionary is a fundamental preprocessing step necessary to extract associations. It is not possible to extract useful associations without the preprocessing step in which similar features are clustered. The gravity centers of the feature clusters constitute the visual dictionary. Without the visual dictionary, we have to consider all features of all images; then, we obtain very few features shared by images and then very few associations, that discriminate repositories. In such cases, the associations extracted will be too weak to discriminate the repositories.
Based on the learning set of length equal to T (image repositories contain T images), the algorithm creates a visual dictionary of colors and textures. The length of the visual dictionary is equal to L. The visual dictionary contains the most representative colors and textures of images (Fig. 5) . In our experiments, L ¼ 256 and T ¼ 27; 331 images. In other words, the algorithm clusters together similar numerical representations of color and texture. The algorithm result summarizes the color and texture features of the image repositories. The difference between the color and texture clustering algorithms concerns the features (histogram for colors and Fourier coefficients for texture) and distances used, respectively, Euclidean for textures and quadratic for colors.
Definitions
We present definitions of some terms that are useful to understand the principle of the algorithm.
K-Medoid. K-medoid methods determine k cluster representatives and assign each feature to the cluster with its representative closest to the feature such that the sum of the distances squared between the features and their representatives is minimized.
Centroid. The centroid is the gravity center of a set of features. The center of gravity is equal to the mean of feature vectors of a cluster. The centroid c l ¼ ðc l1 ; c l2 ; c l3 ; c l4 ; . . . ; c ln Þ is equal to the mean feature vectors a i ¼ ða i1 ; a i2 ; a i3 ; a i4 ; . . . ; a in Þ;
i ¼ ½1 À m. m is the cardinality of the cluster. n = the length of the vector. a ij is the jth element of the feature i. m = the number of features in the cluster. n = the length of a feature. l 2 ½1 À L, l corresponds to the lth cluster. c l ¼ ðAE i¼1;m a i Þ=m, and c lj ¼ ðAE i¼1;m a ij Þ=m. So, the jth element of the centroid vector is equal to the mean of the jth elements of the feature vectors of the cluster, as presented in Fig. 6 .
Quadratic distance. The quadratic distance takes into account the color similarity between the histogram bins by using the symmetrical similarity matrix A. The matrix weights are normalized to obtain 0 a pq 1. So, the matrix diagonal is equal to 1 since any color is identical with itself ða pp ¼ 1Þ. A coefficients ða pq Þ close to 0 represents dissimilarity between p and q bins. For example, in QBIC [8] , the quadratic distance between two color histograms is used with a similarity matrix A whose elements are defined by: a ij ¼ ð1 À d ij =d max Þ, with d max ¼ max ij ðd ij Þ, d ij being Euclidean distance between the colors i and j in any color space. The two distributions, H and I, may also be normalized in order that 1 ! h cp , i cp ! 0, and AE p h cp¼ AE p i cp ¼ 1;
The quadratic distance D Q ðH; IÞ ¼ p ððH À IÞ:A:ðH À IÞ T Þ with A the similarity matrix ðn Â nÞ, A ¼ ½a pq , a pq weight of the similarity between the p and q bins. This distance makes it possible to obtain satisfactory results since it appreciates color similarity correctly. However, its major drawback is that it is time-consuming compared to the other distances. Euclidean distance results from the quadratic distance where A matrix is the identity matrix (no correlation between the histogram bins). For the texture, we extend the Euclidean distance to Fourier coefficients. Thus, the matching distance between the Fourier descriptors of texture t 0 of an image image 0 and the Fourier descriptors of the texture t of an image "image," is triggered by computing the distance between t and t 0 , namely: dðt; t 0 Þ ¼ p ðAE n¼1;N ðjT 0 n À K:jT n jÞ 2 Þ; N ¼ 10;
for t and t 0 textures, we have a positive constant K, and for any n 6 ¼ 0, jT 0 n j ¼ K Ã jT n j, where
That is to say, the textures are identical except for one geometric transformation. The translation, scale, and rotation have no effect on the module of Fourier coefficients. K ¼ 1=N Ã ðAE n¼1;N ðjT 0 nj=jT n jÞÞ is an estimation of K which minimizes the error on the first N (e.g., 11) coefficients of Fourier.
Entropy. The entropy is a statistical measure of the degree of cluster dispersions. In information theory, the entropy S ¼ ÀAE i¼1;L pi ln pi: pi = probability of the appearance of the feature of the centroid i. AE i pi ¼ 1. It is used by the algorithm in order insure that centroids are far from each other. The implementation of the formula presented, above is very time consuming. So, we approximate it, in the algorithm, by a simple procedure. This procedure considers that the entropy is proportional to the distribution homogenous of the features in the clusters. So, when we obtain clusters for which the cardinalities are not far from each other, then we consider that the entropy is high. However, when we obtain clusters, for which the cardinalities are so different, then we consider that the entropy is weak, and then the clustering result is not good. In this case, certain clusters contain a high number of features, and others contain a low number of features. For example, a cluster contains 2,000 features, and another one contains five features. So, we can say that the entropy is not good. In each iteration of the algorithm, the cluster that contains the highest number of features is splitting, and the cluster that contains the lowest number of features is deleted.
Distortion. The distortion is a statistical measure and a cost function that is used, by the algorithm, to estimate the degree of clustering around the centroids. An objective of the algorithm is to minimize this cost function. Distortion D ¼ 1=T ðAE t¼1;L AE k¼1;cardinalityðY tÞ distanceðc t ; y k ÞÞ; y k 2 Y t : L = number of clusters. T is the number of features of image databases. c t is the centroid of the cluster Y t . In Fig. 7 , DistortionðCluster3Þ % DistortionðCluster4Þ means that images of Cluster3 and Cluster4 are clustered with a similar degree around their gravity centers.
Distortionðcluster1Þ < DistortionðCluster2Þ
means that the clustering degree of images in Cluster1 is better than the clustering degree of images in Cluster2. Entropy ðfCluster1; Cluster2gÞ > EntropyðfCluster3; Cluster4gÞ means that the distributions of images around the gravity centers of Cluster1 and Cluster2 are more homogeneous than the distributions of images around the gravity centers of Cluster3 and Cluster4. We note that Cluster3 contains five features and Cluster4 19 features.
Euclidean distance. The Euclidean distance d between two vectors v and u is equal to p ðAE l¼1;n ðv cl À u cl Þ 2 Þ. It is one of the most popular distances used in the clustering techniques.
Algorithm
Five steps distinguish the algorithm: 
The algorithm is reiterated in the new visual dictionary in order to obtain a new partition. The algorithm converges to a stable state by developing at each iteration the distortion criteria. Each iteration of the algorithm should reduce the distortion. So, D sÀ1 ! D s . The algorithm is stopped when the stability of distortion is achieved. The choice of the initial visual dictionary will influence the clusters obtained. The creation of the initial visual dictionary will be certainly performed by using the splitting technique [10] . */ } 4. /* To increase the entropy of the visual dictionary features, the highest apparition probability cluster is split into two subclusters, and the same clustering approach is applied to the two subclusters. */ -Splitting of a centroid of the visual dictionary Y sÀ1 that supports the highest apparition probability p i . p i corresponds to Cluster s;i that has the maximum number of features. The centroid corresponds to the gravity center of the Cluster s;i . ðY sÀ1;i 0 ; Y sÀ1;i 00 Þ ¼ splittingðY sÀ1;i Þ. -Deleting the centroid of the visual dictionary Y sÀ1 that supports the lowest apparition probability p j . p j corresponds to the Cluster s;j that has the minimum number of features. The centroid, in question here, of the visual dictionary corresponds to the gravity center of the Cluster s;j . -Each splitting is followed by a deletion, so the cardinal of the visual dictionary remains constant (equal to L). In other words, the splitting step decomposes features Y k of the visual dictionary into two different features Y kÀ and Y kþ , where is a random vector of weak energy, and its distortion depends on the distortion of the split vector. The splitting step reduces not only the dependency between the initial visual dictionary and the final visual dictionary, but also increases the entropy of the visual dictionary. It means that, the visual features are grouped homogeneously around the features of the visual dictionary. 5. The algorithm is then applied to the new visual dictionary in order to optimize the produced features. So, the step 3 is applied to Y sÀ1;i , and Y sÀ1;i 00 , by considering the learning = Y sÀ1;i , and then, the step 3 is applied on the whole visual dictionary that includes Y sÀ1;i , and Y sÀ1;i 0 .
}
The experimental results have shown that the distortion values decrease quickly as the splitting number rises. After a quick initial decrease, the distortion values decrease very slowly. Conversely, the entropy increases quickly as the number of splitting rises, and then, it increases very slowly.
ASSOCIATION EXTRACTION
Based on the visual dictionary, the approach discovers associations. Associations are knowledge shared by images of the same repositories (Birds, Animals, Aerospace, Cliffs, etc.).
The extraction of associations is elaborated in two steps: symbolic clustering and association discovering.
Symbolic Clustering
In the first step, the description of the content of images is transformed into a symbolic form defined in the visual dictionary. The most similar features defined in the visual dictionary replace the features of the image. Each feature of the visual dictionary is associated to a symbolic representation in order to manipulate it easily. In fact, in our experimentation, a vector of 256 bins implements a color feature. The texture feature is implemented by a fourdimension vector of 42 elements. So, manipulating a symbol is more convenient than such vectors and, significantly, simplifies the extraction process. For example, in the figure presented below (Fig. 8) , the image is composed of region1 and region2. Region1 is characterized by light red color and bird texture, and region2 by watercolor and water texture.
A simple string does not describe light red color, but it is described by a color histogram. Even if the colors in regions of different images of the same repository, as presented in the following figure, are similar (i.e., light red), the histograms (numerical representation of color) associated with them are not generally identical; they may differ by only a few pixels.
That is why the visual dictionary has been created. It clusters similar colors and textures together in a symbolic form (Fig. 9) . So, the histograms of colors and the series of Fourier coefficients of the texture associated to region1 and region2 are replaced by the most similar color and texture of the visual dictionary. To simplify the manipulation of the visual dictionary features, the system uses symbolic representations: "red_light," "water_color," "bird_texture," "water_texture." Based on these descriptions, the discovery engine is triggered to discover the shared knowledge in the form of associations, and this constitutes the second step of the association extraction.
Association Discovery
In the second step, the knowledge discovery engine automatically determines common associations among the image features. These associations are in the form of P remise ¼> Conclusion with a confidence (Fig. 10) . These associations are called statistical as they accept counterexamples.
Here is the general principle of the association discovery engine: . These images belong to the repository: Bird. In this example, the light red color zones in the different images are grouped together in the symbolic form red_light because they are similar. Watercolor is not clustered in red_light because the distance between them is not the shortest one. However, it is clustered in the symbolic form water_color shared with other images. In the same way and based on appropriate distances, the system clusters, respectively, similar textures together in a symbolic form. ; association_local = ( association_local -( association_global \ association_local ) ); For (j=0, j < length(association_local), j++) {association_local(j).ConfidenceMeasure (); /* Confidence measure = conditional probability measure and implication intensity measure.*/ } association_global = association_global [ (association_local -(association_global \ association_local ) ) } association_global = association_global -{a 2 Association, ConditionalProbabilityConfidence(a) < 95% and ImplicationIntensityConfidence(a) < 90%} } Confidence is very important in order to estimate the quality of the associations induced. In order to estimate the confidence of associations, we implement two confidence measures: the conditional probability and the implication intensity. The user should indicate the threshold above which associations discovered would be kept (relevant associations). In fact, the weak associations are associations that are not representative of the shared knowledge. The conditional probability of the association a ¼> b answers the following question: "what are the chances of proposition b being true when proposition a is true? The definition of this measure is given in the following figure  (Fig. 11) . More intuitively, conditional probability allows us to estimate the confidence of associations, considering the number of counterexamples. If associations have the conditional probability equal to 5.6 percent, then the associations have lots of counter examples. In E (universe set), there are many objects that belong to B, but not to A. If the associations have the conditional probability equal to 100 percent, then they have no counterexample. So, objects that respect proposition a, also respect proposition b.
Conditional probability allows the system to determine the discriminating characteristics of considered images. However, this measure presents several drawbacks. That is why we also implemented the intensity of implication [9] . For example, implication intensity requires a certain number of examples or counterexamples. When the doubt area is reached, the intensity value increases or decreases rapidly contrary to the conditional probability that is linear. In fact, implication intensity simulates human behavior better than other confidence measures and particularly conditional probability.
Moreover, implication intensity increases with the considered population sample covering. The considered sample must be large enough in order to draw relevant conclusions. Finally, implication intensity takes into consideration the sizes of sets and, consequently, their influence. The figure presented bellow illustrates the latter point. P 1 (100 percent) and ' 1 (23 percent) values are very different because conditional probability does not take into consideration the fact that proposition b is verified by many objects. On the contrary, implication intensity considers that it is not surprising that an object of A verifies proposition b because many objects of the considered sample verify proposition b.
The figures (Fig. 12 and Fig. 13 ) explain the implication intensity. Let A, B, and E be, respectively, the sets of instances that verify proposition a, the set of instances that verify proposition b, and the set of all instances or the universe. From a theoretical point of view, implication intensity measures the degree of statistical unexpectedness of size A \ " B B (this set contains objects that verify proposition a and that do not verify proposition b considering the sizes of A, B, and E sets, and assuming there is no a priori link between A and B. The objects of the database belonging to A and B determine the cardinals or the sizes of A and B subsets of E.
The knowledge discovery engine returns the associations in the form of P remise ¼> Conclusion. The associations, whose intensity and conditional probability are greater than or equal to a certain threshold, are saved. This threshold is defined manually and depends of the application repositories.
Let us consider an example ( Table 1 ) that presents associations discovered and qualified from art object repository. This set of induced associations corresponds to knowledge shared by the image repository. This knowledge is helpful for driving the image search and classification. The visual dictionary has been created on the basis of the algorithm presented previously. The repository contains a large number of art object images. After translating features of these images into symbolic form, the system discovers associations in which a sample is presented in Table 1 .
Extracted associations are validated when the conditional probability and the association intensity are greater than specified values. For example, ðtexture; texture6Þ ) ðcolor; color1Þ has 100 percent conditional probability and 40.4598 percent implication intensity. T exture6 corresponds to an art object texture, and color color1 corresponds to a gold object. Since the association intensity is less than 90 percent, the system will not save it. We explain this weak value of association intensity by the fact that there are few examples that respect this association.
ðtexture; texture2Þ ) ðcolor; color3Þ (association 1) is the best association because the conditional probability value is 100 percent and the implication intensity is 96.08 percent. T exture2 clusters African drum textures, and color3 corresponds to a partial region of yellow color. So, during image insertion or image retrieval in the repositories, the classification of an image X in the art object repository should, on the basis of the confidence, respect this association. This association means that when we have a texture that describes an African drum then we would have color3 in an image X region with a confidence equal to 100 percent for conditional probability and 96.08 percent for implication intensity.
In the retrieval task, when the user specifies an image (called source image) as the base of the query, and asks "find images similar to the source image," the system will not match the source image with all images of the database. It will match the source image features with all the target images of the suited repositories. The suited repositories contain associations globally respected by the source image. For example, if we have a source image that contains a "head" texture, but it does not globally verify the associations associated to this repository, we can deduce the weakness association between the source image and the repository. The system matches the source image with repositories through their learned and stored associations.
"EFFICIENCY" EVALUATION
We have conducted extensive experiments of varied data sets to measure the efficiency of the knowledge-contentbased query. First, we present the metrics used to measure retrieval performance followed by a description of the data sets. Finally, we present the results along with our observations.
Evaluation Method
The retrieval system can be evaluated by considering its capacity to effectively retrieve information relevant to a user. It is called the retrieval efficiency. Retrieval efficiency is measured by recall and precision metrics [20] , [21] . For a given query and a given number of images retrieved, recall gives the ratio between the number of relevant images retrieved and the total number of relevant images in the collection considered. Precision gives the ratio between the number of relevant images retrieved and the number of retrieved images.
Recall and precision values for a system can be represented in a recall and precision graph [19] , where the precision of the system is plotted as a function of the recall. This representation enables, for example, measurement of the precision at different recall points.
Data Sets
We have conducted experiments on a data set which is a collection of images covering a wide range of repositories including animals, panorama, archive, flowers, scenery, people, nature (e.g., Fig. 14) , etc. This collection contains around 27,331 images and requires one Go for data storage, 110 MB for metadata (index), and 36 MB for index after compression.
The collection was handpicked to provide an assortment of breathtaking, high-quality photographs. Included are:
. 3,500 high-resolution photos, professional quality JPG photos at 240 DPI and 16 million of colors, . 15,000 medium resolution 8 bit color photos (jpg), a stunning variety of photos and special effects, . 7,500 black and white historical photo clips (jpg), amazing shots from memorable moments in history; it includes shots of people, nature, technology, sports, food, and more. Historical images portray movie stars, politicians, royalty, sports, heroes, memorable events, and everyday life.
. 1,331 for different resolutions and different semantics of images. The above list (Table 2) describes the repositories and subrepositories of this collection.
All images are catalogued into broad repositories and each image carries an associated description. In this case, manually separating the collection into relevant and nonrelevant sets was unfeasible due to the size. It is not simple to obtain the exact number of positive results in the large image repositories. Instead, we estimate the cardinal of the result set of each query. The preclassification of images in semantic repositories such as panorama, flowers, etc. simplifies our estimation process. For certain images, we predetermine by hand and by exhaustive browsing a set of relevant image results. For other images, we start the search by issuing the query involving textual descriptions or visual features, to obtain the first set of image results. The set is refined and expanded by using query by example and exhaustive browsing.
Results and Analysis
The recall and precision values for our system are computed as follows: 82 reference ("query") images are selected from the test collection. The subset of images is selected per repository (waterfalls, fires, panorama, etc.). For an image reference, we associate a knowledge-content-based query and we associate a content-based query that doesn't use the knowledge associated to repositories. The threshold used to select multiple associations is set at 95 percent and 90 percent, respectively, for conditional probability and implication intensity confidences. The threshold used to determine the stability of the distortion mean is set at 0:05 for both local and global clustering. So, the local clustering algorithm is stopped when (distortion D sÀ1 at iteration s À 1 -distortion D s at iteration s) / distortion D s at iteration s < . Note that in order to perform comprehensive examinations of the number of features in the visual dictionary, we purposely choose 256 color features and 256 texture features. So, the length of the visual dictionary L is equal to 512 features. The offset used to determine the number of split is defaulted to L=2 ¼ 256 for texture and color.
Since it is not possible to retrieve all relevant images, our experiment evaluates only the first 50 ranked images. For experimental simplification, we don't use the similarity ranges. In the content-based queries, each query is decomposed into texture and color subqueries.
Judging from the table ( Table 3) that summarizes results, it is obvious that the use of knowledge leads to improvements in both precision and recall over the majority of queries tested. The average improvements of knowledgecontent-based queries over content-based queries are 23 percent for precision and 17 percent for recall. Precision and recall are better for knowledge-content-based queries (queries that mix visual features and knowledge associated to repositories) than for queries that use only visual features (colors and textures).
We observe that, for a subset of images, the precision of content-based queries is better than the precision of knowledge-content-based queries. A possible explanation for this is that images of the same semantic repositories may have large variations with dissimilar visual descriptions (images of people, images of holidays, etc.), and images from different semantic repositories might share common visual features. So, knowledge-content-based retrieval that selects only one repository may forget images that are visually similar to the query examples, and belong, semantically, to several repositories.
We observed that the general principle of "the larger the retrieved set, the higher the recall, and the lower the precision" is observed.
CONCLUSION
The traditional content-based image indexing and retrieval architecture is composed of three important components: extraction, representation, and retrieval. Extraction and representation components constitute the heart of the architecture; together they constitute the indexing component. The extraction component extracts, automatically or semiautomatically, regions of images and computes features such as color and texture of the regions. The extracted features are represented as or transformed into suitable models and data structures, and then stored in a durable index. The retrieval component constitutes the eyes of the architecture. It searches images by selecting target images or content properties such as color, texture of image regions, or combinations of these. The retrieval process computes distances between source (example) and target features, and sorts the most similar images.
In this paper, we have presented the interest of knowledge discovery in the traditional architecture of the contentbased indexing and retrieval in large image repositories. The knowledge discovery engine extracts associations that characterize image repositories. From the features of images belonging to the same repository, the system finds the pattern of interest in the form of associations that are qualified on the basis of two confidence measures (conditional probability and implication intensity). These induced associations are very helpful for:
1. the comprehension of the considered repository, 2. the automatic classification of new images during their insertion in large repositories, . For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
