Abstract. To obtain more accurate results of optimization calibration, an improved self-adaptive bat algorithm of camera calibration was proposed. Firstly, step parameters were set adaptively so that the objective function could avoid local minima. Secondly, the improved bat algorithms used in non-linear camera calibration did not need initial estimation values. So the proposed method could solve the problem that traditional optimization algorithms were sensitive to initial value. Furthermore, the self-adaptive bat algorithm combined with the process of camera calibration was used to optimize the camera's intrinsic parameters and the coefficient of radial distortion. Finally, the average re-projection error was analyzed, and the mean absolute error and the standard deviation were also calculated on the cases of different noise level. The experimental evaluation demonstrates that the proposed method was more efficient and accurate.
Introduction
Camera calibration is a very important and necessary technique in computer vision, medical photogrammetry, and robot vision. The relationship between 3D geometrical position of a spatial point and the corresponding point in its image is determined by the geometrical model of camera imaging. The parameters in this model are called camera parameters including intrinsic parameters and extrinsic parameters. These parameters are obtained necessarily by experiments and computation and this process is called camera calibration [1] . A number of methods have been investigated in camera calibration. Algorithms for calibrating a pinhole camera can be primarily classified into two categories: traditional ways of calibration [2, 3] and self-calibration [4] [5] [6] . In the first category, a well-made 3D calibration target with known geometry is needed to establish the 3D points on the object and the corresponding 2D image point on the image plane. So these methods have high accuracy. However when we need to adjust the lens constantly, these methods are not applicable. The self-calibration method, which does not need any objects of specific known dimension, or even without any calibration objects. Since there are many parameters to estimate, it doesn't always obtain reliable results. Due to their ease of use, calibration algorithms that use planar patterns have gained widespread acceptance.
To deal with those defects mentioned above in traditional algorithms, a self-adaptive calibration method on the basis of bat algorithm was proposed in this paper. The proposed method combining with camera calibration was easily operation and strong robustness.
Camera Model and Parameters
Camera calibration is the process of determining the extrinsic and intrinsic parameters of camera. Idea Pinhole Camera Model. The existing widely-used pinhole camera model is adopted in this paper. The projection transformation process from a 3D point in space to a 2D image point on the camera plane is shown in Fig. 1 .
In Fig.1 , there is a 3D point P, its world coordinate is ( )
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(1) where K is the camera's intrinsic parameters matrix, R is a orthogonal rotation matrix and t is a translation vector that represent the relative rotation and translation between the world coordinate and camera coordinate, respectively. The unknown parameters in R and t are camera ' 
Because B is the symmetric matrix, it can be simplified as the following 6-d vector:
[ ] (5) According to [1] , matrix B can be obtained. Then from Eq. 4, the least squares solution for intrinsic parameters can be solved as follows:
( ) 
According to Eq. 3, extrinsic parameters can be calculated as follows:
Distortion Model. In this paper, we consider the second-order radial distortion. The relationship of ideal image coordinates and actual image coordinates can be described as: 
where 1 k and 2 k are the coefficients of the radial distortion. In this paper, the proposed self-adaptive bat algorithm is used to obtain intrinsic camera parameters and coefficients of the radial distortion simply and accuracy.
Camera Calibration By Improved Self-adaptive Bat Algorithm
Bat Algorithm. In 2010, a novel meta-heuristic optimization algorithm called the bat algorithm (BA) was proposed by Yang [7] . At present, the bat algorithm is in-depth studied by many scholars [8] [9] [10] .However bat algorithm is always falling into local optimum or lacking of search activity. So a self-adaptive bat algorithm (SABA) is proposed to overcome these shortcomings. We can use the SABA to solving camera parameters.
Improved Self-adaptive Bat Algorithm. In order to enhance the search ability of this algorithm, a new self-adaptive bat algorithm (SABA) is proposed in this paper. The process of the SABA for camera calibration can be described as follows.
Self-adaptive bat algorithm is based on three ideal rules: i) Bat uses echolocation to sense the distance and differentiate between food/prey and background barriers even in the darkness;
ii) Bats fly randomly to search prey with position ( i x ), velocity ( i v ), frequency ( i f ), loudness ( i A ) and rate of pulse emission ( i r ); iii) The loudness varies from a maximum loudness ( max A ) to the minimum loudness ( min A ). In SABA, each bat can be expressed as:
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… ). Initialization. Set the generation counter t = 1; initialize the population of N=50 bats randomly and each bat have P=7 vector which is corresponding to a potential solution to the given problem.
For camera calibration problems, the SABA treats potential solutions as virtual micro bats whose velocities i v , positions i x and frequencies i q can be updated as follows: v is a vector consisting of all zeros. Here * x is the current global best location (solution) which is located after comparing all the solutions among all the bats. Generally speaking, depending on the domain size of the problem of interest, the frequency q is assigned to min q = 0 and max q = 100 in practical implementation. Calculate Fitness Function Value. For bat algorithm, we need to define a fitness function to assess the bat's position. Only in this way can we select the best result for camera parameters.
We define the fitness function as follows: r are set to the big and small values in the first iteration and then decreased and increased slowly during the optimization process to find the prey and raise the attack, respectively [10] . 0 i r is the emission pulse rate at time t=0. For any 0< <1 and μ>0, we have: Completing one iteration and determine whether reached the maximum number of iterations or required accuracy. If meet the termination conditions it will output the optimal value * x . Otherwise, return to update and iterative process described in Update and Iterative.
Experiment and Analysis
We use Genie M1024 CCD capturing standard calibration images. With the proposed calibration method and calibration steps mentioned above, we compiled the optimization algorithm program in Matlab 2011b.
To verify the effectiveness of our optimized method in terms of camera calibration, we have tested 3 calibration images which taken from different angles of calibration board. The three pictures are shown in Fig. 2. (a) (b) (c) Fig. 2 . The acquired images at three different locations Set the maximal count of iteration times Tmax = 3000. The results of camera internal and external parameters are listed in Table 2 and Table 3 . To verify the accuracy of our optimized method in terms of camera calibration, this paper randomly drawn from the third picture with 9 group testing points and compared the corresponding optimized re-projection values. The difference values are listed in Table 4 . Table 4 shows that the re-projection errors are within 1 pixels and the mean value is (0.4730+0.5094)/2=0.4912. This result shows that the calibration accuracy of the proposed method is very high. Table 3 . Calibration Result of Extrinsic Parameters [1] and the QPSO method. We can obtain that the re-projection error of Zhang method is 1.18901, QPSO method is 0.7616 and the proposed method in this paper is 0.4912. This indicated that the proposed method has high precision and the algorithm has feasibility.
To evaluate the robustness of the proposed method, we add Gaussian noise to the feature points and compute average absolute error and relative error in the current noise levels. The results can be shown in Fig. 3 . Fig. 3 . The absolute error and relative error of world coordinates As shown in Fig. 3 , with the increase of the noise, the error results more and more large. However it still maintained in a very small error range.
Conclusion
This paper has presented a more accurate and general optimization method which called SABA for a CCD camera. SABA overcomes shortcomings in traditional optimization algorithms. Experiment shows that applying SABA into nonlinear camera calibration should be a right and effective method.
