Abstract. Aligned parallel corpora are very important linguistic resources useful in many text processing tasks such as machine translation, word sense disambiguation, dictionary compilation, etc. Nevertheless, there are few available linguistic resources of this type, especially for fiction texts, due to the difficulties in collecting the texts and high cost of manual alignment. In this paper, we describe an automatically aligned English-Spanish parallel corpus of fiction texts and evaluate our method of alignment that uses linguistic data-namely, on the usage of existing bilingual dictionaries-to calculate word similarity. The method is based on the simple idea: if a meaningful word is present in the source text then one of its dictionary translations should be present in the target text. Experimental results of alignment at paragraph level are described.
Introduction
Current development of corpus linguistics and machine learning methods in text processing leads to increasing importance of text corpora, from raw texts to texts marked up with certain additional linguistic information: phonetic, morphological, syntactic, word senses, semantic roles, etc. The simplest form of such marks is linguistic information on the text itself: e.g., part of speech marks on the words. A more interesting kind of marks relates elements of the text to some external source: some another text, multimedia items [12] , multimodal streams [15] , pragmatic situation, etc. In spite of great importance of such information, there exist few corpora offering it.
In this paper we are interested in a specific kind of corpora with such external information: aligned parallel texts, i.e., texts that express the same information in two different languages, with the structural parts (units) of these texts that are mutual translations explicitly related to each other by the markup. The procedure of establishing such relation is called alignment. There are various levels of alignment depending on what is considered a unit:
-Document: we just know that two documents express the same information in two different languages (in case of very short texts, such as news messages or paper abstracts, this can be directly useful);
-Paragraph: it is indicated which paragraphs are mutual translations; -Sentence: similarly, but the information is given for individual sentences; -Phrase (such as noun phrase) or word.
A unit in a parallel text can have one, several, or no counterparts: for example, a sentence can be translated by several ones; some words can be omitted, etc. This makes alignment of parallel texts quite a difficult task. Such situation is especially frequent in fiction texts, which we discuss in this paper.
An obvious source of parallel texts is Internet. Unfortunately, texts presented in Internet are difficult to process: they may contain pictures, special formatting, HTML tags, etc. Often the texts are in PDF format and during their conversion into plain text format the information about paragraph boundaries is lost. Rather extended preprocessing, often manual, is necessary for these texts. We will not discuss here this process, as well as the problem of automatic search of parallel texts in Internet.
The importance of aligned parallel corpora is closely related to the presence of structural differences between languages. On the one hand the differences make the alignment task very difficult, but on the other hand, they can be exploited for automatic extraction of information on various linguistic phenomena-for example, for word sense disambiguation. An obvious application of parallel corpora is machine translation [1] , from dictionary compilation to example-based machine translation. 1 Examples of other applications are automatic extraction of data for machine learning methods, bilingual lexicography [8, 13] , and language teaching.
There are two major classes of alignment methods: those based on statistical data and those using additional linguistic knowledge. 2 This distinction is not related to methods of processing but to types of information involved.
Statistical methods usually exploit the expected correlation of length of text units (paragraphs or sentences) in different languages [5, 9] and try to establish the correspondence between the units of the predicted size. The size can be measured in words or characters. Linguistic-based methods, on the other hand, use linguistic data for establishing the correspondence between structural units.
Statistical methods work well for texts when very literal translation is necessarily, like texts of laws or technical manuals. For fiction texts, where the structure of the original and the translation can vary significantly, it is more desirable to use linguistic methods, though they require more thorough processing. Linguistic methods can also be used for alignment at word level, though they require not only dictionaries, like the method described in this paper, but also some additional syntactic information or syntactic heuristics. For example, translation of an adjective should not be too far from the translation of the noun it modifies, etc.
The idea of application of dictionaries to alignment problem is not new [2, 10, 11, 13] ; of recent works the paper [4] can be mentioned. Still, it is not as popular as statistical methodsprobably due to the fact that the dictionaries are not so easily available. Usually, as we have mentioned above, the experiments on parallel texts are conducted using specialized texts, like texts of Canadian or European parliament, legal texts, or programming help files. The problem we are dealing with in this paper is how a method based on a bilingual dictionary method performs for fiction texts.
The main idea behind this method is that if a meaningful word is present in one text then one of its dictionary translations should be present in the other text. So, even if some words are omitted, the presence of the translation of other words allows for alignment at least at the level of paragraph or sentence. The situation is more complicated at the word level, because, as we mentioned, it requires not only lexical information from the dictionaries, but also syntactic information.
The paper is organized as follows. First we describe the English-Spanish parallel corpus compiled for fiction texts of significant size. Then we present a method of alignment based on the use of bilingual dictionaries. Finally, we discuss the experiments on evaluation of automatic alignment conducted at paragraph level.
Preparation of the Parallel Corpus
We began with preparation of a bilingual corpus, i.e., with compilation and preprocessing of parallel texts. Generally speaking, a corpus can contain texts of different genres, like fiction, newspaper articles, technical manuals, etc. In our case, we chose fiction genre because it is the most non-trivial case of translation. Sometimes, fiction texts present the situations that are difficult for automatic processing: for example, if one of the texts contains a joke, it is possible that the other text will contain a joke that has nothing in common with the original. I.e., the fiction translation is not literal.
On the other hand, there are many fiction texts in Internet, while variety of possible parallel texts of other genres is lower.
We The texts were originally in PDF format and were preprocessed manually for elimination of special format elements, Internet links, and for restoration of paragraph boundaries. The size of corpus is more than 11.5 MB. The corpus size might seem too small, but this is a parallel corpus, for which the data are very difficult to obtain. Our corpus is freely available upon request for research purposes.
Alignment Based on Bilingual Dictionaries
Our task is alignment of structural units (parts) of texts, such as paragraphs and sentences. We do not consider words for the moment because of the lack of syntactic information necessary for this type of alignment. Note that the correspondence of paragraphs and sentences in the source and target texts is not necessarily one-to-one; see an example in Table 1 . We use lemmatization of words. For Spanish, we apply the morphological analyzer AGME [14] that allows for analysis of grammar forms of 26,000 lexemes, i.e., more than a million grammar forms; for English we use a similar morphological analyzer [6] based on the morphological dictionary of WordNet with about 60,000 lexemes. Thus, all words in the pair of texts are normalized before we begin any further processing. We do not resolve morphological homonymy; instead, we consider the presence of homonymic lemmas as a source of possible translations. It is justified by the fact that often the only difference between morphological homonyms is their part of speech, i.e., semantically they are similar (work vs. to work). Also, often a word can be translated into the other language using a different part of speech. It may be even useful in future work to search the translations of all related words of different parts of speech-at least in some cases. If the morphological analyzer does not succeed with analysis of a word then we treat it as a literal string and search for exact matching in the other text. This is useful, for example, for proper names. We filter out all auxiliary words, i.e., if at least one morphological homonym is an auxiliary word (preposition, article, conjunction, or pronoun) then we do not consider it for further comparison. This corresponds to the use of a stop word list, but in our case we rely on morphological analyzers to determine whether the word should be considered or not. It is justified by the very high frequency of this type of words, so that they can be present practically in any sentence or paragraph.
Similarity Measure
Dictionary-based methods use some similarity measure. Sometimes it is a global optimization, as in [10] , and sometimes local, as in [4] . We used the simplest local measure. The main idea of the implemented method is that if a meaningful word appears in a sentence or paragraph of the source text, then one of its possible translations given in a bilingual dictionary should appear in the corresponding part of the target text. It is not always so, because a word can be translated by several words, omitted, or substituted by a far synonym that does not appear as a translation variant in the dictionary.
In the future it is interesting to analyze the cases of absence of translation. For example, we expect that many such cases occur due to the presence of idiomatic expressions. This may allow for automatic extraction of such expressions. In case of translation of a word using non-idiomatic word combination, it is natural to expect that at least one word in this word combination would be its dictionary translation.
These considerations allow for introducing a measure of similarity between two structural units for a pair of parallel texts. We use as the measure of similarity a coefficient similar to the well-known Dice coefficient:
where y is the size in words of the source text unit, z is the size of the target text unit, x is the number of intersections of the two units counted as the presence of any dictionary translation of a source text word in the target text unit; K = y × k/z, k is an expected coefficient of correspondence of the number of words in source and target texts: namely, k = Z /Y , where Z and Y are the total number of words in the target and the source text, correspondingly. This measure differs from the traditional Dice coefficient in the parameter K , which penalizes the units with too different sizes.
For the current version of the algorithm we used Spanish-English dictionary with about 30,000 entries. In the future, we plan to use English-Spanish dictionary as well, because it is not guaranteed that the dictionaries are symmetric. We will use the average value of similarity calculated with both dictionaries.
Algorithm
Currently we use an ad hoc alignment algorithm that passes through the units of the source text and analyzes three immediately available units from the target text, i.e., we search only the alignment patterns 1-to-1, 1-to-2, 1-to-3, 2-to-1, and 3-to-1 paragraphs. It is not a complete scheme, but it serves for evaluation of quality of the results of our dictionarybased method of alignment. Other patterns are extremely rare and in fact did not occur in our experiments with paragraphs. In the future, we plan to use a genetic algorithm for searching for the global alignment optimum, as in [7] for word sense disambiguation. Other possibilities are to use dynamic programming [5] or simulated annealing [3] .
For improvement of the performance of the algorithm we also implemented an anchor points technique. Anchor points are short units with very high similarity. They serve for limiting the effect of cascaded errors during alignment, since the algorithm restarts after each anchor point. With this, if an error occurs, it will not affect alignment of the whole text. The algorithm performs two passes. First, it searches for anchor points, and then it processes the units between the anchor points.
The algorithm implements the following processing: it takes a unit from the source text (Spanish in our case), calculates the similarity of the patterns 1-to-1, 1-to-2, 1-to-3, 2-to-1, and 3-to-1 taking into account two subsequent units from the source text and three current units from the target text (English). Then it selects the pattern with the best similarity score and continues from the next available units in the source and target texts.
Experimental Results
The results of an experiment for 50 patterns of paragraphs of the text Dracula are presented in Table 2 . The precision of the method in this experiment was 94%. Here we dealt with non-literal translations of the fiction texts.
An example of an error of our method is presented in Table 3 . The paragraph is rather small that makes the correct solution less probable. Usually, the larger is the unit, the more probable it is to obtain correct similarity. It is so because it is more probable to find a word and its translation.
The paragraph in Table 3 would present difficulties for statistical methods as well, because the size of the English unit is 21 words, while the size of the Spanish one is only 11 words. There are only three words that have translations given in the dictionary or direct This is a representative case of the most difficult situation consisting in non-literal translation of a short unit. The situation is worse if there are several subsequent units of this type because the possibility of wrong alignment increases. We expect that adding more dictionary information (synonyms, hyponyms), syntactic information, and genetic algorithm as optimization technique will alleviate this problem.
Conclusions and Future Work
We have presented an English-Spanish parallel corpus of fiction texts of considerable size freely available for researchers and discussed a dictionary-based method of alignment as applied to fiction texts. The experiment conducted at the paragraph alignment level shows that the dictionary-based method has high precision (94%) for non-literal translations.
In the future, we plan to implement a better alignment algorithm based on genetic algorithm with global optimization. Another direction of improvement of the method is the use of other types of dictionaries with synonymic and homonymic relations, such as WordNet. Also, the method can beneficiate from weighting the distance between a word and its possible translation, especially in case of the large units, because some words can occur in a unit as translation of the other word and not the one we are looking for.
It is also interesting to analyze the influence of the special treatment of morphological homonyms. As to alignment at the word level, we plan to try some additional syntactic heuristics. As a possible application, we plan to analyze the cases of absence of translations, as discussed above.
