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ВВЕДЕНИЕ
Во введении проясним качественно основную идею1 пере-
нормировки в теории квантованных полей (КТП).
Перенормировка
Рассмотрим модель КТП, чей лагранжиан содержит не-
которое количество свободных параметров: массы, заряды и
т.д. Назовем их для простоты константами связи.
Чтобы получить из теории конечные предсказания, необ-
ходимо ввести обрезание по частоте, игнорируя поля с ча-
стотой выше некоторой фиксированной величины. Делается
это после так называемого поворота Вика или замены t на
i · t. В евклидовом пространстве обрезание по частоте можно
также понимать как обрезание по расстоянию. Мы хотим пре-
небречь флуктуациями полей на расстояниях меньше некото-
рого масштаба R. Поэтому наша теория содержит еще один
параметр: масштаб обрезания R. Далее будем изменять пара-
метры модели, не меняя их количество.
Константы связи трудно измерить непосредственно. Не-
смотря на то, что они имеют названия масса, заряд и т.д.,
эти параметры не те, что напрямую измеряются в столкнове-
ниях частиц в ускорителе. Действительно, если вы попробуете
измерить, например, заряд электрона, сталкивая два электро-
на в ускорителе и наблюдая, как сильно они отталкиваются, а
затем используете известную формулу для определения заря-
да, то ответ будет зависеть от импульсов электронов в системе
центра масс. Другими словами, заряд будет зависеть от то-
го, насколько "жестко" взаимодействуют электроны. То же
самое относится к массе электрона, а также к другим кон-
1Во введении используется популярное объяснение Дж. Баезом "Пере-
нормировка простыми словами" [12].
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стантам связи в лагранжиане нашей теории. Они имеют го-
лое значение – значение, которое появляется в лагранжиане,
и физическое значение – значение, которое измеряется на
эксперименте и должно получиться при вычислениях. Физи-
ческие значения зависят от голых значений, обрезания по
импульсу L и масштаба импульсов p.
Конечно, мы могли бы обоснованно использовать форму-
лу для определения голых значений констант связи из экс-
перимента. Но не будем этого делать – будем использовать
формулу, которая пренебрегает квантовыми эффектами, де-
лающими физические значения отличными от голых! Будучи
намеренно наивными здесь, мы, в действительности, оказа-
лись очень находчивыми, убедимся в этом далее.
Теперь мы можем сыграть в разные игры. Простейшая,
самая ранняя исторически, игра следующая. Мы можем из-
мерить физические константы связи при некотором масштабе
импульсов p и определить, какие голые константы связи будут
давать эти физические значения в предположении учета неко-
торого обрезания L. Затем мы можем попробовать перейти к
пределу L → 0, регулируя голые константы связи так, чтобы
предсказываемые физические константы связи совпали с экс-
периментально определяемыми значениями. Если существует
такой непрерывный предел, то теория не содержит мас-
штаба кратчайшего расстояния. Это является очень важным,
если мы считаем пространство-время непрерывным!
Эта игра называется перенормировка. Иногда вы выиг-
рываете эту игру, иногда проигрываете.
Примечательно, что даже если голые константы связи рав-
ны нулю, соответствующие физические константы связи мо-
гут быть ненулевыми. Начинаете, например, с лагранжиана,
в котором масса некоторой частицы равна нулю, а физическая
масса (измеренная при некотором масштабе импульсов) мо-
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жет оказаться ненулевой. В этом случае мы говорим, что ча-
стица приобретает массу посредством взаимодействия
с другими частицами. Такого сорта вещи происходят часто.
Это означает, что, для того чтобы удачно приспособить голые
константы связи к экспериментально наблюдаемым физиче-
ским константам связи, необходимо начать с лагранжиана,
содержащего достаточное количество голых констант связи.
Таким образом, возможно, прежде чем начать игру в пере-
нормировку, надо учесть некоторые дополнительные члены с
голыми константами связи.
Если в игре возникает конечное число дополнительных
членов, то теория "перенормируемая". Если необходимо бес-
конечно много дополнительных членов, то вы поднимаете в
отчаянии руки и говорите, что теория "неперенормируема".
Неперенормируемый лагранжиан, как монстр с головой гид-
ры, требует добавления большего числа новых членов, чем вы
добавляете.
Заметим: когда мы пробуем перейти к непрерывному пре-
делу, то не волнуемся о том, являются ли голые константы
бесконечными. Все, о чем мы беспокоимся, – согласуются ли
предсказания нашей теории с экспериментальными данными?
Если согласуются голые константы связи, говорим, что тео-
рия конечна. Но, в действительности, реалистичные теории
таким прекрасным свойством обычно не обладают.
Ренормализационная группа
Теперь поговорим о ренормализационной группе. Наме-
ренно сделаем некоторые упрощения, граничащие с опреде-
ленными неточностями, но не приводящие к каким-либо лож-
ным заключениям.
Напомним, что мы рассматриваем модель КТП, описыва-
емую лагранжианом с букетом констант связи в нем, – назва-
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ли их голыми константами связи. Можно переписать все эти
голые константы связи на листе и думать о них как о векторе
– назовем его C. Но для проведения вычислений в данной тео-
рии необходим еще один параметр: мы должны игнорировать
эффекты, происходящие на масштабах расстояний, меньших
некоторого расстояния R, называемого обрезанием.
Теперь, начиная с заданных значений, мы можем вычис-
лить физические константы связи при любом масштабе им-
пульсов. Например, измеренный заряд электрона зависит от
импульса, с которым мы сталкиваем два электрона. Иначе го-
воря, физические константы связи зависят от масштаба рас-
стояний. Например, наблюдаемый заряд электрона зависит
от расстояния, на котором он измеряется. Данные два спо-
соба представления эквивалентны, так как, используя h̄ и c,
можно перейти от импульса к обратному расстоянию. Будем
работать с расстоянием вместо импульса и введем расстояние
R′, при котором измеряются физические константы связи.
Итак, если мы знаем голую константу связи C и параметр
обрезания R, то мы можем вычислить физическую констан-
ту связи C ′ при любом масштабе расстояния R′. Коротко:
C ′ = f(C,R,R′).
Теперь сыграем в игру ренормализационная группа. В
этой игре мы фиксируем голые константы связи и параметр
обрезания и наблюдаем, как физические константы связи C ′
изменяются при варьировании масштаба расстояния R′, при
котором мы их измеряем. Забавно представить вращающую-
ся шкалу для регулировки масштаба расстояния R′ и наблю-
дения за физическими константами связи C ′, движущимися
вокруг, как маленькая точка в n-мерном пространстве, где
n есть число констант связи. Люди рисуют по этому поводу
картинки и говорят про бегущие константы связи либо
ренормгрупповой поток.
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Заметим, что играть в эту игру мы можем вне зависимо-
сти от перенормируемости нашей теории. Ранее мы говорили о
другой игре, называемой перенормировкой. Та игра строи-
лась вокруг желания положить параметр обрезания R равным
нулю. Для перенормируемых теорий игра идет прекрасно,
для неперенормируемых теорий возникают путаница и бес-
порядок. Теперь же мы не будем устремлять R к нулю.
Что случится, если мы стартуем с неперенормируемой тео-
рией и сыграем в ренормализационную группу? Наш лаг-
ранжиан будет содержать группы членов: некоторые весь-
ма отвратительные, делающие теорию неперенормируемой, и
некоторые хорошие, приводящие к перенормируемой теории,
если мы выкинем первые отвратительные. Каждый из этих
членов умножается на константу связи.
Теперь посмотрим на соответствующуюфизическую кон-
станту связи, если введем масштаб расстояний R′. При этом
физические константы связи перед неприятными неперенор-
мируемыми множителями становятся меньше и меньше, до-
стигая нуля! На больших расстояниях неперенормируемые вза-
имодействия становятся неуместными!
Это невероятно важный факт, потому что он может объ-
яснить, почему квантовая теория поля для описания наше-
го мира – стандартная модель (SM) – перенормируемая. Мо-
гут существовать неизвестные виды материи, квантовая гра-
витация на очень малых масштабах расстояний, возможно,
пространство-время не является континуумом! Но если при
больших масштабах мы предполагаем, что обычная кванто-
вая теория поля над пространством-временем является ра-
зумным приближением к тому, что есть, тогда ренормгруп-
повой подход гарантирует нам, что при больших масштабах
неперенормируемые взаимодействия выглядят очень слабы-
ми. Это может объяснить почему гравитация так слаба. Если
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интерпретировать квантовую гравитацию по теории возмуще-
ний как квантовую теорию поля в пространстве-времени, то
она оказывается неперенормируемой. Если мы допустим, что
гравитационная постоянная обоснованно большая около план-
ковского масштаба, и проследим за ренормгрупповым пото-
ком, то обнаружим, что она очень мала при макроскопиче-
ских масштабах. На самом деле мы даже получаем правиль-
ный порядок величины. Но это не сюрприз: это простое вол-
шебство размерного анализа.
Такого сорта идея восходит к Кеннету Вильсону, получив-
шему Нобелевскую премию по физике в 1982 году за работу,
проделанную к 1972 году по ренормализационной группе и
исследованию критических точек в статистической механике.
Его идеи оказались очень плодотворными не только в стати-
стической механике, но и в КТП.
По крайней мере, в окрестности фиксированной точки с
нулевым взаимодействием произвольно сложный лагранжи-
ан вырождается на масштабах обрезания в лагранжиан, име-
ющий только конечное число перенормируемых взаимодей-
ствий [8]. Полезно сравнить этот результат с выводами теории
перенормировок. Там мы придерживались точки зрения, что
от обрезания L (по расстоянию R) нужно освободиться, как
можно быстрее переходя к пределу L →∞ (R → 0). Этот пре-
дел хорошо определен, только если лагранжиан не содержит
параметров (констант связи) с отрицательной массовой раз-
мерностью. С этой точки зрения кажется чрезвычайно удач-
ным, что квантовая электродинамика (КЭД) не содержит та-
ких параметров, в противном случае эта теория не приводила
бы к хорошо определенным предсказаниям.
Вильсоновский анализ основан на противоположной точ-
ке зрения, согласно которой любая модель КТП на фунда-
ментальном уровне определена с обрезанием L, которое име-
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ет некоторое физическое значение. В статистической меха-
нике этот масштаб импульсов равен обратному межатомно-
му расстоянию. В КЭД и в других квантовых теориях поля,
имеющих отношение к физике элементарных частиц, обреза-
ние должно быть связано с фундаментальной зернистостью
пространства-времени, возможно, обусловленной квантовыми
флуктуациями гравитационного поля. Но чем бы ни был этот
масштаб, он лежит далеко от области, достижимой сегодняш-
ними экспериментами. Это обстоятельство объясняет пере-
нормируемость КЭД и других теорий взаимодействия элемен-
тарных частиц. До тех пор пока константы связи КЭД доста-
точно малы, при энергиях наших экспериментов она долж-




Мы имеем квантовую теорию поля с лагранжианом, име-
ющим совокупность слагаемых, умножаемых на числа, назы-
ваемые голыми константами связи – обозначаем их совокуп-
ность C. Мы игнорируем эффекты, происходящие на рассто-
яниях меньше некоторого масштаба R, называемого обреза-
нием. Теперь мы можем что-нибудь посчитать.
В частности, мы можем посчитать так называемыефизи-
ческие константы связи C ′, которые измеряются при любом
масштабе расстояний R′. И мы можем наблюдать, как изменя-
ется C ′ при медленном увеличении R′. Это называют потоком
ренормализационной группы.
Разные случаи могут иметь место. Мы уже говорили об
этом немного. Мы говорили о неперенормируемых слагаемых
в лагранжиане, физические константы связи уменьшаются с
увеличением R′. В размерном анализе с помощью постоянной
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Планка и скорости света можно выразить все единицы изме-
рения через длину. Если голая константа связи C перед неко-
торым членом лагранжиана имеет размерность длины степе-
ни d, тогда соответствующая физическая константа связи C ′
будет изменяться с расстоянием R′ в степени −d. Точнее:
C ′/C ∼ (R′/R)− d .
Рассматриваемый член будет неперенормируемым, если d > 0.
Другой путь утверждать это – для неперенормируемых
теорий физические константы связи растут с уменьшением
расстояния R′. Это другой путь увидеть, что неперенормиру-
емые теории плохи – они содержат взаимодействия, которые
становятся нелепо сильными на масштабах малых расстоя-
ний. Почему это плохо? Конечно, это плохо, если вы собира-
етесь использовать теорию возмущений и полагаете взаимо-
действие малым возмущением. Возможно, это не всегда плохо
в некотором более глубоком смысле, потому что существуют
неперенормируемые теории, которые математически непроти-
воречивы.
С другой стороны, если d < 0, то говорим, что данное сла-
гаемое в лагранжиане суперперенормируемое. В этом слу-
чае физическая константа связи изменяется как R′ в некото-
рой положительной степени. В такой же степени как непе-
ренормируемые теории ужасны, так суперперенормируемые
теории суперпрекрасны.
В конечном итоге для перенормируемых теорий физи-
ческие константы связи изменяются примерно как R к нуле-
вой степени, то есть как константа. Они находятся на гра-
ни между ужасным и прекрасным. В действительности, нам
необходимо сделать более тщательный анализ, чтобы отли-
чить ужас от красоты. Например, КЭД перенормируема, но
она оборачивается ужасной: сначала заряд электрона выгля-
дит практически постоянным при уменьшении расстояния R′,
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но он возрастает – логарифмически сначала, затем быстрее и
быстрее. С другой стороны, множество неабелевых калибро-
вочных теорий прекрасны: константа связи медленно стре-
мится к нулю при уменьшении R′. Мы говорим, что они
асимптотически свободны.
Теперь, чтобы объяснить, как все это пригодится для фа-
зовых переходов 2-го рода, введем некоторые концепции, ко-
торые помогут нам связать все эти идеи вместе. Мы видели,
что иногда с уменьшением R′ физические константы связи C ′
достигают некоторой определенной величины. Мы уже рас-
сматривали случай, когда они достигают нуля. Но другие слу-
чаи тоже важны! Как только это случается, мы говорим, что
предельное значение C ′ есть ультрафиолетовая фиксиро-
ванная точка ренормализационной группы. Здесь уль-
трафиолетовая точка соответствует наблюдению за мас-
штабами очень малых расстояний.
Также, если C ′ достигает некоторого значения, когда R′
возрастает, то мы говорим, что это инфракрасная фикси-
рованная точка.
Например: предположим, что мы имеем суперперенорми-
руемую либо асимптотически свободную теорию только с од-
ной константой связи. Тогда с уменьшением расстояния R′ фи-
зическая константа связи достигает нуля, так что нуль есть
ультрафиолетовая фиксированная точка. Конечно, нуль здесь
соответствует свободной полевой теории вообще без взаи-
модействия. Так что свободные теории – это ультрафиолето-
вые (УФ) фиксированные точки суперперенормируемых либо
асимптотически свободных теорий. Подобным образом, сво-
бодные теории есть инфракрасные (ИК) фиксированные точ-
ки неперенормируемых теорий и конечных перенормируемых,
но ограниченных теорий, как квантовая электродинамика.
Далее пособие содержит примеры и задачи (более 60) с
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указаниями и решениями по трем основным разделам спец-
курса "Теория перенормировок": функциональные методы,
перенормировка и ренормализационная группа. Целью посо-
бия является закрепление знаний и навыков по основам тео-
рии перенормировок2.
1. ФУНКЦИОНАЛЬНЫЕ МЕТОДЫ
1.1. Амплитуда перехода и функциональный интеграл
Амплитуду перехода или шредингеровский оператор эво-
люции в координатном представлении можно записать с по-
мощью интеграла по путям:


























C(ε) – константа, S – действие.
А. Доказать соотношение (1) в случае одномерного дви-
жения частицы в потенциальном поле путем проверки того,










+ V (xb)]U(xa, xb; T ) = ĤU(xa, xb; T )
















ε→0 δ(xa − xb) .
Б. Обобщить (1) для более сложных квантовых систем
посредством введения полного набора промежуточных состо-
2Рекомендуемые в спецкурсе и наиболее близкие к данному практикуму









и предположения, что гамильтониан вейлевски упорядочен.
1.2. Функциональное интегрирование
скалярных полей







где L = 12(∂µφ)2−V (φ) – плотность лагранжиана, φ(~x) – полевые
амплитуды.
Получить правила Фейнмана из функционального инте-
грала в теории скалярного поля двумя способами: непосред-
ственно вычисляя функциональный интеграл и через произ-
водящий функционал.
Указания. Чтобы получить правила Фейнмана из функ-



















где knµ = 2πn
µ
L , µ = 0, 1, 2, 3, и учитывая, что лагранжиан невза-
имодействующего скалярного поля квадратичен по φ: L0 =
1
2(∂µφ)
2− 12m2φ2, сводим функциональный интеграл к обобщен-
ным бесконечномерным гауссовым интегралам. Чтобы эти ин-
тегралы сходились, интегрирование по времени в функцио-
нальном интеграле идет вдоль контура, повернутого по часо-
вой стрелке в комплексной плоскости t → t(1− iε). Это значит,
что мы должны заменить k0 → k0(1 + iε).
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k2 −m2 + iE = DF (x1 − x2)
и для 4-точечной функции
〈0|Tφ1φ2φ3φ4|0〉 = DF (x1 − x2)DF (x3 − x4) +DF (x1 − x3)DF (x2 − x4)+
+DF (x1 − x4)DF (x2 − x3) .
Метод получения правил Фейнмана через функциональ-
ную производную и производящий функционал является бо-
лее коротким и удобным.















где J(x) – источник. Тогда любую корреляционную функцию










)Z[J ]|J=0 = DF (x1 − x2), (5)




























= D34D12 + D24D13 + D14D23.
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1.3. Квантование электромагнитного поля
Одна из ключевых особенностей КЭД состоит в том, что
она инвариантна относительно калибровочного преобразова-
ния:
ψ (x) → ψ′ (x) = e−iα(x)ψ (x) , (6)
ψ (x) → ψ′ (x) = eiα(x)ψ (x) , (7)
Aµ (x) → A′µ (x) = Aµ (x) +
1
e
∂µα (x) . (8)
Необходимо вывести выражение для фотонного пропага-
тора методом квантования с помощью функционального ин-
теграла ∫
DA eiS[A] , DA = DA0DA1DA2DA3 , (9)
где S[A] – действие свободного электромагнитного поля.
А. Интегрируя по частям и раскладывая поле в интеграл


















Ãµ(k)(−k2gµν + kµkν)Ãν(k). (11)
Б. Какова трудность при квантовании электромагнитного
поля? Следствием чего она является? Как разрешить данную
проблему?
В. В чем заключается трюк Фаддеева–Попова?
Г. Как определяется фиксирующая калибровку функция?
Д. Как получается слагаемое в лагранжиане, связанное с
калибровкой?
Е. Записать выражение для корреляционной функции ка-
либровочно-инвариантных операторов.
Ж. Получить уравнение для фотонного пропагатора в
импульсном представлении и его решение.
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З. Перечислить известные калибровки.
И. Почему процедура Фаддеева–Попова гарантирует, что
значение любой корреляционной функции калибровочно-инва-
риантных операторов, вычисленное по фейнмановским диа-
граммам, не будет зависеть от значения ξ, использованного
при вычислении, до тех пор, пока используется одна и та же
величина ξ?
К. Показать, как элементы S-матрицы КЭД выводятся
из корреляционных функций калибровочно-неинвариантных
операторов ψ(x), ψ(x) и Aµ(x).
1.4. Квантовая статистическая механика
Производящий функционал (4) напоминает статистиче-
скую сумму из статистической механики. Он обладает той же
общей структурой интеграла по всем возможным конфигу-
рациям с экспоненциальным статистическим весом (только с
евклидовой формой лагранжиана). Источник J играет роль
внешнего поля.
Основным объектом статистической механики является
корреляционная функция, как и в квантовой теории поля.
Фактически метод вычисления корреляционных функций (5)
дифференцированием по J производящего функционала (4)
похож на часто используемый в статистической механике при-
ем для вычисления корреляционных функций дифференци-
рованием по таким переменным, как, например, давление или
магнитное поле.






где β = 1/kT , определяя матричные элементы e−iHt через функ-
циональные интегралы. Покажите, что она находится через
3Задачи А–Д заимствованы из книги [8] (задача 9.2).
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функциональный интеграл по функциям, определенным в об-
ласти размером β и периодически соединенным во временном
направлении.

















Получить явную зависимость результата от β непросто, по-
скольку мера интеграла по x(t) зависит от β при любой дис-
кретизации. Тем не менее зависимость от ω должна быть од-
нозначной. Покажите, что с точностью до (возможно, расхо-
дящейся и зависящей от β) константы интеграл точно воспро-
изводит известное выражение для квантовой статистической
суммы осциллятора. Может понадобиться тождество









В. Обобщите эту конструкцию на теорию поля. Покажите,
что квантовая статистическая сумма свободного скалярного
поля может быть записана через функциональный интеграл.
Значение этого интеграла задается выражением
[
det(−∂2 + m2)]−1/2 , (16)
где оператор действует на функции в евклидовом простран-
стве, которые периодичны по времени с периодом β. Как и
раньше, зависимость этого выражения от β трудно вычислить
в явном виде. Однако зависимость от m2 однозначна (в общем
случае, обычно, можно вычислить вариацию функциональ-
ного детерминанта по любому явному параметру в лагран-
жиане). Покажите, что этот детерминант действительно вос-
производит статистическую сумму релятивистской скалярной
частицы.
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Г. Пусть ψ(t), ψ(t) – грассмановозначные координаты. Опре-
делим фермионный осциллятор, написав лагранжиан:
LE = ψψ̇ + ωψψ. (17)
Этот лагранжиан соответствует гамильтониану
H = ωψψ с {ψ, ψ} = 1; (18)
т.е. описывает простую двухуровневую систему. Вычислите
функциональный интеграл, допустив, что фермионы подчи-
няются антипериодическим граничным условиям: ψ(t + β) =
−ψ(t) (почему это разумно?). Покажите, что результат воспро-
изводит статистическую сумму квантово-механической двух-
уровневой системы, т.е. квантовое состояние, подчиняющееся
статистике Ферми.













по векторным полям Aµ, которые периодичны по времени с
периодом β. Примените процедуру фиксации калибровки (ра-
ботая, например, в фейнмановской калибровке). Вычислите
функциональные детерминанты, используя результат частиВ,
и покажите, что функциональный интеграл дает правильный
квантовый статистический результат (включая правильный
учет состояний поляризации).
Решение А. Рассмотрим статистическую сумму, анали-
тически продолженную по температуре T = 1/(iT ), β = iT :
Z(1/iT ) = Tr
[












D[x(t)] eiS[x(t)] , (20)
18
где S – функционал действия в пространстве Минковского








ẋ2 − V (x)
)
. (21)
Заметим, что граничные условия в интеграле по путям (20)
периодические: x(T ) = x(0), нет выделенных начальных либо
конечных условий.
Строго говоря, интеграл по путям в пространстве Мин-
ковского определяется как аналитическое продолжение в ев-
клидово пространство по x(t), t = it. Граничные условия тоже
должны быть аналитически продолжены, что для интегра-
ла (20) означает x(t = iT ) = x(t = 0). Иначе аналитическое
продолжение назад к действительной обратной температуре
β = 1/T имеет вид
Z(T ) =
x(β)=x(0)∫









ẋ2 + V (x)
)
. (23)
Решение Б. Строго говоря, мы должны сначала перейти
к дискретному евклидову интегралу по путям и только затем
сделать Фурье-преобразование для дискретного евклидового
времени. Таким образом,
tE → tn =
nβ
N
, n = 0, 1, 2, . . . , N, t0 ≡ tN ,












есть евклидов нормировочный множитель, и дискретизиро-
ванное евклидово действие для гармонического осциллятора










































Действие (25) квадратично по переменным интегрирова-
ния, так что интеграл (24) гауссов и может быть вычислен
точно. Определитель квадратичной формы (25) достаточно
громоздкий, поэтому сначала диагонализуем действие. Евкли-







































Заметим, что частоты здесь дискретны, так как евклидо-
во время периодично; кроме того, y∗k = y−k. Однако для дис-








где дискретные частоты k определяются числом N , y0 ≡ yN ,
y−k ≡ yN−k, ... . Моды yk комплексны, но полный набор y1, . . . , yN
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(exp[−2πikn/N ]− exp[−2πik(n− 1)/N ])×








exp[−2πikn/N ] (1− exp[2πik/N ])×


























































 |yk|2 , (32)
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где использовали




= e+πik/N (−2i) sin πk
N
,















































































где J(N) – якобиан дискретного преобразования Фурье (30).

























Nδ(n + m)zm = (−1)nzn ,
что немедленно приводит к
[det ∂xn/∂yk]
2 = det ∂xn/∂zm = ±1

















































































которое позволяет переписать дискретизированную статисти-































































При большом N (физически соответствует пределу непрерыв-
ного времени) полагаем 4N2 sin2(πk/N) ≈ (2πk)2 для k ¿ N , а для
(N − k) ¿ N 4N2 sin2(πk/N) ≈ (2π(N − k))2, для оставшихся мод





Поэтому при больших N


































Приведенное вычисление было строгим, но длинным. Вы-
ведем (37), используя вместо дискретного непрерывное про-
странство-время. Это означает, что, диагонализуя евклидово
действие с непрерывным временем с помощью преобразова-
ния Фурье (29), используя D[x(tE)] = D[yk] (якобиан J может











































































































где A(β) – некоторый неизвестный общий коэффициент, воз-
можно, расходящийся и (либо) β зависимый, но он не зависит
от частоты гармонического осциллятора ω. В действительно-
сти, частотная зависимость статистической суммы (38) нахо-
дится в полном согласии с формулой (37), которую получили
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выше, дискретизируя евклидово время. Подход с дискретиза-
цией также привносит общий коэффициент A = 1/β.
Остается вычислить бесконечное произведение в (37). Рас-
смотрим Z(ωβ) как аналитическую функцию комплексного ар-
гумента. Как только любой фактор с правой стороны имеет
ноль в комплексной (ωβ) плоскости, Z(ωβ) имеет ноль, и то
же для полюсов. Также произведение сходится, поэтому это








(ωβ + 2πki)× (ωβ − 2πki)
для k = 1, 2, 3, . . .. Таким образом, функция Z(ωβ) не имеет ну-
лей и имет полюса при ωβ = 2πki для всех целых k (поло-
жительных, отрицательных и ноль). Другими словами, она
имеет те же полюсы и нули, как и функция 1/ sinh(ωβ/2), и, в













































которая согласуется с формулой (39), основанной на подходе
с интегралом по путям, обеспечивающим правильный общий
множитель.
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Решение В. Обобщим (22) от механики частиц к полевой





(∂φ)2 + V (φ) (41)



















Другими словами, конечная температура переходит в геомет-
рию евклидова 4-мерного пространства-времени: евклидово
время x4 = it есть аналог β = 1/T , а на скалярное поле нало-
жено периодическое граничное условие; другие три измерения
x1, x2, x3 бесконечны как обычно.







2 − ∂2)φ , (43)
который становится диагональным после Фурье-преобразова-
ния. Однако из-за периодичности координаты евклидового вре-






















































(если мера квадратична по Φ(kE).)


















































































Часто удобно перевыразить сумму по дискретным компо-


































Тогда свободная энергия Гельмгольца F = −T ln Z свободного
эрмитового скалярного поля может быть переписана так













































eiβ`k4 ln(k2E + m
2).
В пределе нулевой температуры β → ∞ сумма ∑` сводится к
члену с ` = 0, другие члены подавлены быстро изменяющимся
фазовым множителем eiβ`k4. В общем случае вычитания вкла-
да энергии в нулевой точке мы избавляемся от ` = 0 члена.
Так как все остальные члены входят в симметричных парах






eiβ`k4 ln(k2E + m
2). (51)
Формула (51) имеет прекрасный 4D вид, но для сравнения
с обычной статистической механикой проинтегрируем снача-
ла по k4, прежде чем интегрировать по 3-импульсу k. Для




eiβ`k4 ln(k24 + E
2), (52)
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где E2 = m2 + k2. Логарифм здесь имеет разрезы по ветвям (в
комплексной k4 плоскости) от +iE до +i∞, а также от −iE до
−i∞, поэтому деформируем контур интегрирования от дей-









Другими словами, k4 = iE(1 + x + iε) на его пути вниз от
x = +∞ к x = 0 и k4 = iE(1 + x − iε) на пути вверх от x = 0







× [ln(E2(−2x− x2 + iε)) − ln(E2(−2x− x2 − iε)) =
= 2πi] = −E
∫ +∞
0











= T ln (1 − e−βE) ,




T ln (1 − e−βEk) . (54)
В конечном итоге сравним наш результат (54) с общепри-
нятым в статистической механике тождественных бесспино-





Fгармонич.осциллятор(T , Ek), (55)
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где каждая мода осциллятора дает














+ T ln (1 − e−βE) = 1
2
E + T ln (1 − e−βE) (56)
Вычитая энергию нулевой точки 12E и подставляя в (55), мы
получаем в точности выражение (54), которое показывает, что
функциональное квантование полевой теории корректно вос-
производит свободную энергию кванта поля.
Решение Г. Для (0 + 1) мерного (0 – пространство, 1 –
время) свободного комплексного грассманового поля ψ(t) мы




dtE ψ̄(∂ + ω)ψ, (57)
и поэтому статсумма
Z = Det[∂ + ω] . (58)
Все физические наблюдаемые данной системы должны быть
периодичны по евклидову времени, так что нечетные грас-
сманианы, такие, как фермионные поля, должны быть перио-
дическими либо антипериодическими. Поэтому "импульсные"










что приводит к двум отдельным выражениям для статсуммы.























= 2 sinh(βω/2), (59)




















































= sinh(βω) / sinh(βω/2) = 2 cosh(βω/2). (60)
Другими словами,
Z±(β, ω) = e+βω/2
(
1 ∓ e−βω) . (61)
Антипериодическая статсумма Z− согласуется с двухуровне-
вой статистикой Ферми, причем при конечной температуре
фермионные поля антипериодичны по евклидовому времени.
Естественно, то же правило применяется для фермионных
полей при произвольном числе пространственных измерений.

















где “энергии” k4 имеют полуцелый, а не целый спектр. Следо-
вательно, формула суммирования Пуассона
∑
k4







приводит к свободной энергии






eiβ`k4 ln(k2E + m
2)







eiβ`k4 ln(k2E + m
2) (62)
Аналогично бозонному случаю, мы можем переписать эту
формулу через 3D члены, проинтегрировав по k4 и суммируя
31
по `. Интегрирование по k4 работает, как и в бозонном случае,










(−4T ) ln (1 + e−βEk) (63)
в согласии со статистической механикой Ферми–Дирака.
Решение Д. Так же, как и для других бозонных полей,
при конечной температуре T = 1/β электромагнитное поле
Aµ(xE) становится периодическим по евклидовому времени
Aµ(x, x4 = 0) = A
µ(x, x4 = β), µ = 1, 2, 3, 4. (64)
Его локальные свойства тем не менее остаются в точности та-
кими же; в частности, мы также имеем локальные калибро-
вочные преобразования
A′µ(xE) = Aµ(xE) − ∂µΛ(xE) (65)
с учетом условия периодичности
∂µΛ(x, x4 = 0) = ∂
µΛ(x, x4 = β). (66)
Поэтому соответствующая конструкция евклидова функци-
онального интеграла по конфигурациям электромагнитного
поля требует такой же процедуры фиксации калибровки Фад-
деева–Попова, что и для T = 0 с соответствующими модифи-

























включает член, фиксирующий калибровку, и определитель
Фаддеева–Попова
∆ФП = Det(−∂2)периодич., (69)
учитывает периодичность (66) конечнотемпературных калиб-
ровочных преобразований. В конечном итоге нормировочный
множитель C, компенсирующий усреднение по калибровоч-










будет также включать собственную периодическую ω(xE).
Для свободного электромагнитного поля евклидов функ-
ционал действия (68) квадратичен по полям, и функциональ-
ный интеграл (67) просто гауссов. Учитывая определитель
Фаддеева–Попова ∆ФП, мы имеем
ZЭМ = C Det(−∂2)
[
Det
(−∂2δµν + (1− ξ−1)∂µ∂ν)]−1/2 . (71)






















µν − (1− ξ−1)kµEkνE
)}
,
где 4 × 4 матрица (k2Eδµν − (1 − ξ−1)kµEkνE) имеет три собствен-
ных значения, равных k2E (обратные собственные векторы), и
одно собственное значение, равное k2E/ξ (собственный вектор,































показывает, что электромагнитное поле имеет статистическую
функцию двух типов для безмассового скаляра или эквивалент-
но два физических состояния поляризации для собственных
безмассовых состояний квантов, фотонов.
2. ПЕРЕНОРМИРОВКА В ТЕОРИИ φ4
Эффективный подход к теории поля основан на теории
возмущений, что может приводить к расходящимся выраже-
ниям. Члены более высоких порядков содержат все большее
число внутренних интегралов, и, следовательно, существует
возможность возрастания степени расходимости. Очевидно,
для того чтобы теория поля вообще имела смысл и была прав-
доподобной, проблемы, связанные с расходимостями, должны
быть удовлетворительным образом разрешены. Общий подход
состоит в том, чтобы строить теорию возмущений порядок за
порядком (имеется в виду петлевое разложение) и показать,
что в каждом порядке величины, представляющие физиче-
ский интерес (массы, константы связи, функции Грина), мо-
гут быть перенормированы к конечным значениям. Для пе-
ренормируемых теорий это в принципе возможно во всех по-
рядках.
Рассматривая в данной главе относительно простую тео-
рию φ4, мы сможем понять основные идеи и процедуры теории
перенормировок без осложнения спинорными и калибровоч-
ными полями.
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2.1. Однопетлевые расходимости и регуляризация











где φ – действительное скалярное поле Клейна–Гордона мас-
сы m. Взаимодействию −λ4! φ4 в данной теории соответствует
вертекс
s
и правило Фейнмана −iλ.
Однопетлевая амплитуда для скалярной 2-точечной функ-
ции представляется диаграммой Фейнмана однопетлевого вкла-
да в собственную энергию:
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q2 −m2 + iε . (74)
В знаменателе содержится вторая степень q, в числителе –
четвертая (от интегрирования). Следовательно, интеграл рас-
ходится квадратично при больших q (УФ расходимость). Дан-
ная диаграмма имеет порядок λ.















i2 δ(q1 + q2 − p1 − p2)









(q2 −m2 + iε)[(p1 + p2 − q)2 −m2 + iε] . (75)
Здесь мы имеем четвертую степень q как в числителе, так и в
знаменателе, что приводит к логарифмической расходимости.
Расходимости фейнмановских интегралов можно выделить
с помощью регуляризации. Благодаря ей, проблема перенор-
мировки становится более ясной и обозримой. Существует не-
сколько видов регуляризации. Казалось бы, что наиболее есте-
ственным является введение параметра обрезания в интегра-
лы по импульсному пространству. Примером может служить







k2 − Λ2 + iε = −
Λ2
(k2 + iε)(k2 − Λ2 + iε) .
(76)
Другой аналогичный метод – регуляризация Паули–Вилларса,
при которой вводится фиктивное поле с массой :
1
k2 −m2 + iε →
1
k2 −m2 + iε −
1
k2 −M2 + iε . (77)
В обоих случаях переходят к пределу Λ → ∞ (M → ∞), при-
чем перенормированные величины не зависят от Λ (M). Дру-
гая возможность регуляризации – переход к дискретному про-
странству-времени, то есть к представлению на решетке. Во
всех случаях существует максимальная энергия (эквивалент-
ная минимальному расстоянию). Параметры (константы свя-
зи, массы, константы перенормировки полей) будут зависеть
от параметра обрезания, обычно энергии Λ или расстояния
a = 1/Λ.
Применение данных методов становится проблематичным,
в частности, для неабелевых калибровочных теорий. Свобод-
ным от трудностей является метод размерной регуляризации.
Идея этого метода состоит в том, чтобы рассматривать петле-
вые интегралы (содержащие расходимости) как интегралы по
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D-мерным импульсам, а затем перейти к пределу при D → 4.
Оказывается, сингулярности однопетлевых интегралов явля-
ются простыми полюсами по переменной ε ≡ 4 − D (также
используют 2ε ≡ 4−D).
Прежде чем применить эту технику к теории φ4, нам необ-
ходимо обобщить лагранжиан на случай D измерений. Кон-
станта связи λ безразмерна в четырех измерениях, и для того
чтобы она оставалась безразмерной в D измерениях, ее необ-
ходимо умножить на величину µ4−D, где µ – произвольный











А. Вывести значение комбинаторного множителя 12 в (74).
Б. Вывести значение комбинаторного множителя 12 в (75).
В. Как определить условную степень расходимости графа
в общем случае (D = 4− E) ?

















Д. Вычислить однопетлевую поправку Г(q2) порядка λ2 к






































1− 4m2q2 + 1√





Используя явную форму поправок низшего порядка к 2- и
4-точечной функциям в теории φ4, выпишем соответствующие
вершинные функции Γ(2)(p) и Γ(4)(pi):









−1 . . . G(2)(p4)−1G(4)(p1, . . . , p4).
Функция Грина G(4) представляет собой сумму членов поряд-
ка λ.







Эта величина также является бесконечной. Чтобы вершин-
ные функции Γ(2) и Γ(4) имели физический смысл, они долж-
ны быть конечными. Это достигается с помощью перенорми-
ровки. Перенормировка – это процедура устранения расхо-
дящихся слагаемых, полученных в процессе регуляризации.
Попутно заметим, что рассмотренные поправки имеют раз-
ный порядок по константе связи λ. Величина Γ(2) – порядка
λ, а величина Γ(4) – порядка λ2. Параметр, который в наших
вычислениях величин Γ(2), Γ(4) был одинаковым, – это число
петель. В нашем случае оно равно единице.
Решение А. В соответствии с определением 2-точечной






[φ(z)]4|0 > . (82)
Здесь есть 4 способа связать φ(z) с φ(x),
² ²
Ii





3 способа остается для связи φ(z) с φ(y). Остается 2 φ(z), ко-
торые связываются друг с другом, что приводит к рассмат-





× 4× 3 = − iλ
2
.
Решение Б. Причина появления множителя 1/2 та же,
что и в (74). Необходимо посчитать 4-хточечную корреляци-













4|0 > . (83)
1/2! возникает во втором члене ряда Тейлора для T̂ exp[−i ∫ dzH],
но не в этом причина для искомой 1/2. Прежде всего, суще-
ствуют три различных типа сверток Вика: 1) φ(x1) и φ(x2) с од-
ним z, например, φ(z1)2, и φ(x3) и φ(x4) с φ(z2)2 (s-канал), 2) φ(x1)
и φ(x3) с одинаковым z (t-канал), 3) φ(x1) и φ(x4) с одинаковым
z (u-канал). Отсюда сумма трех членов. Рассмотрим первый
случай: φ(x1) и φ(x2) свертываются с одинаковым z (s-канал).
Прежде всего, есть 2 способа выбора (z1 и z2), амплитуды для
которых одинаковы и суммируются. Поэтому 2× 1/2! – сокра-
щаются. Итак, выбираем z1 и убираем 1/2!. Теперь 4 способа




· 4 · 3 = −i λ
2
.
В точности такая же ситуация со сверткой φ(x3), φ(x4) с φ(z2)4.
Далее, φ(z1)2 и φ(z2)2 остаются несвернутыми, есть 2 способа





· 2 = (−iλ)2/2 .
Можно проверить, что такой же множитель в t- и u-канальных
амплитудах.
Решение В. Каждый пропагатор дает вклад в знаме-
натель второй степени q, а каждая вершина дает вклад в
числитель четвертой степени q (за счет интегрирования) и
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δ-функцию, выражающую закон сохранения импульса. Чис-
ло независимых импульсов (по которым ведется интегрирова-
ние) равно числу петель (в случае рассмотренных выше двух
диаграмм это число равно 1).
Рассмотрим диаграмму порядка n, то есть с n вершинами,
E внешними линиями, I внутренними линиями и L петлями.
Пусть пространство-время имеет размерность D. В этом слу-
чае вершины дают вклад в числитель степени D по q. Нас
интересует степень расходимости D данной диаграммы. Оче-
видно, что D = DL − 2I. Это условная (кажущаяся) степень
расходимости. Для рассмотренных выше диаграмм эта фор-
мула дает D = 2 и D = 0. Выразим D через E и n, исключая
при этом I и L. Имеются I внутренних импульсов. В каждой
вершине (их всего n) сохраняется импульс, однако выполняет-
ся закон сохранения полного импульса, так что всего имеются
n− 1 соотношений между импульсами. Следовательно, число
независимых импульсов равно I −n + 1. Но это число равно L:
L = I − n + 1. В теории φ4 в каждую вершину входят 4 линии,
то есть всего имеется 4n линий, часть из которых является
внутренними, а часть – внешними. Однако при подсчете чис-
ла линий внутренние линии учитываются дважды, поскольку
они связывают две вершины. Таким образом,
4n = E + 2I. (84)
Из предыдущих равенств следует, что






E + n(D − 4). (85)
В случае D = 4 имеем соотношение
D = 4− E, (86)
откуда получаются результаты для диаграмм, рассмотренных
выше. Из этого соотношения следует также, что все диаграм-
мы с числом внешних концов, больше четырех сходятся, на-
пример, при E = 6 получается D = −2.
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Согласно теореме Вайнберга, диаграмма Феймана сходит-
ся, если ее степень расходимости D, а также степени расходи-
мости всех ее подграфов отрицательны.
Указание к задачам Г и Д: воспользоваться для вычис-
ления интегралов формулами приложения.
2.2. Константы перенормировки





(φ∗φ− F 2)2 = kφ∗φ + λ
4
(φ∗φ)2 + const, (87)
где k ≡ −12λF 2. Для перенормировки константы связи удобно
определить физическую константу связи через процесс рассе-
яния, в котором она может быть измерена экспериментально.
Иначе физические константы связи могут быть определены
с помощью обрезанной 1ЧН (одночастично неприводимой) n-
точечной функции с заданными импульсами внешних линий,
пропорциональными энергетическому масштабу µ << Λ. Та-
ким образом, определяем физическую 4-точечную констан-
ту связи посредством обрезанной 1ЧН 4-точечной функции
с импульсами обрезанных внешних линий, пропорциональны-
ми µ (точный выбор сейчас не важен). Получается функция
λreg(λ, µ, Λ). Зависимость от других констант связи и массовых
параметров остается неявной.
Теория считается перенормируемой, если мы можем сдви-
нуть параметр обрезания, изменяя λ (голая константа связи)
таким образом, что при фиксированном значении µ = µ0 пе-
ренормированная константа λR конечна и принимает задан-
ное (измеряемое) значение. Тогда очевидно, что перенорми-
рованная константа связи λR(µ) ≡ λreg(λ(Λ), µ, Λ) есть функция
µ, совпадающая при µ0 с заданным значением λR. Так как
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физическая константа связи вычисляется посредством пол-
ной 1ЧН 4-точечной функции, то зависимость от энергети-
ческого масштаба обусловлена квантовыми поправками. Так
как вакуум в полевых теориях не пуст, вычисление не намно-
го отличается от вычисления эффективных взаимодействий в
поляризованной среде. В этом случае поляризация обусловле-
на виртуальными частицами, которые описывают квантовые
флуктуации (нулевые) вакуума, называемые поэтому поля-
ризацией вакуума. Энергетически зависимые константы на-
зывают бегущими константами. Подчеркнем, что изменение
константы есть проявление аномалии (называемой конформ-
ной аномалией), которая представляет собой нарушение сим-
метрии лагранжиана квантовыми поправками. В отсутствие
массы теория скалярного поля с ϕ4 взаимодействием на клас-
сическом уровне инвариантна относительно масштабных пре-
образований, ϕ(x) → kϕ(x/k), где k – параметр шкалы. Очевид-
но, что регуляризованные константы неинвариантны относи-
тельно такого изменения масштаба, потому что есть параметр
обрезания. Что неочевидно, так это то, что для простых тео-
рий поля, рассматриваемых в размерности 4, зависимость от
масштаба не может быть скомпенсирована устранением обре-
зания (Λ →∞).
Когда мы говорим, что вклады от петель расходятся, то
подразумеваем, что без изменения голой константы связи их
вклады бесконечны в пределе Λ →∞. Вычисления могут быть
перестроены так, что нигде не появятся бесконечности и регу-
ляризованные константы будут конечными при стремящемся
к бесконечности параметре обрезания, если представим голую
константу связи как функцию параметра обрезания Λ. Теория
называется перенормируемой, если только конечное число го-
лых констант связи требуется изменить для того, чтобы все
1ЧН n-точечные функции были конечны. Это эквивалентно
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тому, что все 1ЧН n-точечные функции должны быть пол-
ностью определены как функции конечного числа перенор-
мированных констант, называемых одетыми константами. Та-
ким образом, КТП имеет предсказательную силу. Поэтому пе-
ренормируемость – необходимое требование к теории, чтобы
быть нечувствительной к тому, что происходит при очень вы-
соких энергиях с максимальной степенью предсказательной
силы. СМ попадает в такой класс теорий.
Теоретические исследования последних лет показали, что
собственная константа хиггсовского поля почти исчезает, если
мы выбираем Λ →∞, хотя и логарифмическим образом. Вооб-
ще говоря, изменение константы таково, что перенормирован-
ная константа увеличивается с увеличением энергии. Чтобы
избежать того, что перенормированная константа становит-
ся бесконечной при некоторой конечной энергии, надо либо
положить перенормированную константу равной нулю, либо
удерживать параметр обрезания конечным. Насколько пара-
метр обрезания будет велик, зависит от параметров модели,
в частности, массы хиггса. Если масса хиггса относительно
мала, это может быть планковский масштаб и будут незначи-
тельные последствия для теории. Если же масса хиггса будет
порядка 1 ТэВ, то параметр обрезания должен быть немного
менее 10 ТэВ.
Если мы можем измеpить собственную константу хиггсов-
ского поля и соответствующие величины, что нетpивиально
(это является кpитическим для спонтанного наpушения сим-
метpии и генеpации масс W и Z частиц), скаляpный сектоp
SM, оказывается, зависит неявно от того, что пpоисходит пpи
высоких энеpгиях. Эта чувствительность к высоким энеpги-
ям, однако, много слабее чем у непеpеноpмиpуемых теоpий,
таких как 4-фермионное взаимодействие Ферми.
Закончим обсуждение, отметив, что бегущая константа
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может как увеличиваться, так и уменьшаться пpи увеличе-
нии энеpгии. Хиггсовская собственная константа и электpо-
магнитная константа связи e – пpимеpы констант, котоpые
увеличиваются пpи высоких энеpгиях. Для электpического
заpяда e это увеличение незначительно, и паpаметp обpезания
может быть выбpан много большим, чем планковская энеp-
гия. Аналогия с поляpизацией сpеды: виpтуальные частицы
в поле заpяженной частицы будут экpаниpовать ее заpяд на
больших pасстояниях. Когда мы исследуем заpяженную ча-
стицу на достаточно малых pасстояниях, эффективный заpяд
становится менее экpаниpован и увеличивается. Собственные
взаимодействия в неабелевой калибpовочной теоpии приводят
к эффекту антиэкpаниpовки, то есть эффективный заpяд ста-
новится больше на больших pасстояниях. Это один из путей
понимания конфаймента для сильных взаимодействий. Энеp-
гия отдельного кваpка внутpи сфеpической повеpхности будет
увеличиваться неогpаниченно с увеличением pадиуса. Сво-
бодный кваpк имел бы бесконечную энеpгию. И наобоpот, с
уменьшением pазделенности эффективный заpяд становится
слабее и слабее, и кваpки начинают вести себя как свободные.
Это явление асимптотической свободы.
В теории φ4 перенормированные и неперенормированные
константы связи в схеме с размерной регуляризацией соотно-
сятся следующим образом:
λR (µ) = µ
−εZ̄−1 (µ) λ0, (88)
где
Z̄−1 = Z−1λ Z
2
φ, (89)
Zλ и Zφ определяются соотношениями (2.23), (2.36) и (2.40) из
книги [11].
А. Покажите, что β-функция может быть записана как

























В. Вычислите β-функцию β(λ) = −M2dλ/dM2, где λ диф-
ференцируется при фиксированной голой константе λ0.
Г. Проинтегрируйте β-функцию и получите бегущую кон-
станту связи λ(Q2).
Решение А. Точным дифференцированием выражения (88)
получаем




















Решение Б. Учитывая однопетлевой результат (91) в (89),
получаем
Z̄−1 = Z−1λ Z
2




























β (λR) . (97)
В таком подходе соотношение (90) превращается в







 λR = −ελR −
3λR
16π2ε
β (λR) . (98)
Решая для β (λR), получаем






















Замечание. Более общий анализ зависимости β (λ) от ε
может быть проведен следующим образом. Сначала запишем
(88) как
λ0 = λ (µ) µ
εZ̄ (101)


































































































Допуская, что β (λ) является конечным разложением по ε,
β (λ) =
[
β0 + β1ε + β2ε




Приравнивая коэффициенты при одинаковых степенях ε в
обеих сторонах равенства (106), видим, что разложение β (λ)
заканчивается после первой степени ε (βk = 0 for k > 1):
β (λ) = β0 + β1ε. (108)
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Тогда из (106) получаем





= −a1, или β0 = −a1 + λda1
dλ
. (110)
Таким образом, β-функция задается
β (λ) = −λε− a1 + λda1
dλ
→ −a1 + λda1
dλ
при ε → 0 (111)
Используя a1 = λb1, получаем













































Так что все коэффициенты an с n > 1 могут быть определены
из a1 повторным использованием (113).
Указание к задаче В. Вычисленная iM добавляется к го-
лой константе связи −iλ0 в низшем порядке, и, следовательно,








2.3. Однородное РГ уравнение













φ4R + (контрчлены) , (115)
где λR, φR и mR – перенормированные величины.
47
Используем факт, что неперенормированные n-точечные
функции Грина Γ(n) (pi, λ0,m0) зависят от голых параметров




Γ(n) (pi, λ0,m0) = 0, с фиксированными m0, λ0, (116)
чтобы вывести ренормгрупповое (РГ) уравнение для данной
теории.
Решение. Соотношение (3.50) из книги [11] между непе-
ренормированной и перенормированной функциями Грина




R (pi, λR,mR, µ) . (117)









R (pi, λR,mR, µ)
]
= 0. (118)































ln Zφ, β (λR) = µ
∂λR
∂µ


















R (pi, λR,mR, µ) = 0.
(120)
Замечание 1. В таком выводе подразумевается, что го-
лые величины λ0 и m0 зафиксированы.
Замечание 2. Данное уравнение является однородным и
поэтому более удобным для работы, чем оригинальное урав-
нение Каллана–Симанчика.
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2.4. Однопетлевое РГУ в безмассовой теории
При перенормировке безмассовой теории φ4 мы можем им-
пульсно вычесть при p2 = −M2, чтобы избежать инфракрас-













R (p1,p2,...pn) = 0 (121)
Проверьте точно, в однопетлевой результат для 4-точечной
функции Γ(4)R (p1, p2, p3) удовлетворяет этому РГ уравнению.























dα ln α (1− α)− ln (−p2)
}
. (123)
Предположим, мы делаем подстановку при некотором про-


















где зависимость от M достаточно проста (по сравнению с µ2
зависимостью в массивной теории). Перенормируемая функ-
ция Грина имеет вид
Γ
(4)























 [−i + O (λ)] , (127)
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Поэтому из (3.48) [11], где γ (λ) ' O (λ2) , видим, что Γ(4)R (s, t, u)
удовлетворяет РГУ в порядке λ2.
2.5. Двухпетлевая перенормировка поля
Рассмотрим перенормировку поля в теории φ4. Контрчлен
1
2 δZ(∂µφ)
2 не появляется на однопетлевом уровне перенорми-
рованной теории возмущений, потому что однопетлевая диа-
грамма представляет собой импульсно независимую амплиту-
ду. На двухпетлевом уровне появляется импульсно зависимая
1ЧН диаграмма, именно поэтому во втором порядке δ(2)Z 6= 0.
А. Проверьте, что однопетлевая скалярная двухточечная
функция не генерирует перенормировку волновой функции, а
дает квадратично расходящуюся перенормировку массы.
Б. Вычислить необходимую двухпетлевую диаграмму и
контрчлен4 δ(2)Z . Обосновать происхождение комбинаторного
множителя.
Это трудное кропотливое вычисление. Сначала скомбини-
руем три пропагатора, используя фейнмановские параметры
и сдвигая два независимых петлевых импульса, чтобы пере-
писать петлевой интеграл в следующем виде:
∫∫∫










2 −m2 + iε]3
для некоторых (x, y, z)-зависимых коэффициентов α, β, γ. Да-
лее, поворот Вика для `1 и `2 в евклидово пространство, раз-
мерная регуляризация к D < 4 и вычисление интегралов по
импульсам. Третье, для вычисления контрчлена δZ возьмем
4Задача взята из книги [8] (10.3).
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производную dΣ/dp2 перед интегрированием по фейнмановским
параметрам либо переходя к пределу D → 4. Четвертое, возь-









+ const + ln G(x, y, z)
}
с некоторыми рациональными функциями F и G от фейнма-
новских параметров.
Для упрощения вычисления интеграла заменим перемен-
ные (x, y, z) на (w, ξ): x = ξw, y = (1 − ξ)w, z = 1 − w, затем про-
интегрируем первый раз по w, второй раз по ξ. Полезными
могут оказаться следующие соотношения:
∫∫∫
dxdydz δ(x + y + z − 1) xyz






dxdydz δ(x + y + z − 1) xyz
(xy + xz + yz)3
ln
(xy + xz + yz)3




Решение Б. На двухпетлевом уровне есть только одна,










k21 −m2 + iε
i
k22 −m2 + iε
i
(k1 + k2 + p)2 −m2 + iε .
С помощью параметров Фейнмана x, y и z произведение про-
пагаторов представим в виде
∫∫∫





D = xk21 + yk
2
2 + z(k1 + k2 + p)
2 − m2 + iε =
= α`21 + β`
2
2 + γp
2 − m2 + iε
для
`1 = k1 +
z
x + z
(k2 + p), `2 = k2 +
xz
xy + xz + yz
p,
51
α = x + z, β =




xy + xz + yz
.






























2 −m2 + iε]4
. (131)
Теперь сделаем поворот Вика для петлевых импульсов `1






2 + β(`E2 )



















































Подставляя этот регуляризованный импульсный интеграл































dxdydz δ(x + y + z − 1) xyz














(xy + xz + yz)3
(xy + xz + yz − xyz)2

 .
Вычисление оставшегося интеграла по параметрам Фейнма-

















3. ПЕРЕНОРМИРОВКА В ТЕОРИЯХ
С ФОТОНАМИ И ФЕРМИОНАМИ
3.1. Расходимости в скалярной теории и в КЭД
А. Анализируя степень расходимости, постройте контрчле-
ны и нарисуйте все однопетлевые расходящиеся 1ЧН графы







Б. Анализируя степень расходимости, постройте контрчле-
ны для лагранжиана КЭД




где Fµν = ∂µAν − ∂νAµ.
Контрчлены должны быть калибровочно инвариантны.
Решение А. Кажущаяся степень расходимости D связана
с числом внешних бозонных линий B и числом φ3 вертексов
n1 [11] (2.133)
D = 4−B − n1. (134)









(диаграммы собственной энергии) B = 2. D = 2 − n1. Так как
число внешних линий четно, то n1 также должно быть чет-
но, n1 = 0 и 2 приводят к квадратично расходящемуся φ2 и
логарифмически расходящемуся ∂µφ ∂µφ контрчленам.




(φ3-вертекс диаграмма) B = 3. D = 1−n1 = 0, так как n1 должно
быть нечетным (поэтому n1 = 1), приводя к логарифмически
расходящемуся φ3 контрчлену.


















(φ4-вертекс диаграмма) B = 4. D = 0 приводит к логарифми-
чески расходящемуся φ4 контрчлену.

















с B = 1 и D = 3 − n1 с нечетным n1 = 1 и 3. Квадратично
расходящиеся показаны на рисунке (б), логарифмически рас-
ходящиеся – на (а).
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Решение Б. Здесь количества внешних бозонных и фер-
мионных линий удовлетворяют
D = 4−B − 3
2
F. (135)
Перечислим все возможные члены, начиная с меньшего ко-
личества возможных внешних фермионных (электронных) и
бозонных (фотонных) линий.
i Для диаграммы поляризации вакуума
~
F = 0, B = 2. Поэтому условная степень расходимости D =
2 (квадратичная расходимость). Чтобы получить конечный
член, необходимо разложить соответствующий вклад πµν (k)
выше второго порядка по импульсу фотона k :
πµν (k) = πµν (0) + k
2gµνπ1 (0) + kµkνπ2 (0) + π̃µν (k) . (136)
Поэтому требуемые контрчлены: (A)2 и (∂A)2. Но нет калибро-
вочно инвариантного контрчлена без производной (A)2. Одна-
ко есть калибровочно инвариантный член (∂A)2, имеющий ту
же форму, что и член кинетической энергии фотона FµνFµν:
(∂µAν − ∂νAµ) (∂µAν − ∂νAµ).
ii Для диаграммы фотон-фотонного рассеяния
~
F = 0, B = 4. Здесь D = 0 (логарифмическая расходимость).
Находим
Γµνλρ (ki) = Γµνλρ (0) + Γ̃µνλρ (ki) , (137)
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где член Γ̃µνλρ (ki) конечен. Требуемый контрчлен имеет форму
(A)4. Однако невозможно сконструировать такой член, явля-
ющийся калибровочно инвариантным. Поэтому мы ожидаем,
что Γµνλρ (ki) конечный.
iii Для диаграммы собственной энергии электрона
~
F = 2, B = 0. Степень расходимости – единица, она линейно
расходится. Имеем
Σ (p) = Σ (0) + p̂Σ′ (0) + Σ̃ (p) , (138)
где ожидаем, что Σ (0) линейно (или логарифмически) и Σ′ (0)
логарифмически расходятся, а Σ̃ (p) сходится. Требуемые кон-
трчлены Σ (0) ψψ и Σ′ (0) ψγµ∂µψ, соответственно.
iv Для диаграммы электрон-фотонного вертекса
~
F = 2, B = 1. Имеем логарифмическую расходимость (D = 0).
Откуда
Γµ (p, q) = Γµ (0) + Γ̃µ (p, q) (139)
с контрчленом формы ψγµψ.
3.2. Модель взаимодействующих
скалярного и фермионных полей
Вычислить в однопетлевом пpиближении собственную энеp-
гию скаляpного поля φ с массой m, взаимодействующего с
двумя типами феpмионов с массами m1 и m2 с юкавскими
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Решение. Собственная энеpгия скаляpного поля в одно-
петлевом поpядке является суммой вкладов феpмионной (Σ1)
и скаляpной петли (Σ2) (в этом поpядке Z ≡ 1):
Σφ(q) = Σ1 + Σ2.
Аналитические выpажения для Σ1 и Σ2 имеют следующий
вид:





Tr[(k̂ + m1)(k̂ + q̂ + m2)]








(k2 −m2 + iε)((k + q)2 −m2 + iε) .
Ясно, что данные интегpалы pасходятся. Заменяя импульс
обpезания на Λ, находим Σ1 ∼ Λ2 и Σ2 ∼ ln Λ в низшем неисче-
зающем поpядке по 1/Λ. Говоpят, что Σ1 pасходится квадpа-
тично, Σ2 – логаpифмически.
Используем паpаметpизацию Фейнмана (A.20) для Σ1 с
заменой a = (k + q)2 −m22 + iε и b = k2 −m21 + iε. Для Σ2 сделаем
также, только m1 = m2 = m. Получаем:









k2 + kq + m1 m2
(











((k + (1− x)q)2 + x(1− x)q2 −m2 + iε)2 .
Сделав сдвиг по пеpеменной интегpиpования k → k − (1 −
x)q, находим








k2 − (1− 2x)kq + m1m2 + x(x− 1)q2

















1 + (1− x)m22 − x(1− x)q2 и M2x,q = m2 − x(1− x)q2,
что позволяет выpазить Σi чеpез интегpалы ID,α,β(m):


























m1m2 − x(1− x)q2
(M̂2x,q − iε)2−D/2Γ(2)
−













































Расходящаяся часть тепеpь полностью содеpжится в Γ(2−D/2),
потому что







4−D − γE +O(4−D).
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3.3. Псевдоскалярная теория Юкавы
В данном параграфе проведена перенормировка псевдо-
скалярной теории Юкавы, в рамках которой рассматривается
взаимодействие скалярных и фермионных полей. Определены
условно расходящиеся диаграммы. Сформулированы фейнма-
новские правила для перенормированной теории возмущений
с заданным лагранжианом, включены все необходимые кон-
трчленные вершины. Контрчлены вычислены в однопетлевом
приближении теории возмущений с использованием физиче-
ских условий перенормировки и размерной регуляризации5.
А. Определите условно расходящиеся диаграммы и сфор-
мулируйте фейнмановские правила для перенормированной






m2φ2 + ψ(i∂̂ −M)ψ − igψγ5ψφ, (141)
где φ – действительное скалярное поле, ψ – дираковский фер-
мион. Заметим: лагранжиан инвариантен относительно пре-
образования четности ψ(t, ~x) → γ0ψ(t,−~x), φ(t, ~x) → −φ(t,−~x), ес-
ли поле φ обладает отрицательной четностью. Включите все
необходимые контрчленные вершины. Покажите, что теория
содержит расходящуюся амплитуду 4φ. Это означает, что тео-
рию нельзя перенормировать, если не включить скалярное са-
модействие
δL = − λ
4!
φ4 (142)
и аналогичный контрчлен. Конечно, можно положить пере-
нормированное значение этой константы связи равным нулю,
но это неестественный выбор, так как контрчлен все равно
будет отличным от нуля. Требуются ли какие-то другие вза-
имодействия?
Б. Вычислите в однопетлевом приближении теории воз-
мущений расходящуюся часть (полюс при D → 4) каждого
5Задача взята из книги [8] (10.2).
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контрчлена, наложив необходимое количество условий пере-
нормировки. Не следует беспокоиться о конечных ча-
стях контрчленов. Поскольку расходящиеся части долж-
ны иметь фиксированную зависимость от внешних импульсов,



























































































 + к.ч. (148)
В. Докажите, что для условий перенормировки вне мас-
совой поверхности при некотором масштабе перенормировки
M >> M, m каждый из логарифмически расходящихся кон-
трчленов δφZ, δ
ψ
Z, δg и δλ имеет вид
δ = C ln
(Λ)2










 + к.ч. (150)
в размерной регуляризации. Коэффициент C в УФ расходя-
щейся части одинаков во всех схемах перенормировки (на мас-
совой поверхности и вне), а конечные части не зависят от M.
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Решение А. Условная степень расходимости диаграммы
в теории Юкавы, как и в КЭД, зависит только от числа внеш-
них хвостов каждого типа:




Согласно (151), существуют только семь типов условно рас-






D = 4 D = 3 D = 2 D = 1 D = 0 D = 1 D = 0
а б в г д е ж
Поправка (а) приводит к ненаблюдаемому сдвигу энергии
вакуума и не дает вклада в элементы S-матрицы, то есть не
имеет отношения к процессам рассеяния.
Амплитуды (б) и (г) обращаются в нуль в силу симмет-
рии относительно преобразования четности. Поскольку псев-
доскалярное поле φ – нечетное, то амплитуды с нечетным чис-
лом внешних псевдоскалярных частиц и без фермионов долж-
ны иметь нечетную зависимость от импульсов частиц. Но,
чтобы создать нечетную лоренц-инвариантную комбинацию
лоренцевых векторов pα1 , pβ2 , . . ., необходим ε-тензор εαβγδpα1pβ2pγ3pδ4,
требующий, по крайней мере, 4 линейно независимых импуль-
са (в D = 4 пространстве-времени) и, следовательно, n ≥ 5
внешних хвостов у диаграммы. Амплитуды (б) и (г) исчезают
тождественно, так как включают один либо три псевдоскаля-
ра без фермионов.
В отличие от КЭД, в теории Юкавы не нужно рассматри-
вать тождества Уорда, поэтому условная расходимость 1ЧН
амплитуды совпадает с действительной. Раскладывая 1ЧН
амплитуды (в), (д), (е) и (ж) по степеням относительного им-
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пульса, определяем расходимости:
(в) Σφ(p2) = O(Λ2)× const +O(ln Λ)× p2 + к.ч.;
(д) M(s, t, u) = O(ln Λ)× const + к.ч.;
(е) Σψ(p̂) = O(Λ1)× const +O(ln Λ)× p̂ + к.ч.;
(ж) Γ5(p′, p) = γ5 ×O(ln Λ)× const + к.ч.
Для того чтобы сократить эти расходимости в перенор-
мированной теории возмущений, необходимо 4 контрчленных
вертекса, представленные на рисунке. Они получаются из ло-




































Для того чтобы ввести такие контрчлены, начнем с того,













0 + ψ0(i∂̂−M0)ψ0 − ig0 φ0ψ0γ5ψ0
(153)






















+ ψr(i∂̂ −Mфиз)ψr − igфиз φrψrγ5ψr , (154)
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тогда контрчлены определяются следующими соотношениями
(φ ≡ φr и ψ ≡ ψr):
δφZ = Zφ − 1, δψZ = Zψ − 1, δφm = Zφm20 −m2физ ,
δψM = ZψM0 −Mфиз , δλ = Z2φλ0 − λфиз , δg = ZψZ1/2φ g0 − gфиз .
Видим, что на однопетлевом уровне для заданной теории все
контрчлены в (152) определены. В частности, нам необходим
δλ, даже если начинаем с λфиз = 0. Таким образом, с точки зре-
ния голого лагранжиана λфиз = 0 не имеет особого значения:
λ0 6= 0, и исчезновение частичной амплитуды рассеяния, что
мы используем для определения физической λ, будет случай-
ным. Другими словами, мы точно подстраиваем λ0 для дости-
жения λ = 0, как раз мы можем подстроить λ0 для достиже-
ния любой другой экспериментальной величины физической
константы связи, но это не будет иметь какого-либо особого
значения собственно для самой теории.
Это пример общего правила: перенормируемые кван-
товые теории поля имеют все перенормируемые кон-
станты связи в соответствии с симметриями теории
(исключая тонкую подстройку параметров-каплингов). Для
рассматриваемой теории мы имеем поле Дирака ψ, действи-
тельное псевдоскалярное поле φ и все члены лагранжиана,
включающие эти поля, инвариантные относительно преобра-
зований Лоренца, и четности, имеющие каноническую раз-
мерность ≤ 4 (для перенормируемости). Существует только
конечное число таких членов, и легко видеть, что лагранжи-
ан (154) содержит все такие члены и никакие другие. Следо-
вательно, перенормированная теория не должна иметь допол-
нительных взаимодействий.
Дополнительная симметрия может наложить запрет на
возникновение некоторых каплингов после процедуры пере-
нормировки. Например, рассмотрим лагранжиан (154) для
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g = 0 (но λ 6= 0): в отсутствие юкавской константы теория
имеет дополнительную симметрию φ(x) → −φ(x) (без четно-
сти), и эта дополнительная симметрия будет препятствовать
процедуре восстановления юкавской константы после прове-
дения перенормировки. С другой стороны, когда λ = 0, но
g 6= 0, теория не имеет какой-либо дополнительной симметрии
для λ 6= 0, и поэтому перенормировка приводит к возникнове-
нию вершины взаимодействия λφ4, даже если таковой не было
изначально.
Решение Б. Начнем с δλ. На однопетлевом уровне че-
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p̂1 −M + iε (gγ
5)
i
p̂2 −M + iε ×
× (gγ5) i
p̂3 −M + iε (gγ
5)
i




p2 = p1 + k1 , p3 = p2 + k2, p4 = p3 + k3 и p1 = p4 + k4 ;
есть еще пять диаграмм, отличающихся перестановкой внеш-
них импульсов k1, k2, k3, k4. Для произвольных импульсов ин-
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теграл (155) достаточно сложен для вычисления, но его рас-
ходимость k-независима, поэтому может быть вычислен для
любого частного выбора ki. Ясно, что простейший выбор ki –
это k1 = k2 = k3 = k4 = 0; это вне массовой поверхности, но
проблем нет. Учитывая (155), получаем


















(p2 −M2 + iε)2 , (156)
где последнее равенство следует из
[γ5(p̂+M)]2 = γ5(p̂+M)γ5(p̂+M) = (−p̂+M)(p̂+M) = −p2 + M2,
и поэтому tr[γ5(p̂ + M)]4 = 4(p2 − M2)2. Вычисляя интеграл в
последней строке (156), используя размерную регуляризацию
и (A.5), получаем











Заметим, что [gφψψ] = [g] + [φ] + 2[ψ] = [g] + D−22 + 2D−12 = D =⇒
[g] = 4−D2 . Остается умножить этот результат на 6 (6 аналогич-
ных диаграмм) и добавить вклады (A.22) других диаграмм в
рамках скалярной φ4 теории, так что





















 + O(λ3, λg4 или g6). (158)
Условие перенормировки для физической константы λ есть
M = −λµε, когда все внешние импульсы на массовой поверх-
ности и на пороге (s = 4m2, t = u = 0). При других величинах
внешних импульсов мы будем иметь






к.ч. + высшие поправки. (159)
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Сравнивая эту формулу с (158), окончательно получаем (143).
Как было обещано, δλ 6= 0 даже для λ = 0 благодаря перенор-
мировке, обусловленной фермионными петлями.
Далее вычислим контрчлен δg. Для этого рассмотрим по-




















p̂′ + k̂ −M + iε (gγ
5)
i
p̂ + k̂ −M + iε (gγ
5)
i
k2 −m2 + iε .








k2 −m2 + iε
1
(p + k)2 −M2 + iε
1
(p′ + k)2 −M2 + iε =
=
∫∫∫
dx dy dz δ(x + y + z − 1) 2
(`2 −∆ + iε)3 , (161)
`2 −∆ = z(k2 −m2) + x((p + k)2 −M2) + y((p′ + k)2 −M2) ⇒
⇒ ` = k + xp + yp′,
∆ = zm2 + (1−z)M2 − xzp2 − yzp′2 − xyq2 = zm2 + (1−z)2M2 − xyq2,
на массовой поверхности p2 = p′2 = M2.
Для числителя N (5) имеем
N (5) = γ5(p̂′+ k̂ + M)γ5(p̂ + k̂ + M)γ5 = (M − k̂− p̂′)γ5(M − k̂− p̂) =
= (M − ˆ̀− zp̂′ − xq̂)γ5(M − ˆ̀− zp̂ + yq̂) =
= { учитывая ū(p′)Γ(5)u(p) } =
= (M − ˆ̀− zM − xq̂)γ5(M − ˆ̀− zM + yq̂) =
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= γ5((1− z)M + ˆ̀+ xq̂)((1− z)M − ˆ̀+ yq̂) ⇒
⇒ γ5 [−`2 + (1− z)2M2 + xyq2 + (1− z)2Mq̂] ⇒
⇒ γ5 [−`2 − (1− z)2M2] , (162)
где последнее равенство следует из
ū(p′)γ5q̂u(p) = ū(p′)(−p̂′γ5 − γ5p̂)u(p) = −2Mū(p′)γ5u(p).






`2 + (1− z)2M2
(`2 −∆ + iε)3 ,
где мы вычислили интеграл по импульсу, используя виков-




`2 + (1− z)2M2
(`2 −∆ + iε)3 −→ −2µ
4−D ∫ dD`E
(2π)D











































































































– достаточно сложная, но конечная функция отношений мас-
сы и импульса.
Понятно, что условие перенормировки для юкавской кон-
станты g должно иметь форму Γ(5) = gγ5 для фермионов на
массовой поверхности и некоторой величины q2 псевдоскаля-
ра. Например, q2 = 0 или на массовой поверхности q2 = m2 (до-














Наши следующие цели: фермионная масса и контрчлены
кинетической энергии δψM и δ
ψ
Z.
w -- s --+ s s
На однопетлевом уровне анализа 1ЧН 2-точечная функция
Грина поля Дирака есть
−iΣ1-петл.ψ (p̂) =




k2 −m2 + iε(gγ
5)
i
p̂ + k̂ −M + iε (gγ
5). (165)












k2 −m2 + iε
1





(`2 −∆ + iε)2 ,
`2 − ∆ = (1− x)[k2 −m2] + x[(k + p)2 −M2] ⇒
⇒ {` = k + xp, ∆ = (1− x)m2 + xM2 − x(1− x)p2} ,
N = γ5(p̂ + k̂ + M)γ5 = M − p̂− k̂ = M − (1− x)p̂− ˆ̀∼= M − (1− x)p̂.








(`2 −∆ + iε)2 , (167)
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Σ1-петл.ψ (p̂) = δ
ψ












(1− x)m2 + xM2 − x(1− x)p2

 .

















































x2M2 + (1− x)m2













В то же время, первое условие (169) дает














































Заметим, что аналогично КЭДфермионный массовый кон-
трчлен в юкавской теории пропорционален самой массе и рас-
ходится логарифмически, а не линейно в УФ пределе (инте-
грал (167) при размерной регуляризации). Как в КЭД, та-
кое поведение обусловлено дополнительной симметрией тео-
рии Юкавы, возникающей, когда фермионная масса исчезает.
А именно для M = 0 мы имеем дискретную киральную сим-
метрию
Ψ(x) → γ5Ψ(x), Ψ(x) → −Φ(x). (171)
В отличие от калибровочной константы в КЭД, псевдоска-
лярная юкавская константа не удовлетворяет непрерывным
киральным преобразованиям ψ(x) → exp(iαγ5)ψ(x), но дискрет-
ная симметрия достаточна для предотвращения возникающе-
го сдвига массы за счет петлевых поправок в безмассовой
юкавской теории.
Теперь рассмотрим контрчлены для бозонной массы и ки-
нетической энергии δφM и δ
φ
Z.
jY++w s s s
На однопетлевом уровне анализа 1ЧН 2-точечная функция
Грина псевдоскалярного поля
−iΣ1-петл.φ (k2) =

















p̂−M + iε (−gγ
5)
i
















p2 −M2 + iε
1





(`2 −∆ + iε)2 ,
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`2 − ∆ = (1− x)[p2 −M2] + x[(p + k)2 −M2] ⇒
⇒ {` = p + xk, ∆ = M2 − x(1− x)k2, N =
= Tr[(p̂ + M)γ5(p̂ + k̂ + M)γ5] = Tr[(M + p̂)(M − p̂− k̂)] =
= 4M2 − 4p(p + k) = 4M2 − 4(`− xk)(` + k − xk) ∼=
∼= 4M2 − 4`2 + 4x(1− x)k2 = 8M2 − 4∆ − 4`2.








(`2 −∆ + iε)2 ,




(`2 −∆ + iε)2 −→ iµ
4−D ∫ dD`E
(2π)D











































































































Так же, как при обсуждении выше поправки к фермион-
ному пропагатору Σψ, условия перенормировки для скалярно-
го и псевдоскалярного поля
Σφ
∣∣∣







Поэтому, в соответствии с (174)
















M2 − x(1− x)k2
















M2 − x(1− x)m2 +
+
2x(1− x)m2
M2 − x(1− x)m2





































M2 − x(1− x)k2

−





















Указание к задачеВ. Рассмотреть обобщенную логариф-
мически расходящуюся однопетлевую диаграмму.
3.4. Метод регуляризации-перенормировки в КЭД
Собственная энергия электрона
Собственная энергия электрона в КЭД в однопетлевом
приближении теории возмущений представляется выражени-
ем






i(p̂− k̂ + m)
(p− k)2 −m2 + iεγ
ν (177)

























































где Z2 = (1−B)−1 ≈ 1 + B, mR = m+A1−B ≈ (m + A)(1 + B) ≈ m + δm,
δm ≈ A + mB.
При p2 = m2 δm = αm
4π
















В. Вычислить, используя предложенную схему, собствен-
ную знергию фотона (оператор поляризации вакуума) Пµν(q).
Г. Рассмотреть рассеяние двух электронов посредством
обмена фотона с переданным импульсом q → 0 и найти изме-
нение квадрата заряда электрона за счет добавления вклада
от оператора Пµν(q) к древесной диаграмме.
Вершинная функция в КЭД
Д. Вычислить изменение константы взаимодействия элек-
трона с внешним электромагнитным полем
−eγµ → −e (γµ + Λµ(p′, p)). (178)
Показать, что вершинная функция в КЭД определяется вы-
рвжением
Λµ(p




























F (ω) = ln
1 + ω










а Q – переданный импульс между заряженными частицами.
Лэмбовский сдвиг
Е. Рассчитать аналитически и численно лэмбовский сдвиг,
используя метод регуляризации-перенормировки (RRM) [16].
Решение А. Воспользуемся методом регуляризации-пере-
нормировки (RRM) [16].

















[k2 − 2p · kx + (p2 −m2)x]2
и замены (сдвига) k → K = k − xp получаем новое выражение
для собственной энергии электрона:
−i ∑(p) = −e2
1∫
0
dx[−2(1− x)p̂ + 4m]I,
где интеграл I = ∫ d4K(2π)4
1
[K2−M2+iε]2 логарифмически расходится.

































[r2 + M2 − iε]3 ,
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где произвольная константа C1 = − ln µ22.
−i ∑(p) = −e2
1∫
0











dx (−2(1− x)p̂ + 4m) ln p







dx (−2(1− x)p̂ + 2m) (ln(p2x2 + (m2 − p2)x)− ln µ22
)
.
Предлагается довести вычисления до ответа самостоятель-
но.
Указание к задаче В. При вычислении расходящегося
интеграла использовать метод, предложенный ранее, но в от-
личие от предыдущего примера, где вычислялась производ-
ная по M2, необходимо дифференцировать по параметру σ,
введенному следующим образом M2(σ) = M2 + σ. В конечных
результатах положить σ → 0.
Указание к задаче Д. При вычислении поправки к кон-
станте взаимодействия взять предел Q2 << m2.
4. РЕНОРМАЛИЗАЦИОННАЯ ГРУППА

















1 + π (0)
' 1− π (0) (181)
а
π (q) (gµν − qµqν) = πµν (q) (182)
есть тензор поляризация вакуума. Определим бегущий элек-
трический заряд как
e2 (q) ≡ e
2


























для случая µ2R, µ
′2
R À m2. Если определим















































dαα (1− α) ln

m
2 − q2α (1− α)
µ2

 + O (ε)]. (189)















dαα (1− α) ln

m












1 +Reπ̃ (q2) ' e
2 [1−Reπ̃ (q2)] . (192)
Для случая
∣∣∣q2






























Таким образом, так как
(−q2) увеличивается, e2 (q2) также уве-
личивается.





, задаваемой выражением (188), мы можем проиллю-
стрировать различие в схемах перенормировки.
• Схема импульсного вычитания. В этой схеме мы делаем










dαα (1− α) ln

 m
2 − q2α (1− α)
m2 + M2α (1− α)

 . (195)

















 → 0. (196)
Это означает, что тяжелый фермион отщепляется в поля-
ризации вакуума при энергиях много меньших, чем масса
тяжелого фермиона. Это свойство позволит нам игнори-
ровать все неизвестные частицы, которые намного тяже-
лее, чем существующие энергии.











dαα (1− α) ln

m




















что не является нулем. Таким образом, в этой схеме тяже-
лые частицы не отщепляются при низких энергиях. Один
способ исключить эффект тяжелых частиц – проинтегри-
ровать тяжелые поля в лагранжиане и работать с эффек-
тивным лагранжианом без тяжелых частиц.














Вычислить методом R-R [16] β-функцию в КЭД и, ре-
шая РГУ для αR, получить на масштабе mZ перенормируемый
заряд. Сравнить найденное значение с экспериментальными
данными.
4.3. Бегущая константа связи
вблизи фиксированной точки
А. Для стабильной критической точки g = g0 покажите,
что если β (g) имеет простой нуль: β (g) = −b (g − a) с b > 0, то
стремление g (t) к g0 при t →∞ экспоненциально по t;
Б. Вывести УФ поведение ḡ (t ≡ ln t) в случае β-функции,
заданной
β (g) = g
(
a2 − g2) , (199)
с известной постоянной a.
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В. Для стабильной критической точки g = g0 покажите,
что если β (g) = −b (g − a)n имеет нуль второго или более высо-
кого порядка с b > 0 и n > 1, то g (t) стремится к g0 при t → ∞
как некоторая обратная степень по t.
Решение А. Простой нуль: β (g) = −b (g − a). Из РГУ
dḡ
dt
= β (ḡ) ,
∫ dḡ
ḡ − a = −
∫
bdt, (200)







с b > 0,
ḡ = a + (g0 − a) e−bt . (202)
Тогда ḡ → a экспоненциально в пределе t →∞.
Решение Б. Чтобы проанализировать асимптотическое
поведение, выясним зависимость β (g) от g.
Начальное условие для бегущей константы связи при t = 0
ḡ (t) → g0 .
Из графика ясно, что
ḡ (t) → a, если g0 > 0; (203)
ḡ (t) → − a, если g0 < 0. (204)

























































Для выбора знака необходимо вернуться к начальному усло-

















Мы имеем ḡ → −a при t →∞.
Решение В. Двойной нуль или выше: β (g) = −b (g − a)n,
n > 1. Вычисление приводит к
∫ dḡ

































4.4. β-функция для юкавской константы
Лагранжиан юкавского взаимодействия







Рассчитайте β-функцию Каллана–Симанчика для константы
связи f.
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(k2 − a2)2 с a
2 = −α (1− α) p2, (214)
где мы комбинировали знаменатели, используя параметриза-
цию Фейнмана, и сдвинули переменную интегрирования k →

























Вертексная перенормированная константа имеет вид




ln Λ2 + ..
)
. (217)




Z̄f , где Z̄f = Z−1f ZφZ2ψ . (218)
Здесь Zφ и Zψ – константы перенормировки волновой функции
для скалярного и фермионного полей. Таким образом, вклад
от Zf есть



















(p− k)2 . (220)









с A = (k − αp)2 − a2 и a2 = −α (1− α) p2. Сдвигаем переменную
интегрирования k → k + αp, числитель становится (1− α) p̂− k̂.
Тогда мы имеем







[(1− α) 6 p− 6 k]























 + .... (224)
и этот вклад в β-функцию есть






Так как есть две такие диаграммы в вертексе, это вклад дол-
жен умножаться на два.
Скалярная собственная энергия






















k2 (p− k)2 , (227)









p · k − k2) (228)
Знаменатель –
1





(k2 − a2)2 с a
2 = −α (1− α) p2, (229)
где сдвиг k → k + αp был сделан. Числитель принимает вид
N = D
[
(k + αp)2 − p (k + αp)
]




















































































Расходящаяся часть, нужная для перенормировки волновой
функции, с D → 4 и Γ (2− D2


















где мы использовали соответствие
( 2
4−D
) → ln Λ2. Константа
перенормировки поля












Тогда полный вклад в β-функцию
β = (β1 + 2β2 + β3) =
f3
16π2




4.5. β-функции в псевдоскалярной теории Юкавы
А. Покажите, что голые и перенормированные константы
связи теории Юкавы связаны соотношениями
λ + δλ = λ0Z
2




и, используя данные соотношения, выведите




∂ lnM , (239)










∂ lnM . (240)


















∂ lnM . (242)







φ4 + ψ(i∂̂)ψ − igψγ5ψφ, (243)








в главном порядке по перенормированным константам связи
(241), (242), предполагая, что λ и g2 одинакового порядка. На-
рисуйте потоки констант связи на плоскости λ-g.
Решение. Начнем с вычисления контрчленов δφZ, δ
ψ
Z, δλ и
δg, сокращающих расходимости однопетлевых амплитуд.
s s s k конечна














В одной из предыдущих задач были вычислены бесконечные
части всех контрчленов этой теории. Заметим, что для целей






































где µ-зависимость расходящегося члена следует из размерного
анализа (заметим, что p2, s, t, u порядка O(µ2)) в размерности
D = 4 − ε, а многоточие ‘· · ·’ соответствует конечным слагае-
мым, которые становятся µ-независимыми в пределе D → 4.
Рассмотрим ренормгрупповой поток констант g(µ) и λ(µ),
которые управляются РГУ (мы предполагаем λ ∼ g2, следова-
тельно, O(λ3) = O(g6), ..., ...). В лидирующем порядке первое
уравнение независимо от λ, так что мы можем решить его
точно:











где размерная трансмутация обращает постоянную интегри-
рования для безразмерной юкавской константы в размерный
параметр ΛLandau. Заметим, что в УФ конце энергетического
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спектра юкавская константа g(µ) становится сильнее; в конеч-
ном итоге для µ = O(ΛLandau) g(µ) = O(1), и теория возмуще-
ний нарушается. С другой стороны, в ИК пределе юкавская
константа становится слабой и, обеспечивая в точности без-
массовость скаляра и фермиона, g(µ) стремится к нулю в ИК
пределе µ → 0.
Перенормировка скалярной константы λ(µ) более сложна
из-за зависимости β-функции от юкавской константы. Скон-















(3x2 + 6x− 48) ≈
g2
16π2


























для некоторой константы интегрирования C.
Нарисуйте графики траекторий ренормгруппового потока
на плоскости констант связи (λ, g).
Обсудим некоторые свойства ренормгруппового потока.
В ИК пределе существует стабильная фиксированная точка
x∗ =
√
17 − 1, то есть ИК предельная линия λ = (√17 − 1)g2 на
плоскости (λ, g). В УФ пределе существуют три возможности.
1. x = x∗ ± O(g6
√
17) и λ(µ) ≈ x∗g2(µ) для любых µ ¿ ΛLandau,
то есть всегда, когда константы достаточно малы для обосно-
ванного применения теории возмущений.
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2. x > x∗ +O(g6
√
17) и x(µ) увеличивается УФ, пока скаляр-
ная константа λ(µ) становится сильной, в то время как юкав-
ская константа слаба.
3. x < x∗ − O(g6
√
17) и x(µ) УФ уменьшается до нуля при
конечном µ ¿ Λ, скалярная константа связи λ(µ) становится
отрицательной, пока юкавская константа связи пертурбатив-
но мала. Заметим, что из-за уменьшения λ(µ), а не увеличения
с µ, эффективный потенциал Коулмена–Вайнберга
Veff(φ) ≈ Z2φλ(µ̄ = O(φ))
φ4
24
имеет неправильный знак и не имеет нижнего ограничения
для ϕ →∞. Физически это делает неоднозначным УФ обреза-
ние ниже точки где λ(µ) станет отрицательной.
4.6. Решение Коулмена РГУ
Рассмотрим в размерности один поток со скоростью v (x) и
в потоке бактерию [8]. Положим ρ (t, x) – плотность бактерии
и g (x) – рост бактерии.










ρ (t, x) = 0. (249)
Б. Позиция элемента жидкости описывается x̄ = x̄ (t, x) с
начальным условием x̄ (0, x) = x. Именно элемент жидкости,
который был в x при t = 0, теперь в x̄ в момент времени t.




x̄ (t, x) = v (x) . (250)
Покажите, что если ρ (0, x) = ρ0 (x) , тогда при временах позже
ρ (t, x) задается











Решение А. Член, обусловленный ростом g (x), очевиден.
Сконцентрируемся на втором члене, обусловленном движени-
ем жидкости.
Рассмотрим элемент жидкости f с длиной dx в x. Бактерия
в этом элементе жидкости ρ (t, x) dx. В дальнейшее время t+∆t
этот элемент жидкости заменяется тем, который располагался
в (x− v∆t) в момент времени t. Таким образом, изменение в
плотности бактерии в f есть





где мы сделали приближение ρ (t, x− v∆t) ' ρ (t, x)− v ∂ρ∂x∆t. Это
дает второй член в дифференциальнои уравнении.


















Тогда для любой функции f (x) мы можем показать, что
∂
∂t
f (x̄ (t, x)) = f ′ (x̄)
dx̄
dt




f (x̄ (t, x)) = v (x) f ′ (x̄)
∂x̄
∂x





− v (x) ∂
∂x
]
f (x̄ (t, x)) = 0. (257)








f (x̄ (−t, x)) = 0. (258)
Далее остается проверить, что решение имеет форму
















+ vi (x1, ...xn)
∂
∂xi
− g (x1, ...xn)
]




x̄i (t, x1, ...xn) = vi (x1, ...xn) с x̄i (0, x1, ...xn) = xi . (261)
Тогда решение












В теории φ4 рассчитайте аномальные размерности для со-
ставных операторов φ2 и φ6 в однопетлевом приближении.
Аномальная размерность φ2. Только однопетлевой рас-
ходящийся граф, включающий φ2, содержится в 2-точечной

































µ2 − α (1− α) p2] + ...} (264)
и
Zφ2 = 1 + Γ
(2)















Аномальная размерность φ6. Соответствующая (усе-





. Учитывая комбинаторику, получаем
Zφ6 = 1 + Γ
(2)















Обсудим кратко однопетлевую перенормировку калибро-
вочных теорий с размерной регуляризацией. Голый лагран-
жиан:
L = − 1
4








µ∂µ −mB)ΨB + eBAµBΨBγµΨB, (269)
где α – параметр, фиксирующий калибровку.
Действие в D-мерном пространстве безразмерно (h̄ = 1),
следовательно, безразмерна комбинация L/µD. Тогда размер-




2 , [ΨB] = [ΨB] = µ
D−1
2 ,











































































Заметим, что в однопетлевом приближении выражения Aµ ≡
eBA
µ
B и α ≡ αB/e2B конечны в пределе D → 4. Это согласуется
с тождеством Уорда, являющимся следствием калибровочной
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симметрии (и БРС инвариантности), связывающим множите-
ли Z соотношением
Z2e = Zα = 1/ZA. (272)
Поэтому иногда удобнее использовать
L = − 1
4e2B





Dµ ≡ ∂µ − iAµ.
Во всех порядках петлевого разложения поле Aµ и пара-
метр калибровки α остаются свободными от перенормировки.
Это же относится и к неабелевым калибровочным теориям.
Подставляя заряд q (называемый константой связи g ≡ q) в









где калибровочное поле и параметр калибровки уже являются
перенормированными. Тензор напряженности и ковариантная
производная:
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ], Dµ = ∂µ + Aµ. (275)
Если калибровочная группа SU(N), число ароматов фер-
мионов nf , значение оператора Казимира группы N , то пере-















Пока nf < 11N/2, однопетлевая поправка к голой константе
связи отличается знаком от поправки в абелевой теории. Это
самодействие неабелевых калибровочных полей ответственно
за асимптотическую свободу бегущей константы связи. Зави-
симость константы связи выражается через так называемую
β-функцию:




где производная берется при фиксированном ε и gB (g ≡ gR).
Для неабелевых калибровочных теорий (µ0 – постоянная ин-
тегрирования):







(11N − 2nf )
24π2
ln(µ/µ0) +O(g2(µ)). (278)










Для других регуляризаций вычисление бегущей констан-
ты связи аналогично, только заменяется ε на 1/ ln(Λ). β-функ-
ция не зависит от схемы регуляризации.
Следующими уравнениями определяются эффективные,
или "бегущие"параметры, необходимые для решения уравне-










Граничные условия для них:
|g|λ=1 = g(ν), |m|λ=1 = m(ν), |a|λ=1 = a(ν). (281)
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A Скаляpные интегpалы
Аналитическое вычисление скалярных интегралов – одна
из наиболее трудоемких и длительных математических проце-
дур. Поэтому необходимо иметь эффективный алгоритм ана-
литического и численного их вычисления. Скаляpные инте-
гpалы TN0 (N – количество пропагаторов)












где dj ≡ (q + kj−1)2 − m2j + iε, j = 2, ..., N , k0 ≡ 0, с помощью
фейнмановской паpаметpизации следующей формы:
1
a1a2...aN






















[a1(1− x1) + a2(x1 − x2) + ... + anxN−1]N
,
где al = (q + kl)2 −m2l + iε, и пеpехода к евклидову D-мерному
пространству и qE можно свести к кpатному интегpалу:










(q2E + LN )
N
, (A.3)
где LN является функцией x1, ..., xN−1, k1, ..., kN−1,m1, ..., mN . Так,
пpи N=1: L1 = m21−iε; пpи N=2: L2 = x2k21−x(k21+m22−m21)−m22−iε;
LN = [x1(−kN−1)+x2(k1−kN−1)+ ...+xN−1(kN−2−kN−1)]2− iε. (A.4)
Кроме того, обобщим фейнмановскую паpаметpизацию на








































котоpое доказывается по индукции. Здесь Γ(z) – гамма-функция



































Выведем более общую, чем (A.5), формулу для интегри-
рования по импульсу в D-мерном пространстве-времени Мин-





(k2 −M2 + iε)β .
Мы можем вычислить данный интегpал, используя так назы-
ваемый повоpот Вика, когда мы заменяем интегpал по Rek0 на
интегpал по Imk0. Интегpал по двум четвеpтям исчезает пpи






(k2 + M2 − iε)β , k
2 = K20 +
~k2.
Заметим,что интегpал сфеpический. Поэтому, зная площадь
сфеpы в D-меpном пpостpанстве (SD = 2πD/2/Γ(D/2), в частно-







(r2 + M2 − iε)β =
=
i(−1)α−βπD/2Γ(α + D/2)Γ(β − α−D/2)
(M2 − iε)β−α−D/2Γ(β)Γ(D/2) .
Мы использовали интегpальное пpедставление для бета-функции:
















































Аналитическое выражение для 1-точечного скалярного ин-






















где расходящаяся часть (полюсное слагаемое ∼ 1ε ≡ 14−D)
∆ ≡ 2









Представим краткий вывод ответа для интеграла A0. При-















Гамма-функция имеет полюсы в нуле и в отрицательных це-
лых числах, и мы видим, что расходимость интеграла прояв-
ляется как простой полюс при D → 4. Используем свойства
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гамма-функции:










ψ1(n + 1) = 1 +
1
2
+ · · ·+ 1
n
− γE, (A.15)
причем γE = −ψ1(1) ≈ 0, 577 (постоянная Эйлера–Маскерони).













− 1 + γE +O(ε). (A.16)
В результате разложение выражения (A.13) около точки D = 4




































Заметим, что конечная часть поправки к пропагатору (к.ч.)
зависит от произвольной массы µ.
Интеграл B0
Аналитическое выражение для скалярного 2-точечного ин-












− 2+ ln[(x1− 1)(x2− 1)]+x1 ln x1
x1 − 1 +x2 ln
x2













λ(x, y, z) = [x− (√y −√z)2][x− (√y +√z)2] .
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Представим вывод результата для интеграла B0(q2,m2,m2).
Знаменатели в подынтегральном выражении объединяются с




























где положить x = az + b(1 − z), причем a и b следует считать
комплексными числами, чтобы исключить сингулярность a =
b.








[p2 −m2 − 2pq(1− z) + q2(1− z)]2 .
Совершая замену переменных по формуле p′ = p− q(1− z), ви-
дим, что знаменатель в подынтегральном выражении являет-
ся квадратом выражения p′2−m2 +q2z(1−z), причем dDp′ = dDp.





































































































B0(q2, m2,m2) = 2
ε
− [γ + F (s,m, µ)] = 2
ε
+ к.ч. (A.22)
Интеграл C0(k21, k22, (k2 − k1)2,m21,m22,m23)
3-точечный скаляpный интегpал C0:

































y0 = − d + eα
c + 2bα
, y1 = y0 + α, y2 =
y0




a = (k2 − k1)2, b = k21, c = k22 − k21 − (k2 − k1)2, f = m23 − iε,
d = m22 −m23 − (k2 − k1)2, e = m21 −m22 + (k2 − k1)2 − k22.


















y±i являются корнями уравнений
−k21y21 + (m22 −m21 + k21)y1 −m22 + iε = 0
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1 −m23 − k22)y2 + m23 − iε = 0
{(c + b + a)y22 + (e + d)y2 + f) = 0},
(k2 − k1)2y23 + (m22 −m23 − (k2 − k1)2)y3 + m23 − iε = 0
{ay23 + dy3 + f = 0},
а α – коренем уравнения
bα2 + cα + a = 0.
Проведем вычисление интеграла в несколько этапов.
1. Параметризация Фейнмана (1948г.). Ввести дополни-
тельное интегрирование, позволяющее сначала легко вычис-

















dy[a1(1− x− y) + a2x + a3y]−3.
Замечание: формула содержит произвол (симметрична) по от-













































































































































I2 = I1(a3 → a2) = 1
a1a2
.
Применим теперь доказанную формулу параметризации
Фейнмана для интеграла C0 c тремя множителями в знаме-
нателе, введя следующие обозначения (смотри замечание вы-
ше):
a1 ≡ q2 −m21 + iε, a2 ≡ (q + k1)2 −m22 + iε, a3 ≡ (q + k2)2 −m23 + iε.
Тогда, выделяя полный квадрат, получим
[a1 + (a2 − a1)x + (a3 − a2)y] =
= q2−m21 +(k21 +2k1q +m21−m22)x+y(k22−k21 +2(k2−k1)q +m22−m23) =
= q2 + 2q(k1x + (k2 − k1)y)±





1 −m22)x + y(k22 − k21 + m22 −m23)−m21 =
= q′2 −M2,
где
M2 ≡ k21x2 + (k2 − k1)2y2 + 2k1(k2 − k1)xy−
−(k21 + m21 −m22)x− (k22 − k21 + m22 −m23)y + m21.














2. Интегрирование по импульсному пространству. Проин-








































ax2 + by2 + cxy + dx + ey + f
,
где
a = k21, b = (k2 − k1)2, c = 2k1(k2 − k1),
d = −(k21 + m21 −m22), e = −(k22 − k21 + m22 −m23), f = m21.
Чтобы последние обозначения совпали с результатом, необ-
ходимо в определении интеграла C0 сделать сдвиг переменной
интегрирования q → q− k2 и в соответствии с замечанием, сде-
ланным выше, произвести иной выбор a1, a2, a3:
a1 = q
2−m23+iε, a2 = (q−k2+k1)2−m22+iε, a3 = (q−k2)2−m21+iε.
Тогда
[a1 + (a2 − a1)x + (a3 − a2)y] =
= q2 −m23 + (k22 + k21 + 2(k1 − k2)q − 2k1k2 −m22 + m23)x+
+y(−k21 − 2k1q + 2k2k1 −m21 + m22) = q2 + 2q((k1 − k2)x− k1y)±





1 − 2k1k2 −m22 + m23)x + y(−k21 + 2k2k1 −m21 + m22)−m23 =
= q′2 −M2,
где








−(k22 + k21 − 2k1k2 −m22 + m23)︸ ︷︷ ︸
d





Примечание: в частных случаях, например, при b = 0, ин-
теграл по параметрам Фейнмана легко считается вручную или
на компьютере, и выбор a1, a2, a3 позволяет иногда привести
вид интеграла C0 к одному из этих случаев. Здесь рассмотре-
ны два варианта выбора для параметризации Фейнмана.
Теперь остается рассмотреть в общем случае вычисление
двойного интеграла по параметрам Фейнмана y и x.
3. Замена для переменной внутреннего интегрирования y,
приводящая к отсутствию в интеграле слагаемого с x2. Тогда с
учетом смены порядка интегрирования внутренний интеграл
элементарно берется, получаются логарифмы, интегралы от
которых сводятся к комбинации дилогарифмов. Таков общий
метод, предложенный Пассарино и Велтманом в 1979 году.
Сделаем в C0 подстановку
y = y′ + αx → y′ = y − αx : y|x0 → y′|(1−α)x−αx ,
тогда by2 = b(y′ + αx)2 = by′2 + b2αxy′ + bα2x2. Подберем α такое,
чтобы слагаемые с x2 в подынтегральном выражении взаимно
сокращались:
ax2 + cαx2 + bα2x2 ≡ 0.



















by2 + (c + 2αb)xy + ...
.
4. Смена порядка интегрирования, так как теперь легче

































Замечание. В области −αx ≤ y ≤ (1 − α)x в комплексной
плоскости y α должно быть действительным.
5. Смена порядка интегрирования в C0 и вычисление внут-



















































































(c + 2αb)y + d + eα
×
× ln (1− α)[by
2 + (c + 2αb + e)y + d + eα + f ]






(c + 2αb)y + d + eα
×
× ln α{by
2 + [(c + 2αb) + e]y + (d + eα) + f}




Для удобства анализа проведем замены в обоих интегра-
лах, чтобы пределы интегрирования стали одинаковыми от 0
до 1. В первом интеграле
y → y′′ ≡ y
1− α =⇒ y|
1−α
0 → y′′|10 ,
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Во втором интеграле
y → y′′′ ≡ − y
α
=⇒ y|−α0 → y′′|10 .






(c + 2αb)(1− α)y + d + eα×
× ln b(1− α)
2y2 + (1− α)(c + 2αb + e)y + d + eα + f






−(c + 2αb)αy + d + eα×
× ln bα
2y2 − α(c + 2αb + e)y + d + eα + f
[bα2 − (c + 2αb)α]y2 + (d + eα− eα)y + f .
Если провести замены в первом интеграле y = y′1−α и во
втором интеграле y = − y′α , то: 1) числители под логарифма-
ми станут одинаковыми, 2) знаменатели в множителях перед
логарифмами тоже станут одинаковыми.
Перепишем C0, введя следующие обозначения
N(y) ≡ (c + 2αb)y + d + eα, y0 = − d + eα
c + 2αb








by2 + ey + N + f








by2 + ey + N + f






























































by2 + ey + N(y) + f









by2 + ey + f + y1−αN(y)









by2 + ey + f − yαN(y)
by20 + ey0 + N(y0) + f
≡ −[1] + [2] + [3].
Дополнительные логарифмы при интегрировании сокраща-
ются, y0 выбрано так, что N(y0) = 0, следовательно, вычет в
полюсе из-за наличия 1N равен 0.









ln{b(y − α)2 + e(y − α) + N(y − α) + f}−











× (ln{by2 + (c + e)y + bα2 + f + d− cα− 2bα2 − a + a}−
− ln{b(y1 − α)2 + e(y1 − α) + f + N(y0 = y1 − α)}
)
.
В последнем преобразовании использовали y0 = y1 − α и
by21 − 2bαy1 + bα2 + ey1 − eα + f + (c + 2αb)(y1 − α) + d + eα =
= by21 + y1(−2bα + e + c + 2αb) + bα2 − eα− cα− 2α2b + d + eα + f =











ln{by2 + (c + e)y + f + d + a}−









y − y1 ln
(y − y+1 )(y − y−1 )













(u + y1 − y+1 )(u + y1 − y−1 )








(u + y1 − y+1 )(u + y1 − y−1 )
(y1 − y+1 )(y1 − y−1 )



















Предлагается завершить вывод самостоятельно.
Далее приведем результаты для частных случаев:
m2i >> k
2


























j , (k2−k1)2 (k2j , (k2−k1)2 ≥ 0), m2 = m3, m1 ≈ m3 (R ≈ 1):








j , (k2−k1)2 (k2j , (k2−k1)2 ≥ 0), m2 = m1, m1 ≈ m3 (R ≈ 1):





m2 = m3, m21 << k2j , (k2 − k1)2 << m23 (k2j , (k2 − k1)2 ≥ 0) в том
числе m1 = 0 (R = 0):
C0 ≈ − 1
m23
.
m2 = m1, m21 << k2j , (k2 − k1)2 << m23 (k2j , (k2 − k1)2 ≥ 0) в том
числе m1 = 0 (R = 0):




m2 = m3, m23 << k2j , (k2 − k1)2 << m21 (k2j , (k2 − k1)2 ≥ 0) в том
числе m3 = 0 (R = ∞):
C0 ≈ − 1
m21
[ln(−m21/m2Z) + 1].
m2 = m1, m23 << k2j , (k2 − k1)2 << m21 (k2j , (k2 − k1)2 ≥ 0) в том
числе m3 = 0 (R = ∞):
C0 ≈ − 1
m21
.
Интеграл C0(m2i , s, m2j ; m2,m2,m2)
3-точечный скаляpный интегpал C0:














ax2 + by2 + cxy + dx + ey + f
,
a = (k1 − k2)2 = m2j , b = k21 = m2i ,
c = 2k1(k2 − k1) = s−m2i −m2j , d = −(k22 + k21 − 2k1k2) = −m2j ,
e = −(−k21 + 2k2k1) = m2j − s, f = m2 − iε.
Подстановка:
y = y′ + αx → y′ = y − αx : y|x0 → y′|(1−α)x−αx ,
где α – корень уравнения bα2 + cα + a = 0,
m2i α
2 + (s−m2i −m2j)α + m2j = 0,
D = (s−m2i −m2j)2 − 4m2i m2j =
= s2 + m4i + m
4
j − 2sm2i − 2sm2j − 2m2i m2j ,


















где y±1 , y±2 , y±3 – корни следующих уравнений:
m2i y
2
1 −m2i y1 + m2 = 0, D = m4i − 4m2i m2,
sy22 − sy2 + m = 0, D = s2 − 4sm2,
m2jy
2
3 −m2jy3 + m2 = 0, D = m4j − 4m2jm2,
y0 = − d + eα
c + 2bα
, y1 = y0 + α, y2 =
y0






















(q2 −m21)((q + k1)2 −m22)((q + k2)2 −m23)((q + k3)2 −m24)
.
Причем k1 = p1, k2 = p1+p2, k3 = p1+p2+p3 и p1+p2+p3+p4 = 0.
Для одинаковых массовых параметров







[q2 −m2][(q + k1)2 −m2][(q + k2)2 −m2][(q + k3)2 −m2] =
(этот интеграл представим в виде 1iπ2
∫
d4q 1d1d2d3d4 , и для него



























d4q [q2 + 2q(k1x + k2y + k3z)+
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+(k1x + k2y + k3z)
2 − (k1x + k2y + k3z)2+










∫ dx dy dz d4q

























[(k1x + k2y + k3z)2 − k1x− k2y − k3z + m2]2 .
Сделаем замену x = 1 − x′, y = x′ − y′, z = z′ и перейдем от




















dz [x2(k1− k2)2 + y2k22 + z2k23 + xy(−(k1− k2)2 + k21 − k22)+
+xz((k1−k3)2−(k2−k3)2−k21+k22)+yz((k2−k3)2−k22−k23)−x(k1−k2)2+
+y((k1 − k2)2 − k21) + z(−(k1 − k3)2 + k21) + m2]−2
Скалярная 4-точечная функция для различных массовых
параметров D0(k1, k2, k3,m1,m2,m3,m4) может быть представле-
на через комбинацию 16 дилогарифмов [15]. Общий случай в
зависимости от значения параметров распадается на два част-
ных решения.
1. При r02 ∈ R





























































































































2. При |rij| = 1 для всех rij






































































P (0, 0, 1, r02x
(0)


































































Здесь введены следующие обозначения: rij и r̃ij определя-
ются как корни квадратных трехчленов
x2 + kijx + 1 = (x + rij)(x + 1/rij),




j+1 − (ki − kj)2
mi+1mj+1
, i, j = 0, 1, 2, 3 (k0 ≡ 0).
Для kij ∈ R rij лежат на вещественной оси или внутри
единичной окружности на комплексной плоскости.







Q(y0, y1, 0, y3) = (1/r02 − r02)y0 + (k12 − r02k01)y1 + (k23 − r02k03)y3,


























[P (1, 0, 0, x)− iε]
}
=
= ax2 + bx + c + iεd = a(x− x1)(x− x2),
где
a = k23/r13 + r02k01 − k03r02/r13 − k12,
b = (r13 − 1/r13)(r02 − 1/r02) + k01k23 − k03k12,
c = k01/r02 + r13k23 − k03r13/r02 − k12,
d = k12 − r02k01 − r13k23 + r02r13k03.
γkl = sgnRe[a(xk − xl)], k, l = 1, 2,
xk0 = xk, xk1 = xk/r13, xk2 = xkr02/r13, xk3 = xkr02,









η(a, b) для b 6∈ R,
2πi
[
θ(− Im a)θ(− Im b̃)− θ(Im a)θ(Im b̃)] для b < 0,
0 для b > 0,
b = lim
ε→0 b̃,
где ε – бесконечно малая величина.
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