Abstract: Primary headaches are common disease of the modern society and it has high negative impact on the productivity and the life quality of the affected person. Unfortunately, the precise diagnosis of the headache type is hard and usually imprecise, thus methods of headache diagnosis are still the focus of intense research. The paper introduces the problem of the primary headache diagnosis and presents its current taxonomy. The considered problem is simplified into the three class classification task which is solved using advanced machine learning techniques. Experiments, carried out on the large dataset collected by authors, confirmed that computer decision support systems can achieve high recognition accuracy and therefore be a useful tool in an everyday physician practice. This is the starting point for the future research on automation of the primary headache diagnosis.
Introduction
Headaches are classified commonly as primary or secondary headaches. The primary headaches are disease without underlying organic etiology. Secondary headaches are caused by an underlying organic process and are considered a symptom of the underlying disease.
Primary headaches are common disease present among the working people with a significant impact on the quality of life of the affected person as well as his/her working capability and productivity [1, 2] .
Working population is the carrier and the backbone of every society. This population is reproductively an active part of any society as well. Having these aspects in mind, it can be said that they are the most important group in a society. Nevertheless, there is still a discrepancy between the society's expectations and investments when it comes to the working population. The common practice is to pay attention to the health of this population when it comes to the risky occupations and perform regular medical checkups. The care about employees who suffer from a primary headache begins only when they themselves go to see a doctor [3] .
Headache disorders are the most prevalent of all the neurological conditions and they are among the most frequent of medical complains seen in a general practice [4] . Half of the general population experience a headache during any given year, and more than 90% report a lifetime history of head pain [5, 6] .
According to the International Classification of Headache Disorders -the First Edition (ICHD-1) and The International Classification of Headache Disorders -the Second Edition (ICHD-2) we can established an uniform terminology and consistent operational diagnostic criteria for the wide range of the headache disorders around the world. The ICHD-2 provides a hierarchy of diagnoses with varying degrees of specificity. Headache disorders are identified with three or sometimes four digit codes. The first digit specifies the major diagnostic categories (i.e. migraine). The second digit indicates a disorder within the category (i.e. migraine without aura). Subsequent digits permit more specific diagnosis for some headache types [7] [8] [9] .
The diagnostic criteria developed by the International Headache Society have been widely validated for helping physicians make diagnoses, and we have made our own questionnaire based on the International Headache Society (IHS) criteria. Figure 1 represents the methodological approach to diagnosis of certain headache types -The "Diagnosis and differential diagnosis cycle".
The basic aim of the researches devoted to the headache diagnosis is to establish the most precise diagnosis of headache or/and headaches present in patients, which largely indicates the way and the efficiency of the treatment. The starting point of an accurate diagnosis is differentiating primary headaches, without organic cause, from secondary headaches, where etiological cause can be determined. Headaches diagnosing is usually based on: anamnesis, clinical examination and additional examinations. The advantage is usually given to some of those elements, depending on the physicians' clinical orientation. Everyday clinical reality is such where there are two types of physicians in all social systems and all medical branches: A.
The ones who have the tendency to base their diagnosis on anamnesis and clinical examinations, and afterwards on additional examinations-misunderstood as the "old-school physicians". 1. And those who show the tendency to base their diagnosis primarily on additional examinationsmisunderstood as the "contemporary physicians".
Physicians who are more concerned about the detailed anamnesis and clinical examinations, in the first contact with patients, considerably apply ICHD-2 criteria and can easily establish the primary headache diagnosis. If the criteria are not satisfied, the physicians will have to suggest an additional examination of a patient, according to which the diagnosis of adequate secondary headache will be established, in correlation with the findings and ICHD-2 criteria. Detailed anamnesis leads to well-directed diagnostic procedures.
When a patient suffering from headache first refers to the physicians who have the tendency to base their diagnosis on additional examinations, secondary headache diagnosis can be easily established if short anamnesis and status have already been well-focused. However, ICHD-2 criteria for the secondary headache have to be considered as well. If the additional examinations do not discover the etiological cause, physicians will have to apply the ICHD-2 criteria for establishing a primary headaches diagnosis.
Migraine is a chronic disease characterized by occasional headache attacks, mostly on one side, pulsating with moderate or severe pain which is aggravated by physical activity, can be preceded by aura period, and often followed by nausea, photo and phonophobia [7, 8] . Migraine is divided into six major categories, the two most important of which are: migraine without and migraine with aura. Migraine affects about 12% of the population, and is the three times more women suffer from migraine than men do [10] [11] [12] .
Let's present the ICHD-2 diagnostic criteria for migraine without aura: B.
At least five attacks fulfilling criteria B-D C.
Headache attacks lasting 4-72h and occurring on < 15 days/month (untreated or unsuccessfully treated) D.
Headache has at least two of the following characteristics:
1. Unilateral location 2.
Pulsating quality 3.
Moderate to sever pain intensity 4.
Aggravation by or causing avoidance of routine physical activity (i.e. walking or climbing stairs) E.
During headache at least one of the following: 1.
Nausea and/or vomiting 2.
Photophobia and phonophobia F.
Not attributed to another disorder Tension-type headache (TTH) is the most common primary headache. It is a non specific headache that does not have vascular causes nor is associated with the organic damage [13] . Tension-type headache typically causes pain that spreads like a band, on both sides of the head, starting at forehead and progressing towards the occiput. It often radiates towards the neck muscles, and it can even radiate towards the trapezius muscles, muscles of the shoulder girdle of scapular and interscapular region [14] . TTH pain is of mild or changing intensity, and it is described as tension, pressure or dull pain. Anamneses gives distinctive pain description -the feeling that the head is "pressed as in a vice", "inability to think clearly", "and the numbness and tingling in the head", feeling as if there was "a casque on the head". When the headache is holocephalic, the patients describe the accentuated sensitivity of the vertex of the head while combing [15] . Migraine like pain in one side of the head, pulsating pain, nausea, vomiting and photophobia is not usually present.
Let's present the ICHD-2 diagnostic criteria for tension-type headache: A.
At least ten attacks fulfilling criteria B-E Headache < 1 day/month (episodic infrequent); 1-14 days/month (episodic frequent) or ≥ 15 days/month (chronic) B.
Headache lasting from 30 min to 7 days C.
At least two of the following characteristics: 1.
Bilateral location 2.
Pressing or tightening (non-pulsating) quality 3.
Mild or moderate intensity (may inhibit but does not prohibit activities) 4 .
No aggravation by walking stairs or similar routine physical activity D.
Both of the following: 1.
No nausea or vomiting (anorexia may occur) 2.
Photophobia and phonophobia are absent, or one but not the other may be present E.
Not attributed to another disorder 2.X.1. Associated with pericranial tenderness 2.X.2. Not Associated with pericranial tenderness It may be difficult to differentiate the episodic TTH from the migraine without aura or probable migraine without aura.
Tension-type headache starts a bit later than a migraine, in the second half of the third life decade and it gets less frequent as for elderly people [16] .
A proper recognition of the headache type is an important but not trivial medical task. Due to the high number of every-day examinations this diagnosis is often affected by physical conditions such as weariness and routine. Therefore a high-quality computer software which can aid the physician in patient examination would be much desired. Machine learning (ML) methods are an attractive solution for such a task as they offer fast and precise intelligent analysis of multidimensional data. Such algorithms are widely used for clinical decision support [17] and are applied by authors to the tasks as the hypertension diagnosis [18] , drug discovery [19] , nephropathy detection among new-borns [20] , or abdominal pain diagnosis [31] .
This paper introduces a proposition of an automatic medical decision support system for headache's classification. Arbitrary chosen classification methods originating from the ML area are utilised to analyse the multi-dimensional data extracted from our medical investigation carried on a large group of patients. Additionally we assume that not all information from the survey yield similar discriminative power i.e., contribute in the same amount to the automatic classification of headaches. We use the statistical feature selection algorithms to select the most relevant features, what leads to the simplification of classification model, reduction of computational complexity of the classifiers and to the increase of classification accuracy. To verify the statistical selection methods we compare their results with the expert physician choice.
Materials and methods

Data acquisition
As has been mentioned in the previous section, it may be difficult for a physician to differentiate the episodic TTH from the migraine without aura or probable migraine without aura. That was one of the reasons, why this model was simplifi ed in this study.
When creating any model that is this complex and which contains a large number of very close linguistic descriptions it is extremely diffi cult to accurately defi ne and set clear boundaries between the studied groupsclasses. This is the reason why only three clearly defi ned headache classes were chosen for our fi rst study: migraine, tension-type headache and other headaches. Even this simple medical classifi cation does not have to be very clear and precise, nor for the physicians, and neither for the automatic classifi cation systems.
The research has been conducted on a sample of 1022 employees of both sexes and between 20-65 years of age in the Novi Sad area (Republic of Serbia) that have adequately fi lled in the questionnaire, and returned them the following day(s). Our research results indicate that headache is present in 579 (56.65% ) subjects. Migraine prevalence in our working population is 16.53% (169 subjects), prevalence for tension type headache is 21.91% (224 subjects), and for other headache types it is 18.21% (186 subjects).
If pay attention only on subjects which suffer headaches -579 persons, 169 subjects present 29.18 % for migraine, 224 subjects 38.60% for TTH, and 186 subjects present 32.12% other headache types.
Here other headache does not mean other primary headache but all the other headaches.
The following four questionnaires have been used as research instruments: : • I. General Questionnaire -which contains general questions, and questions related to gender, age, company status, marital status, family status, level of education, overtime work, smoking, headache in relatives, presence of chronic disease in the examinees. The last two questions of the general questioner are related to the presence of headaches in the last year and the last month. The examinees that have answered affi rmatively to the question whether they have had a headache within the last year and/or last month have become part of the next research.
• II. Questionnaire on Headache Characteristicswhich contains questions related to: the year of life when the fi rst headache occurred, the frequency of headache attacks, localization, the intensity and quality of pain, associated symptoms, the presence of prodrome and aura, headache triggers. The last two questions in this questioner were for female examinees only, and they were related to the connection between the menstrual period and/or menstrual cycle and headaches. Following the ICHD-2 criteria, the questions in the questioner have been selected in such a fashion that examinees' answers help establish the diagnoses of the headache type.
Additionally questionnaire on effects of a headache on life and work and short questionnaire on examination and treatment were also used.
Machine learning and pattern recognition
The aim of the pattern recognition is to classify a given object to the one of the predefi ned categories, on the basis of observation of the features describing it [21] . The object and its attributes are presented as a feature
The pattern recognition algorithm maps the feature space X to the set of class labels M.
(
The mapping (1) is established on the basis of examples included in a learning set or rules given by experts. The learning set consists of learning examples i.e., observation of features described object and its correct classifi cation.
Classifi cation algorithms
In this study six arbitrary chosen machine learning algorithms were tested. First three of them are single-model approaches and the remaining are multiple classifi er systems i.e., they use a collective decision of group of classifi ers. We chose such algorithms to assess if the complexity of used methods can have a positive impact on the their quality, Naïïve Bayes is a probabilistic classifi er, rooted in Bayes' theorem with strong assumptions regarding the independence of the features [21] . It requires the prior class probability and the feature probability distribution. Those parameters are estimated with the usage of maximum likelihood estimator. Those parameters are used to assume the posterior probabilities. The Naïve Bayes classifi es a new object into this class, for which the posterior probability is the highest C4.5 is based on the 'Top Down Induction of Decision Tree' (TDIDT) [22] . The central idea of the TDIDT algorithm is the selection of 'the best' attribute, i.e. which attribute to test at each node in the tree. The family of algorithms based on the ID3 method (e.g. C4.5) uses the information gain that measures how well the given attribute separates the training examples according to the target classifi cation. The future implementations of decision tree induction algorithms use measures based on the previously defi ned information gain (e.g. information ratio). Support Vector Machine (SVM) is a deterministic binary linear classifier [23] . It constructs a set of hyperplanes in a high dimensional feature space, which are used for separating the data. A hyperplane achieves a good separation that if it has the largest distance to the nearest training data points of any class (so-called functional margin). In general the larger the margin means the lower generalization error of the classifier.
In case of non-linearly separable data the original finite dimensional space is mapped into a higher dimensional space, which makes the linear separation possible. SVM uses a fast mapping into a larger space so that cross products may be computed efficiently for the variables in the original space. This cross products in the higher dimensional space is defined as a kernel function, carefully selected to suit the problem. The hyperplanes in the large space are defined as the set of points whose cross product with a vector in that space is constant.
Bagging (or bootstrap aggregating) is an ensemble meta-algorithm developed by Breiman [24] . It is based on creating a set of new bootstrap object samples from the original dataset and training one classifier on each of them. This assures that each of the classifiers was created on a diverse, heterogeneous dataset.
Boosting is a family of algorithms dedicated to, similarly as bagging, improving the quality of weak predictors [25] . Boosting algorithms consist of iteratively learning weak classifiers and adding them to a committee. Then they are weighted according to their individual accuracies. After each iteration the data is reweighted: the weight of misclassified examples is increased, while the weight of correctly labelled samples decreases. In this paper we use an AdaBoost.M1 algorithm [25] .
Random Forest approach was introduced by Breiman [26] . It is similar to the previously presented Bagging algorithm as it also uses new subsets to create heterogeneous classifiers. Yet in this case the subspaces do not only consist of bootstrap samples of objects, but also of randomly chosen features. Whereas in Bagging each classifier is trained on the same features but on different objects, in Random Forest each classifier (decision tree) is trained on different objects and different features.
Feature selection algorithms
As we mentioned above we used some preprocessing methods to assure the lower complexity and higher classification quality. Let's present the used feature selection approach shortly.
Consistency measure filter is based on the idea that the selected subset of features should be consistent and self-contained, i.e. there should be no conflicts between the objects described by similar features [27] . An dataset, described by a subset of features, is considered inconsistent if there exists at least two objects belonging to it such that they are similar except their class labels. match all but their class labels.
ReliefF is based on attribute estimation [28] . It evaluates the discriminate power of an feature by repeatedly sampling an example and considering the value of the given attribute for the nearest instance of the same and different class. This is also a filter approach Genetic algorithm wrapper is a nature-inspired algorithm, which uses an evolutionary optimization for finding the best subset of features [29] . Feature space is encoded binary, where 1 stands for a selected feature and 0 stands for a discarded feature. As a criterion the overall classification error is selected. This approach starts with generating some random population representing the solution space (feature subsets) and through operations of cross-over (responsible for exchanging information between population members) and mutation (responsible for introducing random diversity into population) searches for an optimal solution. This is a wrapper approach i.e., it is dependent on the chosen classification model.
Statistical methods and experimental procedures
For automatic diagnosis of primary headaches we have applied six different classification algorithms, described in the previous section. Additionally we have incorporated a feature selection step to reduce the dimensionality of the data. From the vast number of information available an experience physician also selects the most valuable ones. Therefore after the interview with medical specialists we have established a subset of features to which the physicians pay the highest attention.
• to compare the performance of several state-ofthe-art machine learning techniques to establish their usefulness in clinical decision support system aimed at headache diagnosis;
• to compare the automatic feature selection methods with the heuristic based on the physicians experience. All simulations where done in R environment [30], with tested algorithms taken from dedicated packages, thus ensuring that results achieved the best possible efficiency and that their performance is not decreased by the wrong implementation.
SVM was trained with the Sequential Minimal Optimization algorithm and utilized the polynomial kernel. C4.5 used the information gain split criterion and post-pruning method to reduce the complexity of the trained model. Both bagging and AdaBoost.M1 used C4.5 as a base classifier and were run for ten iterations. Random Forest consisted of 120 decision trees with maximum depth constraint set to five.
Two types of ReliefF algorithms were tested -with greedy stepwise stop criterion and with heuristic selection of top ten features. For genetic algorithm we have used an population of 50 offsprings, two-point cross-over with the probability set to 0.7 and a single-point mutation with probability set to 0.3. For selection of population members a tournament scheme was applied.
All tests were concluded using a ten-fold cross validation. Feature selection step was repeated for each of the folds.
Additionally a 10CV t-test for confidence 5% [21] was used to establish if the differences between classifiers were statistically significant. As a test score the probability of rejecting the null hypothesis is adopted i.e., that classifiers have the same error rates. As an alternative hypothesis it is conjectured that tested classifiers have different error rates. A small difference in the error rate implies that the different algorithms construct two similar classifiers with similar error rates; thus the hypothesis should not be rejected. For a large difference, the classifiers have different error rates, and the hypothesis should be rejected. Therefore, two classifiers differ in a statistically significant way if the null hypothesis considering them is rejected.
Results
The results of the experiments are presented in the Table 1 . Rows stands for different classification models and columns for used feature selection approaches (all features, four tested models and the features selected by the physician). Bolded results indicates which classification model for a given feature selection method was statistically better (in columns), while results in italics indicates which feature selection method for a given classifier model was statistically better (in rows).
Achieved results show that machine learning methods can achieve a high quality of classification of primary headaches. The best results were returned by compound machine learning methods such as Random Forest, Bagging and Boosting -as for the most of the cases they have outperformed the single classification models. These results are satisfactory from the medical point of view as well. Therefore it is possible to introduce a fully automatic decision support system for this task that achieve the diagnosis accuracy level comparable, or even slightly better, to an experienced physician.
Additionally one may see that used automatic feature selection methods returned comparable, or even slightly better, results than models built on the basis of features suggested by an expert physician. In Table 2 we present the comparison of features selected by automatic methods and by the expert physician. Pluses denotes selected feature by the considered method. In case of the physician selection double pluses indicates a feature denoted as a very important (major) by the expert and a single plus indicates features that are used as an additional support in harder cases (minor). Additionally one feature according to the physician is important for recognition of TTH class.
As we can see the automatic feature selection methods have always chosen all the major features and most of the minor ones. This indicates that those questions from the survey have at the same time a medical importance and the statistical significance for the discriminative process. Additionally two features, not used by standard medical tests, were pointed out by feature selection methods as important ones. Therefore that additional information should be studied closer form the medical point of view and included in the clinical decision support system.
Conclusions
Primary headaches are the most prevalent among professionally and reproductively active population. Over the past two decades significant advances have been made in the data collection and understanding of the pathophysiology, pharmacology, genetics and epidemiology of headache, although there are still numerous issues that need further clarification. The paper introduced a decision support system for automatic classification of primary headaches. It combined classification models with feature selection algorithms. The classifiers allowed for a fast and accurate decision making, while feature selection methods both improved the recognition step and delivered valuable information about the significance of certain parts of our diagnostic survey.
The established specificities and differences between the primary headache types, which are discussed in this paper -migraine, tension-type headache, and other headaches, among working population suggest the need for further more extensive research in this filed.
New developments in each of these fields according with different classification methods as well as discussed, will contribute to a more comprehensive understanding of this significant medical problem.
This research is a small step which towards physician's attention to the automatic decision support system for primary headaches. The high level of congruence results obtained by clinical physicians and using machine learning methods offers the possibility to further improve the diagnosis accuracy and makes daily clinical practice easier. Physicians may benefit from application of machine learning methods in diagnostics primary headaches, making their judgment faster and more precise. Given the high prevalence of primary headaches on the one hand, and frequent neglect of the other automatic diagnosis is a highly required tool in this field. We should point out that results presented in this paper are preliminary investigations of a wide problem of the automatic headache classification. Our future works will concentrate on a full, not simplified, diagnostic case. We would like to introduce complex classification methods, such as class decomposition, one-class classification and hierarchical classifiers, to improve the quality of our clinical decision support system.
