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Development of an Extrinsic dual-cavity Fiber Fabry-Perot 
interferometer: Applications to periodic and non-periodic 
vibration measurements 
Abstract  
 The work involved in this thesis principally concerns the development and 
characterization of a dual-cavity Extrinsic Fiber Fabry-Perot Interferometer (EFFPI), with the 
specific aims of analyzing both periodic and non-periodic vibrations. This thesis is divided 
into five chapters. 
 In chapter I, we provide a brief overview of vibration measurements and their 
associated techniques, both optical and non-optical. A general description of the 
characteristics of fiber optic interferometers most suited for this application is next included. 
The emphasis on non-contact measurement, geometrical flexibility, accessibility to the 
mesurand in question and the ease of deployment orientates our choice towards the fiber 
Fabry-Perot device.  
Chapter II presents the operating principles of the EFFPI. The device contains a 
“virtual” pseudo-dual-cavity which is generated due to the introduction of polarization-
controlling optics into the optical path of the sensing cavity. This configuration enables two 
sets of “quadrature phase-shifted” interference signals to be obtained, hence eliminating the 
problem of directional ambiguity. The general properties of the interferometer, such as its 
reflectance and fringe visibility, have been characterized. More importantly, the polarization 
states of the injected and output lightwaves have been studied to further understand 
polarization-induced signal attenuation with the aim of reducing this parasitic effect. 
A modified zero-crossing fringe demodulation technique is described in chapter III for 
processing the interference signals from the dual-cavity EFFPI sensor into useful 
displacement information. The resolution of the demodulation scheme is determined by the 
number of sub-levels into which the interference fringes can be divided. In this work, a λ/64 
resolution is deemed sufficient for application in periodic vibrations with relatively large 
amplitudes. Various signal types, such as sinusoidal, square, and triangular excitations have 
been applied and experimentally verified. Possible errors due to temperature variation of the 
laser source as well as the target orientation during displacement measurements are also 
investigated. 
v
In chapter IV, a phase-tracking technique is described for demodulating the 
interference signals into the required/desired displacement of a target subjected to non-
periodic vibration. The development of a simulation and demodulation program enables the 
analysis of out-of-quadrature phase errors, random noise effects, quantization noise, etc. The 
detected phase errors can subsequently be corrected by the demodulator while the noise can 
be reduced via an amplitude correction method.  Experimental tests under squarewave 
excitation carried out with a PieZo-electric Transducer (PZT) incorporating a capacitive 
sensor demonstrated excellent agreement (difference of only a few nanometers). The EFFPI 
sensor is next employed for two specific applications. In seismometry, the possibility of our 
sensor for detecting both vibration amplitudes and velocities is aptly demonstrated. In 
addition, the fiber sensor is also shown to be relatively accurate in measuring liquid level 
variation in an optical inclinometry set-up based on two communicating short-base vases. 
The final chapter concludes the work carried out in this thesis and proposes 
perspectives for further enhancing the performance of the developed sensor.  
 
Keywords: dual optical cavity, Fabry-Perot interferometer, quadrature, polarization states, 
periodic and non-periodic vibrations, zero-crossing demodulation, phase-tracking 
demodulation, seismometry, inclinometry. 
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Développement d’un interféromètre extrinsèque à double 
cavités de type Fabry-Perot: Applications à la mesure de 
vibrations périodiques et non périodiques 
 
Résumé 
Le travail présenté dans cette thèse concerne le développement et la caractérisation  
d’un interféromètre extrinsèque à double cavités de type Fabry-Perot (EFFPI) en vue de 
l’analyse de vibrations périodiques et non périodiques. Cette thèse est divisée en 5 chapitres. 
 Dans le chapitre I, nous donnons un panorama des mesures de vibration et de leurs 
techniques associées de type optique ou non-optique. Nous fournissons une description 
générale des caractéristiques des interféromètres à fibre optique. Nous justifions le choix du 
système de type Fabry-Perot par ses propriétés de mesure sans contact, sa flexibilité 
géométrique, ainsi que sa facilité d’utilisation. 
 Le chapitre II présente le principe de fonctionnement du EFFPI. Le système comprend 
une cavité virtuelle pseudo-duale obtenue par l’introduction d’une optique de polarisation 
dans le chemin optique de la cavité de mesure. Cette configuration permet d’obtenir deux 
signaux d’interférence en quadrature, ce qui élimine l’ambiguïté de direction. Les propriétés 
générales de l’interféromètre telles que la réflectance et la visibilité de franges ont été 
caractérisées expérimentalement. En particulier, les états de polarisation des faisceaux 
d’entrée et de sortie ont été étudiés pour mieux comprendre l’atténuation induite dans les 
signaux d’interférence afin de pouvoir minimiser ce phénomène. 
 Dans le chapitre III, nous proposons une technique de démodulation de franges de type 
passage à zéro modifiée pour obtenir l’information de déplacement. La résolution obtenue 
dans cette technique de démodulation est déterminée par le nombre de sous-niveaux de 
décomposition des signaux d’interférence. Dans ce travail, une résolution de λ/64 s’est avérée 
suffisante pour des applications à des vibrations périodiques de relativement grande amplitude. 
Différentes excitations de type sinusoïdal, carré et triangulaire ont été testées. Les erreurs 
provoquées par la variation de température de la source laser ainsi que celles apportées par la 
variation d’orientation de la cible durant la mesure de déplacement ont été étudiées. 
 Dans le chapitre IV, nous décrivons une technique de démodulation à poursuite de 
phase pouvant opérer sur une cible soumise à un déplacement non-périodique. Le 
développement d’un programme de simulation et de démodulation a permis l’analyse des 
erreurs de phase, l’effet du bruit aléatoire et du bruit de quantification, etc. Les erreurs de 
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phase peuvent être corrigées par le démodulateur alors que les erreurs dues au bruit peuvent 
être réduites par une méthode de correction d’amplitude. Des tests expérimentaux réalisés à 
partir d’excitations de type carré avec un transducteur piézo-électrique (PZT) muni d’un 
capteur capacitif ont montré un très bon accord sur les mesures (différence de quelques 
nanomètres seulement). Nous avons utilisé le EFFPI pour deux applications spécifiques. En 
sismométrie, nous avons montré son aptitude à la mesure d’amplitude et de vitesse des 
vibrations. Dans une seconde application, le système a permis de mesurer de façon précise les 
variations de niveau d’un liquide dans un système d’inclinomètrie optique basée sur le 
principe des vases communicants. 
 Le dernier chapitre donne les conclusions sur le travail réalisé et propose des 
perspectives afin d’améliorer les performances du capteur développé. 
 
Mots-clefs : double cavités optiques, interféromètre Fabry-Perot, quadrature, états de 
polarisation, vibrations périodiques et non périodiques, démodulation par passage à zéro, 
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General Introduction 
 The work involved in this thesis principally concerns the development and 
characterization of a dual-cavity Extrinsic Fiber Fabry-Perot Interferometer (EFFPI), with the 
specific aims of analyzing both periodic and non-periodic vibrations. This thesis is divided 
into five chapters. 
 In chapter I, we provide a brief overview of vibration measurements and their 
associated techniques, both optical and non-optical. A general description of the 
characteristics of fiber optic interferometers most suited for this application is next included. 
The emphasis on non-contact measurement, geometrical flexibility, accessibility to the 
mesurand in question and the ease of deployment orientates our choice towards the fiber 
Fabry-Perot device.  
Chapter II presents the operating principles of the EFFPI. The device contains a 
“virtual” pseudo-dual-cavity which is generated due to the introduction of polarization-
controlling optics into the optical path of the sensing cavity. This configuration enables two 
sets of “quadrature phase-shifted” interference signals to be obtained, hence eliminating 
directional ambiguity. The general properties of the interferometer, such as its reflectance and 
fringe visibility, have been characterized. More importantly, the polarization states of the 
injected and output lightwaves have been studied to further understand polarization-induced 
signal attenuation with the aim of reducing this parasitic effect. 
A modified zero-crossing fringe demodulation technique is described in chapter III for 
processing the interference signals from the dual-cavity EFFPI sensor into useful 
displacement information. The resolution of the demodulation scheme is determined by the 
number of sub-levels into which the interference fringes can be divided. In this work, a λ/64 
resolution is deemed sufficient for application in periodic vibrations with relatively large 
amplitudes. Various signal types, such as sinusoidal, square, and triangular excitations have 
been applied and experimentally verified. Possible errors due to temperature variation of the 
laser source as well as the target orientation during displacement measurements are also 
investigated. 
In chapter IV, a phase-tracking technique is described for demodulating the 
interference signals into the required/desired displacement of a target subjected to non-
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periodic vibration. The development of a simulation and demodulation program enables the 
analysis of out-of-quadrature phase errors, random noise effects, quantization noise, etc. The 
detected phase errors can subsequently be corrected by the demodulator while the noise can 
be reduced via an amplitude correction method.  Experimental tests under squarewave 
excitation carried out with a PieZo-electric Transducer (PZT) incorporating a capacitive 
sensor demonstrated excellent agreement (difference of only a few nanometers). The EFFPI 
sensor is next employed for two specific applications. In seismometry, the possibility of our 
sensor for detecting both vibration amplitudes and velocities is aptly demonstrated. In 
addition, the fiber sensor is also shown to be relatively accurate in measuring liquid level 
variation in an optical inclinometry set-up based on two communicating short-base vases. 
The final chapter concludes the work carried out in this thesis and proposes 








Introduction to vibration measurements  
 
I-1. Preamble 
 Vibration and its effects are very common in our daily life. A simple example of this 
phenomenon is the beating of the human heart and the oscillation of the lungs during the 
breathing process. We cannot speak and express ourselves without vibration occurring. The 
human ear is also a very sensitive and highly accurate receiver of vibrations to transmit 
messages to the brain. However, not only within us, the universe around us is also governed 
by quasi-periodic motions such as the day and night cycle of the earth [1]. 
 Modern physics define the significance of vibration as a function of continuous 
motion and repetition which are often periodic in solid and liquid bodies in some spatial limit 
[2]. This phenomenon can also be dictated in terms of time, movement or position of a 
mechanical system whose amplitude is alternately larger or smaller than the average of a 
reference base line. Consequently, vibration plays a major role in various domains and the 
study of its influences can widely be found in the aeronautics and aerospace industry, in civil 
engineering, manufacturing, precision mechanics and mechatronics applications, as well as in 
the ever-evolving microelectronics sector [3], [4]. Vibration analysis not only allows the 
performance limits of an engineering component to be determined but can also be employed 
for damage detection in important objects so that preventive maintenance can be carried out 
before the occurrence of critical failure. Hence, to analyze the vibration system, some 
dedicated instruments are often necessary in order to obtain a complete and accurate analysis. 
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I-2. Vibration measurement in mechanical engineering 
 Mechanical vibration measurement allows one to characterize and study the 
performance of a mechanical system such as a machine operated not only under normal 
conditions but also at various levels of its operating cycle to meet increasing demands of 
higher productivity and economical design which, in turn, can lead to higher operating speeds 
and efficiency [5], [6]. This trend makes the occurrence of resonant conditions more frequent 
during the operation of machinery and can reduce the reliability of the system. Hence, the 
periodic measurement of vibration characteristics of machinery becomes essential to ensure 
adequate safety margins. Any observed shift in the natural frequencies or other vibration 
characteristics will indicate either a failure or a need for maintenance of the studied machine. 
Hence, if the machine can perform the expected task even after the completion of testing 
under the specified vibration environment, it can be expected to survive the specified 
operating conditions [7]. 
 Generally, the basic features of the mechanical vibration system can be schemed in 
Figure 1.1. Typically, three important parameters are involved in vibration monitoring, 
namely, the vibration displacement or amplitude (d), velocity (v) and acceleration (a) [7]. The 
amplitude induced by a vibratory movement is defined as the total distance traversed by the 
vibrating part from one extreme limit of travel to the other limit and is often known as the 
peak-to-peak displacement. Vibration velocity is the speed at which a vibrating mass moves 
through its amplitude cycle and attains a maximum value at the neutral position while at the 
extreme positions, the velocity is at its minimum. Vibration acceleration measures the rate of 
the velocity change in the moving mass as its displaces from one extreme position to the other. 
Hence, the maximum and minimum acceleration correspond to the minimum and maximum 
velocity values respectively. Vibration acceleration is normally expressed in meters per 
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Figure 1.1. Basic mechanical vibration measurement scheme. 
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 As illustrated in Figure 1.1, the motion of the vibrating body is converted into an 
electrical signal by the vibration sensor/pickup which is a device that transforms changes in 
mechanical quantities (such as displacement, velocity, acceleration) into changes in electrical 
quantities. Signal conversion then amplifies the normally small direct output from the sensor 
into a suitable range of values to be displayed for visual inspection and/or for further 
processing to determine the desired vibration characteristics of the machine under test. 
I-3. Classification of vibration sensors 
 As mentioned in the previous section, the type of vibration instrumentation selected 
will depend on the quantity to be measured. This section will thus provide the background for 
the most common devices used in mechanical vibration measurement, all of which can be 
classified into three important types: the displacement sensor (or vibrometer), the velocimeter 
and the accelerometer [8]. 
 Although the obvious application of vibration sensors is the measurement of vibration, 
be it due to environmental perturbation, machine-based excitation or other system-induced 
oscillation, its analysis can be beneficially exploited in numerous domains. For example, in 
the design and development of a new mechanical product, the performance of its prototype 
can first be estimated via an appropriate vibration analysis to allow any necessary fine-tuning 
so that its desired characteristics can be achieved before engaging the costly production 
process. Further, while vibration study has also been employed in quality control and noise 
suppression of mechanical components, one of its most important implications in recent years 
has been in the monitoring of machine tools to forecast mechanical ageing and in the 
surveillance of structural elements, particularly in the aerospace and civil sectors, for 
preventive maintenance. 
The displacement sensor is used to measure the absolute or relative distance in which 
an object is displaced. It inherently implies that such a sensor can also be employed to 
determine the size or dimension of any arbitrary object. Two typical mechanisms used in 
these sensors are the magnetic/electromagnetic effects and optical modulation of an injected 
lightwave. The linear or rotary variable differential transformer (LVDT or RVDT), Eddy-
current sensor, magnetic pickup tachometer and magnetostrictive sensor are examples of the 
first category of displacement sensors and are based on the generation of an electromagnetic 
field, converted into an AC voltage output, which varies in proportion to the relative 
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displacement between a fixed transformer coil and a movable armature (iron or graphite rod). 
The magnetic core inside the coil winding assembly provides a magnetic flux path linking the 
primary and secondary coils as shown in Figure 1.2. Hence, when an excitation signal is 
applied to the primary coil (P1), voltages are induced in the secondary coils (S1 and S2) 
connected in series in opposite polarity resulting in a null position since both voltages have 
equal amplitudes and cancel each other. The null position of the sensor is extremely stable 
and repeatable, hence, when the magnetic core is displaced from this position due to 
movement of a target object in contact, an electromagnetic imbalance occurs, generating, in 
turn, a differential AC output voltage across the secondary coils which is linearly proportional 
to the direction and magnitude of the displacement [9], [10]. Electromagnetic-based 
displacement sensors have been widely used for thickness measurements, underwater 













Figure 1.2. Schematic of a linear variable differential transformer. 
 
 Optical-based sensors are generally non-contact devices and detect modulation to the 
properties of the sensing lightwave in relation to the distance of a vibrating object from the 
sensor head. This modulation can be due to a change in the optical intensity or from the 
beating of two optical beams as the vibrating object displaces towards or away from the 
sensor probe, both of which can be measured by a photodetector either as a change in the 
average voltage value or as a series of cosinusoidal interference fringes respectively. Optical 
displacement sensors allow non-contact measurements and can be used for sensitive high-
precision measurement of minute displacements over a relatively large dynamic range [12]. 
 The use of velocimetry to measure the velocity of moving objects and particles in 
fluids in the industrial control process is well documented [13], [14]. It is based on the 
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Doppler effect which describes the change in the optical frequency of a coherent lightwave 
due to scattering by a moving object. Hence, relative movement of the object towards the light 
source will lead to an increase in the optical frequency, incurring a blue shift in the apparent 
wavelength (or Doppler-shifted wavelength) with respect to the original source wavelength 
while relative movement away from each other will result in a decrease in the scattered 
frequency, subsequently inducing an increase in the Doppler-shifted wavelength. An example 
is the laser Doppler velocimeter [15]-[17], a non-invasive, non-contact and rapid technique, 
which works on the basis of two laser beams of identical wavelength crossing each other and 
producing a “fringe” pattern of constructive and destructive interferences. When a moving 
object or target passes through the fringe pattern, light is scattered in all directions by the 
target resulting in a Doppler shift to the optical frequency of the scattered lightwave and is 
collected by a stationary detector. This Doppler frequency is proportional to the component of 
the target velocity perpendicular to the fringe pattern produced by the crossing laser beams 
and can thus be employed to measure the instantaneous speed of any surfaces. Although 
commonly employed in medicine (blood flow and cell measurements), meteorology, fluid 
mechanics and aerodynamics (turbulence, fluid and air velocity measurements), laser Doppler 
velocimetry has also found particular applications in vibrometry for calibrating tactile coders, 
slips detection and, most obviously, for measurements of velocity differences with respect to 
an elongation or lengthening process induced by vibration [15]-[19]. 
Finally, the accelerometer is a device that measures the rate of change of motion of an 
object, such as an aircraft structure, a machine tool or a mechanical part, in vibration and is 
most commonly associated with the change in electrical characteristics of piezoelectric 
materials although optical accelerometers are increasingly being developed [20]. In the 
piezoelectric-based device, the force generated by a change in motion of a vibrating object 
causes a known mass within the accelerometer to “squeeze” or compress an adjacent 
piezoelectric material. This changes the original non-stressed properties of the material and 
produces an electrical charge which is proportional to the exerted force. Since the mass is 
constant, this implies that the electrical charge is also a proportional function of the ensuing 
acceleration. The basic accelerometer can be configured as an active or passive device. In the 
former case, the sensor produces an amplified output directly without the need for an external 
circuit whereas the passive device outputs changes only to its electric properties (for example, 
capacitance) thus requiring an external electrical current to operate. Accelerometers have been 
widely exploited in mechanical vibration measurements and related domains such as 
7
monitoring of seismic and volcanic activities, movement measurement of vehicles as well as 
in satellite and aircraft navigation systems [21]-[23]. Optical accelerometers, on the other 
hand, operate through a connection of an optical element to a mass usually positioned inside a 
case/housing. As a force acts on the mass, the mass moves within the housing, thereby 
imparting a stress to the optical element indicative of the force. The optical element in 
question is typically a fiber interferometric device [24], an example of which is shown in 
Figure 1.3, in which a mass-loaded diaphragm gives a proportional displacement. The mass is 
designed such that it is uniformly distributed about the plane of the diaphragm to minimize 
the effects of any acceleration not orthogonal to the plane of the diaphragm. The upper part of 
the mass is formed into a hemispherical mirror so that a Fabry-Perot cavity is formed in 
conjunction with the sensing arm used to guide the output to the detection system. When 
subject to acceleration the mass tends to vibrate with respect to the fiber head, causing a 
relative displacement between the mirror and the fiber head to result in a phase change in the 
interferometer. Interference due to reflections from the fiber end and from the mirror can then 
be detected by a photodetector. The interference fringes are then demodulated to extract the 





















Figure 1.3. Fiber-optic accelerometer based on a Fabry-Perot cavity. 
 
 Optical accelerometers have a few advantages over conventional electrical 
accelerometers such as their immunity to electromagnetic interference and their ability to 
transmit signals over relatively long distances without additional amplification [25]. They 
have been employed in applications involving civil structures, and monitoring of the 
vibrational spectrum of spacecraft engine pods [26]-[28]. 
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An obvious advantage of optical sensors over traditional sensors in vibration 
monitoring is their non-contact measurement capability. Although only both laser Doppler 
velocimetry and the optical accelerometer have been cited, techniques based on the use of 
speckle metrology, holographic interferometry, fringe projection, external cavity optical 
feedback, classical interferometry and the ubiquitous optical fiber interferometer have also 
been widely exploited in this specific application to measure target velocity, dynamic and 
non-periodic displacements, low-intensity oscillating magnetic fields, relative and absolute 
distance/length, etc, both in the laboratory and in industry [29]-[35]. Amongst the optical 
sensors, fiber-based interferometers can be easily distinguished as the most suitable candidate 
for vibration measurement due essentially to their flexible geometry, high accuracy and 
rapidity, sensitivity as well as their potential for multiplexing multiple sensors along a single 
optical fiber cable in a sensor network arrangement for large-scale vibration monitoring, a 
capability which is unmatched by traditional sensor technology [36], [37]. Further benefits of 
the fiber interferometer are summarized in Table 1.1 together with some important detriments 
[38]. 
 
Advantages of fiber optic interferometry Disadvantages 
Dielectric nature of fiber system: 
immunity to electromagnetic interference 
electrically passive, thus, can be employed in 
hazardous and explosion-prone environments
Complexity in related connectics technology 
Very high sensitivity and can be operated 
over large dynamic ranges 
Difficulty in determining defects (detection 
and quantification) in the optical fiber 
Small transverse dimension, hence, can be 
employed under access-limited conditions 
(i.e. in medicine) 
Higher costs than traditional sensor for 
comparable performance 
Flexibility in geometric configuration: 
non-contact measurement in mediums 
prohibiting any contact between sensing 
probe and object under test 
remote sensing with light source and sensing 
probe situated apart with minimal loss of 
signal 
Problem of polarization-induced interference 
signal fading when fiber arm(s) is(are) 
perturbed to scramble state of polarization of 
guided mode 
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Operation at high temperatures: 
classical fiber with polyamide coating can be 
used up to 400°C 
silica (melting point 1850°C) and special 
fibers (metal-coated) can be operated beyond 
600°C 
 
Possibility of distributed sensing along entire 
length of a single fiber 
 
Multiplexing capability in a small volume 
permitting implementation of redundant 
technology and facilitating distributed 
sensing 
However, difficulties in multiplexing 
procedure 
 
Table 1.1 Advantages and disadvantages of fiber interferometers. 
I-4 Fiber optic interferometers for vibration measurement 
 The measurement of vibration generally requires the determination of the 
displacement of a surface (from a mean position) as a function of time. The aim of the 
measurement is to determine the amplitude and the frequency contents of the vibration. Many 
of the standard means of vibration monitoring involve the accelerometer or other instruments 
as described earlier. However, these are generally contact devices and may have their own 
mechanical resonances thus limiting the measurement bandwidth. The ideal vibration 
measurement instrument would be non-contact and non-loading so that the measurement 
procedure does not affect the actual measurement. 
 Optical fiber interferometry is thus an excellent candidate for this application. The 
flexible nature of the fiber medium gives the ability to access difficult spaces where no direct 
line of sight is required (remote measurements). Moreover, the small transverse dimension of 
fiber also allows the engineer to define a small area of measurement (highly localized point 
measurement). 
Fiber optic interferometers (FOIs) exploit the effects of beating between a reference 
optical wave and a sensing wave modulated by a certain physical parameter which induces an 
optical path difference between the two waves to result in a series of cosinusoidal fringes that 
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can be easily detected by a suitable detector. FOIs are further categorized into either the two-
beam or multiple-beam device. Examples of two-beam interferometry are the Michelson, 
Mach-Zehnder and Sagnac interferometers in which lightwave (either monochromatic or non-
monochromatic) from a single optical source is generally amplitude-divided into two beams 
along two distinct paths and brought together to be recombined at a point along a common 
optical path. The reference beam propagates along a path which is isolated from any 
environmental perturbation while the sensing beam propagates through another which is 
modulated by the physical parameter. The resulting difference in the optical path lengths 
traversed by the two beams then induces a difference in their optical phases, ∆φ, forming a 
series of optical interference fringes from which the modulating parameter can then be 
interpreted using [39]-[40] 
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with n1d1 and n2d2 the optical path lengths, n1 and n2 being the refractive indices of the 
respective medium, and λ the wavelength of the light used. 
 The fiber-based Fabry-Perot interferometer (FFPI), on the other hand, is a versatile 
multiple-beam device in which interference is generated from the reference and sensing 
beams propagating within a single fiber arm [41]. The reference beam is back-reflected into 
the interferometer at the fiber-air interface while the sensing beam is transmitted through this 
interface into a sensing cavity, which can be an adjacent fiber or simply air, before being 
reflected back along the same optical path. When this reflection takes place at a highly 
reflective surface (such as from a metallic film coating at the second fiber end or a mirror in 
air), then multiple reflections can occur between this surface and the first fiber interface. In 
this case, the optical phase difference thus induced will be amplified by the number of 
reflections, enabling a very high resolution to be obtained with such an instrument. 
I-4.1 Fiber optic Michelson interferometer 
 The fiber optic Michelson interferometer is based on the bulk optic equivalent 
invented by Albert A. Michelson and Edward Morley [42]. In the bulk interferometer, light 
from an optical source is guided to a beamsplitter and separated into two beams with, 
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generally, equal intensities. One beam is transmitted through the beamsplitter to a fixed 
reflector and then reflected back to the beamsplitter as a reference beam (see Figure 1.4 (a). 
The second beam is reflected upwards in a direction perpendicular to the original beam axis to 
incident onto a moveable reflector representing the object to be measured. Reflection from 
this surface then recombines with the reflected reference beam at the beamsplitter and their 
resulting intensity can be detected by photodetector. By displacing the movable surface, a 
variation in the distance traveled by the two beams along their respective paths (optical path 
length difference) is then produced and induces a difference between the phase terms of the 
two traveling waves. This phase difference results in a modulation of their resultant intensity 
at the point of combination which can be detected as a series of cosinusoidal fringes and is 

























(a) (b)  
Figure 1.4. The Michelson interferometer: (a) bulk optic device, and (b) its fiber optic 
equivalent. 
 
 The fiber equivalent of the Michelson interferometer is depicted in Figure 1.4 (b) in 
which monochromatic light from a laser diode source is injected into a single-mode fiber and 
then propagated to a 2×2 fiber coupler which divides the injected beam along two optical 
paths. The two beams are guided within the fiber arms to two reflectors (for example, mirrors, 
retro-reflectors or polished metal), one of which is fixed and the other movable, and back 
reflected into the same fiber arms as the reference and sensing signals, respectively. These 
signals are then recombined by the fiber coupler and, if the sensing path is varied, interfere to 
produce an interference signal at the output arm. A detector is employed to detect the output 
signal whose optical phase is a direct function of the desired measurand. A prominent effect 
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of the interferometer is the perturbation of the laser emission properties by parasitic re-
injection of the reflected beams into its active cavity, leading to unstable operation, and can be 
overcome by using an optical isolator in the fiber circuit just after the emission window of the 
laser. The output amplitude, B, generated from the summation of the reference and sensing 
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where i = 1− , ω is the frequency of the optical wave and is equal to 2πν = 2πc/λ, and, A1 
and A2 the amplitudes of the reference and sensing beams, respectively. Further, when A1 = A2 
= A, the modulated intensity of the signal is I = B.B*, B* being the complex conjugate of B, 
and the detected output intensity can then be given by 
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where ∆φ corresponds to the phase variation previously defined by equation (1.1). Therefore, 
the interferometer output will be at a maximum, i.e. under constructive interference, for an 
optical phase difference which is a multiple of 2π between the reference and sensing waves. 
This can be translated into a path length difference (OPD) of 2n∆d = λ for the Michelson 
device since the sensing beam traverses the sensing cavity twice, with n the refractive index 
of the sensing medium and λ the optical wavelength of the light source employed. Destructive 
interference leading to a minimum output occurs when the phase difference is an odd number 
of π corresponding to an OPD of 2n∆d = λ/2. 
 Figure 1.5 (a) traces the variation in output intensity of the fiber Michelson 















































































Figure 1.5. Output from fiber Michelson interferometer: (a) intensity variation as a function of 
phase, and (b) interference fringes induced by target displacement measured as a function of 
phase. 
 
In this fiber arrangement, the detected intensity (I) and the phase difference (∆φ) are 
described by equations (1.1) and (1.3), both of which are plotted in Figure 1.5 (b) together 
with the cyclic displacement of a vibration target. 
 One of the simplest techniques available to interpret the output interference in order to 
obtain the displacement information is based on counting the number of complete and 
fractional fringes since one full fringe corresponds to a target displacement of λ/2. A more 
accurate demodulation means would be to continuously track or measure the optical phase 
variation via some phase-tracking technique [44], [45]. Note, also, that in order to obtain 
directional information of the target movement, further processing schemes would be required, 
for example the generation of an identical fringe pattern in phase quadrature with the original 
signal either electronically or optically [46]-[48].  
I-4.2 Fiber optic Mach-Zehnder interferometer  
 The Mach-Zehnder device is schematically illustrated in Figure 1.6 (a) in which a 
beamsplitter separates the injected lightwave into a reference and a sensing beam along two 
different optical paths. The reference path is protected from perturbation by the desired 
measurand while the sensing beam is made to incident on a movable reflector actuated by the 
measurand of interest or traverses an object under test which modifies the sensing path length 
[44]. Both beams are then recombined at a second beamsplitter at the output of the 
interferometer so that any variation in their relative path lengths will result in an optical phase 
difference which is directly proportional to a movement of the test object. The subsequent 
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interference pattern resulting from the modulation to the combined beam intensities can then 

























Figure 1.6. Mach-Zehnder interferometer scheme: (a) based-on bulk optic, and (b) based on 
fiber optic. 
 
 The fiber equivalent of the Mach-Zehnder interferometer is typically an intrinsic 
sensor in which both the reference and sensing beams propagate in the fiber arms and is 
illustrated in Figure 1.6 (b). The guided electromagnetic wave is modulated within the sensing 
fiber only at the measurement point. The interferometer is generally illuminated by a coherent 
light source such as a laser diode. A fiber coupler is employed to split the input light into two 
beams (reference and sensing beams). The reference beam is protected from environmental 
influences while the sensing beam is modulated by the measurand via its phase, intensity, 
state of polarization and/or frequency to result in a relative path length difference between the 
two arms of the fiber interferometer. Both beams are then recombined by a second fiber 
coupler where the resulting interference signal is detected. The output amplitudes of the 
reference arm (A1) and the sensing arm (A2) can be written as [43] 
 
cos( )1A A tφ ω= −   (1.4) 
 
cos( )2A A tφ ω φ= − + ∆   (1.5) 
 
where ∆φ = 2πn∆d /λ corresponds to the induced phase due to the optical path difference  
(∆d) in the fiber arms, and n the refractive index of the optical fiber. Consequently, the 
interference signal from the two beams is modulated and can be detected by a photodetector 
with an amplitude (B) given by 
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[ ]cos( ) cos( )1 2B A A A t tφ ω φ φ= + = − + + ∆ −ω    (1.6) 
 
for A1 = A2 =A. Thus, the output intensity measured by the photodetector (I) can be written as  
 
[ ]2. * 2 1 cos( )I B B A φ= ≅ +    (1.7) 
 
 Although only relatively flexible in terms of its geometrical arrangement, the fiber 
Mach-Zehnder interferometer has been used in industrial metrology for measuring strain, 
force, pressure and temperature [49]-[51]. However, an additional fiber coupler has to be 
employed and the measurand of interest normally has to act directly on the sensing fiber, 
which can be a limiting factor in certain applications. Further, to obtain coherent and 
reproducible results, the reference arm must be maintained under stable temperature and 
pressure conditions. Nevertheless, an important advantage of the device is the availability of 
two complementary output signals which are opposite in phase but equal in magnitude at the 
quadrature point. This allows processing by a differential amplifier circuit to maintain the 
interferometer at its maximum sensitivity as well as to reduce potential system drift.  
 The fiber optic Mach-Zehnder interferometer for vibration measurement was 
presented as an extrinsic device for the first time in 1985 [52] and is illustrated schematically 
in Figure 1.7 [53]. 
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Figure 1.7. Fiber optic Mach-Zehnder interferometer for vibration application. 
 
 The input laser beam is amplitude divided at the directional fiber coupler to provide a 
reference beam (Ir) and a sensing beam (Is).The sensing beam is then propagated to the 
sensing arm and is transmitted to the vibrating target. A fraction of the reflected beam from 
the target is recoupled into the fiber and interferes with the reference beam at a third fiber 
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coupler, leading to interference (I) being obtained at the output fiber arm. Therefore, the 
optical path length difference between the two beams is a proportional function of the target 
motion. However, as with all interferometers requiring an addition arm as reference, the 
Mach-Zehnder device can produce erroneous displacement information if its reference arm is 
not shielded from perturbations by the desired measurand and the surrounding environment. 
In that case, any changes to this optical path length (for example, the fiber length or its 
refractive index) can be mis-interpreted as a change in the position of the target. A further 
problem is the accumulation of acoustic noise from the air or from vibrating surfaces being a 
potentially serious problem, broadening and distorting the signal spectrum [54]. 
I-4.3 Fiber optic Sagnac interferometer 
 The Sagnac interferometer was first described by G. Sagnac in 1913 and was used by 
Michelson and Gale in 1925 to measure the rotational speed of the earth. A schematic 
diagram of the bulk Sagnac interferometer is shown in Figure 1.8 (a). A beam of light from an 
optical source is split into two beams by a beamsplitter. These beams are usually made to 
follow a trajectory in opposite directions (clockwise and counterclockwise) through the same 
closed loop. On their return to the point of entry the light is allowed to exit the apparatus in 
such a way that an interference signal is obtained. Further, when the  and the reflectors R1 and 
R3 are exactly parallel and the reflector R2 in an exactly perpendicular orientation, the 
trajectories of the counter-propagating beams coincide, leading to constructive interference. 
However, a path difference is produced between the beams such as by inserting an object in 
one of the paths or by tilting one of the reflectors and interference is generated. The number 
of fringes is thus proportional to the path difference in both beams and can be interpreted into 



























(a) (b)  
Figure 1.8. (a) Classical Sagnac interferometer, and (b) fiber optic Sagnac interferometer 
(more commonly known as FOG or fiber optic gyroscope). 
 
 The introduction of the optical fiber in the 1970s together with the accompanying 
improvement to its properties (attenuation, stability, single-mode light guidance, etc) have 
allowed designers to construct smaller more compact fiber-based versions of the Sagnac 
interferometer with similar or better performance characteristics over the bulk optic devices 
(light weight, immunity to electromagnetic interference, accessibility, etc). The first fiber-
based device was successfully demonstrated in 1976 for measuring angular velocity, with 
subsequent commercial products becoming available in the early 1990s [56]-[58]. The device 
is today synonymous with the fiber optic gyroscope (FOG) and has been exploited as 
complementary navigation systems onboard aircraft and spacecraft, and for torque 
measurements in turbomachinery [59]-[61]. The schematic diagram of the modern day fiber 
Sagnac interferometer is shown in Figure 1.8 (b). 
 A coherent beam from the laser diode source is injected into a single-mode fiber and 
propagated to a polarizer before being split into two beams to travel in a fiber coil in counter-
propagative directions. When the fiber coil is rotated in a clockwise direction, the wave 
propagating in the clockwise direction travels an apparently longer path due to the fact that 
the starting point has now moved due to an applied rotation, and the light beam must travel a 
greater distance to reach the starting point. Conversely, the counterclockwise light travels an 
apparently shortened path. Hence, the path length difference between both beams manifest 
itself as a modulation to their combined intensities at the photodetector, resulting in an 
interference signal which is directly related to the angular speed (Ω) of rotation. The polarizer 
has been inserted to eliminate the output drift due to random coupling between the two 
18
possible polarization states in the fiber coil. The resulting optical phase difference (∆φ) 





ℜ∆ = Ω   (1.8) 
 
where L is the total length of the fiber coil of radius ℜ, c is the speed of light in the fiber and 
the cos θ term corresponds to the component of Ω deviated by θ degrees from the loop axis. 
The phase variation in the fiber Sagnac interferometer can then be related to the detected 
intensity (I) variation by  
 
22 (1 cos )








 ℜ= + Ω    
   (1.9) 
 
 The fiber optic Saganc interferometer can therefore detect all nonreciprocal 
phenomena which occur when light waves traverse the fiber coil. Consequently, time-varying 
physical effects and nonreciprocal phenomena such as Faraday rotation can also produce a 
phase shift. Besides measuring rotational or angular speed, the interferometer has also been 
applied for detecting electric current (via the Faraday rotation effect), acoustics, and thermal 
passages [63]-[65]. 
 The fiber Sagnac interferometer has received a lot of attention due to its application as 
a gyroscope [66] and is not widely employed in other applications. One of its rare uses in 
vibration monitoring was reported by Harvey et al. [67] with a typical arrangement shown in 
Figure 1.9. In the absence of any asymmetry in the optical path, the two counterpropagating 
beams in the fiber coil recombine with zero optical path difference. However, when 


















Figure 1.9. Modified fiber optic interferometer based on Sagnac effect for vibration 
measurement. 
 
 Consider then the broken fiber loop leading to two optical paths given by d1 and d2. 
The fibers are arranged such that light exiting from one fiber is reflected from the target and 
coupled back into the other fiber to continue its counterpropagation. The phase difference 
between the beams at the output of the interferometer at time t is then given by the average 
surface velocity over time ∆t which represents the time difference between the two 
counterpropagating beams encountering the target [68]: 
 
( ) (1 2
( )2 1
∆ = − − −
−=




   (1.10) 
 
with t1 and t2 the times at which the two beams encounter the target. d1 and d2 represent the 
slightly unbalanced fiber lengths travelled by the two beams, n is the air index, and c the 
speed of light. The phase difference (∆φ ) for a sinusoidally vibrating target with frequency 
(ω) can then be written as 
 
2 sin ( ) cos( ( ))02
tk t c t tωφ ω∆∆ = ∆ −    (1.11) 
 
where k = (2πn / λ) is the propagating wavenumber, and t0 = (t1+t2) / 2. This phase difference 
is proportional to the surface velocity. The output interference signals are derived by holding 
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the interferometer in quadrature. This is achieved by birefringence control within the fiber 
coil. This approach to vibration measurement has distinct advantages over the Michelson and 
Mach-Zehnder interferometers: there is no requirement for a long coherence-length light 
source and sensitivity to environmental perturbations is reduced as the interferometer operates 
close to a zero optical path difference, thus, source frequency noise is minimized. In addition, 
it is also a completely passive instrument [26], [69]. 
I-4.4 Fiber optic Fabry-Perot interferometer 
It was only until the early 1980s when the first fiber optic versions of the Fabry-Perot 
interferometer (FPI) were reported, essentially for measuring temperature, strain and 
ultrasonic pressure in composite materials [70], [71]. This early work laid the foundation for 
extensive research and further development as well as commercialization of the fiber Fabry-
Perot interferometer (FFPI) which followed during the 1990s [72]. 
 The FPI is typical of a multiple-beam device which is sometimes also called the 
Fabry-Perot etalon (FPE). The basic interferometer consists of two parallel semi-reflective 
mirrors or reflectors with reflectances R1 and R2, both of which are separated by a cavity 
length, d, of either air or some transparent medium as illustrated schematically in Figure 1.10 
(a). An incident light (Ii) at an arbitrary angle is injected into the FPE and leads to multiple 
reflections being produced within the interferometer cavity. The intensity distribution of the 
reflected (Ir) and transmitted (It) interfering beams from the FPE renders it possible to 
generate a set of fringes on a screen or detector. The distance between subsequent interference 
peaks (or valleys) is proportional to the spacing (cavity length) between the two reflectors. 
Further, the interferometer generally has at least twice the sensitivity of other interferometers 




























Figure 1.10. Classical Fabry-Perot interferometer, with Ii, Ir, and It the optical powers of the 
incident, reflected and transmitted waves: (a) bulk device, and (b) fiber optic-based Fabry-
Perot interferometer. 
 
The equivalent fiber FPI is thus extremely sensitive to perturbations that affect the 
optical path length between the two reflectors, with a sensing cavity that can be tailored to be 
very compact for certain applications. Unlike other fiber interferometers (Michelson, Mach-
Zehnder and Sagnac) used for sensing, the Fabry-Perot requires minimal fiber components to 
operate, and hence is less prone to additional sources of errors (parasitic reflection from 
associated components, misalignment, etc). Further, with its relative insensitivity to 
perturbations (strain and temperature) to the sensing fiber arm, the fiber FPI can be ideally 
configured to measure only the physical parameters of interest along its longitudinal axis and 
has been employed in many structural sensing applications [73]. The basic operating 
principles of the FFPI is represented in Figure 1.10 (b) where the optical cavity can be made 
with two semi-reflective surfaces or simplify another fiber with either one or both end cleaved. 
As is obvious from the Figure, the FFPI does not require any additional reference arm, 
and interference is obtained from the recombination of multiple reflections between R1 and R2 
respectively. Coherent light from a laser source is guided in the sensing arm to the optical 
cavity (or FPE) in which it undergoes multiple reflections within the etalon gap (d). The 
interferometer can be operated either in the transmissive or reflective mode, hence its 
versatility. In the former, the transmitted intensity (It), after multiple reflections in the optical 
cavity, is simply measured by a photodetector placed at the output end of R2. In reflection, the 
reflected intensity (Ir), again after multiple reflections, is partially back reflected into the fiber 
and guided to the output arm of the fiber coupler to be detected. Both the transmittance, given 
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as the ratio of transmitted intensity to the total injected intensity, and the reflectance, which is 
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where R corresponds to the reflectance value, T the transmittance, and φ is the resultant phase 
difference due to multiple passages of both It and Ir within the optical cavity: 
 
( )4 cos 2n d tπφ θ δλ= +    (1.14) 
 
and takes into account the incident beam angle θt on surface R2 as well as an additional phase 
term 2δ if the semi-reflective surfaces are coated with a metallic film. Thus, for perpendicular 
incidence where θt = 0, then 2δ can be neglected. Equations (1.12) and (1.13) can also be re-
formulated using the well-known Airy formulation 21 sin ( / 2) = +  F φA  as  
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   (1.16) 
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 represents the coefficient of finesse of the interferometer. Hence, when F 
increases, the transmission and reflections peaks will become increasingly sharper. F is also 
directly related to the finesse of the instrument by 
 
ℱ  = 
2
Fπ    (1.17) 
 
which determines the ratio of the separation of adjacent fringe maximum at the half-width 
intensity level. 
 Both transfer functions (in transmission and reflection) are plotted as a function of the 
























Figure 1.11. Transfer function of the fiber optic Fabry-Perot interferometer (Airy function): 
(a) in transmissive mode, and (b) reflective mode (FWHM: full width at half maximum 
intensity). 
 
 In the case of high finesse, the individual transmission (reflection) peaks are centered 
at the λpeak position with a very narrow spectral band and adjacent peaks are easily 
distinguishable. However, when the finesse is reduced, the adjacent spectra overlap, reducing 
the observable separation between the respective maxima. The particular wavelength 
difference between two adjacent wavelength peaks (λpeak : λpeak+1) at which this overlapping 






λ=    (1.18) 
24
 Suppose that the individual sets of interference fringes have two wavelengths λ1 and 
λ2 where λ2 = λ1 + ∆λ. When ∆λ is small, the two sets of fringes will be close together 
(overlapping) in each order of interference. As ∆λ increases, the fringes separate.  
 The final parameter of importance in determining the FSR of the Fabry-Perot 
interferometer is the width of adjacent fringes, defined as the fringe width at half the intensity 




γ =  (1.19) 
 





γ  ℱ (1.20) 
 
where γmin corresponds to the minimum value of γ . 
 From the transfer function for transmission in equation (1.12), it is seen that maximum 
intensity will be transmitted for cosφ = 1 and this is independent of the reflectance, R, 
implying that the interferometer can be operated in the transmission mode even when the 
surface reflectance is very high, including cases where R>99%. The minimum transmitted 
intensity is, on the other hand, obtained when cosφ = -1. These values (maximum and 
minimum transmitted intensities) are generally inversely proportional to the reflected intensity 
in the Fabry-Perot interferometer where the transmittance and reflectance can be written by 
 
1T R+ =  (1.21) 
 
 Thus, when the surface reflector has a small reflectance (<0.5), the transmitted 
intensity will be very high, while, on the other hand, low finesse ( ℱ ) is achieved since the 
reflectance is proportional to ℱ (as mentioned in equation (1.17)).  
 Two configurations of the FFPI are available for vibration measurement: the intrinsic 
device as shown in Figure 1.12 (a), where the two reflective surfaces are separated by an 
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optical cavity made of a shorter length of fiber, and the extrinsic sensor where the sensing 
light is allowed to exit the sensing fiber and incident on a vibration-actuated reflective surface 



































Figure 1.12. Configurations of fiber optic Fabry-Perot interferometer: (a) intrinsic FFPI 
sensor, and (b) extrinsic FFPI sensor scheme. 
 
 As illustrated in Figure 1.12 (a), the intrinsic-type sensor is not highly suitable in 
practical applications as means have to be found to ensure that the two coupled fibers do not 
become detached. Further, variations to the second fiber length due to temperature effects, or 
pressure, other than from the desired measurand, can contribute to complications in the 
subsequent signal demodulation process (erroneous phase shift, etc.) [75]. 
 The extrinsic FFPI, on the other hand, is less affected by the above problem since the 
sensing fiber arm serves mainly to transmit the incident and reflected lightwaves to and from 
an optical cavity made of an air gap or another medium with known index. The measurand 
thus affects only the optical path length of the cavity without affecting or modifying the fiber 
properties. Further, since both the reference (Iref) and sensing (Is) beams transverse identical 
paths within the sensing fiber, any external effects are reduced. 
 A typical arrangement of the extrinsic FFPI for vibration measurement is shown in 
Figure 1.13 where the fiber-air interface reflects a reference wave which is then recombined 
with the back-reflected sensing beam to produce an interference output at the photodetector, 
given by [76]  
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Figure 1.13. Classical configuration of the extrinsic FFPI for vibration measurement. 
 
 Since the sensing beam travels twice the optical cavity length, the resulting phase 
difference (which contains the target displacement) can then be expressed as 
 
2( )1 2∆ = − = n d2πφ φ φ λ    (1.23) 
 
for perpendicular incidence, with n the refractive index of the cavity medium, λ the injected 
wavelength and d the optical cavity length. Therefore, by demodulating the phase variations, 
changes in the cavity length can be measured and interpreted to the desired measurand. The 
advantages of the extrinsic fiber optic Fabry-Perot interferometer over other interferometers 
include minimization of the problem related to polarization-induced signal fading as well as 
providing higher sensitivity. Moreover, since interference is produced within the unique fiber 
arm, additional errors due to external perturbations are eliminated [77]-[79].  
I-5 Conclusion 
 In the case of displacement measurement, traditional sensors, optical-based devices 
and fiber interferometers are described with emphasis in non-contact measurements, sensor 
resolution, accessibility of the measurement environment, and deployment flexibility. 
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 The final sensor choice easily converges to the use of fiber interferometers based on 
the above criteria with the extrinsic fiber Fabry-Perot device particularly attractive due to its 
geometrical flexibility, non-contact and remote sensing capability, simplicity due to its low-
finesse operation, potential high sensitivity and resolution over other interferometers, as well 
















Development of an extrinsic fiber Fabry-Perot 
interferometer for vibration measurement 
 
 In the preceding chapter, a brief introduction to vibration measurement was described 
and a discussion on the suitability of existing vibration sensors subsequently narrowed the 
choice down to fiber optic interferometers for this application context. Emphasis was 
particularly given to sensor flexibility for deployment under various operating conditions, 
non-contact and remote measurement capabilities, insensitivity to external influences other 
than the measurand to be monitored and, more specifically, the sensor’s performance 
(resolution, precision, dynamic range, directional detection and potential signal fading 
compensation). 
This chapter is thus devoted to the development of a fiber optic interferometer based 
on the extrinsic-type Fabry-Perot device incorporating a specially-designed sensing probe in 
an attempt to address most of the abovementioned requirements. The operating principles of 
the proposed sensor are thus elaborated followed by its experimental validation. Related 
properties of the fiber interferometer such as reflectance characteristics (due to the different 
reflecting targets used), fringe visibility and the all-important polarization behavior of both the 
injected and reflected lightwaves are also studied. 
II-1 Operating principles of dual-cavity extrinsic fiber Fabry- 
Perot interferometer 
The practical extrinsic fiber Fabry-Perot interferometer (EFFPI) typically operates 
with an optical cavity formed by the cleaved end of the sensing fiber and another reflecting 
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surface whose movement is to be determined. This surface can be the moving element itself or 
another short fiber, with one end cleaved to serve as the reflecting surface and the other end 
shattered to prevent unwanted secondary reflections, actuated by the moving element. 
However, due to the generally low reflection coefficients of the reflective surfaces in the 
optical cavity, a relatively low finesse (<10) is often obtained and the inherent configuration 
of the EFFPI can be assimilated to a two-beam interferometer [80], [81]. Consequently, the 
output interference signal detected by the photodetector is generated from the modulation of 
two signals, one from the reference reflection and the other from reflection off the moving 
element. However, as in all interferometers, the drawback of the characteristic cosinusoidal 
output signal can often lead to directional ambiguity in fringe motion when measurands such 
as compressive/tensile stresses and strains, and vibration displace in counter directions, unless 
additional reference arms or specific signal processing schemes are employed. 
 To overcome this directional ambiguity, Chen et al. [82] proposed the introduction of 
a phase lead and lag in the interference signals (resulting in sine and cosine fringes with 
quadrature phase-shift) generated by an electronic circuit to serve as the reference and sensing 
signals. From the phase relationship, when the sensing signal led the reference signal, this 
corresponded to the target moving away from the sensing arm. If the sensing signal then 
lagged the reference signal, this implied target movement towards the sensor. However, the 
use of an electronic oscillator circuit can lead to a phase drift problem between the original 
interference signal and the synthetically-generated phase-shifted component. To compensate 
this effect, Gangopadhyay [83] introduced an interesting technique by modulating the drive 
current to the laser diode to obtain the phase lead and lag conditions in the interference signals 
in which the sensing signal was generated from the drive current variation to the laser source 
while the reference signal was obtained under no current modulation. Moreover, Lewin et al 
[44] and Dandridge et al [84] proposed a homodyne technique for determining the target 
direction in vibration measurement from two interference signals with a relative phase 
difference of π/2, which can then be demodulated into displacements with real-time signal 
processing.  
Heterodyne detection can also be used to overcome directional ambiguity in vibration 
measurements [85]. It typically exploits two beams with slightly different wavelengths from a 
single laser diode source. By inserting a quarter waveplate along the optical path, two sets of 
interference signals having a relative phase-shift of 90° can then be detected by 
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photodetectors and processed to determine the displacement amplitude as well as the target 
direction. In this work, a relatively simple technique exploiting the orthogonality of the 





Initial phase difference =  phase difference 






















Figure 2.1. Principles of dual-cavity generation in the EFFPI: (a) classical Fabry-Perot 
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Figure 2.2. (a) Fabry-Perot interferometer with optical retarder in optical path, and (b) 
simulated signals with quadrature phase-shift introduced. 
 
 The injected light vector, E , which is typically slightly elliptically polarized at the 




and , with an initial phase difference of ∆φryE 1. After reflection from the target surface, they 
are re-injected into the fiber and interfere with their respective components reflected off the 






fields are thus generated within the unique sensing arm, and in effect result in a “virtual” dual-
cavity interferometer [86]. 
To further comprehend the principles behind the dual-cavity EFFPI, Figure 2.1 (a) 
shows a typical external sensing or optical cavity in which no optical retarder has been 
included/inserted. The relative phase of the x and y fields are not varied, hence no phase 
difference is induced between the orthogonal interfering components. The initial ∆φ1 is 
therefore unchanged after reflection from the moving target. Consequently, the two sets of 
fringes are said to be in phase (∆t = 0). This is clearly shown in Figure 2.1 (b) where both 
simulated signals remain in phase over an entire period of displacement movement.  
 However, as shown in Figure 2.2 (a), the insertion of an optical retarder along the 
optical path as a phase retarder between the two fields, 
r
xE  and 
r
yE , on their return paths, will 
modify their phase relationship, resulting in a further phase retardation, ∆φ2 (where ∆φ2 ≠ ∆φ1 
generally), being obtained. In this case, the temporal separation, ∆t, between the interference 
pair is no longer zero but has a certain value which is of identical magnitude and in phase 
opposition for each half-cycle of the target displacement. The resulting interference intensities 
for both the x and y components can thus be simply detected as the sum of their respective 
fields [87], given by 
 
2I I I I I cosx xr xs xr xs xφ= + + ∆   (2.1) 
 
2I I I I I cosy yr ys yr ys yφ= + + ∆   (2.2) 
 
where Ixr and Ixs, and, Iyr and Iys are the reference and sensing intensities for both the x and y 
components, respectively. ∆φ = (∆φx - ∆φy) is the newly imposed phase difference between 
the orthogonal signals and the following relationship between ∆φx and ∆φy can be given by 
∆φx = (∆φxr - ∆φxs) and ∆φy = (∆φyr - ∆φys). Therefore, the intensities of the two sets of 
interference signals (Ix and Iy) and, hence, the orthogonal fields, 
r
xE  and , can be measured 
using equations (2.1) and (2.2). If the target surface now begins to vibrate, a Doppler effect is 
detected by the sensing fiber and can be observed as either a phase-lag or phase-lead between 
the two interference signals. In this work, retro-reflectors have been employed as the target for 




As illustrated in Figure 2.2 (b), the pair of fringes obtained from the orthogonal fields 
are used to indicate target direction by exploiting their phase relation. The sensor has to be 
“locked” at its most sensitive position while in operation and this occurs when the orthogonal 
fields are out-of-phase by 90° (or π/2), a condition better known as the “quadrature” point 
[88]. This quadrature phase-shift can be obtained by simply adjusting the major axis of the 
phase retarder to a suitable angle (typically 45°) with respect to the optical orientations of the 






i = ¼Ti with i the corresponding fringe number) as indicated in Figure 2.2(b). By 
tracking the temporal difference of the phase-shift, it can be seen that ∆t < 0 (∆t negative) 
represents movement of the target away from the fiber while ∆t > 0 (∆t positive) indicates 
target movement towards the sensing fiber. Therefore, an optical quadrature is directly 
generated and the fiber interferometer can thus be exploited to determine the directional sense 
as well as the value of the desired measurand from the resulting double (or dual-cavity) 
interference signals 
II-2 Experimental validation of dual-cavity EFFPI  
 Fiber interferometers are generally composed of three parts: coherent light source, 
optical fibers, and optical receivers. To develop the dual-cavity EFFPI, monochromatic light 
from a single-mode fiber pigtailed DFB-type laser diode (Modulight, Inc.), integrating an 
optical isolator for eliminating back-reflections into the laser source, was employed as the 
coherent source. Further, a 2-meter length commercial SMF-28 single-mode optical fiber 
patchcord (near-end FC/APC terminated and far-end FC/PC terminated) was used as the 
sensing fiber and transmitted the injected wavelength to the fiber-air interface. Finally, the 
receiver system consisted of two photodetectors for detecting interference signals which 
corresponded to the orthogonal x and y components. The schematic diagram in Figure 2.3 
illustrates the principles involved in the operation of the dual-cavity interferometer while 
Figure 2.4 is a photographic print of the sensor configuration set up for measuring directional 
displacement of a target in vibration (represented by the wave driver). Included in the 
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Figure 2.3. Experimental configuration of dual-cavity EFFPI sensor: dotted lines are electrical 
cables, solid lines are optical fibers (PD: photodetector; LD: fiber pigtailed laser diode; TEC: 

















Figure 2.4. Photograph of dual-cavity EFFPI sensor for displacement measurements. 
 
 As illustrated in Figure 2.3, monochromatic light from the laser diode source at a 
wavelength of ~ 1310 nm was injected into the lead-in (upper) arm of a 1×2 fiber coupler and 
guided to the sensing arm of the interferometric device. Approximately 4% of the injected 
laser light was reflected back into this fiber arm at the fiber-air interface as the “reference 
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signal” while the remaining 96% was transmitted into the air cavity through the optical 
retarder. This “sensing signal” then reflected off a retro-reflective target which was secured to 
a mechanical vibrator excited via a classical function generator at approximately 100 Hz and 
500 mV for excitation amplitude. Two interfering beams (reference and sensing) from the 
sensing arm were then guided along the second or lead-out (lower) arm of the fiber coupler to 
a 50/50 polarizing beamsplitter (PBS) which decomposed the fundamental signal into its two 
orthogonal polarization components. These were next detected by two photodetectors. Two 
sets of interference signals associated with 
r
xE  and 
r
yE  were thus generated, both of which 
were in quadrature as described in Section II-1. A commercial displacement sensor (Philtec 
D63 model) with a sensitivity of 2.786 mV/µm was employed as the reference sensor 
(precision quoted at 125 nm) for comparison with data obtained from the dual-cavity fiber 
interferometer. The two sets of output interference signals from fiber interferometer and the 
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Figure 2.5. Interference signals from dual-cavity EFFPI and displacement measured by 
reference sensor. 
 
 From the temporal shift, it is thus seen that when ∆t is negative (with Channel 1 the 
reference channel which shows the intensity level of the field component, , while Channel 2 




yE  field), the fiber interferometer can clearly distinguish 
the vibrating target as moving away from the sensing head. However, when ∆t is positive, the 
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target is detected as approaching the sensor. This directional detection can be confirmed by 
observing the increase followed by the decrease in the reference sensor voltage as the target 
approaches and retracts continuously. Note also that ∆t is approximately ¼T at the ith fringe 
(second fringe), confirming that a quadrature condition has been achieved between the 
interference signal pair.  
 To demodulate the output interference signals to obtain the displacement information, 
simple fringe counting has been employed in which the displacement (D) can be given by [89] 
 
2
D N λ=   (2.3) 
 
where N, in this case, corresponds to the number of complete fringes in a half period (along 
one direction of the moving target). 
 Consequently, by counting the output fringes of either one of the two orthogonal 
components in Figure 2.5, 10 complete fringes were obtained, corresponding to a 
displacement amplitude of 6.55 µm (for a laser emitting at a wavelength of 1310 nm). The 
output from the reference sensor, on the other hand, resulted in a peak-to-peak displacement 
of 6.604 µm from a measured voltage of Vref = 18.4 mV. Although comparison of the 
displacement data from both sensors incurred an error of 0.054 µm (relative displacement 
error of 0.82%), it is to be noted that fractional fringes (or fringe excursions) were currently 
neglected, hence sacrificing the interferometer resolution, for the sole purpose of devoting this 
section to the proof-of-concept of the fiber interferometer: in-quadrature double interference 
cavity operation of the specially-designed sensor head. Improvements to the sensor resolution 
and precision will be discussed later in Chapters III and IV when two competing interference 
signal demodulation schemes are implemented. 
II-3. Properties of dual-cavity interferometer 
 The properties of the dual-cavity EFFPI for dynamic displacement measurement are 
investigated and reported in this section. Several parameters, such as the reflectance, fringe 
visibility, coefficient of finesse, finesse, and free spectral range, are studied for estimating the 
performance of the fiber sensor.  
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II-3.1 Reflectance characterization  
 The characterization of reflectivity in the interferometer is carried out in this section. 
Two types of retro-reflectors (spherical and prismatic) have been used for the comparison. 
Further, other parameters such as the coefficient of finesse, finesse, and free spectral range are 
also studied in order to enable the sensor to distinguish between adjacent interference fringes. 
 Generally, when fiber interferometric sensors are employed, several parameters have 
to be considered. The reflectance (R) is an essential parameter to allow the potential of the 
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where Pr and Pi are the ratio of the reflected to incident powers, Ir and Ii are the reflected and 
incident irradiances in terms of the power density (W/m2), and r is the reflection coefficient at 
normal incidence. The incident angle is taken as zero at all interfaces (θi = 0). Thus, r 
determines the relative difference of the refractive indices (n) between two media and is 






−= +      (2.5) 
 
with n1 and n2 the refractive index values of the first and second medium, respectively.  
 Calculation of the reflectance of the retro-reflectors could be carried out easily using 
equation (2.5) if we knew the refractive indices of these materials. Unfortunately, the indices 
have not been supplied in the specification sheet. To resolve this problem, therefore, the 
power of reflection of two retro-reflector types was obtained experimentally according to the 
schematic diagram in Figure 2.6. Moreover, the use of equation (2.4) makes it possible to 
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Figure 2.6. Investigation of: (a) transmitted power at fiber-air interface of fiber interferometer, 
and (b) reflected power of two retro-reflector types. 
 
 Figure 2.6 (a) shows the transmitted power measurements at the fiber-air interface of 
the fiber interferometer. This value has been measured at 1.787 mW using an optical 
powermeter (Agilent 81623A model) at the output of the sensing fiber. The light was then 
divided into two beams by a non-polarizing beamsplitter (NPBS), leading to a relative 
transmitted component of approximately 49.64% through the NPBS (see Figure 2.6 (a)) while 
the rest (approximately 50.14%) was reflected upwards to the other side of the NPBS. 
However, approximately 0.22% (or ~ 4 µW) of the transmitted power was lost due to slight 
misalignment between the incident beam and the NPBS.  
 Figure 2.6 (b) presents the reflectance power measurements of the two retro-reflector 
types employed in the dual-cavity EFFPI sensor. By measuring the transmitted power of the 
light after the NPBS, Pi, as mentioned in equation (2.4), was obtained (0.887 mW). The 
reflected beam from the retro-reflective surface was then propagated back to the NPBS and 
split into two beams, one transmitted into the fiber arm while the other reflected into the 
powermeter for measuring the reflected power (Pr). The output reflectance power was found 
to be 0.188 mW for the micro-prismatic type retro-reflector (Pr_pris) while the micro-spherical 
type (Pr_sph), on the other hand, resulted in 0.119 mW. These values were then used to 
calculate the reflectance value, hence  
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 It is thus seen that the prismatic retro-reflector has a higher reflectance value than the 
spherical type reflector due to the different materials used in fabricating them. Since the 
reflective property of the prismatic reflector (structure shown in Figure 2.7 (a)) is composed 
of very tiny micro-prisms (~ 5 µm/prism) constituted over identical arrays, the beams are 
back-reflected at very small observation angles (~ 0.2°) (see Figure 2.7 (c)). The spherical 
retro-reflector as shown in Figure 2.7 (b) is made of tiny glass spheres deposited [92] over 
several non-uniform and non-homogeneous layers. It is interesting to note that the micro-
prismatic retro-reflector has an inner cross frame that not only strengthens the reflector, but 
protects the chambers from contaminating elements, thereby allowing the reflector to perform 
under the most extreme conditions. In the spherical retro-reflector, the encapsulated spheres 
are imbedded in a pigmented binder which secures the sphere to the painted surface so that it 
is easily prone to abrasion, thereby significantly reducing its performance under certain 
























Figure 2.7. Two types of retro-reflectors employed for reflectance characterization: (a) micro-
prismatic structure, (b) micro-spherical structure (where Ii and Ir correspond to the incident 
and reflected beams, respectively), and (c) observation angle of back-reflected beam. 
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 The finesse, free spectral range, and half-width were next calculated using equations 
(1.17) - (1.20) associated with the reflectance values obtained from both types of retro-
reflectors. These parameters are summarized in Table 2.1 
 
Retro-reflectors Parameters Prismatic Spherical 
Reflectance, R (%) 0.42 0.27 
Coefficient of finesse, F 4.99 2.03 
Finesse, ℱ  3.51 2.24 
Half-width, γ  1.79 2.81 
Free spectral range, FSR 6.28 6.29 
 
Table 2.1. Summary of important parameters experimentally measured for dual-cavity EFFPI. 
 
 With respect to the interferometric parameters, the micro-prismatic retro-reflector 
was thus seen to better perform over the micro-spherical type. Nevertheless, the fiber 
interferometer was found to operate very well even at low finesse, thus confirming the dual-
cavity EFFPI sensor as a low finesse device as mentioned in section II-1.  
 To determine the influence of the retro-reflectors on the sensor accuracy, each retro-
reflector was separately mounted onto the vibrating element of the wave driver as indicated in 
Figure 2.3 and employed as the reflective surface with the dual-cavity fiber interferometer 
operated for vibration measurement. The detected output interference fringes in voltage (Vx 
and Vy) for both retro-reflectors are displayed in Figure 2.8 under identical vibration 
conditions: the excitation frequency from the function generator was set to 100 Hz at an 
amplitude of 500 mV corresponding to a displacement amplitude of 6.60 µm (c.f. Philtec 
reference sensor). It is seen that the output intensities of the quadrature-shifted interference 
pair for the micro-prismatic retro-reflector were ~ 1.55 times larger than those for the micro-
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Figure 2.8. Output interference signals from: (a) micro-prismatic, and (b) micro-spherical 
retro-reflectors. 
 
 Upon closer inspection, the experimental results also indicated a slight discrepancy 
in the number of fringes obtained at certain frequencies. This is due to the lower coefficient of 
finesse of the spherical retro-reflector typically, leading to a state where high frequency 
interference fringes can no longer be distinguished due to overlapping [94]. 
 The fiber interferometer was next employed for displacement measurement over a 
vibrating frequency range of 10-180 Hz at constant amplitude. Both types of retro-reflectors 
were used in this investigation and the subsequent displacement results obtained using 
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Figure 2.9. Relationship between frequency variation and displacements measured from two 
retro-reflectors together with the reference displacement. 
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 It is to be noted that the resonance frequency of the mechanical vibrator (PASCO 
scientific wave driver) occurred at ~ 50 Hz, given the maximum displacement attained at this 
point. The reference sensor measurements also indicated the displacement profile over the 
entire frequency range studied.  
II-3.2 Visibility characterization  
 Another very important parameter in any interferometric systems is the fringe 
visibility which represents the quantity of the intensity magnitude of an interference signal. 
According to equations (1.22) and (2.4), the contrast of the interference signal depends on the 
reflectance value although the reflection at the fiber-air interface is independent of the cavity 
length. The intensity magnitudes of the output interference fringes are thus directly influenced 
by the fringe visibility which, in turn, is a function of the length of the sensing cavity. This is 
particularly true for a non-collimated transmitted beam, in which subsequent reflection off the 
target surface will lead to a divergence of the sensing beam, implying that a decreasing 
amount of the sensing beam is back-reflected into the fiber arm as cavity length increases. 
 This work employed only collimated beams which, theoretically, would allow 
measurements to be carried out at any arbitrary distance if the displacement amplitude of the 
vibrating element did not exceed the coherence length of the laser source. In practice, 
however, the collimating lenses are not perfect, hence a perfectly collimated beam is never 




 fields are typically of dissimilar 
amplitudes, the resulting interference fringe/signal will generally be attenuated. Calculating 
the fringe visibility of the fiber interferometer not only enables an estimate on the distance 
over which reproducible displacement measurement can be carried out but also allows the 
ultimate stability of the interferometric system affecting the interference fringes to be 
determined. The real fringe visibility (V) of the dual-cavity interferometric system can thus be 







     (2.6) 
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where Imax and Imin are the maximum and minimum intensities of the interference fringe which 
are measured by the photodetector as shown in Figure 2.10 for two real interference signals 
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Figure 2.10. Determination of V from real interference signals in dual-cavity EFFPI. 
 
 Fringe visibility measurement was first carried out with a collimated beam by 
varying the cavity length (d) between the sensing arm and retro-reflective target from 0.1 mm 
to 10 mm in steps of 1 mm and then recording the maximum and minimum interference 
intensities with a digital oscilloscope. Although the fiber sensor has always been operated 
using a collimated beam in vibration measurement, the calculation of its fringe visibility also 
required that a non-collimated beam configuration be investigated for useful comparison. This 
was carried out by simply removing the collimating lens from the end of the sensing fiber (see 
Figure 2.3) while keeping the entire set-up unchanged. The cavity length variation was then 
repeated as in the collimated beam exercise from 0.1 mm to 10 mm. Both results are then 
plotted in Figure 2.11. 
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Figure 2.11. Fringe visibility measurement as a function of cavity length variations for both 
retro-reflector types with and without collimator. 
 
 We first consider the case of the collimated beam configuration. The experimental 
results show that by using the micro-prismatic retro-reflector as the reflective surface, the 
fringe visibility obtained at an initial distance (0.1 mm) was 46.97% and decreased to             
~ 46.18% over the entire cavity length while a fringe visibility of 31.79% - 31.18% was 
obtained from the micro-spherical retro-reflector under identical measurements. Generally, the 
fringe visibility was independent of the optical path change due to the non-divergence of the 
sensing beam since it has been transformed into a parallel beam via the collimating lens. 
Hence, the effect of attenuation of the reflected power (i.e. the power intensity of light after 
back-reflection from the reflective target) can be neglected. Here, we found that the visibility 
was slightly decreased when the cavity length was varied. This was largely due to the effects 
of minor phase-drifts in laser source, the imperfect collimated beam produced by the 
collimating lens and/or, to a lesser extent, the optical misalignment between the sensing head 
and the target surface. Note that the coherence length of the laser diode has been measured as 
~ 20 mm.  
 The non-collimated beam configuration was next considered. It was observed that 
the fringe visibility decreased rapidly from 30.18% at 0.1 mm to 20.17% at 10 mm for the 
micro-prismatic retro-reflector as well as from 20.83% to 13.56% over the same variation in 
distance for the micro-spherical reflector. Since the angle of divergence of the transmitted 
beam, θd (i.e. the angle of the light rays from the fiber end), increased with the cavity length, 
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attenuation of the reflected power typically occurred. In a general way, the angle of 





λθ πω=   (2.7) 
 
where ωo is the mode-field diameter (MFD) of the single-mode fiber and λ the emitted 
wavelength (approximately 1310 nm). In this work, the single-mode fiber patch cord (SMF-
28) has an MFD of 9.2 µm [97] corresponding to a divergence angle of 0.091 rad (or ~ 5°) at 
the end of the sensing arm. It is thus normal that light was increasingly deflected away from 
the optical axis when the reflective target was moved away from the sensing head. Another 
effect is the scattering of the light in the optical fiber. The SMF-28 fiber has a numerical 
aperture (NA) of 0.14 rad (or ~ 8°), defined as the maximum acceptance angle (measured 
from the longitudinal axis or centerline of the fiber to an incident ray) within which the ray is 
accepted for transmission along the fiber [97], while the observation angle of the retro-
reflector is approximately 0.2°. Comparison thus shows that the NA dominates the light 
deflection for a non-collimated beam. Hence, when the retro-reflective target was moved 
away from the sensing arm, the reflected beam was increasingly scattered out from the target 
axis beyond the acceptance angle and was lost. 
II-4 Polarization principles 
 As described in section II-1, the fundamental basis of the fiber interferometer resides 





from which recombination between these respective field components from the reference and 
sensing waves then produce a pair of interdependent interference signals, leading to the 
unique dual-cavity nature of the sensor. The sensitivity or response of the interferometer is 
also enhanced by operating at the quadrature condition, achieved by manipulating the 
polarization orientations of the two fields into a π/2 phase shift. The polarization properties of 
the propagating and, in particular, the sensing lightwaves within the fiber interferometer thus 
play an essential role in the capability of the sensor in ensuring repeatable and accurate 
displacement measurements, and form the subject of study in this section. 
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 Light can be considered as a series or trains of transverse electromagnetic waves 
oscillating with an electric field vector E
r
 in an arbitrary x-y plane along a propagation 
direction z through space or another medium [98]. If the direction of E
r
 remains fixed at an 
angle with respect to the x-y plane, then the lightwave is said to be linearly polarized. The 
electric field vector can also rotate uniformly in the x-y plane at a constant frequency 
determined by the frequency of the lightwave. Then, depending on the direction of this 
rotation, the lightwave is said to have either a right-circular or left-circular polarization. A 
general polarization condition is the ellipse, resulting from two perpendicular waves of 
unequal amplitudes which differ in phase by 90°. 
II-4.1 Linear polarization  
 As mentioned earlier, light which is linearly or plane-polarized has its electric field 
vector oscillating in a fixed plane defined by/within an x-y axis. The propagation of this plane-
polarized wave from one medium through another different medium can cause this oscillating 
plane to be rotated, hence changing its state of polarization (SOP). It is therefore useful to be 
able to estimate the final orientation of the electric field after transmission through some 
media [74]. 
 An electromagnetic wave propagating in free space has an electric ( ) and a 
magnetic ( ) field both of which are orthogonal to each other and perpendicular to the 
direction of propagation. However, when considering polarization, the electric field vector is 
more often used instead of the magnetic field due to this orthogonality and their 








(z) and E (z) (with z indicating the direction of travel). However, these two 
components may not have the same amplitude nor the same phase. For these reasons, they 
may not reach their maxima and minima at the same time, leading to a change in the SOP. 








expressing them as [74] 
 
( , ) cos( )E z t a kz tx x ω= −
r
  (2.8) 
 
( , ) cos( )E z t a kz ty y ω ε= − +
r
  (2.9) 
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where (kz-ωt) is the phase term progressing at an instant t, k = 2π/λ and ω the wave’s 
oscillating frequency while ax and ay are the relative amplitudes of the two orthogonal 
components, with ε their relative phase difference.  




 will combine to give a 
resultant field which is linearly polarized, expressed as  
 
( , ) ( ) cos( )E z t a a kz tx y ω= ± −
r
   (2.10) 
 
 From equations (2.8) and (2.9), the two orthogonal components will be in phase 
when ε is zero or an integral multiple of ±2π, and the amplitude of Er  will be the sum (ax + 
ay). On the other hand, they will be out-of-phase when ε is an odd integral multiple of ±π, 
hence the resultant amplitude diminishes as (ax - ay). A linearly-polarized lightwave travelling 























Figure 2.12. (a) Phenomenon of linearly-polarized light (ax and ay are relative amplitudes of 
the two orthogonal components), and (b) simulated output intensity in polar plot. 
 
 As shown in Figure 2.12 (b), each point on the polar plot corresponds to the 
respective oscillation of the electric field intensity over one period (or 2π). 
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II-4.2 Circular polarization  
 Circularly-polarized light is obtained when both constituent components have equal 
amplitude (ax = ay = a), and their relative phase difference (ε) is equal to mπ/2, where m = ±1, 
±3, ±5,…. Hence the two fields [74]  
 
( , ) cos( )E z t a kz tx ω= −
r
   (2.11) 
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( , ) cos( )
2
sin( )








   (2.12) 
add up vectorially to give  
( )( , ) cos( ) sin( )E z t a kz t kz tω ω= − −r m    (2.13) 
 
where the resultant vector E  traces a right-circular polarization (clockwise) along z for ε = r
/ 2π  (negative sign) and a left-circular polarization (anti-clockwise) for ε = / 2π−  (positive 
sign) in equation (2.13). 




 combining to produce a right circularly-polarized 



















Figure 2.13. (a) Right circularly-polarized light, and (b) expected output intensity from 
simulation. 
II-4.3 Elliptical polarization 
 Consider the two plane-polarized waves in equations (2.8) and (2.9). An elliptical 
polarization is produced when the phase difference (ε) is not zero or π/2 and the amplitudes 
between two waves are not equal (ax ≠ ay). Hence, the two orthogonal vector oscillations with 
components 
r
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 A typical elliptically-polarized wave travelling in the z direction is traced in Figure 
2.14 after solving equations (2.14)-(2.19). At any time, the resultant field vector E  traces an 
ellipse moving through time while Figure 2.14 (b) shows the simulated output intensity of the 































Figure 2.14. (a) Elliptical oscillation of E , and (b) simulated output intensity of polarization 
ellipse for α = 30°. 
 
 Note that ellipticity is the degree of divergence of an ellipse from a circle. It can be 
measured as the ratio of the major axis (given by length 2a) to the minor axis (given by 2b) of 





be −= . 
II-5 Polarized light in dual-cavity fiber interferometer 
 The dual-cavity nature of the fiber interferometric sensor requires that the state of 
polarization be analyzed and understood. This is so that the properties of the injected 
lightwave can be manipulated to optimize the performance of the sensor and is hereby carried 
out by characterizing each interface of the fiber interferometer system.  
II-5.1 SOP of single-mode fiber-pigtailed DFB laser 
 The laser is the optical source used in the interferometer system, and hence, its 
importance in propagating the desired polarization state of injected light into the fiber 
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interferometer cannot be neglected. The experimental set-up involved in this scheme is shown 
















Figure 2.15. Polarization measurement of fiber-pigtailed DFB laser diode: (a) experimental 
set-up, and (b) output polarization (elliptical) in polar plot. 
 
 The fiber-pigtailed DFB-type laser diode was powered by a general-purpose 
Thorlabs laser driver unit which provided a stable constant drive current of 40 mA. This was 
also the current level employed throughout the fiber sensor operation. A temperature 
controller was also employed to maintain its operating temperature at a recommended 25 °C. 
The output emission from the fiber pigtail was collimated, made to traverse a wavelength-
adapted analyzer and fed directly into an Agilent 81623A optical powermeter. The reference 
axis of the analyzer was chosen vertical and it was then rotated though 360° in steps of 10°. 
Optical power variations from a maximum level of 4.098 mW to a minimum level of 0.547 
mW were recorded vis-à-vis the analyzer orientation and the results plotted in Figure 2.15 (b) 
on a polar axis. As can be observed, the minimum intensity was not null and comparison with 
theory in Figure 2.14 indicated an elliptical state of polarization (SOP) with its major axis 
oriented at an angle α of 20° from that of the analyzer. 
II-5.2 SOP of transmitted lightwave after sensing arm of fiber 
interferometer  
 The fiber pigtail was next connected to a 1×2 fiber coupler which was, in turn, 
coupled to a 2m long sensing fiber via suitable mating sleeves, the schematic of which is 
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shown in Figure 2.16 (a). The extreme end of the sensing fiber was FC/PC-terminated for two 
purposes: allowing ~ 4% of reference light to be reflected at this fiber-air interface and 
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Figure 2.16. Polarized light at end of sensing arm: (a) experimental set-up, and (b) output 
polarized light in polar plot. 
 
 As before, an analyzer with a spectral width centered at 1310 nm was placed in the 
path of the collimated output lightwave and its optical axis aligned to the beam’s maximum 
intensity. The optical intensity variation when the analyzer was rotated was measured by the 
Agilent powermeter. The recorded data were next plotted in Figure 2.16 (b) again showing an 
identical elliptical SOP at the output of the sensing fiber, with maximum intensity levels       
(~ 2.05 mW) measured at analyzer orientations of 20° and 200°, and the minimum (0.28 mW) 
recorded at 110° and 290°. α is ~ 20°, indicating that the laser SOP has been maintained when 
the light was propagated through the fiber circuit. Note, however, that the detected light levels 
have been reduced by ~ 50% with respect to the injected levels. This is attributed to the 50/50 
coupling coefficient of the fiber coupler as well as, to a lesser extent, minor optical losses in 
the fiber circuit. 
II-5.3 Polarization state of reference signal at output arm of fiber 
interferometer  
 Of equal, if not greater, importance is the SOP of the reflected reference lightwave 
which ultimately enables the pair of interference fringes to be maintained in optical quadrature. 
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The back-reflection from the fiber-air interface was measured using the set-up shown in 
Figure 2.17 (a), where the end of the sensing arm was covered with a suitable black absorbing 
material to prevent unwanted reflections from the surrounding being re-injected into the fiber 
system. The reference back-reflection was measured via an identical procedure as in sections 
II-5.1 and II-5.2 and its SOP plotted in Figure 2.17 (b), revealing again an elliptical 
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Figure 2.17. SOP of reflected reference lightwave in dual-cavity EFFPI sensor: (a) 
experimental set-up, and (b) polarization orientation at output end of fiber interferometer. 
 
 Consider the detected power of the reference beam at the output port of the fiber 
sensor. It was found to be 38 µW which corresponded to 3.7% of the reflected light at the 
fiber-air interface. However, under ideal measurement conditions (i.e. no optical losses in the 
fiber system) this value should be close to 41 µW or 4% of the light in the sensing arm (i.e. 
4% of 2.05 mW), which was halved after the fiber coupler. Hence, approximately 7% of the 
reference beam was lost. To overcome optical losses due to scattering effects from the fiber 
connectors, an optical gel might be used to match the refractive indices of the propagating 
media through which light is transmitted.  
II-5.4 SOP of sensing signal with retarder and target surface in place 
 Earlier measurements have shown the fiber interferometer to exhibit identical 
elliptical polarization states at both the sensing and output ends. SOP characterization now has 
to be carried out with the fiber interferometer configured for vibration sensing. This will 
involve taking into account the polarization modulating/modifying properties of the optical 
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phase retarder employed in the sensing cavity as well as the retro-reflective surface used as 
the vibrating element. It is also in this respect that the SOP of the sensing and reference waves 
will be determined in this section. 
 The sensing wave was first investigated using the set-up shown in Figure 2.18 (a). 
The phase retarder used was simply a quarter waveplate (λ/4) anti-reflection (AR) coated for 
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Figure 2.18. SOP of sensing signal with retarder and retro-reflective surface in place in dual-
cavity EFFPI sensor: (a) experimental set-up, and (b) polar plot of reflected polarization angle 
with respect to analyzer. 
 
 As verified earlier, the sensing beam has an elliptical polarization defined by α       
(~ 20°) at the extreme end of the sensing fiber. A first pass through the quarter waveplate, 
after the AR-coated 50/50 non-polarizing beamsplitter (NPBS), phase-shifted the sensing 
wave by 90° (or λ/4). Upon reflection at the retro-reflector surface, the wave was subjected to 
a further rotation of 180°, assuming perpendicular incidence. A second passage through the 
quarter waveplate on its return trip after the reflection rotated the SOP of the sensing beam a 
final 90° before its detection via the analyzer and powermeter. The NPBS was aligned so that 
the propagating beam was incident at or very near its Brewster angle, hence ensuring no 
unnecessary transformation of its SOP. 
 The resulting polarization state of this wave was plotted in Figure 2.18 (b) with a 
corresponding α of ~ 20°. This validated the experimental set-up used in the investigation and, 
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more importantly, confirmed that the 
r
Ex  and 
r
Ey  fields of the sensing wave have not 
undergone any phase-shift, since any misalignment of the optical components employed will 
introduce measurable variations of α from its original value of 20°. 
 Another point of concern is the returning or retro-injected light intensity, which 
should be of a sufficient level (i.e. few tens or hundreds of µW) to ensure that relatively noise-
free interference signals can be generated. From a maximum value of 2.05 mW measured at 
the sensing fiber-air end, and after subsequent transmission through the waveplate (twice) and 
analyzer (once), and one reflection, a resulting wave intensity of ~ 0.393 mW has been 
measured at the powermeter. Now, suppose initially that both the quarter waveplate and 
analyzer are lossless, any attenuation of this sensing wave will be due to contributions from 
scattering and absorption of the retro-reflector (reflectivity R ~ 40 %). Again assuming a 
splitting ratio of 50% and no absorption from the NPBS, an intensity level of ~ 0.41mW 
would be expected at the powermeter. In this context, it is obvious that only very little optical 
losses have been incurred within the sensing cavity, whereupon an attenuation of 
( 0.39310log 0.1810 0.41
  = −   dB ) can be attributed to minor absorption effects in both the 
waveplate and analyzer.  
 The next important stage in this section concerns the analysis of the sensing wave 
retro-reflected from the target surface and transmitted to the output end of the fiber 
interferometer. As found earlier, the returned SOP of the reference wave was elliptically 
polarized. Hence, the interferometer output arm should generally contain two polarization 
states from both the reference and subsequent sensing waves when a target surface is in place. 
Suppose that represents the electric field of the reference signal and  that of the sensing 









E E Et r s= +    (2.21) 
 
 The experimental set-up in Figure 2.19 (a) shows the motionless target surface back-
reflecting the incident sensing beam into the sensing arm of the interferometer after two 
passes through the quarter waveplate. The analyzer placed at the output arm of the device then 
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allowed the ensuing polarization state of the combined beams to be determined, which has 






















Figure 2.19. Polarized light at output arm of dual-cavity EFFPI sensor: (a) experimental set-
up, and (b) output polarized light in polar plot. 
 
 A final detail in this section concerns the maximum intensity obtained at the output 
port of the fiber sensor due to the combination of the two polarized light (reference and 
sensing wave). Taking into account the usual optical losses at the fiber inter-connects as well 
as the coupling efficiency of the collimating lenses, the returned intensity measured at the 
output port of the interferometer was ~ 374 µW (0.374 mW), compared to the otherwise 
optimal value 0.393 mW if no losses occurred within the fiber circuit of the sensor.  
II-6 Introduction to polarization-induced signal fading and 
compensation techniques  
 A major inconvenience identified over the past two to three decades in interferometric 
devices is the often-encountered signal fading induced by polarization effects under certain 
sensing conditions, rendering such sensors unreliable [100]-[103]. A potential solution 
proposed for overcoming this problem has been described by Kersey et al. [104] using an 
input-polarization scanning technique. In their work, a Mach-Zehnder interferometer with a 
polarization-switching modulator included was employed to generate three sets of output 
SOPs, represented by mutually perpendicular vectors on the Poincaré sphere, having different 
interference visibilities. Changes in the polarization properties of the interferometer would 
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lead to the fading of the visibility of one of the two components. However, a strong non-zero 
interference amplitude would always be present in at least one polarization component. 
 Another possible method for compensating polarization-induced signal fading (PIF) 
has been proposed by Sheem et al. [105] which employed three different steps for generating 
the relative sine and cosine signals with an induced quadrature phase shift in a Mach-Zehnder 
interferometer. By using two signals, the fading effect can be countered as one of the output 
interference signals never vanished completely. In the first technique, an optical input beam 
from a coherent light source was divided into two equal beams via a 2×2 fiber coupler. These 
two beams were propagated along the two single-mode fiber interferometeric arms, as the 
sensing and reference signals, and then recombined in a second 2×2 fiber coupler. Two 
interference signals phase-shifted by π/2 (90°) were generated by using a piezoelectric 
cylinder which was attached to the sensing arm of the fiber interferometer. The second step 
employed two orthogonal polarizations generated via a birefringent fiber. This implied that 
the birefringent fiber itself could be a double-beam interferometer, in which one mode 
propagated the reference beam while another mode propagated the signal beam. The phase-
shift between two interference signals was also produced from the use of a piezoelectric 
cylinder. Finally, the two beams obtained from the reference and sensing arm of the fiber 
interferometer were recombined in a 3×3 directional fiber coupler which was employed as a 
beamsplitter for generating the relative sine and cosine (orthogonal) signals.  
 In general, PIF can be overcome by controlling or manipulating the input polarization 
states of the light injected into the interferometer, as reported by Ming at al [106] in which a 
circular polarization was generated at the input arm of a Michelson interferometer. Using a 
1×3 directional fiber coupler, the tristate of the output SOPs with phase-shifts of 30°, 60° and 
90° were obtained by adjusting three polarization controllers at the interferometer output arm. 
Thus if polarization scrambling occurred within the fiber interferometer, at least one or two of 
the output visibilities would not be completely attenuated. 
II-6.1 Experimental demonstration of polarization-induced signal 
fading in dual-cavity fiber interferometer  
 Polarization-induced signal fading (PIF) in all-fiber interferometers occurs when the 
two interfering beams approach quasi-orthogonal polarization states. This condition can occur 
due to the sometimes random fluctuations induced in the intrinsic birefringence of the optical 
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fiber by effects such as temperature change or mechanical disturbance, bending or twisting, 
etc [107]–[109].  
II-6.1.1 Use of quarter waveplate in sensing cavity 
 According to the experimental results in section II-5.4, an elliptically-polarized light 
with an orientation angle (α) of ~ 20° has been produced at the output arm of the dual-cavity 
EFFPI sensor. The sensing fiber was then put through induced stress by bending it around an 
aluminum drum of diameter 102 mm (without tensioning the fiber ends). The bending test is 

























Figure 2.20. Experimental set-up for PIF measurement of the bend-induced birefringence.  
 
 Without fiber bending, the output intensities of the interference pair are obtained and 
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Figure 2.21. Output interference pair from EFFPI sensor without fiber bending: (a) visibilities 
of x and y components, and (b) intensity distribution of SOP (target surface in vibration). 
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 It is observed that the output visibility of the x component (Vmx) was 31.19% (Vx_max 
= 1.43 V and Vx_min = 0.75 V) while that of the y component (Vmy) was 25.0% (Vy_max = 0.025 
V and Vy_min = 0.015 V).  
 The fiber was next rolled three turns around the aluminum drum. The resulting 
polarization state was measured at the output arm of the fiber sensor and plotted in Figure 






Target displacement measured by reference sensor
Vmx = 28.42%
Vmy = 1.37%
Vx_max = 1.22 V
Vx_min = 0.68 V
Vy_max = 0.0185 V
Vy_min = 0.0180 V
Ellipticity = 0.98
 
Figure 2.22. (a) Resulting SOP in polar plot, and (b) amplitudes of interference pair from 
EFFPI sensor for three rounds of fiber bending. 
 
 By bending the fiber approximately 3 rounds (1 round = 102 mm), the visibility of 
Vy was almost completely attenuated (1.37%) while the visibility of Vx was reduced from 
31.19% to 28.42%. It is thus seen that the output amplitude of the y component was almost 
completely attenuated while that of Vx remained discernable. The ratio of the visibilities of the 
Vx to Vy components in the case of no fiber bending and three turns of the fiber bending can 
then be given by 1.25:1 and 20.74:1, respectively. The attenuation of the interference signals 
can thus be attributed to SOP changes due to the bending stress which induced a rotation of 
the output polarization SOP away from the PBS principal axes.  
II-6.1.2 Generation of circularly-polarized sensing beam with polarization optics 
 To reduce the influence of interference signal attenuation, a circular polarization 
state was introduced in the back-reflected sensing beam so that interference by the x and y 
components can continuously take place between this sensing beam and the reference wave 
reflected off the fiber-air interface. 
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 To produce a circularly-polarized light, some polarization-controlling optics were 
inserted along the optical path between the sensing arm and the target. A combination of two 
optical retarder plates were employed, one of which was a quarter waveplate (λ/4) and the 
other a linear polarizer. The schematic of the dual-cavity EFFPI sensor with this new 






























Figure 2.23. Schematic experimental set-up for inducing circular polarization in sensing wave 
by insertion of polarization-controlling optics. 
 
 The injected light vector, E
r
, which has been measured as slightly elliptically 





, with an initial phase difference of ∆φ1. This light was incident on 
the target through the polarization-controlling optics. On its return path, a circular polarization 
state was produced and re-injected into the sensing arm. Two different polarization states 
(slightly elliptical and circular polarizations) from the reference and sensing beams, 
respectively, were thus recombined within the sensing arm and propagated along the fiber 
coupler to the output arm of the fiber interferometer. The quadrature phase-shifted 
interference pair were then detected by two photodetectors via a polarizing beamsplitter (PBS).  
 Jones matrix formulation [40] has been used for the following analysis (see 
Appendix A). The elliptically-polarized light injected at the fiber-end was first phase-shifted 
by 90° (λ/4) using the quarter waveplate. The SOP was then transformed into a linear 
polarization after the linear polarizer. This beam was then reflected at the retro-reflective 
target and passed through the linear polarizer a second time so that the linearly-polarized state 
was conserved. It was next propagated through the quarter waveplate and injected back into 
the fiber arm. With a 45° alignment between the two waveplates, a circular polarization state 
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was thus obtained. Interference with their respective counterparts reflected off the fiber-air 
interface of the sensing arm then resulted in two in-quadrature interference signals due to the 
Ex
r
 and  fields being generated within a single fiber arm, hence the dual-cavity nature of 
the EFFPI.  
Ey
r
 This circular polarization state is hereby experimentally validated for both the retro-
reflected sensing beam just before re-injection into the sensing arm and after propagation 









(Power received = ~302 µW)












Figure 2.24. SOP before re-injection into sensing arm: (a) experimental setup, and (b) 
circularly-polarized light obtained just before sensing arm. 
 
 By orienting the quarter waveplate ~ 102° and the linear polarizer 160° from a pre-
determined vertical axis with respect to their optical axes, a circular polarization state of the 
retro-reflected beam was obtained after its second passage through the quarter waveplate. This 
is clearly illustrated in Figure 2.24 (b) where a uniformly distributed (360°) optical power of 
302 µw has been measured. The power losses observed were attributed to absorption by both 



























Figure 2.25. SOP at interferometer output: (a) experimental set-up, and (b) combined 
polarization states of both beams (reference and sensing). 
 
 From Figure 2.25 (a), circularly-polarized light at approximately 604 µW was 
injected back into the sensing fiber and combined with the slightly elliptically-polarized 
reference wave to be propagated to the output arm of the fiber sensor. The combination of the 
two polarization states then resulted in a circularly-polarized output. The polar plot in Figure 
2.25 (b) shows a relatively uniform distribution of the detected output optical power, with a 
maximum of ~ 332 µW. Consider the separate output powers from both signals: ~ 38 µW 
from the reference beam (as in section II-5.3) and ~ 302 µW from the sensing beam. Hence, it 
can be concluded that ~ 8 µW was lost within the fiber coupler due to insertion losses.  
 It is experimentally demonstrated here that, with a circular polarization state from 
the combined signals, the detrimental PIF effects can be greatly reduced, if not completely 
compensated since no complete signal fading can occurr simultaneously in both components 
when the polarization-controlling optics were integrated into the fiber interferometer. This has 
been then verified experimentally (using the experimental set-up from Figure 2.23) in which 
the output interference signals and their corresponding visibilities under four bending 
conditions (no fiber bending, 1, 2, and 3 rounds of fiber bending) were measured, as 
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Figure 2.26. Output interference signals without complete and simultaneous signal fading for: 
(a) no fiber bending, (b) one-round bending, (c) two-round bending, and (d) three-round 
bending. The measured visibility for each case is shown on the right of the oscillograms (Vmx 
and Vmy for both the x and y components, respectively). 
 
 The amplitude maxima and minima (Vx_max, Vx_min and Vy_max, Vy_min) and the 
experimentally measured visibility values from both components (Vmx and Vmy) under the 
various conditions investigated are summarized in Table 2.2.  
 




































Table 2.2. Summary of output amplitudes and visibilities of x and y components for different 
conditions (no fiber bending, 1, 2, and 3-round bending). 
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 It is thus observed that by enabling a circular polarization state to exist at the end of 
the sensing arm, relatively strong amplitudes from the interference pair can be maintained 
even under external perturbations, and are hence not completely attenuated. This has been 
validated by the experimental results obtained. To summarize, when the fiber was bent 1-3 
rounds, the output visibilities obtained were attenuated proportionately from 54.43% to 
30.23% for Vx and 27.27% to 16.28% for Vy, respectively. The ratios of the visibilities of the 
Vx to Vy components from the experimental results under the various conditions investigated 
are summarized in Table 2.3 for comparison purposes.  
 
 No bending 1-round bending 2-round bending 3-round bending 
Experiment 
(Vmx:Vmy) 
1.99:1 1.98:1 2.34:1 1.86:1 
 
Table 2.3. Ratio of visibilities of the Vx to Vy components obtained from experiment for 
different bending conditions (no fiber bending, 1, 2, and 3-round bending). 
 
 It found that the ratios of Vmx and Vmy were relatively similar for the four bending 
conditions with Vx estimated to be larger than Vy by ~ 2 times. The imbalance in visibilities, in 
this case, was due to two principal reasons: the introduction of unknown quadrature phase-
shift when the fiber was bended and the imbalance of the Vx and Vy amplitudes upon 
occurrence of induced birefringence (due to bending) within the sensing fiber arm since its 
SOP was not perfectly circularly-polarized (see section II-6.3).  
 Hence, it is highly obvious that the specially-designed sensing head of our sensor, 
incorporating the polarization-controlling optics can be exploited to reduce the effects of PIF. 
It is also seen that the visibilities of the output interference pair decreased almost 
proportionally with the bending process (i.e. number of bends) hence, causing the output 
amplitudes from both components to be attenuated proportionally. One important implication, 
however, is that the relative phase-shift between both components was always maintained at 
the quadrature point (see in Table 2.2), as was evident from ∆t being ~ 1/4T and the relatively 
small quadrature errors induced under all bending situations.  
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II-7 Conclusion  
 The operating principles of a dual-cavity EFFPI sensor have been described for 
dynamic displacement measurement in this chapter. By introducing polarization-controlling 
optics in the sensing cavity of the fiber sensor, an output interference pair with their relative 
phase-shift in quadrature has been achieved. In addition, a circularly-polarized light at the end 
of the sensing arm was also produced. These characteristics were then utilized to overcome 
directional ambiguity in the fringe motion as well as to minimize the detrimental PIF effects 
in the fiber interferometer. 
 Note that to demodulate the output interference signals into displacement information 
in this chapter, a very simple fringe counting technique has been employed. Subsequently, 
only a resolution of λ/2 was achieved. The experimental results nevertheless demonstrated 
that good agreement has been obtained between the dual-cavity EFFPI sensor and a 
“reference” displacement sensor for displacement measurements over a very wide dynamic 
range (1.3 - ~ 140 µm).  







Demodulation of dual-cavity extrinsic fiber 




 In Chapter II, a simple visual fringe counting technique for demodulating the output 
interference signals into displacement information has been briefly described without going 
into too many details. It was observed that the counting resolution achievable was limited to 
only λ/2 (or 1 fringe). More penalizing was the fact that, for multiple fringes, the operator has 
to continuously count the unfolding fringes. This could result in loosing count of the actual 
number of fringes. In addition, the change of direction or point of inflexion of the 
displacement movement remains an ambiguous region about which a loss of displacement 
information of ± λ/4 (half a fringe) or more cannot be excluded, especially with manual 
counting of fringes. These last two points can indeed contribute to a continuous loss of 
accuracy of the fiber sensor. 
 This section briefly summarizes the potential of existing interference fringe processing 
schemes to enable attention to be focused on a particular technique which can be easily 
adapted to simultaneously process/demodulate two interference signals typically in optical 
phase quadrature and over a relatively large displacement range (i.e. > 6.5 µm or 10 fringes). 
Several well-known demodulation techniques have already been reported for processing 
output interference fringes from various fiber interferometers. These included automated 
fringe counting [29], [110], [111], digital curve-fitting [112], [113], linear digital phase-
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locking [114]-[116], fringe-tracking [117], [118], and phase-tracking [119]-[121]. Their most 
pertinent operating characteristics have been summarized in Table 3.1. 
 










- fringe resolution of λ/2; resolution doubled for 2 interference 
fringes in quadrature (no directional ambiguities in this case)
- can be employed without or with data acquisition (DAQ) 
card: 
• without DAQ card: operates directly on signal(s) with 
electronic counter circuits for real-time counting 
• with DAQ card: operates with computer interface for 
quasi-real-time counting 
- simple to implement 
- processing resolution given by λ/N with N corresponding to 
integral number of sub-levels before saturation 
 
Digital curve fitting 
 
 
- requires DAQ card for data transfer into computer 
- requires “customized” program for data processing hence 
very difficult to implement with electronic circuits directly 
- accuracy of measurement depends on polynomial order 





- requires two interference signals with π/2 phase-shift 
- requires electronic circuits for real-time processing 
- requires DAQ card for data transfer 
- filter circuit required when operating at high frequency 
- low accuracy when operated at high frequency 
- requires two phase detectors (electronic circuits) to lock on 






- at least one complete fringe required because of need to 
know fringe maxima (or minima) position relative to start 
position 
- requires DAQ card for data transfer 
- requires developed program for data processing 
- difficulty in processing large quantities of data 





- high accuracy and precision 
- requires two interference signals with π/2 phase-shift 
- non-periodic and small displacement (less than 1 complete 
fringe) measurements possible 
- requires developed program for data demodulation 
 
Table 3.1: Summary of demodulation techniques used in fiber interferometry. 
 
 In this work, the fringe counting technique has been adopted and modified accordingly 
for demodulating the two sets of in-quadrature interference signals from the dual-cavity 
EFFPI into displacement information due to the various benefits: fast and ease of 
implementation, detection of relatively fast signals and large displacement ranges (multiple 
fringes).  
III-2 Fringe counting technique for displacement measurement 
in dual-cavity interferometer 
Although various interferometric signal demodulation techniques have been described, 
optical fringe counting remains one of the most practical methods available which can be 
employed for investigating various interferometric sensor-related parameters such as beat 
frequency, displacement and optical path difference or phase-shift [73], [87], [122]. Fringe 
counting involves counting integer fringes as well as taking into consideration fractional 
fringes in order to arrive at the desired accuracy/resolution and can be classified into two main 
types: hardware and software fringe counting. The former technique uses the interference 
fringes converted into square pulses for triggering the hardware counter circuitry (via the 
rising edge of these signals) without any computer processing [47], [123] while the latter uses 
processing by a computer for counting the interference signals from a typical sensor. This 
requires data conversion from the analog into the digital equivalents and interfacing with a 
computer for data analysis [89], [124]-[126]. Although the principle advantages of hardware 
fringe counting are real-time analysis of the interference signals and ease of development due 
to the wide availability of electronic components, it is, however, limited in resolution because 
it exploits only the interference signal peaks for the counting process and may thus be prone 
to directional ambiguity due to potential half-period fluctuations in these signals as in the case 
of vibrational or oscillatory measurements [47], [123]. Hence, additional counters must be 
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integrated into the counting circuitry to eliminate this problem. Software fringe counting, on 
the other hand, can be used to solve this problem by processing the input interference data in 
digital form via a computer. However, this requires the use of an interface card (or data 
acquisition card) for data transfer to obtain the desired resolution during computer processing 
[89], [124]-[126]. Nonetheless, using an interface card may involve compromising factors 
such as the requirement of a software driver, limitation in the analog input signal range 
(amplitude and frequency), and probable data loss in the process of converting and 
transferring to a computer due to the limited memory size of the onboard analog-to-digital 
converter. The ultimate aim is thus to combine the advantages of hardware and software 
fringe counting to obtain a relatively simple interference signal demodulation scheme which 
allows quasi-real-time fringe processing without directional ambiguity. 
We demonstrate here the feasibility of a relatively novel fringe counting technique 
which has been adapted to demodulate two inter-dependent quadrature phase-shifted 
interference signals obtained from the dual-cavity EFFPI sensor for displacement analysis. 
This investigation was carried out initially with a digital oscilloscope for data storage and 
transfer to a dedicated computer. 
III-3 Principles of modified zero-crossing fringe counting 
technique for dual-cavity EFFPI sensor and experimental 
validation 
The original zero-crossing fringe counting method [127]-[129] has to be modified or 
adapted in order to analyze two simultaneous and continuous series of in-quadrature 
interference signals to a resolution of λ/64 in a quasi-software fringe counting scheme. An 
additional benefit here is, unlike most electronic-based fringe counting schemes, it does not 
suffer from any major phase drifts due to oscillator precision and drifts as a function of time 
since the signals are optically phase-shifted. The technique thus involves identifying the mean 
amplitude value from the input signal and locating the point where the signal crosses this 
mean value. Therefore, from Vmax and Vmin, representing the maximum and minimum 
amplitude values of the detected interference signal respectively, the mean amplitude value 




+= max minmean V VV ( )  (3.1) 
 
 A typical interference signal shown in Figure 3.1 demonstrates the operating principle 
adopted in this work for generating the necessary zero-crossing points. Two zero-crossing 
points are generated on two sides of the fringe which can then be denoted as Xl (left position 
point) and Xr (right position point). Two points from each position between the lower and 
upper levels where the mean amplitude crosses over are denoted as the over-points (Xlo and 
Xro) and the lower-points (Xlu and Xru), and are used in order to determine the exact crossing-
































Figure 3.1. Principles of modified zero-crossing method for demodulating dual-cavity EFFPI 
sensor. 
 
 The general expressions for calculating the positions of both sets of values can be 
given as 
 
( )−= × −−mean lul lolo lu
V Vx +lu luX X X XVx Vx  (3.2) 
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( )−= × −−mean rur roro ru
V Vx +ru ruX X X XVx Vx  (3.3) 
 
 As illustrated in Figure 3.1, the zero-crossing signals (Zc) are obtained at 4 points (Xl, 
Xr, Xmax and Xmin) in one time period where Xmax and Xmin are the peak and valley points of one 
set of interference signal, respectively. However, by exploiting the imposed relationship of the 
phase-shift between the two interference signals, Vx  and V , the actual zero-crossing signals 
can be generated at 32 points by sub-dividing the amplitude value into 8 levels for each 
interference signal via equation (3.1), hence, doubling the original resolution for each signal. 
Therefore, from the ensemble of 8 levels, 32 points can be generated, leading to an absolute 
processing resolution of λ/64 as shown in Figure 3.2. Note, however, that this resolution can 






































Figure 3.2. Zero-crossing signals sub-divided into 8 levels with λ/64 resolution. 
 
 A software program written in MATLAB was next developed for the following 
purposes: counting the interference signals (integer and fractional fringes) and plotting the 
displacement curve of the sensor. In addition, this technique suffers from no directional 
ambiguity when the target vibrates due to the availability of the two unique but inherent 
quadrature phase-shifted interference signals as outlined in Chapter II-1. 
 The flow process of the modified fringe demodulation technique can thus be easily 




Find peaks and valleys of fringes  (Vmax and 
Vmin) for x and y components
Calculate mean intensity values (Vmean) for x 
and y components
Calculate positions of (Xl, Xr, Xmax, Xmin) for x 
and y components
Count number of fringes and zero-crossing 
points for both x and y components
Plot signals and displacement curves
End
Investigate direction of vibrating target 
Calculate displacement values via
64= ×D Z /c λ
Filter interference signals (x and y 
components)
 
Figure 3.3. Block representation of algorithm used in data processing scheme. 
 
 The two interference signals ( Vx  and ) from the fiber interferometer are first 
transferred to a dedicated computer via a digital oscilloscope for data storage. They are then 
filtered by a zero-phase digital filter in the MATLAB program for eliminating non-linear 
phase distortions (for example, due to spikes, noise, etc) of the input analog signals. In 
addition, due to the clean and distinct interference signals obtained, essentially no errors have 
been observed when digital filtering is employed. The peaks and valleys of the interference 
signals are detected by searching the local maximum and local minimum of each of individual 
fringe and normalizing them to ±1. The mean amplitude values (V
Vy
mean) of these two signals 
are next calculated using equation (3.1) before the application of the modified fringe counting 
method described in equations (3.2) and (3.3) to determine the positions of Xl and Xr. The 
program also locates the positions of Xmax and Xmin (representing the peaks and valleys, 
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respectively). These 4 positions are then used for generating the zero-crossing signals. Hence, 
two sets of zero-crossing signals (Zc) associated with the Vx  and  components can be 
integrated within the same time length and be counted together. The number of sub-levels has 
been fixed at 8 in order to achieve a resolution of λ/64 from the fringe counting demodulation 
process. The displacement curve for the measured vibration can thus be plotted by the 
program using the relation D = 
Vy
64c
Z λ  where D is the displacement value and Zc the number 












 To validate this technique for use in conjunction with the fiber interferometer, the 
experimental arrangement in Figure 2.3 has been employed. A periodic excitation was 
introduced at a frequency of 30 Hz and 2 Vp-p amplitude corresponding to a displacement 
amplitude of ~ 30.02 µm as measured by the Philtec reference sensor (as Vref). Two in-
quadrature interference signals were subsequently obtained from the fiber interferometer as 
shown in Figure 3.4. 
 
Target displacement measured  by 
reference sensor Forward Backward =  84       
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Figure 3.4. Interference signals from dual-cavity EFFPI sensor and displacement curve 
measured by reference sensor. 
 
 The interference signals were then processed with the demodulation program to obtain 




































Zc = 734 crossing-over points
Zc_total = 1468 crossing-over points
Zc = 734 crossing-over points
 
Figure 3.5. Results of zero-crossing points detected by demodulation program. 
 
 Running the demodulation program over the interference led to 1468 zero-crossing 
points being obtained. From the λ/64 per point resolution employed, the measured 
displacement from the fiber interferometer worked out to be ~ 30.04 µm in amplitude (i.e. 
peak-to-peak displacement). This compared well with the commercial displacement sensor 
(30.02 µm) used in the study, with a resulting maximum (peak-to-peak) difference of 20 nm 
(relative difference of ~ 0.07%) being obtained. This discrepancy is illustrated in Figure 3.6 
where both displacement curves have been plotted over 1 complete period and can be 
attributed to several reasons: 1) slight power and temperature variations of the laser diode 
source, 2) incidence angle of the sensing beam on the target surface, 3) noise from the 
reference displacement sensor, etc. Error sources are further treated in sections III-4 and III-5. 
Further, it is to be noted that the demodulation resolution of λ/64 corresponds to ~ 20 nm for a 
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Figure 3.6. Profile of displacement measured by EFFPI sensor and “reference” displacement 
sensor. 
 
III-4 Accuracy and precision of dual-cavity sensor 
 In order to investigate the displacement error, the two sets of interference signals are 
simulated for a dynamic movement governed by the following:  
 
Y = A cos (2πft)  (3.4) 
 
where Y corresponds to the target movement, A the amplitude in µm, f is the excitation 
frequency and t is the time period. This can then be used in the phase relation (φ) = 2 2n dπλ , 
in which d is now represented by Y. Hence, any variations in Y will be reflected by the 
evolution of the quadrature interference fringes. The sensitivity of the PASCO wave driver 
was determined to be ~ 7.67 µm/mV over the displacement range investigated (from 10 Hz up 
to 180 Hz).  
 In general, the accuracy is defined as the difference between the averaged total of the 
measured data and the averaged total of the real data, while the precision can be defined in 








∑m ( x x )i
iEFFPI m
   (3.5) 
 
where m in this case corresponds to the number of measurements, i the index number of the 
measurement series, xi the measured data at the ith index/position, and x the mean value over 
m measurements. 
To study the accuracy and precision in the dual-cavity EFFPI sensor, a displacement 
range of ~ 6 - 30 µm was employed. An interference pair was first simulated by using (3.4) as 
outlined earlier. A displacement amplitude of 6.258 µm was used to simulate the interference 
pair. The corresponding excitation voltage to the function generator would then be                  
~ 48.32 mV as calculated from the sensitivity of the wave driver. However, as the generator 
was not configured to accept decimal values, an input voltage of ~ 48 mV was instead. Now, 
the output simulated signals were next demodulated into displacement information via the 
modified zero-crossing technique and compared with the measured (experimental) data from 
the fiber interferometer. An example of the simulated interference pair at a displacement of 
6.258 µm is illustrated in Figure 3.7 (a). Running the developed program over these generated 
fringes however resulted in a corresponding (demodulated) displacement of 6.290 µm which 
was within the resolution range of the demodulation program (i.e. ±20 nm). The fiber 
interferometer was next used to measure the vibration amplitude from the oscillating target. 
The experimentally obtained interference signals are illustrated in Figure 3.7 (b). These were 
then processed using the modified zero-crossing technique to give a measured displacement of 
~ 6.326 µm at a processing resolution of λ/64. A relative average error of ~ 0.59% has been 
found with respect to the simulated data (which, in this case, may be considered as the 
theoretical displacement of the vibrating target under ideal oscillatory conditions). The 
direction of the vibrating target was also determined by exploiting the temporal difference 
between the interference signals within a single time period. 
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Interference signals obtained by simulation program 










Figure 3.7. Comparison of interference signals for pre-determined displacement amplitude 
(6.3 µm): (a) simulation, and (b) experimental signals. 
 
 In addition to this comparison (i.e. with simulation) carried out for determining the 
accuracy of the dual-cavity EFFPI sensor, another source of measurement of the experimental 
data independent of any simulation was also considered necessary in order to confirm or 
verify the sensor performance. This has been carried out with the Philtec D63 model 
displacement sensor having a 0.35 mVp-p (peak-to-peak) noise ripple level which has been 
considered as the rms noise amplitude for this device. Hence, dividing the peak-to-peak noise 
voltage by √2 and subtracting this noise from the actual “reference” voltage measured, a target 
displacement (reference) of ~ 6.3003 µm was eventually obtained. This resulted in a 
difference of 0.023 µm (relative difference of ~ 0.41%) in comparison with the displacement 
data from the dual-cavity sensor and was deemed acceptable for a practical sensor device. 
 Table 3.2 summarizes the average displacements (over 40 times per measurement) 
obtained from the simulated signals (Dsim), the fiber interferometer (Ds) and the Philtec 
displacement sensor (Dref) over the displacement range of ~ 6 - 30 µm. Displacement errors 
were also obtained from comparisons between 1) simulation and EFFPI data 2) reference 






















































Table 3.2. Summary of output displacements obtained from three demodulated signals and 
corresponding absolute relative displacement errors.  
 
 It is observed that a relative minimum displacement error (0.07%) was obtained from 
the comparison between the reference sensor and EFFPI data while the relative maximum 
displacement error (1.81%), on the other hand, was found to be between the simulation and 
reference sensor data. Further, the displacement error obtained between the simulation and 
EFFPI data falls between the maximum and minimum displacement error. The relative 
average displacement errors over the displacement range from the three different comparisons 
were found to be 0.76%, 0.57% and 1.14% respectively. It is to be noted, however, that no 
noise has been included into the simulated signals while the experimental signals (interference 
pair and reference displacement signals), on the other hand, contained a certain level of noise. 
The relationship between the displacement variations and the calculated displacement errors 
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Figure 3.8. Error comparison between simulation, EFFPI data and reference sensor 
measurements. 
 
 We observe that the displacement error was independent of the displacement 
variations. However, the error, in this case, could be incurred by factors such as noise, 
temperature variations of the laser source and/or non-perpendicular incidence angle of the 
sensing beam to the surface target.  
 To estimate the accuracy and precision of the fiber interferometer each measurement 
has been carried out over a minimum of 40 times at identical configuration for the 
displacement range studied. By comparing the averaged total of the measured data with the 
output displacement from reference displacement (Philtec sensor), an accuracy of ~ 48 nm (or 
relative accuracy of 0.57%) has been obtained over a displacement range of ~ 6 - 30 µm. 
Using equation (3.5), a precision of ~ ± 56 nm (or relative precision of ± 0.4% over the same 
displacement range) is obtained from the sensor system.  
III-5 Characterization of temperature-induced and target 
orientation errors in dual-cavity interferometer  
 This section studies two measurement errors resulting from temperature variation and 
incidence angle changes, important factors which must be characterized in order to estimate 
the performance of the sensor. Experiments were therefore carried to quantify the 
temperature-dependent wavelength shifts caused by thermal variations within the laser cavity, 
leading to a small percentage of divergence in the measurement of the “real” displacement. 
Another contribution to the displacement error, due to target angle variation (from 
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perpendicular incidence) between the transmitted sensing beam and the retro-reflective target, 
was also experimentally demonstrated. 
III-5.1 Displacement error induced by temperature variation of the 
laser cavity 
 In this investigation, the temperature of the single-mode fiber pigtailed laser diode 
used to illuminate the fiber interferometer was varied from 10 to 40°C in steps of 1°C and the 
shifts in the emission wavelength measured. The subsequent displacement induced by the 
wavelength variations was then compared to that demodulated from the number of 
interference fringes via the modified zero-crossing technique. The Philtec reference sensor 
was again employed here for comparison purposes. 
 Generally, the relationship between wavelength variation and temperature in a laser 
diode can be defined in terms of the wavelength-temperature coefficient, λ(T), given by [131] 
 
( 00= + −T d(T ) T TdT )
λλ λ  (3.6) 
 
where 0Tλ  is a central wavelength emitted by the laser diode at the temperature T0, dλ is the 
change in wavelength as a function of temperature variation, dT. 
 The standard centre wavelength of the distributed feedback (DFB) laser diode was 
given as 1310 nm at 25 °C. By measuring its peak emission from 10°C – 40°C in steps of 1 °C, 
the wavelength variations for both increasing and decreasing temperature were obtained as 
plotted in Figure 3.9. In the former case, a gradient of ~ 65 pm/C° has been obtained while 
subsequently decreasing the temperature from 40°C to 10°C resulted in 56 pm/C°. Hence, the 
displacement detected due to the wavelength changes can be modified to give [132] 
 
64c
(T )D Z λ=    (3.7)  
 
where Zc is the number of crossing points detected. Thus, equation (3.7) can be used to 
estimate the displacement errors (Derror) generated due to any temperature variations occurring 
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Figure 3.9. Temperature dependence of peak emission wavelength (measured data). 
 
 The experimental schematic shown in Figure 3.10 has been employed for studying 
both the errors induced by the temperature variation in the laser diode source as well as the 
target orientation vis-à-vis the sensing beam.  
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Figure 3.10. Schematic set-up of fiber sensor for temperature and target angle changes 
dependence errors investigation. 
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 The operating principles of the fiber sensor have already been described in section 
II-1, and, hence, will not be repeated here. From the dual-cavity EFFPI setup, half the output 
beam was guided to a 50/50 polarizing beamsplitter (PBS) which decomposed the 
fundamental signal into its two orthogonal polarization components while the other half was 
guided to a WA-1000 Burleigh wavemeter which kept track of the wavelength variations of 
the monochromatic light source as a function of temperature increase or decrease. The emitted 
wavelength of the DFB laser diode at 25°C as measured by the wavemeter and the output 









Vref = 18.7 mV
 
Figure 3.11.Laser diode emission characteristics: (a) emitted wavelength of DFB laser diode 
at 25°C, and (b) interference signals associated with target displacement (6.586 µm measured 
by reference sensor).  
 
 At a constant displacement amplitude of ~ 6.586 µm measured by the reference 
displacement sensor, the modified zero-crossing technique, taking into consideration the 
peaks, valleys and zero-crossing-over of the interference signals, demodulated a total of 322 
crossing-over points (combination of Vx and Vy components) which then translated into a 
displacement of 6.589 µm, for a wavelength of 1309.636 nm (at 25°C). By comparing the 
measured displacements from the two sensors, a relative difference of ~ 0.04% has been 
obtained. The interference signals together with the displacement curves have been plotted in 
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Figure 3.12. Demodulation of in-quadrature Vx and Vy: (a) demodulation of Zc, (b) 
demodulated displacement from dual-cavity EFFPI sensor (Ds) together with displacement 
from reference sensor (Dref) at 25°C (λlaser = 1309.636 nm), and (c) zoom on output 
displacement curve illustrating λ/64 demodulator resolution. 
 
 The final displacement measured by the EFFPI sensor has been obtained at a 
“stabilized” temperature of 25°C over an average of at least 40 measurements. The resolution 
of the demodulated displacement curve was approximately 20 nm (or λ/64). This resolution 
can, however, be increased as mentioned in section III-3. As is obvious from Figures 3.10 and 
3.12, the use of polarization-controlling optics allowed directional ambiguity to be overcome. 
 Next, displacements demodulated from the fiber interferometer were obtained and 
calculated over 40 measurements at each temperature increase from 10°C to 40°C. Note that 
due to the greater gradient in increasing temperature order, the corresponding value of 65 
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pm/°C has been employed instead. This implied that the subsequent errors calculated here 
were associated with the maximum possible values with respect to the wavelength-
temperature gradient. Also, averaging over 40 times enabled the precision of each measured 
displacement to be improved, hence further reducing the divergence of the measured 
displacement from the “reference” value. The experimental results, including the measured 
and “reference” displacements (Ds and Dref, respectively as well as the displacement errors 













10 1308.772 6.585 6.586 0.015 
15 1308.968 6.586 - 0.000 
20 1309.263 6.587 - 0.015 
25 1309.636 6.589 - 0.045 
30 1310.004 6.591 - 0.076 
35 1310.324 6.593 - 0.106 
40 1310.690 6.594 - 0.121 
 
Table 3.3. Relationship between temperature variations and output displacement (for 10 - 
40°C), including calculated relative displacement errors. 
 
 The average relative displacement variation can be defined as ∆Ds/Dsavg, where ∆Ds 
is the difference between the maximum and minimum displacement values over the entire 
range of Ds (i.e. dynamic displacement demodulated by the EFFPI sensor) and Dsavg is the 
mean displacement value obtained from the fiber sensor over the temperature range studied. 
This is calculated to be 1.37×10-3. It is observed that over the range of 10°C - 40°C, the 
minimum and maximum displacements were found to be 6.585 µm (at 10°C) and 6.594 µm 
(at 40°C), respectively. This implies that the output displacements obtained from the fiber 
interferometer were proportional to the temperature variation. Moreover, we also observe an 
average relative variation of 1.37×10-3 over the entire temperature range. The evolution of the 
emitted wavelength with temperature together with the average displacement measured are 
graphically plotted in Figure 3.13. 
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Figure 3.13. Relationship between temperature variation and measured displacements from 
dual-cavity EFFPI sensor from 10°C to 40°C (error bars represent absolute errors).  
 
 The averaged displacement values (over 40 measurements) demodulated from the 
dual-cavity EFFPI sensor (Ds) indicated wavelength variations from 1308.772 nm (at 10°C) to 
1310.690 nm (at 40°C), corresponding to Ds = 6.585 µm and 6.594 µm, respectively. 
Moreover, over 40 measurements, a potential accuracy of ~ 1 nm has been obtained. However, 
by comparing the EFFPI sensor data with the reference displacement, Dref = 6.586 µm, a 
relative maximum displacement error of 0.121% has been found. Figure 3.14 plots the profile 
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Figure 3.14. Errors induced due to temperature variation (compared to “reference” sensor).  
 
 As mentioned earlier, the wavelength variation is a function of temperature of the 
laser diode source (dλ/dT ~ 65pm/C° for increasing temperature). Hence, over the range 10°C 
– 40°C, a wavelength difference (∆λ) of 1.95 nm was obtained (where ∆λ = 30 × 65 pm), 
leading to an average relative wavelength variation (∆λ/λavg) of 1.49 ×10-3 where λavg 
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corresponds to the average wavelength over the entire range of 1308.772 nm – 1310.690 nm 
(λavg found to be 1309.649 nm). As the displacement measured is proportional to the 
temperature-induced wavelength variation, both relative variation values obtained can then be 
compared. The results indicate good agreement between ∆Ds/Dsavg and ∆λ/λavg (1.37 ×10-3 
and 1.49 ×10-3, respectively).  
 We also studied the stability of the laser diode emission at a constant temperature of 
25°C by measuring the wavelength variation and the output power of the laser diode source 
over a period of approximately 8 hours. The emitted wavelength was found to vary from 
1309.63652 nm to 1309.64089 nm while the laser output power (measured in voltage) varied 
from 2.217 V to 2.237 V. Both experimental results are plotted in Figures 3.15 (a) and 3.15 













































Figure 3.15. Stability of single-mode fiber pigtail DFB laser diode at 25°C over 8 hours: (a) 
wavelength, and (b) emitted power variations (measured in V). 
 
 To discuss the experimental results, as reported in Table 3.3, let us consider the 
displacement error at the operating temperature of the laser diode (25°C). The induced error, 
in this case, would be zero or almost zero if the interferometer was employed at this 
temperature. However, the experimental results obtained did not reflect this exact value. Two 
reasons for explaining this discrepancy are the limited precision of the reference sensor and 
wavelength stability of the laser diode as shown in Figure 3.15 (a). 
 In the first case, the precision of the reference sensor from the technical 
specifications provided by the manufacturer was approximately 125 nm while the dual-cavity 
fiber sensor has been designed to have a precision of approximately ± 56 nm (or relative 
precision of 0.4% over the displacement range of ~ 6 – 30 µm). A second likely explanation 
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for the measured discrepancy would be the wavelength stability and the power intensity of the 
laser source employed. As shown in Figure 3.15(a), a very slow variation of the emitted 
wavelength was observed at 25°C (over an 8 hour period), covering a wavelength range of 
1309.636 nm - 1309.641 nm over the period studied.  
 In the case of laser power stability, an equivalent output power difference of             
~ 20 mV has been recorded over the 8-hour period (Figure 3.15 (b)). This power variation is a 
result of the temperature variation and the phase noise fluctuation in the laser diode in which 
the output electric field (E(t)) of the laser diode can be given by [133]-[135] 
 
( ) ( ) exp( ( ))= − −E t P t i t i tω ϕ    (3.9) 
 
where P(t) is the output laser power, ω the optical carrier frequency, and ϕ (t) corresponds to 
phase noise fluctuations as a function of time. Note that λ = 2πc/ω, where c is the velocity of 
light. Hence, it shows that the output electric field of laser diode can indeed vary when the 
phase noise or emitted wavelength fluctuate in time. Transposing equation (3.9) onto the 
experimental results as shown in Figures 3.15 (a) and 3.15 (b), it can thus be seen that the 
output electric field and, hence, the emitted laser power increases as the wavelength. 
III-5.2 Displacement error induced by orientation of target  
 Referring to equation (1.23), it is seen that the optical phase-shift (φ) in the 
interferometer is equal to twice the relative distance (2d) between the sensing arm and the 
target. Consequently, the relationship between the cavity length variation and the 
displacement amplitude can be realized by taking into consideration equations (3.7) and (1.23). 




Z ndcD . πφ=  (3.10) 
 
 We consider here the case of optical misalignment in which the probing beam is not 
perpendicular to the target surface. Errors can thus be incurred due to the induced optical path 
length changes, as seen from the phase term [136] 
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4 ∆= n d
cos
πφ λ α  (3.11) 
 
where α is the angle of the sensing beam between perpendicular incidence and the actual 
misalignment and ∆d here is the relative displacement of the target from a fixed reference 
point (i.e. at rest) while moving toward and away from the sensing arm. Note that α = 0 when 
the angle of sensing beam is perpendicular to the target surface (perfect alignment). If α ≠ 0, 
on the other hand, misalignment occurs and the induced displacement due to misalignment 




∆ ±×calign nZ ( d / cos( ))D π α αφ  (3.12) 
 
where α0 is the angle of the retro-reflective surface with respect to the normal of the sensing 
beam axis. The displacement error (Derror) is thus be given by Dalign - Dideal, where Dideal 
corresponds to the displacement when α = 0.  
 The output interference signals as well as the deviation of the subsequent 
displacement measurement in the case of misalignment can be analyzed via simulation as 
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Figure 3.16. Displacement errors induced due to optical misalignment (simulated fringes): (a) 
interferometer set-up showing ideal orientation and misalignment of target, (b) when (α = 0), 
and (c) α ≠  0. 
 
 Figure 3.16 (a) shows that when a surface angle (α) = 0, i.e. for perpendicular 
incidence, the number of fringes counted equaled 11. However, for α = 7° the number of 
fringes obtained was 12, giving a percentage error of 9.09%. This translated to a displacement 
error of approximately 655 nm for a laser diode lasing at 1309.636 nm. In the case where α = 
1° and 2.5°, the corresponding relative displacement errors obtained were 0.038% and 0.21%, 
respectively. Although large optical misalignment incurs consequently large displacement 
errors in the measurements, this analysis enables the maximum tolerance on the target and/or 
sensing beam orientation to be estimated in order that the accuracy in the displacement can be 
preserved or guaranteed. 
 The errors incurred by changing the angle of the retro-reflective surface were also 
experimentally investigated. By varying α from 0° to 30° in steps of 0.5° via a rotating stage 
(as shown in Figures 3.10 and 3.16 (b)), the subsequent displacements were calculated as 
summarized in Table 3.4. The reference values indicate measurements by the “reference” 
sensor with the target surface at perpendicular incidence.  
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0 1309.636 6.590 6.604 
2.5 - 6.605 - 
5 - 6.625 - 
7.5 - 6.646 - 
10 - 6.691 - 
12.5 - 6.749 - 
15 - 6.822 - 
17.5 - 6.909 - 
20 - 7.012 - 
22.5 - 7.132 - 
25 - 7.270 - 
27.5 - 7.429 - 
30 - 7.609. - 
 
Table 3.4. Output displacement values from fiber interferometer and Dref versus target 
orientation (Dref measured with α = 0). 
 
 It is observed that when the angle of the target surface was varied from 0° to 30° (at 
a fixed displacement amplitude of 6.604 µm as initially measured by the reference sensor), 
displacements ranging from 6.590 µm to 7.609 µm were obtained from the fiber 
interferometer. The relationship between the orientation angle and the output displacement 
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Figure 3.17. Displacement measured by fiber interferometer as a function of target orientation 
from 0° - 30°. 
 
 The errors incurred in the measured displacement, with respect to the actual (true) 
displacement of the vibrating target, have been found to increase when the orientation angle 
was increased. Two important reasons for explaining this discrepancy are, to a lesser extent, 
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the wavelength stability of the laser diode (which is also an error common to the temperature 
variation studied in the previous section) and more importantly, the variation in the optical 
path difference (OPD). In the case of wavelength stability, variation in this parameter could 
easily lead to a spread in the measurement of the desired displacement. Also, changes to the 
target orientation even for a constant vibration amplitude would result in the OPD “seen” by 
the sensing beam being increased. This variation would thus manifest itself in the phase term 
during the calculation of Ds (equations (3.11) and (3.12)) leading to an increase in the 
apparent displacement. Now, by integrating the orientation angle (α) into equation (1.23), one 
would then obtain a slightly reduced detected intensity from the photodetectors which would 
not normally introduce any significant level of errors if the optical intensities were to be 
measured. However, by tracking the number of crossing-points using the modified zero-
crossing technique, it was found that the displacement errors caused by optical misalignment 
(α ≠ 0) became relatively more important, as evident from equation (3.12).  
III-6 Applications of fiber interferometer for dynamic 
measurement of various displacement profiles  
 In this section, the modified zero-crossing demodulation technique is tested against 
dynamic displacements under various excitation waveforms (sinusoidal, triangular, square, 
ramp, and triangular pulse). In order to generate dynamic displacements, a PASCO Scientific 
SF-9324 wave driver was employed, driven by a function generator (Tektronix AFG 3252 
model) at various excitation amplitudes. Different waveforms can be introduced with this 
device. A retro-reflective surface was attached to the vibrating arm of the wave driver, thus 
serving as the vibrating target. The ensuing interference signals detected by the photodetectors 
were first recorded by a digital oscilloscope before the necessary data were transferred to a 
dedicated computer for demodulation. Both the target displacement as well as its directional 
sense were then obtained. The same reference displacement sensor was used for comparison. 
III-6.1 Sinusoidal, triangular, and square excitations at 125 Hz  
 In this preliminary investigation, three different excitation waveforms (sinusoidal, 
triangular and square) were used to generate the dynamic movements. The excitation 
amplitude was varied from 0.1 to 5 V but at a fixed excitation frequency of ~ 125 Hz. The 
experimental results obtained demonstrated the ability of the EFFPI sensor to function under 
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different excitation regimes. Note that the maximum difference in displacement amplitudes 
between the two demodulated displacements, obtained from the fiber sensor (Ds) and the 
Philtec sensor (Dref), is denoted as ∆Dimax.  
 As illustrated in Figure 3.18 (a), the two sets of interference signals at quadrature 
can be clearly seen in Channels 1 and 2, respectively, while Channel 3 indicates the output 
displacement curve from the reference sensor. Channel 4 shows the sinusoidal excitation 
waveform transmitted to the target from the function generator. For a 380 mVp-p excitation 
amplitude, a displacement value (Dref) of 8.801 µm was obtained by the reference sensor 
while the fiber interferometer measured a displacement (Ds) of 8.67 µm (Figure 3.18 (b)). 
∆Dimax, in this case, was found to be 0.058 µm over the displacement range of 0 - ~ 8.8 µm, as 
plotted in Figure 3.18 (c). 
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Reference sensor  (amplitude =  24.52 mV       8.801 µm)
 
 
Figure 3.18. Sinusoidal excitation at ~ 125 Hz and 380 mVp-p amplitude: (a) output signals 
obtained from EFFPI sensor, “reference” sensor and function generator, (b) demodulated 
displacement, and (c) displacement error between Dref and Ds. 
 
 Essentially, it is observed that the quadrature condition has been tightly maintained 
for this excitation waveform, confirming the stability of the optically-imposed phase-shift 
throughout the entire series of experiments. Each measurement has been carried out over at 
least 20 times at the same excitation amplitude. Over a displacement range of ~ 0.7 µm – 
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118.167 µm for the sinusoidally varying profile, the relative average measurement error has 
been estimated at 0.77% by comparison with the reference data (see Figure 3.21). The lower 
displacement range corresponded to the ability of the fiber interferometer to measure any half-
wavelength amplitude with respect to the laser diode wavelength. Further, the average 
precision over the entire range (~ 0.7 µm – 118.167 µm) was calculated by equation (3.5) and 
was found to be ~ ± 0.16 µm (or relative precision of ± 0.34%). It is to be noted that to 
demodulate the reference displacement, a noise ripple of 0.35 Vp-p has been subtracted from 
the actual amplitude of the reference sensor. 
 The triangular excitation waveform, as shown in Figure 3.19 (a), was next 
introduced at the same excitation frequency (~ 125 Hz) but at an amplitude of 3 V. The 
reference sensor measured Dref to be 38.05 µm while Ds = 37.782 µm from the fiber 
interferometer, obtained without any directional ambiguity as illustrated in Figure 3.19 (b). 
∆Dimax for this displacement amplitude was found to be 0.27 µm, as shown in Figure 3.19 (c).  
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Figure 3.19. Triangular excitation at ~ 125 Hz and 3 Vp-p amplitude: (a) output signals from 
EFFPI sensor, “reference” sensor and function generator, (b) demodulated displacement, and 
(c) displacement error between Dref and Ds (∆Dimax). 
 
 This displacement profile was then applied at constant frequency (~ 125 Hz) but 
with varying excitation amplitudes from 0.1 to 5 V to the wave driver, translating into a 
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displacement range of ~ 0.7 µm – 81.65 µm measured by the fiber sensor. The demodulated 
displacement information over this range have been plotted in Figure 3.21. By comparison 
with the reference data, a relative average displacement difference of 0.76% has been obtained 
together with an average precision of ~ ± 0.14 µm (or relative precision of ± 0.40% over the 
displacement range). Physically, the property of this waveform is similar to the behavior of 
the sinusoidal excitation since the signal has only one peak and one valley over one period. 
The peaks and valleys correspond to the directional changeover of the moving target. 
Therefore, the displacement from the target motion can easily be detected without any 
directional ambiguity. 
 Squarewave excitation was next demonstrated for displacement measurement. The 
nature of this waveform suggested very fast falling and rising edges, therefore, the output 
interference signals should occur over a very short period of time as well. Figures 3.20 (a) and 
3.20 (b) show the experimental results due to the square excitation waveform, as measured by 
the EFFPI sensor. Demodulation of the interference signals into displacement was carried out 
as described earlier.  
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Figure 3.20. Squarewave excitation at ~ 125 Hz and 580 mVp-p amplitude: a) output signals 




 With an excitation amplitude of 580 mVp-p, an output displacement of 10.706 µm 
was measured by the fiber interferometer (see Figure 3.20 (b)) while the reference sensor 
measured 10.77 µm (see Figure 3.20 (a)). However, at the rising and falling positions of the 
excitation waveform, the output fringes from Vx and Vy should only be exploitable over a very 
short time period at the rising and falling edges of the excitation. Further, at the stable states, 
interference fringes should not occur, but over the course of this experiment, fringes were 
obtained from the fiber interferometer over each square displacement period. This effect can 
appear for two reasons: (1) the non-zero of the stable states generated by the function 
generator and (2) the out-of-synchronization of the vibrator with respect to the injected 
excitation (limit between frequency and amplitude), thereby provoking an unexpected 
mechanical movement. This last effect thus resulted in a time delay between the generator and 
the target movement.  
 Certain anomalies have been observed for square waveforms since at higher 
frequency ranges and at high excitation amplitudes, the wave driver was no longer fully 
synchronized to the excitation signal from the function generator. The dithering effects 
resulting from the non-zero stable states can be overcome by using digital high-precision or 
high-speed function generators instead of the classical device since the former exhibit very 
high symmetry, constant sweep width and high stability. In addition, to reduce the out-of-
synchronization effects due to the time delay between the function generator and the 
mechanical vibrator (PASCO wave driver), we investigated the limit of the excitation 
frequency range within which both devices are synchronized and found ~ 13 Hz to be an 
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Figure 3.21. Reference versus measured displacements for sinusoidal and triangular 
excitations at 125 Hz.  
 
 With an excitation frequency of 125 Hz, it is seen that the sinusoidal excitation 
induced a higher displacement amplitude than the triangular waveform. This can be attributed 
to the limitation in bandwidth of the mechanical vibrator. Non-sinusoidal waveforms (such as 
squarewave, triangular, ramp, and triangular pulse) are typically composed of the fundamental 
frequency and their associated harmonics where a harmonic is, in general, defined as an 
integer multiple of the fundamental frequency. Hence, if the mechanical vibrator has a 
bandwidth range smaller than the harmonic frequency (the bandwidth range of PASCO 
mechanical wave driver SF-9324 is 0.1 Hz - 1000 Hz), this can lead to the cut-off of some 
harmonics. In the triangular excitation waveform, we observe that some harmonics have been 
cut off by the limitation of the bandwidth range of the vibrator as the total energy (amplitude) 
of such a signal is smaller than the total energy (amplitude) of the sinusoidal waveform.  
III-6.2 Other excitation waveforms at 13 Hz  
 The previous section demonstrated the relative ease with which the fiber 
interferometer can be exploited under different known or quantified (or even unknown) 
vibration regimes, limited only by the effects from de-synchronization between the function 
generator and vibrator, in particular for squarewave excitation. Therefore, by exploiting the 
optimum frequency found earlier in this section, we demonstrate the feasibility of detecting 
other excitation waveforms before any de-synchronization arises.  
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 Squarewave excitation at a frequency of ~ 13 Hz with the same excitation amplitude 
(580 mVp-p) as operated in the previous section, was applied to the mechanical vibrator. The 
measured signals from the dual-cavity EFFPI sensor and the output displacement plotted by 
the program are illustrated in Figures 3.22 (a) and 3.22 (b).  
 The output displacement amplitude (Ds) measured by the EFFPI sensor, as shown in 
Figure 3.22 (b), was now 8.606 µm compared to the reference displacement amplitude (Dref) 
of 8.614 µm (Figure 3.22 (a)), leading to a relative difference of 0.09%. Moreover, ∆Dimax for 
~ 8.6 µm in displacement was found to be 0.008 µm as shown in Figure 3.22 (c). Further, we 
also observe that there was no additional interference fringe occurring at the stable-states, 
confirming the de-synchronization hypothesis between the input waveform from the function 
generator and the mechanical vibrator. It also implies that the vibrator, in this work, must be 
operated at low excitation frequencies as its operation is synchronized to the excitation signal. 
This parameter depends on the mechanical construction and resonance of a specific vibrator, 
and thus has to be analyzed for other types of vibrating devices. Nevertheless, the 
displacement profile of the wave driver has been efficiently detected by the fiber sensor 
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Figure 3.22. Squarewave excitation at ~ 13 Hz and 580 mVp-p amplitude: (a) output signals 
obtained from EFFPI sensor, “reference” sensor and function generator, (b) demodulated 
displacement, and (c) displacement error between Dref and Ds. 
 
 The excitation amplitude for square excitation was next varied from 0.1 to 5 V which 
corresponded to a range of ~ 0.7 µm – 76.73 µm. Measurements were obtained via the fiber 
sensor and plotted later in Figure 3.25. The relative average measurement error and relative 
average precision over the entire dynamic range were estimated to be 0.19% and ~ ± 0.17 µm 
(or relative precision of 0.30%), respectively.  ±
 Ramp excitation, as shown in Figure 3.23 (a), was produced at the same frequency 
but with an amplitude of 360 mVp-p. We found that the fiber interferometer measured Ds to be 
4.373 µm (see Figure 3.23 (b)) compared to the reference displacement (Dref) of 4.393 µm, 
leading to a 0.45% relative difference. The ∆Dimax value over the displacement amplitude of   
~ 4.3 µm was found to be 0.02 µm, as shown in Figure 3.23 (c). The fiber sensor was next 
employed over the displacement range of ~ 0.7 µm – 84.46 µm by varying the excitation 
amplitude from 0.1 to 5 V, again plotted in Figure 3.25. Over the entire dynamic range, a 
relative average measurement error and an average precision of 0.26% and ~ ± 0.13 µm (or 
relative precision of ~ ± 0.36%), respectively have been obtained. Note that the ramp is an 
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excellent profile for testing the performance of the sensor owing to its intrinsic nature: a linear 
slope followed by a stationary level (amplitude stability). 
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Figure 3.23. Ramp excitation at ~ 13 Hz and 360 mVp-p amplitude: (a) output signals obtained 
from EFFPI sensor, “reference” sensor and function generator, (b) demodulated displacement, 
and (c) displacement error between Dref and Ds. 
 
 Triangular pulse excitation was finally used to drive the vibrator in this experiment. 
With the same excitation frequency and ~ 540 mV as its excitation amplitude, the detected 
output interference signals and demodulated displacement curve with the same resolution     
(~ 20 nm) have been plotted in Figures 3.24 (a) and 3.24 (b). The quadrature condition 
between the two components (Vx and Vy) was found to be maintained and the target 
displacement has been measured without any directional ambiguity. 
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Figure 3.24 Triangular pulse excitation at ~ 13 Hz and 540 mVp-p amplitude: (a) output 
signals obtained from EFFPI sensor, “reference” sensor and function generator, (b) 
demodulated displacement, and (c) displacement error between Dref and Ds. 
 
 With the above excitation conditions, a displacement amplitude of 6.439 µm was 
detected by the fiber interferometer while the reference sensor measured 6.454 µm, leading to 
a relative difference of 0.23%. The ∆Dimax value over this displacement range was found to be 
0.015 µm, as shown in Figure 3.24 (c). Now, by varying the excitation amplitudes from 0.1 to 
5 V, displacements ranging from ~ 0.7 µm - 90.62 µm were detected, the results of which 
have been plotted later in Figure 3.25. Under this excitation waveform, the relative average 
measurement error obtained was ~ 0.56% together with an average precision of ~ ± 0.15 µm 
(or relative precision of 0.39%) over the entire dynamic range studied.  ±
 Both the reference and measured displacements under the three different excitations 
(squarewave, ramp and triangular pulse) at 13 Hz are graphically summarized in Figure 3.25 
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Figure 3.25. Relation between reference and measured displacements for square, ramp and 
triangular pulse excitations at 13 Hz.  
 
 It is noted that at the excitation frequency of 13 Hz, the triangle pulse induced the 
largest displacement while a squarewave signal, on the other hand, excited the smallest 
displacement. This can be attributed to the fact that the total energy of the square signal 
contains only odd harmonics along with the fundamental frequency. Hence, the output energy 
of this signal is lower compared to other excitation waveforms, such as the ramp or the 
triangular pulse. In all cases, again due to the bandwidth limitation of the vibrator, the non-
sinusoidal signals resulted in smaller excited displacements range as compared to the 
sinusoidally-excited displacement.  
 The experimental results obtained clearly demonstrated the capability of the fiber 
interferometer for dynamic displacement measurements under various operating conditions 
with reasonably high resolution and good precision. Note that throughout the above 
experiments, environmental effects which can contribute to parasitic vibrations, such as 
temperature variation, parasitic ambient light, and background vibration from the surrounding 
building and ongoing public works, have been controlled and limited to the best of our 
knowledge although contributions from background vibration remain difficult to suppress, 
even under laboratory conditions. In order to consider the measurement error, we found that 
by using a low excitation frequency for driving the mechanical vibrator, squarewave 
excitation resulted in the lowest relative average measurement error (0.09%). Such a 
waveform has only two operation stages: a distinct stable-stage and a transitory (rising or 
falling) stage. Hence, errors, in this case, were incurred when the target moved from the 
former stage into the latter stage. On the other hand, the highest relative measurement error 
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(0.77%) was found under sinusoidal excitation, a waveform that, by its very nature, causes the 
target to move continuously from the maximum to minimum positions. Hence, it was almost 
impossible for the vibrating arm of the wave driver to reach a constant stable state before 
displacing in the opposite direction again. The points of inflexion corresponding to these non-
constant states at the extreme positions thus resulted in the deviation of the actual 
displacement from the desired (excited) displacement, and can hence contribute to the 
subsequent generation of random measurement errors.  
III-7 Conclusion  
 The modified zero-crossing fringe counting technique has been introduced for 
demodulating/interpreting the two sets of in-quadrature interference signals, as detected by the 
dual-cavity EFFPI sensor, into displacement information with a resolution of λ/64. This 
technique has been experimentally validated and its performance analyzed in terms of various 
error sources. The advantages of the modified fringe counting technique include its excellent 
operation for counting multiple fringes (i.e. large number of fringes in one period), relatively 
fast demodulation without complicated digital signal processing schemes as well as its ease of 
implementation. However, this technique might be inefficient for non-periodic displacement 
measurements since the directional sense might not be guaranteed under random vibration. 
Further, the demodulator was found to be unable to operate on small displacement amplitudes 
(less than a complete fringe) and had no way of correcting any out-of-quadrature phase errors 
between Vx and Vy. Finally, overlapping could occur between two zero-crossing points in the 
case of very dense sub-level division of the interference signal amplitudes when a very high 










































Demodulation of dual-cavity extrinsic fiber 
Fabry-Perot interferometer by phase-tracking 
 
 In Chapter III, a demodulation scheme based on a modified version of the fringe 
counting technique for processing two in-quadrature signals has been described for 
displacement measurement in the dual-cavity EFFPI sensor. Indeed, the technique is excellent 
for operation under certain conditions such as for periodic measurement, multiple-fringe 
counting, and it is also simple to implement. However, in the case of non-periodic vibration 
and/or very small displacements, this technique could be unexploitable in practice. In this 
chapter, a phase-tracking technique is thus proposed to improve the current performance of 
the sensor. The operating principles of the phase-tracking technique are first described in 
detail followed by the introduction of a demodulator developed in C++ which can be 
employed for displacement analysis, quadrature phase error measurement and correction. An 
amplitude correction method is also integrated for reducing noise effects. Finally, the 
application of this demodulation to non-periodic measurements is demonstrated and analyzed.  
IV-1 Operating principles of phase-tracking demodulation for 
displacement measurement with fiber interferometer 
Phase-tracking demodulation has been widely applied in optical metrology. It is based 
on the principle of phase or frequency detection [120], [121] by determining the relative 
phase-shift (φ) between two or more sets of interferograms. This spatial phase variation can 
then be interpreted into the desired measurand, examples of which include strains, 
temperature gradients and surface deformation [138]-[139]. Typically, quadrature phase-
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tracking requires at least two signals with both sine and cosine components in the 
demodulation process.  
 According to equations (2.1) and (2.2), for displacement analysis of the dual-cavity 
EFFPI sensor operated in quadrature, this translates into  
 
2 φ= + +I I I I I cos(x xr xs xr xs )    (4.1) 
 
2 φ= + +I I I I I sin(y yr ys yr ys )    (4.2) 
 
where Ix and Iy are the output irradiances of the interference pair detected by the 
photodetectors, while Ixr and Ixs, and, Iyr and Iys are the reference and sensing intensities for 
both the x and y components of the interferometer and φ the distance-dependent phase angle. 
The irradiances (Ix and Iy) are generally defined in terms of the quantity of optical power or 
photonic flux incident onto the photodiode cells and given by units of watt per square meter 
(W/m2). The photons from the incident radiation are then converted into electric charge 
carriers which are carried by an electric field to give the photodetected electric current, I0. I0 is 





0I q Phf hc
RPηη λ= = =    (4.3) 
 
where (P0/hf) is the number of incident photons per second and η is the quantum efficiency of 
conversion of the photodiode material. Hence, (P0/hf)η is the number of the detected photons 
per second. R is the responsivity of the photodetector given by the ratio of the current output 
to the light input (A/W) and is used to characterize the sensitivity of the detector. The 
theoretical maximum responsivity is approximately 1.05 A/W at a wavelength of 1310 nm. In 
this work, however, we used a high-speed InGaAs detector with a responsivity of                    
~ 0.854 A/W at 1310 nm. 
 The output of the photodetector thus gives a voltage (V) proportional to the 
photodetected current (I0). Therefore, the output voltages of both the x and y components (Vx 
and Vy) from the quadrature interference pair associated with equations (4.1) and (4.2) can be 
written by [35] 
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0V V V cos(x x xm )φ= +    (4.4) 
 
0V V V sin(y y ym )φ= +    (4.5) 
 
where Vx0 and Vy0 are the dc voltage values (corresponding to Ir + Is), and Vxm and Vym are the 
modulating voltages related to the fringe contrast for the x and y components (corresponding 
to 2 I Ir s ), respectively. As cos(φ) and sin(φ) vary between -1 and +1, the minimum and 
maximum values of x and y components denoted as Vx_max, Vx_min, Vy_max and Vy_min, 
respectively are given by: 
 
_ max 0= +V V Vx x xm    (4.6) 
 
_ min 0= −V V Vx x xm    (4.7) 
 
_ max 0= +V Vy y Vym    (4.8) 
 
_ min 0= −V Vy y Vym    (4.9) 
 
 Note that the four parameters (Vx0, Vy0, Vxm and Vym) must be identified from the 
measured Vx and Vy signals. So, if the Vx_max, Vx_min, Vy_max and Vy_min are measured on the Vx 
and Vy signals, the Vx0, Vy0, Vxm and Vym parameters can be calculated by: 
 
_ max _ min
0 2
+= V Vx xVx  (4.10) 
 
_ max _ min
2
−= V Vx xVxm  (4.11) 
 
_ max _ min
0 2
+= V Vy yVy  (4.12) 
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_ max _ min
2
−= V Vy yVym  (4.13) 
 
The normalized output amplitudes of the x and y field components (Ax and Ay) can 
then be written as [35] 
V Vx x0Ax Vxm
−=  where Ax : [-1, +1] (4.14) 
 
V Vy yAy Vym
−= 0  where Ay : [-1, +1] (4.15) 
 
From equations (4.14) and (4.15), we can calculate 2 angles, φx and φy, defined by  
 
( )arccos Ax xφ =  where φx : [0, π] (4.16) 
 
( )arcsin Ayφ = y  where φy : [-π/2, π/2] (4.17) 
 
 Theoretically, φ = φx = φy, hence, φ can be calculated from either φx or φy. However, φ 
has to be known modulo 2π, so that 2 solutions can be used. Consequently, we have: 
 
 1st solution (φ calculated from φx value) 2nd solution (φ calculated from φy value) 
 
 
if  Ay ≥ 0; 
 φ = φx  
 else 




if Ax ≥ 0 AND Ay ≥ 0 ; 
  φ = φy  
 else if (Ax ≥ 0 AND Ay < 0)  
 φ = 2π + φy 
else 




 Figure 4.1 then shows the four angular conditions, for each solution obtained from the 
normalized amplitudes, Ax and Ay, i.e. Ax ≥ 0 and Ay ≥ 0, Ax ≥ 0 and Ay < 0, Ax < 0 and Ay < 0, 
and Ax < 0 and Ay ≥ 0, respectively.  
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Figure 4.1. Demodulation of phase angles: (a) φ calculated from φx, and (b) φ calculated from 
φy. 
 
 It is observed that the precision of the output phase is very low when the absolute 
value of Ax or Ay (cosine or sine terms) is close to 1 since, when the normalized amplitude 
from one component is close to 1, the other component approaches 0 and reciprocally. This 
property is due to the quadrature condition between the normalized signals (Ax and Ay). Hence, 
in order to calculate φ with maximum accuracy, the phase angle (φx and/or φy) has to be 
chosen by considering the minimum absolute values of Ax and Ay. Thus by exploiting both the 
available φx and φy values, an optimization process over the phase calculation process can be 
achieved, leading to an increased measurement (displacement) precision, in general. On the 
other hand, the use of the first solution uniquely implies a non-optimized phase calculation 
procedure.  
 With the phase angle, φ, determined, the corresponding displacement (∆d) can be 
calculated with α = 0 (for perpendicular incidence of the sensing beam on the vibrating target) 
in equation (3.11) using  
4 n dπφ λ= ∆  (4.18) 
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where n is the refractive index of the cavity medium (n = ~ 1 for air), and λ the injected 
wavelength. Letting m = 4πn/λ be the distance-to-angle conversion factor in the fiber 




φ∆ =  (4.19) 
 
 In practice, Vx and Vy are available as sampled data hence, the corresponding phase 
angles obtained are treated as a series of discrete values (φ0, φ1, …, φn). It is necessary to 
process the displacement amplitude in an incremental way, starting from a 0 position. 
Denoting ∆ as the difference between the phase φn at the n position and the phase φn-1 at the n-
1 position, then 
 
1n nφ φ∆ = − −  (4.20) 
 
with which the displacement amplitude between the two positions, after taking into account 
equation (4.19), can be given by  
 
1d dn n m
∆∆ = ∆ +−  (4.21) 
 
where ∆dn and ∆dn-1 are the displacements at the n and n-1 positions, respectively. Note that 
the phase-tracking technique does not allow calculation of the displacement amplitude at the 
first sample since there is no available prior data. Hence, ∆d0 = 0 and φ0 = 0 are chosen as the 
start points in this analysis. 
 As φ is measured modulo 2π, difficulties can arise during the calculation of the 
difference between two successive angular positions. Firstly, when the absolute phase 
difference is greater than π, there is ambiguity in whether the phase variation is positive or 
negative (e.g. 3π/2 is equivalent to -π/2). Secondly, if the angle φ is close to 0, the “0-2π”, 
discontinuity will result in an important absolute difference. To solve these problems, phase 
unwrapping based on interrogating the current phase value has been developed, the principles 
of which are shown hereafter. 
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if  |∆| > π ; 
   if ∆ ≥ 0 ; 
 ∆ = ∆ - 2π  
 else 
 ∆ = ∆ + 2π 




 It is observed that by using the phase unwrapping process, |∆| obtained is always 
smaller than π. To verify this, two examples from the phase unwrapping process are 



























































0∆ > 0′∆ >
1nφ π+−
nφ0′∆ < 0∆ <
 
Figure 4.2. Phase unwrapping examples: (a) phase variation decided at π > ∆ > 0, and (b) 
phase variation for ∆<0 ( : the absolute phase difference between two successive angular 
positions which is greater than π). 
′∆
 
 Figure 4.2 (a) shows the phase variation in the case where the absolute phase 
difference (|∆|) is smaller than π. The displacement amplitude is traced from d1 to d2. On the 
other hand, when |∆| is greater than π, as shown in Figure 4.2 (b), the displacement amplitude 
will be traced from d1 to d3 since the distance for this condition is shorter than the distance 
obtained from d1 to d2.  
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 Note that the condition used in the unwrapping process (|∆| < π) implies that there is a 
limit on the displacement speed that can be measured. As an angular variation of 2π 
corresponds to a λ/2 displacement, the speed is therefore limited to (λ/4)/∆t, where ∆t is the 
time interval between 2 consecutive samples (i.e. the sampling period). 
IV-2 Interference fringe simulation and phase-tracking 
demodulator 
 A simulation and demodulation program written in C++ has been developed in the 
laboratory for simulating relative interference signals while the demodulator processed these 
into the desired displacement amplitude. The simulator incorporates both the sine and cosine 
components given by equations (4.4) and (4.5) to re-create a quadrature interference pair 
which closely mirrors the real output signals obtained from the dual-cavity fiber 
interferometer. Note that these signals are related to a known displacement. For example, in 
the case of sinusoidal excitation, the output displacement (d) is calculated by d = d0×sin(i×p) 
where d0 corresponds to the peak displacement amplitude, i is the sample number, and p is the 
phase angle step. 
 The demodulation is based on the phase-tracking algorithm described earlier and 
processes both the simulated and actual (real) interference fringes to give two displacement 
values for comparison purposes. In addition, random noise and/or phase errors can be added 
to the simulated interference signals to imitate the real signals for further analysis. It is to be 
noted that the simulated displacement, Dref, is based on a known set of vibration excitation 
parameters which subsequently leads to the detected (real) displacement denoted as Dcal. The 
differences in displacement between the maximum and minimum values of Dref and Dcal are 
denoted as Drefp and Dcalp, respectively. Consequently, each sampled data from both 
displacement values is compared, with their difference given by ∆Di = Dcali - Drefi, where i is 
the sample number. Both the maximum and minimum values of ∆Di are then determined and 
their difference (∆Dmax - ∆Dmin) calculated as ∆Dimax for a given displacement cycle (see 
Appendix C for clarification on Drefp, Dcalp, ∆Di, ∆Dmin, ∆Dmean, ∆Dmax, and ∆Dimax). ∆Dimax 
can then be used to characterize the performance of the fiber sensor. Note, however, that the 
definition of ∆Dimax results in a worst-case precision of the device. Three displacement 
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parameters as mentioned earlier are simulated by the simulation program and shown in Figure 
4.3.  
 
_max _min( )calp cal calD D D= −
_maxcalD
_mincalD





max max min( )iD D D∆ = ∆ − ∆  
Figure 4.3. Drefp, Dcalp and ∆Dimax obtained by the simulation/demodulation program. 
 
 We observe that the simulated and detected (real) displacements have been calculated 
from the difference between a maximum and a minimum displacement value in Figure 4.3. In 
practice, Dref is obtained from a commercial reference displacement sensor. These parameters 
are thus used for displacement analysis in this chapter. Further details and functions of the 
simulation/demodulation program can be found in Appendix B. 
IV-3 Phase error measurement and correction of out-of-
quadrature condition 
 As described in section IV-1, one of the principal conditions imposed by the phase-
tracking technique requires the two interference signals to be in quadrature. This section will 
next analyze the displacement error induced when the relative phase of the interference pair is 
not in quadrature and develop a method for correcting this eventual error. 
 Equations (4.4) and (4.5) represent the interference Vx and Vy components under a 
perfect quadrature condition. In the case of an out-of-quadrature condition, one of the two 
components, for example, Vy, can be re-written as 
 
0V V V sin(y y ym )φ ε= + +  (4.22) 
 
where “ε” is the induced quadrature phase error in Vy with respect to the horizontal 
component. Note that, for simplicity, Vx is kept arbitrarily unchanged. 
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 By using equations (4.4) and (4.22), Vy versus Vx (in X-Y mode) can be plotted under 
two possible conditions (in-quadrature and out-of-quadrature) by the simulation program. 
Figure 4.4 is an example of the two cases represented by the simulation program for ε = 0 (in-
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Figure 4.4. Simulated phase relation between two interference signals plotted in X-Y mode: 
(a) Vy and Vx in quadrature, and (b) Vy vs Vx out of quadrature. 
 
 It is observed that when ε = 0, a circle was obtained (see Figure 4.4 (a)) while an 
ellipse, on the other hand, was formed when ε ≠ 0, as shown in Figure 4.4 (b). We next 
investigate the out-of-quadrature condition in various relative phase states when ε was varied 
from ±15° to ±90° in steps of 15° using the simulation program. The simulated results are 
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Figure 4.5. Various relative out-of-quadrature states with ε varied from ±15° to ±90° by 
simulation program: (a) when 90° ≥ ε > 0°, and (b) when -90° ≤ ε < 0°. 
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We observe that various forms of ellipse can be obtained for ε varying from ±15° to 
±75°. This implies that the relative phase-shift between the two components (Vx and Vy) still 
occurred but they were very nearly in phase when ε was very close to ±75°. However, Vx and 
Vy were in phase when ε equaled ±90° as shown by a straight line for the case of ε = ±90° 
(Figure 4.5). 
 The simulation program plots the interference pair using equations (4.4) and (4.22) for 
a sinusoidally-varying reference displacement (Drefp) of 5.12 µm at ~ 159 Hz (where 1 period 
of the displacement amplitude corresponds to 628 samples and the difference between two 
sampled data = 10 µs, respectively). Demodulation of these fringes then resulted in a 
“calculated” displacement curve, Dcal, as shown in Figure 4.6. A quadrature phase error from 
0° to ±90° was then introduced between Vx and Vy in steps of 15° and the subsequently error-
induced displacement calculated. The optimization option was next applied to demodulate 
these interference signals over the quadrature phase error range investigated, leading to 
another set of displacement values. Analysis of both sets of displacements without and with 
optimization of the demodulation procedure then allowed the errors incurred to be obtained 










Figure 4.6. Output signals at a displacement amplitude of 5.12 µm plotted by simulation and 
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Table 4.1. Relationship between phase error variations and ∆Dimax without and with 
optimization. 
 
 It is observed that ∆Dimax was proportional to the absolute value of the quadrature 
phase error. As can be seen, ∆Dimax was found to be smaller when using optimization. It is to 
be noted that at ±90°, ∆Dimax, in the both cases, yielded very large errors and must not be 
considered since the limit of the demodulation technique has been breached. In addition, we 
also found that even with different displacement amplitudes, ∆Dimax remained the same (for 
example, ∆Dimax = 0.055 µm for both Drefp = 2.56 µm and Drefp = 5 µm or 10 µm) since no 
random noise has been added into the interference signals. 
 Techniques for correcting the effects of quadrature phase errors are not new and can 
widely be found in the literature. In particular, Heydemann [141] reported an ellipse fitting 
method operating on the input interference data to determine the resulting phase error. Hence, 
the interference fringes can be corrected in order to achieve the quadrature condition.  
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 We develop here a method to estimate the phase error which is different from [141]. 
Here, a geometrical method is instead employed. Nevertheless, an identical phase correction 
procedure has been retained. The following then describes the phase error estimation used in 
this work.  
 For simplicity, both Vx and Vy can be re-written in the following form 
 
cos( )Vx φ=  (4.23) 
 
sin( )Vy φ ε= +  (4.24) 
 
 These equations are the parametrical equations of an ellipse. To estimate the 
quadrature phase error between the two interference signals, we use a geometrical method 
based on distance measurement of the ellipse, as shown in Figure 4.7 for two possible 
conditions that can occur: ε ≥ 0 or ε < 0. These conditions are used to determine the signs 
(positive and negative conditions) of the ellipse. The positive condition corresponds to ε being 
oriented clockwise on the ellipse while a negative sign indicates the reverse (i.e. 












































Figure 4.7. Phase error estimation using geometrical method for two possible conditions:     
(a)  ε ≥ 0 (ym′ ≥ ym), and (b) ε < 0 (ym′ < ym).  
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 According to equation (4.25), ε is always positive or null. In order to determine its sign, 
it is necessary to consider the orientation of the ellipse. For this purpose, two segments, EF 
and GH, obtained from the intersection of two carefully selected vertical lines with the ellipse, 
are considered with M and M′ being located at the middle of EF and GH, respectively. As 
illustrated in Figure 4.7, let ym and ym′ be the ordinates of M and M′, respectively. Then, the 
sign of ε can be determined as follows:  
 
 
if  ym′ ≥ ym; 
 ε ≥ 0  
 else 




 From equation (4.25), it is to be noted that the determination of ε  is accurate when BC 
is small. On the other hand, ε is not well estimated when BC is close to AD (i.e. of similar 
length).  
 Application of the phase correction procedure can now be carried out and is described 
as follows. Equation (4.26) can be re-written as  
 
cos( ) sin( ) sin( ) cos( )





= × + ×




 Let V  be the sinusoidal component (Vyc y) in the absence of phase error, thus 
 
sin( )Vyc φ=  (4.27) 
 
 From equation (4.26), therefore, V  can be re-written as  y
 
sin( ) cos( )V V Vy x ycε ε= × + ×  (4.28) 
 








− ×=  (4.29) 
 
 In the case of the phase error = 0, we have   
 
2 2 21 (1+ = =V V radiusx y )  (4.30) 
 
 According to equations (4.23) and (4.27), we have 
 
2 2 1V Vx yc+ =  (4.31) 
 
 The accuracy of the phase correction method depends on that of the phase error 
determination. In order to improve the accuracy in determining ε, we developed a 







− × + = 
 (4.32) 
or 





− × +    
− =  (4.33) 
 
 The minimization process is then based on the calculation of the summation (S(ε)) 
defined by  
 
21 sin( )2( ) 1
cos( )0
 − − × = +   =  
∑n V Vyi xiS Vxi
i
εε ε
−   (4.34) 
 
where i is the number of the sampled data, n the total number of sampling data, Vxi and Vyi the 
ith sampled data associated with Vx and Vy, respectively, and ε the phase error. The summation 
then proceeds by varying ε in the range [εmin, εmax] with a given step of ∆ε.  
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 The estimated phase error is thus given by the ε value for which S(ε) is a minimum. 
Theoretically, εmin is equal to -π/2 while εmax is equal to +π/2, and ∆ε gives the accuracy 
during the determination of ε (for example, ∆ε = 1°). To reduce the number of calculations, 
we can use the estimated error value given by the geometrical method to limit the iteration 
interval. 
 In order to characterize the performance of the two methods (geometrical and 
minimization), several quadrature phase error values (ε) in the range [0, ~ 86°] have been used. 
The output phase errors calculated by the geometrical (εg) and by the minimization (εm) 
methods are reported in Table 4.2. Further, the corresponding ∆Dimax without and with phase 
correction using εm are included for comparison purposes. 
 






























































Table 4.2. Estimated quadrature phase errors by geometrical and minimization methods, and 
∆Dimax without and with phase correction.  
 
 The results confirmed that the use of the geometrical and minimization methods to 
determine the phase error is appropriate for large quadrature phase errors. The relative 
minimum and maximum phase errors from both methods (i.e. εg and εm) compared with ε 
over the entire range resulted in 0.01% (at ε = 85.94°) and ~ 150% (at ε = 2.87°) for the 
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geometrical process and 0.01% (at ε = 85.94°) and 29.62% (at ε = 2.87°) for the minimization 
process, respectively. It is thus seen that the error obtained from the minimization process was 
smaller than that obtained from the geometrical process. For example, for ε < 11.46°, a 
relative average error of εg ~ 106% has been obtained while that for εm ~ 22%. The 
relationship between ε and the estimated quadrature phase errors from both methods is plotted 

































Quadrature phase error,     (°)ε  
Figure 4.8. Relationship between quadrature phase error (ε) and phase errors estimated by 
geometrical and minimization methods. 
 
 We observe that the minimization method was more accurate than the geometrical 
method at small quadrature phase error values, as mentioned earlier. However, the results 
from both methods converged to become identical when ε was increased (from 11.46°) to the 
maximum value. The minimization process was thus observered to better perform compared 
to the geometrical process. 
 Figure 4.9 shows the relationship between ε and ∆Dimax without and with phase 
correction. By using phase correction, a maximum ∆Dimax of 7 nm was obtained at ε ~ 57° 
while it was found to be 156 nm at ε = 85.94° without using the phase correction function. On 
the other hand, a minimum ∆Dimax of 0 nm has been obtained at ε = 85.94° with phase 

























Figure 4.9. Relationship between quadrature phase error variation and ∆Dimax without and 
with phase correction. 
 
 Generally speaking, ∆Dimax should theoretically be 0 when phase correction is 
employed. In practice, ∆Dimax values are not always zero due to the limited accuracy of the 
estimation of ε from both methods, as mentioned earlier. Further, we also see that the 
maximum ∆Dimax value with phase correction is related to the maximum difference between ε 
and εm, ∆ε, (for example, ∆Dimax = 7 nm leads to ∆ε = 0.94°). The minimum ∆Dimax value, on 
the other hand, is obtained when ∆ε is a minimum between ε and εm (i.e. ∆Dimax = 0 when ∆ε 
= 0.001°). This thus implies that ∆Dimax is proportional to ∆ε. 
 Now, we consider the case where noise is superimposed on the signals. The simulation 
program allows adding a random noise having a Gaussian amplitude distribution. Statistically, 
the mean value of this noise is zero while the standard deviation, denoted as σ, can be 
adjusted. Note that the added noises are statistically independent and have the same standard 
deviation between two components (σx = σy = σ). Figure 4.10 shows a phasor diagram for Vy 

















Figure 4.10. Vy versus Vx in quadrature with noise inserted. 
 
 To estimate the noise value, we use a simple geometrical method based on measuring 
the relative width of distribution of both Vx and Vy with respect to the horizontal and vertical 
axes directly on the histogram. The intersection between the axes and the histogram is 
composed of four segments denoted as S12, S34, S56, S78. The estimated peak-to-peak noise 
value (Npp) is obtained by the average of these segments and can be given by 
 
12 34 56 78
4
+ + +=  
S S S SN pp
  (4.35) 
 
 The noise-dependent phase error can then be determined via the minimization method 
which calculates the summation (S(ε)) of the ε variation in an interval centered about the 
estimated angle obtained by the geometrical method. By adapting equation (4.34), the output 
from the summation of the sampled data with noise, Npp, inserted can be given by 
 
21 sin( )2 2( ) (1 )
cos( ) 20
 − − ×  = + − −     =  
∑n V V Nppyi xiS Vxi
i
εε ε  (4.36) 
 
 It is interesting to note that the Npp value is proportional to σ. Further, in order to 
consider the out-of-quadrature condition with the noise added, as simulated in Figure 4.11, we 














Figure 4.11. Vy out-of-quadrature with Vx with noise included. 
 
 Figure 4.11 has been simulated with σ = 0.014 and ε ~ 29°, resulting in a clockwise 
rotating ellipse with a distinct noise band. It is to be noted that in the summation (S(ε)) from 
equation (4.36), Npp/2 constitutes an approximation because the noise of V  is different from 
the noise of V , as we shall discuss hereafter.  
yc
y









−=  (4.38) 
 
Equation (4.29) can be rewritten as  
 
V Vyc y xVχ β= × + ×  (4.39) 
 
 Let σx2 and σy2 be the variances of the system noise in the interference pair while that 
of the corrected signal is denoted by σyc2. As the noises from the interference pair are 
independent, σyc2 can then be calculated by  
 
2 2 2 2( ) (yc y xσ χ σ β σ= × + × 2)  (4.40) 
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 Note that, if the phase error is small (since χ ≈ 1, and β ≈ 0) then σyc2 ≈ σy2.  
 To characterize the performance of the phase determination method when noise was 
added to the interference signals, σ was studied for three values: σ = 0.014, 0.043 and 0.072. 
Each measurement of εm (phase error determined by the minimization method) was carried 
out at least 10 times. The minimum, average, and maximum (εm_min, εm_avg, and εm_max) phase 
angles for different real quadrature phase errors are summarized in Table 4.3. 
 

































































































































Table 4.3. Relationship between quadrature phase error (ε) variations and estimated phase 
errors (εm_min, εm_avg and εm_max ) determined by minimization method with noise inserted. 
 
 The above table shows the relationship between the real quadrature phase errors (ε) 
varied from 0° to 85.94° and the estimated phase errors (εm) for σ = 0.014, 0.043 and 0.072. It 
is observed that at ε = 85.94° and σ = 0.014, the maximum difference in phase error between 
ε and εm_avg, denoted as ∆εavg, was 1.12° while it was found to be 5.14° and 18.61° for σ = 
0.043 and 0.072, respectively. The estimated phase error was thus proportional to the noise 
variation.  
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 The estimated phase errors (εm) are next plotted against the “real” quadrature phase 
error (ε) for σ = 0.014, 0.043 and 0.072 in Figures 4.12 (a), 4.12 (b) and 4.12 (c), the error 
bars representing the interval range of εm values as estimated over 10 times. The difference in 
phase errors between σ = 0 and σ = 0.014, 0.043 and 0.072 over the entire range are also 
plotted in Figure 4.12 (d).  
 
 
Figure 4.12. Relationship between actual quadrature phase errors and estimated phase errors 
determined by minimization method: (a) σ = 0.014 (b) σ = 0.043, (c) σ = 0.072, and (d) 
difference in phase errors between σ = 0 and σ = 0.014, 0.043 and 0.072, respectively. 
 
 It is thus seen that when σ = 0.014, the average estimated phase errors over the entire 
range was very close to the “real” phase errors introduced and the maximum magnitude of the 
error bar, denoted as ∆m, was found to be 1°. Also, a relative maximum ∆εavg value of 1.3% 
was found together with a relative minimum value of 0.09%. When the noise level was 
increased to σ = 0.043, the relative maximum ∆εavg was found to be 10.81% with ∆m = 3.12° 
while σ = 0.072 led to ∆εavg = 21.65% and ∆m = 3.23°, respectively. In addition, the results 
also show that for σ = 0.014, a maximum phase error of 1.13° was obtained by comparison 
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with the estimated phase values at σ = 0 (without noise included) over the entire range while, 
it was found to be 5.146° and 9.304° for σ = 0.043 and 0.072, respectively. The minimization 
method is thus highly efficient for low noise values (σ = 0.014) since the estimated results 
obtained were very similar to the actual quadrature phase errors introduced.  In addition, the 
errors induced during this estimation, ∆m, was also relatively small (~ 1°). In practice, 
however, the noise level added to the signals is often unknown. Hence, to improve the 
measurement accuracy, signal filtering from either an electronic circuit or a software program 
for eliminating the noise before data processing can be employed.  
 In order to correct the induced quadrature phase error, ε was first estimated via 
equation (4.34). In the context of an arbitrary (pre-determined) X-Y plane, the x-component 
was assumed to remain constant while the error-induced y-component can now be given by 
(4.29). Subsequently, equation (4.23) can then be used in conjunction with (4.29) in (4.32) to 
compensate the introduced error, ε. Figure 4.13 illustrates the operational principles of the 
phase correction technique employed in this work. In this example, the interference pair 

















Figure 4.13. Histograms of simulated signals: (a) without phase correction (ε = 30°), and (b) 
with phase correction (ε ~ 0°). 
 
Without phase error compensation, Vy plotted against Vx traced an ellipse rotated by ε 
= +30°, as shown in Figure 4.13 (a). The subsequent estimation of ε by the phase 
compensation algorithm then enabled its value to be used, as mentioned above, in calculating 
Vyc, resulting in the “transformation” of the original ellipse into an almost perfectly 
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compensated circular plot of Vyc against Vx where ε is, now, 0° (Figure 4.13 (b)). Hence, the 
relative phase shift between Vx and the compensated y-component, Vyc, can now be said to be 
in quadrature.  
 Table 4.4 presents the calculated ∆Dimax values without and with phase correction for 
σ = 0.014, 0.043 and 0.072 as the quadrature phase error was varied from 0° to 75° in steps of 
15°. 
 






































































Table 4.4. ∆Dimax versus phase error variations in terms of different noise values inserted. 
 
 It is observed that for σ = 0.014, the use of the phase correction function reduced 
∆Dimax over the entire range of phase errors investigated. For example, at ε = 60°, ∆Dimax 
without phase correction operated was 0.119 µm and 0.044 µm when phase correction was 
introduced. Consequently, an improvement in the displacement demodulation of 75 nm was 
obtained. However, for higher noise levels (σ = 0.043 and 0.072) ∆Dimax may increase using 
phase correction in certain cases (for example, at ε = 75° for σ = 0.043, ∆Dimax = 0.207 µm 
with phase correction and 0.169 µm without phase correction). This can simply be explained 
by the error incurred during the estimation of ε, as discussed earlier. 
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IV-4 Amplitude correction for noise reduction 
 As described in section IV-1, the phase-tracking method uses a normalization process 
based on the maximum amplitude of the interference pair. Consider for simplicity that a noise 
of identical amplitude is superimposed on the in-quadrature interference pair. A histogram of 
Vy and Vx can then be obtained as shown in Figure 4.14. 
 
 
Figure 4.14. Phasor diagram of simulated signals with noise inserted, illustrating amplitude 
normalization. 
 
 The normalization factor was previously considered as being equal to the maximum 
amplitude of the two components (Vx and Vy). A novel technique is now introduced for 
improving the phase calculation by taking into account the full amplitude range of the signals 
including noise. In Figure 4.14, the position “B” corresponds to the locus of the actual signal 
while “A” and “C” correspond to the loci of the minimum (Min) and the maximum (Max) 
values/levels of the noisy signal, respectively. The maximum amplitude of the actual signal is 
denoted as VA and the added peak-to-peak noise amplitude is denoted as Npp. 
 Let us first consider the case where no noise is included. By choosing a point (Vx, Vy) 
on the diagram, the corresponding angle (φ) can be calculated by 
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cos( ) = Vx
VA
φ  (4.41) 
 
 However, if noise is now included, Vx will be in the interval [Vx –Npp/2, Vx+Npp/2], as 
will be the normalization factor. In the latter case, only 3 possibilities are considered: VA-
Npp/2, VA, and VA+Npp/2. For each possibility, 2 angles corresponding to the boundaries of the 
Vx interval can be calculated. Consequently, the 6 resulting angles (φ1,…, φ6) can be given by 
the following  
/ 2
arccos1 / 2
 +=  − 
V Nx pp
V NA pp





 −=  − 
V Nx pp
V NA pp




+ =  
V Nx pp
VA




− =  
V Nx pp
VA




 +=  + 
V Nx pp
V NA pp




 −=  + 
V Nx pp
V NA pp
φ   (4.47) 
 
 Let us consider the particular case where Vx = VA/2, VA = 1 and Npp = 0.2. Hence, the 







 =   







 The subsequent numerical values of the 6 angles calculated for this case are as follows: 
0.5 0.1arccos 48.181 1 0.1
+= =−φ °   
 
0.5 0.1arccos 63.62 1 0.1
−= =−φ °   
 
0.5 0.1arccos 53.133 1
φ += = °   
 
0.5 0.1arccos 66.424 1
−= = °φ   
 
0.5 0.1arccos 56.945 1 0.1
+= = °+φ   
 
0.5 0.1arccos 68.676 1 0.1
−= = °+φ  
 
 Let us now define 
 
(dissymmetry relative to Case I:) min 2 1∆ = −φ φ φ  (4.49) 
 
(symmetry relative to Case II:) actual 4 3∆ = −φ φ φ  (4.50) 
 
(dissymmetry relative to Case III:) max 6 5∆ = −φ φ φ  (4.51) 
 
(dissymmetry relative to Case I:) min1 1∆ = −φ φ φ  and min 2 2∆ = −φ φ φ  (4.52) 
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(symmetry relative to Case II:) actual1 3∆ = −φ φ φ  and  actual2 4∆ = −φ φ φ  (4.53) 
 
(dissymmetry relative to Case III:) max1 5∆ = −φ φ φ  and max 2 6∆ = −φ φ φ  (4.54) 
 
 In the chosen particular case, ∆φmin = 15.42°, ∆φactual = 13.29°, ∆φmax = 11.73°, ∆φmin1 
= 11.82°, ∆φmin2 = -3.6°, ∆φactual1 = 6.87°, ∆φactual2 = -6.42°, ∆φmax1 = 3.06°, and ∆φmax2 = -
8.67°.  
 It is therefore seen that the minimum difference in the interval range has been obtained 
from ∆φmax (case III) in equation (4.51) but, in this case, a dissymmetry was produced relative 
to ∆φmax2. On the other hand, if we consider the absolute error values between φ and the 6 
angles (φ1, …, φ6), the minimum difference amongst the six operations possible was given by 
|∆φactual1 - ∆φactual2| (corresponding to case II) in equation (4.53) as compared to |∆φmin1 - 
∆φmin2| or |∆φmax1 - ∆φmax2|. Referring to Figure 4.14, it can also be observed that the errors 
were relatively symmetric for case II, and dissymmetric for the two other cases (case I and III). 
This symmetric nature inherently implies that the mean angle error was approximately zero 
for case II and non-zero for cases I and III.  
 Note that φ, according to the optimization method (as mentioned in section IV-1), has 
been calculated using Vx in the interval [π/4, 3π/4] and [5π/4, 7π/4] with Vy in the interval 
[7π/4, π/4] and [3π/4, 5π/4]. The amplitude correction is thus more efficient when φ falls 
close to the boundaries of the interval and diverges from the desired value when φ falls in the 
middle of the interval. From these considerations, we conclude that the best results can thus 
be obtained with a normalization factor equal to VA.  
 In the phase-tracking method, when noise is added, the actual signal value and VA 
(where VA has been defined as its maximum amplitude) are unknown. Hence, a correction 
must be introduced to estimate the VA value. This “amplitude correction” method is aimed at 
determining the VA value using an operation similar to that used in the geometrical phase 
estimation method. Let us consider Figure 4.15. The noise amplitude can be determined from 
the measurement of the segments (S12) and (S34) for the Vy component, and (S56) and (S78) for 
the Vx component. Note that, here, we take into account the fact that the amplitudes of the 





















Figure 4.15. Simulated Vy versus Vx plot using amplitude correction with noise inserted. 
 
 Let Vymax and Vymin be the maximum and minimum values of the Vy component and 
Vxmax, Vxmin the maximum and minimum values of the Vx component, respectively. Instead of 
estimating the VA value, we calculate 4 values denoted by Vymaxc, Vyminc, Vxmaxc, and Vxminc 
whose parameters are given by  
 
( 12max max 2
= − SV Vy c y )  (4.55) 
 
( 34min min 2
= + SV Vy c y )  (4.56) 
and 
( 78max max 2
= − SV Vx c x )  (4.57) 
 
( 56min min 2
= + SV Vx c x )  (4.58) 
 
 These parameters are then used to estimate the actual signal value when noise is 
included into the interference signals. We observe that Vymaxc and Vyminc are the maximum and 
minimum amplitudes of the actual signal of the Vy component while Vxmaxc and Vxminc, on the 
other hand, are the respective corresponding amplitudes of the actual signal of the Vx 
component.  
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 To determine the performance of the amplitude correction method, the interference 
signals are simulated in quadrature for different values of noise (σ). ∆Dimax without and with 
amplitude correction are then calculated via the above algorithm. The subsequent results are 
summarized in Table 4.5 and plotted in Figure 4.16 for comparison.  
 
Without amplitude correction With amplitude correction Noise 




























Table 4.5. ∆Dimax for different noise levels. 
 
 
Figure 4.16. (a) Relationship between ∆Dimax and noise variation, and (b) difference in 
displacement errors without and with amplitude correction: DE. 
 
 It is observed that ∆Dimax was generally proportional to the noise amplitude, (see 
Figure 4.16 (a)). We also observe that the ∆Dimax values obtained using amplitude correction 
over the entire range were smaller than ∆Dimax without amplitude correction. By comparing 
the slopes of the best-fit lines, the use of amplitude correction led to a ~ 17% error reduction, 
confirming the superior performance of the amplitude correction function for displacement 
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analysis. In addition, the maximum error obtained without and with amplitude correction was 
found to be 0.03 µm for σ = 0.087 and σ = 0.13 while, on the other hand, a minimum value of 
0.002 µm was obtained at σ = 0, as shown in Figure 4.16 (b).  
 We now apply amplitude correction to process an out-of-quadrature interference pair. 
The normalized amplitude of the actual signal was calculated in the same way as under 
quadrature. The simulated out-of-quadrature signals with amplitude correction parameters 






















Figure 4.17. Simulated out-of-quadrature interference pair with amplitude correction 
parameters (Vxmaxc, Vxminc, Vymaxc, and Vyminc). 
 
 Variations of ∆Dimax were next calculated for the phase error (ε) ranging from 2.87° to 
~ 75° with different noise values added (σ =0.014, 0.043 and 0.072). The resulting ∆Dimax 
values without and with amplitude correction have been summarized in Table 4.6. Recall that 
∆Dimax represents the maximum difference in displacement errors obtained from the difference 
























































































Table 4.6. Calculated ∆Dimax as a function of phase error variations and noise levels without 
and with amplitude correction. 
 
 It is observed that when ε is small (<11.46°), the use of amplitude correction is 
appropriate while for greater phase errors, this function by itself cannot efficiently reduce the 
displacement error. This implies that amplitude correction on its own, generally, does not 
reduce ∆Dimax in the case of severe out-of-quadrature interference signals and should therefore 
be used in conjunction with the phase correction function according to the following: 
Step 1: determination of the phase error using the geometrical and minimization 
methods, as previously described.  
Step 2: calculation of the normalized parameters, Vxmaxc, Vxminc, Vymaxc, and Vyminc, via 
equations (4.55)-(4.58). 
 Step 3: perform phase and amplitude corrections using the parameters obtained from 
step 1 and step 2, respectively.  
 Both functions (phase and amplitude corrections) are here operated simultaneously 
under simulation by varying the quadrature phase error from 2.87° to 74.49° at σ = 0.014 and 
0.043 for a displacement of 5.12 µm. The resulting ∆Dimax values were calculated under three 
operating conditions, (1) without phase and without amplitude corrections, (2) with phase 
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correction and without amplitude correction, and (3) with phase and with amplitude 
corrections, and have been summarized in Table 4.7. Figures 4.18 (a) and 4.18 (b) are 
graphical plots of ∆Dimax for the three cases studied at the two different noise levels, 
respectively.  
 













































































Table 4.7. Calculated ∆Dimax as a function of phase error variations and noise levels under 
three possible operating conditions. 
 
 It is observed that the ∆Dimax values over the entire range were very small (0.012 µm – 
0.041 µm for σ = 0.014, and 0.037 µm – 0.118 µm for σ = 0.043, respectively) when both 
functions were simultaneously employed (i.e. condition (3)) while, on the other hand, ∆Dimax 
was found to be very high (0.023 µm – 0.140 µm for σ = 0.014, and 0.052 µm – 0.151 µm for 
σ = 0.043, respectively) when condition (1) was used. Moreover, by comparing the slopes of 
the best-fit lines between the three conditions, the reduction of ∆Dimax from condition (1) 
compared with condition (2) was found to be 68.75% for σ = 0.014 and 30.77% for σ = 0.043 
while comparison between condition (1) and condition (3) resulted in an improvement of 75% 
in the relative displacement error measured for σ = 0.014, and 38.46% when σ = 0.043. This 
affirms the potential use of both the phase and amplitude correction functions to reduce the 
demodulated displacement error. In addition, ∆Dimax was also observed to be proportional to 
the quadrature phase error as well as the noise variation. 
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Figure 4.18. Relationship between quadrature phase error variation and ∆Dimax under three 
operating conditions with different noise levels: (a) σ = 0.014, and (b) σ = 0.043.  
 
 Finally, as illustrated in Figure 4.18 (a), the ∆Dimax values over the entire phase error 
range were almost linear when σ = 0.014 and, on the other hand, non-linear when the noise 
level increased to σ = 0.043.  
IV-5 Quantization noise in analog-to-digital conversion: 
Investigation of induced displacement error by simulation  
 At the output of the photodetectors, the interference signals are in analog form. To 
transfer such signals to a computer for processing, an analog-to-digital converter (ADC) is 
used from which a difference between the analog and digital values can be incurred. This 
difference is known as the “quantization error” [142] and is illustrated in Figure 4.19. 
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Figure 4.19. Example of quantization noise in analog-to-digital conversion: (a) analog input 
signal and its output digitized equivalent, and (b) associated quantization error 
(http://en.wikipedia.org/wiki/quantization_error).  
 
 The above shows an example of a signal which has been quantized and the 
corresponding quantization error. In Figure 4.19 (a), an analog signal has been converted into 
its digital form. It is observed that the quantized signal is inaccurate due to the analog signal 
not being “completely” digitized at some positions in time thus leading to a quantization error 
as represented in Figure 4.19 (b) for an 1-bit conversion. The accuracy of the quantization 
process is thus dependent on the number of bits (N) available from the ADC which is also 
used to determine the number of different digital output values (n), given by 
 
2= Nn  (4.59) 
 
 The ADC conversion range is thus [0, 2N-1]. From equation (4.59), it is seen that the 
quantization amplitude is inversely proportional to n. Hence, this error will be significantly 
reduced when the number of bits used is large. This consideration is verified via the 
simulation program which allows varying the number of bits so that the effect of the 
quantization noise on the displacement calculation can be quantified. 
 Figure 4.20 shows the simulated results using a 4-bit conversion without noise 
included into the signals. It is observed that for a simulated displacement, Drefp, of 5 µm 
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vibrating periodically at ~ 159 Hz, a calculated displacement, Dcalp, of 4.992 µm was obtained. 
Comparison of Drefp and Dcalp resulted in a relative displacement error of 0.16%. In addition, 









Figure 4.20. Quantization error using 4-bit conversion.  
 
 An 8-bit conversion under identical vibration conditions was next simulated the results 









Figure 4.21. Quantization error with 8-bit conversion.  
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 It is observed that with the 8-bit conversion, Dcalp was demodulated to give 4.999 µm 
with Drefp remaining at 5 µm. Hence, a relative displacement error of 0.02% was incurred. 
∆Dimax, which has been defined as the maximum displacement error obtained from the 
difference in displacement between Dcal and Dref, was found to be 4 nm. The two examples 
studied thus demonstrated the relative importance of this quantization process if a highly 
accurate device is to be developed. Subsequently, a simulated displacement range of 0.6 – 30 
µm at ~ 159 Hz without noise included has been investigated by varying the number of bits 
from 2 to 12 bits. The resulting quantization-induced errors (in displacement) are summarized 
in Table 4.8.  
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Table 4.8. Quantization errors and ∆Dimax values calculated for varying number of conversion 
bits. 
 
 A relative maximum displacement error of 1.606% was obtained at Drefp = 0.6 µm for 
N = 2 bits. However, the error trend was found to progressively decrease when the number of 
digitizing bits was increased (for example, at Drefp = 0.6 µm and N = 4 bits, the relative 
displacement error was ~ 1%) and it tended towards 0% for N ≥ 11 bits. The displacement 
error was, hence, inversely proportional to the number of conversion bits employed. It is also 
observed that no quantization error occurred (∆Dimax = 0) when N > 10 bits. These results are 
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thus valid on the condition of the peak-to-peak amplitude of the analog signal being at least 
equal to the ADC conversion range. 
IV-6 Experimental results 
 To investigate the performance of the phase-tracking technique for demodulating the 
output interference pair from the dual-cavity EFFPI sensor into displacement information, the 
experimental set-up schemed in Figure 3.10 has been employed. A low-voltage piezoelectric 
transducer (P-753 Model PZT), with an integrated capacitive displacement sensor having a 
sensitivity of ~ 2.50109 µm/V, was now employed as the reference sensor instead of the 
Philtec displacement sensor.  
IV-6.1 Sinusoidal and squarewave excitations in quadrature condition 
 As preliminary demonstration, sinusoidal and square excitation waveforms were first 
used to generate the dynamic movements. At a constant amplitude of ~ 2 Vp-p and ~ 10 Hz, 
output signals (interference pair) from the fiber interferometer were obtained and displayed on 
a digital oscilloscope as shown in Figure 4.22 (a) for a sinusoidal excitation, while Figure 4.22 
(b) presents the histogram of Vy plotted against Vx (with optimization and normalization but 











Figure 4.22. (a) Output signals with sinusoidal excitation at ~ 10 Hz and ~ 2 Vp-p excitation 
amplitude, and (b) Vy-Vx plot in quadrature. 
 
 The two in-quadrature interference signals can be clearly seen (Channels 1 and 2, 
respectively) while Channel 3 indicates the output displacement curve given by the reference 
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sensor (PZT) which was excited by a function generator. The sampling frequency used was 
500 kHz. The oscilloscope then stored 10000 samples per channel which were transferred into 
a data file and demodulated by the program. For a 2.07 V excitation amplitude, the reference 
peak-to-peak displacement was 5.148 µm while the calculated peak-to-peak displacement was 
found to be 5.169 µm, leading to a difference of 21 nm (or relative difference of 0.41%) 
between the 2 displacement amplitudes. ∆Dimax was also calculated and found to be 0.159 µm. 
The output interference signals and displacement curves obtained by the demodulation 
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Figure 4.23. Output interference signals and displacement curves from phase-tracking 
demodulator (sinusoidal excitation). 
 
 ∆Di_max was found to be 0.041µm on the rising edges of both the displacement 
curves and decreased to a minimum (-0.118 µm) on their falling edges. The mean value of 
∆Di can thus be calculated by ∆Dmean = (∆Dmax - ∆Dmin)/2 which, in this experiment, was 
found to be 0.0795 µm.  
 Squarewave excitation was next demonstrated for displacement analysis. With an 
identical configuration as above, the output quadrature interference signals together with the 
reference signal from the capacitive displacement sensor in the PZT are illustrated in Figure 













Figure 4.24. (a) Output signals under squarewave excitation at ~ 10 Hz and ~ 2 Vp-p excitation 





Dcalp = 5.155 µm




Figure 4.25. Output interference signals and displacement curves obtained by demodulation 
program (squarewave excitation). 
 
 At the identical excitation amplitude, the reference peak-to-peak displacement was 
found to be 5.153 µm while that obtained from the fiber interferometer was calculated to be 
5.155 µm, hence, a difference of 2 nm between the 2 sensors, to result in a relative 
displacement error of 0.04%. In addition, ∆Dimax was calculated to be 0.146 µm while ∆Dmean 
≈ 0.073 µm.  
 By comparing the results obtained under sinusoidal and squarewave excitations, we 
observe that both the displacement error (∆D) and ∆Dimax were lower under the latter 
excitation. Addition experiments have confirmed this error status. In Figure 4.26, the 
displacement curves and the displacement errors corresponding to both sinusoidal and 
squarewave excitations are concurrently plotted. We observe that at the “stationary levels”, 
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the displacement errors obtained were very low, in particular, under squarewave excitation (in 
this case, an average ∆Dimax value from 4 stationary positions was found to be 0.357 µm under 
sinusoidal excitation and 0.002 µm under squarewave excitation). For the rapidly-varying 
transitory levels, the displacement errors, on the other hand, were relatively high (0.981 µm 
and 0.897 µm under sinusoidal and squarewave excitation, respectively). As the duration of 
the stationary levels is longer under squarewave modulation, there is sufficient time to 
























Figure 4.26. Displacement errors from two excitation waveforms: (a) sinusoidal signal, and 
(b) squarewave signal. 
 
 The results demodulated demonstrated good agreement between measurements 
carried out under a “static” mode (i.e. the PZT moving from one position to another 
interspersed by stable states) and poor agreement under the “dynamic” mode (where the PZT 
was in continuous motion). It is highly probable that the reference signal from the PZT is 
inaccurate at high excitation frequencies. Note that the specifications of the PZT controller do 
not include information on its dynamic response. As a result, subsequent experiments shall be 
carried out under uniquely squarewave modulation. 
145
IV-6.2 Displacement error induced by phase change and correction 
 In order to induce the necessary phase error, we simply varied the orientation angle 
of the quarter waveplate (as shown in Figure 3.10). Figure 4.27 shows the Vy-Vx histogram 
obtained for ε ≈ -52° at an excitation of 1.89 V. The output interference signals and 
displacement curves obtained by the demodulation program are plotted in Figure 4.28. Note 
that no amplitude correction has been applied in both cases.  
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Without phase correction With phase correction
(a) (b)  
Figure 4.27. Vy plotted against Vx for ε ≈ -52°: (a) without phase correction, and (b) with 




Dcalp = 4.819 µm




Dcalp = 4.744 µm





Figure 4.28. Output interference signals and displacement curves obtained by demodulation 
program: (a) without phase correction, and (b) with phase correction. 
 
 Without phase correction, as illustrated in Figure 4.28 (a), a demodulated 
displacement of 4.819 µm was obtained from the fiber sensor, leading to a difference of 96 
nm (or relative difference of 2.03%) with respect to the reference displacement (Drefp = 4.723 
µm). In addition, ∆Dimax was found to be 0.977 µm. With phase correction (see Figure 4.28 
(b)), on the other hand, the demodulated displacement improved to 4.744 µm with ∆Dimax = 
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0.910 µm, hence incurring an error of only ~ 21 nm (or relative difference of 0.44%). It is thus 
clear from the above that important reduction in the displacement errors can be achieved with 
phase correction and thus re-affirms the utility of such a function for compensating 
displacement errors induced by quadrature phase variation. It is interesting to note that the 
quadrature phase error was almost approximately zero when the phase correction function was 
applied. 
IV-6.3 Interferometer accuracy and precision with phase-tracking 
demodulation  
 As investigated in Chapter III-4, an average accuracy of ~ 48 nm and an average 
precision of ~ ±56 nm were obtained from the fringe-counting technique for sinusoidal 
excitation over displacements ranging from ~ 6 to 30 µm. In this section, we attempt to 
investigate these parameters via the phase-tracking technique as a comparison of their relative 
performance. By generating a square excitation waveform with a constant displacement of 
9.316 µm at 10 Hz, the output quadrature interference signals and displacement curves 
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Figure 4.29. (a) Output interference signals and displacement curves under sqarewave 
excitation obtained by demodulation program, and (b) Vy-Vx plot in quadrature for 1 
measurement. 
 
 To calculate accuracy, the raw data from the fiber interferometer at an identical set-
up configuration were measured over 40 times and demodulated by the program to obtain an 
average displacement (Dcalp) of 9.298 µm. By comparing the averaged total to the measured 
displacement value from the PZT, an accuracy of ~ 18 nm (or relative accuracy of 0.19%) has 
been obtained. The precision of the sensor system demodulated by the phase-tracking 
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technique was calculated as in equation (3.5), resulting in ~ ± 3 nm (or relative precision of 
0.03%). ±
 In addition, by varying the excitation displacement amplitude from ~ 1.2 µm to 9.3 
µm, an average accuracy and precision of ~ 10 nm (or relative accuracy of 0.31%) and ~ ± 2 
nm (or relative precision of ± 0.039%), respectively, have been obtained. These values have 
been verified to be repeatable via the phase-tracking demodulation technique.  
IV-7 Applications of dual-cavity fiber interferometer in 
seismology and inclinometry 
Two applications which can potentially exploit the dual-cavity EFFPI sensor for 
vibration analysis are reported in this section [143]. The first application concerns the 
seismologic field. The fiber interferometer was assembled in parallel with two seismometers 
(Mark Products L22 model) as schematically illustrated in Figure 4.30. One was used as the 















from photodetectors  
Figure 4.30. Experimental set-up of dual-cavity EFFPI sensor for seismologic applications 
(where: Fs corresponds to sampling frequency). 
 
 The interferometric signals obtained from the interferometer and the signal from the 
reference seismometer have been recorded by the same acquisition system (DAQ) from REF 
TEK, Inc., at a sampling frequency of 1 kHz (Fs). The displacements detected were due to 
disturbances on the seismometers subjected to free environmental oscillations. The output 
signal from the seismometer directly represented the velocity of the induced vibrations. To 
compare data from the two systems (interferometer and seismometer), we have two 
possibilities. The first possibility is calculating the “reference” displacement from the velocity 
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given by the seismometer using an integration operation while the second, on the other hand, 
involves converting displacements measured by the fiber interferometer into velocity 
information using a differentiation process.  
 Figure 4.31 shows the interference signals and displacement curves from both systems 
obtained by the demodulation program. A maximum peak-to-peak displacement amplitude of 
~ 5.547 µm was obtained by the fiber interferometer while the reference seismometer output 
an amplitude of ~ 5.591 µm after integration of the velocity data. The subsequent 
displacement (amplitude) difference was found to be ~ 44 nm (or relative difference of 
0.79%).  
 
Interference signals in quadrature condition
Displacement measured by seismometer





Figure 4.31. Interference signals from fiber sensor and demodulated displacements. 
 
 The experimental results demonstrated excellent agreement between the two systems 
for non-periodic measurements. In addition, the phase-tracking demodulation technique was 
also found to be potentially interesting for interpreting complex interference signals into 
displacement information. It is also observed that noise has been included into the 
displacement calculation since the interference signals were not filtered before data 
demodulation. This noise effect can, however, be reduced by using an electronic filter circuit 
or a signal filtering function from the software program.  
 To obtain velocity information from the fiber interferometer, the measured 
displacement data were differentiated over the entire measurement range (60000 points) at 
sampling periods determined by the sampling frequency. Figure 4.32 shows the interference 
signals as well as the velocities from both systems obtained by the demodulation program. 
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Note that the calculated velocity was filtered by an averaging filter from the program (order = 
13). This value has been chosen to reduce the bandwidth of the fiber interferometer to 
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Figure 4.32. Interference signals and velocity measurements from interferometer and 
“reference” seismometer under free oscillation. 
 
 A maximum velocity of 0.334 µm/ms has been obtained from the fiber interferometer 
while the “reference” seismometer gave a direct velocity value of 0.339 µm/ms. Hence, the 
velocity error was 5 nm/ms. In both measurement possibilities, the presence of high frequency 
components on the fiber interferometer data was observed. These components were not 
quantified as their origins are currently unknown although they occurred quite periodically at 
a frequency of 58.8 Hz. The possible sources for this “anomaly” are: resonance from the 
seismometer’s mobile mass or from the optomechanical components used to hold the 
interferometer, higher-frequency components from the free oscillation which were not 
detected by the damped seismometer, small-magnitude vibrations from nearby instruments, 
etc. 
 In the second application, the fiber interferometer was employed as an optical 
inclinometer for level measurement of liquid motion in short-base communicating vases 
[144]–[146]. The experimental set-up is illustrated in Figure 4.33 while Figure 4.34 shows a 
photograph of the actual configuration used in this work. The liquid level due to any external 
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perturbations can be obtained from the measurement of the interference pair via phase-
tracking demodulation. An oscillator in sub-critical mode can thus be obtained by the 
injection of liquid via a calibrated syringe. A Linear Variable Differential Transformer 
(LVDT) sensor with an integrated floater (made of silica) was placed in one of the vases while 
the fiber interferometer was positioned vertically above retro-reflectors stuck onto a metal 
support just below the liquid surface as shown in Figure 4.34. Interference fringes appeared as 
soon as the length of the optical path between the optical probe and the reflectors was 
































Figure 4.33. Experimental arrangement of fiber interferometer applied for inclinometry (λ/4: 










Figure 4.34. Photograph of experimental set-up for inclinometry. 
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 For this experiment, a 2 ml quantity of oil (of index noil ~ 1.33) has been added to the 
vase containing the LVDT sensor via the syringe. Figure 4.35 shows the oscillations of the 
fluid before the established mode has been reached. The final level measured by the fiber 
interferometer was compared against measurements (both transitory and stable states) 
provided by the LVDT. The experimental results show both measurements to be coherent. 
The increase in the liquid level for the addition of 2 ml of oil was measured as 82.8 µm by the 
interferometer presenting a variation of 2.5 µm compared to the 80.3 µm obtained from the 
LVDT. The measurement error in this experiment can be explained by several factors: the 
uncertainties in the dimensioning of the vases, the actual quantity of liquid injected manually 
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Figure 4.35. Oscillation of the liquid level measured by interferometer and LVDT sensor. 
 
 The experimental results from above show the potential capability of the phase-
tracking fiber interferometer for demodulating displacements in applications where random 
(non-periodic) vibrations are involved. 
IV-8 Conclusion  
 In this chapter, the principles of the phase-tracking method for demodulating two 
interference signals either in quadrature or with quadrature phase errors into displacement 
information have been presented. A simulation and demodulation program has been 
developed to synthetize the interference pair with functions to enable simple 
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modification/variation of the associated conditions such as noise, phase error, quantization, 
etc. The program also enabled the development and testing of various functions for improving 
the performance of the fiber sensor.  
 Two functions developed so far concerned phase and amplitude corrections. The 
former is needed when the interference pair contains an out-of-quadrature phase condition. 
The latter, on the other hand, has been introduced for minimizing the effects of noise added to 
the interference pair. Simulation results have been reported and confirm quantitatively the 
efficiency of the two functions. 
 Experimental data provided by a digitizing oscilloscope have been processed by the 
program. Sinusoidal and square excitation waveforms have been applied to a PZT. The results 
obtained under the squarewave mode have been found to be highly consistent and accurate for 
displacement measurements. However, a problem has been identified with respect to the PZT: 
its output signal is not valid in the case of high-frequency dynamic mode operation. 
 Two applications of non-periodic measurements have been demonstrated. The first 
concerned displacement measurement of the mobile mass of a seismometer subjected to free 
oscillation (hence, the random nature of the subsequent vibration) while the second involved 
measuring oscillatory liquid levels in an optical inclinometry application. Experimental results 
obtained in both tests show excellent agreement, taking into account several unknown 










































Conclusions and Future Work 
 
V-1 Conclusion  
 The development of a dual-cavity extrinsic fiber-based Fabry-Perot interferometric 
(EFFPI) sensor for periodic and non-periodic vibration measurements has been reported in 
this thesis. It worked on the basis of a low-finesse fiber Fabry-Perot interferometer in which 
the sensing cavity was formed by two reflected beams, one from the fiber end as the reference 
beam and another from the retro-reflective target as the sensing beam, which then combined 
within the fiber arm to generate a cosinusoidal interference signal with a phase-shift due to 
their optical path difference. Any changes to the optical path length then resulted in a change 
to this phase-shift. By tracking the variation in the phase difference, changes in the cavity 
length were thus measured with relative ease to extract the desired measurand(s) which, in this 
case, was the displacement amplitude of a vibrating target. 
 One of the most common problems associated with a typical Fabry-Perot 
interferometric sensor system (as well as with all interferometers) is the ambiguity in the 
directional displacement of the vibrating target. To overcome this, the fundamental mode 
injected into the EFFPI was decomposed into two orthogonal polarization components and, by 
introducing a known phase delay between the two components optically via an optical retarder 
element (quarter waveplate), two sets of interference signals phase-shifted by 90° (or λ/4) 
were obtained. The time difference (∆t) resulting from the relative phase-shift between the 
two orthogonal signals was used to distinguish directional movement where ∆t > 0 
represented movement of the target towards the sensing fiber. On the other hand, ∆t < 0 
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indicated target movement away from the fiber. This directional detection has been confirmed 
by using a reference displacement sensor. 
 Another main problem which generally affects fiber interferometers is polarization-
induced signal fading (PIF). This can result in the attenuation of the interference signals due 
to polarization scrambling of either the reference or sensing signal from unwanted or 
unforeseen external perturbation such as accidental fiber bending, relatively large temperature 
variations in the sensing environment, accidental application of stresses and strains, etc. To 
minimize this detrimental effect, a circularly-polarized light has been produced in the sensing 
signal via polarization-controlling optics (two optical elements have been used: a quarter 
waveplate and a linear polarizer) inserted in the sensing cavity. Two orthogonal components 
of the sensing beam with almost identical amplitudes were therefore produced so that even 
when the polarization state of the reference components in the fiber was perturbed, the 
visibility of the two interference signals (Vx and Vy) was not completely attenuated. In the case 
of an elliptical polarization, the amplitude relationship between both interfering orthogonal 
components was inversely proportional so that when the polarization state was varied, one 
component became completely attenuated while the other was enhanced. These assumptions 
have been aptly demonstrated using the dual-cavity EFFPI sensor where experimental results 
showed that the output visibility of the interference signal was almost completely attenuated 
without any polarization control along the optical path, while, on the other hand, the 
interference pair was only slightly attenuated when the polarization-controlling optics were 
inserted.  
 Two demodulation techniques have been reported in this work to convert/demodulate 
the output interference fringes into the desired displacement amplitude. Modified zero-
crossing fringe counting was first described. By using peak and valley detection coupled with 
the bucket-bin method, output displacements with a resolution of λ/64 can be achieved. This 
technique was found to work very well on periodic vibrations and on interference signals 
containing multiple fringes. Unfortunately, it did not lend itself efficiently to non-periodic 
measurements, small-displacement vibrations (less than a half wavelength) and error 
correction could not be implemented easily as initially thought. A phase-tracking technique 
was therefore developed to counter the difficulties encountered earlier. Phase-tracking 
demodulation was found to be capable of operating on non-periodic and/or random vibration 
and on small displacement amplitudes. In particular, three excellent features have been 
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included in the demodulation program to improve the general fiber sensor performance: 
quadrature phase error compensation, amplitude correction, and optimization of the phase 
calculation process by taking into account the evolving Vx and Vy.  
V-2 Future work  
 Preliminary investigation has been carried out concerning polarization-induced signal 
fading (PIF) in the fiber interferometer and attempts were subsequently made at 
eliminating/minimizing this detrimental phenomenon by controlling the polarization state of 
the re-injected sensing wave. However, it has been found that a slight attenuation in the 
visibilities of the two interference components (Vx and Vy) still occurred. This can be 
explained by the fact that the elliptically-polarized reference beam has been rotated through a 
certain angle due to induced birefringence (application of stress/strain, severe bending radius, 
etc.) in the sensing fiber. Hence, interference between this reference beam and the circularly-
polarized sensing beam would lead to Vy and Vx being rotated out of alignment to the fixed 
principal axes of the polarizing beamsplitter (PBS). As a result, variations in both fringe 
visibilities have been observed. One potential solution, while maintaining the current 
polarization optics set-up, would be to introduce a linearly-polarized injected beam serving as 
the reference wave. In this way, even when induced birefringence intervenes, the combination 
of the linearly-polarized reference beam, albeit slightly rotated, and the circularly-polarized 
retro-reflected sensing wave would always result in a circularly-polarized equal-amplitude Vx 
and Vy pair which could be detected without having to re-align the PBS axes with the 
incoming interference pair. Another perspective involves a slight modification to the current 
sensor head by removing the quarter waveplate while keeping the linear polarizer. In this case, 
a circularly-polarized reference wave (i.e. with both x and y components in quadrature) could 
be introduced into the interferometric system by manipulating the fiber pigtail of the laser 
diode. Hence, combination of this wave and the ensuing linearly-polarized sensing wave 
would ensure that both Vy and Vx could be equally/evenly distinguished by the PBS axes in 
terms of their optical intensities. A more challenging prospect to PIF compensation would be 
to (mechanically) twist the sensing fiber in such a way as to introduce a relatively high stress-
induced circular birefringence. Any propagating wave, no matter its initial polarization state, 
would then be constrained into a circular polarization state after a distance equivalent to a few 
twists of the sensing fiber. Keeping only the linear polarizer as the main optics at the sensing 
head, an interference pair which is circularly-polarized would result. Its decomposition into Vy 
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and Vx via the PBS could then be conveniently carried out without much risk of intensity 
attenuation (or variation in fringe visibilities) due to any SOP (state of polarization) change. 
While polarization-maintaining optical fibers can be employed as the sensing arm, as is the 
case in most, if not all, reported work in interferometry-based fiber sensors, it will not be 
considered here simply because the cost implications associated with such fibers, especially in 
remote installation of the sensor head over distances in excess of 5 km common in geophysics 
monitoring/applications, can become astronomical.  
 Another important parameter pertaining to the fiber interferometer performance is its 
resolution, defined as the minimum detectable displacement or variation in optical path 
difference (OPD). The modified fringe counting technique developed in Chapter III required 
at least λ/4 in the OPD variation where the fractional fringes must encompass peak-to-peak 
amplitudes (i.e. voltage). Although the demodulation algorithm enabled a system (or 
processing) resolution of λ/64 to be obtained by dividing the detected fringe amplitudes into 8 
sub-levels, the above condition still has to be satisfied. An improvement to the current fringe 
counting technique would be to extend the processing resolution into the sub-nanometer range 
for measuring fast non-periodic vibrations. 
 Phase-tracking demodulation suffers no such limitation since its resolution could 
extend well into the picometric range. This would effectively require that laser source power 
drifts (due to temperature and drive current fluctuations), polarization state scrambling within 
the sensing fiber, PIF, quadrature errors, system noise, etc, be thoroughly investigated and 
compensated, forming the next stage of this work. In addition, the possibility of modulating 
the reference signal (via frequency modulation of the laser source and/or 
mechanical/electronic modulation of the sensing arm) to generate a “reference” fringe against 
which vibration amplitudes less than half a fringe (<λ/4) can be calibrated and be repeatably 
measured with high precision must be considered. Thus, such a heterodyne system should be 
looked upon as an enhancement to the performance of the current homodyne sensor. 
Mastering the above parameters and/or the development of a heterodyne device would 
subsequently enable slowly-varying displacements to be tracked in quasi-static measurements. 
On the other hand, finding a sufficiently accurate “reference” sensor to validate picometric 
displacements might prove a technological difficulty. The usual piezo-electric devices might 
no longer be compatible with such measurements and another interferometer might be 
required as a calibration tool. 
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 Finally, the push into real-time or quasi-real time signal processing and, hence, 
measurement, is the ultimate objective in any sensor development. This could be implemented 
using a combination of low-noise high-speed synchronized multi-channel DAQ cards and 










































Analysis of polarized light 
 
A-1 Investigation of polarized light by using a polarizer  
 In Chapter II-4 we briefly described the characteristics of the polarized light 
propagating in the dual-cavity fiber Fabry-Perot interferometer. Optical generality principles 
dictate that a plane optical wave can be characterized by various states of polarization which 
may be any one of the following: 
• linearly polarized  
• circularly polarized 
• elliptically polarized 
To investigate the state of polarization (SOP) of the light beam in the fiber 
interferometer, we introduced a polarizer in the optical path of the beam and rotated it about 
the direction of propagation so that either of the following three possibilities can occur: 
(a) after rotating the polarizer by 360°, if there is extinction at two positions of the 
polarizer, then the beam is linearly polarized 
(b) after rotating the polarizer by 360°, if there is no variation in the optical intensity, 
then the beam is circularly polarized. 
(c) after one complete rotation of the polarizer, if there is a variation of intensity 
(without complete extinction) then the beam is elliptically polarized.  
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To prove these assumptions, Jones matrices are employed here for determining the 
SOP of the beam emerging from the polarizer and/or an optical retarder (like a quarter 
waveplate or half waveplate). Suppose that we have a polarized incident beam represented by 
its Jones vector , which passes through an optical retarder plate and emerges as a new 









, a process that can be 
described mathematically using a 2×2 matrix. Recall that a matrix is just an array of numbers 
that has prescribed addition and multiplication operations. Let κ  represent the transformation 
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and, upon expanding, 
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 Table A1 contains a general listing of Jones matrices for various optical retarder plates. 




represents a linear polarization state at +45°, which passes through a quarter waveplate whose 
fast axis is vertical. The polarization state of the emergent wave is found as follows, where we 


















 Hence, after the multiplication process a right-circular polarization is obtained. In 
general, if the beam passes through a series of optical elements represented by the matrices 
, ,…,  then, 1κ 2κ nκ
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Optical retarder element Jones matrix representation 
 
Linear horizontal polarizer 
1 0
0 0
     
 
Linear vertical polarizer 
0 0
0 1
     
 
Linear polarizer at +45° 
1 11
1 12
     
 
Linear polarizer at -45° 
1 11
1 12
−  −   
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Table A1. Jones matrix representation of common optical elements. 
 
 The matrices do not commute; they must be applied in the proper order. The beam 
leaving the first optical element in the series is 1Eiκ
r
. After passing through the second 
element, it becomes , and so on. To illustrate the process, let us return to the beam 
considered above but, now, it passes through two quarter waveplates instead, both with their 
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 The transmitted beam is thus a linearly-polarized light at -45°, having essentially been 
rotated through 90° as if by a half waveplate. When the same series of optical elements is used 
to examine various SOPs, it becomes desirable to replace the product nκ …,  by a single 
2×2 system matrix obtained by carrying out the multiplication process. 
2κ 1κ
A-2 Investigation of polarized light in dual-cavity EFFPI 
sensor via a simulation program 
 A program written in C++ has been utilized for simulating and demodulating the 
interference pair into the displacement amplitude (described in Appendix B). It also includes a 
function to allow estimating the polarized light in the dual-cavity EFFPI sensor. Here, we use 
this function to investigate the polarization state from the combination of two interference 
signals from the fiber interferometer. The output polarization after the combination, denoted 
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where  and  are the polarization states of the reference and sensing beams, 
respectively. By decomposing both signals into two orthogonal components (x and y 
components) using a polarization beamsplitter, the SOP at the output arm after the 
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where Ex and Ey correspond to the polarization states of the x and y components, Esensx, and 
Esensy are the respective sensing components while Erefx, and Erefy represent the reference x and 
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y components, respectively. The output vector from the combination of the two signals is 






















Figure A1. Simulation of output vectors from two signals: (a) reference vector, (b) sensing 
vector, and (c) output vector after combination. 
 
 According to equation (A8), we can now define the polarization states of the two 
signals by the following expressions 
 




( )1E B cosrefx tω=  (A10) 
( )E Acos tsensx ω θ= +  (A11) 
and 
 




( )2E B sin trefy rω ε= +  (A13) 
 
( )E Asin tsensy sω θ ε= + +  (A14) 
 
with ω the angular frequency of the wave while t is time, θ is the phase angle of the target 
movement, B1 and B2 are the respective amplitudes of Erefx and Erefy, and εr and εs are the 
phase errors of the polarization states of the reference and the sensing signals (that vary within 
the range of [-2, 2] radians), respectively. Hence, the two signals (Vx and Vy) detected by the 
photodetectors for a displacement of the target over one period (from 0 to 2π) can be given by  
 




( )2 2( ) ,0= ∫V E uy yπθ θ  (A16) 
 
where u = tω .  
 Further, we also define the sensing signal as having a constant normalized amplitude 
(A = 1), and the reference signal as having an amplitude variation from 0 to 2. Using 
equations (A7)-(A16), the polarized light of the two signals (sensing and reference signals) 
and the output polarization from the combination of both signals can be simulated. 
Consequently, the program uses 4 parameters (B1, B2, εr and εs) for changing the polarization 
states of the reference and sensing signals and the amplitude of the reference signal. By 
assuming that B1, B2, and εr = 1, and εs = 0, as shown by the menu controller in Figure A2 (a), 
the simulated polarization states associated with both signals are plotted in Figure A2 (b). 
Figure A2 (c) corresponds to the output polarization resulting from the combination of both 












Figure A2. Program windows for simulating polarized light: (a) menu controller, (b) 
polarization state of the two signals, (c) Vy plotted against Vx in X-Y mode, and (d) polar plot 
of resulting SOP.  
 
 We observe that when B1, B2, and εr = 1, and εs = 0, an elliptical SOP and a circular 
SOP have been obtained for the reference and sensing signals respectively since εr = 1 radian 
while εs = 0. The combination from both polarizations resulted in an elliptical polarization 
state as confirmed by the polar plot in Figure A2 (d). 
 We next assume that B1 and B2 = 1 with εr and εs = 0 as shown in Figure A3 (a). The 
simulated SOPs for both signals are illustrated in Figure A3 (b) while the final polarization 
state from the combination of both signals has been plotted in Figure A3 (c). The intensity 












Figure A3. Combination of two circularly-polarized light to form linear polarization. 
 
 It is observed that two circular polarizations corresponding to the reference and 
sensing signals were obtained when B1 and B2 = 1, and εr and εs = 0 (see Figure A3 (b)). Here, 
no phase error occurred in both components. Further, it is also found that a linearly-polarized 
light was obtained upon combination of both signals, as verified in Figure A3 (d). 
 Finally, we assume that B1 and B2 = 0.5, εr = 1.57 radians (or ~ 90°), and εs = 0 as 
shown in Figure A4 (a). The SOPs from both signals and the output polarization from their 
combination are plotted in Figures A4 (b) and A4 (c), respectively. The intensity distribution 












Figure A4. Circularly-and linearly-polarized light combining to form left-circular SOP. 
 
 The simulated results show that the sensing beam consisted of a circular SOP while the 
reference signal was linearly polarized. This was due to εr = 1.57 radians being introduced 
into the reference signal. Hence, the phase-shift between the two components was π/2. We 
also observe that the amplitude of reference signal was smaller than that of the sensing wave 
since the latter amplitude has been normalized to a constant value of 1. The reference signal 
amplitude, on the other hand, was fixed at 0.5 (see Figure A4 (b)). A left-circular polarization 
state was subsequently obtained from the combination of both signals (see Figure A4 (c)) 
while Figure A4 (d) confirms this polarization state with the intensity distribution plot. 
 We also investigated the resulting polarization from combination of the two signals 
under other conditions (for example, linear-linear, linear-elliptical, and/or elliptical-elliptical). 
Table A2 summarizes the different combinations obtained by varying the different 
















































































Table A2. Summary of SOP of reference and sensing components and output polarization 
state after combination. 
 
 It is observed that when the phase errors from both components (reference and sensing 
signals) were 1.572 radians (or ~ 90°), a resulting linear polarization was obtained. The 
combination between linear and elliptical polarizations or elliptical and elliptical polarizations 
of the reference and sensing signals led to an elliptical polarization state being obtained.  
 It is interesting to note that the output SOP upon combination of elliptical and elliptical 
polarizations at an identical phase error (εr = εs) resulted in a linear SOP. On the other hand, 
when the difference in phase error between the two components was 1.57 radians (or ~ 90°), a 
circular SOP was obtained. Finally, we also note that the combination between two 
polarizations is symmetric (i.e., by combining linear polarization with circular polarization, 









































Description of phase-tracking demodulation 
program  
 
As mentioned in Chapter IV, the simulator incorporated into the phase-tracking 
demodulation program has been exploited for two important purposes. The first was 
simulating the relative interference signals resulting from any desired displacements while the 
second involved processing the simulated or experimental signals (real data) into the desired 
measurand (displacement amplitude). A screen capture of the simulator/demodulator is shown 























Figure B1. Simulator window and operational functions of demodulation program. 
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 Figure B1 shows the first part of the developed program for simulating interference 
signals relative to a known displacement. The details of each operational function of the 
program are described as follows: 
1. RAZ = resets the simulated data 
2. GO = starts or stops the simulation  
3. STEP = simulates the interference signals step by step 
4. SIMU = simulates the interference signals and calculates the displacement  
 amplitude with a range of sampling data from 500 to 1M samples 
5. ENREG = saves the simulated displacement into TXT file  
6. ENR.SIM = saves all the simulation data into TXT or CSV file 
7. SINUSOIDE = if checked, simulates interference signals corresponding to  
 a sinusoidal displacement 
8. AUTO = if checked, activates SIMU at each parameter change 
9. Slide bar = displays or controls the simulated displacement 
10. Bruit = amplitude of random noise added to the interference signals 
11. Offset1 = adds an offset to the Vx component 
12. Facteur1 = multiplies the Vx component by a gain factor 
13. Offset2 = adds an offset to the V component  y
14. Facteur1 = multiplies the V component by a gain factor  y
15. Phase = phase-shift parameter of V  component y
16. Displays the simulated and demodulated displacement curves  
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17. Simulated V component (sinusoidal term) y
18. Simulated Vx component (cosinusoidal term) 
19. Nb_bits = ADC quantization: number of bits for analog to digital conversion from 0 to 
32 bits (0 : no quantization) 
20. Bruit simu. = amplitude of random noise added to the simulated displacement  
21. Nbech.sim = number of samples (from 500 to 1M samples) 
22. Displacement amplitude of simulated sinusoidal displacement  
23. Clipping amplitude of the displacement 
 
The second part of the developed program is illustrated in Figure B2, in which the 




















42 43 44  
Figure B2. Demodulator window and related functions for processing interference signals into 
displacement amplitude. 
 
24. Conversion of the refractive index factor = allows to define a conversion of the 
refractive index factor between sensing cavity and target (i.e. air = 1) 
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25. Opens and processes the next or preceding file  
26. CALDIST = opens and processes a data file into displacement information   
27. SAVE = saves the displacement calculation into a TXT or CSV file 
28. Selection of the reference sensor conversion factor (micron / volt) 
29. Filter configurations = the filter may be applied to the interference signals, the 
displacement calculated by the sensor, the displacement from the reference sensor, and 
the velocity calculated from the demodulated displacement. The order of filtering may 
vary between 1 to 100 
30. Amplitude memorization mode = used for small distance measurement (less than λ/2) 
31. Optimization mode = “checked” corresponds to the phase to be computed from the 
minimum value of the Vx  or  components, and “unchecked” corresponds to the 
phase to be computed only from the value of the V
Vy
x  component  
32. Phase and amplitude correction functions = these functions are used to correct the 
normalization amplitude and the phase error of the V  component  y
33. Visualization mode = displays the difference between the demodulated and reference 
displacements (Visu. diff), and the velocity calculated from the demodulated 
displacement (Visu. vites.)  
34. Offset factor = used to display a part of the processed signals 
35. Zoom factor = used to zoom in/out of the processed signals 
36. Shows the scale of the sample position 
37. Indicator of V  component: shows the maximum, minimum, and difference amplitude 
(V
y
y_max - Vy_min) of the V  component y
38. Indicator of  component: shows the maximum, minimum, and difference in 
amplitude (V
Vx
x_max - Vx_min) of the Vx  component 
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39. Indicator of the demodulated displacement: shows the maximum, minimum, and 
difference in amplitude (dmax – dmin) of the demodulated displacement  
40. Indicator of the displacement from the reference sensor: shows the maximum, 
minimum, and difference in amplitude (dref_max - dref_min) of the displacement from the 
reference sensor 
41. Indicator of the difference in displacements: shows the maximum, minimum, and 
difference in amplitude (ddiff_max - ddiff_min) between the demodulated and reference 
displacements 
42. Début = start number of the first sample to be observed 
43. Fin = end number of the last sample to be observed 
44. Sous-ech = sub-sampling factor: allows to take one sample among n samples  
B-1 Processing of interference signals using demodulation 
program  
 The demodulation of the interference signals is currently carried out by processing 
imported data files obtained from a data acquisition card (in our case, from a digital 
oscilloscope) with a dedicated computer. The data files are organized accordingly as  
• Column 1 = time (seconds) 
• Column 2 = voltage of Vx component 
• Column 3 = voltage of V component y
• Column 4 = voltage of Vref component (if available) 
 The files are available in CSV format although the demodulator can accept other file 
types (ASCII, TXT, etc). In addition, when we right-click the mouse in the window zone, a 




Figure B3. Contextual menu of demodulation program.  
 
 The following functions are available: 
• Aide = opens a PDF file giving the details of the program 
• Dernier fichier = reloads and processes the last processed file 
• Fichier suivant = processes the next numbered file 
• Fichier precedent = processes the preceding numbered file 
• Entrer un facteur de conversion = allows to define a conversion factor for the reference 
displacement (micron/volt) 
• Entrer un facteur d’indice = allows to define the refractive index of the medium 
(sensing cavity) for the demodulated displacement  
• Visu FFT signaux = displays the FFT module of the two components (from the first 
8192 samples of the signals) 
• Visu FFT distance = displays the FFT module of the distance calculated from the two 
components (from the first 8192 samples of the signals) 
• Conversion de fichiers ASCII = converts files of extension type .asc containing the 
signals (Vx and V ) and reference displacement into a CSV file y
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• Conversion de fichiers TXT = converts files of extension type .txt containing the 
signals (Vx and V ) and reference displacement into a CSV file y
• Sauver fichier (partiel) sous = allows saving all or some parts of the signal of the 
current demodulation into a TXT or CSV file. 
B-2 Signal analysis windows  
 Figure B4 represents the statistical window showing the synthesis information (max, 
min, mean) of the two interference signals, the demodulated displacement values and the 





Figure B4. Signal analysis window for 1 file. 
 The output window indicates: 
• the name of the input file (C:\ Affpi\PZT squarewave excitations\2VDC\1.csv) 
• the number of sampling data (Nb_ech = 10000) 
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• the demodulated displacements (maximum, minimum, and mean); for example, 
D_max = 4.710 µm, D_min = -0.013 µm, and D_moy = 2.322 µm 
• the maximum, minimum and mean values of the interference signals (for example, 
Vx_min = 0.834, Vx_max = 1.340, Vx_mean = 1.087, Vy_min = 0.634, Vy_max = 1.287 and 
Vy_mean = 0.961) 
• the displacements (maximum, minimum, and mean) calculated from the reference 
sensor (for example, Dref_max = 2.940 µm, Dref_min = -1.777 µm, and Dref_moy = 0.536 
µm) 
• the maximum and minimum errors between the demodulated and reference 
displacements (for example, Ecart_cal_ref = 0.006 µm) 
• the estimated phase error (for example, Erreur_phase = 0.014 radian or -0.777°) 
• the filtering parameters: these include the filtering order and indicate the filtered 
parameters (signals, Dref, and D): “0” corresponds to no filter being used and “1” 
corresponds to filter activation (for example, Filtrage = 3 0 0 0 corresponds to all 
parameters not using the filtering function)  
• the optimization mode: “0” means no optimization selected and “1” corresponds to 
optimization activated (for example, Optimisation = 1)   
• the amplitude correction mode: “0” means no amplitude correction selected and “1” 
corresponds to amplitude correction activated (for example, Correction d’amplitude = 
1) 
• phase correction mode: “0” means no phase correction selected and “1” corresponds to 
phase correction activated (for example, Correction de phase = 1) 
• the maximum angular variation between 2 successive samples (for example, 
Var_ang_max = 0.260 radian or 14.873° at a sample position of 4957) 
• the processing time (for example, Temps d’exécution = 50 ms) 
Finally, in order to compile multiple files, a window displaying multiple results can also 
be achieved, as illustrated in Figure B5. It provides statistics for each of the measured 
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displacement and the associated errors, such as the average amplitude error, as well as the 
parameters used, etc.  
 
 































































• Dref = simulated displacement or displacement from the reference sensor 
• Dcal = computed displacement from the interferometer pair 
• ∆Di = Dref - Dcal at ith position 
• Drefp = Dref_max - Dref_min 
• Dcalp = Dcal_max – Dcal_min 
• Drefi = Dref at ith position 
• Dcali = Dcal at ith position 
• ∆Di = Drefi - Dcali at ith position 
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• ∆Dmax = the maximum displacement error of ∆D  
• ∆Dmean = the mean displacement error of ∆D 
• ∆Dmin = the minimum displacement error of ∆D 
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