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In this paper some identities and inequalities which involve the joint distribution of order
statistics in a set of dependent and nonidentically distributed random variables are derived.
These identities and inequalities provide a unified way to handle the joint distribution of
order statistics in a set of univariate or bivariate observations.
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1. Joint binomial moments (bivariate case)
The last two decades have seen major developments in the theory of order statistics and its applications to practical
problems. Under the impetus of advances in the probabilistic theory, new statistical methods have been developed for both
univariate and multivariate problems. The books by [6,1,5] are considered among the most popular books on this topic of
research. They pay special attention to univariate order statistics, their properties, inferential issues, and more importantly
their applications to practical problems. The book by [6] provides detailed description of order statistics of multivariate
observations. For a recent paper on this topic, see [2]. The early applications of order statistics to practical problems were
based on the assumption that the basic random variables (rv’s) are i.i.d. The need for deviating from this rarely correct
assumption has been stressed ever since the theory was applied to specific problems. For example, in the study of the air
pollution, if we let Xj be the concentration of a pollutant in the jth time interval of a predetermined length, it is reasonable
to assume that the Xj are identically distributed but successive Xj values are dependent. Also, the approximation by i.i.d.
variables is not justified in describing the random time to first failure of a piece of equipment in the general case. However,
in any univariate or multivariate practical problem even if the approximation by i.i.d. variables is good, the credibility of a
solution should be questioned if it starts by assuming that the variables are i.i.d. when they are not. In this section we start
with deriving a general identity and inequalities which involve the joint distribution of order statistics in a set of dependent
and nonidentical rv’s.
Let A(1) = (A(1)1 , A(1)2 , . . . , A(1)n1 ) and A(2) = (A(2)1 , A(2)2 , . . . , A(2)n2 ) be two sequences of events on the same probability
space. Let ν1 = νn1(A(1)) and ν2 = νn2(A(2)), respectively, be the number of those A(1)j and A(2)j which occur. Let S0:n1;0:n2 =
1, Sk1:n1;0:n2 = S(1)k1:n1 and S0:n1;k2:n2 = S(2)k2:n2 ,where
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S(i)ki:ni =
∑
1≤j1<j2<···<jki≤ni
Pr
(
A(i)j1 A
(i)
j2
· · · A(i)jki
)
, i = 1, 2,
and for k1, k2 ≥ 1,
Sk1:n1;k2:n2 =
∑
1≤i1<i2<···<ik1≤n1
1≤j1<j2<···<jk2≤n2
Pr
(
A(1)i1 A
(1)
i2
· · · A(1)ik1 A
(2)
j1
A(2)j2 · · · A(2)jk2
)
.
For convenience we permit k1 > n1 or k2 > n2, when the sum above is empty and thus Sk1:n1;k2:n2 = 0 for at least one of
the inequalities k1 > n1 and k2 > n2 holds.
The problem of this section is to derive an exact formula for P(t1, t2) = Pr(ν1 = t1, ν2 = t2), as well as to set bounds on
P(t1, t2) in terms of Sk1:n1;k2:n2 , 0 ≤ ki ≤ ni, i = 1, 2. The quantity Sk1:n1;k2:n2 is called the joint (k1, k2)th binomial moment of
the vector (νn1(A
(1)), νn2(A
(2))) (cf. [6,7]). The study of P(t1, t2) will enable us to obtain exact expressions for, or bounds on,
the distribution of the joint order statistics, which are based on a general sequence of rv’s (e.g., not necessarily independent
or identical). We first present three lemmas; the first of them is due to [7].
Lemma 1.1. For any k1, k2 ≥ 0, we get
Sk1:n1;k2:n2 = E
((
ν1
k1
)(
ν2
k2
))
=
n1∑
r1=k1
n2∑
r2=k2
(
r1
k1
)(
r2
k2
)
P(r1, r2).
Proof. For any arbitrary event C, introduce the indicator variable
I(C) =
{
0, if C fails,
1, if C occurs.
The proof follows, upon using the two relations I(C1C2) = I(C1)I(C2) and E(I(C)) = P(C). 
Lemma 1.2. For any arbitrary sequences {L1(k1)}k1 , {N(r1)}r1 and {M1(r1, k1)}r1,k1 , any integers n1 ≥ 1, 0 ≤ t1 ≤ n1 and
0 ≤ θ1 ≤ n1 − t1 − 1, upon setting
Bt1(θ1) =
θ1∑
k1=0
L1(k1)
n1∑
r1=k1+t1
N(r1)M1(r1, k1),
we have
Bt1(θ1) =
n1∑
r1=t1
N(r1)
τ1∑
k1=0
L1(k1)M1(r1, k1),
where τ1 = min(θ1, r1 − t1).
Proof. Clearly we have
Bt1(θ1) = N(t1) {L1(0)M1(t1, 0)} + N(t1 + 1) {L1(0)M1(t1 + 1, 0)+ L1(1)M1(t1 + 1, 1)}
+ · · · + N(t1 + θ1) {L1(0)M1(t1 + θ1, 0)+ L1(1)M1(t1 + θ1, 1)+ · · ·
+ L1(θ1)M(t1 + θ1, θ1)} + · · · + N(n1) {L1(0)M1(n1, 0)+ · · · + L1(θ1)M1(n1, θ1)} .
Let C1(x, k1) = L1(k1)M1(x, k1). Then we get
Bt1(θ1) =
t1+θ1∑
r1=t1
N(r1)
r1−t1∑
k1=0
C1(r1, k1)
+ n1∑
r1=t1+θ1+1
N(r1)
 θ1∑
k1=0
C1(r1, k1)

=
t1+θ1∑
r1=t1
N(r1)
 τ1∑
k1=0
C1(r1, k1)
+ n1∑
r1=t1+θ1+1
N(r1)
 τ1∑
k1=0
C1(r1, k1)

=
n1∑
r1=t1
N(r1)
 τ1∑
k1=0
C1(r1, k1)
 = n1∑
r1=t1
N(r1)
τ1∑
k1=0
L1(k1)M1(r1, k1).
The proof is complete. 
Lemma 1.3 (Bivariate Extension of Lemma 1.2). For any arbitrary sequencesN(r1, r2), Li(ki), andMi(ri, ki), i = 1, 2, any integers
ni ≥ 1, 0 ≤ ti ≤ ni and 0 ≤ θi ≤ ni − ti − 1, i = 1, 2, upon setting
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Bt1,t2(θ1, θ2) =
θ1∑
k1=0
θ2∑
k2=0
L1(k1)L2(k2)
n1∑
r1=k1+t1
n2∑
r2=k2+t2
N(r1, r2)M1(r1, k1)M2(r2, k2),
we have
Bt1,t2(θ1, θ2) =
n1∑
r1=t1
n2∑
r2=t2
N(r1, r2)
τ1∑
k1=0
τ2∑
k2=0
L1(k1)L2(k2)M1(r1, k1)M2(r2, k2),
where τi = min(θi, ri − ti), i = 1, 2.
Proof. Upon setting
N?(r1) =
θ2∑
k2=0
L2(k2)
n2∑
r2=k2+t2
N(r1, r2)M2(r1, k2),
we get
Bt1,t2(θ1, θ2) =
θ1∑
k1=0
L1(k1)
n1∑
r1=k1+t1
N?(r1)M1(r1, k1) = B?t1(θ1). (1.1)
Therefore, by applying Lemma 1.2 onB?t1(θ1),we get
B?t1(θ1) =
n1∑
r1=t1
N?(r1)
τ1∑
k1=0
L1(k1)M1(r1, k1). (1.2)
On the other hand, put
N?(r1) = B??t2 (θ2) =
θ2∑
k2=0
L2(k2)
n2∑
r2=k2+t2
N??(r2)M2(r2, k2),
where N??(r2) = N(r1, r2). Therefore, by applying again Lemma 1.2 onB??t2 (θ2),we get
N?(r1) = B??t2 (θ2) =
n2∑
r2=t2
N??(r2)
τ2∑
k2=0
L2(k2)M2(r2, k2)
=
n2∑
r2=t2
N(r1, r2)
τ2∑
k2=0
L2(k2)M2(r2, k2). (1.3)
Combining (1.1)–(1.3) yields what was to be proved. 
We can now deduce by using Lemma 1.3 the following basic theorem.
Theorem 1.1. Let ni ≥ 1 and ti ≥ 0, i = 1, 2, be integers. Then
P(t1, t2)+ (−1)n1+n2−t1−t2
(
n1
t1
)(
n2
t2
)
P(n1, n2)
=
n1−t1−1∑
k1=0
n2−t2−1∑
k2=0
(−1)k1+k2
(
k1 + t1
t1
)(
k2 + t2
t2
)
Sk1+t1:n1;k2+t2:n2 . (1.4)
Proof. By applying Lemma 1.3 with N(r1, r2) = P(r1, r2), Li(ki) = (−1)ki
(
ki + ti
ti
)
and Mi(ri, ki) =
(
ri
ki + ti
)
, i = 1, 2,we get, for
any integers 0 ≤ θi ≤ ni − ti − 1, i = 1, 2,
θ1∑
k1=0
θ2∑
k2=0
(−1)k1+k2
(
k1 + t1
t1
)(
k2 + t2
t2
)
Sk1+t1:n1;k2+t2:n2
=
n1∑
r1=t1
n2∑
r2=t2
P(r1, r2)
τ1∑
k1=0
τ2∑
k1=0
(−1)k1+k2
(
k1 + t1
t1
)(
k2 + t2
t2
)(
r1
k1 + t1
)(
r2
k2 + t2
)
.
Upon applying the identity
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ki + ti
ti
)(
ri
ki + ti
)
=
(
ri
ti
)(
ri − ti
ki
)
, for i = 1, 2,
we get
θ1∑
k1=0
θ2∑
k2=0
(−1)k1+k2
(
k1 + t1
t1
)(
k2 + t2
t2
)
Sk1+t1:n1;k2+t2:n2
= P(t1, t2)+
n1∑
r1=t1
n2∑
r2=t2
r1+r2>t1+t2
P(r1, r2)
2∏
i=1
(
ri
ti
) τi∑
ki=0
(−1)ki
(
ri − ti
ki
)
.
An appeal to Lemma 1.4.2 of [6] thus yields
θ1∑
k1=0
θ2∑
k2=0
(−1)k1+k2
(
k1 + t1
t1
)(
k2 + t2
t2
)
Sk1+t1:n1;k2+t2:n2
= P(t1, t2)+
n1∑
r1=t1
n2∑
r2=t2
r1+r2>t1+t2
P(r1, r2)
2∏
i=1
(−1)τi
(
ri
ti
)(
ri − ti − 1
τi
)
= P(t1, t2)+
n1∑
r1=t1
n2∑
r2=t2
P(r1, r2)
2∏
i=1
(−1)τi
(
ri
ti
)(
ri − ti − 1
τi
)
,
since
(−1
τi
)
= 0, i = 1, 2. Moreover, by definition of τi,
(
ri − ti − 1
τi
)
= 0, for ri ≤ θi + ti, i = 1, 2, and for all other values of
ri, τi = θi, i = 1, 2. Hence
θ1∑
k1=0
θ2∑
k2=0
(−1)k1+k2
(
k1 + t1
t1
)(
k2 + t2
t2
)
Sk1+t1:n1;k2+t2:n2
= P(t1, t2)+ (−1)θ1+θ2
n1∑
r1=θ1+t1+1
n2∑
r2=θ2+t2+1
P(r1, r2)
2∏
i=1
(
ri
ti
)(
ri − ti − 1
θi
)
. (1.5)
Now by choosing θi = ni − ti − 1, i = 1, 2, and observing that Sn1:n1;n2:n2 = P(n1, n2), we get (1.4). This completes the
proof. 
From now on, we consider the special, but very important case for studying the multivariate order statistics, n1 = n2 = n
and A(1)jk and A
(2)
jk
, 1 ≤ jk ≤ n,mutually exclusive events for all k = 1, 2, . . . , n. In this case, we get
P(t1, t2) = 0, for t1 + t2 > n. (1.6)
Moreover,
Sk1:n;k2:n = Sk1,k2:n =
0, if k1 + k2 > n,∑
P
Pr
(
A(1)i1 A
(1)
i2
· · · A(1)ik1 A
(2)
ik1+1
· · · A(2)ik1+k2
)
, if k1 + k2 ≤ n, (1.7)
where the summationP extends over all permutations (i1, . . . , ik1+k2) of (1, 2, . . . , n) for which 1 ≤ i1 < i2 < · · · < ik1 ≤ n
and 1 ≤ ik1+1 < ik1+2 < · · · < ik1+k2 ≤ n. It is worth mentioning that if k1 + k2 = n, Sk1,k2:n is conveniently expressed in
terms of the permanent
Sk1,k2:n = Pr(Per[A(1)
k1
A(2)
k2
]), (1.8)
where A(i) = (A(i)1 A(i)2 · · · A(i)n )′, i = 1, 2, and a1, a2, · · · are column vectors, then
[a1 a2 · · ·]
i1 i2 · · ·
will denote the matrix obtained by taking i1 copies of a1, i2 copies of a2 and so on. Finally, in (1.8), Per(A) denotes the
permanent of a square matrix A, which is defined similarly to the determinants except that all terms in the expansion
have a positive sign (see [8]).
Under the assumptions (1.6) and (1.7), we can easily deduce the following theorem, which is considered as the bivariate
extension of Theorem 1.4.1 of [6] and will play a basic role in the studying of the joint distribution function (df) of order
statistics based on the dependent and nonidentically distributed univariate rv’s.
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Theorem 1.2. Let n > 1 and 0 ≤ t1 < n, t1 + t2 ≤ n, be integers. Then
P(t1, t2) =
n−t1−1∑
k1=0
n−t2−1∑
k2=0
k1+k2+t1+t2≤n
(−1)k1+k2
(
k1 + t1
t1
)(
k2 + t2
t2
)
Sk1+t1,k2+t2:n. (1.9)
Furthermore, for any integers N1,N2 ≥ 0, for which 2(N1 + N2)+ t1 + t2 + 1 < n
2N1+1∑
k1=0
2N2∑
k2=0
k1+k2+t1+t2≤n
(−1)k1+k2
(
k1 + t1
t1
)(
k2 + t2
t2
)
Sk1+t1,k2+t2:n
+ (2N1 + 2)(2N2 + 1)
(n− t1)(n− t2)
(
2N1 + t1 + 2
t1
)(
2N2 + t2 + 1
t2
)
S2N1+t1+2,2N2+t2+1:n
≤ P(t1, t2) ≤
2N1∑
k1=0
2N2∑
k2=0
k1+k2+t1+t2≤n
(−1)k1+k2
(
k1 + t1
t1
)(
k2 + t2
t2
)
Sk1+t1,k2+t2:n
− (2N1 + 1)(2N2 + 1)
(n− t1)(n− t2)
(
2N1 + t1 + 1
t1
)(
2N2 + t2 + 1
t2
)
S2N1+t1+1,2N2+t2+1:n. (1.10)
Proof. By virtue of the assumptions (1.6) and (1.7), the identity (1.9) follows immediately from Theorem 1.1. Turning to the
inequality (1.10). We first prove the lower inequality when 2(N1 + N2) + t1 + t2 + 1 < n, which implies max(2N1 + t1 +
1, 2N2 + t2) < n. Therefore, we can apply (1.5) under the conditions (1.6) and (1.7), with 0 ≤ θ1 = 2N1 + 1 ≤ n− t1 − 1 and
0 ≤ θ2 = 2N2 ≤ n− t2 − 1, to get
P(t1, t2)−
2N1+1∑
k1=0
2N2∑
k2=0
(−1)k1+k2
(
k1 + t1
t1
)(
k2 + t2
t2
)
Sk1+t1,k2+t2:n
=
n∑
r1=2N1+t1+2
n∑
r2=2N2+t2+1
r1+r2≤n
(
r1
t1
)(
r1 − t1 − 1
2N1 + 1
)(
r2
t2
)(
r2 − t2 − 1
2N2
)
P(r1, r2).
Therefore for proving the lower inequality of (1.10) under the condition 2(N1 + N2)+ t1 + t2 + 1 < n we have to show
(2N1 + 2)(2N2 + 1)
(n− t1)(n− t2)
(
2N1 + t1 + 2
t1
)(
2N2 + t2 + 1
t2
)
S2N1+t1+2,2N2+t2+1:n
≤
n∑
r1=2N1+t1+2
n∑
r2=2N2+t2+1
r1+r2≤n
(
r1
t1
)(
r1 − t1 − 1
2N1 + 1
)(
r2
t2
)(
r2 − t2 − 1
2N2
)
P(r1, r2). (1.11)
On applying Lemma 1.1, this inequality takes the form
n∑
r1=2N1+t1+2
n∑
r2=2N2+t2+1
r1+r2≤n
(2N1 + 2)(2N2 + 1)
(n− t1)(n− t2)
(
r1
2N1 + t1 + 2
)(
r2
2N2 + t2 + 1
)
×
(
2N1 + t1 + 2
t1
)(
2N2 + t2 + 1
t2
)
P(r1, r2)
≤
n∑
r1=2N1+t1+2
n∑
r2=2N2+t2+1
r1+r2≤n
(
r1
t1
)(
r1 − t1 − 1
2N1 + 1
)(
r2
t2
)(
r2 − t2 − 1
2N2
)
P(r1, r2).
Writing all binomial coefficients above in terms of factorials and simplifying by common factors, we get
n∑
r1=2N1+t1+2
n∑
r2=2N2+t2+1
r1+r2≤n
1
(n− t1)(n− t2) ≤
n∑
r1=2N1+t1+2
n∑
r2=2N2+t2+1
r1+r2≤n
1
(r1 − t1)(r2 − t2) .
This last inequality is evidently true, and hence so is (1.11). The upper inequality can be proved in the same manner as the
lower one (under the condition 2(N1 + N2) + t1 + t2 < n); therefore we do not repeat the details. Theorem 1.2 is thus
established. 
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Remark 1.1. In the next subsection we apply the relation (1.9) to specific sequences of events A(1) and A(2) to get an
explicit formula for the distribution of joint order statistics based on a set of dependent and nonidentical rv’s. Therefore,
for this purpose one needs the structure interdependence of the A(1)j ’s and A
(2)
j ’s, i.e., to specify P(t1, t2) we need the terms
Sl,k:n, l = t1, . . . , n; k = t2, . . . , n and l + k ≤ n. If n is large, or only limited information is available on the structure
interdependence of the A(1)j ’s and A
(2)
j ’s, the inequalities (1.10) may provide good bounds on P(t1, t2), and consequently on
the distribution of the joint order statistics which are under consideration. In general, since the inequalities (1.10) require far
less computation than the relation (1.9) even for high accuracy, the inequalities (1.10) are always recommended in numerical
calculations.
Remark 1.2. It is easy to verify that the inequalities in (1.10) continue to hold if the two values 2N1 + 1 and 2N2 are
interchanged with each other.
Remark 1.3. It is easy to verify that (1.9) can be written in the form
P(t1, t2) =
n−t1−1∑
`1=0
2n−t1−t2−2∑
`2=`1
(−1)`2−t1−t2
(
`2 − `1
t1
)(
`2
t2
)
S`2−`1,`1:n.
1.1. Distribution of the joint order statistics based on dependent and nonidentically distributed univariate random
variables
Let X1:n ≤ X2:n ≤ · · · ≤ Xn:n be the order statistics based on the general rv’s (not necessarily independent or identical)
X1, X2, . . . , Xn. Furthermore, for any two integers r and s for which 1 ≤ r < s ≤ n, let Frs:n(x, y) be the joint df of Xr:n and
Xs:n. Theorem 1.2 enables us to obtain the exact expression for, or bounds on, the distribution Frs:n(x, y). This can be done by
setting A(1)j =
{
Xj ≤ x} and A(2)j = {x < Xj ≤ y} . Therefore, Theorem 1.2 implies
Frs:n(x, y) =

Fs:n(y), if y ≤ x,
n∑
i=r
n−i∑
j=max(0,s−i)
P(i, j), if x ≤ y,
where Fs:n(y) is the marginal df of Xs:n. For example, we have
F1n:n(x, y) =
n∑
i=1
P(i, n− i) = P(n, 0)+
n−1∑
i=1
P(i, n− i)
= S(1)n:n +
n−1∑
i=1
n−i−1∑
`1=0
n−2∑
`2=`1
(−1)`2−n
(
`2 − `1
i
)(
`2
n− i
)
S`2−`1,`1:n.
Example 1.1. We shall consider a practical problem, which has been considered by [6] in Example 1.5.1. Namely, Let
Y1, Y2, . . . , Yn be independent and identically distributed rv’s. Assume, that the Y’s cannot be observed because, when in
use, each Yi suffers a random effect U. Hence, the observations come in the form Xi = Yi + U, i = 1, 2, . . . , n. Let U and
the Yi’s be independent and, for the example, we assume that both U and the Yi’s have exponential distributions with
parameters λ and µ, respectively. Our aim is to evaluate, or at least to estimate, the df F1n:n(x, y). For this purpose we
need the terms S`2−`1,`1:n, `1 = 0, 1, . . . , n − 2; `2 = `1, . . . , n − 2, and S(1)n:n . For S`2−`1,`1:n, it is sufficient to determine
Ψ`1`2(x, y) = Pr(x < X1 ≤ y, . . . , x < X`1 ≤ y, X`1+1 ≤ x, . . . , X`2 ≤ x), since the Xi’s are identically distributed. By the
elementary formula of the continuous total probability rule, we get
Ψ`1`2(x, y) = λ
∫ ∞
0
Pr(x < X1 ≤ y, . . . , x < X`1 ≤ y, X`1+1 ≤ x, . . . , X`2 ≤ x|U = u)e−λudu
= λ
∫ ∞
0
(
Eµ(y− u)− Eµ(x− u))`1 E`2−`1µ (x− u)e−λudu,
where Eθ(x) = 1− e−θx, x ≥ 0. Therefore,
Ψ`1`2(x, y) = λ
(
e−µx − e−µy)`1 ∫ x
0
e−(λ−`1µ)u
(
1− e−µ(x−u)
)`2−`1
du.
Upon using the transformation w = 1− e−µ(x−u),we get
Ψ`1`2(x, y) =
λ
µ
e−(λ−`1µ)x
(
e−µx − e−µy)`1 ∫ Eµ(x)
0
(1− w)`1− λµ−1 w`2−`1 dw,
which after routine elementary calculations takes the form
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Ψ`1`2(x, y)
=

λ
µ
e−(λ−`1µ)x
(
e−µx − e−µy)`1 βEµ(x) (`1 − λµ , `2 − `1 + 1
)
, if `1 − λ
µ
≥ 0,
λ
µ
e−(λ−`1µ)x
(
e−µx − e−µy)`1 `2−`1∑
t=0
(−1)t
(
`2 − `1
t
) 1− E¯ t+`1− λµµ (x)
t + `1 − λµ
,
if `1 − λ
µ
< 0, t 6= λ
µ
− `1, t = 0, . . . , `2 − `1,
λ
µ
e−µt0x
(
e−µx − e−µy)`1
`2−`1∑
t=0
t 6=t0
(−1)t
(
`2 − `1
t
) 1− E¯ t−t0µ (x)
t − t0 + (−1)
t0
(
`2 − `1
t0
)
µx
 ,
if `1 − λ
µ
< 0, t0 = λ
µ
− `1, for t0 ∈ {0, . . . , `2 − `1},
where βθ(p, q) = ∫ θ0 up−1(1− u)q−1du is the incomplete beta function and E¯µ(x) = 1− Eµ(x). Finally,
S(1)n:n = Pr(A(1)1 A(1)2 · · · A(1)n ) = Pr(Xi ≤ x, 1 ≤ i ≤ n)
= λ
∫ ∞
0
Eµ(x− u)e−λudu = Eλ(x)− λe−µx
∫ x
0
e−(λ−µ)udu
=

Eλ(x)− λxE¯λ(x), if λ = µ,
Eλ(x)− λ
λ− µ E¯λ−µ(x)Eµ(x), if λ 6= µ.
If for example we take λ = 2.5 and µ = 1 (as in Example 1.5.1 in [6]), we get
Ψ`1`2(x, y) =

2.5e−(2.5−`1)x
(
e−x − e−y)`1 βE1(x)(`1 − 2.5, `2 − `1 + 1), if `1 = 3, 4, . . .
2.5e−(2.5−`1)x
(
e−x − e−y)`1 `2−`1∑
t=0
(−1)t 1− E¯
t+`1−2.5
1 (x)
t + `1 − 2.5 , if `1 = 0, 1, 2.
Example 1.2. Example 1.1 is based on dependent and identically distributed rv’s, if we consider a general set of rv’s the
situation becomes more complicated. In this example we consider this situation by considering the same model as is
considered in Example 1.1 with the exception that the variables Y1, Y2, . . . , Yn are assumed to be nonidentically distributed
such that Yi has exponential distribution with parameter µi, i = 1, 2, . . . , n. In this case the variables Xi’s are dependent
and nonidentically distributed. For evaluating the df F1n:n(x, y), we need the terms S`2−`1,`1:n, `1 = 0, 1, . . . , n − 2; `2 =
`1, . . . , n − 2, and S(1)n:n . Consequently Ψ`1`2(x, y) = Pr(x < X1 ≤ y, . . . , x < X`1 ≤ y, X`1+1 ≤ x, . . . , X`2 ≤ x) should be
determined. By the elementary formula of the continuous total probability rule, we get
Ψ`1`2(x, y) = λ
∫ ∞
0
Pr(x < X1 ≤ y, . . . , x < X`1 ≤ y, X`1+1 ≤ x, . . . , X`2 ≤ x|U = u)e−λudu
= λ
∫ ∞
0
(
`1∏
i=1
(
Eµi(y− u)− Eµi(x− u)
)) `2∏
i=`1+1
Eµi(x− u)
 e−λudu
= λ
(
`1∏
i=1
(
e−µix − e−µiy)) ∫ x
0
euρ
`2∏
i=`1+1
(
1− e(u−x)µi
)
du,
where ρ =∑`1i=1 µi − λ. Therefore, by using the relations
`2∏
i=`1+1
(
1− e(u−x)µi
)
= 1−
`2∑
i=`1+1
e(u−x)µi +
∑∑
`1+1≤i1<i2≤`2
e(u−x)(µi1+µi2 )
−
∑∑∑
`1+1≤i1<i2<i3≤`2
e(u−x)(µi1+µi2+µi3 ) + · · · + (−1)`2−`1 e
(u−x)
`2∑
i=`1+1
µi
and
Ja(x) =
∫ x
0
eaudu =

1
a
(eax − 1) , if a 6= 0,
x, if a = 0,
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and after routine elementary calculations we get
Ψ`1`2(x, y) = λ
(
`1∏
i=1
(
e−µix − e−µiy))
Jρ(x)− `2∑
i=`1+1
e−µixJρ+µi(x)
+
∑∑
`1+1≤i1<i2≤`2
e−(µi1+µi2 )xJρ+µi1+µi2 (x)
−
∑∑∑
`1+1≤i1<i2<i3≤`2
e−(µi1+µi2+µi3 )xJρ+µi1+µi2+µi3 (x)
+ · · · + (−1)`2−`1 e
−x
`2∑
i=`1+1
µi
J `2∑
i=1
µi−λ
(x)
 .
Finally,
S(1)n:n = Pr(A(1)1 A(1)2 · · · A(1)n ) = Pr(Xi ≤ x, 1 ≤ i ≤ n) = λ
∫ ∞
0
e−λu
n∏
i=1
Eµi(x− u)du
= Eλ(x)− λ
n∑
i=1
e−µixJµi−λ(x)+ λ
∑∑
1≤i1<i2≤n
e−(µi1+µi2 )xJµi1+µi2−λ(x)
−
∑∑∑
1≤i1<i2<i3≤n
e−(µi1+µi2+µi3 )xJµi1+µi2+µi3−λ(x)+ · · · + (−1)
ne
−x n∑
i=1
µi
J n∑
i=1
µi−λ
(x).
2. Multivariate extension
Instead of two sequences of events, one may face several sequences such as A(i)1 , A
(i)
2 , . . . , A
(i)
ni
, i = 1, 2, . . . ,m. Let νi denote
the number of the events in the ith sequence which occur. Furthermore, let Sk1:n1,...,km:nm signify the joint (k1, k2, . . . , km)th
binomial moment of the νi, 1 ≤ i ≤ m,where Pr(νi = ti, 1 ≤ i ≤ m) = P(t1, t2, . . . , tm). Upon applying the same mechanism
by which the proof of Lemma 1.3 follows on using Lemma 1.3, a multivariate extension to Lemma 1.3 can be obtained by
induction.
Lemma 2.1 (Multivariate Extension of Lemma 1.2). For any arbitrary sequences N(r1, r2, . . . , rm), Li(ki), and Mi(ri, ki), i =
1, 2, . . . ,m, any integers ni ≥ 1, 0 ≤ ti ≤ ni and 0 ≤ θi ≤ ni − ti − 1, i = 1, 2, . . . ,m, upon setting
Bt1,t2,...,tm(θ1, θ2, . . . , θm) =
θ1∑
k1=0
θ2∑
k2=0
· · ·
θm∑
km=0
m∏
i=1
Li(ki)
×
n1∑
r1=k1+t1
n2∑
r2=k2+t2
· · ·
nm∑
rm=km+t1
N(r1, r2, . . . , rm)
m∏
i=1
Mi(ri, ki),
we have
Bt1,t2,...,tm(θ1, θ2, . . . , θm) =
n1∑
r1=t1
n2∑
r2=t2
· · ·
nm∑
rm=tm
N(r1, r2, . . . , rm)
τ1∑
k1=0
τ2∑
k2=0
· · ·
τm∑
km=0
m∏
i=1
Li(ki)Mi(ri, ki),
where τi = min(θi, ri − ti), i = 1, 2, . . . ,m.
Now, by using Lemma 2.1, we can state the multivariate extension of Theorem 1.1. No changes are needed in the proof
of this extension either; only the notation becomes more complicated.
Theorem 2.1. Let ni ≥ 1 and ti ≥ 0, i = 1, 2, . . . ,m, be integers. Then
P(t1, t2, . . . , tm)+ (−1)
m∑
i=1
(ni−ti−1) (n1
t1
)(
n2
t2
)
· · ·
(
nm
tm
)
P(n1, n2, . . . , nm)
=
n1−t1−1∑
k1=0
n2−t2−1∑
k2=0
· · ·
nm−tm−1∑
km=0
(−1)
m∑
i=1
ki
×
(
k1 + t1
t1
)(
k2 + t2
t2
)
· · ·
(
km + tm
tm
)
Sk1+t1:n1;k2+t2:n2;···;km+tm:nm .
If we consider again the special case n = n1 = n2 = · · · = nm and A(1)jk , A(2)jk , . . . , A(m)jk are assumed to be mutually exclusive
for all 1 ≤ jk ≤ n, the multivariate extensions of the conditions (1.6) and (1.7) take, respectively, the forms
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P(t1, t2, . . . , tm) = 0, for
m∑
i=1
ti > n,
and
Sk1:n;k2:n;···;km:n = Sk1,k2,...,km:n
=

0, if
m∑
i=1
ki > n,∑
P
Pr
(
A(1)i1 A
(1)
i2
· · · A(1)ik1 A
(2)
ik1+1
· · · A(2)ik1+k2 · · · A
(m)
ik1+···+km−1+1
· · · A(m)ik1+···+km
)
,
if
m∑
i=1
ki ≤ n,
where the summation P extends over all permutations (i1, . . . , ik1+···+km) of (1, 2, . . . , n) for which 1 ≤ i1 < i2 < · · · <
ik1 ≤ n, 1 ≤ ik1+1 < ik1+2 < · · · < ik1+k2 ≤ n, . . . , 1 ≤ ik1+···+km−1+1 < · · · < ik1+···+km ≤ n. Therefore, we can get immediately
the multivariate extension of the identity (1.9) for any integers, 0 ≤ ti < n and ∑mi=1 ti ≤ n,
P(t1, t2, . . . , tm) =
n−t1−1∑
k1=0
n−t2−1∑
k2=0
· · ·
n−tm−1∑
km=0
(−1)
m∑
i=1
ki
m∑
i=1
(ki+ti)≤n
(
k1 + t1
t1
)(
k2 + t2
t2
)
· · ·
(
km + tm
tm
)
Sk1+t1,k2+t2,...,km+tm:n. (2.1)
Finally, we can also get a multivariate extension of the inequality (1.10). For example, let m = 3. Then we get for any integers
N1,N2,N3 ≥ 0 for which 1+∑mi=1(2Ni + ti) < n,
2N1+1∑
k1=0
2N2∑
k2=0
2N3∑
k3=0
k1+k2+k3+t1+t2+t3≤n
(−1)k1+k2+k3
(
k1 + t1
t1
)(
k2 + t2
t2
)(
k3 + t3
t3
)
Sk1+t1,k2+t2,k3+t3:n
+ (2N1 + 2)(2N2 + 1)(2N3 + 1)
(n− t1)(n− t2)(n− t3)
(
2N1 + t1 + 2
t1
)(
2N2 + t2 + 1
t2
)(
2N3 + t3 + 1
t3
)
S2N1+t1+2,2N2+t2+1,2N3+t3+1:n
≤ P(t1, t2, t3) ≤
2N1∑
k1=0
2N2∑
k2=0
2N3∑
k3=0
k1+k2+k3+t1+t2+t3≤n
(−1)k1+k2+k3
(
k1 + t1
t1
)(
k2 + t2
t2
)(
k3 + t3
t3
)
Sk1+t1,k2+t2,k3+t3:n
− (2N1 + 1)(2N2 + 1)(2N3 + 1)
(n− t1)(n− t2)(n− t3)
(
2N1 + t1 + 1
t1
)(
2N2 + t2 + 1
t2
)(
2N3 + t3 + 1
t3
)
S2N1+t1+1,2N2+t2+1,2N3+t3+1:n.
2.1. The distribution of the bivariate order statistics based on dependent and nonidentically distributed bivariate random variables
Consider n two-dimensional random vectors Xj = (X1j, X2j), j = 1, 2, . . . , n (not necessarily independent or identical).
The order statistics of the tth components are
Xt,1:n ≤ Xt,2:n ≤ · · · ≤ Xt,n:n, t = 1, 2.
The main object of this subsection is to use the multivariate extensions, which are obtained in Section 2, with m = 3,
to obtain the distribution of the random vector Z
r,s:n = (X1,n−r+1:n, X2,n−s+1:n), where r, s = 1, 2, . . . , n. The problem
can also be stated in terms of W
r,s:n = (X1,r:n, X2,s:n) and V r,s:n = (X1,r:n, X2,n−s+1:n) by turning respectively to (−X1j,−X2j)
and (−X1j, X2j), j = 1, 2, . . . , n. For independent and identically distributed bivariate random vectors the distributional
properties of the vectors Z
r,s:n ,W r,s:n and V r,s:n can be found in [4], while for independent and nonidentically distributed
random vectors these distributional properties can be found in [3]. The results of this section have found application in many
natural problems, e.g., the project scheduling by the PERT technique. In this practical problem we assume a large number
n of different activities, each of which has a random duration and a random cost (which usually depends on the duration).
In many cases of such problems, the durations of different activities are dependent and nonidentically distributed rv’s, as
are the costs of different activities. On the other hand the duration and the cost of each activity are in general dependent
rv’s. Therefore, we get a sequence of n two-dimensional dependent and nonidentical rv’s {Xj} = {(X1j, X2j)}, j = 1, 2, . . . , n,
where X1j and X2j denote respectively the duration and the cost of the jth activity. However, as is well known, the vectors
Z
1,1:n ,W1,1:n and V1,1:n of this sequence play a major role in the investigations of the above stated problem.
It is easy to show that the df of the vector Zr,s:n is given by Φr,s:n(x1, x2) = Pr(at most r − 1 and s − 1 of events {X1i >
x1} and {X2j > x2}, i, j = 1, 2, . . . , n, occur respectively). Consequently, by setting A(1)j = {X1j > x1, X2j ≤ x2}, A(2)j = {X1j ≤
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x1, X2j > x2} and A(3)j = {X1j > x1, X2j > x2}, j = 1, 2, . . . , n,we get
Φr,s:n(x1, x2) =
r−1∑
`1=0
s−1∑
`2=0
`1∧`2∑
`3=0
`1+`2−`3≤n
P(`1 − `3, `2 − `3, `3), (2.2)
where `1 ∧ `2 = min(`1, `2) and P(`1 − `3, `2 − `3, `3) is determined by the relation (2.1), with m = 3.
Example 2.1. Let Y j = (Y1j, Y2j), j = 1, 2, . . . , n, be independent and identically distributed random vectors. Assume that
Y j’s cannot be observed because, when in use, each Y j suffers a random effect U. Hence, the observations come in the form
Xj = (Y1j + U, Y2j + U), 1 ≤ j ≤ n. Let U and Y j, j = 1, 2, . . . , n, be independent and assume that U has an exponential
distribution with parameter λ, while Y j has a Gumbel type distribution with survival function G(y1, y2) = e−y1−y2 , y1, y2 ≥
0. In view of (2.2) we get for example Φ1,1:n(x1, x2) = P(0, 0, 0) and to evaluate P(0, 0, 0), or any other value P(t1, t2, t3)
for which t1 + t2 + t3 ≤ n, by using (2.1), we have to evaluate terms such as S`1,`2,`3;n, `1 + `2 + `3 ≤ n. However, in our
example it is sufficient to determine the terms such as
Ψ`1`2`3(x1, x2) = Pr(X1i > x1, X2i ≤ x2, 1 ≤ i ≤ `1; X1j ≤ x1, X2j > x2,
`1 + 1 ≤ j ≤ `1 + `2; X1t > x1, X2t > x2, `1 + `2 + 1 ≤ t ≤ `1 + `2 + `3),
for all `1 + `2 + `3 ≤ n, since the Xj, 1 ≤ j ≤ n , are identically distributed. By the elementary formula of the continuous
total probability rule, we get
Ψ`1`2`3(x1, x2) = λ
∫ ∞
0
Pr(X1i > x1, X2i ≤ x2, 1 ≤ i ≤ `1; X1j ≤ x1, X2j > x2,
`1 + 1 ≤ j ≤ `1 + `2; X1t > x1, X2t > x2, `1 + `2 + 1 ≤ t ≤ `1 + `2 + `3|U = u)e−λudu
= λ
∫ x1∧x2
0
[G1(x1 − u)− G(x1 − u, x2 − u)]`1 [G2(x2 − u)− G(x1 − u, x2 − u)]`2 G`3(x1 − u, x2 − u)e−λudu,
where G1(x) = G2(x) = e−x, x ≥ 0. Therefore, by using the transformation w = eu,we get
Ψ`1`2`3(x1, x2) = λe−(`1+`3)x1−(`2+`3)x2
∫ ex1∧x2
1
w`1+`2+2`3−λ−1
(
1− we−x2 )`1 (1− we−x1 )`2 dw,
which after routine elementary calculations takes the form
Ψ`1`2`3(x1, x2) = λe−(`1+`3)x1−(`2+`3)x2

`1∑
i=0
`2∑
j=0
i+j6=λ−`1−`2−2`3
(−1)i+j
(
`1
i
)(
`2
j
)
× e
(x1∧x2)(`1+`2+2`3−λ+i+j) − 1
`1 + `2 + 2`3 − λ+ i+ j e
−ix2−jx1 + (x1 ∧ x2)
`1∑
i=0
`2∑
j=0
i+j=λ−`1−`2−2`3
(−1)i+j
(
`1
i
)(
`2
j
)
e−ix2−jx1
 .
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