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A SHARP LOWER BOUND FOR THE ENTROPY OF CLOSED
HYPERSURFACES UP TO DIMENSION SIX
JACOB BERNSTEIN AND LU WANG
ABSTRACT. The entropy is a natural geometric quantity which measures the complexity
of a hypersurface in Rn+1. It is non-increasing along the mean curvature flow and so
plays a significant role in analyzing the dynamics of this flow. In [5], Colding-Ilmanen-
Minicozzi-White showed that within the class of closed smooth self-shrinking solutions of
the mean curvature flow in Rn+1, the entropy is uniquely minimized at the round sphere.
They conjectured that, for 2 ≤ n ≤ 6, the round sphere minimizes the entropy among
all closed hypersurfaces. Using an appropriate weak mean curvature flow, we prove their
conjecture. For these dimensions, our approach also gives a new proof of the main result
of [5] and extends its conclusions to compact singular self-shrinking solutions.
1. INTRODUCTION
On Rn+1, consider the Gaussian weight
(1.1) Φ(x) = (4π)−n2 e− |x|
2
4 .
If Σ is a hypersurface, that is, a smooth properly embedded codimension-one submanifold
of Rn+1, the Gaussian surface area of Σ is
(1.2) F[Σ] =
∫
Σ
Φ dHn,
whereHn is n-dimensional Hausdorff measure. Define the entropy of Σ by
(1.3) λ[Σ] = sup
(y,ρ)∈Rn+1×R+
F [ρΣ+ y] .
That is, the entropy of Σ is the supremum of the Gaussian surface area over all translations
and scalings of Σ. Hence, the entropy is invariant under these symmetries. Observe that
the entropy of a hyperplane is one.
For 2 ≤ n ≤ 6, we show that the entropy of closed (compact and without boundary) hy-
persurfaces is minimized by round spheres, verifying a conjecture of Colding-Minicozzi-
Ilmanen-White [5, Conjecture 0.9]. Let Sn be the round sphere in Rn+1 centered at the
origin 0 with radius
√
2n.
Theorem 1.1. For 2 ≤ n ≤ 6, if Σ is a closed hypersurface, then λ[Σ] ≥ λ[Sn] > 1 with
equality if and only if Σ = ρSn + y for some ρ > 0 and y ∈ Rn+1.
This result also holds for certain sets of low regularity; see Corollary 6.4. When n = 1,
Theorem 1.1 is a direct consequence of the work of Grayson [13] and Gage-Hamilton [11]
and the monotonicity of entropy under curve shortening flow.
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In [5, Theorem 0.7], Colding-Ilmanen-Minicozzi-White showed that if Σ is a closed
self-shrinker in Rn+1, then λ[Σ] ≥ λ[Sn] with equality if and only if Σ = Sn. Recall, a
self-shrinker is an F-stationary hypersurface, i.e., a solution to the Euler-Lagrange equa-
tion
(1.4) H+ x
⊥
2
= 0.
Here x⊥ is the normal component of the position vector x and H is the mean curvature
vector defined by
(1.5) H = −Hn = − div(n)n,
where n is a choice of unit normal and H is the mean curvature. If Σ solves (1.4), then
the self-similar family of hypersurfaces
{√−tΣ}
t<0
is a classical solution to the mean
curvature flow
(1.6)
(
dx
dt
)⊥
= H,
justifying the terminology. Using the monotonicity formula of Huisken [14], Colding-
Minicozzi [6] observed that the entropy is non-increasing along solutions of (1.6). In fact,
the entropy of any closed hypersurface strictly decreases unless the initial hypersurface is
obtained by translating and dilating a self-shrinker. As such, the entropy yields important
information about the dynamical properties of the flow.
To prove Theorem 1.1, we use properties of weak mean curvature flows starting from
compact initial data. As such our argument is independent of [5]. Indeed, we give a new
proof of [5, Theorem 0.7] for 2 ≤ n ≤ 6 which also extends this result to compact singular
self-shrinkers. The key idea of our proof is that any weak flow starting from a compact
initial hypersurface must become extinct in finite time and, moreover, if one is careful with
the choice of weak flow, then the flow forms a singularity of a special type as it becomes
extinct. Indeed, we show that these singularities must be modeled on collapsed singular
self-shrinkers; see Definition 4.6 and Proposition 5.2. We further show that the space of
collapsed singular self-shrinkers with small entropy is compact and its elements have good
regularity properties; see Propositions 4.10 and 4.2. By a careful induction argument, we
are able to show that the minimal entropy of collapsed singular self-shrinkers is achieved on
a compact shrinker Σ0; see Lemma 6.1. Hence, using our initial observation, we conclude
that Σ0 is entropy stable and so by [6, Theorem 0.14] must be the round sphere when
2 ≤ n ≤ 6. The upper bound for the dimension comes from our inability, at present, to
rule out the existence of singular stable stationary cones with small entropy when n ≥ 7.
Remark 1.2. Very recently Ketover-Zhou [18] have developed a min-max theory for the
Gaussian surface area and used it to give an alternative proof of [5, Conjecture 0.9] for
closed surfaces in R3 that are not tori. Their argument is modeled on that used by Marques-
Neves [19] to show the Willmore conjecture, and so is completely different from ours.
Finally, we note that in [5, Conjecture 0.10], Colding-Ilmanen-Minicozzi-White further
conjectured that among all non-flat complete self-shrinkers, the round sphere has the lowest
entropy. By taking a tangent flow at the first singular time of a classical mean curvature
flow, one observes that, modulo regularity issues, Theorem 1.1 would follow from this
stronger conjecture. Using the conclusions of this paper, we verify this conjecture for the
class of partially collapsed self-shrinkers. Essentially, a self-shrinker is partially collapsed
if there is an asymptotic direction in which it is “small”; see Definition 6.6.
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Theorem 1.3. For 2 ≤ n ≤ 7, if Σ is a complete non-compact self-shrinker in Rn+1 which
is partially collapsed, then λ[Σ] ≥ λ[Sn−1](> λ[Sn]) with equality if and only if, up to an
ambient rotation of Rn+1, Σ = Sn−1 × R.
2. NOTATION
We will make heavy use of the results of [15] on weak mean curvature flows. For this
reason, we follow the notation of [15] as closely as possible.
Denote by
• M(Rn+1) = {µ : µ is a Radon measure on Rn+1} (see [24, Section 4]);
• IMk(Rn+1) =
{
µ : µ is an integer k-rectifiable Radon measure on Rn+1
} (see
[15, Section 1]);
• IVk(Rn+1) =
{
V : V is an integer rectifiable k-varifold on Rn+1
} (see [15, Sec-
tion 1] or [24, Chapter 8]).
The space M(Rn+1) is given the weak* topology. That is,
(2.1) µi → µ ⇐⇒
∫
f dµi →
∫
f dµ for all f ∈ C0c (Rn+1).
And the topology on IMk(Rn+1) is the subspace topology induced by the natural inclu-
sion into M(Rn+1). For the details of the topologies considered on IVk(Rn+1), we refer
to [15, Section 1] or [24, Chapter 8]. There are natural bijective maps
(2.2) V : IMk(Rn+1)→ IVk(Rn+1) and µ : IVk(Rn+1)→ IMk(Rn+1).
The second map is continuous, but the first is not. Henceforth, write V (µ) = Vµ and
µ(V ) = µV .
If Σ ⊂ Rn+1 is a k-dimensional smooth properly embedded submanifold, we denote
by µΣ = Hk⌊Σ ∈ IMk(Rn+1). Given (y, ρ) ∈ Rn+1 × R+ and µ ∈ IMk(Rn+1), we
define the rescaled measure µy,ρ ∈ IMk(Rn+1) by
(2.3) µy,ρ(Ω) = ρkµ (ρ−1Ω+ y) .
This is defined so that if Σ is a k-dimensional smooth properly embedded submanifold,
then
(2.4) µy,ρΣ = µρ(Σ−y).
One of the defining properties of µ ∈ IMk(Rn+1) is that for µ-a.e. x ∈ Rn+1, there is an
integer value θµ(x) so that
(2.5) lim
ρ→∞µ
x,ρ = θµ(x)µP ,
where P is a k-dimensional plane through the origin. When such P exists, we denote it
by Txµ the approximate tangent plane at x. The value θµ(x) is the multiplicity of µ at x
and by definition, θµ(x) ∈ N for µ-a.e. x. Notice that if µ = µΣ, then Txµ = TxΣ and
θµ(x) = 1. Given a µ ∈ IMn(Rn+1), set
(2.6) reg(spt(µ)) = {x ∈ spt(µ) : ∃ρ > 0 s.t. Bρ(x) ∩ spt(µ) is a hypersurface}
and sing(spt(µ)) = spt(µ) \ reg(spt(µ)). Here Bρ(x) is the open ball in Rn+1 centered
at x with radius ρ. Likewise,
(2.7) reg(µ) = {x ∈ reg(spt(µ)) : θµ(x) = 1} and sing(µ) = spt(µ) \ reg(µ).
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For µ ∈ IMn(Rn+1), we extend the definitions of F and λ in the obvious manner,
namely,
(2.8) F[µ] = F[Vµ] =
∫
Φ dµ and λ[µ] = λ[Vµ] = sup
(y,ρ)∈Rn+1×R+
F [µy,ρ] .
Finally, we will need to consider certain oriented sets with possibly singular boundaries.
For our purposes, sets of finite perimeter will suffice. Recall that a set E is of locally
finite perimeter, if the characteristic function χE is in BVloc(Rn+1) the space of functions
with locally bounded variation; see [24, Sections 6 and 14]. By De Giorgi’s Theorem
(see [24, Theorem 14.3]), if E is of locally finite perimeter, then the reduced boundary
∂∗E as defined in [24, Equation (14.2)] is n-rectifiable and the total variation measure
|DχE | = Hn⌊∂∗E ∈ IMn(Rn+1).
Definition 2.1. A µ ∈ IMn(Rn+1) is a compact boundary measure, if there is a bounded
open non-empty subset E ⊂ Rn+1 of locally finite perimeter so that spt(µ) = ∂E and
µ = Hn⌊∂∗E. Such a set E is called the interior of µ.
The following approximation lemma, which is essentially [12, Theorem 1.24], will be
used later in our proof of Theorem 1.1. Since the proof of Lemma 2.2 is slightly technical,
it may be found in Appendix A.
Lemma 2.2. Let E be a set of locally finite perimeter and supposeB2r(x) ⊂ E ⊂ BR(x).
Then there exists a sequence of open sets Ej of finitely many components so that the ∂Ej
are hypersurfaces and:
(1) Br(x) ⊂ Ej ⊂ B2R(x);
(2) χEj → χE in L1(Rn+1);
(3) ∣∣DχEj ∣∣→ |DχE | in the sense of measures.
3. WEAK MEAN CURVATURE FLOWS
In this section, we give a brief review of various notions of weak mean curvature flow in
both the measure-theoretic and set-theoretic senses as well as fix our notation for them. As
this section is rather technical, it may be skimmed on first reading and the expert should
feel free to consult it only as needed. The key fact from this section that will be used
in what follows is the existence of a suitable weak mean curvature flow, called a canon-
ical boundary motion, starting from generic closed hypersurfaces. Loosely speaking, the
canonical boundary motions are distinguished by their regularity properties. Specifically,
Huisken’s monotonicity formula [14] and the regularity theory of Brakke [2] apply to them
and they cannot disappear suddenly. Their existence is ensured by work of Ilmanen [15].
3.1. Brakke flow. Historically, the first weak mean curvature flow was the measure-
theoretic flow introduced by Brakke [2]. This flow is called a Brakke flow. Brakke’s
original definition considered the flow of varifolds. Here we use the (slightly stronger)
notion introduced by Ilmanen [15]. For our purposes, the Brakke flow has two important
roles. The first is the fact that Huisken’s monotonicity formula [14] holds also for Brakke
flows; see [15] or [27]. The second is the powerful regularity theory of Brakke [2] for such
flows. A major technical difficulty inherent in using Brakke flows is that there is a great
deal of non-uniqueness. Most problematic for our applications is that, by construction,
Brakke flows are allowed to vanish suddenly and gratuitously.
Let µ ∈ M(Rn+1) and φ ∈ C2c (Rn+1,R≥0). Following [15, Section 6.2], if one of the
following cases happens
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(1) µ⌊{φ > 0} is not an n-rectifiable Radon measure;
(2) |δV |⌊{φ > 0} is not a Radon measure on {φ > 0}, where V = Vµ⌊{φ > 0};
(3) |δV |⌊{φ > 0} is singular with respect to µ⌊{φ > 0};
(4) ∫ φ|H|2 dµ =∞, where H = d(δV )/dµ⌊{φ > 0},
then take B(µ, φ) = −∞. Otherwise, let
(3.1) B(µ, φ) =
∫
−φH2 +Dφ · S⊥ ·H dµ,
where S = S(x) = Txµ for Hn-a.e. x ∈ {φ > 0} and S⊥ · y is understood to mean to
project the vector y onto the line S⊥ perpendicular to S.
Let I denote an interval in R. The upper derivative of a function f : I → R is
(3.2) D¯t0f(t) = lim sup
t∈I,t→t0
f(t)− f(t0)
t− t0 .
A family K = {µt}t∈I with µt ∈ M(Rn+1) is a codimension-one Brakke flow in
Rn+1, if for all t ∈ I and φ ∈ C2c (Rn+1,R≥0),
(3.3) D¯tµt(φ) ≤ B(µt, φ),
or equivalently, for all t1, t2 ∈ I with t1 ≤ t2 and φ ∈ C1c (Rn+1,R≥0),
(3.4)
∫
φdµt2 ≤
∫
φdµt1 +
∫ t2
t1
B(µt, φ) dt.
Given U ⊂ Rn+1 a non-empty open subset and a subinterval I ′ ⊂ I , we could restrict K
to U × I ′ by
(3.5) K⌊U × I ′ = {µt⌊U}t∈I′ ,
which clearly satisfies the inequality (3.3) for all φ ∈ C2c (U,R≥0). When the meaning is
clear from context, we will suppress mention of the codimension and ambient domain and
speak of a Brakke flow. A Brakke flow, K = {µt}t∈I is integral if µt ∈ IMn(Rn+1) for
a.e. t ∈ I .
We will generally restrict our attention to Brakke flows K = {µt}t≥t0 with bounded
area ratios, i.e., for which there is a C <∞ so that for all t ≥ t0,
(3.6) sup
x∈Rn+1
sup
R>0
µt (BR(x))
Rn
≤ C.
Ilmanen [16] observed that the monotonicity formula of Huisken [14] could be extended
to hold for Brakke flows with initial data satisfying (3.6); see also [27, Section 10].
Proposition 3.1 ( [16, Lemma 7]). Given K = {µt}t≥t0 a Brakke flow, suppose that µt0
satisfies (3.6). Then for any (y, s) in Rn+1 × (t0,∞) and all t0 ≤ t1 ≤ t2 < s,∫
Φ(y,s)(x, t2) dµt2(x)−
∫
Φ(y,s)(x, t1) dµt1(x)
≤−
∫ t2
t1
∫
Φ(y,s)(x, t)
∣∣∣∣H(x, t) + S⊥(x, t) · (x− y)2(s− t)
∣∣∣∣
2
dµt(x)dt,
(3.7)
where S(x, t) = Txµt and
(3.8) Φ(y,s)(x, t) = (s− t)−
n
2 Φ
(
x− y√
s− t
)
.
An easy, but useful, consequence of Proposition 3.1 is that
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Corollary 3.2. If K = {µt}t≥t0 is a Brakke flow and µt0 satisfies (3.6), then K has
bounded area ratios.
Another important consequence of Proposition 3.1 is that if a Brakke flowK = {µt}t≥t0
has bounded area ratios, thenK has a well defined Gaussian density at every point (y, s) ∈
Rn+1 × (t0,∞) defined by
(3.9) Θ(y,s)(K) = lim
t→s−
∫
Φ(y,s)(x, t) dµt(x).
It is easy to see from the monotonicity formula that Θ(y,s)(K) ≥ θµs(y). Moreover, the
Gaussian density is upper semi-continuous:
Corollary 3.3. If K = {µt}t≥t0 is a Brakke flow with bounded area ratios, then the map
(y, s) 7→ Θ(y,s)(K) is upper semi-continuous on Rn+1 × (t0,∞).
Following Ilmanen [15, Section 7], we say that a sequence of Brakke flows Ki ={
µit
}
t≥t0 converges to a Brakke flow K = {µt}t≥t0 , if
(1) µit → µt for all t ≥ t0; and
(2) for a.e. t ≥ t0, there is a subsequence ik, depending on t, so that Vµikt → Vµt .
Convergence for flows with varying initial times is defined analogously.
Based on the idea of Brakke [2, Chapter 4], Ilmanen proved the following compactness
theorem for integral Brakke flows.
Theorem 3.4 ( [15, Theorem 7.1]). Let Ki = {µit}t≥t0 be a sequence of integral Brakke
flows so that for all bounded open U ⊂ Rn+1,
(3.10) sup
i
sup
t∈[t0,∞)
µit(U) ≤ C(U) <∞.
There is a subsequence ik and an integral Brakke flow K = {µt}t≥t0 so that Kik → K.
Combining the compactness of Brakke flows with the monotonicity formula, one es-
tablishes the existence of tangent flows. For a Brakke flow K = {µt}t≥t0 and a point
(y, s) ∈ Rn+1 × (t0,∞), define a new Brakke flow
(3.11) K(y,s),ρ =
{
µ
(y,s),ρ
t
}
t≥ρ2(t0−s)
where
(3.12) µ(y,s),ρt = µy,ρs+ρ−2t.
Definition 3.5. Let K = {µt}t≥t0 be an integral Brakke flow with bounded area ratios. A
non-trivial Brakke flow T = {νt}t∈R is a tangent flow to K at (y, s) ∈ Rn+1 × (t0,∞),
if there is a sequence ρi → ∞ so that K(y,s),ρi → T . Denote by Tan(y,s)K the set of
tangent flows to K at (y, s).
The monotonicity formula implies that any tangent flow is backwardly self-similar.
Theorem 3.6 ( [16, Lemma 8]). Given an integral Brakke flow K = {µt}t≥t0 with
bounded area ratios, a point (y, s) ∈ Rn+1×(t0,∞) with Θ(y,s)(K) ≥ 1, and a sequence
ρi →∞, there exists a subsequence ρij and a T ∈ Tan(y,s)K so that K(y,s),ρij → T .
Furthermore, T = {νt}t∈R is backwardly self-similar with respect to parabolic rescal-
ing about (0, 0). That is, for all t < 0 and ρ > 0,
(3.13) νt = ν(0,0),ρt .
A SHARP LOWER BOUND FOR THE ENTROPY OF CLOSED HYPERSURFACES 7
Moreover, Vν−1 is a stationary point of the F functional and
(3.14) Θ(y,s)(K) = F[ν−1].
In [2, Theorem 6.12], Brakke established a partial regularity theorem for so-called unit
density Brakke flows. Brakke’s proof is very difficult, however, White [28] has given an
elementary proof for a special, but large, class of Brakke flows. The interested reader may
verify that, for the purposes of proving Theorem 1.1, this class suffices. The reader may
also consult the recent papers [17] and [26] which give a proof using the monotonicity
formula. We will use only the following consequence of Brakke’s local regularity theorem
[2, Lemma 6.11]; see also [15, Theorem 12.1]. The proof is essentially the same as that
of [23, Lemma 2.1]; see also [28, Corollary 3.4 and Theorem 7.3].
Proposition 3.7. LetKi = {µit}t≥t0 be a sequence of integral Brakke flows converging to
an integral Brakke flow K = {µt}t≥t0 . If K⌊BR(y) × (t1, t2) is a regular flow, then
(1) for each t1 < t < t2, spt(µit)→ spt(µt) in C∞loc(BR(y));
(2) given ǫ > 0, there is an i0 = i0(ǫ,K) so that if i > i0, Ki⌊BR−ǫ(y)× (t1 + ǫ, t2)
is a regular flow.
Here we say an integral Brakke flow K = {µt}t∈I is regular, if K = {µΣt}t∈I where
{Σt}t∈I is a proper smooth embedded mean curvature flow.
3.2. Level-set flow. We will also need a set-theoretic weak mean curvature flow called the
level-set flow. This flow was first studied in the context of numerical analysis by Osher-
Sethian [20]. The mathematical theory was developed by Evans-Spruck [7–10] and Chen-
Giga-Goto [3]. For our purposes, it has the important advantages of being uniquely defined
and satisfying a nice maximum principle.
We will follow the formulation of the level-set flow of Evans-Spruck [7]. Let Γ be
a compact non-empty subset of Rn+1. Select a continuous function u0 so that Γ =
{x : u0(x) = 0} and there are constants C,R > 0 so that
(3.15) u0 = −C on
{
x ∈ Rn+1 : |x| ≥ R}
for some sufficiently large R. In particular, {u0 ≥ a > −C} is compact. In [7], Evans-
Spruck established the existence and uniqueness of viscosity weak solutions to the initial
value problem:
(3.16)
{
ut =
∑n+1
i,j=1
(
δij − uxiuxj |Du|−2
)
uxixj on R
n+1 × (0,∞)
u = u0 on R
n+1 × {0}.
Setting Γt = {x : u(x, t) = 0}, define L(Γ) = {Γt}t≥0 to be the level-set flow of Γ. This
is justified by [7, Theorem 5.3], which shows that L(Γ) is independent of the choice of u0.
Level-set flows satisfy an avoidance principle, namely,
Proposition 3.8 ( [7, Theorem 7.3]). Let L(Γ) = {Γt}t≥0 and L(Γ′) = {Γ′t}t≥0 be level-
set flows. Assume that Γ and Γ′ are disjoint compact non-empty subsets. Then the distance
between Γt and Γ′t is non-decreasing in t.
A technical feature of the level-set flow is that the Γt of L(Γ) may develop non-empty
interiors for positive times. This phenomena is called fattening and is unavoidable for
certain initial sets Γ. It is closely related to non-uniqueness phenomena of weak solutions
of the flow. A level-set flow L(Γ) = {Γt}t≥0 is non-fattening, if each Γt has no interior.
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3.3. Boundary motion. In [15], Ilmanen synthesized both notions of weak flow. In par-
ticular, he showed that for a large class of initial sets, there is a canonical way to associate
a Brakke flow to the level-set flow, and observed that this allows, among other things, for
the application of Brakke’s partial regularity theorem. For our purposes, it is important
that the Brakke flow constructed does not vanish gratuitously. A similar synthesis may be
found in [10].
Following [15, Section 11], we introduce the following definition:
Definition 3.9. Given a compact boundary measure µ0 with interior E0, a canonical
boundary motion of µ0 is a pair (E,K) consisting of an open bounded subset E of Rn+1×
R≥0 of finite perimeter and a Brakke flow K = {µt}t≥0 so that:
(1) E = {(x, t) : u(x, t) > 0}, where u solves (3.16) with E0 = {x : u0(x) > 0}
and ∂E0 = {x : u0(x) = 0};
(2) each Et = {x : (x, t) ∈ E} is of finite perimeter and µt = Hn⌊∂∗Et.
A canonical boundary motion in our sense is automatically a boundary motion as con-
sidered in [15], however, the converse need not be true. Ilmanen showed that under a
non-fattening condition on L(spt(µ0)), there always exists a corresponding boundary mo-
tion. In fact, his proof gives the existence of a canonical boundary motion of µ0.
Theorem 3.10 ( [15, Theorem 11.4]). If µ0 is a compact boundary measure such that
the level-set flow L(spt(µ0)) is non-fattening, then there is a canonical boundary motion
(E,K) of µ0.
It is relatively straightforward to see that the non-fattening condition is generic; see for
instance [15, Theorem 11.3].
4. REGULARITY AND ASYMPTOTIC STRUCTURE FOR SELF-SHRINKING MEASURES
OF LOW ENTROPY
Let us define the set of self-shrinking measures on Rn+1 by
(4.1) SMn =
{
µ ∈ IMn(Rn+1) : Vµ is stationary for the F functional, spt(µ) 6= ∅
}
.
Denote by CSMn the set of self-shrinking measures on Rn+1 with compact support. Fur-
ther, given Λ > 0, set
(4.2) SMn(Λ) = {µ ∈ SMn : λ[µ] < Λ}
and CSMn(Λ) = CSMn ∩ SMn(Λ).
Recall that an important class of self-shrinkers are the generalized cylinders
(4.3) Sn−k × Rk =
{
n∑
i=k
x2i+1 = 2(n− k)
}
⊂ Rn+1,
where 0 ≤ k ≤ n. As computed by Stone [25],
(4.4) 2 > F[S1] > 3
2
> F[S2] > · · · > F[Sn] > · · · > 1.
By [6, Lemma 7.10], λn = λ[Sn] = F[Sn] and thus the same inequalities hold for λn.
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4.1. Regularity of self-shrinking measures of small entropy. We begin by estimating
the size of the singular set of self-shrinking measures with low entropy. In order to accom-
plish this, we will need a stratification result from [27].
A µ ∈ IMn(Rn+1) is a cone, if µ0,ρ = µ. Likewise, µ ∈ IMn(Rn+1) splits off a
line, if, up to an ambient rotation of Rn+1, µ = µˆ × µR for µˆ ∈ IMn−1(Rn). Observe
that if µ ∈ SMn is a cone, then Vµ is stationary (for area). Similarly, if µ ∈ SMn splits
off a line, then µˆ ∈ SMn−1 and λ[µ] = λ[µˆ].
We make the following observation about two-dimensional shrinking measures.
Lemma 4.1. If µ ∈ SM2(3/2) is a cone, then, up to an ambient rotation, µ = µR2 .
Proof. Since Vµ is stationary and µ ∈ IM2(R3) with λ[µ] < 3/2, we may apply Allard’s
integral compactness theorem (see [24, Theorem 42.7 and Remark 42.8]) to conclude that
given y ∈ sing(µ) \ {0}, there exists a sequence ρi → ∞ so that µy,ρi → ν and Vν
is a stationary integral varifold. Moreover, it follows from the monotonicity formula [24,
Theorem 17.6] that ν is a cone; see also [24, Theorem 19.3].
In addition, µ is a cone and so ν splits off a line. That is, up to an ambient rotation,
ν = νˆ × µR and Vνˆ is a one-dimensional integral stationary cone. Thus, spt(νˆ) is the
union of rays starting from the origin. Moreover, by the lower semi-continuity of entropy,
λ[νˆ] = λ[νˆ × µR] ≤ λ[µ] < 3/2. This implies that there are at most two rays and the
stationarity of Vνˆ gives that the rays together form a multiplicity-one line. Hence, ν is a
multiplicity-one plane. Therefore, by Allard’s regularity theorem (see [24, Theorem 24.2]),
sing(µ) ⊂ {0}. Hence, as Vµ is a stationary cone, the link of spt(µ) is smooth closed
geodesic in S2, i.e., a great circle. Therefore, µ must be a multiplicity-one plane. 
We may now use a dimension reduction argument to bound the size of the singular set
of a self-shrinking measure with entropy less than 3/2.
Proposition 4.2. The singular set of any self-shrinking measure in SMn(3/2) has Haus-
dorff dimension at most n− 3.1
Proof. Given µ ∈ SMn(3/2), the mean curvature of Vµ is locally bounded by (1.4).
Following the same reasoning in the proof of Lemma 4.1, given y ∈ sing(µ), there exists
a sequence ρi → ∞ so that µy,ρi → ν and Vν is an integral stationary cone. By the
lower semi-continuity of entropy, λ[ν] ≤ λ[µ] < 3/2. Hence, together with Lemma 4.1,
it follows from general dimension reduction arguments (see for instance [27, Theorem 4])
that the Hausdorff dimension of sing(µ) is at most n− 3. 
An important consequence of Proposition 4.2 is that self-shrinking measures with com-
pact support and of small entropy are compact boundary measures.
Proposition 4.3. If µ ∈ CSMn(3/2), then µ is a compact boundary measure.
Proof. It suffices to show that the regular part reg(µ) is orientable. Let γ be any closed
simple curve in Rn+1. Then γ bounds a topological disk D with ∂D = γ. Since
Hn−1(sing(µ)) = 0 by Proposition 4.2, one can arrange γ and D so that the closure
of D does not intersect sing(µ). Thus, the orientability of reg(µ) follows from the same
arguments as in [21]. 
1Though it is not needed in this paper, we observe that by the recent resolution of the Willmore conjecture by
Marques-Neves [19], the Hausdorff dimension estimate in this proposition can be improved to n− 4.
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4.2. Non-collapsed self-shrinking measures and flows. We now describe the asymptotic
structure of self-shrinking measures in SMn(3/2). We first note for n = 2, stratification
alone gives strong control.
For µ ∈ SMn, we define the associated Brakke flow K = {µt}t∈R by
(4.5) µt =
{
0 t ≥ 0
µ0,
√−t t < 0.
We prove a splitting lemma for tangent flows to self-shrinking measures at time 0.
Lemma 4.4. For µ ∈ SMn with λ[µ] < ∞, let K be the associated Brakke flow to
µ. If y 6= 0 with Θ(y,0)(K) ≥ 1, and T ∈ Tan(y,0)K, then T splits off a line, that is
T = {νt}t∈R, where, up to an ambient rotation, νt = νˆt × µR and {νˆt}t∈R is the Brakke
flow associated to νˆ−1 ∈ SMn−1.
Proof. Given y 6= 0 with Θ(y,0)(K) ≥ 1, if T ∈ Tan(y,0)K, there exists a sequence
ρi → ∞ such that K(y,0),ρi → T . Thus, it follows from the self-similarity of K that T is
translation invariant along the direction of y. Indeed, for any τ ∈ R,
T (τy,0),1 = lim
i→∞
K((1+ρ−1i τ)y,0),ρi = lim
i→∞
(
K(0,0),(1+ρ−1i τ)−1
)(y,0),ρi(1+ρ−1i τ)
= lim
ρi→∞
K(y,0),ρi(1+ρ−1i τ)
where we used that K was self-similar about (0, 0) for the last equality. As
lim
i→∞
ρi(1 + ρ
−1
i τ)
ρi
= 1,
we conclude that T (τy,0),1 = T , that is, the flow splits off a line in the direction of y. 
We now use this lemma together with the fact that the only one-dimensional self-
shrinkers are the circle and straight lines, to conclude that any self-shrinking measure on
R3 with small entropy and non-compact support must be asymptotic to a regular cone.
The main idea is that the associated Brakke flow to the self-shrinking measure encodes at
time 0 its asympotic behavior. The self-similarity of the flow and the non-compact sup-
port of the measure imply this is a non-empty cone. Lemma 4.4, the classification of the
one-dimensional self-shrinkers and Brakke’s regularity theorem ensure it is a regular cone.
Proposition 4.5. If µ ∈ SM2(3/2) has non-compact support, then µ = µΣ, where Σ is
a smooth self-shrinking surface asymptotic at infinity to a regular cone in the strong blow-
down sense. In particular, Σ has quadratic curvature decay, i.e., for x ∈ Σ outside some
compact set,
(4.6) |AΣ| (x) ≤ C0|x|
for some positive constant C0.
Proof. First it follows from Proposition 4.2 that µ = µΣ for a non-compact self-shrinker
Σ. Moreover, the entropy bound gives that Σ has at most quadratic area growth and thus,
by [4, Theorem 1.3], Σ is proper.
Let K = {µt}t∈R be the Brakke flow associated to µ. Note that µt = µ√−tΣ for
t < 0. Let X =
{
y : y 6= 0,Θ(y,0)(K) ≥ 1
} ⊂ R3 \ {0}. As Σ is non-compact, X
is non-empty. Indeed, pick any sequence of points yi ∈ Σ with |yi| → ∞. The points
yˆi = |yi|−1yi ∈ |yi|−1Σ. Hence, Θ(yˆi,−|yi|−2)(K) ≥ 1. As the yˆi are in a compact
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subset, up to passing to a subsequence and relabeling, yˆi → yˆ, and so the upper semi-
continuity of Gaussian density, Corollary 3.3, implies that Θ(yˆ,0)(K) ≥ 1.
We next show that X is a smooth properly embedded cone in R3\ {0}. Given y ∈ X
and ρ > 0, invoking the self-similarity of K about (0, 0),
Θ(ρy,0)(K) = lim
s→0−
−1
4πs
∫
e
|x−ρy|2
4s dµs(x) = lim
s→0−
−ρ2
4πs
∫
e
ρ2|x−y|2
4s dµ0,ρ
−1
s (x)
= lim
s→0−
−1
4πsρ−2
∫
e
|x−y|2
4sρ−2 dµsρ−2(x) = Θ(y,0)(K) ≥ 1.
In particular, ρy ∈ X . Thus X is invariant under dilation and so is a cone. To see that X
is regular, we note that by Lemma 4.4, for any y ∈ X and T ∈ Tan(y,0)K, T = {νt}t∈R
splits off a line. That is, up to an ambient rotation, νt = νˆt × µR with {νˆt}t∈R the Brakke
flow associated to νˆ−1 ∈ SM1(3/2). Here we use the lower semi-continuity of entropy.
By Proposition 4.2, νˆ−1 = µγ for γ a one-dimensional complete self-shrinker. Thus,
by the classification theorem in [1] and inequality (4.4), νˆ−1 is a multiplicity-one line
and so ν−1 is a multiplicity-one plane and T is a static multiplicity-one plane. Hence,
it follows from Proposition 3.7 that for all t < 0 close to 0, spt(µt) near y is given by
the connected graph of a smooth function over the same plane with uniformly bounded
derivatives. Therefore, combining this with the upper semi-continuity of Gaussian density,
we conclude that
√−tΣ→ X in C∞loc
(
R3\ {0}), as t→ 0−. 
To understand the situation for n > 2, we will need to introduce a much weaker, but
still useful, notion.
Definition 4.6. A µ ∈ SMn is non-collapsed if there is a y ∈ Rn+1 and an R > 4
√
n so
that:
(1) sing(µ) ∩BR(y) = ∅;
(2) spt(µ) separates BR(y) ⊂ Rn+1 into two components Ω+, Ω− containing, re-
spectively, closed balls B¯2√n(x+), B¯2√n(x−).
The measure µ is strongly non-collapsed if µ× µRk is non-collapsed for all k ≥ 0.
Note that Condition (1) is a technical condition that is included to simplify some proofs.
Observe that the definition of non-collapsed depends on the dimension n in a way that
ensures that if µ× µR is non-collapsed, then so is µ, but the converse need not hold. Thus,
µ is strongly non-collapsed if and only if µ× µR is strongly non-collapsed. Clearly, being
non-collapsed is weaker than being strongly non-collapsed which in turn is weaker than
being smoothly asymptotic to a cone. Hence, Proposition 4.5 gives that
Corollary 4.7. If µ ∈ SM2(3/2) and spt(µ) is non-compact, then µ is strongly non-
collapsed.
Heuristically, a comparison with shrinking spheres implies that if µ ∈ SMn is non-
collapsed, then the Brakke flow associated to µ becomes extinct at time 0 only due to
sudden vanishing. However, some care is needed. For instance, while the shrinking spoon
(see [2, Figure 9] or [15, Figure 6]) is non-collapsed, any Brakke flow starting from it
must become extinct by time 0. Conversely, a multiplicity-two plane is collapsed, but the
associated static flow never vanishes. Nevertheless, all self-shrinking measures which are
compact boundary measures are collapsed.
Lemma 4.8. If µ ∈ SMn is a compact boundary measure, then µ is collapsed.
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Proof. Let E be the interior of µ. If µ is non-collapsed, there is a point y ∈ Rn+1 and a
radius R > 0 so that BR(y) ∩ spt(µ) separates BR(y) into two components Ω− and Ω+
containing closed balls B¯2√n(x−) and B¯2√n(x+) respectively. Clearly, we may assume
that neither x+ nor x− are the origin and, up to relabeling, that Ω+ ⊂ E. Consider
K = {µt}t∈R the Brakke flow associated to µ and
(4.7) S =
{
∂B√
2n(1−t)(x+)
}
t≥−1
the self-shrinking spheres starting from ∂B2√n(x+). Since spt(µ−1) ∩ B2√n(x+) = ∅,
then by the fact that the support of a Brakke flow satisfies an avoidance principle [15, The-
orem 10.6], spt(µt) ∩B√2n(1−t)(x+) = ∅ for all t > −1. This leads to a contradiction.
Indeed, consider the ray connecting 0 to x+. Since ∂E = spt(µ) is bounded, there
must be a point x ∈ spt(µ) on this ray that is further away from 0 than x+. Hence, there
is a value τ ∈ (−1, 0) so that √−τ x = x+ and so x+ ∈ spt(µτ ) ∩ B√2n(1−τ)(x+),
yielding the claimed contradiction. 
Motivated by the above observation, we make the following more general definition.
Definition 4.9. An integral Brakke flow K = {µt}t≥t0 is non-collapsed at time τ , if there
is a (y, s) ∈ Rn+1 × (t0, τ), an R > 4
√
n(τ − t) and an 0 < ǫ < min {τ − s, s− t0} so
that:
(1) K⌊BR(y) × (s− ǫ, s+ ǫ) is regular;
(2) spt(µs) separates BR(y) ⊂ Rn+1 into two components Ω+, Ω− containing, re-
spectively, closed balls B¯
2
√
n(τ−s)(x+), B¯2
√
n(τ−s)(x−).
The Brakke flowK is strongly non-collapsed at time τ , if {µt × µRk}t≥t0 is non-collapsed
at time τ for all k ≥ 0.
Clearly, µ ∈ SMn is (strongly) non-collapsed if and only if the associated Brakke flow
is (strongly) non-collapsed at time 0. Crucially, being non-collapsed at a given time is an
open condition for Brakke flows.
Proposition 4.10. LetK = {µt}t≥t0 be an integral Brakke flow with bounded area ratios.
If Ki = {µt}t≥t0 are integral Brakke flows converging to K which are collapsed at time
τi > t0 and τi → τ > t0, then K is collapsed at time τ .
Proof. We argue by contradiction. Suppose thatK is non-collapsed at time τ . Let (y, s) ∈
Rn+1 × (t0, τ), R > 0 and ǫ > 0 be the relevant quantities from Definition 4.6. It’s clear
from the definition that we can slightly shrink R and ǫ without affecting anything. Let us
denote the shrunk constants byR′ and ǫ′. By (1) in Definition 4.9,K⌊BR(y)×(s−ǫ, s+ǫ)
is regular. Thus, by Proposition 3.7, for i sufficiently large,Ki⌊BR′(y)× [s− ǫ′, s+ ǫ′] is
regular. Moreover, for s ∈ [s− ǫ′, s+ ǫ′], spt(µis)→ spt(µs) in C∞loc(BR′(y)). Therefore,
for i sufficiently large, spt(µis) separatesBR′(y) into two componentsΩi+, Ωi− containing,
respectively, closed balls B¯
2
√
n(τ−s)(x+), B¯2
√
n(τ−s)(x−). That is, for large i, Ki are
non-collapsed at time τ . The size of the closed balls can always be slightly increased or
decreased, and so for large i, the Ki are also non-collapsed at times near τ , providing the
claimed contradiction. 
Corollary 4.11. Let K = {µt}t≥t0 be an integral Brakke flow with bounded area ratios.
If there is a (y, τ) ∈ Rn+1 × (t0,∞) so that a T ∈ Tan(y,τ)K is (stongly) non-collapsed
at time 0, then K is (strongly) non-collapsed at time τ .
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Proof. We first show that if T is non-collapsed at time 0, thenK is non-collapsed at time τ .
Indeed, Proposition 4.10 implies that there is a sequence ρi →∞ so that for i sufficiently
large, K(y,τ),ρi is non-collapsed at time 0. Hence, the spatial and temporal translation
properties of the definition imply that K is non-collapsed at time τ .
If T = {νt}t∈R is strongly non-collapsed at time 0, then T k = {µt × µRk}t∈R is non-
collapsed at time 0. Moreover, if Kk = {µt × µRk}t≥t0 , then T k ∈ Tan((y0,0),τ)Kk .
Hence, by what we just showed, Kk is non-collapsed at time τ . As k is arbitrary we
conclude that K is strongly non-collapsed at time τ . 
We conclude this section with the following general structural result:
Proposition 4.12. For n ≥ 2, if µ ∈ SMn(λn), then one of the following holds:
(1) µ ∈ CSMn(λn);
(2) µ is strongly non-collapsed;
(3) there is a ν ∈ SMn(λn) with λ[ν] ≤ λ[µ] so that ν = νˆ × µRn−k for some
νˆ ∈ CSMk(λn) and 1 ≤ k ≤ n− 1.
Proof. If n = 2, the result follows from Corollary 4.7. We now argue by induction.
Suppose the proposition holds for all 2 ≤ k ≤ n − 1. If µ ∈ SMn(λn) with spt(µ)
compact, then we are done. If spt(µ) is non-compact, the Brakke flow K associated to µ
satisfies that X =
{
y ∈ Rn+1 \ {0} : Θ(y,0)(K) ≥ 1
}
is non-empty.
Pick a point y ∈ X and a tangent flow T ∈ Tan(y,0)K. By Lemma 4.4, up to an
ambient rotation, T = {νˆt × µR}t∈R with νˆ−1 ∈ SMn−1(λn) and λ[νˆ−1] ≤ λ[µ]. In
fact, νˆ−1 ∈ SMn−1(λn−1), as λn < λn−1 by (4.4). Hence, the induction hypothesis
implies that either (1), (2) or (3) holds for νˆ−1. If νˆ−1 satisfies either (1) or (3), then µ
satisfies (3). On the other hand, if νˆ−1 satisfies (2), then, by definition, νˆ−1×µR is strongly
non-collapsed and so T is strongly non-collapsed at time 0. Hence, Corollary 4.11 implies
that K is strongly non-collapsed at time 0, that is, µ is strongly non-collapsed. 
Observe that Proposition 4.2 and [5, Theorem 0.7] together imply that CSM2(λ2) is
empty. We will give a different proof of this fact in Section 6. In fact, our result will be
more general, as we will not establish the a priori smoothness which would be needed to
appeal to [5, Theorem 0.7] and so also prove that CSMn(λn) is empty for all 2 ≤ n ≤ 6 .
5. COLLAPSED SINGULARITIES OF COMPACT MEAN CURVATURE FLOWS
The goal of this section is to show that every compact boundary measure of finite en-
tropy admits an integral Brakke flow of a special type. Specifically, a Brakke flow which
develops a singularity in finite time at which all tangent flows are collapsed at time 0. There
are three steps to the proof. The first is to show that, under a non-fattening condition, the
Brakke flow of a canonical boundary motion collapses at the same time it becomes extinct.
The second is to use the genericity of the non-fattening condition in order to take limits
and so conclude that for any compact boundary measure, there is an integral Brakke flow
that collapses at the same time it becomes extinct. The final step is to show that at the
extinction time for these Brakke flows, a singularity forms at which all tangent flows are
collapsed at time 0.
By the extinction time of a Brakke flow, we mean the minimal time at which the support
of the flow is empty. More precisely, if K = {µt}t≥0 is a non-trivial Brakke flow, then the
extinction time of K is
(5.1) T0(K) = sup {t : spt(µt) 6= ∅} .
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When spt(µ0) is compact, the extinction time can be seen to be finite by comparing with
the motion of the boundary of a ball containing the support. As general Brakke flows may
gratuitously vanish, they need not be collapsed at their extinction time. However, using the
maximum principle, it is true that, under a non-fattening condition, the Brakke flow of a
canonical boundary motion must be collapsed at its extinction time.
Lemma 5.1. Let µ0 be a compact boundary measure for which the level-set flowL[spt(µ0)]
is non-fattening. If (E,K) is a canonical boundary motion of µ0 and T0 = T0(K) is the
extinction time of K, then K is collapsed at time T0.
Proof. By definition, there is a continuous function u0 : Rn+1 → R and weak solution u to
(3.16) with initial condition u0 so that E = {(x, t) : u(x, t) > 0} and K = {µt}t≥0 with
µt = Hn⌊∂∗Et. Recall that Et = {x : u(x, t) > 0} and Et is of finite perimeter. As E0
is a non-empty bounded open set, it follows from the avoidance principle, Proposition 3.8,
and the isoperimetric inequality [12, Theorem 1.28] that the extinction time, T0, satisfies
0 < T0 <∞ and Et is empty for t ≥ T0. Hence, as the level-set flow of spt(µ0) does not
fatten, each {x : u(x, t) ≥ 0} for t ≥ T0 does not have interior.
Suppose that K = {µt}t≥0 is non-collapsed at time T0. That is, there is a (y, s) ∈
Rn+1 × (0, T0) and an R > 0 so that spt(µs) separates BR(y) into two components
Ω± containing closed balls B¯± = B¯2√n(T0−s)(x±). As BR(y) ∩ spt(µs) 6= ∅ and
µs = |DχEs |, BR(y)∩Es 6= ∅ and so, up to relabeling, we may assume that Ω+∩Es 6= ∅.
Let E−s = {x : u(x, s) < 0}, we claim B¯+ ∩ E−s = ∅. To see this, we first note
that, as µs is Radon and spt(µs) ∩ Ω+ = ∅, µs(Ω+) = 0. Applying the Poincare´ in-
equality for BV functions [24, Lemma 6.4] to χEs ∈ BVloc(Ω+), we conclude that,
χEs(x) = 1 for a.e. x ∈ Ω+. However, E−s is open and so if E−s ∩ Ω+ is non-
empty, then it has positive Lebesgue measure and so E−s ∩ Ω+ = ∅, which verifes the
claim. Finally, by appealing to the avoidance principle, Proposition 3.8, we conclude that
B√
2n(T0−s)(x+) ⊂ {x : u(x, T0) ≥ 0}, that is, the latter set has non-empty interior. This
contradicts our earlier conclusion. Thus,K must be collapsed at its extinction time T0. 
Due to the possibility of fattening, we are not able to ensure the existence of a boundary
motion starting from an arbitrary compact boundary measure; see [15, Problem B]. Never-
theless, because the non-fattening condition is generic, we can still construct some Brakke
flow which is collapsed at the extinction time of the flow.
Proposition 5.2. If µ0 is a compact boundary measure with finite entropy, then there is
an integral Brakke flow K = {µt}t≥0 with bounded area ratios and its extinction time
T0 = T0(K) > 0 which is collapsed at time T0. Moreover, there is a point x0 ∈ Rn+1 so
that Θ(x0,T0)(K) ≥ 1 and all tangent flows to K at (x0, T0) are collapsed at time 0.
Proof. If µ0 is a compact boundary measure with λ[µ0] < ∞, then spt(µ0) = ∂E0 6= ∅
and µ0 = |DχE0 | for some non-empty open bounded set E0 of finite perimeter. Fix y
and R > r > 0 so that B2√2nr(y) ⊂ E0 ⊂ B√2nR(y). Thus, by Lemma 2.2, there
exists a sequence of bounded open sets Ei0 of finitely many components with ∂Ei0 smooth
embedded such that: B√2nr(y) ⊂ Ei0 ⊂ B2√2nR(y), χEi0 → χE0 in L1(Rn+1) and
µi0 = |DχEi0 | → |DχE0 | = µ0 in the sense of measures. Recall that by [15, Theorem
11.3], the non-fattening condition for level-set flows is generic. Hence, as ∂Ei0 is smooth,
we can use the signed distance function to ∂Ei0 to perturb Ei0 in a smooth manner so that
the level-set flow L(∂Ei0) satisfies the non-fattening condition. By Theorem 3.10, there
exists a canonical boundary motion (Ei,Ki) of µi0 for each i. By comparing with the
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mean curvature flows of ∂B√2nr(y) and ∂B2√2nR(y), one verifies that the extinction
time T i0 of the Ki is contained in the interval
[
r2, 4R2
]
.
As µi0 → µ0, for i large enough, µi0(Rn+1) ≤ 2µ0(Rn+1) < ∞. Hence, the compact-
ness theory of Brakke flows, Theorem 3.4, implies that, up to passing to a subsequence
and relabeling, the Ki = {µit}t≥0 converges to an integral Brakke flow K = {µt}t≥0.
As λ[µ0] < ∞, it follows from the monotonicity formula in Proposition 3.1 that K has
bounded area ratios. By passing to a further subsequence, we may assume the extinction
times T i0 → T0 ∈
[
r2, 4R2
]
.
On one hand, the clearing out lemma for Brakke flows [2, Lemma 6.3], together with the
construction of K and the fact that spt(µit) ⊂ B2√2nR(y), implies that K has extinction
time T0. On the other, by Lemma 5.1, the Ki are collapsed at time T i0 and so Proposition
4.10 implies thatK is also collapsed at time T0. Finally, as K has extinction time T0, there
exists a sequences ti < T0 with ti → T0 and xi ∈ spt(µti) such that Θ(xi,ti)(K) ≥ 1. As
spt(µt) ⊂ B√2nR(y) for all t, up to passing to a subsequence and relabeling, xi → x0
and thus, appealing to the upper semi-continuity of Gaussian density, Corollary 3.3, we
have that Θ(x0,T0)(K) ≥ 1. Hence, as K is collapsed at time T0, Corollary 4.11 implies
that every tangent flow T ∈ Tan(x0,T0)K is collapsed at time 0. 
6. ENTROPY LOWER BOUND
Observe that (4.4) implies that CSMk(λn) ⊂ CSMk(λk) for 2 ≤ k ≤ n− 1.
Lemma 6.1. For n ≥ 2, if for all 1 ≤ k ≤ n − 1, CSMk(λn) is empty, then either
CSMn(λn) is empty or there is a µ0 ∈ CSMn(λn) so that
(6.1) λ[µ0] = inf {λ[µ] : µ ∈ CSMn(λn)} .
Furthermore, µ0 satisfies the following properties:
(1) µ0 is a compact boundary measure;
(2) Vµ0 is entropy stable in the sense of [6, Theorem 0.14];
(3) sing(µ0) has Hausdorff dimension at most n− 7.
Proof. If CSMn(λn) is empty, then we are done. If not, we can define
(6.2) Λn = inf {λ[µ] : µ ∈ CSMn(λn)} .
Since, for each µ ∈ CSMn, spt(µ) 6= ∅ and µ has integer multiplicity, λ[µ] ≥ 1 and so
Λn ≥ 1. Moreover, by the avoidance principle, Proposition 3.8, spt(µ) ∩ B2n(0) 6= ∅.
Hence, if µi ∈ CSMn(λn) is a minimizing sequence, then Allard’s integral compact-
ness theorem (see [24, Theorem 42.7 and Remark 42.8]) implies that, up to passing to a
subsequence and relabeling, µi → µ0 for µ0 ∈ SMn with 1 ≤ λ[µ0] ≤ Λn.
We first show that the assumption that CSMk(λn) = ∅ for all 1 ≤ k ≤ n − 1 implies
that µ0 ∈ CSMn(λn). Indeed, by Proposition 4.3, the µi are compact boundary measures
and so are collapsed by Lemma 4.8. Thus, µ0 is collapsed by Proposition 4.10 applied to
the associated Brakke flows. Hence, Proposition 4.12 together with our hypothesis implies
that µ0 ∈ CSMn(λn) and so λ[µ0] = Λn.
We next show that Vµ0 is entropy stable. Indeed, by Propositions 4.2 and 4.3, µ0 is a
compact boundary measure withHn−2(sing(µ0)) = 0. LetX be any compactly supported
vector field on Rn+1 with spt(X) ∩ sing(µ0) = ∅. Denote the flow of X by τ 7→ φτ and
set µτ0 = φ
τ
∗µ0. Clearly, the µτ0 are compact boundary measures and we may assume that
the µτ0 are of finite entropy (otherwise, we are done). Thus, Proposition 5.2 gives integral
Brakke flows Kτ = {µτt }t≥0 with bounded area ratios, and points (yτ , sτ ) ∈ Rn+1 ×R+
16 JACOB BERNSTEIN AND LU WANG
so that the tangent flows to Kτ at (yτ , sτ ) are collapsed at time 0. Invoking Proposition
4.12 again, the entropy of the time −1 slice of these tangent flows is bounded from below
byΛn. Thus, the monotonicity formula in Proposition 3.1 implies that λ[µτ0 ] ≥ Λn. Hence,
Vµ0 is entropy stable and we may apply [6, Theorem 0.14] to conclude that sing(µ0) has
Hausdorff dimension at most n− 7. 
Using Lemma 6.1, it is easy to establish the following non-existence result.
Proposition 6.2. If 2 ≤ n ≤ 6, then CSMn(λn) is empty. If n = 7 and CSM7(λ7) is
non-empty, then there is a µ0 ∈ CSM7(λ7) so that
(6.3) λ[µ0] = inf {λ[µ] : µ ∈ CSM7(λ7)} .
Furthermore, µ0 satisfies the following properties:
(1) µ0 is a compact boundary measure;
(2) Vµ0 is entropy stable in the sense of [6, Theorem 0.14];
(3) sing(µ0) consists of a non-empty finite set of points.
Remark 6.3. The existence of singular points when n = 7 is due to the possible existence
of entropy stable cones in R8 with entropy less than λ7.
Proof. We argue by induction. If n = 2, then the hypothesis of Lemma 6.1 holds by direct
computation. If CSM2(λ2) is non-empty, there exists a µ0 = µΣ ∈ CSM2(λ2) with Σ an
entropy stable closed self-shrinker. Thus, [6, Theorem 0.12] implies that Σ = ρS2+y and
so λ[µ0] = λ2, which is a contradiction. Hence, CSM2(λ2) is empty. Arguing inductively,
Lemma 6.1 and [6, Theorem 0.14] imply that CSMn(λn) is empty for 2 ≤ n ≤ 6.
For n = 7, if CSM7(λ7) is non-empty, there exists an entropy stable µ0 ∈ CSM7(λ7).
Hence, by the classification of entropy stable self-shrinkers in [6, Theorem 0.12], sing(µ0)
must be non-empty. Given y ∈ sing(µ0), any tangent cone of Vµ0 at y is a stable stationary
cone in R8 with singular set of codimension at least two. Therefore, it follows from the
regularity theorem in [22] that the cone has an isolated singularity and so sing(µ0) is
discrete. 
We have the following consequence of Proposition 6.2.
Corollary 6.4. If 2 ≤ n ≤ 6 and µ ∈ IMn(Rn+1) is a compact boundary measure, then
λ[µ] ≥ λn with equality if and only if µ = µρSn+y for some ρ > 0 and y ∈ Rn+1.
Proof. Suppose that µ ∈ IMn(Rn+1) is a compact boundary measure and λ[µ] ≤ λn.
By Proposition 5.2, there exists an integral Brakke flow K with bounded area ratios and
starting from µ, and a point (y, s) ∈ Rn+1 × R+ so that any tangent flow T = {νt}t∈R
in Tan(y,s)K is collapsed at time 0. By the lower semi-continuity of entropy, we have that
λ[ν−1] ≤ λ[µ] ≤ λn.
We claim that ν−1 has compact support. For n = 2, this claim follows directly from
Corollary 4.7. For 3 ≤ n ≤ 6 we argue by contradiction. If ν−1 does not have compact
support, then, by Lemma 4.4 and Corollary 4.11, there is a νˆ ∈ SMn−1 so that λ[νˆ] ≤
λ[ν−1] ≤ λn < λn−1 and νˆ×µR is collapsed. As νˆ is not strongly non-collapsed, it follows
from Proposition 4.12 and the fact that n ≥ 3 that either νˆ ∈ CSMn−1(λn−1) or there is
a ν˜ ∈ CSMk(λn−1) for k < n − 1. In either case, this contradicts Proposition 6.2 and
verifies the claim. Thus, invoking again Proposition 6.2, λ[ν−1] = λn and, furthermore, by
the monotonicity formula, the entropy is invariant along the flow. In particular, K is self-
similar with respect to (y, s) and µy,1/
√
s ∈ CSMn with λ[µ] = λn. Hence it remains
only to characterize the case of equality.
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Notice that any deformation of reg(µ) by a vector field gives a new compact boundary
measure. Hence, as we have just shown, it is impossible to construct such deformations to
decrease the entropy. As Proposition 4.2 implies that Hn−2(sing(µ)) = 0, we conclude
that Vµ is entropy stable and so µ = µ√s Sn+y by [6, Theorem 0.14]. 
As closed hypersurfaces separate Rn+1, Theorem 1.1 follows by applying Corollary 6.4
to µ = µΣ for any Σ closed hypersurface in Rn+1 for 2 ≤ n ≤ 6.
Our methods give an easy proof, for 2 ≤ n ≤ 6, of the existence of an entropy gap
within CSMn around µSn . This is true in all dimensions when one considers only smooth
self-shrinkers; see [5, Theorem 0.6].
Corollary 6.5. There is an ǫ = ǫ(n) > 0 so that if 2 ≤ n ≤ 6 and µ ∈ CSMn(λn + ǫn),
then µ = µSn .
Proof. If there is no such ǫn, then there is a sequence µi ∈ CSMn with λ[µi] > λn and
so that λ[µi] → λn < 32 . By the same arguments as in the first paragraph of the proof of
Lemma 6.1, up to passing to subsequence and relabeling, the µi → µ ∈ SMn with λ[µ] ≤
λn <
3
2 . By Proposition 4.3 and Lemma 4.8, the µi are collapsed. Thus, Proposition 4.10
implies that µ is also collapsed. Hence, arguing as in the proof of Corollary 6.4, it follows
that µ has compact support. Invoking Proposition 4.3 again, µ is a compact boundary
measure and so, by Corolloary 6.4, µ = µSn . It follows from Allard’s regularity theorem
(see [24, Theorem 24.2]) that spt(µi) → Sn in C∞loc(Rn+1). Hence, for i sufficiently
large, spt(µi) ∩ ∂B2n(0) = ∅ and so by the avoidance principle, Proposition 3.8, for
such i, spt(µi) ⊂ B2n(0). The smooth convergence implies that, for i sufficiently large,
µi = µΣi for a closed strictly convex self-shrinker Σi. By [14, Theorem 4.1], Σi = Sn
and so λ[µi] = λn. This contradiction proves the claim. 
Finally, we observe that Corollary 6.4 implies an entropy lower bound for certain non-
compact self-shrinkers.
Definition 6.6. A µ ∈ SMn with spt(µ) non-compact is partially collapsed if there is
y 6= 0 so that if K is the associated Brakke flow to µ, then Θ(y,0)(K) ≥ 1 and some
tangent flow T ∈ Tan(y,0)K is collapsed at time 0.
This is a weaker notion than being collapsed. For instance, the measure of a self-
shrinker with one end asymptotic to a cylinder and another asymptotic to a smooth cone
would be partially collapsed but not collapsed.
Corollary 6.7. For 3 ≤ n ≤ 7, if µ ∈ SMn has non-compact support and is partially
collapsed, then λ[µ] ≥ λn−1 with equality if and only if, up to an ambient rotation, µ =
µSn−1×R.
Proof. Let µ ∈ SMn with non-compact support and µ is partially collapsed. Assume that
λ[µ] ≤ λn−1. Consider the associated Brakke flow K to µ. Then there is a point y 6= 0 so
that Θ(y,0)(K) ≥ 1 and a T ∈ Tan(y,0)K is collapsed at time 0. By Lemma 4.4, up to an
ambient rotation, T = {νt}t∈R splits off a line. That is, νt = νˆt × µR, where {νˆt}t∈R is
the Brakke flow associated to νˆ−1 ∈ SMn−1. As T is collapsed at time 0, both ν−1 and
νˆ−1 are collapsed. By the lower semi-continuity of entropy, λ[νˆ−1] ≤ λ[µ] ≤ λn−1. Note
that the same argument as in the proof of Corollary 6.4 gives that νˆ−1 has compact support.
Thus, by Proposition 6.2 and Corollary 6.4, λ[νˆ−1] = λn−1 and νˆ−1 = µSn−1 . Hence it
follows from the monotonicity formula in Proposition 3.1 that T = K, i.e., µ = µSn−1×R
as claimed. 
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For 3 ≤ n ≤ 7, Theorem 1.3 directly follows from Corollary 6.7 applied to µ = µΣ.
However, when n = 2, some care has to be taken as λ1 > 3/2. Nevertheless, because Σ is
smooth, the result will follow by using the work of White [29].
Proof of Theorem 1.3 when n = 2. Suppose that λ[Σ] ≤ λ1. AsΣ is complete smooth em-
bedded, the Brakke flow K associated to µΣ is cyclic mod 2 in the sense of [29, Definition
4.1]. Hence, by [29, Theorem 4.2], every tangent flow to K is cyclic mod 2. In particular,
exactly as in the proof of Corollary 6.7, one can use Lemma 4.4 to construct νˆ−1 ∈ SM1
which is collapsed, satisfies λ[νˆ−1] ≤ λ1 < 2, and is such that ∂[Vνˆ−1 ] = 0. Here [Vνˆ−1 ]
is the rectifiable mod 2 flat chain associated to the integral varifold Vνˆ−1 ; see [29] for the
specifics. A consequence of this last fact is that all tangent cones to Vνˆ−1 consists of unions
of even numbers of rays. In particular, as λ[νˆ−1] < 2, νˆ−1 = µγ for some complete self-
shrinker γ ⊂ R2. By the classification of complete self-shrinkers in [1], γ must be either
S1 or R1. As the latter is non-collapsed, νˆ−1 = µS1 . Then, following the same argument
as in Corollary 6.7, K is self-similar and, up to an ambient rotation, Σ = R× S1. 
APPENDIX A. PROOF OF LEMMA 2.2
In this appendix, we present a complete proof of Lemma 2.2 – while this is standard,
we could not find a reference in the literature. First, it follows from [12, Equation (1.12)
and Theorem 1.24] that there exists a sequence of bounded open sets Ej of finitely many
components with ∂Ej smooth embedded such that: Br(x) ⊂ Ej ⊂ B2R(x), χEj → χE
in L1(Rn+1) and
(A.1) lim
j→∞
∫ ∣∣DχEj ∣∣ =
∫
|DχE | .
Next, fix any f ∈ C0c (Rn+1,R≥0). By the lower semi-continuity,
(A.2) lim inf
j→∞
∫
f
∣∣DχEj ∣∣ ≥
∫
f |DχE | .
On the other hand, setting M = ‖f‖C0 ,∫
M |DχE | = lim
j→∞
∫
M
∣∣DχEj ∣∣ = lim
j→∞
∫
f
∣∣DχEj ∣∣+
∫
(M − f) ∣∣DχEj ∣∣
≥ lim sup
j→∞
∫
f
∣∣DχEj ∣∣+ lim inf
j→∞
∫
(M − f) ∣∣DχEj ∣∣
≥ lim sup
j→∞
∫
f
∣∣DχEj ∣∣+
∫
(M − f) |DχE | .
(A.3)
In the last inequality above, we observe that
(A.4)
∫
(M − f) ∣∣DχEj ∣∣ =
∫
φ(M − f) ∣∣DχEj ∣∣ ,
where φ is chosen to be a cut-off function with φ = 1 on a sufficiently large ball containing
Ej and E, and then appeal to (A.2). Hence,
(A.5) lim sup
j→∞
∫
f
∣∣DχEj ∣∣ ≤
∫
f |DχE | .
Therefore, combining (A.2) and (A.5) gives that for all f ∈ C0c (Rn+1,R≥0),
(A.6) lim
j→∞
∫
f
∣∣DχEj ∣∣ =
∫
f |DχE | ,
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that is,
∣∣DχEj ∣∣→ |DχE | in the sense of Radon measures.
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