Abstract. We study routing and scheduling in multihop wireless networks. When data is transmitted from its source node to its destination node it may go through other wireless nodes as intermediate hops. The data transmission is node constrained, that is, every node can transmit data to at most one neighboring node per time step. The transmission rates are time varying as a result of changing wireless channel conditions.
Introduction
We study routing and scheduling data in a multihop wireless network, for example, a mobile ad hoc network (MANET). In such a network, a wireless node (i.e., mobile) communicates directly with other nodes within its wireless communication range. Nodes that are beyond direct reach communicate with one another using multihop paths through other wireless nodes in the network. Wireless multihop networks are expected to become increasingly popular, since they allow for wireless communication in extremely dynamic environments without the need for any wireline connections between antennas.
In contrast to wireline networks, the transmission rate between two wireless nodes is determined by the ever-changing channel condition between them. For example, as two nodes move away from each other or the interference increases, the channel condition suffers; as two nodes move towards each other or the interference decreases, the channel condition improves. In addition, issues such as Rayleigh fading introduce other fluctuations in channel conditions. Therefore, the transmission rates between wireless nodes are time varying.
Most previous work on wireless scheduling assumes that channel conditions can be modeled as a stationary stochastic process such as an ergodic Markov chain. However, mobility can destroy any type of stationarity. In this article we assume that channel conditions and data arrivals are arbitrary and governed by an adversary.
The focus of our article is on designing routing and scheduling algorithms for the purpose of stability, that is, we wish to keep the amount of data in the network bounded whenever this is feasible. Routing selects paths for data to traverse from source to destination. Given routes, scheduling determines the order of data transmission in case of contention.
1.1. THE MODEL. We consider a wireless multihop network of n nodes where each node acts as both a transmitter and a receiver. Time is divided into fixed slots. We use r ij (t) to denote the amount of data that node i can transmit to node j at time slot t, and we refer to r ij (t) as the transmission rate. Without loss of generality we assume the transmission rate is defined over all node pairs, since we can set r ij (t) to zero if nodes i and j are too far away from each other to communicate. We assume that an adversary controls the transmission rates, that is, we make no statistical assumptions.
We define two distinct models for transmission: the link-constraint model and the node-constraint model. In the link-constraint model, node i can transmit r ij (t) data to all of its neighbors j in time step t. In the node-constraint model node i can transmit to one neighbor only at time step t. In other words, if node i decides to transmit to node j, it can transmit r ij (t) data to node j but must transmit zero data to all its other neighbors. This model matches Qualcomm's High Data Rate (HDR) system [Jalali et al. 2000] in which a transmitter is allowed to transmit to only one receiver at-a-time. We focus on the node-constraint model, since it more closely models a wireless system. For results on the link-constraint model, see [Borodin et al. 2004] . We remark that the introduction of the node-constraint appears to make scheduling significantly harder.
In addition to transmission rates, the adversary also governs data arrivals, namely, it specifies the data size, injection time, and source and destination nodes for every piece of data. In Section 2 the adversary also specifies the routing path from source to destination that the data must follow. In Section 3 the adversary specifies no routing paths and we must solve a combined routing and scheduling problem. We assume that data is fluid-like. Fractions from several pieces of data may be transmitted along one link in one time step. In addition, in the routing problem one piece of data can be routed along multiple paths. However, we stress that in the node-constraint model, each node can only transmit to one neighbor per time step. It cannot split service between multiple neighbors.
The power of the adversary is limited to ensure that the network is not overloaded a priori. More specifically, we require that the adversary satisfies the following admissibility condition. Let I ij (t) represent the total amount of data that the adversary injects at time t and that has link i j on its path. For the link-constraint model we say that the data injections are (w, 1 − ε)-admissible for window size w and load 1 − ε ≤ 1 if
For the node-constraint model we say that the injections are (w, 1 − ε)-admissible for window size w and load 1 − ε ≤ 1 if there exist fractions x ij (t) such that
(We can view x ij (t) as representing fractional scheduling decisions made by the adversary.) If the data paths are specified by the adversary, our job is to design scheduling algorithms to resolve node contention. If the adversary does not specify paths, we only require that there exist paths such that constraints (2) hold. Our job is to find admissible routing paths in order to apply our scheduling algorithms. Our overall objective is to achieve stability, that is, we wish to keep the amount of data in the network bounded whenever the injections are admissible.
1.2. OUR RESULTS. In this article we study the node-constraint model and present algorithms for two scenarios that differ in how much information is shared among nodes. Let r i (t) = (r i1 (t), r i2 (t), . . . , r in (t)) denote the rate vector at node i at time t. In both scenarios, each node i always knows the vector r i (t). This assumption agrees with the HDR system in which each receiver continually advertises to transmitters the rates at which it can receive data. We say that an algorithm is path-distributed if we allow for some state information to be exchanged between the source node and all nodes on the path of the data. We say that an algorithm is fully-distributed if each node only knows about injected data when the data actually arrives at the node.
(1) In Section 2 we study the problem in which paths are fixed. We present a set of algorithms, which we collectively call wireless-Nearest-to-Source (wNTS), that tend to give priority to data that is close to its source. We first present a path-distributed version of wNTS that is stable under all admissible injections. We then prove stability for a fully-distributed version of wNTS under a natural condition on the "correlation" between the burstiness of data arrivals and rate vectors. (2) In Section 3 we turn our attention to combined routing and scheduling. We give a simple path-distributed routing algorithm in which each source node chooses routes for the injected data so that the admissibility condition is satisfied everywhere in the network. The algorithm works by routing along shortest paths with respect to a congestion function defined at each node. This congestion function is updated whenever data is routed through the node. Since the admissibility is satisfied for the chosen paths, we can use wNTS to schedule the data in order to achieve stability.
1.3. COMPARISON TO WIRELINE MODEL. We use the term wireline model to refer to the "standard" adversarial queueing model [Borodin et al. 2001] for wireline networks in which the transmissions are link-constrained and the transmission rates are one in each time step. The scheduling algorithm wNTS is based on the Nearestto-Source (NTS) algorithm for the wireline model that always gives priority to the data that is closest to its source. We note, however, that in order to deal with the node-constraint we need some new techniques.
The wireline model also has other stable algorithms, such as Longest-in-System (that always gives priority to data that has been in the system longest) and Shortestin-System (that always gives priority to data that has been in the system shortest). In addition, present a more complex algorithm that has a polynomial bound on the amount of data queued in the system. However, all the algorithms just mentioned have the property that their stability analysis works by bounding the amount of time that data spends in the system. We remark that such an analysis cannot work in the wireless context, since the adversary can "trap" data for an arbitrarily long period of time in the network by setting the appropriate transmission rates r ij (t) to zero. The analysis for NTS can be adapted, since it directly works on bounding the amount of data in the system. We note that we can also define a set of algorithms, collectively called wFTG, that give priority to data that is furthest from its destination. The analysis for wNTS works directly for wFTG.
1.4. PREVIOUS WORK. The case of a single base station transmitting to a set of mobiles over time-varying channels has been studied in a number of papers. If the channel conditions are governed by stationary stochastic processes then a number of algorithms are known to provide stability. [Andrews et al. 2004 [Andrews et al. , 2001 Neely et al. 2002; Stolyar 2002, 2001] . One popular algorithm always transmits data to the user for which the queue size multiplied by the transmission rate is maximum. This algorithm is sometimes known as MAX-WEIGHT. For adversarial channels a stable algorithm that attempts to "track" the adversary's schedule was presented in . If all the queues are infinitely backlogged, a number of papers [Kushner and Whiting 2002; Stolyar 2005; Tse 2007] aim to maximize system throughput whilst maintaining some fairness between the users.
For multihop wireless networks Borodin et al. [2004] consider the link-constraint model and show that NTS is stable. They also present an example for which Longestin-System is unstable. (We remark that this instability example can be adapted to show that Longest-in-System is also unstable in the node-constraint model). Awerbuch et al. [2001] and Anshelevich et al. [2002] present stable routing and scheduling algorithms for the special case in which the algorithm can choose the paths, all data is destined for the same destination, we are in the link-constraint model and all rates are 0 or 1. Tassiulas and Ephremides [1992] consider a generalized version of the MAX-WEIGHT algorithm for multihop wireless networks with stationary stochastic channel conditions. However, this algorithm requires centralized control. A similar algorithm was presented in Neely et al. [2003] . The problem of maintaining fairness between flows was studied by Tassiulas and Sarkar in Tassiulas and Sarkar [2002] . Information-theoretic results about the capacity of multihop wireless networks can be found in Grossglauser and Tse [2002] and Gupta and Kumar [2000] .
Scheduling for Stability
In this section we focus on scheduling admissible data in the node-constraint model when the paths are given. We show how to achieve stability using a set of protocols, collectively known as wireless-Nearest-to-Source (wNTS), that aim to give priority to data that is close to its source. These protocols are an adaptation of the Nearestto-Source (NTS) protocol that is known to be stable in the wireline model.
Let R be the set of rates that the adversary can use. We assume that R is bounded from above and let R sup = sup{r : r ∈ R}. We also let R inf = inf{r : r ∈ R and r = 0}. (Note that membership of 0 in R does not affect the value of R inf .) For most of this section we work with a finite rate set. At the end of the section we discuss issues that arise when the rate set is infinite.
The general strategy of wireless-Nearest-to-Source is as follows. Among the data queued at node i at time t, wNTS first declares some to be eligible and some to be ineligible (the exact definition of eligibility will be given later.) Let S ij (t) be the eligible data that wishes to traverse link ij at time t. If |S ij (t)| is less than r ij (t), then link i j transmits no data at time t. Otherwise, let s ij ⊆ S ij be the set of data of total size r ij (t) that is closest to its source. Suppose every piece of data in s ij is at most k j hops away from its source and let j = argmin j k j . The wNTS protocol transmits r i j (t) amount of data from node i to node j along link i j during step t. Note that node i only transmits to one neighbor and so the node-constraint is satisfied.
To assist our analysis we introduce the notion of the scaled size of a piece of data. If a piece of data d of actual size s d is injected at time t and link i j is along its data path, then its scaled size with respect to node i is s d /r ij (t). We emphasize that the scaled size of a piece of data is dependent both on the node of interest and on the injection time of the data. Using the terminology of scaled size, the node admissibility condition of Eq. (2) effectively says that there exists an assignment of x ij (t) such that the total scaled size of the data injected during a time step that wishes to pass through node i is, on average, at most 1 − ε. For any set S of data we use |S| s to denote the total scaled size of the data in S.
We begin by analyzing the simple situation in which the rates r ij (t) do not change over time. We then analyze the more general case in which the transmission rates are time varying. We present both a path-distributed version of wNTS and a fullydistributed version.
2.1. CONSTANT RATES. Suppose that the transmission rates r ij (t) stay constant (though not necessarily one) over time. In this case, all data queueing at node i at time t is declared to be eligible for service at t. In the following analysis we omit the dependence on t and denote the rate as r ij . THEOREM 2.1. For constant transmission rates, wireless-Nearest-to-Source is stable under any (w, 1 − ε)-node-admissible injections, where ε ≥ 0.
PROOF. Let X k,i (t) be the set of data queued at node i at time t, where node i is at most the kth node that the data traverses. We write X k,i (t) = ∪X k,ij (t), where X k,i j (t) is the subset of X k,i (t) consisting of data queued for link i j. Consider the last time t before t that |X k,ij (t )| is less than r ij (t ) for all links ij emanating from node i. If such a time does not exist, let t = 0. Note that for any data in X k,i (t) that is not in X k,i (t ), it has either not yet been transmitted by its (k − 1)st node at time t or else it was injected after time t . For any time step t between t and t, the total amount of scaled data transmitted by node i is one. Meanwhile, the injection of data that wishes to pass through node i is restricted by the admissibility condition. If t − t is an integer multiple of w, then the total scaled amount of data injected along a path that traverses ij is at most (1 − ε) t ≤τ ≤t x ij (τ ). Here the scaling is with respect to node i. The total scaled amount of data injected along any path that passes through node i is at most (1 − ε)(t − t ). If t − t is not a multiple of w, then the total scaled amount of data injected for node i is at most (1 − ε)(t − t + w).
Inductively, let us assume we have an upper bound a k−1 on the actual amount of data that has yet to be transmitted by its (k − 1)st node. Therefore, a k−1 /r inf is an upper bound on the amount of scaled data to be transmitted by the (k − 1)st node. Let a 0 = 0 for the basis of induction. Recall that for any set S of data we use |S| s to denote the total scaled size of the data in S. We have
Note that the first term |X k,i (t )| s is bounded by n, since |X k,ij (t )| s ≤ r ij (t ) for all j. When t = 0, |X k,i (t )| s in fact equals zero. Summing over all nodes i and undoing the scaling so as to bound the actual size of the data, we have
This implies a k is bounded and hence wNTS is stable.
2.2. TIME-VARYING RATES. For time-varying transmission rates we now present a path-distributed version of wNTS and a fully-distributed version. The essential idea in both algorithms is that data is "filtered" according to the rate vectors. Roughly speaking, data is only eligible for service at node i when a particular rate vector appears. This allows us to treat the situation as if the transmission rates are constant over time.
For the path-distributed version of wNTS, when data is injected by the adversary along a path, every node along the data path is informed about the injection. In this way, in any window of w time steps each node i is able to compute the values of x ij (t) for which the node admissibility condition (2) holds. We use these values to introduce the notion of pseudoinjection times for the data injected during the window. For each time t in the window, node i allocates pseudoinjection time t to data of size (1−ε)x ij (t)r ij (t) that wishes to pass through link ij. (By the admissibility condition, all data is allocated a pseudoinjection time.) We emphasize that since the pseudoinjection times are defined by each node separately, one piece of data may have different pseudoinjection times at different nodes. From now on, each node schedules data as if it were injected at its pseudoinjection time. This does not affect stability since at each time t there is a bounded amount of data in the network whose pseudoinjection time is after t. LEMMA 2.2. We can assign pseudoinjection times to any (w, 1 − ε)-admissible injections so that the injections are (1, 1 − ε)-node-admissible with respect to the pseudoinjection times.
At each time step, wNTS determines data eligibility as follows. If a piece of data has pseudoinjection timet, then it is eligible for service at node i only at times t when r i (t) = r i (t). The scaled size of data is also defined in terms of pseudoinjection times. Specifically, data d queueing at node i has scaled size s d /r ij (t), where t is the pseudoinjection time of d and s d is the actual size of d. Recall from the general definition of wNTS given at the start of this section that we do not transmit data along link ij unless the scaled size of eligible data queueing for link ij is at least 1.
THEOREM 2.3. The aforementioned path-distributed version of the wirelessNearest-to-Source protocol is stable under all (w, 1 − ε)-node-admissible injections, where ε ≥ 0.
PROOF. Let X k,i, r (t) be a subset of data queued at node i at time t that satisfies the following two conditions. If d ∈ X k,i, r (t), then: (i) r i (t d ) = r , wheret d is the pseudoinjection time of data d; and (ii) node i is at most the kth node that d traverses. As before, we define X k,i j, r (t) as the subset of X k,i, r (t) that is queueing at link ij. Let t be the last time before t that |X k,i j, r (t )| is less than r ij (t ) for all j. If such a time does not exist, then t = 0. Once again, it is clear that for all data in X k,i, r (t) that is not in X k,i, r (t ), either it has not yet been transmitted by its (k − 1)st node at time t or else its pseudoinjection time is after t . Injections with respect to the pseudoinjection times are (1, 1 − ε)-admissible by Lemma 2.2. Hence, between times t and t the total amount of scaled data that is injected along a path that passes through node i is at most (1 − ε)(t − t ). The total scaled amount of data transmitted by node i equals t − t . We have
Summing over all nodes i and all rate vectors r and undoing the scaling, we obtain
Since a k is bounded, stability is implied.
We now present a fully-distributed version of wNTS. For this version to be stable we require an admissibility condition that is somewhat different from Eq. (2). In particular, we assume that the burstiness of the data injections is not "correlated" with the transmission rates. In other words, we do not want bursts of the data for node i to always be injected when the rate vector r i (t) has one particular value. More precisely, for any rate vector r , let T a i ( r ) = {t 1 , . . . t w } consist of the w time steps for which t k is the (a + k)th time that r appears as the rate vector at node i. We now say the data injections are (w, 1 − ε)-0admissible if there exist fractions x ij (t) such that
(Note that if w = 1, then the conditions (2) and (3) are equivalent.) At each time step t, data d is eligible for service at node i if r i (t) = r i (t), wherẽ t is the actual injection time of d. To make the eligibility decision, data only needs to carry its injection time and each node only needs to know its own rate vectors in the past. The stability proof is similar to that of Theorem 2.3.
THEOREM 2.4. The fully-distributed wireless-Nearest-to-Source protocol is stable for all injections admissible under condition (3).
2.3. MAINTAINING FINITE STATE. As described earlier, wNTS has the drawback that it potentially needs to store an infinite amount of state. In order to decide which data is eligible, node i needs to remember what its rate vector was at all times in the past. However, we can dispense with this requirement. Consider time step t at node i. Suppose that t is the last time before t that for all neighbors j of i, there was less than r ij (t ) data queued for link ij at node i. We say that time t is the start of the current busy period at node i. All the preceding analyses still hold if node i only remembers its rate vector back to time t . If data that was injected before time t arrives at node i, then we say that it is eligible, regardless of what the current rate vector is. If ε > 0, then in all versions of wNTS, busy periods have finite length. This is because at each time step during a busy period, node i serves data of scaled size 1 and data of scaled size at most 1 − ε is injected that wishes to pass through node i. Hence, in finite time we must reach a time step t such that there is less than r ij (t) data queued for all links ij. Hence, each node needs to remember a finite amount of state.
DEALING WITH INFINITE RATE SETS.
We have assumed throughout this section that the rate set is finite. If the rate set is infinite, ε > 0, and R inf > 0, then we can discretize the rate set by simply rounding each rate down to the nearest factor of 1 − ε/2. It is not hard to show that our analyses still hold (for more details on this discretization see ). In our analysis of the amount of data in the network the factor |R| is simply replaced by log 1−ε/2 R sup /R inf . We note that if either ε = 0 or R inf = 0, then we cannot hope for stability, since examples were presented in (for a single transmitter) for which no online algorithm is stable.
Combined Routing and Scheduling
We now focus on the combined routing and scheduling problem that arises when the data paths are not given a priori. Whenever the adversary injects a piece of data, it specifies its injection time, source node, destination node, and the data size, but the adversary does not dictate the routing paths. However, the injections are restricted in that there must exist data paths such that the admissibility conditions of Eq. (2) are satisfied.
We would like to obtain a path-distributed routing protocol. We assume that control information is communicated instantaneously. Whenever a source node is trying to choose a path, we assume that it knows congestion information at every node along a candidate path. Whenever a path is chosen for a piece of data, we assume that the nodes along the path are informed of this choice. Hence, so long as we can find paths that meet the admissibility condition (2), we can achieve stability by using the wNTS protocol to schedule the data.
We aim to derive a combined routing and scheduling protocol for the nodeconstraint model, since that is the more complex model. Our algorithm is based on a routing algorithm for wireline networks presented in which is in turn based on an algorithm of Garg and Könemann [1998] for maximum concurrent flow. However, the fact that we have to deal with varying transmission rates together with node-constraints makes the wireless problem significantly more complicated.
3.1. ROUTING ALGORITHM. Consider all data injected in a window of w time steps. At the end of this window we run the procedure defined in Figure 1 to find paths for the data. The path p for a piece of data d consists of a collection of pairs (ij, t), where ij is a link along p and t is the pseudoinjection time of d at node i. The pseudoinjection time is defined in Section 2 and used to determine the eligibility of d when node i makes scheduling decisions. Let s d be the size of data d.
We define a congestion function c(·) on each node-time pair (i, t) where n = 1, . . . , n and t = 1, . . . , w. Initially, c(·) is set to δ. For each piece of data d we repeatedly find the shortest path with respect to c(i,t) r ij (t) , namely, the path p that minimizes (i j,t)∈ p c(i,t) r ij (t) . Along path p we route s amount of data, where s is the minimum of the remaining data sizes d and the minimum r ij (t) along p. For every (ij, t) in the chosen p, we also update c(i, t) to c(i, t)(1 + s r ij (t) · μ). We repeat until all the s d data is routed (see line 5 of Figure 1 ). We carry out this process for a total of K iterations and, therefore, we route a total of K s d data for each d.
We show in Theorem 3.1 that if the data routed along each path p found by our routing protocol is scaled down by a factor K , then the admissibility condition is satisfied with a full load factor of one if we use the following definitions of μ, δ, and K . Here, n is the number of nodes and ρ = 1 − ε is the load factor of the data injected during the window.
For notational simplicity let us assume from now on that each of the K iterations finds exactly one path for each piece of data d, that is, there is only one iteration of the while-loop (lines 5-9 of Figure 1) 3.2. ANALYSIS. To prove Theorem 3.1 let us examine a linear program formulation for routing the data injected during a window of w steps. Let P d be a set of paths that d can be routed on and let variable y d ( p) be the fraction of d that is routed along p. As mentioned before, each path p ∈ P d consists of a collection of (ij, t), where ij is a link along p and t is the pseudoinjection time of d. Since the injections during this window are (w, 1 − ε)-admissible, Lemma 2.2 implies that the following LP is feasible and has an optimal solution λ ≥ 1.
Dual min i,t c(i, t) subject to
For any nonnegative congestion function c(·), we define D = i,t c(i, t) to be the total congestion. For a piece of data d let q d be the path that minimizes the quantity (t) . We argue that the following optimization problem with null constraints is equivalent to the dual LP. PROOF. For one direction, we make use of complementary slackness. Consider the optimal primal solution {ŷ d ( p),x ij (t)} and the corresponding dual solution. Every nonzeroŷ d ( p) corresponds to a tight constraint in the first set of dual constraints and every nonzerox ij (t) corresponds to a tight constraint in the second set. This implies that the value of α defined before must be ρ. Since the dual alternative has no constraint, the optimal dual solution {ĉ(i, t)} defines a feasible dual alternative solution. Furthermore, since α = ρ, the dual alternative has the same objective value as the optimal dual objective.
Dual Alternative min
For the other direction, given an optimal dual alternative solution {ĉ(i, t)}, we first scale everyĉ(i, t) by a common scalar such that α = ρ. We define b ij (t) = c(i, t)/(ρ · r ij (t)) and define
. Hence, the dual constraints are satisfied and the dual has the same objective as the optimal objective of the dual alternative.
To prove Theorem 3.1, we first show in Lemma 3.5 that D remains smaller than one for our choice of μ, K , and δ. The fact that D is small implies that the congestion c(i, t) is small. Since c(i, t) is increased for every path routed through it, we upper bound the amount of data routed through each node and each link, thereby proving Theorem 3.1. Let D k , α k , and c k (·) be the values of D, α, and c(·) at the end of the kth iteration.
PROOF. Since the LP primal has an optimal solution λ ≥ 1 and c k (·) defines a feasible solution to the alternative dual, we have D k /α k ≥ 1/ρ by duality.
be the congestion function after routing the th piece of data d in the kth iteration and let p d be the path chosen for the data. We define D k in terms of c k (·).
We repeatedly apply the preceding recurrence. We also make the observation that the congestion c (i, t) 
PROOF. By definition, D 0 is initialized to nwδ, where n is the number of nodes. By applying Lemma 3.4 we have
x for x ≥ 0, we have
which is at most 1 by the definition of K in Eq. (5).
We now prove Theorem 3.1.
PROOF. The routing protocol in Figure 1 finds K paths, namely, p d (1), . . . , p d (K ), for every piece of data d injected (see line 6 of Figure 1 ). Each path not only specifies a set of links, but also the pseudoinjection times associated with d on these links. We send a 1/K fraction of d along each path p d (k). In the following we show that under these chosen routes and pseudoinjection times, the injections are (1, 1)-admissible for every time step.
Consider a node-time pair (i, t). If a path p d (k) contains (i j, t), the value of c(i, t) is increased by a factor of 1 + s d r ij (t) · μ (see line 9 of Figure 1 ). Hence, whenever the total scaled data routed through i accumulates to 1, the value of c(i, t) is increased by a factor of at least 1 + μ. More precisely, let h ij (t) represent the total amount of scaled data routed through ij during the K iterations in our routing protocol. We have
Initially, c(i, t) = δ. By Lemma 3.5, D K ≤ 1 and therefore c(i, t) ≤ 1 at the end of the protocol. Since c(i, t) grows by a factor of at least (1 + μ) j h ij (t) , we have j h ij (t) ≤ log 1+μ 1/δ ∀(i, t).
By the definitions of μ, K , and δ, the aforementioned quantity is at most K . For every (ij, t), let us define x ij (t) to be h ij (t)/K . We have seen that j x ij (t) ≤ 1 from the previous analysis. Also, x ij (t)r ij (t) = d p d (k):(ij,t)∈ p d (k) s d /K , which means x ij (t)r ij (t) equals the total data with pseudoinjection time t routed through link ij. Hence, the chosen paths are (1, 1)-admissible.
Conclusions
In this article we have presented algorithms for routing and scheduling in multihop wireless networks where the transmission rates are specified by an adversary. A number of open problems remain. For the scheduling problem in which paths are specified by the adversary, it would be interesting to know if there is a stable fullydistributed algorithm for the case in which admissibility condition (2) holds, but admissibility condition (3) does not. We also note that our analysis gives bounds on the total amount of data in the network that are exponential in the size of network. We believe that a challenging open problem is to derive a scheduling algorithm with a polynomial bound.
We remark that there are other reasonable models in addition to our model, in which the transmission rates are known on each link. We can think of our model as one in which all nodes transmit at full power. Therefore, the signal strength that a receiver receives, together with the interference that it experiences are predetermined. However, there are other models in which the scheduling algorithm can choose the amount of power with which each node transmits. In this case, the interference at the receivers is affected by the scheduling decisions and hence, transmission rates are affected by scheduling decisions. It is fairly straightforward to transform our algorithms into centralized scheduling algorithms for this more general problem. It would be interesting to know what can be achieved with distributed algorithms in this setting.
