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Resumen
Los sistemas de reconocimiento afectivo juegan un papel importante en aplicaciones diseñadas para personas
con algún tipo de discapacidad, interfaces de comunicación hombre-máquina (HCI), sistemas de realidad
virtual de baja inmersión, entre otros. Este campo de estudio ha sido de gran interés en áreas como la neu-
rociencias, ciencias computacionales, ingeniería, psicología. Aquí, el factor más importante en el cual se
soportan todas las aplicaciones a desarrollar, se enfoca en la estimación de un modelo del rostro, el cual sea
capaz de cuantificar de manera robusta, la morfología facial de un determinado sujeto en el momento de
realizar algún tipo de análisis. Para ello se necesitan sistemas de extracción de características faciales que
sean la base de la construcción de un determinado modelo de forma que relacione la morfología facial de
una persona y su expresión facial presente en la escena.
En este trabajo se propone una metodología para la extracción de características faciales en secuencias de
imágenes; para ello se propone un modelo 3D de forma Bayesiano (3D-BSM). Para describir la forma del
rostro, se define un modelo de rostro-completo el cual consiste de un conjunto de puntos de contorno los
cuales establecen las regiones del rostro a analizar como cejas, ojos, nariz y boca; además de una serie de
puntos de control dispuestos para ajustar la forma del rostro a la imagen. Este procedimiento se realiza
a partir de una deformación/normalización del modelo de forma con el fin de obtener diferentes formas
plausibles presentes en una determinada imagen. Inicialmente, el modelo BSM se utiliza para emparejar y
extraer los puntos de contorno del rostro. En el modelo BSM, el prototipo del contorno del rostro se ajusta
adaptativamente, a partir de la distribución a priori de la forma de un determinado rostro. Así mismo, se
introducen el término de energía invariante afin, con el fin de describir las deformaciones locales entre el
contorno prototipo en el dominio de la forma y el contorno deformable en el dominio de la imagen. Así,
tanto las deformaciones locales como globales, pueden ser toleradas por el modelo. Luego de esto, los
puntos de control son estimados a partir de los resultados de emparejamiento de los puntos de contorno
basados en los estadísticos del modelo de rostro-completo. Finalmente, el parche del rostro se extrae y se
normaliza utilizando el algoritmo piece-wise affine triangle warping. Los resultados experimentales basados
en extraccción de características faciales de rostros reales, demuestran que el modelo 3D-BSM propuesto
para la extracción de características faciales, es más exacto y efectivo en comparación con otros modelos
para la estimación de características faciales como el modelo de forma activa (ASM).
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Abstract
Human affective recognition systems, play an important role in applications designed for handicapped per-
sons, or people with some difficulty in recognizing emotions or interface development of intelligent envi-
ronments. Recently, there has been a growing interest in improving the interaction between humans and
computers (Human Computer Interfaces HCI). This emerging field has been a research interest for seve-
ral scientific areas, i.e., computer science, engineering, psychology, and neuroscience. Here, a face model
estimation is the most important factor in which all applications are supported for further research. This
model is able to quantify the facial morphology of a given subject. Facial feature extraction methods are the
basis for Shape modeling, which is related with the morfology and facial expression presented in a facial
environment.
In this thesis, we propose a methodology for facial feature extraction in image sequences, based on a 3D
Shape model in a Bayesian framework (3D-BSM). To describe the facial features, we define a full-face
model which consists of a set of landmark points which establish the facial regions like eyebrows, eyes, nose
and mouth, plus a set of control points to fit the shape model to a given image. A Bayesian shape models uses
the prior distribution of object shapes, which rejects the global shape variations of the object, and estimate it
from the sample data. In the matching procedure, this prior distribution is used to constrain the dynamically
adjustable prototype. In this way, large shape deformations due to the variations of samples can be tolerated.
Moreover, it is expected that the algorithms developed should be able to deal with the rotation, translation,
scaling and even shearing. Therefore, an affine invariant internal energy term is introduced in the BSM to
describe mainly the local shape deformations between the prototype contour in the shape domain and the
deformable contour in the image domain. Because the deformable contour used to match an object has been
modeled as the transformed and deformed version of the prototype contour, which can also be dynamically
adjusted to adapt itself to the shape variations using the information gathered from the matching process,
the proposed BSM has the advantage of matching objects with both global and local variations. Finally,
piece-wise affine triangle warping is performed to compute the shape and appearance information from the
image. Moreover, due to the robustness of the model on changes in pose. Experimental results based on real
facial feature extraction shows that the proposed 3D-BSM facial feature extraction method is more accurate
and effective than the active shape model (ASM) used in the state of the art.
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Introducción
Desde la percepción humana, la forma más sencilla de reconocer personas es mediante el rostro, el cual
puede indicar estados de ánimo ó emociones, a partir de sus expresiones faciales. Este tiene características
únicas como la distancia entre los ojos, anchura de la nariz, forma de la barbilla, pómulos, ancho de la boca,
etc [2]. El reconocimiento de personas en una imagen o video, es un tema que ha sido investigado desde
hace ya bastante tiempo, debido a que se necesita de sistemas que sean capaces de detectar determinados
rasgos faciales que evidencien algún tipo de característica relevante en el rostro, con el fin de realizar el
proceso de reconocimiento [3]. Una de las tareas a resolver en el reconocimiento de rostros y expresiones,
es la detección de características faciales, debido a que estas permiten identificar los rasgos que caracterizan
los rostros, estados de ánimo ó emociones [4], [5].
Aunque en la actualidad, la detección de características faciales es ampliamente utilizada en las áreas de
reconocimiento facial, búsqueda en bases de datos, restauración de imágenes y otros modelos basados en
la codificación de secuencias de imágenes que contengan rostros humanos; la exactitud con la cual estas
características son detectadas no alcanza altos porcentajes de desempeño, debido a problemás presentes en
la escena como el cambio de iluminación, variaciones de pose del rostro en la escena o elementos que pro-
duzcan algún tipo de oclusión en el rostro [6], [7]. Diversas metodologías de extracción de características
faciales han sido utilizadas en el campo de la computación afectiva. Aquí,los enfoques más utilizados in-
volucran información 2-dimensional (2D) de la imágen a analizar [8], [9], con la particularidad de que la
información más relevante para el análisis de las expresiones faciales esta relacionada con la forma facial
del sujeto en la escena [10].
Un área que ha sido de gran impulso para el desarrollo de la computación afectiva es la biometría, ya que
esta permite el seguimiento, localización o el reconocimiento automático personas y, como tal, extraer deter-
minadas medidas sobre el rostro que evidencien los rasgos más relevantes en una determinada persona [11].
Estas medidas pueden dividirse en dos párámetros de información: el primer parámetro está relacionado
con la estructura morfológica del rostro a analizar. Esta, a menudo es llamada información de forma y se
caracteriza por estar representada mediante una serie de puntos característicos del rostro a analizar [12].
El segundo parámetro esta relacionado con la información de textura presente en el rostro a ser analizado.
En esta parte, se utilizan los valores de intensidad y color que se encuentran ubicados dentro del rostro del
sujeto a analizar [6].
A partir de la evaluación de este tipo de parámetros dentro de un espacio 2D, se ha demostrado en años
recientes, que es posible aplicar técnicas que utilicen este tipo de información y así poder reconocer una
gran variedad de expresiones faciales [13], [5]. Sin embargo, utilizar información en un espacio 2D, presen-
ta limitaciones en el momento de analizar variaciones del rostro que evidencien cambios de pose del mismo
en la escena [14]. Esto ocasiona que las técnicas de procesamiento que involucran enfoques 2D, no sean lo
suficientemente robustas ante la estimación de las características faciales presentes en la escena. Por ello se
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hace necesario trabajar en un espacio 3-dimensional (3D), con el fin de que los sistemás de extracción de
características faciales sean más robustos, debido a que un enfoque 3D es capaz de manejar los cambios de
pose que presente un rostro en la escena [15], [16], [17].
Tomando como punto de partida los enfoques 3D para la estimación de características faciales, se propone
una metodología para la detección de características faciales utilizando modelos estádísticos. Un modelo
estádístico es construido del análisis de la forma y apariencia de un conjunto de ejemplos etiquetados, en las
cuales las estructuras varían en forma o textura, por lo cual es posible aprender que es una variación plausi-
ble y que no (cambios en la forma de un determinado rostro) [18]. Una nueva imagen puede ser interpretada,
encontrando el mejor emparejamiento entre el modelo y la imagen [19]. El modelamiento estádístico es un
campo que ha tomado gran interés, debido a que a partir del conocimiento a-priori de un objeto, se puede
modelar la estructura de un objeto con el fin de detectar características propias del mismo como lo son la
forma y apariencia [20], [21]. Es por esto que el desarrollo de este trabajo se enfoca en la construcción de un
modelo estádístico, el cual tenga la capacidad de describir la estructura (características) de un determinado
objeto en una imagen, además de la adición de un análisis 3D con el fin de darle al modelo desarrollado la
capacidad de tolerar los cambios de pose del rostro presentes en la escena [17].
Este documento está compuesto de la siguiente forma. La descripción, justificación y formulación del pro-
blema se presentan en el Capítulo 1. Los objetivos del desarrollo de este trabajo se presentane en 2. En el
Capítulo 3 se encuentra la revisión de la literatura de las técnicas de detección de características faciales.
En el Capítulo 4 se presenta el marco teórico de la temática a analizar. Los capítulos 5 y 6, describen los
materiales utilizados y la metología a seguir para el desarrollo del trabajo. Finalmente, los capítulos 7 y 8,
describen los resultados obtenidos, su análisis y la discusión pertinente; además de las conclusiones y la
descripción de posibles trabajos futuros derivados del trabajo desarrollado.
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1. Planteamiento del problema y Justificación
En el presente capítulo, se hace una descripción completa del problema de investigación a resolver, desde
el punto de la ciencia afectiva, al igual que desde el punto de vista de ingeniería de la forma en la que
podría llevarse a cabo la detección de las características faciales dentro de un enfoque 3D y utilizando un
análisis estadístico, teniendo como objetivo final el desarrollo de una metodología que permita resolver este
problema.
1.1. Codificación facial
Los rostros humanos son objetos no-rígidos debido a que su estructura varía dependiendo de factores mor-
fológicos, y presentan un alto grado de variabilidad segun el tamaño, forma, color y textura [10], [22]. Las
expresiones faciales son generadas por la contracción o relajación de los músculos faciales u otro proceso
fisiológico como la rubosidad de la piel, lágrimas en los ojos ó sudoración de la piel. En este trabajo solo
se considerará el conjunto de formas faciales (expresiones prototipo), producidas por la contracción o rela-
jación de los músculos faciales [1]. La mayoría de aplicaciones diseñadas para el análisis y reconocimiento
de características faciales, se enfocan en la información proveniente de la morfología del rostro a analizar,
y así reconocer un conjunto de expresiones faciales prototipo (ej. miedo, tristeza, disgusto, ira, sorpresa y
felicidad) [23]. Este tipo de información está sustentada en el trabajo de Ekman, quien sugiere que las bases
para el reconocimiento y caracterización facial corresponden con expresiones prototipo [10].
1.2. Detección de características faciales
Cuando se crean sistemas de procesamiento digital de imágenes para el análisis de rostros humanos, es esen-
cial localizar las características faciales y los contornos del rostro; los resultados de la localización de estas
características, pueden ser usados en varios campos como la interfaz hombre-máquina, el reconocimiento
de rostros y expresiones faciales, etc [24]. Los métodos de localización de características fáciles pueden
ser clasificados dentro de dos categorías: métodos locales, los cuales realizan la detección de ojos, boca y
mentón separadamente. Y métodos globales, los cuales detectan las características faciales de manera holís-
tica [15], [14].
Los métodos basados en modelos hacen uso del conocimiento a-priori de un modelo, que estima determina-
dos parámetros en una imagen de entrada; y típicamente tiende a encontrar el mejor emparejamiento entre
el modelo y la nueva imagen. Teniendo el modelo emparejado, se pueden realizar medidas de características
que se deseen a partir de los parámetros del modelo construido que ofrezcan mayor información del rostro
a analizar [25]. En los modelos activos, la imagen de entrada es examinada a un bajo nivel, observando sus
estructuras locales como bordes o regiones, las cuales se reúnen en grupos que tienden a identificar objetos
de interés [20].
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En los métodos locales, las características faciales son localizadas independientemente y tienden a perder
exactitud a causa de las variaciones de iluminación y los cambios de pose del rostro en la escena. Es por
esto que surgen los modelos deformables, los cuales hacen referencia a un enfoque global y son capaces de
estimar la forma de un objeto con un alto grado de exactitud [20]. Las bases matemáticas de los modelos
deformables representan la confluencia de la geometría, física y teoría de aproximación. La geometría sirve
para representar la forma del objeto, la física impone limitaciones en el sentido de que la forma del objeto
a estimar puede variar con el tiempo y el espacio, y la teoría de aproximación proporciona los fundamentos
formales de mecanismos para ajustar los modelos a las imágenes a analizar [26]. Con lo cual este tipo de
modelos combinados con un análisis estadístico de las dinámicas del experimento, como por ejemplo la
estimación de los parámetros de forma de un rostro para obtener las características faciales en él, brindan
una herramienta poderosa en tareas como segmentación, emparejamiento y rastreo de objetos en sistemas
basados en procesamiento digital de imágenes [27].
Los modelos deformables, presentan un mayor interés en áreas para la detección y emparejamiento de ob-
jetos, debido a su habilidad de adaptarse con un mayor grado de ajuste a una determinada estructura de
un objeto [28]. Este tipo de modelos pueden ser clasificados en dos clases: modelos free-form y modelos
paramétricos. Los modelos free-form, ej. contornos activos ó snakes, pueden ser utilizados para empare-
jar cualquier forma a partir de procesos de regularización [29]. Por otro lado, los modelos paramétricos son
más robustos, debido a que utilizan información previa del objeto a modelar [30]. Los modelos paramétricos
comparados con los modelos free-form, son menos sensibles a formas espúreas (formas que nos son consi-
deradas durante la construcción del modelo) y oclusiones cuando son aplicadas en la detección de formas
específicas [31]. Las ventajas de utilizar este tipo de modelos son:
Los modelos estadísticos de forma y apariencia son ampliamente aplicables, debido a que el mismo
algoritmo puede ser aplicado en una amplia variedad de problemas, simplemente presentando dife-
rentes muestras de entrenamiento.
El buen conocimiento de la aplicación a realizar, puede ser capturado en el sistema de anotación del
conjunto de datos de entrenamiento.
Los modelos brindan una representación compacta de las variaciones de forma permitidas, siempre y
cuando se consideren todas las posibles formas a estimar en el conjunto de entrenamiento.
El modelo necesita pocas suposiciones previas acerca de la naturaleza del objeto a ser modelado.
Además un enfoque 3D, permite al modelo ser más exacto ante cambios de iluminación y pose, con lo
cual se incrementa la robustez del modelo ante dichas variaciones. Varias metodologías para la detección
de modelos faciales han sido desarrolladas en los últimos años, aunque la mayoría se enfocan en obtener
la información de forma proveniente de un conjunto de puntos característicos (landmarks) manualmente
etiquetados
1.3. Formulación del problema de investigación
Dentro de los aspectos claves del problema de investigación, en los cuales se evidencia la falta de una
metodología robusta para el ajuste de la información de apariencia y forma en una imágen, y teniendo en
cuenta un enfoque 3D para la detección de características faciales debido a la necesidad de cuantificar la
información de pose en la escena [20], [32]. La detección de características faciales utilizando los modelos
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desarrollados en el estado del arte, aún presenta una variedad de problemas que impiden el alto desempeño
de estas técnicas, debido a que en algunas ocasiones es importante tener en cuenta la pose del rostro en la
escena, o tratar con deformaciones tanto globales como locales de los parámetros de forma y apariencia a
estimar [33].
Debido a esto, es importante el conocimiento a-priori del objeto, así como las estadísticas de observación,
lo cual enmarca el análisis en un contexto Bayesiano que soluciona los problemas anteriormente descritos,
debido a su capacidad de tratar con deformaciones globales y locales [27]. Además de que un modelo de for-
ma Bayesiano combinado con un análisis 3D (3D-BSM), brinda una solución eficaz a los cambios de pose
del rostro en la escena [34]. Por ello resulta de gran importancia el desarrollo de técnicas de procesamiento
digital de imágenes para la detección de características faciales que puedan tolerar este tipo de variaciones
en el rostro a analizar, con el fin de incrementar la exactitud de los modelos de forma estimados y reducir el
tiempo de detección de dichas características, con lo cual se obtendría un modelo más robusto [17].
Considerando, primero las ventajas del tratamiento estadístico en modelos de estimación, segundo, la venta-
ja de construir un modelo 3D para realizar un análisis paramétrico, y tercero, los beneficios que trae consigo
el desarrollo de modelos 3D de forma y apariencia en un marco Bayesiano, el problema de investigación
consiste en resolver la preguntas: ¿La detección automática de características faciales utilizando un modelo
3D-BSM, permite mejorar la exactitud en el ajuste y emparejamiento de las características de forma y apa-
riencia en un ambiente donde estén presentes rostros humanos?. Además, ¿Se dará solución a los problemas
en el cambio de pose del rostro en la escena y los inconvenientes presentados en los modelos activos de
forma y apariencia, para tratar con deformaciones globales y variaciones aleatorias locales?.
1.4. Justificación
1.4.1. Pertinencia
El análisis de rostros faciales juega un papel importante dentro del campo de la biometría, ya que a partir
de estos se puede obtener información relevante para la caracterización y reconocimiento de emociones,
expresiones faciales o algún tipo de respuesta facial que permita cuantificar medidas morfológicas del rostro
con un alto grado de exactitud. [11], [10]. Es por esto que su estudio se ha llevado a cabo desde un punto
de vista interdisciplinario que comprende trabajos en el campo de las ciencias computacionales, ingeniería,
ciencias cognitivas, ciencias afectivas, sicología, ciencias del aprendizaje y diseño de equipos, con el fin
de comprender y describir de forma clara los procesos relacionados que intervienen en la manifestación de
cada una de las respuestas visuales que presenta un rostro [3], [2].
Tener la capacidad de interpretar y describir las respuestas visuales de una persona a partir de la información
del rostro humano, es una herramienta importante en diferentes contextos tanto sociales como científicos [1].
Aplicaciones tales como la terapia cognitiva-conductual en la sicología, donde se realizan tratamientos pa-
ra corregir reacciones de un paciente ante situaciones particulares a partir de una respuesta emocional, en
tratamientos de enfermedades mentales después de experiencias que desencadenan un desorden de estrés
post-traumático (PTSD) en situaciones civiles y militares [35]. Otros campos como el desarrollo de interfa-
ces humano-máquina, también ha sido un campo al cual se le han dedicado muchos esfuerzos en recientes
años, dado el desarrollo tecnológico y la continua interacción de las personas con los sistemas computacio-
nales que los rodean [36]. Igualmente en el campo del marketing, aplicaciones tales como la identificación
de la aceptación de un determinado producto por medio de la visualización de un video y la respuesta emo-
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cional de un determinado sujeto, son áreas en las cuales el reconocimiento de emociones juega un papel
fundamental [37].
Los sistemas de reconocimiento facial han sido un área en la cual gran parte de la comunidad investigativa se
ha enfocado en los últimos años, debido a que el procesamiento de información para este tipo de reconoci-
miento, involucra el desarrollo de técnicas robustas que soporten la alta variabilidad en los cambios de pose
del rostro en la escena, problemas de intensidad o iluminación, expresiones faciales, etc. En los útlimos años
se han desarrollado sistemas de reconocimiento facial con enfoques 2D evidenciando resultados de recono-
cimiento aceptables (tasas de reconocimiento del 87 al 93 %) en imágenes que presenten un análisis frontal
del rostro a procesar [22], [3]. Sin embargo, cuando el análisis del rostro presenta variaciones en el cambio
de pose, los sistemas de reconocimiento facial desarrollados para este tipo de enfoques pierden exactitud,
debido a que la estimación de características faciales pierde robustez ya que algunas porciones del rostro se
pierden en la escena al presentarse cambios de pose del mismo [20], [13]. Es por esto que los modelos 3D
permiten obtener mas información procedente de la escena a analizar (información de superficies repesenta-
das por mallas poligonales), con lo cual los sistemas de reconocimiento facial, a partir del procesamiento de
este tipo de información, incrementan su robustez debido a la adición de información mas relevante como
lo es el cambio de pose del rostro en la escena [38]. La mayoría de las aplicaciones del reconocimiento de
emociones, caracterización, requieren que el procesamiento se realice de una forma eficiente, por ello se
hace necesario de un sistema de caracterización facial que presente un enfoque 3D con el fin que este tipo
de sistemas sean robustos ante las variaciones presentadas anteriormente.
1.4.2. Viabilidad
Dados los aspectos fundamentales que se han mencionado sobre los sistemas de reconocimiento y caracte-
rización facial basado en enfoques tanto 2D como 3D, y la diversidad en las aplicaciones que pueden ser
desarrolladas en el campo de las ciencias afectivas, es necesario contar con las herramientas que permitan
a los investigadores en este campo, estudiar y desarrollar sistemas de reconocimiento automático de emo-
ciones, expresiones faciales, caracterización biométrica, entre otros [39]. Para el desarrollo de trabajos en
el campo de la computación afectiva, se requieren conjuntos amplios de datos a partir de experimentos re-
petibles, con sensores que capturen diferentes formas biométricas del rostro de una forma sincronizada. La
mayoría de bases de datos existentes en el estado del arte disponibles para la comunidad académica, inclu-
yen registros de información facial tomadas a partir de enfoques 2D [40], [22]. Aunque en los ultimos años
se han desarrollado bases de datos con enfoques 3D con el fin de que las técnicas de procesamiento facial,
derivadas de este tipo de enfoques incrementen su robustez debido a que la información 3D presente en la
escena, se beneficia de información relevante como la variabilidad en los cambios de pose del rostro [38].
Es por esto que diferentes grupos de investigación alrededor del mundo han enfocado grandes esfuerzos
en el campo de la computación afectiva, al igual que se han generado espacios en los últimos años para la
publicación de trabajos específicamente en este campo, mediante congresos y revistas especializadas en la
computación afectiva dada su importancia y los grandes alcances que se perciben a partir de su desarrollo
[41], [42], [43].
1.4.3. Impacto
Con el desarollo de este proyecto de investigación, se busca apropiar el conocimiento de las ciencias del
comportamiento y generar innovación en un área de estudio a la cuál en nuestro país aun no se le ha brinda-
do la importancia necesaria. Se busca entonces avanzar en el estudio y análisis de la caracterización facial
con el fin de darle más robustez al desarrollo de sistemas para el reconocimiento automático de emociones,
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expresiones o cualquier sistema derivado de la caracterización facial, ya que este tipo de estudios es de gran
impacto en diversas aplicaciones realcionadas con los campos de desarrollo tecnológico, sicológico o mul-
timedia, seguridad entre otros.
Además, el principal aporte metológico derivado del desarrollo de esta propuesta de investigación, es el
de realizar un análisis estadístico (enfoque Bayesiano), aplicado a la detección de características faciales en
imágenes 3D. Con lo cual se propone una metología de entrenamiento y ajuste que incremente la robustez en
la estimación de las características de forma y apariencia, a partir del procesamiento de imágenes 3D [27].
7
2. Objetivos
2.1. General
Construir un modelo 3D de forma Bayesiana para la detección de características faciales en secuencias de
imágenes
2.2. Específicos
Diseñar dos estrategias de entrenamiento para el modelo 3D de forma Bayesiana. Una, considerando
únicamente la forma y la otra considerando la forma y la apariencia.
Diseñar dos estrategias de ajuste que estimen la correspondencia del modelo 3D de forma Bayesiana
entrenado con una imágen de entrada. Una, considerando únicamente la forma y la otra considerando
la forma y la apariencia
Verificar el desempeo del 3D-BSM en un escenario de detección de caracteríticas faciales
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Con fines de procesamiento y análisis, un rostro puede ser modelado como un simple patrón 2D, un vector
parametrizado o como complejo conjunto de puntos 3D con mallas poligonales o parámetros por cada grado
de libertad o variación [44]. Para cada una de estas representaciones o para combinaciones de ellas, se han
desarrollado técnicas, que son capaces de analizar la información y producir resultados de tal forma que
son incorporadas en diferentes sistemas; útiles tanto en actividades cotidianas, como especializadas. Una
de las labores que más se ha visto beneficiada con dichos desarrollos, es la identificación de rostros, pero
igualmente se ha dado gran importancia al asunto del modelado de rostros, síntesis e identificación de ex-
presiones, entre otras. Las siguientes secciones hacen una revisión de los trabajos más representativos sobre
las técnicas de detección de características faciales, que utilizan métodos basados en modelos.
A lo largo de la revisión literaria, se encuentra que las técnicas para la detección de características faciales
que utilizan métodos basados en modelos, pueden clasificarse en 2 categorías: modelos activos, los cua-
les hacen referencia a una metodología local para la estimación de las características faciales. Y modelos
estadísticos, que hacen uso del conocimiento a-priori del objeto a analizar, para la estimación de dichas
características, utilizando metodologías tanto locales como globales.
Las técnicas fueron clasificadas de la siguiente manera:
1. Modelos de Forma Activa y Modelos de Apariencia Activa (Sección 3.1).
2. Modelos de Forma Bayesiana (Sección 3.2).
Las secciones cuentan con una reseña acerca del origen de las técnicas, una breve explicación de la funda-
mentación matemática, sus pros y sus contras, así como una descripción de varios de los trabajos desarro-
llados siguiendo estos fundamentos.
3.1. Modelos de Forma Activa (ASMs) y Modelos de Apariencia
Activa (AAMs)
Esta aproximación estadística es empleada para el modelado de forma y extracción de características. Los
ASMs fueron presentados por Cootes et al [45] y junto con la versión que incluye la información de la apa-
riencia (AAMs) [46] son notados como los modelos deformables generalizados, los cuales hacen referencia
a un enfoque global y son capaces de estimar la forma de un objeto con un alto grado de exactitud. Además,
debido a su notable fundamentación y disponibilidad de algoritimos y resultados, ha sido posible establecer
un marco de comparación, lo cual se ha visto reflejado en el desarrollo de estratégias de mejoramiento de la
técnica.
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En la versión original, el conjunto inicial de puntos se obtiene de la forma media, la cual se deriva de los
datos de entrenamiento y su exactitud depende de la cantidad de variabilidad incluida en el conjunto de
entrenamiento. Además, la estructura local de los puntos se representa por el cambio en los valores de in-
tensidad de los píxeles a lo largo de una línea de perfil que pasa por los puntos. Esto se basa en la suposición
de que usualmente las características faciales se localizan sobre los bordes fuertes [47].
3.1.1. Funtamentos de los ASM
En la técnica ASM, la posición de n puntos nombrados como landmarks es seleccionada por un experto,
sobre un conjunto de imágenes de entrenamiento. Este conjunto de puntos es representado por un vector
x = (x1, y1, . . . , xn, yn)
T, donde xi y yi son las coordenadas del i-ésimo landmark. Por medio del análisis
de las variaciones de la forma en el vector de entrenamiento, se construye un modelo que representa dichas
variaciones:
x ≈ x¯ + Pb (3.1)
El vector x¯ contiene el valor medio de las coordenadas de los n puntos. P es una matriz con los primeros t
eigenvectores de la matriz de covarianza, y b es un vector que define los parámetros del modelo. La varianza
del i-ésimo parámetro, Pi, a lo largo del conjunto de datos esta dada por el eigenvalor λi correspondiente.
Para aplicar el modelo de forma creado, a una forma objetivo dada, es necesario encontrar una transforma-
ción para moverse del sistema de coordenadas del modelo al sistema de coordenadas de la imagen. Por lo
general, esto se realiza mediante una transformación Euclidea que define la traslación (Xt, Yt), rotación θ y
escala s. Por lo tanto, la posición del modelo, x, en la imagen está dada por:
x = TXt,Yt,θ,s(x¯ + Pb) (3.2)
En este enfoque la incialización es muy importante, cuando esta es pobre, el proceso de búsqueda puede
fallar o ser muy lento. Por lo tanto, una buena inicialización puede ayudar en la búsqueda de la solución
óptima en menos iteraciones.
3.1.2. Revisión sobre los ASM
En [48] se presenta un sistema para el reconocimiento de rostros. Se usa emparejamiento de la orientación de
bordes para una determinación rápida de la posición aproximada de las características faciales. Esta posición
es usada como inicialización del modelo de forma. Dicho modelo es un ASM mejorado, llamado H-ASM,
el cual usa atributos de textura con base en las wavelet de Haar 2D para guiar el proceso de deformación, lo
que facilita el aumento de la robustez y la rapidez de procesamiento. La exactitud se evaluó calculando la
distancia de la posición de convergencia de los puntos con respecto a los etiquetados manualmente, deter-
minando que más del 90 % estaban a una distancia menor a 9 píxeles.
En [49] se propone un ASM modificado, que es capaz de adaptarse a imágenes de rostros sometidos a di-
ferentes orientaciones. Para representar el rostro en poses diferentes, se emplea un modelo por cada una de
las vistas (izquierda, frontal y derecha). Adicionalmente, se tienen modelos separados para las diferentes
regiones del rostro. La selección del modelo a utilizar se realiza mediante algoritmos genéticos (GA). En
las pruebas con sólo imágenes frontales se obtuvo un error promedio de 2,03 píxeles (error calculado entre
el punto estimado por el modelo y el punto etiquetado) en la localización de puntos y en las pruebas con
imágenes de rostros rotados el error fue de 2,21 píxeles. El principal inconveniente del método es el tiempo
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de proceso, debido principalmente a la etapa de selección del modelo con GA.
En [47] se presenta un ASM mejorado, para la extracción de características faciales. La mejora se logra gra-
cias a la utilización de la información de color (RGB) con la cual se modela la estructura local de los puntos
característicos. Se usa una transformación afín 2D para compensar los efectos de la pose de la cabeza y los
de la proyección de 2D a 3D. Con el método se logra una localización más precisa, especialmente alrededor
de los labios y las esquinas de los ojos y las cejas. El sistema se evalua en un entorno de reconocimiento de
rostros y la verificación del ajuste se realiza por inspección visual.
En [50] se desarrolló un sistema de comunicación mediante animación facial 2D, para la asistencia a las
personas en actividades cotidianas. La tarea se lleva a cabo en tiempo real, mediante rastreo de expresio-
nes faciales gracias a la obtención de 34 de los FAPs del estándar MPEG-4, extraidos utilizando el método
propuesto en [51] con lo cual se alivia la carga computacional. Los resultados reportados estan relacionados
con la aceptación de la aplicación por parte del usuario.
En [52] proponen tres mejoras al ASM original [45]. La primera se logra gracias a la extensión del perfil de
1D a 2D. La segunda, construyendo los perfiles relacionados a cada característica, de forma independiente.
La tercera, haciendo que la longitud del perfil varíe dependiendo del nivel. Los resultados en la localización
de las características faciales mostraron un mejoramiento con respecto a la exactitud en la localización y la
velocidad, alcanzado errores promedio entre 3,6 ∼ 3,85 píxeles, con tiempos de cálculo entre 0,26 ∼ 0,35
ms. Sin embargo el modelo propuesto continúa sufriendo de problemas debido a la orientación del rostro.
En [53] proponen una ASM mejorado y lo llaman EASM. Este modelo combina tanto la textura local como
la global durante la búsqueda. En el algoritmo, primero se empareja cada landmark usando sus restricciones
locales en su actual vecindario y el modelo de forma se obtiene mediante el ajuste de los parámetros del
modelo. A partir de esto se reconstruye la textura global. Por último, se evalua el grado de ajuste entre la
textura global y la textura global reconstruida y con esto se actualizan los parámetros de forma. Con este
modelo se obtienen errores promedio entre 1,9 ∼ 3,2 píxeles, y solo se pone a prueba con imágenes fronta-
les de fondo homogéneo (valor de intensidad uniforme que contrasta el rostro a analizar).
3.1.3. Fundamentos de los AAM
Continuando con los modelos ASM presentados en la sección 3.1.1, un modelo de apariencia se genera
mediante la combinación de un modelo de las variaciones de forma y un modelo que represente las varia-
ciones de textura. Cuando se habla textura, se hace referencia a los patrones de intensidad o color a lo largo
del parche de la imagen. Al igual que en los modelos ASM, para construir un modelo AAM, se requiere
etiquetar manualmente un conjunto de imágenes que incluyan todas las posibles variaciones de forma.
3.1.4. Sobre los ASMs y AAMs
Estos modelos corresponden a la versión generalizada de los modelos deformables, en lo que se refiere a la
inclusión de la información acerca de la morfología de los objetos que se quieren detectar. En los trabajos
revisados, la evaluación de la exactitud se realiza de forma objetiva, presentándose las mismas situaciones
que en los los enfoques EigenX [54], pero esta vez, es necesario etiquetar un conjunto más grande de pun-
tos, por lo tanto el entrenamiento es una tarea mucho más demandante que en cualquiera de los enfoques
anteriores. Las características faciales pueden ser detectadas con una exactitud de hasta 1,9 píxeles, que
aunque es menor que para los EigenX, no se debe olvidar que el conjunto de puntos es mayor, por lo tanto
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la probabilidad de error aumenta y la dispersión de los puntos ubicados es menor.
Para estos enfoques, pese a que también es importante la inicialización, en la mayoría de los trabajos no se
realiza detección gruesa. En un trabajo, se tiene una etapa para la detección de las regiones de la cara, los
ojos la nariz y la boca mediante el análisis de la información del gradiente y en otro se emplean algoritmos
genéticos para estimar la posición de la cabeza. Por su parte, para la detección fina, la mayoría de los tra-
bajos utilizan el, o una variación, del modelo utilizado en el trabajo de [45], con lo cual es posible detectar
los contornos de la cara, cejas, ojos, boca y cara, y en algunos casos la nariz. Respecto a las fronteras de
separación de las regiones, la situación es la misma que para los enfoques anteriores. El tipo de medidas se
limita a las lineales, ya que todos los trabajos tienen como entrada imágenes 2D por lo general extraídas de
secuencias de video [49].
En cuanto a la robustez, la situación es la misma que para los enfoques EigenX, debido a que la capacidad
de funcionar bajo distintas condiciones, depende de las características de la base de datos de entrenamien-
to [54]. En este caso los principales inconvenientes, se tienen con el manejo de las variaciones de la pose
de la cabeza y fondo no homogéneo, además de los problemas debido a la inicialización. Para el primer
caso, una de las soluciones es entrenar distintos modelos para las distintas poses, pero esto trae consigo el
aumento significativo de la catidad de imágenes que deben ser etiquetadas manualmente y el tiempo que se
tarde en seleccionar (en tiempo de ejecución) cúal de los modelos se debe utilizar [48].
Respecto a las bases de datos utilizadas, en los trabajos se emplean bases de datos diferentes, pero esta vez,
debido en gran medida a la calidad del trabajo realizado por Cootes et. al. [45], puesto que se pusieron a
disposición sus resultados, facilitando la obtención de desempeños similares, sin importar la base de datos
de entrenamiento. Por lo anterior, fue posible establecer un marco de comparación, lo cual se refleja en
el marco experimental de los diferentes trabajos revisados, donde se adopta la metodología de evaluación
propuesta por Cootes et al [45] y se realiza una comparación contra uno o más trabajos previos. Todo esto
ha contribuido a que en cada nuevo trabajo realizado se haga una mejora a la técnica y que dicha mejora
pueda ser evaluada de forma objetiva.
En relación al tiempo de proceso, la situación es la misma que para los enfoques EigenX, e incluso mejor, ya
que el tiempo de convergencia de los modelos es bastante pequeño (décimas de milisegundo). Por supuesto,
no hay que olvidar que esto depende de la posición inicial, la pose y el fondo, para los cual los ASMs y
AAMs, necesitan de la ayuda de otras técnicas [20].
Debido a la importante fundamentación y también a la existencia de algoritmos y resultados, se establece
un buen marco de comparación. Por lo tanto, en orden de mejorar el desempeño de los ASM, una variedad
de autores han propuesto diferentes metodologías. En la tabla 3.1 se describen algunos de estos trabajos.
3.2. Modelos de Forma Bayesiana (BSMs)
En estos modelos,tanto el conocimiento a-priori del objeto como las estadísticas de las observaciones, son
utilizadas para definir el estimador Bayesiano óptimo. El emparejamiento de un contorno deformable a un
objeto en una imagen dada puede ser formulado como una estimación de una maximización a posteriori
(MAP). Denótese la media de los contornos de muestra en el dominio de la forma como f0 (contorno
medio), la version deformada de f0 como f (contorno prototipo) y el contorno deformado en el dominio de
la imagen como f , donde f0, f , f ∈ R2N×1 son las matrices que representan los correpondientes contornos
12
3. Antecedentes Bibliográficos
Autor Año Técnica Mejora
Zuo and de With [48] 2004 H-ASM
El proceso de ajuste se desarrolla median-
te los atributos de textura, los cuales estan
basados en wavelets Haar.
Wan et al. [49] 2005 ASM + GA
Un modelo para cada vista (Left, front,
right) y diferentes modelos para cada re-
gion facial. Se utiliza un algoritmo gene-
tico (AG), el cual selecciona el modelo a
utilizar dependiendo de la pose.
Mahoor and Abdel-Mottaleb [47] 2006 —
Esta basado en la información de (RGB)
para modelar los puntos de la estructura.
Para compensar la pose del rostro y los
efectos de las perspectivas 2D-3D, se uti-
liza una transformación afín.
Cristinacce and Cootes [55] 2007 Reg-ASM
Se entrenan dos modelos no-lineales utili-
zando GentleBoost [56].
Zheng and Yang [52] 2008 —
Extención del perfil a 2D. Se constriuye un
perfil para cada característica. La longitud
del perfil varia dependiendo del nivel.
Sun and Xie [53] 2008 EASM
En el proceso de búsqueda, se toman en
cuenta las texturas locales y globales.
Tabla 3.1: Mejoras propuestas de los ASM.
formados por las coordenadas de N puntos de frontera/landmarks. De acuerdo a la estimación Bayesiana,
la distribución conjunta a posteriori de f y f se define de acuerdo a la Ecuación 3.3 [26].
p
(
f , f |d) = p (d |f ) p (f , f)
p (d)
, (3.3)
donde p (d |f ) = p (d |f , f) es la distribución de probabilidad de los datos de la imagen de entrada d.
p
(
f , f
)
= p
(
f
∣∣f ) p (f) , (3.4)
es la distribución conjunta a-priori f y f . Para una imagen dada d, la MAP estimada, fMAP y fMAP , se
puede definir como:
{
fMAP , fMAP
}
= arg max
f ,f
{
p
(
f , f |d)} = arg max
f ,f
{
p (d |f ) p (f , f) p (f)
p (d)
}
(3.5)
En la Ecuación 3.5, ambas fMAP y fMAP son estimadas, y el contorno resultante fMAP puede ser dife-
rente en forma con su fMAP prototipo. Dos tipos de variaciones de forma son consideredas, p
(
f
)
modela
la distribución a-priori de la variación de forma y refleja una importante variación de la forma del objeto,
y p
(
f , f
)
considera las variaciones locales de forma entre f y f . Por lo tanto la estimación MAP conjunta
puede emparejar formas de objetos con mayor precisión que la estimación MAP [45] clásica.
Cuando las distribuciones pueden ser modeladas como una distribución de Gibbs, i.e.
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p
(
f
)
= Z−11 exp
(−Econ (f)) ,
p
(
f
∣∣f ) = Z−12 exp (−Eint (f ∣∣f )) ,
p (d |f ) = Z−13 exp (−Eext (d |f )) ,
(3.6)
donde Z1, Z2 y Z3, son las funciones de partición.
Maximizar la distribución a posteriori es equivalente a minimizar la función correspondiente de la energía
del contorno. {
fMAP , fMAP
}
= arg min
f ,f
{EBSM} , (3.7)
donde,
EBSM = λconEcon + λintEint + λextEext, (3.8)
Econ = Econ
(
f
)
, es el término que restringe la energía del contorno prototipo ajustable f , el cual limita
las variaciones de f y asegura que f es similar a f0 en forma. Eint = Eint
(
f
∣∣f ) es el término de energía
interna que describe las variaciones de forma globales y locales entre f y f . El término de energía externa
Eext = Eext (d |f ) define el grado de emparejamiento entre f y las características sobresalientes de la ima-
gen. λcon, λint y λext son los pesos (puestos manualmente) que regularizan los términos de energía [25].
Un modelo deformable híbrido (parte basado en conocimiento a-priori y parte en el no conocimiento de la
morfología del objeto a ajustar), es el g-snake [57], con el cual es posible representar una forma arbitraria.
Está basado en una matriz de forma estable y regenerativa, la cual es invariante y única bajo transforma-
ciones rígidas. De igual forma se puede tener el control o no sobre localidades por medio de un Campo
Aleatorio de Markov (MRF). Para la inicialización se utiliza la transformada de Hough generalizada. En
comparación con el modelo presentado en [58], se mejora la calidad del ajuste, sobretodo en las esquinas. El
problema es que sólo permite pequeñas cantidades de deformación local, por lo tanto cuando la deformación
de forma es considerable, la calidad del ajuste disminuye drásticamente.
Un modelo basado en el conocimiento a-priori, llamado EigenSnake [26], es capaz de representar formas
arbitrarias. La información obtenida del entrenamiento se expresa en forma de distribución a-priori con la
cual se define el estimador Bayesiano para la solución óptima del contorno del objeto. La matriz de forma
se modifica dinámicamente durante el proceso de búsqueda, a partir de información reunida de las actua-
lizaciones. La inicialización del modelo se hace de forma manual, con algunas modificaciones de escala y
orientación de forma aleatoria con el fin de verificar su sensibilidad a estos factores. En pruebas realizadas
para la extracción de características faciales, se obtuvo un mejor desempeño que el g-snake [57], debido a
que el EigenSnake permite una mayor cantidad de deformación local con lo cual se logra un mejor ajuste. El
método se evaluó utilizando distancia Euclidea en píxeles, con respecto al etiquetado manual de los puntos,
obteniendo un error promedio de 4,8 píxeles para la detección del contorno del rostro. No se reportan resul-
tados cuantitativos para las demás regiones del rostro, pero por inspección visual, no parece haber mucha
discrepancia con respecto a los resultados anteriores. Sólo fue probado en rostros frontales.
En [19] se propone un algoritmo para extraer características faciales y estimar los puntos de control para
el warping1 de imágenes faciales usando un modelo facial estadístico basado en PCA. La posición de los
puntos del contorno se extrae mediante el BSM propuesto en [26] y a partir de estos se extraen los puntos
1proceso de manipular digitalmente una imagen tal que cualquier forma representada en la imagen sea distorsionada.
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de control con los cuales se realiza el warping. Los resultados experimentales muestran la efectividad del
método propuesto, el inconveniente es que la verificación se realiza por inspección visual.
En [25] se presenta una nueva aplicación del BSM para extracción de características faciales. Inicialmente
se diseña un modelo de rostro completo para describir la forma del rostro, utilizando PCA para estimar la
varianza de la forma en el modelo del rostro. Luego se aplica un modelo BSM para ajustar y extraer la parte
del rostro en la imagen de entrada. Para evaluar la estimación cuantitativamente, se mide el promedio del
error de distancia entre los puntos estimados de control y los puntos etiquetados en el dominio de forma.
Dando como resultado errores de 0,4 % para las muestras de entrenamiento y 1 % para muestras de prueba.
En [30] se propone un modelo de contorno deformable llamado AI-EigenSnake (AI-ES), en un marco Ba-
yesiano. Este modelo se propone para estimar la distribución a-priori de la forma de una objeto por medio
de los datos de muestra. El modelo de contorno utilizado para ajustar un objeto en una imagen, se obtiene
mediante una affine-transformed, este modelo es dinámicamente deformable para adaptar variaciones de
forma usando la información reunida en el proceso de ajuste del modelo. La distribución a-priori del mo-
delo de contorno se obtiene mediante PCA, la cual refleja la mayor variación de forma. La precisión del
modelo, se obtiene mediante el RMS entre los puntos alienados del ajuste resultante y las marcas objetivo
realizadas manualmente en los datos de muestra, arrojando como resultados errores de 2,4 %, 2,9 % y 3,5 %
en el ajuste del modelo utilizando AI-ES.
En [31] se propone un modelo 2D de rostro completo, basado en el modelo CANDIDE y en el modelo de
características faciales MPEG-7. En el cual se establecen un conjunto de puntos para representar la forma de
un rostro completo. Para evaluar la estimación cuantitativamente, se mide el promedio del error de distancia
entre los puntos estimados de control y los puntos etiquetados en el dominio de forma. Dando como resul-
tado errores de 4,8 % para un ajuste con un modelo ASM y 2,1 % para un ajuste con un BSM, demostrando
que el modelo BSM es más adecuado para aplicaciones en las cuales la precisión del ajuste del modelo al
rostro sea crucial.
En la tabla 3.2 se describen algunos de los trabajos mas representatívos para este tipo de enfoques.
3.2.1. Bayesianos
Al igual que los ASMs y los AAMs, estos modelos se ubican en un marco de trabajo estadístico, pero no
han tenido tanto reconocimiento. La evaluación de la exactitud en la detección de características se hace
de la misma foma que para los ASMs y AAMs. Con estos enfoques se pueden detectar características con
una exactitud de hasta 1,3 píxeles, superando a los ASMs. En ninguno de los trabajos se realiza detección
gruesa, pues al parecer estos enfoques son menos sensibles a la inicialización. El conjunto de puntos detec-
tados de manera fina se ubica en los contornos de las cejas, los ojos, la nariz, la boca y el rostro. El modelo
utilizado esta compuesto de 44 puntos para el contorno de la cara y 108 para los contornos de las demás
características mencionadas. Respecto a las fronteras de separación de las regiones sucede lo mismo que
para los casos anteriores, sólo que en este caso son un poco más detalladas, puesto que los contornos son
formados por una cantidad mayor de puntos.
El tipo de mediciones que se pueden obtener se limita a las lineales pues únicamente se trabaja con imágenes
2D. Respecto a la robustez, estos modelos son mucho menos dependientes de las características de la base
de datos de entrenamiento, ya que son capaces de manejar tanto deformaciones globales como variaciones
locales aleatorias, lo cual les permite funcionar muy bien en presencia de grandes variaciones de la pose y de
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Autor Año Técnica Mejoras
Lai, K. F. and Chin, R. T. [57] 1995
parte basado en conocimien-
to a-priori y parte en el no co-
nocimiento de la morfología
del objeto a ajustar
Se puede tener el control o
no sobre localidades por me-
dio de un Campo Aleatorio
de Markov (MRF), además
se mejora la calidad del ajus-
te, sobretodo en las esquinas.
Li, S. Z. and Lu, J. [26] 1999
basado en conocimiento a-
priori EigenSnake
El EigenSnake permite una
mayor cantidad de deforma-
ción local con lo cual se logra
un mejor ajuste.
Zhong Xue et al. [19] 2001
Se propone un algoritmo pa-
ra extraer características fa-
ciales y estimar los puntos
de control para el warping de
imágenes faciales usando un
modelo facial estadístico ba-
sado en PCA.
Zhong Xue et al. [25] 2002 Novel bayesian shape model
Se diseña un modelo de ros-
tro completo para describir la
forma del rostro, utilizando
PCA para estimar la varianza
de la forma en el modelo del
rostro.
Zhong Xue et al. [30] 2002 AI-EigenSnake (AI-ES)
El modelo de contorno se
obtiene mediante una affine-
transformed, este modelo es
dinámicamente deformable
para adaptar variaciones de
forma usando la información
reunida en el proceso de
ajuste del modelo.
Zhong Xue et al. [31] 2003
Se propone un modelo 2D de
rostro completo, basado en el
modelo CANDIDE y en el
modelo de características fa-
ciales MPEG-7.
Tabla 3.2: Mejoras propuestas de los BSM.
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fondo no homogéneo; esto representa una ventaja contra los ASMs. En cuanto al tiempo de proceso, este es
un poco más grande que para los ASMs, tomando cerca de 0,12 segundos por iteración y requiriendo cerca
de 20 iteraciones cuando lo que se detecta son características faciales. Sin embargo esto no representa un
gran inconveniente, teniendo en cuenta la independecia de la inicialización, lo que evita el tener que utilizar
técnicas alternativas que provean de una posición inical que garantice la correcta convergencia del modelo,
como es el caso de los ASMs.
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4.1. Modelo de Distribución de Puntos y Correspondencia
Un modelo de distribución de puntos (PDM), se construye del análisis estadístico de un número de ejemplos
de un objeto a ser modelado [59], en los cuales a partir de un conjunto de entrenamiento con imágenes
que presenten la forma de un objeto a analizar, se modela la distribución de un conjunto de N puntos
(landmarks1) que corresponden a las características de este (rostro a analizar). Un ejemplo de un cojunto de
puntos de entrenamiento, se representa de la forma x = (x1, y1, x2, y2, . . . , xN , yN ).
Las muestras son alineadas (trasladadas, rotadas y escaladas) mediante el algorítmo de mínimos cuadrados
y su forma media x¯, se calcula encontrando la posición media de cada landmark point. Además los modos
de variación son calculados, utilizando análisis de componentes principales (PCA) sobre las datos de en-
trenamiento, y se representan por N vectores de variación ortonormales vj [33]. La forma de un objeto x
se genera, adicionando combinaciones lineales de los t vectores de variación que aportan más varianza a la
forma media,
x = x¯ +
t∑
j=1
bjvj (4.1)
Donde bj es el parámetro de peso para el vector de variación jth. Generalmente, las deformaciones más
importantes se recopilan de unos pocos vectores de variación; el resto de ellos reperesenta ruido en los datos
de entrenamiento, por lo que el modelo puede quedar sobre-entrenado al adicionar estas muestras. Eligiendo
t 2N , se estan eligiendo sólo las deformaciones mas importantes, descartando ruido.
4.1.1. Características de un PDM
Un modelo deformable que presente un buen desempeño, debe ser preciso, específico y compacto, ya que
un modelo preciso incluye todas las formas válidas a estimar, específico hace referencia a que se excluyen
todas las formas inválidas posibles y un modelo compacto utiliza la menor cantidad posible de parámetros
para describir la forma (i.e. su dimensión se aproxima a la dimensión natural de deformación del objeto que
está siendo modelado).
Los modelos de forma se describen en términos de su posición dentro de un espacio de forma n-dimensional.
Sin embargo, en el caso de un PDM, las dimensiones son las coordenadas x y y de cada punto que confor-
man el modelo (landmark). Un PDM asume que el conjunto de todas las formas válidas constituyen una
distribución gaussiana alrededor de algun punto medio en el epacio de forma, en el cual cada una de las
muestras de este conjunto, representen una región válida de forma (VSR).2
1Un conjunto de landmark points, describen la forma específica de un objeto por medio de puntos en el espacio sobre la superficie
a analizar.
2Una región válida de forma constituye de manera precisa el conjunto de landmark points que generen una forma plausible
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4.2. Definición BSM
El modelo bayesiano de apariencia propuesto en esta sección, esta basado en un PDM de forma y apariencia
(intensidad), el cual es asumido como un modelo Gaussiano multivariado [27]. Se propone un marco Baye-
siano que represente explícitamente la cantidad limitada en los datos de entrenamiento, para los modelos la
forma y la apariencia. Este marco facilita el cálculo de la distribución condicional de los datos (por medio
del conocimiento a priori del objeto a analizar); el cual es un problema debido al deficiente rango de co-
varianza estimada. El modelo de apariencia está definido como la distribución condicional de la intensidad
para una determinada forma, esto elimina la necesidad de parámetros de peso empíricos (ajustados manual-
mente), que describan la relación entre la las variaciones de intensidad y varianza. El modelo se ajusta a
nuevos datos, aproximando el posteriori de la probabilidad de una forma dada a una intensidad; se busca un
nuevo conjunto de parámetros del modelo (vectores propios) obteniendo las intensidades observadas [30].
La distribución condicional también puede ser utilizada en términos de la estimación de una distribución de
forma dando la localiación de otra forma.
Si bien el marco bayesiano generaliza a cualquier medida que se ajuste a los supuestos de la distribución
condicional, para este propósito se modelan las mallas de los vértices coordenados (información de forma)
y las muestras de intensidad en la imágen (información de apariencia).
4.3. Modelo Matemático
El modelo es entrenado de un conjunto finito de mallas de vértices y muestras de intensidad, que correspon-
den al conjunto finito de los datos volumétricos de entrenamiento. Dado que se tiene un conjunto finito de
datos de entrenamiento Z = {x1 . . . xns}, el modelo Gaussiano multivariado de la distribución subyacente
se define mediante:
p (xi|µ, λ) = Nk (xi|µ, λ) = |λ|1/2(2pi)
−k
2 exp
(
−1
2
(xi − µi)tλ (xi − µi)
)
(4.2)
Donde k es la dimensionalidad de xi, µ es la media y λ es una matriz de precisión definida positiva de
tamaño k×k. La matriz de precisión es igual a la inversa a la matriz de covarianza∑. Nk es la distribución
Gaussiana multivariada k−dimensional.
Para este caso, un vector de muestra de entrenamiento xi, será un vector columna de los vértices coorde-
nados. Por ejemplo, para un rectángulo 2D parametrizado por los vértices v cuyas esquinas son (−2, 0),
(−2, 3), (3, 3) y (3, 0). Para la distribución de intensidad el vector de entrenamiento estará dado por las
muestras de intensidad correspondientes al rectangulo dado. Utilizando el teorema de Bayes, la distribución
de los nuevos datos estimados dados los datos de entrenamiento, está dada por:
p (xobs|Z) =
∫
p (xobs|µ, λ) p (µ, λ|Z) dµdλ (4.3)
Donde xobs es una nueva muestra estimada de la misma distribución que Z. Dado la suficiencia estadística
de t(Z) [60], se puede demostrar que
p (xobs|Z) = p (xobs|t(Z)) =
∫
p (xobs|µ, λ) p (µ, λ|t(Z)) dµdλ (4.4)
En este trabajo se utiliza la suficiencia estadística para una Gaussiana multivariada dada por
t(Z) = (ns, x¯, S), (4.5)
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donde
x¯ = n−1s
ns∑
i=1
xi, (4.6)
S =
ns∑
i=1
(xi − x¯)t(xi − x¯). (4.7)
La expresión para p (xobs|µ, λ) está dada por el modelo estimado en la ecuación 4.2. En orden de evaluar
(4.4) es necesario derivar una expresión para p (µ, λ|t(Z)) que es la distribución conjunta para la media y
varianza dado el estadístico suficiente.
Usando el teorema de Bayes
p (µ, λ|Z) = p (t(Z)|µ, λ) p(µ, λ)∫
p (t(Z)|µ, λ) p(µ, λ)dµdλ, (4.8)
donde
p(t(Z)|µ, λ) = p(S|x¯, µ, λ)p(x¯|µ, λ). (4.9)
Las distribuciones de muestreo p(S|x¯, µ, λ) y p(x¯|µ, λ) están dadas por
p(x¯|ns, µ, λ) = Nk(x¯|ns, µ, λ), (4.10)
p(S|x¯, ns, µ, λ) = Wik
(
S|1
2
(ns − 1), 1
2
λ
)
. (4.11)
Wik es la distribución de Wishart con 12(ns − 1) grados de libertad, y una matriz de precisión 12λ. Para este
caso y con el fin de satisfacer los requerimientos de la distribución de Wishart, ns debe ser mucho mayor
que k. Sustituyendo (4.10) y (4.11) en (4.9), se obtiene
p(t(Z)|µ, λ) = Nk (x¯|ns, µ, λ) Wik
(
S|1
2
(ns − 1), 1
2
λ
)
. (4.12)
Para calcular el posterior p (xobs|t(Z)), es necesario especificar la probabilidad a priori p (µ, λ). Utilizando
el conjugado de la probabilidad a priori, e introduciendo los hiperparámetros n0, µ0 y β, la probabilidad a
priori se define como
p (µ, λ|n0, µ0, β) = Nk (µ|n0, µ0, λ) Wik (λ|α, β) . (4.13)
Sustituyendo (4.12) y (4.13) en (4.8), seguido de (4.8) y (4.2) en (4.4) y luego integrando se obtiene (como
en [60])
p
(
xobs|Z, n0, µ0, β−1, α
)
= Stk
(
xobs|µn, (n0 + ns + 1)−1 (n0 + ns)αnβ−1n , 2αn
)
, (4.14)
donde
µn = (n0 + ns)
−1 (n0µ0 + nsx¯) ,
βn = β +
1
2S + (n0 + ns)
−1n0ns (µ0 − x¯) (µ0 − x¯)t,
αn = α+
1
2ns − 12 (k − 1) ,
(4.15)
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Stk es una distribución Student multivariada, α indica el grado de libertad, µ la media y β es la matriz de
covarianza. La expresión completa para una distribucion Student multivariada esta dada por:
Stk (x|µ, λ, α) = c
[
1 +
1
α
(x− µ)tλ (x− µ)
]−α+k
2
(4.16)
donde c =
Γ( 12 (α+k))
Γ( 12α)(αpi)
k
2
, y la varianza está dada por V [x] = λ−1 αα−2 .
4.4. Elección de los parámetros a-priori
El primer elemento a-priori elegido es n0 = 0 como referencia, ya que no existe conocimiento previo
de p (µ) resultando en p
(
xobs|Z, n0, µ0, β−1, α
)
que al ser centrado en x¯ no genera dependencia de µ0.
Sustituyendo n0 = 0 en 4.14 se obtiene:
p (xobs|Z, n0 = 0, β, α) = Stk
(
xobs|µn, ns
ns + 1
αnβ
−1
n , 2αn
)
, (4.17)
donde
µn = x¯,
βn = β +
1
2S,
αn = α+
1
2ns − 12 (k − 1) ,
(4.18)
Luego, expandiendo (4.17) a la forma general de la distribución Student multivariada se obtiene:
p (xobs|Z, n0 = 0, β, α) = c
[
1 +
1
ns − 1ns
(x− x¯)t
(
S + 2β
ns − 1
)−1
(x− x¯)
]−(k+ns− 1ns )
2
. (4.19)
En la ecuación anterior, el parámetro a-priori α se elgige de tal manera que la covarianza esté normalizada
por ns − 1 (que corresponde a la estimación objetiva estándar de una matriz de covarianza). Estableciendo
λ =
(
S+2β
ns−1
)−1
en orden para p (xobs|Z, n0 = 0, β, α) con el fin de ser consistente con la distribución
Student multivariada (ecuación 4.16), de ello se deduce que:
2αn = ns − 1
ns
, (4.20)
α =
1
2
(
k + 1− 1
ns
)
. (4.21)
Esto cumple con los criterios mínimos, 2α > k − 1, para los grados de libertad (como esta dado en 4.13).
Para lograr una invarianza rotacional, se elige β como una matriz identidad escalada ε2I. ε2 se puede inter-
pretar como un error de varianza y puede ser estimado de los datos de entrenamiento (elegido para ser un
porcentaje de la varianza total estimada). La adición de la matriz identidad escalada es análogo a la regresión
contraida donde se adiciona una matriz identidad escalada para estimar la matriz de covarianza.
Esta suposición en particular amplía la distribución, lo que refleja el hecho de que se cree que hay tipos de
variación en el conjunto de datos más grande que no se observa en los datos de entrenamiento. El modelo
toma la forma final descrita por:
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p (xobs|Z, ε) = Stk
(
xobs|x¯, S + 2ε
2I
ns − 1 , ns −
1
ns
)
, (4.22)
y la varianza esta dada por
V [xobs] =
S + 2ε2I
ns − 1 γυ. (4.23)
donde se define γυ como γυ =
ns− 1ns
ns− 1ns−2
.
4.5. Distribución condicional
Para el desarrollo de este trabajo, un factor de interés, es la distribución condicional a través de los segmentos
del modelo Gaussiano multivariante. Un segmento, es un subconjunto xi, de x correspondiente a un atributo
en particular j (forma, intensidad, etc.). En el caso de los datos de entrenamiento, cada segmento tendrá el
mismo número de muestras ns. Las divisiones (segmentos) de intensidad/forma, son utilizadas para estimar
la distribución de intensidad dada por una forma particular, mientras que las divisiones forma/forma son
utilizadas para estimar la distribución de una forma dada la otra. Es por esto que la distribución condicional
es esencial para el modelar la relacion entre la forma y la intensidad [25].
Se toman segmentos de x de tal forma que,
x = (x1, x2) , (4.24a)
λ =
[
λ11 λ12
λ21 λ22
]
, (4.24b)
k = k1 + k2, (4.24c)
donde kj is la dimensionalidad del jth segmento. Así mismo, Z puede ser dividida de la misma manera,
tal que Z = (Z1, Z2), donde Zj = {x˜ij . . . x˜nsj}. Para las distribuciones conjuntas de intensidad y forma,
el segmento de forma Z1 corresponde a los vértices coordenados del modelo de forma y el segmento de
intensidad Z2 corresponde a las muestras de intensidad del objeto a analizar. Para evaular una distribución
de forma dada otra (ej. la distribucion de la región del ojo dada la posición conocida del rostro), el primer
segmento corresponde a los vértices reales (etiquetados manualmente) coordenados del modelo de forma y
el segundo segmento corresponde a los vértices estimados por el modelo [27]. De tal forma que
p (x1|x2, Z) = p (x1|x2, Z)
p (x2, Z)
=
Stk1+k2 (x|µ, λ, α)
Stk2 (x2|µ2, λ2, α2)
, (4.25a)
Simplificando
p (x1|x2, Z) = Stk2
(
x1|2|µ1|2, λ1|2, α1|2
)
, (4.25b)
donde
µ1|2 = µ1 − λ11−1λ12 (x2 − µ2) = µ1
∑
12
∑ −1
22 (x2 − µ2) , (4.25c)
λ1|2 = λ11
[
α1,2+k2
α1,2+(x2−x¯2)T
∑ −1
22 (x2−x¯2)
]
,∑
1|2 =
(∑
11 −
∑
12
∑ −1
22
∑
21
) [α1,2+(x2−x¯2)T ∑ −122 (x2−x¯2)
α1,2+k2
] , (4.25d)
α1|2 = α1,2 + k2. (4.25e)
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Para un segmento de la matriz de covarianza, el priori de β se define como conjuntos escalados de matrices
identidad tal que
β =
[
ε21I1 0
0 ε22I2
]
, (4.26)
donde ε2i es el error de varianza correspondiente a el i
th segmento. Así para cada segmento diferente el error
de varianza ε2i debe ser utilizado.
4.6. Parametrización del modelo Bayesiano para un conjunto finito
de datos
El modelo de forma utiliza la media y los eigenvectores con el fin de parametrizar la forma y así limi-
tar el espacio de forma a analizar. Además, expresando el conjunto de entrenamiento en términos de sus
valores propios y vectores propios, es posible simplificar la evaluación del modelo en términos del costo
computacional y así proporcionar una mejor comprensión de los mecanismos subyacentes del modelo pro-
babilístico.
Definiendo la matriz Z como el conjunto de entrenamiento descentrado3 Z˜, se expresa Z en términos la
descomposición en valores singulares (SVD).
Z = UDVT , (4.27)
donde U son los eigenvectores de la matriz de covarianza, D son los autovalores y V es una matriz de
parámetros necesaria para recontruir los datos originales.
Además la matriz de covarianza S, puede ser expresada en términos del conjunto de entrenamiento dado
por,
S = ZZT = UD2UT . (4.28)
Calcular la inversa de la matriz de covarianza completa, computacionalmente es muy costoso, pero el me-
nor rango de la matriz de covarianza estimada puede reflejarse en simplificaciones de cómputo. Como se
mencionó en la sección previa, se adicionó una matriz identidad escalada (ε2i ) con el fin de estimar la matriz
de covarianza, S (ecuación 4.4). A pesar del hecho de que adicionando una matriz identidad escalada, se
obtiene como resultado una matriz de covarianza de rango completo, las simplificaciones aún pueden ser
realizadas, valiéndose del hecho que adicionando una matriz identidad escalada a la matriz de covarianza,
es equivalente a adicionar el factor de escala a cada eigenvalor D2i ( incluyendo el valor propio cero que
corresponde al espacio vacío) [61].
Como se definió anteriormente, la varianca de una distribución de estudio multivariada está dada por V [xobs] =
S+2ε2I
ns−1 γυ. Por conveniencia ahora se define como∑
γυ = V [xobs] =
S + 2ε2I
ns − 1 γυ (4.29)
Para propósitos computacionales, se realiza la descomposición de
∑
γυ en términos de los eigenvectores y
eigenvalores de la matriz S y la matriz identidad escalada ε2i . Sustituyendo la ecuación (4.28) en (4.29) y
simplificando se tiene que
3La media del conjunto de entrenamiento se calcula promediando cada dimensión independientemente; entonces el conjunto de
entrenamiento sin centrar, se calcula restando esta media de los datos originales.
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∑
γυ =
(
S + 2ε2I
)
(ns − 1)−1γυ,
= U
(
D2 + 2ε2I
)
UT (ns − 1)−1γυ,
= UD2εU
T (ns − 1)−1γυ,
(4.30)
donde D2ε es una matriz diagonal que consiste de los eigenvalores de S + 2ε
2I.
Aplicando una descomposición en valores singulares a la matriz kjxns , se obtienen los primeros ns eigen-
vectores, sin la necesitdad de calcular los eigenvalores de la descomposición de la matriz de covarianza de
rango completo kjxns .
Este procedimiento tiene una gran disminución en el costo computacional cuando ns es mucho menor que
kj .
Al igual que con los ASM, al realizar este procedimiento se pueden parametrizar los datos en términos de la
media y vectores propios, según lo dado por
xˆ = x¯+
UDε
√
γυ√
(ns − 1)
b, (4.31)
donde b es el vector de parámetros del modelo que pondera las combinaciones lineales de los eigenvectores
utilizados para crear nuevas instancias de forma. La magnitud de los elementos de b indica el número de
desviaciones estandar para cada modo.
4.7. Modelos de Apariencia Bayesiana
La distribución conjunta de la intensidad y forma se modelada como una distribución Gaussiana multivaria-
da. Utilizando el modelo dado en (4.22), se obtiene la distribución conjunta intensidad/forma p (fI, fs). fs es
un vector columna que contiene las coordenadas x, y, z de todos los vértices y fI es un vector columna que
contiene todas las muestras de intensidad para cada punto. Dado que p (fI, fs|Z) es particionable, es posible
calcular la distribución condicional de intensidad p (fI|fs,Z), dada una forma particular y un conjunto finito
de entrenamiento. p (fI|fs,Z) toma la forma de la ecuación (4.25a), siendo fI y fs las particiones de x1 y x2
respectivamente. La partición de la forma es modelada utilizando (4.31). Asi que para cualquier vector bs
(nueva instancia de forma), se puede estimar la distribución de intensidad.
La distribución condicional entre la forma y la intensidad, captura los cambios de intensidad en la media y
la varianza que se correlaciona con una determinada forma.
4.8. Ajuste de un modelo 3D-BSM
4.8.1. Modelo para la verosimilitud
Con el fin de incorporar la evidencia dentro del marco Bayesiano se necesita de una función de verosimi-
litud P (I|x, θ) la cual es uan distribución de probabilidad condicional de los niveles de gris (textura del
rostro) mapeados en el modelo de forma. En el modelo BSM, se define una función de verosimilitud como
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P (y|x, θ), en la cual se asume yold como la forma estimada en la última iteración, a partir de la actualiza-
ción de cada landmark de yold con su textura local, en la cual se desea minimizar la distancia entre cada
lanmark y y yold.
y = sUθx+ c+ η (4.32)
1. y: Vector de forma estimado
2. s: Parámetro de escala
Uθ = IN ⊗
(
cos θ − sin θ
sin θ cos θ
)
: Matríz de rotación
c = 1N ⊗
(
c1
c2
)
: Parámetros de traslación
(⊗ denota el producto de Kronecker).
3. η: observación de ruido isotrópico en el dominio de la imágen.
η ∼ N (0, ρ2I2N). ρ se ajusta al valor ρ2 = c∥∥yold − y∥∥2, donde c es una constante elegida manual-
mente.
4.8.2. Posterior
Luego de esto se calcula el posterior de los parámetros del modelo (b, s, c, θ) dado un vector de forma ob-
servado y. Aplicando el marco Bayesiano se obtiene la ecuación 4.33.
Debido a que optimizar la función del posterior es un proceso complejo, se propone estimar los parámetros
del modelo de forma x, que minimicen una función de costo en la cual se obtenga el mejor emparejamiento
entre un rostro dado y el modelo de forma. Para ello se utiliza el algoritmo EM con el fin de ajustar los
parámetros de forma. [62]
p(b, c, s, θ|y)
∝ exp(−12{
(
σ2 + s−2ρ2
)−1(∥∥ΦTr T−1θ (y)− b∥∥2 + ∥∥ΦTr T−1θ (y)∥∥2)
+s2ρ−2
∥∥ATT−1θ (y)∥∥2 + bTΛ−1b}). cte(σ2+s−2ρ2)(N−2)s−4ρ4
(4.33)
donde cte no varía con (b, c, s, θ) y Φ−r es la sub-matriz de Φ eliminando las primeras r columnas.
4.8.3. Estimación de los parámetros del modelo BSM
Para la estimación de los parámetros del modelo BSM, el modelo de forma x se actualiza a partir de un
promedio ponderado de los parámetros de forma estimados a partir del modelo entrenado b, para luego pro-
yectarlos en el dominio de la forma observada y. Además, la estimación de x codifica tanto el conocimiento
de la forma a-priori y la imágen de análisis.
Con el fin de generar instancias de formas válidas (plausibles) se necesita regularizar los parámetros de
forma del modelo. En este punto usualmente se utiliza una función de regularización continua a diferencia
de una función de truncamiento debido a que numéricamente una regularización discontinua en b puede
ocasionar una estimación inestable del modelo de forma.
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Para el modelo BSM, los parámetros de forma se restringen al factor R = Λ
(
Λ + σ2I
)−1. Específicamente,
a lo largo de la i-ésima componente principal. Finalmente bi es actualizada mediante bi = λi/
(
λi + σ
2
) (
ΦT·ix
)
,
donde Φ·i es la i-ésima columna de Φ.
4.8.4. Expectation Step
Dado el conjunto completo de datos {x, y}, el posterior de los parámetros del modelo se calcula a partir de
las siguientes distribuciones.
p(b|x) ∝ exp
{
−1/2
[
bTΛ−1b+ σ−2‖x− µ− Φrb‖2
]}
, (4.34)
p (γ|x, y) ∝ exp
{
−1/2
[
ρ−2‖y −Xγ‖2
]}
, (4.35)
donde X = (x, x∗, e, e∗) y γ = (s · cos θ, s · sin θ, c1, c2)T .
Tomando el logaritmo y el condicional de la esperanza, se obtiene:
Q (γ|γold)
= 〈log p (b, c, s, θ|x, y)〉 = 〈log p (b|x) + log p (γ|x, y)〉
= −12{bTΛ−1b+ σ−2
〈
‖x− µ− Φrb‖2
〉
+ρ−2
〈
‖y −Xγ‖2
〉
}+ cte
(4.36)
Calcular una funcion Q 4.36 es igual a calcular la esperanza condicional de x y ‖x‖2 con respecto a
p(x|y, c, s, θ).
〈x〉 = µ+ (1− p) Φrb+ pΦΦTT−1θ (y) (4.37)〈
‖x‖2
〉
= ‖〈x〉‖2 + (2N − 4) δ2 (4.38)
Donde p = σ2/
(
σ2 + s−2ρ2
)
y δ2 =
(
σ−2 + s2ρ−2
)−1.
4.8.5. Maximization Step
El paso M maximiza la función Q sobre los parámetros del modelo. En esta etapa se utiliza el símbolo “∼”
con el fin de denotar los parámetros actualizados. Calculando la derivada de la función Q se obtiene:
b˜ = Λ
(
Λ + σ2
)−1
ΦTr (〈x〉 − µ) = Λ
(
Λ + σ2
)−1
ΦTr 〈x〉 (4.39)
γ˜ =
 yT 〈x〉〈
‖x‖2
〉 , yT 〈x〉∗〈
‖x‖2
〉 , 1
N
N∑
i=1
y1i,
1
N
N∑
i=1
y2i
 (4.40)
Además la ecuacion de los parámetros de pose es:
s˜ =
√
γ˜21 + γ˜
2
2 , θ = arctan (γ˜1/γ˜2) ,
c˜ = (γ˜3, γ˜4)
T .
(4.41)
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5.1. Base de Datos
Para el desarrollo de este trabajo se utilizan algunas de las bases de datos más reconocidas en el área de pro-
cesamiento de imágenes, como son la FEEDTUM database [63], Cohn-Kanade database [22] y BU-3DFE
database [38]. Las cuales contienen una variedad de imágenes con rostros frontales, diferentes expresiones
faciales y cambios de iluminación en la escena.
5.1.1. Base de Datos FEEDTUM
La base de datos FG-NET, fué desarrollada por el Instituto para la Comunicación Hombre-Máquina de la
Universidad Técnica de Munich [63], con el fin de proveer un conjunto de secuencias de imágenes para el
estudio de expresiones faciales. Las imágenes fueron adquiridas usando una cámara Sony XC-999P equipa-
da con un lente de televisión COSMICAR 1 : 1,4 de 8mm. Una tarjeta BTTV 878 framegrabber fue usada
para obtener las imágenes con un tamaño de 640x480 pixeles, una profundidad de colores de 24 bits y una
tasa de 25 cuadros por segundos. Para efectos de capacidad, las imágenes son distribuidas en un formato
JPEG de 8 bits con un tamaño de 320x240 pixeles. En la figura 5.1 se muestra un conjunto de imágenes de
la base de datos FEEDTUM.
Figura 5.1: Base de datos FEEDTUM.
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5.1.2. Base de Datos Cohn-Kanade
La base de datos Cohn-Kanade AU-Coded Facial Expression se desarrolló para estudios de visión por
computador y síntesis de rostros en metodologías de análisis automático de rostros en imágenes. La ba-
se de datos cuenta con las siguientes características.
593 secuencias de imágenes, sobre 123 sujetos para los cuales fue codificado el sistema FACS (facial
action coding system) de Paul Ekman para cada frame máximo. Todas las secuencias inician con una
expresión facial neutra hasta la expresión máxima
Contiene un archivo de codificación de emoción, en los cuales solo 327 de las 593 secuencias tienen
emociones. Esto se debe a que solo unas se ajustan a la definición prototipo de Paul Ekman. La
etiqueta de emoción equivale al igual que en la codificación FACS al frame que presenta la expresión
facial al máximo [10]. El rango varía entre 0− 7, 0 =neutral, 1 =enojo, 2 =desprecio, 3 =disgusto,
4 =miedo, 5 =felicidad, 6 =tristeza, 7 =sorpresa
En la figura 5.2 se muestra un ejemplo de una secuencia corta de una expresión facial para un determinado
sujeto.
(a) (b) (c)
(d) (e) (f)
Figura 5.2: Ejemplo de una secuencia de imágenes de la base de datos CK.
5.1.3. BU-3DFE (Binghamton University 3D Facial Expression) Database
La universidad de Binghamton desarrolló una base de datos 3D de expresiones faciales (BU-3DFE), la cual
consiste de grabaciones sobre 100 sujetos (56 % mujeres y 44 % hombres de los 100) con una variación
de edad desde los 18 hasta los 70 años, las cuales evidencian un total de 2500 expresiones faciales [38].
Cada sujeto fue grabado para los 7 tipos de expresiones (emociones dispuestas por Ekman en [10]). Con
la excepción de la expresión neutral, cada una de las 6 expresiones prototipo (felicidad, disgusto, miedo,
enojo, sorpresa y tristeza) incluyen cuatro niveles de intensidad. Por lo tanto, para cada sujeto se tienen 25
registros de modelos 3D de expresiones faciales (grabadas con un escaner facial 3D). Además, asociadas
con cada modelo de forma de las expresiones faciales respectivas, la base de datos contiene los registros de
textura para cada expresión capturada en dos tipos de vista (−45◦ y +45◦).
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(a) Vista frontal de la textu-
ra facial.
(b) Vistas laterales de la textura fa-
cial.
(c) Modelo facial 3D seg-
mentado (lado izquierdo).
(d) Modelo facial 3D seg-
mentado (lado derecho)
Figura 5.3: Muestra de un sujeto de la base de datos BU-3DFE.
5.2. Cajas de Herramientas
5.2.1. Librería de modelos de forma activos y bayesianos asmlib-opencv
La librería Active Shape Model library [64], es una herramienta libre (open source) para la construcción y
ajuste de modelos de forma activos y Bayesianos. Esta librería, está escrita en C++ y utiliza una versión de
la herramienta de visión por computador OpenCV 2.0 (o superior) [65]. La librería puede ser compilada en
cualquiera de los siguientes sistemas operativos:
Linux (both 32 and 64 bits)
Windows(both VC and MinGW)
Mac OS X
Android
La librería fue probada en una laptop computer(Intel(R) Core(TM)2 Duo CPU P8600 @ 2.40GHz). Además
esta herramienta, es capaz de realizar el ajuste en tiempo real de un video o una webcam.
5.2.2. Librería de modelos de apariencia activa
La herramienta de modelos de apariencia activa (AAMLibrary) [66], es una librería de libre uso desarrollada
en C++(32-bit), que implementa el método ajustado del jacobiano desarrollado por Tim Cootes, además
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del algoritmo de ajuste Inverse Compositional propuesto por Simon Baker y Ian Matthews [33]. Esta libre-
ría también utiliza la herramienta de visión por computador OPENCV para realizar la localización de las
características faciales.
5.2.3. Librería Active Shape Model (ASM) and Active Appearance Model (AAM)
para MATLab
La librería de ASM y AAM para MATLAB [67], es un herramienta de soporte para construir y ajustar
modelos AAM y ASM, introducidos por Cootes y Taylor en [33], contiene aproximaciónes multi-resolución
para enfoques tanto 2D como 3D, ademas de soportar procesamiento de imágenes a color.
5.2.4. Librería para la generación de superficies 3D y mallas volumétricas para
MATLAB/Octave (iso2mesh)
Iso2mesh es una herramienta para la generación de mallas basada en MATLAB, está herramienta esta di-
señada para crear superficies y mallas poligonales de alta calidad, a partir de imágenes volumétricas [68].
Contiene un conjunto amplio de funciones de procesamiento; esta herramienta permite convertir Conjuntos
de imagánes histológicas en 3D, datos binarios, segmentados ó en escala de grises, como lo son las imágenes
de resonancia magnética MRI, en mallas volumétricas. Iso2mesh es una herramienta libre multiplataforma
compatible con MATLAB y GNU octave.
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6.1. Entrenamiento del modelo 3D de forma Bayesiana
6.1.1. Características a detectar
Uno de los trabajos en modelamiento facial que ha sido muy utilizado durante la última década en la-
boratorios de investigación de todo el mundo, por ser público y relativamente sencillo de usar ha sido el
Candide [69], este es una máscara facial parametrizada que se ha desarrollado específicamente para la co-
dificación de modelos basados en caras humanas. Su reducido número de polígonos permite una rápida
reconstrucción utilizando un costo computacional moderado. Lo cual hace que este modelo sea apropiado
para la caracterización del rostro en este trabajo.
Modelo CANDIDE
El Candide original, contiene 75 vértices y 100 triángulos, y fue creado bajo la motivación del primer intento
de comprimir imágenes a través de la animación. Actualmente esta versión se utiliza pocas ocasiones. Una
versión un poco más extendida es una ligera modificación del modelo original que consiste en 79 vértices,
108 superficies y 11 unidades de acción, a la que se le conoce como Candide1 (ver figura 6.1), seguidamente
se creó otra versión con 160 vértices y 138 triángulos cubriendo toda la parte frontal de la cabeza incluyendo
el pelo, los dientes y los hombros, a la que se le conoce como Candide2 (ver figura 6.1), pero sólo trabaja
con 6 unidades de acción. La última versión del Candide que existe fue creada a partir de la original. El
propósito principal radicaba en la simplificación de animaciones MPEG-4 (Animación de parámetros fa-
ciales). Por este motivo se añaden unos 20 vértices que corresponden a puntos característicos definidos en
el estándar MPEG-4. Este modelo se conoce como Candide3 (ver figura 6.1), consta de 113 vértices y 168
superficies y es la versión del modelo más utilizado en la actualidad.
(a) Modelo Candide1 (b) Modelo Candide2 (c) Modelo Candide3
Figura 6.1: Tipos de modelo Candide.
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Tabla 6.1: Unidades de Forma [1]
No. Unidades de Forma
1 Head height
2 Eyebrows vertical position
3 Eyes vertical position
4 Eyes width
5 Eyes height
6 Eye separation distance
7 Cheeks z
8 Nose z-extension
9 Nose vertical position
10 Nose pointing up
11 Mouth vertical position
12 Mouth width
13 Eyes vertical diference
14 Chin width
El modelo facial Candide3 se controla a través de unidades de acción (AUs) que a su vez se dividen en uni-
dades de forma (shape units) y unidades de animación (animation units) que pueden ser globales o locales.
Las unidades de forma son el grupo de AUs que ayudan a determinar las características faciales propias del
individuo como pueden ser el tamaño de la cabeza, la posición y separación de los ojos y de las cejas, entre
otras (ver tabla 6.1).
6.1.2. Detección de Características Faciales
Esta fase corresponde al diseño del modelo estadístico (3D-BSM) encargado de estimar las características
faciales presentes en el rostro, las cuales se conforman del modelo paramétrico CANDIDE 3 definido en la
anterior sección. Lo primero que se debe hacer es realizar la detección del rostro, para lo cual se utilizará la
metodología AbaBoost [70] y sus respectivas extensiones a espacios multimodo, como lo presentado en el
trabajo de [71].
La siguiente etapa corresponde al diseño de un modelo deformable del rostro (BSM), el cual funcionará con
los fundamentos de las teorías de los ASMs [45] y BSMs [31]. Para el diseño se tendrá en cuenta que los
distintos vértices del modelo correspondan con los vértices del modelo paramétrico CANDIDE 3, el cual
describe por completo las características faciales que presenta un rostro (ver Figura 6.2). De igual forma
las funciones de costo que guiarán el proceso de ajuste deberán teber en cuenta información de la forma y
apariencia del rostro es decir, que los diferentes parámetros incluidos en el proceso de optimzación depen-
deran tanto de la infomación 2D como la 3D. Para la inicialización del modelo se utilizarán las coordenadas
obtenidas como resultado de la etapa de identificación gruesa.
6.1.3. Expresiones faciales a analizar
Las expresiones faciales que se utilizarán para darle al modelo de forma una variabilidad amplia en formas
morfológicas, están descricas como el conjunto de siete emociones prototipo, propuestas por Ekman en [10].
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Figura 6.2: Modelo a utilizar.
Dichas emociones son: felicidad, disgusto, miedo, tristeza, ira, desagrado y sorpresa. Además, el modelo de
forma utilizado es una versión reducida de puntos en comparación con el modelo CANDIDE descrito ante-
riormente. Esto, debido a que según estudios como los relacionados en [3], las respuestas de las expresiones
faciales se concentran en las regiones de Ojos, Ceja y boca; siendo estas las más representativas en una
respuesta emocional. En la figura 6.3, se muestran el conjunto de formas relacionadas con las emociones
prototipo, utilizadas en este trabajo.
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Figura 6.3: Formas relacionadas con las expresiones faciales a analizar.
6.1.4. Etiquedado del las bases de datos para la construcción del modelo
3D-BSM
Con el fin de construir el modelo 3D-BSM que estime las características faciales, se debe realizar un proceso
de etiquetado manual de las bases de datos a utilizar en el cual se evidencie el conjunto de formas plausibles
a estimar (formas de los diferentes tipos de expresiones faciales relacionadas en [10]). Para el etiquetado
del conjunto de entrenamiento, se realiza el ajuste manual de los puntos característicos del rostro utilizando
el modelo CANDIDE3 descrito en la sección 6.1.1 y se realizará el etiquetado enfocado en las expresiones
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faciales correspondientes a las 7 emociones básicas descritas por Ekman en [10].
En las figuras 6.4, 6.5 y 6.6, se muestran conjuntos de formas etiquetados de diferentes sujetos para las
expresiones faciales a estimar.
(a) Neutral (b) Enojo (c) Disgusto (d) Miedo (e) Felicidad (f) Tristeza
Figura 6.4: Muestras de expresiones faciales etiquetadas para la base de datos 3D-BUFE.
(a) Enojo (b) Disgusto (c) Miedo (d) Felicidad (e) Tristeza
Figura 6.5: Muestras de expresiones faciales etiquetadas para la base de datos Cohn-Kanade.
(a) Disgusto (b) Miedo (c) Felicidad (d) Tristeza
Figura 6.6: Muestras de expresiones faciales etiquetadas para la base de datos FEEDTUM.
6.1.5. Construcción del modelo 3D de forma Bayesiana
El modelo 3D desarrollado para la detección de características faciales, estará encargado de detectar los
puntos característicos del rostro presente en una determinada secuencia (3D landmark), a partir de una serie
de conjuntos de formas plausibles (conjunto total de formas faciales a estimar por el modelo) manualmen-
te etiquedatas las cuales se conocen como landmarks anatómicas y son emparejadas por el modelo 3D-BSM.
El modelo 3D-BSM estimará un conjunto de 113 landmarks las cuales corresponden a los vértices del
modelo CANDIDE3 descrito en la sección 6.1.1. En la figura 6.7 se observa el conjunto total de landmarks
del modelo CANDIDE3, resaltando 4 regiones particulares las cuales son:
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Region de las Cejas: 8 landmarks (♦).
Region de los Ojos: 16 landmarks (©).
Region de la Boca: 27 landmarks (∗).
Los principales pasos para crear un modelo 3D-BSM son:
1. Se calcula la forma media para el conjunto de landmarks (113) etiquetados manualmente en el con-
junto de entrenamiento. Para esto, incialemente se deben alinear todos los conjuntos de formas a un
eje común para esto se utiliza el análisis de Procrustes [72].
2. Para capturar todos los modos de variación del conjunto de landmarks (diferentes formas de expresio-
nes faciales a tener en cuenta en el entrenamiento), se utiliza el análisis de componentes principales
(PCA).
A. Landmarking The Training Set
The initial step is the selection of images to incorporate
into the training set. In order to decide wich images will
be include in the training set, the desired variations must
be considered. These variations must be present within the
training set, else the AAM will not incorporate those specific
modes. In order to include the whole region of the labeled
face, there will be used the Candide3 [7], which consist in
a group of 113 points that depict the whole face regions in
detail (eyes, nose, mouth, chin, etc), as shown in Figure 1.
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Fig. 1. Facial description using the parametric model Candide3 and sets
to analize in the model.
B. Deriving the Shape Model
The shape of an independent AAM is defined by a mesh
and in particular the vertex locations of the mesh. Math-
ematically, we define the shape s of an AAM as the co-
ordinates of the v vertices that make up the mesh s =
(x1,y1,x2,y2, . . . ,xv,yv)
T . AAMs allow linear shape varia-
tion, this means that the shape s can be expressed as a base
shape s0 plus a linear combination of n shape vectors si:
s= s0+
n
∑
i=1
pisi (1)
In this expression the coefficients pi are the shape parame-
ters. The standard approach is to apply Principal Component
Analysis (PCA) to the training meshes [6]. The base shape
s0 is the mean shape and the vectors si are the n eigenvectors
corresponding to the n largest eigenvalues.
C. Deriving the Appeareance Model
The appearance of AAM is an image A(x) defined over
the pixels x ∈ s0. The appearance A(x) can be expressed
as a base appearance A0 (x) plus a linear combination of m
appearance images Ai (x):
A(x) = A0 (x)+
m
∑
i=1
λiAi (x) ∀x ∈ s0 (2)
In this expression the coefficients λi are the appearance
parameters. The base appearance is set to be the mean image
and the images Ai to be the m eigenimages corresponding to
the m largest eigenvalues.
D. Fittting the AAM
The goal is to minimise equation 3: the error of fit between
an instance of the AAM, A0(x), and an input image, I(x)
[11]. Th error is measured as a pixel-wise sum of square
differences.
x
∑ [I(x)−A0(x)]2 (3)
III. EMOTION CHARACTERIZATION
A. Facial Expression Analysis
Facial expressions are generated by contraction or relax-
ation of facial muscles or by other physiological processes
such as coloring of the skin, tears in the eyes or sweat on the
skin. We restrict ourselves to the contraction or relaxation
of the muscles category. The contraction or relaxation of
muscles can be described by a system of 43 Action Units
(AUs) [5]. A key stone in the automatic recognition of facial
expressions is the set of emotional facial expressions. In Ek-
man’s study [5] six basic emotions are defined: surprise, fear,
disgust, anger, happiness, sadness and gives a description of
the basic emotions in terms of facial features and activated
AUs.
1) Labeling of the Emotion Type: After choosing that AUs
are used to represent the facial expressions that correspond to
each emotion, we chose Candide3 vertexes used to define the
configuration of the face and the calculation of the FACS [7].
Figure 2 shows the shapes of the Candide3 models playing
each emotion.
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Fig. 2. Shape of each emotion type.
B. Set of Points Related to Emotions
In this case we take the set of vertexes model that are most
relevant in the manifestation of a facial expression. Further-
more, to characterize the emotion type, we take combinations
of all sets, deriving in a total of 15 combinations. That is why
for characterization of emotion type, the most relevant sets
of model to be studied are the total set (113 vertexes), Eye
vertexes (Set O (♦)), Eyebrows vertexes (Set C (©)) and
Mouth vertexes (Set B (∗)). Figure 1 shows the analysis of
a whole set of vertices described by Candide3.
Figura 6.7: Descripción paramétrica de los landmarks utilizados para describir la forma de un rostro facial.
Forma Media del conjunto de Landmarks
De acuerdo a la descripcion presentada en [33], un landmark point es un punto que tiene una correpondencia
para cada objeto que tiene un emparejamiento con objetos de la misma clase; además una forma, es toda
la información geométrica que se mantiene cuando se presentan efectos de traslación, rotación y escala;
por esto una forma, es invariante a transformaciones Euclídeas. Una manera de describir una determinada
forma, se logra localizando un número finito de landmarks en el co torno o en otros puntos específicos. Para
ello, los landmarks se categor zan de tro de los igui ntes puntos.
Landmarks Anatómicos: Puntos asignados por un experto que corresponden con la morfología facial
a etiquetar.
Landmarks Matemáticos: Puntos localizados en un determinado objeto, de acuerdo a alguna propie-
dad matemática o geométrica.
Landmarks Etiquetados: Landmarks que son asociados con una determinada etiqueta (nombre o
número), los cuales son utilizados para describir la forma de un objeto específico.
Una representacón matemática de una forma de n-puntos en d dimensiones, se puede definir a partir de la
concatenación de todos los puntos coordenados en un vector de dimensiones k = nxd los cuales establecen
un espacio de forma [20]. La representación de un v ctor para formas en 3D se realiza mediante:
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x = [x1, x2, · · · , xn, y1, y2, · · · , yn, z1, z2, · · · , zn]T , (6.1)
donde (xi, yi, zi) representa el n-ésimo landmark point.
Para obtener una representación real de las formas (conjunto de landmark point), este conjunto de landmark
point se le deben normalizar los efectos de rotación y traslación; esto se logra estableciendo un eje coorde-
nado común como referencia con el fin de que tódas las formas del conjunto de entrenamiento sean alineadas.
Para realizar este proceso de alineamiento, se realiza el análisis de Procrustes en donde se minimizan las
distancias de cada landmark point xi con respecto al landmark point de referencia xm (forma media) [72].
Dp2 = |xi − xm|2 =
k∑
j=1
(xij − xmj)2 (6.2)
Aunque en el estado del arte se han realizado varias metodologías para este tipo de análisis, en el algoritmo
(1) se muestra una aproximación típica adaptada para el análisis de formas faciales [20]:
Algoritmo 1 Análsis de Procrustes
Data: Forma a alinear
Result: Forma alineada con un conjunto de landmarks points de referencia (forma media)
• Calcular el centroide de cada forma.
• Transladar el centroide de cada forma de modo que quede ubicado en el origen (0, 0, 0).
• Escalar cada forma de modo que su tamaño sea de dimensión unitaria.
• Asignar la primera forma su forma media xm.
while |x0 − xm| > ε do
∗ Asignar la forma media xm a una forma referencia x0.
∗ Alinear todas las formas de muestra a una forma media x0 a partir de una rotación óptima.
∗ Transladar la forma media de modo que su centroide quede posicionado en el origen (0, 0, 0).
∗ Escalar la forma media de modo que tenga una dimensión unitaria.
∗ Alinear la forma media xm a su forma referencia x0 a partir de una rotación óptima.
∗ Calcular la distancia de Procrustes de la forma media xm a su forma referencia x0:
|x0 − xm|
end
En la figura 6.8, se muestra el conjunto de formas sin alinear, la forma media del conjunto y el conjunto de
formas alineado por medio del análisis de Procrustes, en la cual se puede observar que luego del proceso de
alineamiento, todas las formas faciales del conjunto de entrenamiento estan enmarcadas en un eje común.
La forma media del conjunto de datos es xm y se calcula mediante:
xm =
1
N
N∑
i=1
xi, (6.3)
donde N es el número de formas xi.
6.1.6. Variaciones de Forma
Luego de realizar el proceso de alineamiento para todo el conjunto de formas, con el fin de que sean com-
parables en un marco común; se utiliza el análisis de componentes principales (PCA), sobre el conjunto
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Figura 6.8: Análisis de Procrustes para el conjunto de formas.
de formas alineadas y así obtener sus modos de variación con el fin de dar un alto grado de generalidad al
modelo de forma, para estimar diferentes formas plausibles del rostro [73].
Debido al tamaño en la normalización del análisis de Procrustes, todo los vectores de forma se encuentran
en un espacio de forma, el cual introduce no-linealidades a partir de apariciones de grandes escalas. Es por
esto que al aplicar PCA, estas no linealidades son eliminadas. PCA proyecta en un espacio tangencial de su
forma media, todas las formas a analizar y estas son escaladas mediante el factor α:
xt = αx =
|xm|2
xm · xx, (6.4)
donde xi es la proyección de la forma x en el espacio tangencial, siendo xm la forma media.
Si no se realiza el proceso de normalización sobre los datos, se puede omitir la proyección en el espacio
tangencial; además los vectores alineados de forma, conforman una distribución en el espacio de forma nd
dimensional, donde n es el número de landmark points y d la dimensión de cada landmark. Cabe notar que
si los landmark points no representan una forma plausible, estas no estaran correlacionadas. Por otro lado, si
los landmark points representan una forma plausible, estos estarán correlacionados en un determinado gra-
do. Este hecho se evidencia, al aplicar PCA al conjunto de formas con el fin de reducir la dimensionalidad
de los datos y obtener las diferentes correlaciones como deformaciones del modelo de forma.
De esta manera, si los landmark points tiene una distribución específica; estos pueden se modelados me-
diante la estiamción de un vector b de parámetros que describa las formas deformadas [20]. Para ello se
construye el modelo PDM descrito en la sección 4.1.
El número de los p valores y vectores propios mas significativos que agrupa los modos de variación del
modelo, puede ser elegido de tal forma que el modelo respresente una proporción determinada del total de
la varianza de los datos, la cual es la sumatoria sobre todos los eigenvalores,
p∑
i=1
λi ≥ f · Vt (6.5)
Para la construcción del modelo de forma, se retiene el 98 % de la varianza del conjunto de entrenamiento.
En la figura 6.9, se muestran los modos de variación del modelo de forma 3D-BSM entrenado, evidenciando
los tres eigenvalores mas significativos, mediante los cuales se puede observar la variación de la forma
relacionada con las expresiones faciales
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Figura 6.9: Modos de variación del modelo de forma 3D-BSM (vista perfil frontal)
6.1.7. Variaciones de Apariencia
El proceso de contrucción del modelo de apariencia tiene como objetivo capturar las variación de textura
sobre todos los rostros del conjunto de entrenamiento. Para capturar dichas variaciónes, se debe partir de
las variaciones de forma del modelo (sección 6.1.6), debido a que se necesita de la morfología del rostro
segmentado para extraer el parche facial que cuantifique la variabilidad de textura sobre el conjunto de
entrenamiento (segmento de textura del rostro). Al igual que para el modelo de forma, se aplica PCA al
conjunto de entrenamiento para modelar las variaciones de textura presentes en los rostros. La figura 6.10
muestra las variaciones de textura capturadas del conjunto de entrenamiento, la cual evidencia los diferentes
niveles de intensidad que conforman diferentes parches faciales (segmentos de textura que representan un
determinado rostro). Finalmente, en la figura 6.11 se muestra el esquema del proceso de construcción del
modelo 3D-BSM.
6.2. Estrategias de auste para el modelo 3D-BSM
A partir de los modelos tanto de forma como de apariencia contruidos para capturar la variabilidad en las
expresiones faciales y rostros a analizar, se procede a contruir una estrategia de ajuste del modelo entrenado
con el fin de ajustar la forma a una nuevo rostro de entrada. Para ello se deben encontrar los parámetros de
forma y apariencia que mejor emparejen el rostro a analizar utilizando la estrategia de ajuste descrita en la
sección 4.8.
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Figura 6.10: Modos de variación del modelo de apariencia 3D-BSM (vista perfil frontal)
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Figura 6.11: Esquema del proceso de construcción del modelo 3D-BSM.
6.2.1. Localización de landmarks
A partir de la información estadística obtenida en el entrenamiento del modelo BSM, se utilizan unos puntos
candidatos (puntos de control para ubicar el modelo de forma en el rostro) en una nueva imagen facial (malla
3D que representa la superficie del rostro a analizar) con el fin de detectar el rostro y las regiones faciales
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Figura 6.12: Diagrama de bloques del método propuesto para el ajusto del modelo 3D-BSM.
en la escena. Para ajustar un modelo 3D-BSM, inicialemente se deben aislar los puntos candidatos en la
imagen 3D del rostro. Para ello, se utiliza los mapas de características basados en curvaturas, y así evitar
la necesidad del mapa de textura. Esto, con el fin de evidenciar en la imágen 3D, regiones únicas como las
esquinas internas de los ojos y la punta de la nariz. En la figura 6.12 se muestra el diagrama de bloques
del proceso de ajuste para la localización de las características faciales en una imagen 3D. La etapa del
diezmado poligonal se adiciona debido a la alta dimensionalidad de la imagen 3D del rostro.
6.2.2. Aislado de los vértices candidatos
Con el fin de caracterizar las propiedad de curvatura de cada vértice en la imagen 3D, se calculan dos mapas
característicos, llamados índice de forma e índice de curvacidad [74]. Estos mapas, están basados en los
valores principales de curvatura, k1() y k2() en todos los vértices de la imagen 3D. El índice de forma ρ, en
el vértice vi, se define como:
ρ(vi) =
1
2
− 1
pi
tan−1
(
k1(vi) + k2(vi)
k1(vi)− k2(vi)
)
,
(6.6)
donde k1(vi) ≥ k2(vi); ρ() ∈ [0, 1]. El mapa característico generado por ρ() puede describir las variaciones
sutíles de forma en las regiones de transición cóncava a convexa y así proveer una escala contínua entre
las formas salientes. Sin embargo, ρ() no brinda un índice de la escala de la curvatura presente en cada
vértice; por esta razón, se adiciona una característica en el análisis, la cual es el índice de curvacidad de una
superficie. La curvacidad de una superficie γ(), en un vértice vi, se define como:
γ(vi) =
√
k1
2(vi) + k2
2(vi)
2
, (6.7)
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(a) Imagen 3D (b) Indice de forma (c) Indice de curvacidad
(d) Imagen 3D (e) Indice de forma (f) Indice de curvacidad
Figura 6.13: Comparación de los mapas característicos generados por la imagen 3D sin filtrar (arriba) y la
imagen 3D filtrada (abajo).
Un aspecto importante es que los mapas característicos se calculan luego de aplicar un filtrado Laplaciano
sobre la imagen 3D, con el fin de reducir datos espúreos derivados del proceso de adquisición. En la figura
6.13 se muestra una comparación de estos mapas característicos generados con versiones filtradas y sin fil-
trar de las imagenes 3D.
Para reducir el costo computacional en la estimación de los puntos candidatos, se realiza un diezmado de la
imagen 3D original y luego se promedian los mapas característicos en cada vecindad relacionada con cada
uno de los vértices, como se puede observar:
ρ˜(vi) =
1
P
∑
p∈P(vi)
ρ(vp), (6.8)
γ˜(vi) =
1
P
∑
p∈P(vi)
γ(vp), (6.9)
donde P(vi) es el conjunto de P vértices vecinos de vi. Si γ˜() > γs, entonces vi es una región destacada de
alta curvatura. Además, la condición de que ρ˜() < ρe identifica regiones cóncavas; mientras que ρ˜() > ρn
identifica regiones convexas. Por lo tanto, para encontrar los puntos candidatos del modelo 3D-BSM, se
aplican umbrales para separar las regiones de los vértices de los ojos con respecto a los vértices ubicados
en la punta de la nariz. Estos umbrales γs = 0,1, ρe = 0,3 y ρn = 0,7 fueron encontrados para ser
adecuados en todas las imagenes 3D de la base de datos. Para calcular el promedio de las características se
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utilizaron vecindades de segundo orden y un diezmado del 60 %. Cabe resaltar que la etapa de diezmado
debe ser realizada antes de la extracción de los mapas característicos, de lo contrario el resultado de las
características no sería representativo para la superficie original. En la figura 6.14 se muestra un ejemplo
de una imagen 3D con los vértices candidatos aislados: las regiones en verde corresponden con los vértices
candidatos de la punta de la nariz y las regiones en rojo hacen referencia a los vértices ubicados en la región
de los ojos.
Figura 6.14: Imagen 3D luego de encontrar los vértices candidatos.
6.2.3. Método de ajuste para el model 3D-BSM
Luego de hacer la localización de los vértices candidatos, los cuales serán utilizados como puntos de control
para ajustar el modelo 3D-BSM, se realiza una transformación con el mínimo de la desviación de la forma
media y así emplear la estrategia de ajuste descrita en la sección 4.8. El algorítmo para el modelo 3D de
forma Bayesiana, se describe en (2).
Algoritmo 2 Ajuste del modelo 3D-BSM
Data: Conjunto de vértices candidatos de los ojos, vértices candidatos de la nariz, forma media derivada del
conjunto de entrenamiento
Result: Forma ajustada a una imagen 3D
• Alinear los vértices candidatos de las regiones de ojos y nariz con respecto a los puntos de control ubica-
dos en el modelo de forma.
• Calular el mínimo de la distancia euclídea a partir de la función de costo: Tθ,t,s : mı´n ← D =
|Ptscontrol − Ptsestimados|2.
• Actualizar los parámetros de forma que realizan la transformación de los datos según el algoritmo EM.
∗ Realizar los anteriores pasos hasta encontrar una convergencia D = 1e− 3 o alcanzar un número finito de
iteraciones.
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6.3. Métricas de evaluación de los modelos desarrollados
El primer paso es calcular el error promedio de la distancia entre los puntos etiquetados manualmente pi y
los puntos estimados por el modelo pˆi, para el conjunto de imágenes de entrenamiento y para el conjunto
de prueba de la forma:
Error =
1
NINpts
Npts∑
i=1
‖pi − pˆi‖, (6.10)
donde NI es el número de imágenes etiquetadas manualmente, Npts es el número de puntos a estimar.
Para realizar un análisis cuantitativo de la exactitud en el ajuste del modelo BSM, se calcula el error rela-
tivo entre los puntos etiquetados manualmente y los puntos estimados por el modelo para la región de los
párpados.
Rerr = ma´x (dl98, dl100, dl54, dl55, dl106, dl108)/dl53−56, (6.11)
donde dl98 es la distancia euclídea entre el vértice 98 etiquetado manualmente y el vértice estimado, y así
sucesivamente; además dl53−56 es la distancia euclídea entre los vértices 53 y 56 etiquetados manualmente,
con lo cual se obtiene el ancho del ojo izquierdo. Tomando como ejemplo el criterio presentado en [75],
en el cual si Rerr < 0,25, el ajuste del modelo al rostro es considerado correcto. Es por esto que para un
Rerr = 0,25 el máximo del argumento de la Ecuación 6.11, equivale a 1/4 del ancho del ojo. Por lo tanto
para la base de datos comprendida por un conjunto de N imágenes, la tasa de de detección se define como:
R =
N∑
i=1
i
N
× 100,Rerri<0,25. (6.12)
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En el presente capítulo se exponen los resultados obtenidos a partir de la metodología desarrollada para
construcción del modelo 3D de forma Bayesiana. Los resultados son obtenidos al probar el sistema para las
tres bases de datos descritas en la sección 5.1. Además, los resultados son comparados contra dos de las
metodologías de extracción de características faciales mas relevantes en el estado del arte.
7.1. Resultados de la estimación del modelo BSM y ASM
7.1.1. Error en el ajuste del modelo de forma
A partir de las métricas descritas en la sección 6.3, se calcula la exactitud con la cual los modelos BSM
y AAM estiman los puntos característicos del rostro, relacionados con la forma que presenta la imagen a
analizar.
Tabla 7.1: Error de estimación promedio para el modelo BSM
Base de datos
N
Frontal Cambio de Pose
Error T [ms] Error T [ms]
FEEDTUM 1120 3,04± 0,22 8,9 3,32± 0,277 9,1
Cohn-Kanade 327 3,3± 0,23 8,3 3,41± 0,254 8,8
BU-3DFE 2500 2,67± 0,31 450,3 2,67± 0,31 450,3
Tabla 7.2: Error de estimación promedio para el modelo ASM
Base de datos
N
Frontal Cambio de Pose
Error T [ms] Error T [ms]
FEEDTUM 1120 5,12± 0,13 18,5 10,42± 0,22 19,2
Cohn-Kanade 327 5,24± 0,22 19,3 5,36± 0,28 19,1
BU-3DFE 2500 8,63± 0,31 1201,4 8,63± 0,31 1201,4
En la Tabla 7.1.1, se puede observar que aunque la exactitud (error en pixeles debido a su enfoque 2D) en la
estimación de los puntos es mayor para las imágenes frontales, el error promedio también es pequeño para
las imágenes que presentan cambios de pose, esto para los enfoques 2D que presentan las bases de datos
FEEDTUM y Cohn-Kanade. Esto se debe a un procedimiento riguroso en el entrenamiento y construcción
del modelo, en los cuales se consideraron la mayor cantidad de formas posibles a estimar. Para el análisis del
ajuste del modelo 3D-BSM, se calcula la robustez del modelo ante imágenes 3D como las que se presentan
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en la base de datos BU-3DFE. Cabe resaltar, que para el ajuste de este tipo de modelos los valores nominales
para las imágenes que presentan cambios de pose son iguales que el ajuste de este modelo para imágenes
frontales, esto por el hecho de que al ser una imagen 3D representada por una malla poligonal, el modelo
3D estima directamente las características de forma en el espacio 3-dimensional (error en milímetros debido
a su enfoque 3D). Además, es de resaltar que los tiempos promedio de estimación del modelo BSM, son
relativamente pequeños lo cual ayudaría en aplicaciones en línea.
Para establecer un marco comparativo sobre el modelo 3D-BSM desarrollado, se estiman nuevamente los
modelos de forma para las imágenes de las tres bases de datos utilizando un modelo de forma activa (ASM).
La tabla 7.1.1 evidencia que el error de estimación del modelo ASM es significativamente mayor al modelo
BSM, lo cual garantiza una mayor exactitud para el ajuste en modelos BSM.
Recopilación del error de ajuste del modelo de forma
Para una evaluacíon mas detallada del error en el ajuste del modelo de forma, en la tabla 7.3 se presenta
la recopilación del error cuadrático medio para la estimación de cada uno de los vértices que conforman el
modelo de forma de los rostros analizados de las bases de datos.
Tabla 7.3: Recopilación del error RMSE para el ajuste de los modelos BSM y ASM en las imágenes de las
bases de datos
BSM model ASM model
FEEDTUM db CK db BU-3DFE db FEEDTUM db CK db BU-3DFE db
1 3,021 3,321 2,681 5,126 5,241 8,602
2 3,032 3,319 2,673 5,109 5,239 8,646
3 3,041 3,279 2,665 5,129 5,253 8,614
4 3,047 3,311 2,679 5,131 5,228 8,626
5 3,036 3,289 2,679 5,133 5,240 8,642
6 3,054 3,296 2,681 5,129 5,258 8,621
7 3,050 3,302 2,678 5,127 5,243 8,645
8 3,061 3,320 2,698 5,120 5,255 8,623
9 3,041 3,296 2,652 5,112 5,251 8,641
10 3,032 3,322 2,683 5,117 5,244 8,643
11 3,023 3,291 2,654 5,110 5,229 8,626
12 3,045 3,309 2,646 5,108 5,247 8,600
13 3,052 3,308 2,677 5,131 5,222 8,620
14 3,037 3,302 2,667 5,115 5,246 8,625
15 3,022 3,309 2,667 5,115 5,247 8,616
16 3,030 3,308 2,680 5,116 5,250 8,611
17 3,025 3,285 2,687 5,119 5,257 8,650
18 3,030 3,283 2,661 5,124 5,261 8,626
19 3,037 3,323 2,680 5,108 5,252 8,654
20 3,041 3,285 2,665 5,129 5,244 8,623
21 3,038 3,278 2,691 5,122 5,259 8,647
22 3,057 3,303 2,691 5,129 5,244 8,624
Continúa en la siguiente página
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Tabla 7.3 – continúa de la página anterior
Vértice BSM model ASM model
FEEDTUM db CK db BU-3DFE db FEEDTUM db CK db BU-3DFE db
23 3,041 3,318 2,655 5,116 5,219 8,649
24 3,060 3,308 2,677 5,119 5,223 8,646
25 3,046 3,286 2,675 5,108 5,256 8,622
26 3,060 3,294 2,673 5,112 5,239 8,612
27 3,029 3,298 2,693 5,124 5,255 8,648
28 3,048 3,322 2,655 5,116 5,227 8,658
29 3,031 3,284 2,659 5,130 5,242 8,619
30 3,048 3,316 2,646 5,110 5,246 8,641
31 3,049 3,307 2,697 5,133 5,219 8,626
32 3,021 3,294 2,679 5,121 5,245 8,651
33 3,029 3,286 2,669 5,125 5,234 8,647
34 3,028 3,297 2,679 5,133 5,220 8,609
35 3,047 3,299 2,673 5,114 5,240 8,652
36 3,055 3,283 2,679 5,118 5,226 8,660
37 3,033 3,304 2,673 5,119 5,223 8,631
38 3,052 3,287 2,684 5,127 5,227 8,654
39 3,048 3,295 2,671 5,128 5,224 8,635
40 3,018 3,304 2,701 5,110 5,226 8,609
41 3,044 3,289 2,653 5,112 5,220 8,611
42 3,035 3,290 2,646 5,116 5,246 8,624
43 3,058 3,305 2,646 5,108 5,230 8,645
44 3,018 3,289 2,643 5,121 5,242 8,650
45 3,038 3,315 2,664 5,116 5,249 8,648
46 3,037 3,322 2,667 5,112 5,240 8,619
47 3,038 3,311 2,662 5,112 5,242 8,632
48 3,052 3,293 2,686 5,131 5,238 8,605
49 3,032 3,304 2,678 5,125 5,223 8,606
50 3,053 3,282 2,687 5,119 5,240 8,607
51 3,039 3,319 2,697 5,131 5,256 8,641
52 3,020 3,317 2,699 5,110 5,256 8,630
53 3,026 3,315 2,651 5,126 5,230 8,611
54 3,050 3,289 2,648 5,126 5,227 8,630
55 3,039 3,304 2,682 5,122 5,243 8,608
56 3,025 3,278 2,645 5,112 5,246 8,602
57 3,033 3,297 2,672 5,123 5,236 8,652
58 3,045 3,291 2,672 5,115 5,227 8,634
59 3,026 3,284 2,692 5,110 5,260 8,657
60 3,050 3,285 2,669 5,113 5,222 8,642
61 3,029 3,296 2,663 5,130 5,223 8,635
62 3,058 3,281 2,681 5,109 5,224 8,650
63 3,030 3,305 2,685 5,113 5,225 8,653
64 3,052 3,299 2,671 5,108 5,245 8,660
Continúa en la siguiente página
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Tabla 7.3 – continúa de la página anterior
Vértice BSM model ASM model
FEEDTUM db CK db BU-3DFE db FEEDTUM db CK db BU-3DFE db
65 3,026 3,309 2,661 5,118 5,243 8,599
66 3,031 3,309 2,648 5,107 5,220 8,653
67 3,022 3,306 2,675 5,130 5,259 8,637
68 3,043 3,279 2,655 5,112 5,250 8,660
Promedio 3,038 3,299 2,672 5,119 5,239 8,632
Se puede observar que los valores nominales del error en la estimación de las características faciales que
conforman el modelo de forma, son cláramente mas bajos para el modelo 3D-BSM comparado con el mo-
delo ASM, lo cual evidencia una alta robustez en la identificación de regiones detalladas que presenten una
determinada forma en el rostro.
Así mismo, para realizar una medición del error de ajuste del modelo 3D-BSM, en la figura 7.1 se observa
que el emparejamiento del modelo (ajuste a una determinada imágen) a partir de 10 iteraciones empieza a
converger, a diferencia del modelo ASM, en el cual los valores nominales de error se mantienen dentro de
un rango tolerable de error (menores al 4 %) a partir de 16 iteraciones.
7.1.2. Distribución del Error Relativo (Ranking)
La Figura 7.2 muestra la función de distribución del error relativo contra la tasa de detección exitosa, en la
cual se observa que para un error relativo de 0,091 en el caso del ajuste del ojo derecho, 0,084 para el ojo
izquierdo y 0,125 para la region de la boca en imágenes frontales, el porcentaje de detección es del 100 %,
lo que indica que la exactitud en el ajuste del modelo BSM es alta. Además para imágenes con variaciones
de pose se logra el 100 % de ajuste de la región de los ojos para errores relativos de 0,12, 0,123 0,13, siendo
estos mucho más bajos que el criterio establecido de 0,25, estos resultados se derivan de la recopilación de
la estimación del modelo BSM en las bases de datos 2D-dimensionales (FEEDTUM y Cohn-Kanade) y el
perfil 2D a partir del modelo 3D ajustado por el BSM.
En la actualidad el criterio Rerr < 0,25 no es adecuado para considerar una detección como correcta y
puede ser no muy conveniente cuando se desea realizar detección de características en imágenes con menor
escala [75]. Es por esto que se considera una tasa de detección exitosa para errores de Rerr < 0,15 [76].
Con base en esto, se muestra que el modelo BSM usado en este trabajo es eficiente y cumple este requeri-
miento.
Un factor importante en la robustez del modelo BSM, se evidencia al analizar la distribución del error
relativo para el modelo AAM, en la cual dicho error es significativamente mayor que el presentado por
el modelo BSM. Es por esto que el modelo BSM utilizado en este trabajo es eficiente y cumple con los
requisitos de mejorar la exactitud en el emparejamiento de una detemrinada forma.
7.1.3. Ajuste del modelo BSM
En las figuras 7.3, 7.5, se observa el proceso de ajuste del modelo BSM a un conjunto de muestras de
imágenes, para las tres bases de datos utilizadas en este trabajo. Se evidencia el buen desempeño del modelo
BSM en el emparejamiento de una determinada forma a una imágen nueva. Además, se observa que las
regiones emparejadas por el modelo coinciden con las regiones de las cejas, ojos y boca; lo cual brinda
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Figura 7.1: Distribución del error RMSE promedio de ajuste para una variación en la cantidad de iteraciones.
un alto grado de robustez y ofrece posibilidades de utilizar este tipo de modelos en aplicaciones derivadas
de la extracción de características faciales como el reconocimiento de emociones, seguimiento de rostros,
interfaces hombre-máquina, determinación de niveles de vigilancia en una persona, sistemas de avatar,etc.
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Figura 7.2: Error relativo Vs. Tasa de detección exitosa para las imágenes de las bases de datos.
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Figura 7.3: Proceso de ajuste del modelo BSM para la base de datos FEEDTUM.
 
 
1. Estimar el modelo de forma (frame o imagen estática): Se estima el modelo de forma para la 
imagen presentando la emoción al nivel máximo y la imagen del sujeto neutral, utilizando un 
modelo ASM el cual estima las características faciales presentes en la imagen. 
 
 
FIG. 1 MODELOS DE FORMA ESTIMADOS, EMOCIÓN NEUTRAL (IZQUIERDA), FELICIDAD (DERECHA). 
2. Se extraen los puntos característicos, con los cuales se calcularan las unidades de acción, estos 
puntos llamados fiducial points, permiten estimar la expresión facial presente en la imagen (AUs). 
Estos puntos corresponden a los siguientes vértices en el modelo e forma. 
 
FIG. 2 PUNTOS CARACTERÍSTICOS A EXTRAER PARA CARACTERIZAR LAS UNIDADES DE ACCIÓN 
FACIAL. 
3. Luego de extraer los puntos característicos, se realizan mediciones que cuantifiquen si dichos 
puntos (fiducial points) presentaron un movimiento determinado, los cuales a partir de una 
combinación entre ellos, dictaminarán si se activó o no una unidad de acción facial. Para ello se 
realizan una medición que cuantifique el incremento o decremento de una distancia particular de 
un fiducial point con respecto a otro. 
Figura 7.4: Proceso de ajuste del modelo BSM para la base de datos Cohn-Kanade.
7.2. Estimación del modelo de apariecia
Con el fin de cuantificar la exactitud en el ajuste del modelo de apariencia a una determinada imagen, se
calcula la corelación entre el parche de textura extraido manualmente de la imagen a analizar y el parche de
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Figura 7.5: Ejemplos de ajuste del modelo 3D-BSM para la base de datos 3D-BUFE, en la izquierda se
evidencia la vista lateral, en la mitad vista frontal y en la derecha vista lateral.
textura estimado por el modelo 3D-BSM. En la figura 7.6, se observa el proceso de ajuste de una determi-
nada forma a una imagen de entrada, en la cual el modelo BSM extrae las características faciales presentes
en la imágen y estima el parche (segmento del rostro que corresponde a la apariencia del modelo) en un
determinado rostro. Los resultados evidencian un alto desepmeño en el emparejamiento de una determinada
forma, ajustando con un alto grado de exactitud la forma del modelo a la imágen de entrada, además de
presentar un reconocimiento exitoso en la información de apariencia de la imágen de entrada.
En comparación con la estimación del modelo 3D de apariencia activa el cual cuantifique la información
tanto de forma como de apariencia presente en una determinada escena, en la figura 7.7 se observa el ajuste
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(a) Forma estimada del modelo (en azul se encuentra la forma
inicial y en rojo se encuentra la forma final ajustada).
(b) Parche del rostro estimado a partir de la
informacion de apariencia.
Figura 7.6: Proceso de emparejamiento a un determinado rostro.
del modelo 3D-AAM a una imagen de entrada, en la cual se estima la pose del rostro y se ajusta un modelo
3D, observándose que aunque la estimación de las características faciales presentan una buena exactitud,
los cambios de pose del rostro no son muy tolerables por lo que el proceso de ajuste puede ser mejorado
considerablemente, ademas que la información de textura presenta falsos positivos debido al error en la es-
timación de su respectivo modelo de forma.
En la figura 7.8 se muestra la estimación del modelo 3D-BSM sobre un cojunto de imágenes 3D, en las cua-
les se puede observar que el grado de ajuste para los modelos de forma y apariencia es exacto. Esto, debido
a que se mantiene una distribución del rostro uniforme (información de textura) ante las variaciones de pose
del rostro en la escena, y además se evidencia que las superficies 3D (formas de las mallas poligonales)
están bien definidas, emparejando de manera robusta su información de textura (rostros faciales estimados).
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Figura 7.7: Ajuste del modelo 3D-AAM a una determinada secuencia.
Finalmente con el fin de realizar un análisis más discriminativo sobre la exactitud en el ajuste del modelo
de apariencia, en la figura 7.9 se observa la correlación entre el parche de textura extraido de la imagen
objetivo y el parche de textura estimado por el modelo BSM, para cada sujeto presente en las diferentes
bases de datos. De esta figura se puede evidenciar que se presenta un grado alto de correlación para el ajuste
del modelo 3D-BSM cuando se realiza en la base de datos BU-3DFE, en comparación con los modelos
de textura estimados para las otras bases datos; esto se debe a que el modelo 3D-BSM tiene la ventaja de
modelar directamente las variaciones de pose del rostro en la escena, brindando al modelo una robustez en
la estimación de las regiones de textura.
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(a) Sujeto 1
(b) Sujeto 2
(c) Sujeto 3
(d) Sujeto 4
Figura 7.8: Estimación de la información de forma y apariencia del modelo 3D-BSM.
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Figura 7.9: Indices de correlación relacionados para el ajuste de la información de apariencia para cada
sujeto en las diferentes bases de datos.
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8.1. Conclusiones
En este trabajo se desarrolló una metodología para la extracción de características faciales utilizando un
modelo 3D de forma Bayesiana. Para describir la forma de un determinado rostro, se construyó un modelo
de rostro completo, el cual consiste de un conjunto de puntos de contorno que delimintan las regiones del
rostro a analizar; además un conjunto de puntos de control con el fin de incrementar la exactitud en el ajuste
del modelo de forma en un determinado rostro. El modelo de rostro completo es adecuado para el empare-
jamiento de un determinado rostro a partir de la deformación del modelo BSM, con el fin de simplificar la
información de apariencia de la imagen.
Los resultados experimentales demuestran que el modelo 3D-BSM comparado con un modelo AAM, de-
muestra ser más exacto en el resultado de emparejamiento de una determinada forma a una imagen de
entrada. Por lo tanto, el modelo desarrollado es adecuado para aplicaciones de extracción de características
faciales en las cuales la exactitud en la estimación de dichas características sea un proceso crucial.
Las aplicaciones potenciales del modelo 3D-BSM para la extracción de características faciales, incluye el
reconocimiento de rostro, la codificación de secuencas de videos de rostros, sistemas de animación facial,
sistemas multimedia de interacción hombre-máquina, entre otros.
Al realizar un tratamiento bayesiano en el problema de la extracción de características faciales, se construye
un modelo que describe la distribución a priori de una determinada forma facial, asi como su verosimilitud.
En este trabajo se desarrollo un algorítmo para la extracción de características faciales a partir de la infor-
mación a priori del rostro a analizar, mediante la cual se ajusta un modelo de forma y la información de
apariencia a una determinada imágen o secuencia (video).
Los resultados evidencian que el modelo 3D-BSM desarrollado evidencia un alto grado de robustez en
comparación con metodologías de extracción de características faciales como los modelos AAM. Dichos
resultados indican que la exactitud en el ajuste del modelo de forma en el rostro es alta, asi como el costo
computacional es significativamente menor lo cual beneficia este tipo de modelos, siendo de gran aplicabi-
lidad en sistemas de procesamiento en línea.
8.2. Trabajos Futuros
Desarrollar una estrategia de estimación que optimice la etapa de sintonización de los parámetros de forma
y apariencia con el fin de desarrollar un sistema que recopilando las ventajas del modelo 3D-BSM, adicione
con un alto grado de robustez la inicialización del modelo tanto de forma como de apariencia para mejorar
el desempeño del proceso de ajuste.
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8. Conclusiones y Trabajos Futuros
Adicionar a la construcción del modelo 3D-BSM un sistema que sea capaz de procesar el conjunto com-
pleto de vértices de la imagen 3D con el fin de realizar análisis en la variación de otro tipo de morfologías
presentes en una determinada población.
A partir de la información de textura y apariencia estimada por el modelo, sería interesante desarrollar una
metodología para el reconocimiento de emociones dinámicas en imagenes 3D con el fin de utilizar la infor-
mación de pose presente en el modelo y asi cuantificar de una manera exacta el cambio de las expresiones
faciales a lo largo de una realización emocional.
Dotar al sistema de extracción de características faciales de una mejora en la velocidad de procesamiento de
los datos 3D con el fin de realizar posibles aplicaciones de procesamiento en tiempo real de imágenes 3D.
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