Abstract. We define the concept of instability index of an isolated eigenvalue of a non-self-adjoint operator, and prove some of its general properties. We also describe a stable procedure for computing this index for Schrödinger operators in one dimension, and apply it to the complex resonances of a typical operator with a dilation analytic potential.
Introduction
In some earlier papers we showed that typical non-self-adjoint Schrödinger operators H exhibit spectral instability in the following sense. For any ε > 0 there exist many λ ∈ C and f ∈ Dom(H) such that Hf − λf 2 ≤ ε f 2 even though λ is not near the spectrum of H. This behaviour occurs for the harmonic oscillator with a nonreal coupling constant as well as for many nonself-adjoint anharmonic oscillators. There is a rapidly growing literature on pseudospectral theory, which was invented to explore just such possibilities, [5, 6, 8, 9, 10, 15, 16, 17, 18, 19, 20] .
The authors thank the Engineering and Physical Sciences Research Council for support under grant No. GR/L75443
In this paper we return to the same type of operator, but measure spectral instability by a method which provides more precise information about the instability of individual eigenvalues. We have computed the so-called instability indices of the first 100 eigenvalues λ n of the harmonic oscillator, and see that they appear to increase exponentially with n. We have carried out a similar but more limited exercise for the resonances of a typical Schrödinger operator with dilation analytic potential, and report our conclusions.
Our definition of the instability index of an isolated eigenvalue λ of H of multiplicity 1 involves the fact that the eigenfunction f of H associated with λ is different from the eigenfunction f * of H * associated with its eigenvalue λ. In Section 2 we show that the instability index
of λ is equal to the norm of the spectral projection P associated with λ, and also present a number of other theoretical properties of the index.
If
where V is a complex-valued potential then H * = −∆ + V and f * = f. Hence for any isolated eigenvalue we have
Note that when κ(λ) is large the eigenvalue is very unstable under small perturbations of the potential, and hence also unstable because of rounding errors in the computation. The numerical task we face is to compute the eigenvalue and the instability index accurately in situations in which the denominator of (1) is very small because the complex-valued eigenfunction f is oscillating rapidly.
Because the spectral instability develops so rapidly as n increases, we have had to take great care to use computational methods which are reliable. Fortunately for our first problem there are independent methods of checking the values which we have obtained. In the second case we use the experience gained by the first problem, and have checked the reliability of the conclusions under the variation of several different parameters in the computational method. In Section 6 we summarize the conclusions of our investigation.
The Instability Index
If λ is an isolated point of the spectrum of a closed operator A in a Hilbert space H, the spectral projection P associated with λ is defined by
where γ is any sufficiently small closed contour winding around λ. The assumption that this projection has rank 1 is stronger than the assumption that λ is an eigenvalue of multiplicity 1.
Lemma 1.
If f and f * are the normalised eigenvectors of A and A * associated with the eigenvalues λ and λ respectively, and if P has rank 1, then f, f * = 0 and the instability index of λ is equal to P .
Proof We have
Ker(P ) = (Ran(P * ))
Since f / ∈ Ker(P ) we see that f, f * = 0. It is now easy to verify that P is given by P h := h, f * f, f * f and hence that P = 1 | f, f * | = κ(λ).
Theorem 1. If P has rank 1 then
where a 1 (V ) is defined to be the coefficient of s in the expansion of the eigenvalue of the perturbed operator H + sV :
Proof By standard arguments in perturbation theory [14] we have (H + sV )(f + sg + . . . ) = (λ + sµ + . . . )(f + sg + . . . )
where the perturbed eigenvector is normalised by f + sg + . . . , f * = f, f * .
We deduce that Hg + V f = λg + µf and g, f * = 0. Therefore
The proof is completed by the observation that
The instability index is also related to the notion of pseudospectrum, which is a geometric way of looking at resolvent norm properties. Namely if ε > 0 we put
The sizes of these sets, which all contain the spectrum of A, measure the spectral instability of A. One always has
but the RHS is often much larger than the LHS. The following theorem states that if κ(λ) is large then the component of Spec ε (A) containing λ is large in a related sense. Several similar results can be obtained in the same manner.
Theorem 2. Suppose that the spectral projection P associated with the isolated eigenvalue λ of A has rank 1. Let γ be a closed contour surrounding the connected component of Spec ε (A) which contains λ but does not intersect Spec ε (A). Then
where |γ| is the length of γ.
Proof We have
The Computational Procedures
3.1. Finding Eigenvalues. Let H be the Schrödinger operator
acting in L 2 (R). Let us first outline briefly the method for determining the eigenvalues of H. For any z / ∈ [0, ∞) there exist two solutions f ± of
which vanish as x → ±∞ respectively. We introduce transfer functions g ± := f ′ ± /f ± satisfying nonlinear first order differential equations to be given below and proper initial conditions at ±∞. We wish to solve the Cauchy problem for g − (x) for x ≥ X − and for g + (x) for x ≤ X + where X − < 0, X + > 0, |X − | and X + are sufficiently large. Provided we know initial conditions for g ± at X ± which correspond to f ± vanishing at ±∞ respectively, the two Cauchy problems can be solved by a standard numerical method. The question how to transfer the so-called admissible boundary conditions from singular points (which are ±∞ in our case) has been extensively studied by A. A. Abramov and his collaborators (a survey of their results can be found in [2] ). Naturally, the behaviour of the potential V has to be taken into account: say, if V is bounded and vanishes rapidly at infinity then g ± are asymptotically constant as x → ±∞, respectively. Later on in this section we shall consider this and other cases applying the ideas of [2] .
To locate the eigenvalues in terms of the transfer functions we choose a ∈ R and consider F (z) = F (z; a) := g + (a) − g − (a). This function is meromorphic on C\[0, ∞) with zeros at the eigenvalues of the operator H. The zeros are independent of a but F may also have poles which depend on a. They are at the eigenvalues of the restrictions of H to L 2 (a, ∞) and L 2 (−∞, a) subject to Dirichlet boundary conditions at a in both cases.
To determine the zeros of F numerically we use the argument principle (cf. [3] for a contour integration procedure) to obtain their approximate positions followed by some variant of Newton's method to obtain accurate values. One has to be careful not to choose a value of a for which there is a pole close to the zero of interest, so it is recommended that a few different values of a are investigated.
The numerical elaboration of the above ideas involves a substantial amount of preliminary work. One may find the approximate location of the eigenvalues and of the maxima of the eigenfunctions by an independent method. For example if one discretises a large enough interval in the real line then one can find approximate eigenvalues by a standard matrix eigenvalue routine; MATLAB is ideal for this purpose. Another possibility is to use JWKB asymptotic formulae which also enable one to find an interval (X − , X + ) outside which the relevant eigenfunction is negligible, and a point x 0 at which the modulus of the eigenfunction takes its maximum value (see the next subsection in this regard).
If the potential V is an even function with respect to reflection about the origin, then every eigenfunction is either even or odd, and the problem may be decomposed into two independent problems on [0, ∞), with Dirichlet or Neumann boundary conditions at 0. This is the case in our examples. From now on in this subsection we concentrate on the symmetric problem and take advantage of symmetry. Actual computational formulae are given below for the case of the half-line. Note that the theory of admissible boundary conditions based upon asymptotic analysis of solutions of the differential equation at ±∞ applies in a generic situation.
Auxiliary Cauchy problems to be solved numerically are as follows. Let us first assume that V (x) ∼ cx 2 , x → ∞, where c ∈ C is constant -this corresponds to the harmonic oscillator problem and its perturbations studied in the next section. For a fixed value of z we consider the solution f + of (3) vanishing as x → ∞ and introduce a new transfer function α + satisfying
where X is sufficiently large. According to [2] ,
for such x ≥ 0 that α + (x) exists. Moreover, one can work out the coefficients of the asymptotic expansion of α + for a particular potential V (x). For V (x) = cx 2 , say, we replace the condition at infinity by
choosing X so that the last term in the above formula is negligible. Along the lines of the mentioned paper we pose the so-called admissible condition at infinity for the considered potential. The above initial condition is equivalent to the boundary condition f + → 0 at infinity, up to terms of order O( 1 X 6 ) as X → ∞. Next, we are going to consider the operator H with a potential vanishing rapidly enough at infinity (see Section 5) . Following the same approach, we introduce
and for this function obtain the singular Cauchy problem
Clearly, the initial conditions vary for different types of potential. Still, for each particular choice of V we are able to apply the developed theory and set appropriate initial conditions for transfer equations. After that has been done we integrate those equations numerically from X from right to left to some (fixed) a ≥ 0. The transfer functions α + , g + actually take their values in the Riemann sphere, so we have to switch between them and their inverses at certain values of x. As soon as |α + | or |g + | becomes greater than a prescribed constant we change to α −1
+ , respectively and from this point on integrate analogous equations starting with proper initial conditions for the inverse functions. After a finite number of changes of this kind we reach the chosen point a.
To complete the transfer procedure, consider the solution f 0 of (3) satisfying f Remark that the described procedure is the simplest version of the boundary condition transfer, or pivotal condensation method we have chosen for the second order equation. There is an extensive literature (cf. [1, 4, 11] etc.) on the transfer methods where much more advanced techniques are developed. Although there are other possibilities, in this paper we get satisfactory results implementing the above version.
Finally, we have g 0 (corresponding to either odd or even f 0 ) and g + calculated at the same point a. If F (λ; a) := g + (a) − g 0 (a) = 0 then λ is an eigenvalue of H. Thus, we evaluate F (z; a) for certain values of z as described and then find the eigenvalues of interest as zeros of F (z; a). As has already been mentioned, we first use the argument principle (see [3] for computational formulae) to locate the eigenvalues and then apply an iterative Newton-like method to obtain more precise values. After an eigenvalue has been located up to the required accuracy, one can compute the corresponding eigenfunction by recovering its values from the transfer functions g + , g 0 .
The method proposed has been implemented as a universal Fortran 77 code including all the basic procedures described above in this section. Auxiliary Cauchy problems have been solved by a standard routine based on the Runge-KuttaMerson fourth order method. In our computations we have used 32-bit and 64-bit arithmetic.
The question remains how to choose a -although the zeros of F (z; a) do not depend on a, in practical computations the choice of a does play a significant role. In fact, we investigated different functions F (z; a) for a wide range of a. One of the possible choices is a = 0. For problems with even potentials the zeros and the poles of F (z; a) interchange (see Figures 1a, 1b, 2a ). We use contour map plots to find initial guesses for eigenvalues when there is no other a-priori information about their location. Plotting contour maps with the use of Matlab 5.2 has also helped us to avoid poles when looking for zeros. Thus, in a generic situation we recommend that one calculates the values of F (z) (for which we have used our Fortran code), then produces the plots (Matlab graphics) and, finally, finds eigenvalues accurately (a standard iterative Fortran procedure).
We regard our numerical results obtained via the above method as reliable. In particular, this is confirmed by several values of a providing entirely different functions F (z) whose zeros coincide. These results are to be reported below in the following two sections.
3.2.
Calculating the Instability Index. The second stage in the process is to compute the instability index defined by (1) . The obvious method, namely calculating the two integrals after first determining the eigenfunction numerically, is highly inaccurate if the instability index is large. The reason is that the integrand in the denominator is highly oscillatory, and the evaluation of such integrals is problematical. The following method is much superior in applications. Below we present a technique suitable for an arbitrary (not necessarily symmetric) potential.
We introduce four functions as follows. For x ∈ [a, X + ] we define
where f is the eigenfunction associated with the eigenvalue λ. Similarly for x ∈ [X − , a] we define
It is obvious that
which converges exponentially rapidly to κ as X + → +∞ and X − → −∞. The task is to find a procedure to evaluate the four functions accurately. We consider only h − , the others being similar. It follows from its definition that h − (X − ) = 0 and that h − satisfies the differential equation
This may be solved numerically, say, by a Runge-Kutta method to determine h − (a).
It is important to be sure that the solutions of (4) and the other three equations are stable. It suffices to note that Re g + (X + ) < 0 and Re g − (X − ) > 0, which implies the stability of the solutions h + , k + and h − , k − from right to left and from left to right, respectively. This has been confirmed by numerical tests. The same is true for the transfer equations quoted in the previous subsection -the solution α + , for instance, is known to be stable from right to left which is essential for practical computations.
There is a potential problem in that if f (b) = 0 for some b ∈ (X − , a) then h − is usually infinite at that point. Generically one does not expect a complex-valued C 2 function of a real variable to vanish anywhere, and we have not seen this problem arise, but one needs to discuss how the method should be adapted in the event of its occurrence. There are two cases, which are distinguished numerically by
Proof Neglecting lower order terms we have
Thus, in this case we are still able to integrate the same equation (4); the point b is, in fact, regular rather than singular.
The more standard case is that in which f (b) = 0 and
for all x near b.
Proof Neglecting lower order terms we havẽ
The verification thath − (x) satisfies the differential equation (5) is routine.
Thus, in the considered case we recommend to change toh at x = b and integrate (5) instead of (4).
Naturally, the stability of the procedure proposed in this subsection depends heavily on a (though the exact value of κ does not depend on the norm of f ). A proper choice of a is very important and can essentially influence the results. Choosing a = argmax|f (x)| seems to be a reasonable way.
Compared to standard approaches the above mentioned technique has two clear advantages. First, we do not need to evaluate the fast oscillating integrands f (x) 2 and |f (x)| 2 themselves -instead, we integrate several auxiliary ODEs. Secondly, this procedure is numerically stable. In the cases which we have examined the solutions h ± , k ± change quite slowly and smoothly.
3.3. Possible Difficulties. If the instability index of an eigenvalue is very large then it is clear from Theorem 2 that the eigenvalue is intrinsically difficult to compute. One mechanism by which this can occur in computations is that at the eigenvalues, for which one knows that F (λ) = 0, one also finds that F ′ (λ) is very small, so it is not possible to locate λ accurately. The following theorem provides a link in one direction between these two phenomena at a theoretical level.
We assume that
, where V (x) vanishes rapidly enough as |x| → ∞. Given a ∈ R and z ∈ C satisfying Re (i √ z) < 0, let g + (z, x) be the solution of
as usual so that F (λ) = 0 if and only if λ is an eigenvalue of H.
Theorem 3. Let κ(λ) be the instability index at an eigenvalue λ, let f be the associated eigenfunction and assume that
Proof If ε > 0 is small enough there exists
for the appropriate values of x, so that
We haveg
under the following conditions onṼ . If x > a theñ
while if x < a we must havẽ
uniformly as µ → λ by the assumptions of this section, so
The statement of the theorem now follows from the formula for the instability index given in Theorem 2.
In the two examples considered below, F ′ (z) is very small for large values of |z|, so it is impossible to determine its zeros. This seems to be the main barrier to the determination of large eigenvalues.
The Harmonic Oscillator
4.1. Basic Facts. Consider the operator H defined by (2) with the potential V (x) = cx 2 , referred to as H o in the rest of the paper. The eigenvalue problem for H o is called the harmonic oscillator problem and is known to have infinitely many eigenvalues λ
where C n are normalising constants, φ n denote Hermite polynomials, Re √ c > 0. These eigenfunctions are either even or odd:
, k = 0, 1, . . . . As proposed in Section 3, we consider H o on the half-line adding either Neumann or Dirichlet boundary conditions at the origin. We have used it as a sample problem to check the above method for finding eigenvalues and eigenfunctions. Indeed, the results thus obtained are in very good accordance with the theory; they confirm the reliability of the method. It allowed us to calculate ∼ 100 eigenvalues of H o up to the accuracy δ ∈ (10 −10 , 10 −4 ).
When implementing the method of Section 3 we found that the accurate numerical determination of the eigenvalue λ n for n > 100 is not possible using double precision (64-bit) arithmetic, particularly because F ′ (z) can be very small near the points where F (z) = 0. We computed the instability indices for the first 100 eigenvalues, using the JWKB approximation to the eigenfunction f n associated with the eigenvalue λ (o) n as described in [9, 10] . This approximation suggests that |f n (x)| takes its maximum near x = a n and f n (a n + y) = e −iηny+O(y 2 )
where the real constants a n and η n are computed from √ c(2n
Having an appropriate value of a n is, of course, helpful when we calculate κ n by means of the method given in Subsection 3.2.
Perturbations of the
We have investigated various perturbations of the form W (x) = εe imx for a range of fairly small ε. The reason is that looking for the perturbation providing the most unstable results, one has to choose W (x) as follows. From the perturbation theory formula cited in the proof of Theorem 1 one can easily see that among perturbations satisfying
f n (x) provides the worst perturbation of the n-th eigenvalue of H o . Indeed we then have
If we only take account of the first term of the JWKB expansion for f n , we obtain the perturbing potentialW n (x) = εe 2iηnx after removing an irrelevant phase factor. The expectation thatW n provides a perturbation of the eigenvalue almost as great as that due to W n is tested below. We tabulate below the absolute values of the corrections to several eigenvalues λ n of H W calculated numerically by means of the method described in Section 3. First of all, the above results show that the values of |λ
n − λ n | are approximately proportional to ε, that is, confirm formula (6) numerically. In fact, for very small ε the method can only feel the first order corrections to the eigenvalues of the harmonic oscillator within the chosen accuracy as expected. Secondly, maximal perturbations of eigenvalues are observed for m ≈ 2η n which justifies the above arguments.
4.3. Another Approach. Instability Index. We have also investigated the harmonic oscillator using the quantum mechanical creation and annihilation operators A * and A. This is not possible for generic differential operators, but provides a method of testing the general algorithms developed in the last section. In this language
is the orthonormal basis of Hermite functions in H := L 2 (R), then Aφ n = √ nφ n−1 and A * φ n = √ n + 1φ n+1 for all n, and we may represent H o by means of the infinite matrix Restricting the matrix to either of these subspaces renders it tri-diagonal, so numerical computations are particularly easy and accurate. We compute the instability index of an eigenvalue λ r = √ c(2r + 1) for r = 0, 1, . . . by evaluating
n=0 f (n) 2 | where f is the eigenvector associated with λ r , obtained by solving the obvious recurrence relation starting from n = 0. Note that λ r is taken to be an exact eigenvalue of the infinite matrix, not an eigenvalue of the truncated N × N matrix. For a particular eigenvalue λ r , N must be large enough for the coefficients f n with n > N to be insignificant, but not so large that the recurrence relation becomes unstable. For r > 50 it is not possible to satisfy both of these conditions simultaneously using standard double precision 32-bit arithmetic, and we used the high precision arithmetic of Maple V.4.
The delicacy of the computations is indicated by the evaluation of κ 100 ∼ 2.5594 × 10 16 for c = √ i. For N = 200 this required us to use the command 'Digits = 30' in Maple V.4, but putting N = 500, we only obtained the same result for 'Digits = 110' or greater. The instability in the solution of the recurrence relation is evidently more important than the contributions of the terms of the series in the range 200 < n < 500. The following results (see Table 4 ) were all obtained with N = 200 and 'Digits = 100', and appear to be reliable.
The instability indices tabulated below have been obtained in two independent ways. The methods developed in this and the previous sections turned out to provide very close results for the first 40 eigenvalues. This can be seen from Table 4 where κ (1) n is related to the method of this section, and κ (2) n to that of Section 3. The figures obtained for n ≥ 40 are clearly different for the two methods although they are qualitatively of the same order. The growth of the instability index corresponds to the values of |λ
n −λ n | increasing with n (see also Tables 1-3 ). Results to be cited below provide another numerical evidence of this fact. In Table 5 the values of |λ (o) n − λ n |, c = √ i, corresponding to the perturbing potentialsW n are given. Comparing Table 5 to Table 4 we conclude that µ n ≈ κ n which indicates reasonably good agreement of our numerical results and perturbation theory. Analysing the rate of divergence of the instability index of H o in Table 4 , one can notice that it grows exponentially: κ n ∼ e 0.4n for the studied range of n.
The eigenfunctions for the harmonic operator with nonreal coupling constant do not form an unconditional basis, [9] . If they formed a conditional basis the projections P n associated with the eigenvalues λ n = √ c(2n + 1) as in Lemma 1 would be uniformly bounded in norm by a standard argument, [12] . However, we have obtained strong numerical evidence that the norms increase exponentially with n. We therefore make the conjecture that for nonreal coupling constant the eigenfunctions of the harmonic oscillator do not form a conditional basis.
More precisely let N > 0 and let P N be the spectral projection of H o associated with the first N complex eigenvalues λ
n where they are ordered in increasing absolute values. Explicitly
If P N f − f → 0 as N → +∞ for all f ∈ H then the uniform boundedness theorem implies that there exists a constant C such that P N ≤ C for all N. From the inequality P N − P N −1 ≤ 2C we are then able to deduce that the instability index κ n is a bounded function of n. This conflicts with the numerical evidence that these indices increase exponentially with n. We have attempted to confirm the exponential increase by using the JWKB approximations to the eigenfunctions constructed in [9, 10] , but the eigenfunctions oscillate so rapidly for high eigenvalues that the JWKB approximations were not useful. While we have not proved the exponential increase of κ n the corresponding result for the pseudospectrum (resolvent norms) has been proved in [10] not just for the harmonic oscillator but for a wide range of anharmonic oscillators. ∞) ) subject to Dirichlet or Neumann boundary conditions at x = 0, where the potential V is bounded and vanishes at infinity. For any positive constant c we defineĤ (7) where D c is the unitary dilation operator
Complex Resonances

Definitions. Let H be the Schrödinger operator
We observe thatĤ c is unitarily equivalent toĤ. If V is an entire function on C then the formula (7) defines a family of non-self-adjoint operators parametrised by c ∈ C, c = 0. Under suitable conditions the eigenvalues of these operators are known to be independent of c, and are called resonances ofĤ; see [7, 13] for expositions of the theory of dilation analytic resonances. Since the operatorsĤ c are unitarily equivalent for values of c with the same argument, we only consider c of the form c := e iθ/2 where 0 < θ < π/2.
We investigate the particular case of the operator
where b > 0 is to be fixed. If one imposes a Dirichlet boundary condition at x = 0, this operator determines the evolution in the zero angular momentum sector of a three-dimensional quantum particle trapped by a rotationally invariant barrier, where the particle may tunnel through the barrier and escape to infinity. Because the potential is non-negative and vanishes rapidly at infinity, H 0 has absolutely continuous spectrum [0, ∞) and no eigenvalues. A direct calculation shows that
We consider H θ subject to either Dirichlet or Neumann boundary conditions at x = 0. The potential of this operator vanishes rapidly as x → ∞ provided 0 < θ < π/2. Under this condition H θ has essential spectrum e −iθ × [0, ∞) and also some isolated eigenvalues in the sector {z : −θ < arg z ≤ 0}, these being independent of θ.
For large values of b (we take b = 100) the potential of H θ is similar to that of the complex harmonic oscillator, and the eigenvalues of H θ are close to the values {2n + 1 : n = 0, 1, . . . }. For smaller values of b there are several resonances very close to the positive real axis, but at a certain point they turn sharply away into the lower half plane.
Location of Resonances.
The reason for there being resonances very close to the real axis is as follows. Let us consider the operator H θ as a perturbation of the harmonic oscillator operator H o . In our notation we now have
where we put t = e iθ/2 x and ν = 1/b 2 . Regarding ν as a small parameter we expand
Again, for an arbitrary n, following the standard perturbation theory approach, we expand the n-th eigenvalue of H θ as
which is a non-convergent asymptotic expansion, and calculate
Here we follow the notations of Section 4: f n are the eigenfunctions of H o and φ n are Hermite polynomials. Formula (9) implies that the first order correction µ 1 is real and does not depend on θ. The same is true for all µ k . Indeed, it is easily seen that the parameter θ enters the problem in a specific way. If one passes to the new variable t and proceeds with calculation of higher order corrections, all the relations thus obtained do not contain any complex values except for t as an integration variable. Thus, one only deals with integrals of the form ∞ −∞ p(t)dt which do not depend on θ and, therefore, are real.
Using the creation-annihilation technique based on the corresponding decomposition of the operator H o (see the previous section), we calculate the first order correction for the n-th eigenvalue implicitly. Thus, formula (9) becomes
Following the same numerical procedure (see Section 3) we compute some of the eigenvalues of H θ . These results can be found in Subsection 5.4.
Numerical Range and Complex
Resonances. The resonances must turn away from the real axis as their absolute value increases, because of the fact that a resonance z is an eigenvalue of H θ . This implies that
where N(θ) is the numerical range of the operator H θ . The numerical range of H θ is defined by
where
For small positive θ the set N(θ) crosses the real axis near x ∼ 0.461b 2 .
Indeed, if we represent V θ (x) = X θ (x) + Y θ (x) and denote the point where N(θ) meets the real axis by (B θ , 0) then a simple calculation gives us
Therefore the imaginary parts of any resonances must start decreasing before their real parts reach this value. This is in good accordance with the numerical data quoted in the next subsection.
Numerical
Results. Lower eigenvalues of the operator H θ lying close to the real axis for different values of ν are given in Tables 6, 7 . The computed eigenvalues proved not to depend on θ, so our numerical results are in agreement with the theoretical arguments of Section 5.1. The fact that for a range of θ lower eigenvalues coincide up to a high accuracy shows the stability of our method as a whole.
Remark that the results to be reported below are consistent with formulae (9) and (10); they confirm, in particular, that µ 1 < 0. On the other hand, these results illustrate the fact that series (8) is asymptotic rather than convergent. This only implies that the imaginary parts of the resonances have to be very small within the regime for which the asymptotic expansion provides useful information. Along with Table 7 we present some plots (see Figures 1a-1c) . They include contour maps of the function F (z; a) defined in Section 3 whose zeros are the eigenvalues we are looking for. One can see that the zeros and the poles of F interchange (we have plotted F for Neumann boundary condition at x = 0, i.e., its zeros are the even eigenvalues, while the poles correspond to the odd ones). For |z| ≤ 200 we have discovered 100 eigenvalues all being real up to the accuracy δ = 10 Given a certain number n we watch λ n changing as ν increases and compare this eigenvalue with its first order approximation (see (8) ). It is seen from Table 8 that only for a narrow range of ν do the perturbation theory formulae (8) approximate actual eigenvalues (compare to Table 6 ). As ν increases a typical eigenvalue deviates gradually from the value given by (8) and at some stage its imaginary part becomes substantial.
The values of the instability indices of resonances depend on θ, even though the positions of the resonances do not. We have observed that the indices are in fact monotonically increasing functions of θ. While this is not surprising we have no proof of the fact. We have also observed that the instability indices are increasing functions of b, provided one follows the 'same' resonance as b increases. The instability indices κ n , n = 0, 10, 20, computed for a wide range of θ and b are given in the following three tables. Finally, let us cite some results obtained for b = 10. In this case we have found numerically several resonances, which are real up to the chosen accuracy δ = 10 −4 , and a series of complex ones. As is seen, starting from about n = 20 their imaginary part rapidly increases in absolute value. In fact, for different values of θ the number of resonances with negative imaginary parts varies. The resonances and the relevant instability indices are tabulated below. In Table 10 we cite the eigenvalues λ n of H θ along with the corresponding instability indices κ n calculated for θ = π/4 and θ = π/16.
The data of Table 10 is illustrated by the plot of F (z) (Figure 2a ) and its contour maps (Figures 2b, 2c) . Remark that the largest instability indices for θ = π/4 and θ = π/16 correspond to the 26-th and the 24-th eigenvalue respectively (here we have concentrated on even eigenvalues; odd eigenvalues behave similarly). Figures 2b, 2c also show that the most unstable eigenvalues are related to n = 24 and n = 26. They appear to be the first eigenvalues with negative imaginary parts -as one can see, the following eigenvalues go to the complex plane quite abruptly. We do not have any theoretical explanation of this fact except for the remark on the boundedness of κ n made in the end of Section 4. Anyway, the contour maps and the values of κ n agree very well and imply the same -the maximum of κ n is obtained for the 'critical' range of the spectral parameter where eigenvalues start moving away from the real axis.
Note that though for θ = π/16 and θ = π/4 the contour map plots are quite similar, this only means that the first 28 eigenvalues coincide for the two operators. As we know, there are no eigenvalues of H θ below the line e −iθ × [0, ∞). The spots indicating the zeros of the function F (z) which are beyond the range {z : −θ < arg z ≤ 0} correspond to solutions of H θ f = zf growing at infinity rather than decaying. Thus, in the considered example we should only regard the first 28 zeros as the eigenvalues of H θ , θ = π/16. They coincide with those obtained for θ = π/4 as we expected. We believe that our results are reliable because of their stability under the variation of several parameters involved in the problem. 
Conclusions
The instability index of an eigenvalue of a non-self-adjoint ordinary differential operator was defined in Section 2, where we investigated its theoretical properties. We have described a known general numerical procedure for computing the eigenvalues of the differential operator and have introduced a new and numerically stable procedure for computing the instability indices.
In order to test this procedure, we have carried out extensive computations for the harmonic oscillator with a complex coefficient. The eigenvalues λ n of this operator are given by an exact formula, and we found close agreement between the formula and our numerical results for n ≤ 100. We have also computed the instability index by two independent methods, the first being the general procedure mentioned above. The second uses a special numerical technique only available for the harmonic operator, but capable of yielding extreme accuracy if implemented in Maple with high precision arithmetic. The instability indices of the first 40 eigenvalues obtained by the two methods were found to be in close agreement; see Table 4 .
The discrepancies between the two methods are partly explained by the very high values of the instability indices of the eigenvalues λ n for n ≥ 40. This phenomenon was first observed for the harmonic oscillator in [9, 10] where we approached the phenomenon via pseudospectral theory. Our current approach has the advantage that it provides a quantitative measure of the instability of individual eigenvalues under small perturbations of the potential. We have carried out numerical experiments and confirmed that the size of the effects predicted matches what we have observed for a particular perturbation. In Section 4 we have conjectured on the basis of the numerical results that the eigenfunctions of the complex harmonic oscillator do not form a conditional basis.
We have also investigated the complex resonances of a typical self-adjoint operator by means of the standard technique of dilation analyticity. This identifies the resonances of the original operator with eigenvalues of any one of a family of associated non-self-adjoint operators indexed by an angle. The eigenvalues of these operators are independent of the angle, but the instability indices depend upon its value.
We have discovered that for a certain operator, as is seen from Table 10 , the first 20 eigenvalues have very small imaginary parts, which is explained by the fact that there exists a (non-convergent) asymptotic expansion which has real coefficients of all orders. For higher eigenvalues the imaginary parts of the eigenvalues increase rapidly in absolute value. We have computed the instability indices of these eigenvalues for typical angles and discovered that they increased rapidly with the modulus of the eigenvalue, reaching a maximum value near the region where the imaginary part starts to increase (see Tables 9.1 -9.3, 10) . No theoretical explanation of this phenomenon exists.
The very large size of the instability indices in both examples indicates that the computation of large eigenvalues of non-self-adjoint differential operators is likely to be intrinsically intractable in many other cases of a similar type. The same applies to the computation of large resonances of self-adjoint differential operators. The effect of rounding errors or of small perturbations of the operator may be to change the computed eigenvalues drastically. This discovery casts some doubt on the significance of theoretical investigations of the asymptotic distributions of resonances or of any computations of such eigenvalues for all except self-adjoint operators. Our experience, and that of others who work within the pseudospectral approach, has been that the extreme instability of large eigenvalues is the norm rather than a possibility which occurs only in pathological cases. 
