コテイヒ ツキ フクスウ ナップサック モンダイ ノ キンジ カイホウ ト ゲンミツ カイホウ フカクジツセイ オ フクム イシ ケッテイ ノ スウリ ト ソノ オウヨウ by 竹岡, 貴裕 & 山田, 武夫
Title固定費つき複数ナップサック問題の近似解法と厳密解法(不確実性を含む意思決定の数理とその応用)
Author(s)竹岡, 貴裕; 山田, 武夫




Type Departmental Bulletin Paper
Textversionpublisher
Kyoto University
Heuristic and Exact Algorithms for the Fixed-Charge Multiple Knapsack Problem
,
TAKEOKA Takahiro, YAMADA Takeo
{g44041, yamada}@nda.ac.jp
Department of Computer Science, The National Defense Academy
Yokosuka, Kanagawa 239-8686, Japan
1
$n$ 1, 2, $\cdots,n$ , $j$ $w$” $p_{j}$ .
$(i=1,2, \cdots, m)$ ,
(multiple knapsack problem: MKP) ,
[5, 6, 11]. ,
.
(fixed-charge multiple knapsack problem: FCMKP) ,
$[13, 14]$ .
FCMKP:
max $z(x,y):= \sum_{*=1}^{m}\sum_{j=1}^{n}p_{j}x_{1j}-\sum_{:=1}^{m}f_{1}y$ : (1)
s.t. $\sum_{j=1}^{n}w_{j}x_{1j}\leq c_{i}y_{i},$ $\forall i\in M$ , (2)
$\sum_{i=1}^{m}X:j\leq 1,$ $\forall j\in N$ , (3)
$x_{1j},$ $y:\in\{0,1\},$ $\forall i\in M,\forall j\in N$ . (4)
$M=\{1,2, \ldots,m\},$ $N=\{1,2, \ldots, n\}$ , $X:j$ $i$
, $y_{i}$ $i$ 0-1 .
$0$ , $f_{i}\equiv 0(i\in M)$ $y$:\equiv 1(
) , MKP . 0-1 (knapsack problem: KP)
NP- [3] , MKP, FCMKP $N\mathcal{P}$- , KP, MKP
$[5, 6]$ .
, , [8] FCMKP
, ,
.
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$A_{1}$ : $p_{j},$ $w_{j}(j\in N),$ $c_{i},$ $f_{i}(i\in M)$ .
$A_{2}$ : $p_{1}/w_{1}\geq p_{2}/w_{2}\geq\ldots\geq p_{n}/w_{n}$ .
A3 : $c_{1}/f_{1}\geq c_{2}/f_{2}\geq\cdots$ \geq Cm/ .
2
2.1






. $\overline{z}_{L}(\lambda)$ $\min\{z_{L}(\lambda)|\lambda\geq 0\}$
. , .
1
(i) $\lambda\geq 0$ $\overline{z}\iota(\lambda)$ FCMKP .
$(\ddot{u})\overline{z}_{L}(\lambda)$ $\lambda$ .
(iii) $\lambda_{1}^{\dagger}=\lambda_{2}^{1}=\cdots=\lambda_{m}\dagger(=\lambda\dagger)$ $\lambda^{\dagger}=(\lambda\dagger, \lambda\dagger, \ldots, \lambda\dagger)$
.
:(i), (ii) $\Rightarrow$ $[2, 8]$ .
(iii) $k:= \arg\min\{\lambda_{i}\}$ .
$\lambda_{k}^{\dagger}\leq\lambda^{\dagger},$ $\forall i\in M$ . (6)






. , $(\alpha)^{+}$ $:= \max\{\alpha, 0\}$ , $(\lambda_{i}^{\dagger}c_{i}-f_{i})^{+}$ $\lambda^{\dot{\dagger}}$ , (6)
(7) $\lambda^{\dagger}$
$\lambda_{i}^{\dagger}\equiv\lambda_{k}^{\dagger},$ $\forall i\in M$
.
1 , $=$ LFCMKP$(\lambda)$ $\lambda_{*}\cdot\equiv\lambda(i\in M)$
,
LFCMKP$(\lambda)$ :
$m$ c $\sum_{j=1}^{n}(p_{j}-\lambda w_{j})x_{j}+\sum_{:=1}^{m}(\lambda c_{i}-f_{l})y$: (8)
$s.t$ . $x_{j},y:\in\{0,1\},$ $\forall i\in M,\forall j\in N$. (9)
.
$x_{j}:= \sum_{*=1}^{m}x_{ij}$
. $\lambda\geq 0$ , LFCMKP$(\lambda)$
$\overline{z}_{L}(\lambda)=\sum_{j=1}^{\mathfrak{n}}(p_{j}-\lambda w_{j})^{+}+\sum_{*=1}^{m}(\lambda \mathfrak{g}-f_{*}\cdot)^{+}$ (10)
. (10) ( $\lambda$ )
C- \epsilon -L
$( \lambda)/d\lambda=\sum_{\lambda c;-f:>0}c_{i}-\sum_{jp-\lambda w_{j}>0}w_{j}$
, $\overline{z}_{L}(\lambda)$ $\lambda\dagger$ 2 . FCMKP
$\overline{z}_{L}$ .
2.2
Pisinger[10] , $k1$ KP . $p_{j},w_{j}(j\in$
$N)$ $j$ , $c$ , A2
. $p_{j}$ $(\overline{w}_{j})$ $j$ ( ) , $b= \min\{j|\overline{w}_{j})>c\}$
, ( ) .
$\underline{z}_{f}z==\max_{=Jb,\ldots\prime \mathfrak{n}}\{\Phi_{b-1}+p_{j} : \overline{w}_{b-1}+w_{j}\leq c\}\lrcorner$
$J=1,\ldots,-1m$$axc\{\overline{p}_{b}-p_{j} : \overline{w}_{b}-w_{j}\leq c\}$ .














$\delta$ $0$ 1 , FCMKP $y_{k}=\delta$ $P(y_{k}=\delta)$ . , $\lambda\dagger$
.
$\overline{P}(y_{k}=\delta)$ :
$m$ ( $\sum_{j=1}^{\mathfrak{n}}\theta_{j}x_{j}+\sum_{i=1}^{m}\eta:y_{i}$ (12)




2( ) $k\in M$
(i) $\overline{z}-\underline{z}<\eta_{k}\Rightarrow y_{k}^{*}=1$,
(ii) $\overline{z}-\underline{z}<-\eta_{k}\Rightarrow y_{\dot{k}}=0$.
:(i)(10), (13) $\eta_{k}\geq 0\Rightarrow\overline{z}(y_{k}=0)=\overline{z}-\eta_{k}$ , $0\leq\overline{z}$ - $<\eta_{k}$
$\overline{z}(y_{k}=0)=\overline{z}-\eta_{k}$ . $y_{k}=0$ , (i)
. (ii) $\blacksquare$
, .
3( ) $j\in N$ ,
(i) $\overline{z}-g<-\theta_{j}\Rightarrow x_{j}^{*}=0$ ,
(ii) $\overline{z}-\underline{z}<\theta_{j}\Rightarrow x_{j}^{\star}=1$.




, $y_{i}$ , $=1$ $y:=0$ ‘ ’ $t$
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. . $F_{0}$ $M$
$(F_{0}, F_{1}\subseteq M, F_{0}\cap F_{1}=\emptyset)$
$K_{1}\subseteq F_{1}$ .
. $0$ 1 .
$U:=M\backslash (F_{0}\cup F_{1})$ , .
$P(F_{0},F_{1})$ :
max (1)
st. (2), (3), (4),
$y_{i}=0,$ $\forall i\in F_{0}$ , (14)




st. (9), (14), (15)
.
$z^{*}(F_{0}, F_{1}),$ $\overline{z}(F_{0}, F_{1})$ , $Z(F_{0},F_{1})$
$z^{\star}(F_{0}, F_{1})$ . , $z^{\star}(F_{0}, F_{1})\leq\overline{z}(F_{0}, F_{1})$ ,
$\overline{z}(F_{0}, F_{1})=\sum_{j=1}^{n}\theta_{j}^{+}+\sum_{:\in F_{1}}\eta_{i}+\sum_{\in U}\eta_{i}^{+}$ . (16)
. , -z $Z(F_{0}, F_{1})<\underline{z}$ , $P(F_{0}, F_{1})$
.
, . , $P(F0, F_{1})$
$\overline{c}(F_{0}, F_{1}):=\sum_{:\in M\backslash F_{O}}$ ,
$Wflx$ $:= \sum_{j\in I_{1}}w_{j}$ , $Wflx>\overline{c}(F_{0}, F_{1})$ $P(F_{0}, F_{1})$
, .
, $c_{i}\geq\alpha$’ , $f_{1}\leq f_{1’}$ $(c:, f_{i})\neq(c_{1’}, f_{1’})$ , $i$ $i’$ .
$P(F_{0}, F_{1})$ , $i$ $i’$ , $i$ $i’$
. , $i\in F_{0},$ $i’\in F_{1}$ , . $P(F_{0}, F_{1})$
, .
$P(F_{0},F_{1})$ , $U$ $U$ $i$
, $P(F_{0}, F_{1})$ $P(F_{0}\cup\{i\},F_{1})$ $P(F_{0}, F_{1}\cup\{i\})$ . $U=\emptyset$ $P(F_{0}, F_{1})$
, $P(F_{0}, F_{1})$ MKP Pisinger mulknap[ll]
$z^{*}(F_{0}, F_{1})$ . $\underline{z}$ $\underline{z}arrow z^{*}(F_{0}, F_{1})$
.
, FCMKP 2 $\underline{z}$




St$ep1:U:=M\backslash (F_{0}\cup F_{1})$ . $U=\emptyset$ , Step 5 .
Step 2: $Wflx>\overline{c}(F_{0}, F_{1})$ $P(F_{0}, F_{1})$ , $P(F, R)$ Step 6 .
Step 3: $\overline{z}(F_{0}, F_{1})$ F $\overline{z}(F_{0}, F_{1})<\underline{z}$ $P(F, R)$ Step 6 .
Step 4: $i\in U$ $P(F_{0}\cup\{i\}, F_{1})$ .
, Step 6 .
Step 5: (mulknap[ll] ) MKP $z^{*}(F_{0}, F_{1})$ . $z^{*}(F_{0}, F_{1})>\underline{z}$
$\underline{z}arrow z^{\star}(F_{0}, F_{1})$ .
Step 6: .
, Step 4 $i$ ,
, 2 . ,
, . ,
2 .
1: $i\in U$ ( , $c_{i}/f_{i}$ ) .
$P(F_{0}\cup\{i\}, F_{1})arrow P(F_{0}, F_{1}\cup\{i\})$ .
2: $i\in U$ $|\eta_{i}|$ . $\eta:>0$
$P(F_{0}\cup\{i\}, F_{1})arrow P(F_{0}, F_{1}\cup\{i\})$ , $P(F_{0}, F_{1}\cup\{i\})arrow P(F_{0}\cup\{i\}, F_{1})$
.
5
B&B . $C$ , IBM $IiS/6000$
Model 270 (CPU: POWER3-II SMP $2way,$ $375MHz$) .
5.1
$n=20\sim 16000$ $m=5\sim 50$ , .
(a) . $wj\ddagger[1,10m]$. $p_{j}$
- (UNCOR): $[1, 1000]$ , $(w_{j})$ .
- (WEAK): $[w_{j},w_{j}+200]$ .
- (STRONG): $p_{j}$ $:=w_{j}+20$
(b)
$\bullet$ $=\lfloor 5CX$ . $\delta\cdot\xi_{*}\cdot\rfloor$ . $\xi_{i}(i\in M)$ $\{(\xi_{1}, \ldots,\xi_{m})|\sum_{:=1}^{m}\xi_{i}=1, \xi_{i}\geq 0\}$
, $\delta$ 025, 050, 075 .
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1 $n=20\sim 60$ $m=5$ , NUOPT Ver. 3.3.0 [9]
XPRESS-IVE Ver. 1-16-20 [12] , B&B
. $n$ 30 , CPU 600
(#solved) , ( ) .
, , B&B
.
1: IP $(m=5)$ .
$\overline{NUOPT}$XPRESS-IVE B&B$\frac{TyPo\mathfrak{n}lOV\ovalbox{\tt\small REJECT}\epsilon ov\ovalbox{\tt\small REJECT} lOY\ovalbox{\tt\small REJECT}}{UNCOR2030.66300.10300.01}$
30 29 39.85 30 7.76 30 0.00
40 17 81.50 23 36.68 30 0.01
50 14 77.02 22 49.67 30 0.00
60 5 115.12 12 69.29 30 0.00
WEAK 20 29 14.23 30 9.19 $lO$ 0.06
30 15 132.96 20 85.38 30 0.08
40 8 169.23 13 117.67 go 0.00
50 3 243.19 5 151.89 30 0.01
60 $0$ . 4 70.79 30 0.00
STRONG 20 30 28.38 30 2.84 30 0.02
30 16 98.58 19 66.21 30 0.03
40 16 26.27 20 23.26 30 0.01
50 9 5.07 17 39.17 30 0.00
60 2 28.91 14 17.45 30 0.01
5.3
$n=$ 1000\sim 32000, $m=$ 10\sim 50 , ,
, .
01 , . , STRONG $m$ , $n$
, 90% $0$ 1 ,
UNCOR WEAK 1/3 $0$ .
B&B , FCMKP , MULKNAP







, $n=32000$ , $m=50$ 10
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