The usual vector cross product of the three-dimensional Euclidian space is considered from an algebraic point of view. It is shown that many proofs, known from analytical geometry, can be distinctly simplified by using the matrix oriented approach. Moreover, by using the concept of generalized matrix inverse, we are able to facilitate the analysis of equations involving vector cross products.
Introduction
In most cases the cross product of two vectors of the three dimensional vector space E = R 3 is considered from the geometric point of view. A typical example is the booklet by Hague ([3] , p. 18), where the cross product is introduced as follows: "The vector product of two non-zero vectors A and B in that order is defined as the vector A B | sin θ | n, where θ is an angle between A and B and n is that unit normal to the plane determined by A and B which is directed so that A, B, n form a right-handed system, i.e. the rotation needed to move A to the position of B and the positive 68 G. Trenkler direction of n are related in the same way as the rotation and translation of a right-handed screw."
On the other hand, there is a purely algebraic approach to the cross product. Since for a fixed vector a ∈ E the cross product a × x is linear in the second component there exists a unique matrix T a such that
for all x ∈ E. It is readily seen that for a = (a 1 , a 2 , a 3 ) the matrix T a is of the form
(see Rao and Mitra [6] , p. 40, or Room [7] ).
In Section 2, we shall derive the main properties of the cross product using exclusively (1.1). This operator-theoretic point of view quite naturally invites use of the Moore-Penrose inverse of T a and related matrices, determined together with eigenvalues and eigenspaces in Section 3. In Section 4 this will allow more elegantly solving some questions of Geometry and Mechanics.
Let A be an m × n real matrix. Then an n × m matrix A − is said to be a generalized inverse (short: g-inverse) of A if AA − A = A. The Moore-Penrose inverse (short: MP-inverse) of A is the unique n×m matrix A + satisfying simultaneously the conditions: 
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When this happens all solutions are
where z is an arbitrary vector from E (see Rao and Mitra [6] , ch. 2).
Basic properties
Let e i be the i-th unit vector of E, i = 1, 2, 3. For any a = (a 1 , a 2 , a 3 ) ∈ E the matrix T a defining the cross product can be written in the form T a = a 3 (e 2 e 1 − e 1 e 2 ) + a 2 (e 1 e 3 − e 3 e 1 ) +a 1 (e 3 e 2 − e 2 e 3 ) =
We now list some properties of T a which can be seen by straightforward calculations:
These properties are well-known for the cross product. For instance, (iv) expresses the fact that always a × a = 0. Condition (iv) also shows that T a is singular. For, if a = 0, then by T a a = 0 the matrix T a cannot be nonsingular, and if a = 0, we have T a = 0.
Direct calculation also shows the next identity:
(v) T a T b = ba − a bI, where I is the 3 × 3 identity matrix, and a, b are arbitrary vectors from E.
By (v), it is readily established that for vectors a, b and c the following identity holds:
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From this we immediately get
Choosing c = a yields
and from (viii), by letting b = a, we get
Direct calculations show that the following chain of identities holds for vectors a, b and c:
Observe that c T a b is just the scalar triple product From (xi) we also get
a, b, c and d are vectors from E.
When setting c = a and d = b, as a special case of (xii) we obtain
where || · || is the Euclidean norm in E.
Since a b = ||a||||b||cosϕ, where ϕ is the angle between the vectors a and b, 0 ≤ ϕ ≤ π, from (2.2) it easily follows that (xiii) ||T a b|| = ||a||||b||sinϕ.
Another consequence of (xi) is 
The last identity shows how the T -matrix acts on a cross product.
To show this choose a vector x from E. Then we have
Since x was chosen arbitrarily we get the asserted equality. Note that (xvi) can be rewritten as
The generalized inverse and the Moore-Penrose inverse
It will now be demonstrated how the concept of the g-inverse and the MPinverse can be used to facilitate some calculations in connection with the cross product.
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Theorem 1. Let a and b be vectors from E.
P roof.
1) Follows directly from (viii).
2) By 1) only properties (b), (c) and (d) of the MP-inverse remain to be shown. However, (c) and
the latter identity resulting from property (ix).
3) Follows from property (viii).
Note that in Rao and Mitra ( [6] , p. 40) the matrix − For instance, we may state for a ∈ E:
is the orthogonal projector on R(a) ⊥ , and
is the orthogonal projector on R(a). We write
We should also mention that T a and T + a commute, and T a is normal, i.e. Alternatively, this result could have been shown by observing that the characteristic polynomial P (λ) of T a is given by
From the preceding result, it follows that for all real λ = 0 the matrix T a − λI is nonsingular. Actually, by straightforward calculation we get
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If E(T a , λ) denotes the eigenspace of T a with respect to the eigenvalue λ, by (3.6) it is clear that
To calculate the eigenspaces E(T a , i||a||) and E(T a , −i||a||) the following results are useful.
Since we now deal with complex matrices the notion of MP-inverse has to be modified slightly. If A is an m × n matrix,
where (·) * denotes the conjugate transpose of a matrix.
Theorem 3. Let a be a vector from E such that
||a|| = 1. Then (i) (T a − iI) + = 1 4 (−T a + 3iaa + iI), (ii) (T a + iI) + = − 1 4 (T a + 3iaa + iI).
P roof.
(i) We assume that (T a − iI) + = αT a + βaa + γI for some complex constants α, β and γ. Then (T a − iI)(αT a + βaa + γI) = ϕT a + ψaa + εI, where ϕ = γ − iα, ψ = α − iβ and ε = −α − iγ. Property (d) of the MP-inverse requires ϕ = −ϕ, ψ = ψ and ε = ε, (3.10) where the barred numbers denote the complex conjugate. It follows that 
By using the fact that T a = ||a||T a ||a|| , we immediately get the following result.
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Some straightforward calculations show
Consider now the eigenspaces of T a with respect to i||a|| und −i||a||. Since .17) from (3.14), (3.15) and (1.4), we get in explicit form
Note that the conditions ϕ = γ − iα, ψ = α − iβ, ε − α − iγ, ϕ = iψ and ε = 1−ψ which occur in the proof of Theorem 3 may be used to construct an infinite class of g-inverses of T a − iI. It is easy to see that these conditions reduce to
where µ is arbitrary. For instance, when choosing µ = 0, we see that − P roof.
where γ = a b + λ. If λ = 0 and λ = −a b, then by direct calculations it is seen that
To calculate the corresponding eigenspaces, we need some g-inverses or MP-
The MP-inverse of T a T b looks more involved.
P roof. As a matter of straightforward calculation one finds that 
( 
Applications
Subsequently, it will be demonstrated how the results achieved above can be used to facilitate some of the traditional proofs of vector algebra. Observe that we used the identity R(BB ) = R(B), which is valid for any real matrix B.
Theorem 9 is also shown in Chambers ([2], p. 52), where however the proof is somewhat incomplete. The next result is taken from the same source. 
