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Notations 
n    Taille de la population 
Tc,i    Temps de décès dû au cancer pour l’individu i 
icT ,     Temps de décès dû aux autres-causes pour le patient i
Ta,i    Temps de décès attendu pour l’individu i 
Ti = min(Tc,i ,Ta,i)  Temps de suivi observé en l’absence de censure administrative 
pour l’individu i
Ci    Temps de censure administrative pour le patient i
Ui = min(Ti , Ci)  Temps de suivi observé en présence de censure administrative 
pour l’individu i
?o,i    Taux de mortalité observé pour le patient i
?c,i    Taux de mortalité en excès pour le patient i 
ic ,λ     Taux de mortalité autres-causes pour le patient i
?a,i    Taux de mortalité attendu pour le patient i (approximation du 
taux de mortalité autres-causes pour le patient i) 
?o,i    Taux de mortalité cumulé observé pour le patient i
?c,i    Taux de mortalité cumulé en excès pour le patient i
?a,i    Taux de mortalité cumulé attendu pour le patient i
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So,i = P(Ti > t|zi)  Survie observe (décès toutes causes) 
Sc,i = P(Tc,i > t| zi)  Survie nette (pas de décès autres-causes) 
Sa,i = P(Ta,i > t|xi)  Survie attendue (décès dus aux autres-causes) 
zi    Vecteur des covariables pronostiques pour l’individu i
xi    Vecteur des covariables démographiques pour l’individu i
Ni(t) = I(Ti ? t, Ti ? Ci) Processus de comptage pour le patient i
Yi(t) = I(Ti ? t, Ti ? Ci) Indicatrice d’être encore à risque au temps t pour le patient i
( ) ( )?=
i
i tNtN   Processus de comptage au temps t (nombre de décès au temps t) 
( ) ( )?=
i
i tYtY   Nombre de patient encore à risque au temps t
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Introduction 
L’étude des durées de vie désigne l’étude du délai de la survenue d’un évènement au 
cours du temps. Différents types d’événement peuvent être considérés : le décès, l’apparition 
d’une maladie ou encore la survenue d’une récidive. Dans le cas où le décès correspond à 
l’évènement, la survie, qui désigne la probabilité de vivre au-delà d’un certain temps t, se 
révèle être un indicateur pertinent. La survie des patients est utilisée dans le cadre de la 
surveillance épidémiologique des maladies au niveau d’une population, mais aussi en 
recherche clinique pour l’évaluation des stratégies thérapeutiques ainsi que pour 
l’identification de facteurs pronostiques et la quantification de leurs effets. Pour étudier la 
survie d’un groupe d’individus, une information nécessaire pour chaque patient constituant 
l’échantillon d’étude est la variable aléatoire « Durée de vie », que l’on nommera T, qui 
représente le délai entre la date d’origine (généralement la date de diagnostic) et la date 
d'apparition de l'évènement. Cependant, cette variable aléatoire ne correspond pas toujours au 
délai jusqu'à l'évènement étudié pour tous les patients du fait que certains patients sont encore 
en vie au moment de l'analyse. Ces patients sont dits censurés, c’est-à-dire que la seule 
information disponible est que T > t, t étant la date de fin d’observation: nous avons ainsi des 
données dites "incomplètes". Les informations nécessaires pour chaque patient sont alors le 
délai entre la date d’origine et la date de dernière nouvelle, et l’indicatrice d’évènement ?, qui 
représente le statut vital du patient à la date de dernière nouvelle. Ces observations censurées 
sont la spécificité principale de ces études. Une autre spécificité est que la distribution de cette 
variable aléatoire n’est, de manière générale, pas symétrique. Du fait de ces deux 
particularités, elle ne peut donc pas être analysée de la même manière qu’une variable 
quantitative ordinaire et nécessite une méthodologie adaptée pour l’analyse. 
La survie peut se décliner sous différentes formes théoriques, la plus simple étant la 
probabilité de survie « globale » (aussi appelée survie brute ou observée). La probabilité de 
survie globale au temps t représente la proportion de patients vivant au temps t depuis le 
diagnostic de la maladie d’intérêt. Les premiers modèles de survie ont été développés afin de 
modéliser ce concept de survie globale, de manière non-paramétrique tout d’abord (méthode 
actuarielle [Böhmer, 1912] et méthode de Kaplan-Meier [Kaplan, 1958]). Par la suite, la prise 
en compte de différents facteurs pronostiques susceptibles d’agir sur la survie a nécessité le 
développement de modèles paramétriques ou semi-paramétriques (modèle de Cox [Cox, 
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1972]). Pendant longtemps, ces modèles ont été utilisés en considérant l’effet des covariables 
d’intérêt incluses dans le modèle comme constant au cours du temps (taux relatif constant au 
cours du temps) et linéaire en fonction des valeurs prises par ces covariables (le logarithme du 
taux relatif est une fonction linéaire des covariables). Les développements successifs de ces 
modèles ont permis de s’affranchir de ces hypothèses parfois trop contraignantes et non 
réalistes, d’autant plus à long terme. 
Pour mesurer le réel impact d’une maladie sur la survie d’une population, il faut tenir 
compte du fait que cette population est également soumise aux mortalités « autres causes », en 
particulier si la population étudiée est une population composée principalement de personnes 
âgées. C’est ainsi qu’est apparue le concept de survie « nette », indicateur théorique, qui 
représente la survie que l’on observerait dans un monde hypothétique où la seule cause de 
mortalité serait la maladie d’intérêt. Bien que non observable, cet indicateur est le seul 
permettant la comparaison entre pays ou entre périodes de diagnostic concernant l’efficacité 
ou l’amélioration du système de soin du fait que la mortalité « autres causes » soit éliminée. 
Les premiers modèles ayant pour but d’estimer la survie nette ont été développés de manière 
non-paramétriques [Ederer, 1959][Ederer, 1961][Hakulinen, 1982] puis de manière semi-
paramétrique [Sasieni, 1996] ou paramétrique [Estève, 1990] en adaptant les modèles 
développés en survie globale à ce nouveau concept. 
Parmi les nombreux champs d’application de l’étude des durées de vie, la cancérologie 
est un domaine majeur. Le cancer touche plus de 350 000 personnes par an en France [Binder-
Foucard, 2013]. Il fait partie des priorités de santé publique comme ont pu le montrer le 
développement de nombreuses structures dédiées à la recherche dans ce domaine ainsi que les 
différents « Plans cancer » mis en place par le gouvernement. C’est dans ce contexte que 
s’inscrit le travail de cette thèse qui portera particulièrement sur l’estimation de la survie nette 
en cancérologie. 
 La première partie de ce mémoire rappelle les concepts généraux de l’analyse de la 
survie. Les différents mécanismes de censure susceptibles d’être rencontrés dans des données 
de survie seront tout d’abord introduits. Les différents concepts de survie, c’est-à-dire, la 
survie globale et la survie nette, seront ensuite exposés. Puis seront présentés les différentes 
approches utilisées pour l’estimation de la survie globale et de la survie nette. 
 La deuxième partie de cette thèse, porte sur la comparaison des méthodes d’estimation 
de la survie nette. Une méthode d’estimation de la survie nette est la survie « spécifique »: 
cette méthode consiste à ne considérer, comme évènement, que les décès dus à la pathologie 
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étudiée. Les autres décès ne sont pas considérés comme des évènements et sont censurés. 
Cependant, cette méthode nécessite de connaître la cause de décès. Elle reste donc d’usage 
limité car la cause exacte de décès est souvent difficile à recueillir, en particulier à long terme 
[Percy, 1981][Ashworth, 1991]. Pour remédier à ce problème, plusieurs méthodes ne 
nécessitant pas la cause de décès ont été développées. Elles reposent toutes sur le principe 
suivant : « la distribution du temps de décès lié aux autres causes que le cancer est supposée 
connue; elle s’obtient généralement à l’aide de données de mortalité de la population 
générale ». Une première approche, appelée survie « relative », repose sur le rapport entre la 
survie observée et la survie que l’on aurait pu attendre, en l’absence du cancer, dans la 
cohorte de patient au vu de leurs caractéristiques démographiques (généralement âge, sexe, 
année de diagnostic, département de résidence). Une seconde approche repose sur une 
modélisation du taux en excès qui suppose que le taux de mortalité observé dans les données 
résulte de la somme du taux de mortalité attendu (en l’absence de maladie) et du taux de 
mortalité en excès (associé à la maladie). Enfin, une troisième approche repose sur la 
pondération par l’inverse de la probabilité de censure. Publiée en 2012 [Pohar-Perme, 2012], 
cette méthode est venue révolutionner la méthodologie de l’estimation de la survie nette. 
L’article présentant cette méthode a également permis de clarifier différents points d’ombre, 
qui avaient déjà été soulevés auparavant [Estève, 1990], concernant l’estimation de la survie 
nette. Cette publication est à l’origine de la deuxième partie de cette thèse. En effet, après la 
publication de cette nouvelle méthode dans une revue théorique, il était indispensable de 
comparer les propriétés des différents estimateurs disponibles. Après avoir comparé, en partie, 
les méthodes de façon théorique, le premier objectif original de cette thèse a été de comparer 
les méthodes à l'aide d'une étude de simulation dont le plan d’expérience a permis d’étudier 
l’influence de certains facteurs tels que l’existence d’un effet de l’âge sur le taux de mortalité 
dû au cancer ou l’existence d’un effet de l’âge sur le temps potentiel de suivi. Les résultats de 
cette étude ont donné lieu à une publication [Danieli, 2012]. Le second objectif original a été 
ensuite d'illustrer les résultats issus de ces différentes méthodes sur des données réelles issues 
de la base commune du réseau des registres français du cancer (base FRANCIM). Ces 
résultats ont donné lieu à une publication [Roche, 2013]. 
La troisième partie de cette thèse porte sur l’étude des outils diagnostiques permettant 
de vérifier que les hypothèses faites lors de l’utilisation d’un modèle paramétrique du taux de 
mortalité en excès sont correctes. Différents outils diagnostiques ont été proposés dans le 
cadre de la survie globale pour vérifier les différentes hypothèses d’un modèle, les plus 
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importantes étant l’hypothèse des taux proportionnels et l’hypothèse de linéarité ; en 
revanche, peu d’outils ont été proposés dans le cadre de la survie nette. La plupart de ces 
outils reposent sur les résidus, quantité représentant la différence entre ce qui est observé et ce 
que l’on attend du modèle. La difficulté dans l’interprétation des résultats (souvent 
graphiques) que fournissent certains résidus est que l’on ne sait pas toujours évaluer si le 
modèle est adéquat aux données ou pas. Une tendance observée peut être due à une mauvaise 
spécification du modèle mais peut n’être également que le fruit d’une variation aléatoire. Pour 
pallier à ce problème, une possibilité est alors de travailler avec des résidus dont la 
distribution sous l’hypothèse nulle H0 est connue (H0 : le modèle est correct) ; ce type de 
résidus s’appuie généralement sur les processus stochastiques. Dans cette troisième partie 
seront présentés tout d'abord les outils diagnostiques existants dans le cadre de la survie 
globale puis de la survie nette. A la suite de cet état des lieux, le troisième objectif original 
de cette thèse a été de développer des tests permettant de vérifier les différentes hypothèses 
d’un modèle paramétrique du taux en excès, dans le même cadre théorique des processus 
stochastiques. Le développement théorique a été fait pour évaluer l’hypothèse des taux 
proportionnels, la forme fonctionnelle ainsi que la fonction de lien. Cependant, les résultats de 
performance présentés ne concerneront que l’évaluation des taux proportionnels, les résultats 
des autres méthodes n’étant pas encore disponibles. A noter que pour ce chapitre, le lecteur 
doit être initié à la théorie des processus de comptage. 
Ce travail de thèse a été conduit au sein de l’équipe  Biostatistiques-Santé , équipe du 
Laboratoire de Biométrie et Biologie Evolutive - UMR CNRS 5558. Cette équipe a la 
particularité d’être adossée au Service de Biostatistique des Hospices Civils de Lyon, 
structure de soutien en biostatistique, opérant pour les équipes hospitalières mais également 
pour différentes institutions publiques ou privées. Il s’agit donc d’un environnement associant 
une facette « recherche en méthodologie statistique » mais aussi une facette riche en 
applications pratiques de l’outil biostatistique, et ceci dans tous les domaines cliniques. Le 
service est notamment impliqué dans un partenariat le liant aux agences sanitaires (Institut 
National du Cancer, Institut de Veille Sanitaire), et au réseau des registres français des 
cancers (réseau Francim). Dans le cadre de ce partenariat, le service est en charge de travaux 
d’analyse dont le cœur est l’épidémiologie descriptive des cancers. Il produit donc 
régulièrement des indicateurs épidémiologiques qui sont ensuite interprétés par les 
épidémiologistes du réseau Francim. Ceci conduit à des échanges permanents avec ces 
épidémiologistes, et de ces échanges surgissent régulièrement des questions nécessitant des 
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réflexions supplémentaires sur ces indicateurs ou des développements de nouveaux 
indicateurs. Une question posée de plus en plus fréquemment par les épidémiologistes et les 
cliniciens portent sur l’intérêt de la survie dite « conditionnelle ». Associée à la survie brute 
ou à la survie nette, la survie conditionnelle apparaît comme un indicateur complémentaire et 
pertinent, mais cependant peu répandu. Elle correspond à la probabilité de survie à y années 
après le diagnostic sachant que l’on a déjà survécu à x années (y > x). L’estimation de la 
probabilité conditionnelle de survie (brute ou nette) revient à estimer la courbe d’évolution 
(ou dynamique) du taux de mortalité ainsi que l’impact des facteurs pronostiques sur cette 
courbe. Le quatrième objectif de cette thèse est d’étudier l’impact de certains facteurs 
pronostiques sur la survie afin d’évaluer si, connus au moment du diagnostic, ces facteurs ont 
encore un effet, par exemple, 5 ans après. Autrement dit, « Comment l’effet du facteur 
considéré évolue-t-il au cours du temps ?». Cela rejoint sur le plan méthodologique la 
nécessité de bien estimer l’impact des facteurs pronostiques sur la dynamique du taux de 
mortalité en excès. Dans ce travail, nous nous intéresserons particulièrement à l’effet du stade 
au diagnostic : « Avoir été diagnostiqué en stade précoce ou en stade avancé a-t-il le même 
impact sur la survie selon que l’on se place au moment du diagnostic ou après avoir déjà 
survécu un certain nombre d’année, par exemple, 5 ans ?». Cette étude sera appliquée au 
cancer du côlon dont les données sont issues de données Hautes Résolutions (HR). 
Enfin, la cinquième partie finit par les conclusions et perspectives de ce travail de thèse. 
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Chapitre I 
Analyse des données de survie : Rappel 
I.1. Mécanismes de censure 
Comme énoncé dans l’introduction, l’une des principales particularités des études de 
survie est la présence de données censurées. Le type de censure le plus couramment rencontré 
est la censure à droite. Les patients censurés à droite peuvent être soit des exclus vivants qui 
sont encore en vie à la date de point (date fixée signifiant la fin du suivi pour l’analyse), qui 
n’ont pas vécu l’évènement, soit des perdus de vue qui sont sortis de l’étude et dont on ne 
connait pas le statut vital à la date de point. D’autres types de censures existent, tels que la 
censure à gauche lorsque l’évènement intervient avant la date d’origine de l’étude ou la 
censure par intervalle lorsque le recueil de données est fait à intervalle de temps fixé ; 
l’évènement survient dans un intervalle particulier mais nous n’avons pas connaissance de la 
date exacte. Ces deux derniers types de censures ne seront pas abordés dans la suite, nous 
nous focaliserons sur la censure à droite.  
Les principaux mécanismes de censure à droite sont : 
- la censure administrative ou date de point : Il s’agit de la date pour laquelle on cherchera à 
connaître l’état de chaque patient et au-delà de laquelle on ne tiendra pas compte des 
informations: en considérant l’individu i, nous pouvons observer le décès du patient i au 
temps Ti seulement si Ti est antérieure ou identique au temps C, temps écoulé depuis le 
diagnostic jusqu’à une date de point définie pour l’analyse. Autrement, la seule 
information disponible est que Ti est supérieur à C. On associe au patient i le couple (Ti, 
?i) tel que (Ti, ?i = 1) si le patient est décédé au temps Ti et (Ti = C, ?i = 0) si le patient est 
exclu-vivant et censuré en C. 
- les perdus de vue : L’individu i est perdu de vue s’il sort de l’étude avant la date de point. 
La seule information disponible pour ce patient est alors sa date de dernière nouvelle. Il a 
été observé entre la date de diagnostic et le temps Ti. Le couple qui lui sera attribué est (Ti, 
?i = 0). 
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- la présence des risques concurrents : Un individu peut être considéré comme censuré 
lorsqu’un autre évènement empêche la survenue de l’évènement d’intérêt. Par exemple, en 
se plaçant dans le cadre où notre évènement d’intérêt pour la patient i est le décès par 
cancer au temps Tc,i, le décès dû aux autres-causes peut empêcher la survenue du décès dû 
au cancer si Ta,i < Tc,i, Ta,i correspondant au temps de décès dû aux autres causes pour le 
patient i. Dans ce cas, le temps de mortalité dû aux autres-causes représente le temps de 
censure du patient i par rapport à l’évènement d’intérêt qu’est le décès par cancer, (Ta,i, ?i
= 0). 
L’hypothèse d’indépendance entre les deux variables aléatoires, le temps d’évènement du 
patient et le temps de censure du patient, est très importante et permet une estimation non 
biaisée de la survie car elle suppose que les patients censurés n’ont pas une caractéristique 
particulière par rapport aux patients qui ne le sont pas. Cette hypothèse parait assez naturelle 
pour la censure administrative, dont on a vu qu’elle était déterminée par une date de point 
définie pour l’analyse et indépendante des caractéristiques des patients. Elle l’est beaucoup 
moins pour les deux autres types de censure, particulièrement pour les risques concurrents. En 
effet, en reprenant l’exemple, si le temps de survie dû au cancer et le temps de survie dû aux 
autres causes sont dépendants, c’est-à-dire, s’ils sont affectés par une même covariable, 
supposons l’âge, le fait de censurer les décès dus aux autres causes induit une censure que 
l’on nommera « informative ». En effet, ceux qui décèdent des autres causes et qui sont 
censurées sont particulièrement des personnes âgées. Celles-ci sont également les plus à 
risque de décéder du cancer. La censure devient non aléatoire. Elle doit donc être prise en 
compte lors de l’estimation de la survie. C’est une des difficultés qui sera rencontrée par les 
méthodes d’estimation de la survie nette. 
I.2. Différents concepts de survie 
I.2.1 Survie globale 
 La survie globale (brute ou observée) au temps t représente la proportion de survivants 
au temps t après la date de diagnostic quelle que soit la cause de décès (cancer ou autre). Elle 
est donc influencée par la mortalité « autres causes », en particulier si la population est 
composée de personnes âgées. Cette méthode ne reflète pas la mortalité due uniquement au 
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cancer et ne permet donc pas de mesurer l’impact de la maladie sur la survie de la population. 
Par exemple, supposons que la survie globale observée à 5 ans chez les patients diagnostiqués 
en 1990 est de 25% et de 50 % chez les patients diagnostiqués en 2000. Ces résultats ne nous 
permettent pas de savoir d’où vient l’augmentation de la survie ; aucune indication ne nous est 
donnée concernant la part que représentent les décès par cancer et les décès autres causes ni 
pour l’année 1990, ni pour l’année 2000. C’est ainsi qu’est apparu le concept de survie nette. 
I.2.2 Survie nette 
 La survie nette représente la survie que l’on observerait dans la situation hypothétique 
où la seule cause de mortalité possible serait le cancer étudié. Cet indicateur est capable de 
restituer l’impact propre de la maladie. En éliminant les autres forces de mortalité, il permet la 
comparaison entre pays ou entre périodes de diagnostic. En effet, la survie nette n’est pas 
influencée par les différences pouvant exister entre pays ou entre périodes de diagnostic 
concernant la mortalité autres causes et permet donc une comparaison directe de l’efficacité et 
de l’amélioration des systèmes de soins concernant le cancer. En reprenant l’exemple 
précédent, les chiffres disponibles concernent maintenant la survie globale et la survie nette. 
A 5 ans de suivi, la survie globale et la survie nette était respectivement de 25% et de 75% 
pour les patients diagnostiqués en 1990 et de 50% et 80% pour les patients diagnostiqués en 
2000. Contrairement aux résultats de la survie globale, les résultats de la survie nette 
permettent d’affirmer que la mortalité due au cancer a diminué entre 1990 et 2000. 
Les différentes méthodes introduites pour estimer la survie nette sont présentées dans 
le chapitre II. 
I.3. Estimation de la survie globale 
 Selon l’objectif de l’analyse de survie, différents types d’approches ont été introduites. 
Les sous-sections suivantes se focaliseront sur la survie globale mais ces différents types 
d’estimation de la survie existent également en survie nette, indicateur sur lequel nous nous 
focaliserons dans la suite. 
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I.3.1. Approche par modèle de survie non-paramétrique 
Lorsque l’objectif de l’analyse de survie est uniquement une estimation ponctuelle de 
la survie (et qu’aucune information concernant les facteurs pronostiques n’est recherchée), 
l’utilisation de méthodes non-paramétriques pour estimer la survie suffit. Aucune hypothèse 
n’est faite sur la distribution des temps de décès. Les deux méthodes présentées dans la suite 
sont particulièrement connues. 
Méthode actuarielle 
La méthode actuarielle [Böhmer, 1912] diffère de la méthode de Kaplan-Meier par le fait que 
les intervalles de temps ne sont pas déterminés par la survenue d’événements, mais sont fixés 
à l’avance. On peut prendre par exemple des intervalles de temps égaux d’un mois, d’un 
trimestre, d’une année suivant le phénomène étudié. On estime alors la survie conditionnelle à 
la fin de chaque intervalle pour ensuite les cumuler pour l’estimation de la survie entre 
l’origine et le temps d’intérêt. Dans la suite, nous prendrons l’année comme intervalle de 
temps. 
Soit ni représentant le nombre de sujets en vie au début de l’intervalle de temps considéré i
Soit di représentant le nombre de décès observés pendant l’intervalle de temps considéré i  
Soit wi représentant le nombre de patients censurés pendant l’intervalle de temps considéré i
En absence de censure, la survie conditionnelle au temps ti, si, chez les patients ayant déjà 
survécu au temps ti-1 est estimé par : 
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En présence de censure, on suppose que l’occurrence de la censure est uniforme dans 
l'intervalle de suivi. L’effectif corrigé n’ s’exprime alors de la manière suivante : 
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Ce qui implique : 
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En cumulant les survies conditionnelles depuis la date de diagnostic jusqu’au temps ti, 
l’estimation de la survie au temps ti est la suivante : 
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Méthode de Kaplan-Meier 
La méthode de Kaplan-Meier [Kaplan-Meier, 1958] « découpe » le temps de 
participation observé en plusieurs intervalles de temps ([ti-1 ; ti[ pour le ième intervalle, ti-1 étant 
la date du (i-1)ème décès et ti la date du ième décès) afin d’estimer la survie sur ces différents 
intervalles. 
Soit ni-1 le nombre de sujets en vie au début de l’intervalle considéré i, c’est-à-dire en ti-1
Soit di le nombre de sujet décédés au temps ti
Soit ci le nombre de sujets censurés au temps ti
Soit, par convention, t0 = 0 
La survie conditionnelle au temps ti, si, chez les patients ayant déjà survécu au temps ti-1 est 
estimée par : 
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En cumulant les survies conditionnelles depuis la date de diagnostic jusqu’au temps ti, 
l’estimation de la survie au temps ti est la suivante : 
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I.3.2. Approche par modèle de survie semi-paramétrique 
 Les méthodes d’estimations semi-paramétriques ont été introduites dans le but 
d’estimer la survie tout en quantifiant l’effet pronostique de certaines covariables sans donner 
de forme particulière à la distribution des temps de décès. Ces méthodes sont représentées 
principalement par le modèle de Cox [Cox, 1972] qui s’exprime de la manière suivante : 
( ) ( ) ( )ztzt βλλ exp, 0=
où ?(t) représente le taux de mortalité au temps t, ?0(t) représente le taux de mortalité de base 
au temps t, z = (z1,…,zp) représente le vecteur des covariables agissant sur le taux de mortalité 
et ? le vecteur coefficient obtenu à l’aide de la maximisation de la vraisemblance partielle 
[Cox, 1975] (partielle car le terme ?0 est éliminé de l’expression de la vraisemblance car 
considéré comme un paramètre nuisible).  
Cette vraisemblance partielle repose sur le fait qu’aucune information ne peut être donnée sur 
les coefficients aux temps pour lesquels il n’y a pas de décès. En ne raisonnant que sur les r
patients décédés, la vraisemblance partielle individuelle du patient j qui correspond à la 
probabilité conditionnelle que cela soit le patient j qui décède au temps tj, sachant les 
personnes à risque au temps tj, est : 
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où Dj représente l’évènement décès pour le patient j et Rj représente le nombre de patients à 
risque au temps tj. 
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La vraisemblance partielle globale s’exprime alors de la manière suivante : 
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Après estimation des coefficients par le maximum de la vraisemblance partielle, la survie 
s’estime en utilisant la relation usuelle entre le taux de mortalité et la survie. 
I.3.3. Approche par modèle de survie paramétrique 
Les modèles de survie paramétrique supposent que les temps de décès suivent une 
distribution particulière ; ils permettent également de quantifier l’effet pronostique des 
covariables qui peuvent y être incluses. Des distributions classiquement utilisées sont : le 
modèle exponentiel, le modèle de Weibull, le modèle log-normal, le modèle gamma, le 
modèle log-logistique (Table I.1). 
Table. I.1. Cinq modèles paramétriques usuels pour modéliser le taux de mortalité 
Modèle Paramètres Taux de mortalité Forme 
Exponentiel ?0 ?(t) = ?0 Constante 
Weibull ?0, ? ( ) 100 ,, −= γγλγλλ tt Monotone 
Log-Normal μ, ?
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Les estimations des paramètres du modèle sont obtenues en maximisant la log-
vraisemblance des observations (par l'intermédiaire de méthodes itératives, par exemple 
l'algorithme de Newton-Raphson). 
Dans le cas des modèles de survie paramétrique, nous pouvons décomposer la 
vraisemblance V selon la contribution d’un patient vivant (δ = 0) ou décédé (δ=1) : 
- Pour un patient vivant au temps ti, sa contribution à la vraisemblance correspond à 
la probabilité de survie au-delà de ti : S(ti) 
- Pour un patient décédé au temps ti, sa contribution à la vraisemblance correspond 
au produit de la probabilité de survie S(ti) par le taux de mortalité ?(ti)
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Après avoir estimé les coefficients, la survie s’estime en utilisant la relation usuelle entre le 
taux de mortalité et la survie. 
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Chapitre II 
Comparaison des différentes méthodes d’estimation de la 
survie nette 
?
II.1. Description des différentes méthodes existantes 
 L’une des principales difficultés dans l’estimation de la survie nette est la présence de 
risques concurrents, particulièrement les décès « autres-causes » qui peuvent empêcher la 
survenue des décès par cancer. Ceci peut ainsi induire une censure informative si le temps de 
décès dû au cancer et le temps de décès dû aux autres causes sont dépendants. Nous verrons 
que cette censure informative n’est pas toujours prise en compte par les différentes méthodes 
d’estimation de la survie nette. 
II.1.1. Cause de décès connue : méthode de la survie spécifique 
 Dans ce contexte, la cause de décès est supposée connue : l’évènement d’intérêt étant 
le décès dû au cancer, le décès dû aux autres causes est alors considéré comme une censure. 
L’inconvénient est que cette méthode nécessite de connaitre la cause de décès, ce qui se 
révèle être difficile du fait que les causes de décès peuvent être inconnues, inexactes ou 
incertaines [Percy, 1981][Ashworth, 1991] surtout à distances du diagnostic. De plus, le 
recueil de la cause de décès dépend fortement de l’équipe chargée de collecter et de restituer 
cette information. Ainsi, la survie nette estimée par cette méthode peut s’avérer difficilement 
comparable entre différentes zones géographiques d’un même pays, entre différents pays ou 
entre différentes périodes de diagnostic. Ce problème concernant la connaissance de la cause 
de décès existe également en recherche clinique et notamment dans les essais thérapeutiques 
où la cause de décès est généralement recherchée de façon standardisée. Cependant, même en 
considérant que la cause de décès soit fiable et parfaitement connue, un biais, assimilable à un 
biais de sélection, peut exister dans l’estimation de la survie nette par des méthodes de survie 
spécifique. Si les deux causes de mortalité sont affectées par les mêmes covariables (variables 
démographiques), c’est-à-dire, si les deux causes de mortalité sont dépendantes, la censure 
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due aux autres causes est « informative » et donc non aléatoire. Dans la réalité, le temps de 
décès dû au cancer dépend presque toujours d’au moins une variable démographique, l’âge; 
l’utilisation de cette méthode pour estimer la survie nette fournit donc des résultats biaisés si, 
à minima, l’âge n’est pas pris en compte. Classiquement, la méthode de Kaplan-Meier est 
utilisée en considérant les décès autres-causes comme des censures. 
II.1.2. Cause de décès inconnue 
?
Les différentes approches développées ici pour estimer la survie nette reposent toutes sur 
l’hypothèse que le taux de mortalité autres-causes d’un groupe de patients atteints d’un cancer 
puisse être approximé par le taux de mortalité de la population générale obtenu à partir des 
tables de mortalité selon l’âge, le sexe, l’année de diagnostic et le département de diagnostic 
du patient. 
?
II.1.2.a. Méthodes dites « Ratio-Estimate »?
?
 Parmi ces méthodes se trouvent les méthodes de « survie relative », méthodes non-
paramétriques, qui comparent la survie observée au temps t d’un groupe de patient atteints 
d’un cancer, So(t), avec la survie attendue au temps t, Sa(t), qui représente la survie d’un 
groupe de patients sains possédant les mêmes caractéristiques démographiques que le groupe 
de patients malades. La survie relative au temps t, Sc(t), se définit comme le rapport entre la 
survie observée et la survie attendue [Berkson, 1950] : 
( ) ( )( )tS
tS
tS
a
o
c =
Plusieurs méthodes de survie relative, dont les différences portent sur la définition de la survie 
attendue, ont été développées afin de tenter d’approcher au mieux la survie nette. Par 
exemple, si la population initiale comprend 20% de patients appartenant à la classe d’âge la 
plus jeune et 20% de patients appartenant à la classe d’âge la plus âgées, après dix ans de 
suivi, les proportions ne seront plus les mêmes étant donné que les patients âgés seront 
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d’avantage décédés que les patients les plus jeunes : la proportion de patients appartenant à la 
classe d’âge la plus jeune sera donc supérieure à 20% alors que celle des patients appartenant 
à la classe d’âge la plus âgée sera inférieure à 20%. Les différentes méthodes tentent de 
prendre en compte la distorsion de cette proportion au cours du temps ; s’ils ne sont pas pris 
en compte, la survie attendue estimée à 10 ans de suivi sera alors sous-estimée. 
Historiquement, les premiers auteurs introduisant la survie relative n’ont pas 
explicitement exprimé que les méthodes d’estimation de la survie relative avaient été 
développées pour estimer la survie nette. Avec le temps, le terme de survie relative s’est 
imposé comme un concept (au même titre que la survie globale ou la survie nette) alors 
qu’elle était une méthode proposée pour estimer la survie nette.  
?
Méthode d’Ederer I?
?
La méthode d’Ederer I [Ederer, 1961] est la méthode la plus « naturelle » pour calculer 
la survie attendue d’un groupe et est l’application directe de la table de mortalité. Elle repose 
simplement sur les probabilités conditionnelles. Il s’agit de la seule méthode étant réellement 
une méthode dite « ratio-estimate » car il s’agit bien du rapport de deux survies clairement 
définissables. 
Pour un groupe de patient de taille n, la survie attendue du groupe depuis la date de 
diagnostic jusqu’au temps t, Sa(t), est obtenue en faisant la moyenne des survies attendues 
individuelles jusqu’au temps t ; elle s’écrit de la façon suivante : 
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où Sai(t) est la survie attendue du patient i au temps t, survie déterminée à partir des tables de 
mortalité de la population générale, en fonction des caractéristiques (âge, sexe, année de 
diagnostic, département de résidence) du patient i. 
 La caractéristique principale de cette méthode est qu’elle estime la survie attendue à 
partir de la composition initiale du groupe et qu’elle ne tient pas compte du changement de 
structure de la population au cours du temps. Par exemple, un patient décédé à 1 an après le 
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diagnostic participe tout de même à l’estimation de la survie attendue jusqu’au temps t, même 
si t est supérieur à 1 an.  
Bien que très anciennes, cette méthode a été utilisée pendant des décennies jusqu’à très 
récemment dans des études nationales et internationales (estimations nationales aux Etats-
Unis - Seer - jusqu’en 2010 [Altekruse, 2010]). 
Méthode de Hakulinen?
?
La méthode de Hakulinen [Hakulinen, 1982] permet de prendre en compte le temps 
potentiel de suivi des patients. Le temps potentiel de suivi d’un patient représente le temps 
maximum observable pour le patient considéré, c'est-à-dire, la différence entre la date de 
point et la date de diagnostic. La méthode calcule la survie attendue des sujets susceptibles 
d’être observés au temps t. 
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avec Ci(t) étant une indicatrice égale à 1 si t est inférieur au temps potentiel de suivi du patient 
i et 0 sinon. 
Cette méthode permet donc de prendre en compte des phénomènes de censure tels que 
des situations où les personnes censurées n’ont pas la même survie attendue que les personnes 
non censurées. Cela peut être par exemple le cas si les personnes âgées sont inclues plus tard 
dans l’étude par rapport aux personnes jeunes. Les personnes âgées auront donc plus de 
chances d’être censurées que les personnes jeunes. Lorsque ce phénomène de censure n’existe 
pas, la méthode de Hakulinen équivaut à la méthode d’Ederer I. 
Tout comme la méthode d’Ederer I, cette méthode a été utilisée jusqu’à très récemment dans 
des études nationales et internationales (estimations européennes Eurocare IV [De Angelis, 
2009]). 
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Méthode d’Ederer II?
 A la différence de la méthode d’Ederer I, la méthode d’Ederer II [Ederer, 1959] met à 
jour le nombre de patients à risque à chaque intervalle de temps. En reprenant l’exemple 
précédant, le patient décédant à un an ne participe plus au calcul de la survie attendue au-delà 
de un an. 
La survie attendue au temps t est calculée en faisant la moyenne des survies 
individuelles, Sai(t), des patients encore à risque au temps t : 
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avec Yi(t) étant l’indicatrice représentant le nombre de patient à risque au temps t. 
Les sujets décédés avant le temps t ne contribuent plus au calcul de la survie attendue au 
temps t. Il ne s’agit donc pas de la survie attendue du collectif initial, la survie attendue est 
alors modifiée.  
Cette méthode est toujours utilisée de nos jours dans des études nationales ou internationales - 
Eurocare V [De Angelis, 2014] - Seer [Howlader, 2014]. 
Cependant, même si le changement de structure de la population est considéré, 
particulièrement pour la méthode d’Ederer II, le fait qu’un patient qui n’est plus à risque au 
temps t peut être hypothétiquement encore vivant de son cancer au temps t n’est pas pris en 
compte, de la même façon que pour la survie spécifique ; Si le temps de survie dû au cancer et 
le temps de survie dû aux autres causes sont dépendants, un certain nombre de patients est 
retiré des patients à risque de manière non-aléatoire du fait des décès autres-causes ; ces 
derniers induisent donc une censure informative. Aucune des méthodes de survie relative ne 
prenant en compte ce type de censure, leur utilisation peut fournir des estimations biaisées de 
la survie nette. 
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II.1.2.b. Méthodes paramétriques du taux en excès 
?
Les méthodes paramétriques du taux en excès raisonnent sur le taux de mortalité 
instantané. Le taux de mortalité observé au temps t s’exprime comme la somme de deux 
composantes : le taux de mortalité en excès au temps t, ?c(t), et le taux de mortalité autres 
causes au temps t, ( )tcλ , tel que : 
( ) ( ) ( )xtztzxt cco ,,,, λλλ +=
avec x représentant les covariables démographiques et z représentant les covariables 
pronostiques. 
 Comme énoncé précédemment, les taux de mortalité autres-causes ( )tcλ sont approchés 
par les taux de mortalité attendus, ?a(t), d’une population présentant les mêmes 
caractéristiques démographiques mais qui n’est pas atteint du cancer en question. Le taux de 
mortalité dû au cancer est appelé taux de mortalité en excès car cela correspond à l’excès de 
mortalité que l’on veut observer dans la population malade comparé à une population saine 
présentant les mêmes caractéristiques démographiques. La population malade est inclue dans 
la population générale mais sa proportion étant très faible, les résultats ne sont pas influencés 
par ce fait [Ederer, 1961]. 
Modèle univarié?
 Dans le modèle univarié, aucune variable autre que le temps n’est incluse dans le 
modèle. Il s’agit de donner une forme paramétrique au taux de base. La stratégie proposée par 
Remontet [Remontet, 2007] repose sur le modèle suivant : 
( )[ ] ( )tftc 0log =λ
Afin d’avoir une forme correspondant au mieux aux données, f0 est choisie parmi plusieurs 
fonctions candidates plus ou moins souples à l’aide du critère d’Akaike [Akaike, 1973], telles 
qu’une fonction constante, une fonction linéaire, une fonction quadratique, une fonction 
cubique, un spline cubique de régression avec un nœud, un spline cubique de régression avec 
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plusieurs nœuds. Un spline cubique de régression est une fonction cubique par morceaux dont 
les deux premières dérivées sont continues aux nœuds. Cette fonction est reconnue pour sa 
flexibilité. Elle s’exprime de la manière suivante :  
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où tl, l = {1, …, k} sont les k nœuds. 
Cette stratégie a été utilisée, il y a quelques années, dans les études menées par les registres du 
réseau Francim [Bossard, 2007]. 
Modèle multivarié?
 Dans le modèle multivarié, différentes covariables peuvent être incluses dans le 
modèle. Une forme paramétrique est donnée au taux de base mais également à l’effet des 
covariables. La stratégie proposée par Remontet [Remontet, 2007] repose sur le modèle dont 
l’écriture générale est la suivante : 
( )[ ] ( ) ( ) ( )zgzttfztc +×+= βλ 0,log  
De la même manière que le modèle univarié, le modèle le plus adéquat est choisi à l’aide du 
critère d’Akaike [Akaike, 1973] parmi plusieurs combinaison des fonctions f0 , ? et g. 
Un modèle paramétrique prend en compte la censure informative en ajustant le modèle sur les 
covariables agissant à la fois sur le taux de mortalité en excès et sur le taux de mortalité dû 
aux autres causes, c’est-à-dire les variables démographiques (le modèle univarié ne prend pas 
en compte la censure informative ; les deux modèles sont équivalents uniquement si aucune 
covariable démographique n’agit sur le taux de mortalité en excès, ce qui est très rare). 
Cependant, pour modéliser au mieux le taux de mortalité en excès, une stratégie doit être 
élaborée concernant les différents points suivants : (i) Quelles covariables doivent être 
incluses dans le modèle ? (ii) Quelle forme donner au taux de mortalité de base ? (iii) 
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Comment modéliser l’effet des covariables sur la variable de sortie ? Constant au cours du 
temps ou dépendant du temps ? Si dépendant du temps, doit-on utiliser une fonction linéaire 
au cours du temps ou une fonction plus flexible telle qu’un spline ? Si la covariable est 
continue, son effet est-il linéaire ?, etc…. Les décisions prises sont importantes car un modèle 
inapproprié peut conduire à des conclusions erronées. Donc, si l’objectif de l’analyse de 
survie est uniquement une estimation ponctuelle, l’utilisation d’un modèle non-paramétrique 
permettant de prendre en compte la censure informative due à la dépendance entre les deux 
temps de survie aurait pour avantage important d'échapper à une stratégie de construction de 
modèle souvent délicate à mettre en place. 
II.1.2.c. Méthode non paramétrique de Pohar-Perme 
 Un nouvel estimateur reposant sur la pondération par l’inverse de la probabilité de 
censure [Robins, 1993][Satten, 2001], écrit dans le cadre des processus de comptage, a été 
proposé récemment [Pohar-Perme, 2012] afin de prendre en compte la censure informative 
causée par l’influence d’une même covariable sur le temps de mortalité dû aux autres-causes 
et sur le temps de mortalité dû au cancer. 
Intuitivement, en se positionnant dans le cadre de la survie spécifique, le nombre de 
patients à risque de décéder de leur cancer au temps t et le nombre de décès dû au cancer au 
temps t sont sous-estimés du fait que l’on ne suppose pas que les patients décédés des autres-
causes puissent décéder du cancer dans un monde hypothétique. 
Pour remédier à ce problème, Pohar & al propose de réajuster le nombre de décès dû 
au cancer au temps t ainsi que le nombre d’individus à risque au temps t en pondérant par la 
survie attendue afin de prendre en compte la proportion de personnes décédées des autres-
causes dans la population à risque de décéder du cancer. 
 Dans le cadre de la cause de décès connue, l’estimateur de Nelson-Aalen pour le taux 
de mortalité cumulé en excès au temps t s’écrit de la manière suivante : 
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avec Nc(t) le nombre de décès dû au cancer au temps t et Y(t) le nombre de personne à risque 
au temps t. 
En approchant le taux de mortalité autres-causes de la population par le taux de mortalité 
attendu d’une population saine présentant les mêmes caractéristiques démographiques, 
l’estimateur de Nelson-Aalen pondéré est alors le suivant : 
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respectivement l’indicatrice individuelle d’évènement au temps t et l’indicatrice individuelle 
d’être à risque dans la population au temps t. 
 Pour estimer la survie nette sans avoir la cause de décès (cadre de la cause de décès 
inconnue), le nouvel estimateur propose de pondérer l’expression du taux de mortalité cumulé 
en excès obtenu par la méthode d’Ederer II de la même manière que précédemment : 
Ainsi, à partir de l’expression du taux de mortalité en excès de la méthode d’Ederer II [Pohar-
Perme, 2012] : 
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L’expression du taux de mortalité cumulé en excès du nouvel estimateur est la suivante : 
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Cette méthode est non-paramétrique et ne nécessite aucune modélisation. 
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II.2. Evaluation des performances des différents estimateurs de la 
survie nette existants 
II.2.1. Comment juger des performances d’un estimateur ? 
L’évaluation des performances d’un estimateur peut être réalisée à l’aide d’études 
théoriques, ce qui a déjà été fait dans le cadre de la survie nette par Pohar & al [Pohar-Perme, 
2012] ou à l’aide d’études de simulations en utilisant des critères de performances jugés 
pertinents tels que le biais, l’erreur quadratique moyenne ou la racine carrée de l’erreur 
quadratique moyenne, que l’on nommera dans la suite RMSE, ou encore le taux de couverture 
des intervalles de confiance. C’est sur ce deuxième type d’étude que va porter la suite de ce 
chapitre. 
 Il est important de savoir que les études empiriques ne permettent pas d’évaluer les 
performances d’un estimateur. Elles peuvent seulement mesurer l’impact de l’utilisation d’une 
méthode biaisée sur données réelles. 
Le biais 
 Théoriquement, en supposant nθˆ  un estimateur de θ , le biais entre nθˆ  et θ  est une 
fonction Bn telle que : 
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Si Bn = 0 ( ) Θ×Θ∈∀ nθθ , , on dit que nθˆ  est un estimateur sans biais de θ . 
Dans une étude de simulation, le biais d’un estimateur peut être estimé comme la différence 
entre la valeur théorique et la moyenne de cet estimateur, qui correspond dans notre cas, à la 
moyenne des valeurs estimées : 
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avec isˆ  représentant la valeur estimée pour le i
ème jeu de données simulés et s* représentant la 
valeur théorique que l’on cherche à estimer. 
Prenons un exemple afin d’avoir une illustration concrète : 
Voici le graphe en figure II.1 de la distribution des valeurs estimées pour 1000 jeux de 
données avec l’estimateur 1 (ronds bleus) et l’estimateur 2 (triangles verts), la valeur 
théorique, égale à 0.5, étant représentée en point rouge. 
Figure II.1. Distribution des valeurs de survie estimées pour 1000 jeux de données simulés 
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Nous pouvons remarquer que l’estimateur 1 n’est pas biaisé ; la différence entre la valeur 
théorique et la moyenne des valeurs empiriques est nulle. En revanche, nous ne pouvons pas 
dire la même chose du second estimateur. L’estimateur 2 est biaisé, l’amplitude de son biais 
étant représenté par la flèche. Dans ce cas, du fait qu'ils ont la même variance, il semble plus 
pertinent d’utiliser l’estimateur 1 que l’estimateur 2. 
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L’erreur quadratique moyenne 
Cependant, être en possession de plusieurs estimateurs de même variance est une situation 
rare. Il arrive le plus souvent de se trouver dans le cas où nous devons choisir entre un 
estimateur très peu biaisé mais possédant une assez large variance et un estimateur biaisé mais 
n’ayant pas une grande variance (figure II.2). Comment faire pour savoir lequel des deux est 
le plus pertinent ? 
Une solution est d’utiliser la RMSE. Théoriquement, en supposant nθˆ  un estimateur de θ , la 
RMSE est la fonction RMSEn telle que : 
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Figure II.2. Distribution des valeurs de survie estimées pour 1000 jeux de données simulés 
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La RMSE représente, sur données simulées, la moyenne du carré de la différence entre les 
valeurs estimées et la valeur théorique : 
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Elle résume l’information en combinant l’information du biais et de la variabilité. 
Dans l’exemple de la figure II.2, la valeur de la RMSE de l’estimateur 2 est de 0.014 alors que 
celle de l’estimateur 1 est de 0.016. Dans ce cas, même si l’estimateur 2 est biaisé, il est 
retenu comme étant l’estimateur le plus performant selon le critère du RMSE 
Le taux de couverture 
Le taux de couverture représente le pourcentage d’intervalle de confiance qui contient 
la valeur théorique. Un bon estimateur doit avoir un taux de couverture proche de la valeur 
nominal des 95%. A noter qu’un intervalle de confiance étroit observé sur données réelles 
n’est aucunement un critère de performance : en effet, il pourrait ne pas inclure la valeur 
théorique avec une probabilité de 95%, première propriété essentielle que l’on requière d’un 
intervalle de confiance. 
II.2.2. Quantités théoriques en jeu 
II.2.2.a. Quantité théorique d’intérêt dans un monde hypothétique où la seule cause de 
décès serait le cancer?
La survie nette, notre quantité d’intérêt, qui représente la survie que l’on observerait dans la 
situation hypothétique où la seule cause de mortalité possible serait le cancer étudié, est 
associée au taux de mortalité individuel dû au cancer de la population, ?c,i, qui s’exprime de la 
façon suivante : 
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avec Tc,i représentant le temps de décès dû au cancer pour le patient i. 
?c,i(t)dt correspond, pour le patient i, à la probabilité de décéder du cancer entre t et t + dt
conditionnellement au fait d’être encore vivant de ce cancer en t. 
A l’aide de la relation usuelle entre la survie et le taux de mortalité, la survie nette 
individuelle s’exprime de la manière suivante : 
( ) ( ) ??????−= ?t icic duutS 0 ,, exp λ
Or, le taux de mortalité individuel n'étant pas identique d'un individu à l'autre, le taux de 
mortalité de la population s'exprime alors de la façon suivante : 
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la survie nette associée étant : 
( ) ( ) ??????−= ?t cc duutS 0exp λ . 
(II.1) 
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II.2.2.b. Quantités théoriques rencontrées dans le « monde réel » dans lequel il existe des 
risques compétitifs?
Cause de décès connue?
 En présence de risques compétitifs et lorsque la cause de décès est connue, le taux de 
mortalité individuel spécifique au cancer représente la quantité suivante : 
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avec Tc,i représentant le temps de décès dû au cancer pour le patient i et Ti représentant le 
minimum entre Tc,i et icT , , temps de décès dû aux autres-causes, pour le patient i. 
?c,i*(t)dt représente, pour le patient i, la probabilité de décéder du cancer dans l’intervalle de 
temps t + dt conditionnellement au fait d’être encore vivant en t. 
Le taux de mortalité de la population spécifique au cancer, ?c*, s’exprime de la manière 
suivante : 
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avec So,i(t) la survie observée du patient i au temps t, ?o,i(t) le taux de mortalité observé du 
patient i au temps t et ( )tcλ  le taux de mortalité autres-causes du patient i au temps t. 
Se situant dans le cadre des risques concurrents, la survie spécifique, associée au taux de 
mortalité spécifique, peut également être vue comme la survie nette observable. La survie 
(II.2) 
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nette observable est associée à la probabilité de survenue de décès dus au cancer en présence 
de la survenue de décès autres-causes, appelée probabilité brute de décès dus au cancer. 
Nous pouvons ajouter que dépendant de la survie observée et donc des autres-causes, cette 
quantité ne permet pas de comparaison entre pays ou période de diagnostic. 
Cause de décès inconnue?
 Une autre quantité que l’on peut exprimer dans le monde réel en présence de risques 
compétitifs est la survie relative, c’est-à-dire, le rapport entre la survie observée et la survie 
attendue ; il s’écrit de la manière suivante : 
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La quantité liée à la survie relative est donc : 
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Contrairement à ?c(t)dt et ?c*(t)dt, ?c**(t)dt ne représente pas une probabilité car ?c**(t) peut 
être négatif. 
L’interprétation de la survie relative est la suivante : une survie relative à 5 ans de suivi égale 
à 0.7 signifie que 5 ans après le diagnostic, la survie des patients suivis est égale à 0.7 fois 
celle de personnes présentant les mêmes caractéristiques démographiques dans la population 
(II.3) 
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générale. Le fait qu’elle dépende des autres-causes de mortalité ne permet aucune 
comparaison entre pays ou période de diagnostic. Nous pouvons ajouter également que cette 
quantité pouvant être supérieure à 1, il ne s’agit pas d’une probabilité de survie. 
II.2.3. Relation entre les quantités théoriques en jeu selon différents cas de 
figure 
Dans cette partie, nous allons voir sous quelles conditions les différentes quantités 
théoriques correspondent à la survie nette. 
Voici, en table II.1, un récapitulatif des différentes quantités en jeu : 
Table II.1. Quantités théoriques en jeu 
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II.2.3.a. Le taux de mortalité en excès est homogène dans la population 
En reprenant les expressions des taux de mortalité en excès des différentes méthodes de la 
table II.1, nous pouvons voir que lorsque le taux de mortalité est homogène dans la 
population, c’est-à-dire lorsque ?c,i(t) = ?c(t) ∀i, les quantités définies par les différentes 
méthodes correspondent à la survie nette. En effet : 
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Survie Nette 
Le taux de mortalité en excès associé à la survie nette est alors le suivant : 
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Survie Nette Observable 
Le taux de mortalité en excès associé à la survie nette observable est alors le suivant : 
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Survie Relative 
Lorsque le taux de mortalité en excès est homogène pour la population considérée, le taux de 
mortalité en excès associé à la survie relative est alors le suivant : 
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En conclusion, dans ce cas, le taux de mortalité en excès associé à chaque quantité correspond 
au taux de mortalité associé à la survie nette. La survie nette observable et la survie relative 
correspondent donc à la survie nette. 
II.2.3.b. Le taux de mortalité en excès est hétérogène dans la population 
 Lorsque le taux de mortalité en excès est hétérogène dans la population, les différentes 
quantités du tableau II.1 ne correspondent pas à la même chose. Comment évolue le taux de 
mortalité en excès associé à la survie nette observable et à la survie relative par rapport au 
taux de mortalité en excès associé à la survie nette, quantité théorique que l’on cherche à 
estimer ? 
Comparaison survie nette et survie nette observable
Dans le cadre de la survie nette observable, les taux de mortalité individuels dus au cancer 
sont pondérés par la probabilité que le patient i soit encore à risque au temps t parmi les 
patients encore à risque au temps t : 
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Dans le cadre de la survie nette, les taux de mortalité individuels dus au cancer sont pondérés 
par la probabilité que le patient i survive de son cancer au temps t parmi les patients 
survivants de leur cancer au temps t : 
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En supposant que la covariable âge ait un effet sur le taux de mortalité en excès, la répartition 
des âges ne sera pas la même selon que l’on se situe dans le monde réel ou dans le monde 
hypothétique où le cancer serait la seule cause de mortalité. 
De manière générale, les personnes âgées sont les personnes les plus à risque de décéder des 
autres-causes mais également du cancer, on a alors l’inégalité suivante : 
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Cela signifie que le poids d’une personne âgée i est plus faible pour la survie nette observable 
que pour la survie nette. 
Au final, 
( ) ( )tt SNcSNOc λλ < ?
?
Cette inégalité s’inverse pour les patients jeunes.
Voici une illustration sur deux patients : 
 Sc,i Sa,i So,i
Patient Jeune 0.95 0.95 0.9025 
Patient Vieux 0.5 0.5 0.25 
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Comparaison survie nette observable et survie relative 
Dans le cadre de la survie nette observable, en supposant que les taux de mortalité autres-
causes cλ  sont bien reflétés par le taux de mortalité de la population générale aλ , les taux de 
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mortalité attendus individuels sont pondérés par la probabilité que le patient i soit encore à 
risque au temps t parmi les patients encore à risque au temps t : 
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Dans le cadre de la survie relative, les taux de mortalité attendus individuels sont pondérés par 
la probabilité de survie attendue du patient i au temps t parmi les patients survivants aux 
autres causes au temps t : 
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La covariable âge ayant un effet sur le taux de mortalité attendu, la répartition des âges n’est 
pas la même selon que l’on se situe dans le monde réel ou dans le monde hypothétique où les 
patients ne décéderaient que des autres-causes. 
En prenant l’exemple des personnes âgées, dans le cas où celles-ci seraient les personnes les 
plus à risque de décéder des autres-causes mais également du cancer, on a l’inégalité 
suivante : 
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Alors, 
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Voici une illustration sur deux patients : 
 Sc,i Sa,i So,i
Patient Jeune 0.95 0.95 0.9025 
Patient Vieux 0.5 0.5 0.25 
Pour le patient âgé,  
( )
( )
( )
( )
34.0
5.095.0
5.0
21.0
25.09025.0
25.0
1
,
,
1
,
,
=
+
=
=
+
=
?
?
=
=
n
i
ia
ia
n
i
io
io
tS
tS
tS
tS
On a bien : 
( )
( )
( )
( )??
==
< n
i
ia
ia
n
i
io
io
tS
tS
tS
tS
1
,
,
1
,
,
???
?
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Comparaison survie nette et survie relative 
A l’aide des deux sous-parties ci-dessus, 
Pour une population âgée :  ( ) ( ) ( )ttt SRcSNOcSNc λλλ >> ? ( ) ( ) ( )tStStS SRcSNOcSNc <<
Pour une population jeune :  ( ) ( ) ( )ttt SRcSNOcSNc λλλ << ? ( ) ( ) ( )tStStS SRcSNOcSNc >>
La survie relative et la survie nette observable ne correspondent pas à la survie nette dans ce 
cas. La survie relative semble être plus éloignée que la survie nette observable. 
II.2.4. Vers quelles quantités théoriques convergent les estimateurs ? 
II.2.4.a. Méthodes d’Ederer I et de Hakulinen 
Pohar-Perme a montré [Pohar-Perme, 2012] que le taux de mortalité estimé par la 
méthode d’Ederer I et par la méthode de Hakulinen était un estimateur consistent de la 
quantité : 
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Les méthodes d'Ederer I et de Hakulinen sont donc associée à la survie relative. 
D’après la partie II.2.3, les méthodes d’Ederer I et de Hakulinen n’estiment pas la survie nette 
en cas d’hétérogénéité. Ces méthodes estiment une quantité qui dépend du taux de mortalité 
attendu de la population et donc qui ne permet pas de comparaison entre pays ou périodes de 
diagnostic. 
II.2.4.b. Méthodes d’Ederer II 
Pohar & al a montré [Pohar-Perme, 2012] que le taux de mortalité estimé par la 
méthode d’Ederer II était un estimateur consistent de la quantité : 
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Lorsque les taux de mortalité autres-causes sont approximés par les taux de mortalité de la 
population générale, la méthode d'Ederer II et la survie spécifique sont équivalentes. 
D’après la partie II.2.3, la méthode d'Ederer II est donc associée à la survie nette observable et 
elle n’estime donc pas la survie nette en cas d’hétérogénéité. Les méthodes associées à la 
survie nette observable estiment une quantité qui dépend de la survie observée et donc des 
autres-causes, ce qui ne permet pas de comparaison entre pays ou période de diagnostic. 
II.2.4.c. Méthode de Pohar 
 Pohar & al a montré [Pohar-Perme, 2012] que le taux de mortalité estimé par le 
nouvel estimateur était un estimateur consistent de la quantité : 
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L'estimateur de Pohar-Perme est un estimateur non biaisé de la survie nette en cas 
d’hétérogénéité, ce qui n'est pas le cas pour les autres méthodes. 
II.2.5. Comparaison des méthodes d’estimation de la survie nette à l’aide 
d’une étude de simulation 
 L’article présenté dans ce paragraphe porte sur l’étude de la performance des 
méthodes d’estimation de la survie nette sur données simulées. Le but est de pouvoir rendre 
compte des erreurs commises sur l’estimation de la survie nette en utilisant des méthodes 
biaisées. En effet, comme nous l’avons vu dans le paragraphe précédent, les méthodes de 
survie relative et celles représentant la survie nette observable estiment une quantité différente 
de la survie nette dans le cadre de la présence d’une censure informative. Cet article vient 
alors en complément de l’article de Pohar & al [Pohar-Perme, 2012] présentant l’étude 
théorique. Depuis le début, un amalgame s’est installé entre survie nette et survie relative. 
L’un des messages les plus importants de ces études est qu’il ne faut plus parler de survie 
relative en terme de concept car ce n’est pas ce que l’on recherche à estimer et que les 
méthodes de survie relative ne doivent plus être utilisées pour estimer la survie nette. 
Cet article a été publié dans la revue Statistics in Medicine. 
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II.2.6. Evaluation de l’ampleur des erreurs sur l’estimation de la survie 
nette sur données réelles 
II.2.6.a. Illustration des résultats issus des différentes méthodes sur des données réelles 
 Pour faire suite à la partie précédente dont l’objectif était de comparer les méthodes 
d’estimation de la survie nette sur données simulées, l’objectif de cette partie est d’illustrer les 
résultats provenant de ces différentes méthodes sur des données réelles issues de la base 
commune du réseau des registres français du cancer (base FRANCIM). Plus précisément, il 
s’agit de quantifier, sur données réelles, l’ampleur des erreurs fournit par les méthodes dites « 
biaisées » par rapport à la méthode de Pohar-Perme prise comme référence, ainsi que 
d’étudier l’influence du temps de suivi, du pronostic du cancer, et de la covariable âge sur ces 
erreurs. En effet, la méthode de Pohar-Perme, récemment développée, a montré qu’elle 
présentait des avantages majeurs par rapport aux méthodes utilisées jusqu’à présent car elle 
corrige les effets de la censure informative liée à la mortalité « autres causes ». Il est donc 
essentiel que la méthodologie proposée pour l’estimation de la survie nette soit reconnue 
scientifiquement à l’aide d’exploration sur données simulées ainsi que d’explorations sur 
données réelles. Ces travaux jouent un rôle déterminant pour l’acceptation et l’utilisation de 
cette méthode : il est important que les registres de cancer abandonnent les méthodes 
classiques et utilisent la nouvelle méthode de Pohar pour des estimations ponctuelles de la 
survie nette.  
Ce travail a fait l’objet d’un article paru dans International Journal of Cancer. 
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II.2.6.b. Réactions suscitées 
 Le sujet survie nette/survie relative étant d’actualité, cet article a fait réagir la 
communauté scientifique et a suscité de nombreux débats [Dickman, 2013][Roche, 2013]. 
 Jusqu’à récemment, les méthodes de survie relative étaient privilégiées dans certaines 
études de survie : la SEER a pendant longtemps utilisé la méthode d’Ederer I avant de passer 
à la méthode d’Ederer II en 2011, Eurocare a toujours utilisé la méthode de Hakulinen. 
Cependant, comme nous l’avons évoqué précédemment, ces méthodes n’estiment pas la 
survie nette. Le but de cet article est donc de communiquer avec les cliniciens et les 
épidémiologistes sur les avancées qu’il y a eu ces dernières années sur le plan 
méthodologique de l’estimation de la survie nette à travers un article épidémiologique, qui 
sera peut-être plus pertinent pour attirer leur attention. Ils pourront donc se rendre compte de 
l’erreur causée par l’utilisation de méthodes biaisées pour l’estimation de la survie nette. 
 Cependant, cet article a reçu quelques critiques dans le fait de promouvoir la méthode 
de Pohar-Perme au détriment des autres méthodes existantes [Dickman, 2013]. Il a été 
notamment soulevé le fait que l’ampleur des erreurs pour certaines méthodes, 
particulièrement la méthode d’Ederer II, est assez faible et que la méthode ne mérite donc pas 
d’être exclue des méthodes à utiliser ; ou encore que la méthode de Pohar-Perme, méthode 
non-paramétrique, possède une variabilité importante, surtout à long terme chez les personnes 
âgées. Ces différentes remarques montrent la difficulté du message à faire passer. En effet, 
que l’erreur soit importante ou pas, si l’estimateur estime théoriquement une autre quantité 
que la survie nette, il ne doit pas être utilisé pour estimer cette survie nette. De même, le fait 
d’observer de la variabilité dans les courbes de survie à long terme obtenue avec la méthode 
de Pohar-Perme ne veut pas dire que cet estimateur est « instable » : cela traduit simplement 
qu’il y a peu d’informations dans les données pour estimer la survie nette. Ce manque 
d’information est particulièrement présent à long terme chez les personnes âgées pour 
lesquelles les risques de décès dus aux autres causes sont très élevés. Par ailleurs, l’étude de 
simulation a pu montrer que cette méthode était la plus performante des méthodes non-
paramétriques en terme de compromis biais-variance (critère RMSE), même à long terme (à 
10 ans) [Danieli, 2012]. 
 Cette étude a permis d’illustrer sur données réelles les erreurs que l’on pourrait obtenir 
en utilisant une autre méthode que celle de Pohar-Perme. Il s’agit en aucun cas d’une étude 
visant à comparer les différentes méthodes du fait que sur données réelles, la survie nette 
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théorique n’est pas connue et des critères de performances tels que le biais, l’erreur 
quadratique moyenne et le taux de couverture ne peuvent pas être estimés. Les trois articles, 
théorique [Pohar-Perme, 2012], méthodologique [Danieli, 2012] et épidémiologique [Roche, 
2013] sont tous complémentaires les uns des autres, ils doivent être tous considérés afin 
d’éviter des incompréhensions telles qu’on a pu le voir dans la critique [Dickman, 2013]. 
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Chapitre III 
Tests des hypothèses des modèles paramétriques du taux 
en excès 
III.1 Introduction 
Le modèle paramétrique du taux de mortalité en excès est utilisé dans le but de donner 
des estimations ponctuelles de la survie nette des patients atteints de cancer mais également 
dans le but d’identifier les principaux facteurs pronostiques influençant le taux de mortalité en 
excès, ceci n’étant pas possible avec la méthode non-paramétrique de Pohar-Perme. Nous 
avons vu précédemment que cette modélisation devait pouvoir prendre en compte l’ensemble 
des variables introduisant une censure informative (celle définissant la table de mortalité). 
Cependant, la spécification du modèle multivarié nécessite de faire des hypothèses afin de 
modéliser au mieux l’effet des covariables d’intérêt et, en finalité, la survie lorsque cela est 
l'objectif. Les principaux points nécessitant des hypothèses sont les suivants : (i) A quelle 
question voulons-nous répondre et par conséquent quelles covariables doivent être incluses 
dans le modèle ? (iii) Quelle forme donner au taux de mortalité de base ? (iv) Comment 
modéliser les effets des covariable ? constants au cours du temps ou dépendants du temps ? Si 
des effets sont dépendants du temps, doit-on utiliser une fonction linéaire au cours du temps 
ou une fonction plus flexible telle qu’un spline pour modéliser cette dépendance temporelle ? 
Si la covariable est continue, son effet est-il linéaire ou non ? (v) Quelle fonction de lien 
utiliser ? (vi) Comment prendre en compte les interactions entre covariables ? Les décisions 
prises sont importantes car un modèle inapproprié peut conduire à des conclusions erronées. 
Cette stratégie devra également permettre de fournir un modèle prédictif, robuste et 
parcimonieux. Le modèle retenu est généralement celui possédant le meilleur compromis 
entre complexité (parcimonie), biais et variance. 
Lorsqu’une hypothèse est émise au sujet d’une covariable, l’étape suivante consiste à 
évaluer si les données ne contredisent pas cette hypothèse. La vérification des hypothèses, qui 
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peut être effectuée à l’aide d’un test formel ou graphiquement, repose principalement sur les 
résidus. Les résidus représentent, d’une façon générale, la différence entre ce qui est observé 
et ce qui est prédit par le modèle. La difficulté dans l’interprétation des résultats graphiques 
que fournissent certains résidus est que l’on ne sait pas toujours évaluer l’adéquation du 
modèle aux données du fait que l’on ne sait pas si la tendance obtenue est due à une mauvaise 
spécification du modèle ou à une variation aléatoire. Une solution judicieuse est alors de 
travailler avec des résidus dont la distribution sous l’hypothèse nulle H0 est connue (H0 : 
« l’hypothèse est correcte »), ce qui permet d’élaborer un test formel ; ce type de résidus 
s’appuie généralement sur les processus stochastiques. 
En effet, les résidus existants ayant eu le plus de succès [Barlow, 1988][Therneau, 
1990] sont ceux qui ont été développés dans le cadre de la théorie des processus de comptage. 
Pour un individu i, au lieu de considérer la variable aléatoire Ti, comme cela a été fait 
précédemment, la survenue de l’évènement sera décrit par le processus ponctuel associé Ni. 
L’évènement considéré dans notre cas étant le décès, Ni est une fonction en escalier qui vaut 0 
tant que l’évènement n’a pas eu lieu et 1 dès que le patient décède. Si le patient est censuré, Ni
est nul tout au long du suivi. 
( ) { }1,1 =≤= iii tTtN δ
De la même manière, la présence du patient i dans la population au temps t est décrite par le 
processus Yi qui vaut 1 tant que le patient est toujours à risque dans la population et 0 s’il 
n’est plus à risque (censuré, perdu de vue, ou décédé). 
( ) { }tTtY ii ≥= 1  
En supposant que l’on ait une population de n patients, le processus de comptage N et le 
processus d’indicateur de présence Y sont les suivants : 
( ) ( )?
=
=
n
i
i tNtN
1
( ) ( )?
=
=
n
i
i tYtY
1
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La théorie des processus de comptage repose principalement sur la décomposition de Doob-
Meyer [Meyer, 1962][Meyer, 1963] qui dit qu’en survie, en raisonnant à l’échelle 
individuelle, le processus de comptage Ni(t) pour le patient i faisant partie d’une population de 
taille n, peut s’écrire comme la somme d’une martingale Mi(t) et d’un processus prévisible 
croissant ?i(t) tel que E(?i(t)) < + ? pour tout t et ?i(0) = 0. Cette décomposition est unique : 
( ) ( ) ( )
( ) ( ) ( ) ( )tMduuuYtN
tMttN
ii
t
ii
iii
+=
+Λ=
? λ0
Cette décomposition peut être vue comme la décomposition classique « données = partie 
attendue + aléa », ou encore de manière analogique comme « Y = ?X + ? » avec Y, X et ?
représentant respectivement la variable expliquée, les variables explicatives et le bruit. 
La martingale Mi(t) est alors assimilé à un résidu. Elle a la propriété suivante : 
( )( ) 0=tME i i∀
En nous plaçant dans la situation où le taux de mortalité du patient i prend la forme usuelle : 
( ) ( ) ( )ii ztt βλλ exp0=
avec ?0(t) représentant le taux de base au temps t, zi représentant le vecteur des covariables 
incluses dans le modèle pour le patient i et ? représentant le vecteur de leurs effets, le 
processus des résidus de martingale individuel [Therneau, 1990] s’écrit de la manière 
suivante : 
( ) ( ) ( ) ( ) ( )duzuuYtNtM it iii βλ ˆexpˆˆ 00?−=
Il représente pour l’individu i, la différence entre le processus de comptage observé au temps t
(binaire 0/1), et le compensateur de ce processus estimé par le modèle au temps t. D’une 
(III.1) 
(III.2) 
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façon plus générale, cela représente, pour le patient i, la différence entre le nombre 
d’évènements observés au temps t et celui qui serait attendu par le modèle au temps t. 
Que l’on se place dans un modèle semi-paramétrique (modèle de Cox) ou un modèle 
paramétrique, les processus des résidus de martingale s’expriment de cette même façon (avec 
( )duu0λ estimé à l’aide de l’estimateur de Breslow dans le cas du modèle de Cox). 
III.2 Objectif 
Très peu d’outils diagnostics existent en survie nette. L’objectif principal de ce travail 
est donc de développer une « boîte à outils » composée de différents tests formels permettant 
de vérifier certaines hypothèses d’un modèle paramétrique du taux en excès et d'en évaluer les 
performances. Les hypothèses d’intérêt qui seront étudiées concernent l’hypothèse de 
proportionnalité des taux, la forme fonctionnelle et la fonction de lien. Nous nous efforcerons 
de développer ces tests dans un même cadre théorique. Pour cela, une étude des principaux 
résidus existant dans le cadre de la survie globale a été effectuée au préalable, afin de 
s’approprier les outils, de comprendre leur principe et de pouvoir les adapter en survie nette. 
III.3 Résidus existants développés dans le cadre de la survie 
globale 
 Dans cette partie sont présentés tout d’abord les résidus les plus pertinents développés 
dans le cadre de la survie globale tels que les résidus de martingale [Therneau, 1990] et les 
résidus de Schoenfeld [Schoenfeld, 1982] permettant de vérifier respectivement la forme 
fonctionnelle et l’hypothèse des taux proportionnels. Sont ensuite présentés les résidus 
développés dans le cadre des processus de comptage qui permettent de vérifier les mêmes 
hypothèses ainsi que la forme de la fonction de lien. Le travail effectué dans cette partie a été 
de comprendre intuitivement, théoriquement et méthodologiquement chacun de ces résidus, 
en se focalisant principalement sur ceux développés dans le cadre des processus de comptage, 
afin de pouvoir les adapter dans le cadre de la survie nette. 
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III.3.1 Résidus de martingale 
Définition 
Les résidus de martingale [Therneau, 1990] représentent pour l’individu i, la différence entre 
l’évènement observé (binaire 0/1), et le taux de mortalité prédit par le modèle au temps Ti, 
temps de suivi observé pour le patient i. D’une façon plus générale, cela représente, pour le 
patient i, la différence entre l’évènement observé et ce qui serait attendu par le modèle au 
temps Ti (correspond au processus des résidus de martingale individuel (III.2) estimé au temps 
Ti) : 
( ) ( ) ( ) ( )?−= iT iiiii duzuTNTM 0 0 ˆexpˆˆ βλ
Ces résidus sont asymétriques et négatifs pour les patients censurés. 
En utilisant la décomposition de Doob-Meyer pour le processus Ni : 
( ) ( ) ( )?−= iT iiiii duuTNTM 0 λ , avec notamment i∀ , ( )( ) 0=ii TME
Pour que ( ) ( )? iT i duzu0 0 ˆexpˆ βλ  estime correctement ( )? iT i duu0 λ , i.e. le modèle est correct, cela 
implique que : 
( )( ) 0ˆ ≈ii TME
Principe 
Afin d’illustrer en quoi ces quantités sont des résidus, nous allons les utiliser sur données 
simulées afin d’en comprendre le principe. Dans cet exemple, la covariable d’intérêt est l’âge. 
Cette covariable suit une loi uniforme qui génère 26.7% de patients compris dans la classe 
d’âge [30,65], 33.3% de patients compris dans la classe d’âge [65,75] et 40% de patients 
compris dans la classe d’âge [75,85]. Cette covariable aura un effet linéaire-proportionnel sur 
le taux de mortalité qui s’exprimera alors de la manière suivante : 
(III.3) 
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( ) ( ) ( )Agectt Age ××= βλλ exp0  avec 05.0=Ageβ . La covariable année de diagnostic suit une 
loi uniforme entre 1980 et 1985. Le temps de survie des patients T a été généré à l’aide de la 
méthode de la transformation inverse à partir d’une distribution exponentielle avec le 
paramètre ?0(t) = ?0 = 0.5. La censure administrative a été fixée à 1995. Le temps potentiel de 
suivi Tmax est donc égale à 1995 moins l’année de diagnostic. Le temps final d’observation est 
donc égale au minimum de {T, Tmax}. Les données sont alors composées d’une variable Etat
indiquant si le patient est décédé pendant le temps d’observation ou s’il a été censuré. Un 
échantillon constitué de 15 patients a été généré. 
Les données générées sont les suivantes : 
Table III.1. Description des données simulées suivant le modèle ( ) ( )Agect ××= 05.0exp5.0λ
Patient     Age Agec  DureeDeVie  Etat     Rm.1     Rm.Agec 
    1  42.99925  -17  10.0000000    0 -4.29969107 -1.5383735 
    2  30.05667  -30  6.32777884    1 -1.72074942  0.5519951 
    3  44.84871  -15  2.26928905    1  0.02427581  0.6066289 
    4  48.39114  -12  3.09862141    1 -0.33231148  0.3575233 
    5  65.05094    5  1.02886544    1  0.55761964  0.4114555 
    6  72.18368   12  0.22477223    1  0.90335488  0.8047274 
    7  73.59252   14  0.85100787    1  0.63409291  0.1669272 
    8  66.28243    6  3.48076680    1 -0.49662219 -1.1135916 
    9  73.63474   14  0.41754209    1  0.82046980  0.5912576 
   10  84.59939   25  0.31853628    1  0.86303924  0.3987047 
   11  77.10157   17  0.63857190    1  0.72543381  0.2522861 
   12  75.82544   16  1.85734830    1  0.20139761 -1.0487717 
   13  83.07405   23  1.91636881    1  0.17602061 -2.2103853 
   14  82.83788   23  0.02513456    1  0.98919292  0.9578935 
   15  84.24902   24  0.10587522    1  0.95447693  0.8117228 
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Figure III.1. Résidus de martingale en fonction de l’âge centré au diagnostic après ajustement d’un modèle 
exponentiel prenant en compte l’effet de l’âge centré sur le taux de mortalité (M.Agec) et après ajustement d’un 
modèle exponentiel sans prise en compte de cet effet (M.1) 
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La figure III.1 représente les résidus de martingale en fonction de l’âge centré. En triangles 
gris foncé sont représentés les résidus de Martingale (Rm.1) en fonction de l’âge lorsque l’âge 
n’est pas inclus dans le modèle (M.1) et en ronds sont représentés les résidus de Martingale 
(Rm.Agec) en fonction de l’âge lorsque l’âge est inclus dans le modèle (M.Agec). Les résidus 
d’un même individu sont reliés d’un trait vertical en pointillés. Les résidus de martingale ne 
peuvent pas dépasser 1, d’où la ligne horizontale à ce niveau. Nous pouvons observer que 
pour les personnes les plus jeunes, Rm.1 < Rm.Agec, alors que pour les personnes les plus 
vieilles, la tendance est inversée, c’est-à-dire, Rm.1 > Rm.Agec. En effet, cela est dû au fait 
que pour les jeunes, le taux de mortalité estimé par (M.1) est trop élevé par rapport au taux de 
mortalité estimé par (M.Agec).  
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Nous pouvons voir que l'espérance des résidus de Martingale (Rm.1) n'est pas nulle pour 
l'ensemble des âges (le lissage des résidus a une tendance linéaire), le modèle M.1 n'est donc 
pas correcte (notons que notre échantillon étant petit, la variabilité est grande, mais ce jeu de 
données illustre déjà le principe). 
Etude de la forme fonctionnelle d’une covariable 
Utilisation 
Ces résidus permettent particulièrement d’étudier la forme fonctionnelle d’une covariable. En 
effet, Therneau a démontré [Therneau, 1990] que l’espérance des résidus de martingale était 
proportionnelle à la forme fonctionnelle des covariables. 
Afin d’étudier la forme fonctionnelle d’une covariable, les résidus de martingale peuvent être 
utilisés graphiquement de la manière suivante : 
Les résidus de martingale doivent être représentés en fonction de la covariable d’intérêt 
[Therneau, 1990] : 
? Pour chaque patient i, calculer le résidu de martingale obtenu à partir du modèle 
ajusté au temps Ti. Nous obtenons ainsi un vecteur de longueur égale au nombre de 
patients présents dans notre échantillon tel que : 
( )
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? Faire le graphique de l’espérance des résidus de martingale (en utilisant un lowess 
par exemple) en fonction de la covariable d’intérêt zk. 
???
?
( )
( )
( )??
??
??
?
?
??
??
??
?
?
nn TM
TM
TM
ˆ
ˆ
ˆ
22
11
?  en fonction de 
??
??
??
?
?
??
??
??
?
?
kn
k
k
z
z
z
?
2
1
o Si le lissage de ces résidus est une droite horizontale proche de zéro, la 
covariable d’intérêt a bien été prise en compte dans le modèle 
o Si le lissage de ces résidus n’est pas une droite horizontale proche de zéro, 
cela signifie que la covariable d’intérêt n’a pas bien été prise en compte 
dans le modèle. Le graphe représente alors une approximation de la forme 
fonctionnelle de cette covariable. 
Exemple 
Afin de comprendre leur comportement, nous allons observer la sensibilité des résidus à la 
forme fonctionnelle modélisée ainsi qu’à la distribution utilisée. Pour cela, nous allons 
confronter les résidus obtenus après ajustement de différents modèles (modèle exponentiel 
sans prise en compte de l’effet de l’âge, modèle exponentiel avec prise en compte de l’effet de 
l’âge, modèle log-normal sans prise en compte de l’effet de l’âge, modèle log-normal avec 
prise en compte de l’effet de l’âge) sur données simulées. En ce qui concerne ces données, la 
covariable âge suit une loi uniforme qui génère 25% de patients compris dans la classe d’âge 
[30,65], 35% de patients compris dans la classe d’âge [65,75] et 40% de patients compris dans 
la classe d’âge [75,85] et la covariable année de diagnostic suit une loi uniforme entre 1980 et 
1985. La covariable âge aura un effet linéaire-proportionnel sur le taux de mortalité qui 
s’exprimera alors de la manière suivante : ( ) ( ) ( )Agectt AgeLN ××= βλλ exp  avec 05.0=Ageβ . 
La covariable année de diagnostic suit une loi uniforme entre 1980 et 1985. Le temps de 
survie des patients T a été généré à l’aide de la méthode de la transformation inverse à partir 
d’une distribution log-normale avec les paramètres μ et ? respectivement fixés à 0.875 et 
1.37. La censure administrative, le temps potentiel de suivi Tmax, le temps final d’observation 
et la variable état ont été générés de la même manière qu’exposé dans la partie « Principe ». 
1000 échantillons constitués de 500 patients chacun ont été générés. 
???
?
Les résultats sont les suivants : 
Figure III.2. Evaluation de la sensibilité des résidus de martingale à la forme fonctionnelle de l’âge modélisée 
ainsi qu’à la distribution utilisée  
En ce qui concerne le graphe de gauche, le modèle simulé est le modèle log-normal avec prise en 
compte de la covariable âge de façon linéaire-proportionnelle et les modèles ajustés sont le modèle 
exponentiel sans prise en compte de la covariable âge dans le modèle (courbes grises) et le modèle 
exponentiel avec prise en compte de la covariable âge de façon linéaire-proportionnelle (courbes 
noires). 
En ce qui concerne le graphe de droite, le modèle simulé est le modèle log-normal avec prise en 
compte de la covariable âge de façon linéaire-proportionnelle et les modèles ajustés sont le modèle 
log-normal sans prise en compte de la covariable âge dans le modèle (courbes grises) et le modèle log-
normal avec prise en compte de la covariable âge de façon linéaire-proportionnelle (courbes noires). 
Nous pouvons observer que pour les deux distributions étudiées, lorsqu’il n’y a pas d’ajustement sur 
l’âge, le graphe de la moyenne du lowess des résidus de martingale sur les 1000 jeux de données est 
linéaire. Cela signifie que la covariable n’a pas bien été prise en compte dans le modèle et qu’elle 
devrait être prise en compte de manière linéaire. En revanche, lorsqu’il y a eu ajustement sur l’âge, le 
graphe de la moyenne du lowess des résidus de martingale sur les 1000 jeux de données tend vers une 
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droite constante proche de zéro. Cela signifie que la covariable a bien été prise en compte dans le 
modèle. 
Les résidus de martingale prennent donc bien en compte la façon dont a été intégrée la covariable 
d’intérêt dans le modèle mais ne sont pas sensibles à la distribution utilisée car les conclusions que 
l’on peut faire sont similaires. En effet, lorque que l’on ajuste un modèle exponentiel avec l’effet de 
l’âge correctement spécifié, les résidus ne détectent pas que la distribution utilisée n’est pas correcte 
(les données sont simulées avec une loi log-normale et non pas une distribution exponentielle). 
III.3.2 Résidus de Schoenfeld 
Définition 
Les résidus de Schoenfeld [Schoenfeld, 1982] ont été définis uniquement dans le cadre du 
modèle de Cox, pour chaque covariable incluse dans le modèle, à partir de la vraisemblance 
partielle. 
En ne raisonnant que sur les r patients décédés, la probabilité conditionnelle que cela soit le 
patient j qui décède au temps tj, sachant les personnes à risque en tj, est (vraisemblance 
partielle individuelle) : 
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où Dj représente l’évènement décès pour le patient j et Rj représente le nombre de patients à 
risque au temps tj. 
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La vraisemblance partielle globale s’exprime alors de la manière suivante (avec son 
équivalent dans le cadre des processus de comptage) : 
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En passant à la log-vraisemblance (? temps maximal de suivi),  
?
( ) ( ) ( )( ) ( )
( )
( ) ( ) ( )( ) ( ) ( ) ( )
( ) ( ) ( ) ( )udNzuYzV
udNzuYzuYV
zuY
zuYV
i
n
i j
jji
i
n
i j
jjii
n
i
udN
j
jj
ii
i
?? ?
?? ?
?? ?
=
=
=
???
?
???
?
???
?
???
?
−=
???
?
???
?
???
?
???
?
−=
??
??
?
?
??
??
?
?
??
?
?
?
??
?
?
?
=
1
0
*
1
0
*
1
0
*
exploglog
explogexploglog
exp
exp
loglog
τ
τ
τ
βββ
βββ
β
ββ
?
?
Afin d’estimer les paramètres du modèle, le maximum de vraisemblance est utilisé. La kième
composante du vecteur score, qui représente la dérivée de la log-vraisemblance au temps 
maximal de suivi ? par rapport à la variable ?k, est la suivante (avec { }pk ,...,1∈ , p étant le 
nombre de covariables incluses dans le modèle) : 
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L’utilisation du score partiel nous amène à exprimer la moyenne pondérée de la kième
covariable au cours du temps par : 
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et la variance pondérée de la kième covariable au cours du temps par : 
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Les résidus de Schoenfeld du patient décédant au temps ti, Schi, sont définis comme un 
vecteur de p composantes Schi = (Schi1,…, Schip) tel que : 
( )[ ] ( )udNuzzSch it kikik i? −= 0 ,β ⇔ ( )[ ]ikikik tzzSch ,β−=
Ces résidus représentent la différence entre la valeur observée de la kième covariable de 
l’individu décédant au iième temps et la valeur attendue de cette covariable pour le patient 
décédé sous le modèle proportionnel ajusté. Cette valeur attendue est une moyenne pondérée 
de la covariable zk par le risque de décès des patients encore à risque. Si l’effet de la 
covariable d’intérêt est proportionnel, la différence ne doit pas dépendre du temps et doit 
fluctuer autour de zéro. Si la différence est importante, cela signifie que l’individu s’éloigne 
du profil moyen ; dans certains cas, cela est dû au fait que le patient décède trop tard ou trop 
tôt par rapport à son risque de décès. 
(III.4) 
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Test de l’hypothèse des taux proportionnels 
Lien entre les résidus de Schoenfeld et le coefficient de la covariable d’intérêt 
Ces résidus ont été développés afin de pouvoir tester l’hypothèse des taux proportionnels du 
modèle de Cox ; c’est-à-dire, étudier si l’effet est constant ou s’il varie au cours du temps 
[Schoenfeld, 1982][Grambsh, 1994]. 
Les résidus de Schoenfeld sont définis à chaque temps d’évènement de la manière suivante : 
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En utilisant le développement de Taylor, le second terme s’exprime de la manière suivante : 
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Le premier terme représentant les résidus de Schoenfeld sous le vrai modèle, son espérance 
est nulle. L’espérance de ces résidus conditionnellement à ce qui a été observé jusqu’en ti
(dénoté par Fti) s’exprime alors de la manière suivante : 
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La forme de l’effet de la covariable d’intérêt au cours du temps peut être approximée par : 
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Donc, comme cela a été démontré [Grambsch, 1994], 
( ) ( )itik tFSchE i ββ ≈+*
*
ikSch  représentant le résidu de Schoenfeld standardisé de la k
ième covariable pour le patient 
décédant au temps ti. 
L’approximation faite par Schoenfeld [Schoenfeld, 1982] est équivalente : 
( ) ( ) ( ) ( )( )22 iikiikikik RzERzEtgSchE −×≈
avec zik représentant la kième covariable de l’individu décédant au temps ti et gk(t) étant 
fonction de ?k et ?k(t) 
Ces deux approximations montrent que toutes les variations de l’effet de la covariable 
d’intérêt en fonction du temps peuvent être identifiées en faisant le graphe des résidus de 
Schoenfeld en fonction du temps. Leur somme sur tous les patients étant équivalente au 
vecteur score, elle doit être égale à zéro : 
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Evolution de la moyenne pondérée
L’objectif dans cette partie est d’étudier l’évolution de la moyenne pondérée dans le cas 
simple d’une variable binaire, ce qui correspond à étudier l’évolution du second terme dans 
l’expression des résidus de Schoenfeld : 
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En effet, la manière dont va évoluer la moyenne pondérée va permettre la détection du 
caractère proportionnel ou non de l’effet de la covariable zk. 
Cette étude va s’effectuer à l’aide de deux scénarios : 
? Scénario 1 
L’effet de la covariable (ici, le sexe) est proportionnel (PH). 
50% Femmes : ( ) ( ) ( ) ( ) 3894.0125.0exp5.0exp0 =×−×=×= Sexett SexeF βλλ
50% Hommes : ( ) ( ) ( ) ( ) 5.0025.0exp5.0exp0 =×−×=×= Sexett SexeH βλλ
? Scénario 2 
L’effet du sexe est non-proportionnel (NPH) : le taux relatif homme vs femme est 0.5/0.3894 
entre 0 et 5 ans, puis 0.25/0.3894 entre 5 et 15 ans. 
50% Femmes : ( ) ( ) ( ) ( ) 3894.0125.0exp5.0exp0 =×−×=×= Sexett SexeF βλλ
50% Hommes : 5≤t  : ( ) ( ) ( ) ( ) 5.0025.0exp5.0exp0 =×−×=×= Sexett SexeH βλλ
  5>t  : ( ) ( ) ( ) ( ) 25.0025.0exp25.0exp5.0 0 =×−×=××= Sexett SexeH βλλ
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? Proportions théoriques et survies théoriques 
Soient SF(t) (femmes) et SH(t) (hommes) les survies de chaque groupe au temps t. 
Soient ?F(t) (femmes) et ?H(t) (hommes) les proportions de patients dans chaque groupe au 
temps t. 
Les taux de mortalités étant générés à l’aide d’une distribution exponentielle (constants au 
cours du temps), la survie de chaque groupe s’exprime de la manière suivante : 
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En ce qui concerne les proportions de femme ou d’homme encore à risque au temps t  : 
En t = 0, 
?F(0) = 0.5 
?H(0) = 0.5 
∀ t ∈  R, 
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? Moyennes pondérées théoriques 
A partir des proportions théoriques, on peut donc calculer les moyennes pondérées théoriques 
à chaque temps : 
En partant de la formule générale, on a : 
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Puis en passant par les proportions, la formule devient : 
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? Graphes des quantités théoriques (figure III.3-III.4) 
En observant les taux de mortalité théoriques du premier scénario, les hommes ayant un taux 
de mortalité plus importants que les femmes (figure III.3.a), leur survie diminue plus 
rapidement (figure III.3.b). La proportion d’homme au cours du temps doit alors diminuer 
alors que celle des femmes doit augmenter (figure III.3.c). Nous nous attendons alors à ce que 
la moyenne pondérée tende vers la valeur 1 (vers les femmes) (figure III.4.a). En ce qui 
concerne le deuxième scénario (figure III.3.d), dans un premier temps, de 0 à 5 ans, le 
scénario est identique au précédent. Dans un second temps, à partir de 5 ans de suivi, le taux 
de mortalité des hommes diminue et devient inférieur à celui des femmes (la cassure est due 
au fait que l’effet théorique du sexe est une fonction par morceaux). Leur survie re-augmente 
(figure III.3.e), tout comme leur proportion au sein du groupe (figure III.3.f). La moyenne 
pondérée tend donc vers celle des hommes, c’est-à-dire zéro (figure III.4.b). 
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Figure III.3 : Grandeurs théoriques sous les différents scénarios analysés  
pour l’étude du caractère proportionnel de la covariable sexe
Scénario 1 : Données simulées LIN-PH 
Scénario 2 : Données simulées LIN-NPH 
???? ???? ????
???? ??? ????
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Figure III.4 : Moyennes pondérées théoriques sous les différents scénarios analysés  
pour l’étude du caractère proportionnel de la covariable sexe 
Figure III.5 : Moyennes pondérées empiriques sous les différents scénarios analysés  
pour l’étude du caractère proportionnel de la covariable sexe 
Figure III.3. Grandeurs théoriques sous les différents scénarios analysés 
pour l’étude du caractère proportionnel de la covariable sexe
        ?
(a) Scénario 1 : LIN-PH (b) Scénario 2 : LIN-NPH 
Scénario 1 Scénario 2 
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En ajustant un modèle proportionnel sur les données obtenues à l’aide des deux scénarios 
étudiés, nous allons observer l’allure de la moyenne des moyennes pondérées empiriques 
(Figure III.5). Lorsque nous nous plaçons dans le scénario 1, nous pouvons observer que la 
moyenne des moyennes pondérées empiriques sur les 1000 échantillons suit bien l’allure de la 
moyenne pondérée théorique. La mauvaise adéquation sur la fin du suivi (à partir de 11 ans 
environ) est due au fait que pour beaucoup de jeu de données, le dernier décès a eu lieu avant, 
la moyenne pondérée n’est donc plus estimée au-delà (en moyenne, il reste 3.047 personnes à 
risque à onze ans de suivi). La figure III.6.a, qui est une illustration des résidus de Schoenfeld 
sur un jeu de données simulé dans le cadre du scénario 1, montre bien que le lissage des 
résidus est proche de zéro et ne reflète aucune forme particulière de l’effet de l’âge en 
fonction du temps. En revanche, pour le second scénario, la moyenne des moyennes 
pondérées empiriques ne suit pas la moyenne pondérée théorique du modèle LIN-PH mais 
bien la moyenne pondérée théorique du modèle LIN-NPH. Sur la première période, de 0 à 5 
ans, nous nous attendons à ce que la moyenne pondérée empirique soit confondue avec la 
moyenne pondérée théorique. L’écart que nous pouvons observer est dû au fait que lorsque 
l’on ajuste le modèle proportionnel sur les données, l’effet de du sexe estimé est biaisé, ce qui 
conduit à une moyenne pondérée biaisée. En ce qui concerne la seconde période, à partir de 5 
ans de suivi, la moyenne pondérée empirique tend vers zéro comme attendue (la mauvaise 
adéquation à la fin du suivi ainsi que l’écart à la moyenne pondérée théorique sont dus aux 
mêmes raisons que celles expliquées précédemment, à onze ans de suivi, il reste en moyenne 
5.457 personnes à risque). La figure III.6.b illustre l’utilisation des résidus de Schoenfeld sur 
un jeu de données simulé dans le cadre du scénario 2. Contrairement à la figure III.6.a, nous 
pouvons observer que le lissage des résidus n’est pas proche de zéro : l’effet du sexe varie au 
cours du temps. 
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Figure III.6 : Illustration des résidus de Schoenfeld et de la moyenne pondérée associée sous les différents 
scénarios analysés pour l’étude du caractère proportionnel de la covariable sexe 
Dans le cas d’une variable binaire, nous avons pu voir que lorsque la moyenne pondérée ne 
change pas d’allure au cours du temps, cela signifie que l’effet de la covariable est 
proportionnel, sinon l’effet est non-proportionnel, la répartition de la covariable d’intérêt au 
cours du temps n’évolue pas comme attendu dans le cadre d’un modèle proportionnel. 
Scénario 1 Scénario 2 
(a) (b) 
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III.3.3 Transformées de Martingale  
La théorie des processus stochastiques a rendu disponibles de nombreux résultats utiles à 
l’élaboration d’outils permettant de tester les hypothèses des modèles de survie. Les résultats 
les plus utiles dans notre cas sont liés aux transformées de martingale MT (Martingale 
Transformed), qui s’expriment de façon générale comme suit : 
( ) ( ) ( )??
=
=
n
i
i
t
i udMuhtMT
1
0
avec i étant l’indice du patient, hi étant un processus dit « prévisible » associé au patient i et 
Mi la martingale associée au patient i. 
Les transformées de martingale sont elles-mêmes des martingales et conservent donc les 
propriétés des martingales. On sait donc qu’une transformée de martingale a une espérance 
nulle et une variance égale à E( < M >t ). 
Le fait d’exprimer certaines quantités en tant que transformées de martingale permet de 
connaitre leur distribution sous l’hypothèse nulle et donc de voir quand est-ce que celle-ci 
peut être acceptée ou rejetée. 
Dans le cadre des modèles de survie, en posant hi(t) un processus prévisible, on peut définir 
l’intégrale de Stieljes aléatoire du processus hi par rapport au processus Mi telle que : 
( ) ( ) ( ) ( ) ( ) ( )tduhtdNuhuMduh it iit iit i Λ−= ??? ˆˆ 000
Dans cette expression, nous pouvons retrouver le terme observé ( ) ( )tdNuh it i?0 , le terme prédit 
par le modèle ( ) ( )tduh it i Λ? ˆ0  ainsi que le terme résiduel ( ) ( )uMduh it i ˆ0? . Ce dernier terme 
mesure une différence entre ce qui est observé et ce qui est prédit par le modèle, nous 
pouvons alors bien parler de résidus. 
(III.5) 
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La plupart des résidus sont utilisés à travers des tests graphiques, sans test formel. Les 
résultats obtenus doivent donc être interprétés avec précaution. En effet, il est souvent difficile 
de déterminer si les tendances qui en ressortent sont dues à la spécification de mauvaises 
hypothèses de départ lors de la construction de modèle ou si cela est dû à de simples 
variations aléatoires. Il est donc plus prudent d’utiliser des résidus dont les caractéristiques 
sous l’hypothèse nulle (H0 : l’hypothèse testée est correcte), sachant les autres hypothèses 
correctes, sont connues. 
Les résidus, présentés dans la suite, ont été proposés par Lin [Lin, 1993][Lin, 1996] sous la 
forme générale des processus suivants :  
Soit zk la covariable d'intérêt. 
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Le processus du score qui permet de tester l'hypothèse de proportionnalité de l'effet de la 
covariable d'intérêt est un cas particulier du processus Wz en prenant f(y) = y et x = +?. 
Les résidus de martingale cumulés qui permettent de vérifier si la forme fonctionnelle est 
correcte sont un cas particulier du processus Wz en prenant f(y) = 1 et t = ?. 
Les résidus de martingale cumulés qui permettent de vérifier si la fonction de lien est correcte 
sont un cas particulier du processus Wr en prenant f(y) = 1 et t = ?. 
Nous avons pu voir que ces processus pouvaient s'écrire sous la forme d'une transformée de 
martingale: en utilisant différentes fonctions hi, différentes hypothèses peuvent être testées 
comme présenté ci-dessous (figure III.7) : 
????
?
Figure III.7. Trois choix de fonction hi pour définir trois transformées de martingale différentes pour tester les 
trois principales hypohèses en analyse de survie 
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III.3.3.a. Processus du score 
 Dans cette sous-partie, nous allons voir que le processus du score peut s’écrire comme 
une transformée de martingale. En utilisant cette écriture, un test formel reposant sur le 
processus du score et utilisant les propriétés des martingales pourra donc être élaboré pour 
tester l'hypothèse des taux proportionnels. 
Définition 
En se plaçant sous le modèle (III.1) que nous rappelons ici : 
( ) ( ) ( )ii ztt βλλ exp0=
le processus du score au temps t représente le vecteur de la dérivée de la log-vraisemblance au 
temps t par rapport à ?k, t ? [0,?] (? représentant le temps de suivi maximal dans la population 
étudiée), ?k coefficient des covariables du modèle, k ? {1,…,p}, p nombre de covariables dans 
le modèle. 
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Le processus du score ne s’exprime pas de la même manière dans le modèle de Cox et dans 
un modèle paramétrique. 
Modèle de Cox 
Dans le cadre du modèle de Cox [Cox, 1972], le processus du score pour la kième covariable 
peut s’exprimer de la façon suivante (Appendix 1) :
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Le processus du score est donc un cas particulier des résidus de transformée de martingale où 
la fonction prévisible hi est égale à ( )[ ]uzzik ,β− .
Modèle paramétrique 
Dans le cadre d’un modèle paramétrique, la log-vraisemblance s’écrit de la manière suivante 
(Appendix 2.1) : 
( ) ( ) ( )( )[ ]? +Λ−=
i
iii tttL λδβ log,
La dérivée de la log-vraisemblance par rapport à ?k au temps t, qui représente le processus du score 
pour la kième covariable au temps t, s’écrit de la manière suivante (Appendix 2.1) : 
( ) ( )? ? ??????= i
t
iikk udMztU 0,β
Le processus du score est donc un cas particulier des résidus de transformée de martingale où 
la fonction prévisible hi est égale à zik. 
Le fait d’écrire le processus du score comme une transformée de martingale permet de 
déduire sa distribution sous l’hypothèse nulle : le processus doit fluctuer autour de zéro avec 
une certaine variance. 
Test de l’hypothèse des taux proportionnels
Intuition 
Le score est évalué à chaque temps de suivi t = (t1,…,tm), comme si les données étaient 
artificiellement censurées en t = (t1,…,tm) . Or si le modèle proportionnel est correct, 
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l’estimation des coefficients est identique que l’on censure les données à t1 ou t2 ou à 
n’importe quel t. Donc sous un modèle proportionnel, si on évalue le processus du score à 
n’importe quel temps t, il doit être proche de zéro car cela correspond au score qu’on aurait si 
on censurait les données en t. Ce processus doit donc fluctuer autour de zéro avec une 
variance égale à E
tk
U .
Approximation de la distribution du processus du score sous l’hypothèse nulle 
En utilisant le développement de Taylor pour le vecteur ? (? = {?1,…, ?p}, p étant le nombre 
de covariables introduites dans le modèle) (Appendix 2.2), il a été établi [Lin, 1996] que la 
distribution de ( )tUn ,ˆ21 β−  etait asymptotiquement équivalente à la distribution du processus 
Wz, tel que : 
( ) ( ) ( ) ( ) ( )?????? −= −− τβτβββ ;;ˆ;ˆ; 01021 UItItUntWz ?
?
U(?0,t) représentant le processus du score sous l’hypothèse nulle au temps t, U(?0,?) 
représentant le processus du score sous l’hypothèse nulle au temps ? (score usuel), I(?,t) 
représentant l’opposé de la dérivée seconde du logarithme de la vraisemblance au temps t et 
I(?,?) représentant l’opposé de la dérivée seconde du logarithme de la vraisemblance au temps 
? (matrice information). 
Cependant, nous connaissons la distribution du processus du score observé ( )tU ,βˆ ?mais pas 
celle du processus du score ( )tU ,0β  sous l'hypothèse nulle. 
En approximant Mi par le processus gaussien Ni(u).Gi (Appendix 2.2), Gi suivant une loi 
normale standardisée, Uk(?0;t) pourra alors être approximé par ( )tM k1ˆ  tel que pour le modèle 
de Cox, ( )tM k1ˆ  est égale à : 
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et pour le modèle paramétrique de type (III.1), ( )tM k1ˆ  est égale à : 
( ) ( ) ii
i
t
ikk GudNztM ??= 01ˆ
La distribution de ( )ztWz ,  étant équivalentes asymptotiquement au processus ( )ztWz ,~
(Appendix 2.3), le processus du score peut donc être approximé par : 
( ) ( ) ( ) ( ) ( )?????? −= −− ττββ 11121 ˆ;ˆ;ˆˆ,~ MItItMnztWz
Test statistique pour tester l’hypothèse H0 : « L’hypothèse des taux proportionnels est 
correcte » 
Pour tester l’hypothèse H0 : « L’hypothèse des taux proportionnels est correcte » (en 
supposant les autres hypothèses du modèle correctes), la statistique de test utilisée est la 
valeur maximale (en valeur absolue) du processus du score observé : 
( )tUn k
t
,ˆsup 2
1 β
Comme classiquement en statistique, si cette statistique de test est « trop élevée » par rapport 
à ce qui est attendu sous H0, alors nous aurons tendance à rejeter H0. 
D’un point de vue pratique, des processus gaussiens (III.6) dont la distribution sous 
l’hypothèse nulle est équivalente à celle du processus ( )tUn k ,ˆ21 β  seront simulés. 
(III.6) 
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Afin d’accepter ou de rejeter l’hypothèse nulle, la p-value, représentant le nombre de fois 
pour lesquelles la statistique de test est inférieure à la valeur maximale (en valeur absolue) des 
processus gaussiens simulées sera estimée : 
( )
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ik
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1? ?????? <
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Avec n.sim représentant le nombre de processus gaussiens simulés et isim représentant le 
processus gaussien i en valeur absolue. 
Autrement dit, en fixant ? à 5%, l'hypothèse de proportionnalité sera rejetée si la statistique de 
test est supérieure au maximum des processus simulés dans plus de 95% des cas. 
Il peut être utile de produire le graphe associé à ce test formel afin d’observer à quel moment 
du suivi nous nous éloignons de l’hypothèse proportionnel. 
Il faut noter que ce graphe ne permet pas de tester formellement l’hypothèse H0 (à part dans 
des cas particulier tel que le maximum du processus observé est supérieur au maximum des 
maximum des processus gaussien simulés). 
Le processus du score pour la covariable k doit être représenté en fonction du temps : 
? Pour chaque patient i, calculer la contribution au score individuel pour la 
covariable k à chaque temps de suivi distinct obtenu à partir du modèle ajusté. 
Nous obtenons ainsi une matrice de dimension (n.m) avec n étant le nombre de 
patients et m étant le nombre de temps de suivi distincts. 
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? Sommer les scores individuels pour la covariable k à chaque temps pour avoir la 
valeur du processus du score pour la covariable k à chaque temps et obtenir un 
vecteur de taille m tel que : 
( ) ( ) ( )( )mkkk tUtUtU ,ˆ,,,ˆ,,ˆ 21 βββ ?
? Faire le graphique du processus du score pour la covariable k en fonction des m 
temps. 
? Faire le graphique de plusieurs processus gaussiens correspondants en fonction du 
temps. 
Graphiquement, cela se représente comme ci-dessous (Figure III.8) : le processus du score 
observé est représenté en rouge et les processus gaussiens simulés sont représentés en gris). 
Dans le graphe (Figure III.8.a), le processus du score est inclus dans le « nuage » formé par 
les processus gaussiens simulés, nous pouvons voir directement que l’hypothèse nulle n’est 
pas rejetée. En revanche, dans le graphe (Figure III.8.b), le processus du score n’est pas 
toujours inclus dans le « nuage » formé par les processus gaussiens simulés, nous pouvons 
voir directement que l’hypothèse nulle est rejetée. Mais que dire lorsque l’on obtient le graphe 
(Figure III.8.c) ? Comment peut-on juger graphiquement que l’hypothèse nulle est rejetée ou 
pas ? 
Ce type de graphe ne constitue pas un test formel ; il doit être accompagné de la p-value 
associée. 
????
?
Figure III.8. Représentation graphique de l’utilisation des processus du score  
pour tester l’hypothèse des taux proportionnels 
?
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III.3.3.b. Résidus de martingale cumulés sur la covariable d’intérêt 
?
Définition 
Les résidus de martingales cumulées pour la covariable zk sont définis de la manière suivante : 
( ) ( ) ( )tdMxzIxM i
n
i
ikkcum ??
=
≤=
1
0,
,
τβ
Ces résidus sont un cas particulier des résidus de transformées de martingale où la fonction 
prévisible hi est égale à ( )xzI ik ≤ . Nous en déduisons donc que sous l’hypothèse H0 (H0 : 
« La forme fonctionnelle est correcte »), ce processus doit être d’espérance nulle avec une 
certaine variance. 
III.3.3.b.2. Etude de la forme fonctionnelle d’une covariable 
Intuition 
Il a été démontré [Therneau, 1990] que de lisser les résidus de martingales en fonction de la 
covariable d’intérêt donnait une approximation correcte de la forme fonctionnelle de cette 
covariable : 
- Si la forme fonctionnelle est correcte, le lissage des résidus en fonction de la 
covariable d’intérêt zk est une droite horizontale proche de zéro. Cela signifie que les 
résidus de martingale ont une valeur proche de zero; leur somme cumulées en fonction 
de la covariable d’interet doit être un processus d’espérance nulle et possédant une 
certaine variance. 
- Si la forme fonctionnelle est incorrecte, le lissage des résidus en fonction de la 
covariable d’intérêt zk n’est pas une droite horizontale proche de zéro. La forme 
obtenue représente une approximation de la forme fonctionnelle, cela implique qu’il 
existe une tendance dans la structure des résidus de martingale. Lorsque les résidus de 
martingale sont cumulés en fonction de la covariable d’intérêt, nous n’obtenons pas un 
(III.7) 
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processus d’espérance nulle : le processus s’écarte de la valeur zéro d’une façon 
particulière en lien avec la tendance que représente le lissage des résidus. 
En reprenant l’exemple illustré dans le paragraphe III.3.1 (figure III.1) concernant les résidus 
de martingale, lorsque la covariable âge n’est pas prise en compte dans le modèle (M.1), nous 
pouvons observer une tendance linéaire dans le lissage des résidus. En revanche, lorsque la 
covariable âge est incluse dans le modèle (M.Age), le lissage des résidus de martingale est 
proche de zéro. 
Lorsque nous cumulons ces résidus de martingale en fonction de la covariable (figure III.9), 
nous pouvons observer que le processus obtenu après avoir ajusté le modèle M.Agec (trait 
plein gris foncé) est plus proche de zéro avec une variance plus faible que le processus obtenu 
après avoir ajusté le modèle M.1 (pointillés gris foncé) qui s’éloigne de zéro. Notons que 
notre échantillon étant petit, la variabilité est grande, mais ce jeu de données illustre déjà notre 
propos. 
Figure III.9. Résidus de martingale cumulés en fonction de l’age centré 
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Approximation de la distribution du processus sous l’hypothèse nulle 
En utilisant le développement de Taylor sur la formule (III.7), ainsi que certaines 
approximations présentées dans la partie III.3.3.a concernant le processus du score, il a été 
démontré [Lin, 1996] que la distribution de ( )βˆ,21 xMn cum  était asymptotiquement 
équivalente à la distribution du processus Wz (Appendix 3), tel que: 
( ) ( ) ( ) ( ) ( )01021021 ,,;ˆ;, βττβτββ zJnIUnxMnxW cumz ××−= −−
avec ( ) ( ) ( ) ( )udzzxzIzJ ii
n
i
i 00
1
00
exp,, Λ≤=??
=
ββτ τ , ( )0, βxM cum  représentant le processus 
des résidus de martingale cumulées sous le vrai modèle, U(?0,?) représentant le score usuel 
sous le vrai modèle, I(?,?) représentant la matrice information. 
De la même manière que pour le processus du score, du fait que nous ne connaissons pas la 
distribution des temps de décès et la valeur des coefficients des covariables incluses dans le 
modèle sous l’hypothèse nulle, la distribution de la martingale n’est pas connue sous 
l’hypothèse nulle et, Uk(?0,t) sera approximé par ( )tM k1ˆ  : 
( ) ( ) ii
i
t
ikk GudNztM ??= 01ˆ
et ( )0,21 , βxMn kcum  sera approximé par ( )xP k1ˆ  : 
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Egalement, de la même manière que pour le processus du score, il a été montré que le 
processus ( )tWz  avait la même distribution asymptotique que le processus ( )tWz~  (Appendix 
2.3). La distribution des résidus de martingale cumulées peut donc être approximée par : 
( ) ( ) ( ) ( ) ( )?????? −= −− ττββτ 110121 ˆ;ˆ,,ˆ~ MIzJxPnxWz
Test statistique pour tester l’hypothèse H0 : « La forme fonctionnelle est correcte » 
Pour tester l’hypothèse H0 : « La forme fonctionnelle est correcte » en supposant les autres 
hypothèses du modèle correctes, la statistique de test utilisée est la valeur maximale (en valeur 
absolue) du processus observé : 
( )βˆ,sup ,21 xMn kcum
x
−
Le principe du test est le même que pour le processus du score : afin d’accepter ou de rejeter 
l’hypothèse nulle, la p-value, représentant le nombre de fois pour lesquelles la statistique de 
test est inférieure à la valeur maximale (en valeur absolue) des processus gaussiens simulées 
sera estimée. 
Graphiquement, les résidus de martingale cumulés peuvent être représentés en fonction de la 
covariable d’intérêt zk [Lin, 1993][Lin, 1996] : 
? Pour chaque patient i, calculer le résidu de martingale obtenu à partir du modèle 
ajusté au temps Ti. Nous obtenons ainsi un vecteur de longueur égale au nombre de 
patients présents dans notre échantillon 
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? Cumuler les martingales sur la covariable d’intérêt zk. Nous obtenons ainsi un 
vecteur de longueur égale à l, nombre de valeur prises par la covariable dans 
l’échantillon 
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? Faire le graphique de la somme cumulée des résidus de martingale en fonction de 
la covariable d’intérêt zk. 
? Faire le graphique de plusieurs processus gaussiens correspondants en fonction de 
la covariable d’intérêt zk. 
Tout comme pour le processus du score, le graphe du processus des résidus de martingale 
cumulés en fonction de la covariable d’intérêt ne constitue pas un test formel. 
III.3.3.c. Résidus de martingale cumulés sur le logarithme du taux relatif 
?
Définition 
Les résidus de martingales cumulées en fonction des valeurs du logarithme du taux relatif ?z
sont définis de la manière suivante : 
( ) ( ) ( )udMxzIxM i
n
i
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=
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De même que précédemment, ces résidus sont un cas particulier des résidus de transformées 
de martingale où la fonction prévisible hi est égale à ( )xzI i ≤β . Nous en déduisons donc que 
(III.8) 
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sous l’hypothèse H0 (H0 : « La fonction de lien est correcte »), ce processus doit être 
d’espérance nulle avec une certaine variance. 
Etude de la fonction de lien 
Intuition 
Lorsque le modèle de survie considéré n’est ajusté que sur une seule covariable, la forme 
fonctionnelle et la fonction de lien sont alors confondues : 
( ) ( ) ( )( )
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( ) ( )( )xgxfl exp= ?
En considérant le logarithme du taux relatif ?z comme étant une covariable à part entière, ? = 
?z, l’étude de la fonction de lien revient à vérifier la forme fonctionnelle utilisée pour la 
covariable ?. Les résidus de martingale sont donc cumulés sur la covariable ? avec la même 
intuition et le même raisonnement que ceux expliqués dans les parties concernant la forme 
fonctionnelle. 
Approximation de la distribution du processus sous l’hypothèse nulle 
En utilisant le développement de Taylor sur la formule (III.8), ainsi que certaines 
approximations présentées dans la partie III.3.3.a concernant le processus du score, il a été 
montré [Lin, 1996] que la distribution de ( )βˆ,21 xMn cum  était asymptotiquement équivalente à 
la distribution du processus Wz (Appendix 4), tel que: 
( ) ( ) ( ) ( ) ( )01021021 ,,;ˆ;, βγττβτββ JnIUnxMnxW cumz ××−= −−
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des résidus de martingale cumulées sous le vrai modèle, U(?0,?) représentant le score usuel 
sous le vrai modèle, I(?,?) représentant la matrice d'information. 
De la même manière que pour les tests précédents, du fait que nous ne connaissons pas la 
distribution des temps de décès et la valeur des coefficients des covariables incluses dans le 
modèle sous l’hypothèse nulle, la distribution de la martingale n’est pas connue sous 
l’hypothèse nulle et, Uk(?0,t) sera approximé par ( )tM k1ˆ  : 
( ) ( ) ii
i
t
ikk GudNztM ??≈ 01ˆ
et ( )021 , βxMn cum  sera approximée par ( )xP1ˆ  : 
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De la même manière que précédemment (Appendix 2.3), il a été montré que les processus 
( )tWz~  et ( )tWz  avaient la même distribution asymptotiquement. La distribution des résidus de 
martingale cumulé peut donc être approximée par : 
( ) ( ) ( ) ( ) ( )?????? −≈ −− ττββγτ 110121 ˆ;ˆ,,ˆ~ MIJxPnxWz
Test statistique pour tester l’hypothèse H0 : « La fonction de lien est correcte » 
Pour tester l’hypothèse H0 : « La fonction de lien est correcte » en supposant les autres 
hypothèses du modèle correctes, un test formel peut être effectué avec visualisation graphique 
de la même manière qu’est présenté le test pour la forme fonctionnelle pour une covariable. 
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III.4 Développement d’une « boîte à outils » permettant de tester 
les hypothèses d’un modèle paramétrique du taux en excès 
Les modèles de taux en excès considérés dans cette partie reposent sur la décomposition 
suivante : 
( ) ( ) ( )xtaztzt aco ,,, ++= λλλ
?o représentant le taux de mortalité observé au temps t, ?c représentant le taux de mortalité en 
excès au temps t, ?a représentant le taux de mortalité attendu au temps t, x représentant le 
vecteur des covariables démographiques et z représentant le vecteur des variables 
pronostiques incluses dans le modèle. 
Les résidus développés pour des modèles de taux en excès reposent également sur la 
théorie des martingales comme exposé dans le cadre de la survie globale. 
Les processus de martingale dans la cadre de la survie nette sont semblables aux processus de 
martingale dans le cadre de la survie globale. Ils s’expriment de la manière suivante : 
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Mi(t) représentant la martingale pour le patient i au temps t, le premier terme de droite ( )tNi~
représentant le processus de comptage compensé pour le patient i au temps t et le second 
terme de droite représentant le compensateur du processus de comptage compensé au temps t. 
Contrairement au cadre de la survie globale (notamment pour le modèle de Cox), très 
peu d’outils diagnostiques de l’adéquation d’un modèle aux données ont été développés dans 
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le cadre des modèles paramétriques du taux en excès. Une seule méthode [Stare, 2005] 
disponible et utilisable sous le logiciel R, a été développée de manière analogue aux résidus 
de Schoenfeld [Schoenfeld, 1982] pour les modèles paramétriques du taux en excès. Cette 
méthode permet de tester l’hypothèse des taux proportionnels à l’aide d’un test formel. Un 
autre test, reposant sur le processus du score pour les modèles du taux en excès semi-
paramétrique [Cortese, 2008] a été développé de manière analogue à celui de Lin pour le 
modèle de Cox. Cette méthode ne sera pas abordée dans la suite du fait que nous ne nous 
intéressons qu’aux modèles paramétriques du taux en excès (il faut noter de plus que, d’un 
point de vue pratique, le package R qui implémente cette méthode, présente de nombreux 
problèmes de fonctionnement ; nous n’avons ainsi pas réussi à obtenir des résultats cohérents 
avec ce package). 
L’objectif de cette partie de thèse est de développer une boîte à outils composée de 
différents tests formels, issus du même cadre théorique, celui des transformées de martingale. 
Ils devront permettre, dans le cadre du taux de mortalité en excès, de tester l’hypothèse de 
proportionnalité des taux, la forme fonctionnelle associée à une covariable ainsi que la 
fonction de lien. Pour cela, il s’est agit d’adapter les méthodes décrites dans le cadre de la 
survie globale (partie III.3), développées par Lin [Lin, 1996], au contexte de la survie nette. 
La démarche intellectuelle a été identique à celle de Lin, ce qui a mené pour certains cas, a 
considérer une autre fonction prévisible hi (Figure III.10). Comme il le sera indiqué, 
l’adaptation en survie nette repose sur des développements décrits dans le cadre de la survie 
globale (partie III.3) qui ont pu être transposés au cadre de la survie nette. Ces 
développements ne seront pas toujours re-détaillés.
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Figure III.10. Trois choix de fonction hi pour définir trois transformées de martingale différentes pour tester les 
trois principales hypohèses dans le cadre de la survie nette 
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III.4.1 Résidus de Stare 
Définition 
Les résidus introduits par Stare et al [Stare, 2005] sont des résidus semblables aux résidus de 
Schoenfeld dans le cadre des modèles de taux en excès, construits pour tester l’hypothèse de 
proportionnalité. Ils s’expriment de la manière suivante (pour la covariable k) : 
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avec zik représentant la valeur de la kème covariable pronostique du patient décédant au ième
temps de décès, zj représentant le vecteur de covariables du patient j encore à risque au temps 
ti, ?a étant le taux de mortalité attendus, ?0 le taux de mortalité de base en excès, xj étant le 
vecteur de covariables démographiques du patient j, et ? étant le vecteur des coefficients des 
covariables incluses dans le modèle. 
Tout comme pour les résidus de Schoenfeld construits à partir du modèle de Cox (partie 
III.3.2), on a : 
( ) ( )iikik tzzU ,ββ −=
Ces résidus représentent la différence entre la valeur observée de la kième covariable de 
l’individu décédant au iième temps et la valeur attendue de cette covariable pour le patient 
décédé sous le modèle proportionnel ajusté. Cette valeur attendue est une moyenne pondérée 
par le risque de décès des patients encore à risque ; il s’agit du profil moyen des individus 
encore à risque au temps ti. 
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Test de l’hypothèse des taux proportionnels 
Intuition 
D’un point de vue graphique, ces résidus étant analogues aux résidus de Schoenfeld dans le 
cadre de la survie nette, le lissage des résidus standardisé en fonction du temps fournit une 
approximation de l’effet de la covariable d’intérêt en fonction du temps [Stare, 2005] : 
- Si l’effet est proportionnel, le lissage des résidus standardisés en fonction du temps est 
une droite horizontale proche de zéro. 
- Si l’effet est non-proportionnel, le lissage des résidus standardisés en fonction du 
temps représente une approximation de l’effet de la covariable d’intérêt ; cela 
implique qu’il existe une tendance dans la structure des résidus de Stare. 
Si l’effet est proportionnel, le cumul de ces résidus standardisé oscille autour de zéro tout au 
long du suivi avec une certaine variance. En revanche, si l’effet est non-proportionnel, le 
processus s’éloigne de zéro. 
Approximation de la distribution du processus sous l’hypothèse nulle 
Stare introduit tout d’abord les résidus standardisés Ri tels que : 
( ) ( )( )0
0
0 β
ββ
i
i
i V
U
R =  avec Vi  représentant la variance du résidu Ui
En les cumulant et en changeant l’échelle des temps, nous obtenons le processus suivant : 
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avec k = 1,…,n représentant le nombre de décès 
i = 1,…,k représentant l’indice des résidus participant à la somme cumulée 
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k/n représentant le temps du kième décès dans une nouvelle échelle de temps permettant 
d’avoir des temps de décès équidistant dans l’intervalle [0 ;1] 
Cette quantité ayant les propriétés d’un mouvement brownien [Stare, 2005], elle amène le 
processus  
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1, βββ  pour k = 1,…,n
à converger vers un pont brownien. 
En pratique, ?0 n’est pas connu, sa valeur est donc remplacée par la valeur estimée βˆ . En 
utilisant cette approximation les résidus ne sont pas iid, les propriétés du processus Bn
changent; il n’a alors plus les caractéristiques d’un mouvement brownien. Il a cependant été 
démontré que la distribution du processus ??
???
?
n
kBPn ,βˆ  pouvait être approximée 
asymptotiquement par un pont brownien [Pohar-Perme, 2007]. 
Test statistique pour tester l’hypothèse H0 : « L’hypothèse des taux proportionnels est 
correcte » 
La statistique de test utilisée pour tester l’hypothèse H0 est la valeur maximale (en valeur 
absolue) du processus observé : 
??
???
?
n
kBPn ,ˆmax β
D’après le théorème de Smirnov et Kolmogorov, la distribution du maximum de la valeur 
absolue d’un pont brownien BB est la suivante : 
[ ] ( )( ) ( ) 22211;0 121max
xk
k
ku
exuBBP −
∞
=
∈
? −+=?????? ≤  avec x > 0 
????
?
Si le maximum de la valeur absolue du pont brownien est inférieur à la valeur critique 
correspondant à un α à 5%, soit une valeur critique de 1.361, le modèle est considéré comme 
correct. Autrement, le modèle est considéré comme incorrect. 
Contrairement aux tests de Lin [Lin, 1996] présentés dans le cadre de la survie globale, ce test 
ne nécessite pas de simulation de processus suivant la distribution du processus observé sous 
l’hypothèse H0. 
Graphiquement, le pont brownien obtenu à partir des résidus doit être représenté en fonction 
du temps: si le pont brownien ne dépasse pas la valeur critique des 95%, l’hypothèse nulle est 
acceptée, autrement, elle est rejetée. 
Voici un exemple de représentation graphique de pont brownien pour une covariable à effet 
proportionnel (Figure III.11.a) et à effet non-proportionnel (Figure III.11.b). 
Le pont brownien est représenté en noir et les valeurs critiques à 95% et 99% sont 
représentées en rouge. 
Figure III.11. Représentation des résidus de Stare en fonction du temps
          
Contrairement aux différents tests de Lin présentés précédemment, le graphe de Stare nous 
permet de voir directement le résultat du test, c’est-à-dire, nous pouvons directement voir si 
l’hypothèse nulle est rejetée ou pas. 
Temps Temps 
???? ????
????
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III.4.2 Proposition d’un test reposant sur le processus du score pour tester 
l’hypothèse de proportionnalité 
La démarche intellectuelle de cette sous-partie a été d'écrire le score, défini à partir de la 
vraisemblance, comme une transformée de martingale en définissant son propre processus 
prévisible. Cette sous-partie nécessite de se rapporter aux développements effectués pour 
l’étude du processus du score dans le cadre de la survie globale ainsi qu’aux Appendix 2 et 5. 
Pour alléger l’écriture, nous supposerons qu’il n’y a qu’une seule covariable incluse dans le 
modèle. 
Définition 
Par définition, la log-vraisemblance d’un modèle paramétrique de taux en excès est la 
suivante : 
( ) ( ) ( ) ( ) ( )[ ]? ? ++×++−−= i it iiiaiicit iiaici xtaztduxuaduzuL 0 0 ,,log,, λλδλλβ
Le score s’écrit alors de la manière suivante (Appendix 5) : 
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En utilisant les processus de comptage et en posant ? la fin du suivi, le score devient 
(Appendix 5) : 
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Le processus du score au temps t peut alors s’écrire de la manière suivante (Appendix 5) : 
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Ce qui équivaut à l’écrire comme une transformée de martingale (Appendix 5) : 
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De même que dans le cadre de la survie globale, écrire le processus du score comme une 
transformée de martingale permet de déduire sa distribution sous l’hypothèse nulle : le 
processus doit fluctuer autour de zéro avec une variance égale à E(< U >t). 
Test de l’hypothèse des taux proportionnels 
Intuition 
L’idée intuitive est similaire à celle exposée dans le cadre de la survie globale. 
Approximation de la distribution du processus du score sous l’hypothèse nulle 
Les approximations utilisées dans le cadre de la survie globale peuvent être utilisée dans le 
cadre de la survie nette (Appendix 2.2/Appendix 2.3). En effet, en passant au cadre de la 
survie nette, seule le processus prévisible hi change : 
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En utilisant le développement de Taylor pour la variable ? (Appendix 2.2), 
( ) ( ) ( ) ( ) ( )?????? −= −− τβτβββ ;;ˆ;ˆ; 01021 UItItUntWz ?
????
?
U(?0,t) représentant le processus du score sous l’hypothèse nulle au temps t, U(?0,?) 
représentant le processus du score sous l’hypothèse nulle au temps ? (score usuel), I(?,t) 
représentant l’opposé de la dérivée seconde du logarithme de la vraisemblance au temps t et 
I(?,?) représentant l’opposé de la dérivée seconde du logarithme de la vraisemblance au temps 
? (matrice information). 
De la même manière que pour la survie globale, du fait que nous ne connaissons pas la 
distribution des temps de décès et la valeur des coefficients des covariables incluses dans le 
modèle sous l’hypothèse nulle, le vecteur ?0 sera remplacé par son estimateur βˆ  et la 
martingale Mi sera approximée par Ni(u).Gi (Gi suivant la distribution d’une loi normale 
standard). La distribution de ( )tUn ,ˆ21 β−  est asymptotiquement équivalente à la distribution 
du processus ( )ztWz ,~  (Appendix 2.3), tel que : 
( ) ( ) ( ) ( ) ( )?????? −= −− ττββ 11121 ˆ;ˆ;ˆˆ,~ MItItMnztWz
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Test statistique pour tester l’hypothèse H0 : « L’hypothèse des taux proportionnels est 
correcte » 
Pour tester l’hypothèse H0 : « L’hypothèse des taux proportionnels est correcte » en supposant 
les autres hypothèses du modèle correctes, la statistique de test utilisée est la valeur maximale 
(en valeur absolue) du processus du score observé :
( )tUn
t
,ˆsup 2
1 β
????
?
Sous l’hypothèse nulle, la distribution du processus ( )tUn ,ˆ21 β  est asymptotiquement 
équivalente à la distribution d’un processus gaussien particulier comme vu précédemment. 
Afin d’accepter ou de rejeter l’hypothèse nulle, la p-value, représentant le nombre de fois 
pour lesquelles la statistique de test est inférieure à la valeur maximale (en valeur absolue) des 
processus gaussiens simulées sera estimée : 
( )
simn
simtUn
valp i
ik
x
.
sup,ˆsup
.
2
1? ?????? <
=
β
Avec n.sim représentant le nombre de processus gaussiens simulés et isim représentant le 
processus gaussien i en valeur absolue. 
Autrement dit, en fixant ? à 5%, l'hypothèse de proportionnalité sera rejetée si la statistique de 
test est supérieure au maximum des processus simulés dans plus de 95% des cas. 
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III.4.3 Proposition d’un test basé sur les résidus de martingale cumulés sur 
la covariable d’intérêt pour tester la forme fonctionnelle d’une covariable 
Therneau [Therneau, 1990] a montré que dans le cadre de la survie globale, l’espérance des 
résidus de martingale était proportionnelle à la forme fonctionnelle des covariables. En 
supposant que ceci peut être appliqué au cadre de la survie nette, la même fonction prévisible 
hi utilisée pour tester la forme fonctionnelle en survie globale peut être utilisée. 
Cette sous-partie nécessite de se rapporter aux développements effectués pour l’étude des 
résidus de martingale cumulés pour tester la forme fonctionnelle dans le cadre de la survie 
globale ainsi qu’aux Appendix 2, 3 et 6. 
De même que précédemment, pour alléger l’écriture, nous supposerons qu’il n’y a qu’une 
seule covariable incluse dans le modèle. 
?
Définition 
Les résidus de martingales cumulées pour la covariable z s’expriment de la manière suivante : 
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Etude de la forme fonctionnelle d’une covariable 
L’idée intuitive est similaire à celle exposée dans le cadre de la survie globale. 
De même que pour les processus du score, les approximations utilisées dans le cadre de la 
survie globale peuvent être utilisée dans le cadre de la survie nette (Appendix 6). Le processus 
est similaire que l’on se place dans le cadre de la survie globale ou dans le cadre de la survie 
nette. Le changement réside dans l’expression des processus gaussiens simulés approximant 
la distribution du processus sous l’hypothèse nulle. 
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En utilisant donc les mêmes approximations que dans le cadre de la survie globale, nous 
pouvons affirmer que la distribution de ( )βˆ,21 xMn cum  est asymptotiquement équivalente à la 
distribution du processus Wz, tel que: 
( ) ( ) ( ) ( ) ( )01021021 ,,;ˆ;, βττβτββ zJnIUnxMnxW cumz ××−= −−
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résidus de martingale cumulées sous le vrai modèle, U(?0,?) représentant le score usuel sous le 
vrai modèle, I(?,?) représentant la matrice information. 
Du fait que la distribution de la martingale ne soit pas connue sous l’hypothèse nulle, comme 
nous l’avons vu précédemment, U(?0;t) sera approximé par ( )tM1ˆ  : 
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et ( )021 , βxMn cum  sera approximée par ( )xP1ˆ  : 
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La distribution des résidus de martingale cumulés peut donc être approximée par le processus 
( )tWz~  qui a la même distribution asymptotique que le processus ( )tWz  (Appendix 2.3) : 
( ) ( ) ( ) ( ) ( )?????? −= −− ττββτ 110121 ˆ;ˆ,,ˆ~ MIzJxPnxWz
Afin d’étudier la forme fonctionnelle de la covariable d’intérêt, un test formel peut être 
effectué avec visualisation graphique de la même manière que décrite dans le cadre de la 
survie globale. 
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III.4.4 Proposition d’un test basé sur les résidus de martingale cumulés sur 
le logarithme du taux relatif pour tester la fonction de lien 
Pour les mêmes raisons qu'exposées pour le test concernant la forme fonctionnelle, la même 
fonction prévisible hi utilisée pour tester la fonction de lien en survie globale peut être utilisée. 
Cette sous-partie nécessite de se rapporter aux développements effectués pour l’étude des 
résidus de martingale cumulés pour tester la forme fonctionnelle dans le cadre de la survie 
globale ainsi qu’aux Appendix 2, 4 et 6. 
?
Définition 
Les résidus de martingales cumulées en fonction des valeurs du log du taux relatif ?z
s’expriment de la manière suivante : 
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Etude de la fonction de lien 
L’idée intuitive est similaire à celle exposée dans le cadre de la survie globale. 
En utilisant les mêmes approximations que dans le cadre de la survie globale, nous pouvons 
affirmer que la distribution de ( )βˆ,21 xMn cum  est asymptotiquement équivalente à la 
distribution du processus Wz (Appendix 4/Appendix 6), tel que: 
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des résidus de martingale cumulées sous le vrai modèle, U(?0,?) représentant le score usuel 
sous le vrai modèle, I(?,?) représentant la matrice information. 
Du fait que la distribution de la martingale ne soit pas connue sous l’hypothèse nulle, comme 
précédemment, U(?0; t) sera approximé par ( )tM1ˆ  : 
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et ( )021 , βxMn cum  sera approximée par ( )xP1ˆ  : 
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Les processus ( )tWz~  et ( )tWz  ayant la même distribution asymptotique (Appendix 2.3), la 
distribution des résidus de martingale cumulées peut donc être approximée par : 
( ) ( ) ( ) ( ) ( )?????? −= −− ττββτ 110121 ˆ;ˆ,,ˆ~ MIzJxPnxWz
Afin d’étudier la fonction de lien du modèle, un test formel peut être effectué avec 
visualisation graphique de la même manière qu’est fait le test pour la forme fonctionnelle 
pour une covariable décrite dans le cadre de la survie globale et dans le cadre de la survie 
nette. 
????
?
III.4.5. Récapitulatif des différents résidus et leur relation 
Résidus reposant sur les processus du score 
Le tableau III.2 va nous permettre de voir les relations qui existent entre les différentes 
quantités reposant directement sur le processus du score. 
Notons que nous utilisons ici le terme « processus » de façon un peu abusive puisque 
rigoureusement un processus est une famille de variable aléatoire indexée par t, alors que nous 
l’utilisons aussi pour désigner ces variables aléatoires. 
Les lignes représentent chaque patient et les colonnes représentent les différents temps de 
suivi (t1, …, tm), avec tm = ?, temps maximal de suivi. 
Chaque case, Ui(?,tj), représente alors le processus du score individuel du patient i au temps tj, 
j = {1,…,m}. Nous supposerons que les patients sont ordonnés par ordre croissant de temps 
de suivi et que les patients 2 et 4 sont censurés (note : si t > ti, Ui(?,t) = Ui(?,ti)). 
  
Le processus du score au temps t, U(?,t), (gris intermédiaire entouré de bleu), représente la 
somme des processus du score individuels Ui(?,t) au temps t, c’est-à-dire, la somme de la 
dérivée de la log-vraisemblance individuelle par rapport au coefficient de la covariable 
d’intérêt. 
Le score, comme on l’entend de manière usuelle, représente la valeur du processus du score 
en ? = tm, U(?,?) = U(?,tm), temps maximal de suivi. 
Le résidu de Schoenfeld (gris foncé entouré vert) au temps ti représente le score partiel 
individuel du patient décédé en ti. (ils ne sont considérés que pour des modèles semi-
paramétriques). 
Note : Le processus du score n’est pas à confondre avec les résidus du score. Le résidu du 
score d’un individu i (gris clair entouré de rouge) représente le score individuel du patient i
(c’est-à-dire, le processus du score individuel du patient i au temps Ti). 
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Table III.2. Quantités reposant sur les processus du score 
   Processus du score individuel à chaque temps 
Patient i Li(?) dLi(?)/d? Ui(?,t1) Ui(?,t2) Ui(?,t3) Ui(?,t4) Ui(?,t5) . Ui(?,tm) 
1 L1(?) dL1(?)/d? U1(?,t1) U1(?,t2) U1(?,t3) U1(?,t4) U1(?,t5) . U1(?,tm) 
2 L2(?) dL2(?)/d? U2(?,t1) U2(?,t2) U2(?,t3) U2(?,t4) U2(?,t5) . U2(?,tm) 
3 L3(?) dL3(?)/d? U3(?,t1) U3(?,t2) U3(?,t3) U3(?,t4) U3(?,t5) . U3(?,tm) 
4 L4(?) dL4(?)/d? U4(?,t1) U4(?,t2) U4(?,t3) U4(?,t4) U4(?,t5) . U4(?,tm) 
5 L5(?) dL5(?)/d? U5(?,t1) U5(?,t2) U5(?,t3) U5(?,t4) U5(?,t5) . U5(?,tm) 
 . . . . . . . . . 
. . . . . . . . . . 
n Ln(?) dLn(?)/d? Un(?,t1) Un(?,t2) Un(?,t3) Un(?,t4) Un(?,t5) . Un(?,tm) 
Somme L(?) dL(?)/d? U(?,t1) U(?,t2) U(?,t3) U(?,t4) U(?,t5) . U(?,tm) 
Résidus reposant sur les martingales 
Légende : Résidus du score  
Processus du score  
Résidus de Schoenfeld
?
Notation : Li(?) : Contribution à la log-vraisemblance du patient i au temps ?, temps de 
suivi maximum. 
L(?) : Log-vraisemblance au temps ?
Ui(?,tj) : Processus du score du patient i au temps tj?
U(?,tj) : Processus du score aux temps tj?
dLi(?)/d? = Ui(?,?) : Contribution au score du patient i au temps ?
dL(?)/d? = U(?,?) : Score sur [0 ; ?] = nul théoriquement 
????
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Résidus reposant sur les martingales 
Le tableau III.3 va nous permettre de voir les relations qui existent entre les différentes 
quantités reposant directement sur les martingales (sans transformation). 
Les lignes représentent chaque patient et les colonnes représentent les différents temps de 
suivi (t1, …, tm), avec tm = ?, temps maximal de suivi. 
Chaque case représente alors le processus de martingale individuel du patient i au temps tj, j = 
{1,…,m}. Nous supposerons que les patients sont ordonnés par ordre croissant de la 
covariable z, covariable d’intérêt, ti étant le temps de décès du patient i. 
Les différentes cellules associées au patient i ayant comme temps de suivi ti et comme valeur 
de covariable zi = z1 ou z2…, représentent les martingales individuelles du patient i à chaque 
temps d’intérêt (note : si t > ti, Mi(t,zi) = Mi(ti,zi)). 
Table III.3. Quantités reposant sur les martingales 
 Processus de martingale individuel pour chaque temps de suivi Résidu de martingale cumulés 
Patient i Mi(t1,zi) Mi(t2,zi) Mi(t3,zi)  Mi(tm,zi)  
1 M1(t1,z1) M1(t2,z1) M1(t3,z1)  M1(tm,z1) M1(tm,z1) 
2 M2(t1,z2) M2(t2,z2) M2(t3,z2)  M2(tm,z2) M1(tm,z1) + M2(tm,z2) 
3 M3(t1,z3) M3(t2,z3) M3(t3,z3)  M3(tm,z3) 
M1(tm,z1) + M2(tm,z2)+ 
M3(tm,z3)  
4 M4(t1,z4) M4(t2,z4) M4(t3,z4)  M4(tm,z4) . 
5 M5(t1,z5) M5(t2,z5) M5(t3,z5)  M5(tm,z5) . 
. . . .  . . 
. . . .  . . 
n Mn(t1,zn) Mn(t2,zn) Mn(t3,zn)  Mn(tm,zn) M1(tm,z1) +…+ Mn(tm,zn) 
Somme M(t1) M(t2) M(t3) M(tm)  
Légende : Processus de martingale  
Résidus de Martingale   
Résidus de martingales cumulés  
????
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Les résidus de martingale (gris clair entourés de vert) représentent pour l’individu i, la 
différence entre l’évènement observé et le taux de mortalité prédit par le modèle au temps ti, 
temps de suivi du patient i. 
Les résidus de martingale cumulés en fonction de la variable d’intérêt (gris foncé entourés 
rouge) correspondent au cumul des résidus de martingale ordonnés par valeurs de la variable 
d’intérêt (covariable d’intérêt pour le cas de l’étude de la forme fonctionnelle ou logarithme 
du taux relatif pour le cas de l’étude de la fonction de lien). 
Il faut noter que le processus de martingale au temps t (gris intermédiaire entourés de bleu), 
qui n’est pas utilisé, correspond à la somme des martingales de chaque individu au temps t, 
c’est-à-dire, à la somme de la différence entre l’évènement observé au temps t pour le patient i
et le taux de mortalité prédit par le modèle au temps t pour le patient i. 
Schéma récapitulatif des résidus en survie globale et en survie nette 
 Les figures III.12 à III.15 nous montrent de quelle manière chacun des résidus étudié 
dans ce chapitre peut s’écrire à partir de la formule générale de la transformée de martingale, 
? hdM . 
En ce qui concerne la survie globale, il s’agira des résidus de martingale, des résidus de 
Schoenfeld, du processus du score, des résidus de martingale cumulés en fonction de la 
covariable d’intérêt et des résidus de martingale cumulés en fonction du logarithme du taux 
relatif. 
En ce qui concerne la survie nette, il s’agira des résidus de Stare, du processus du score, des 
résidus de martingale cumulés en fonction de la covariable d’intérêt et des résidus de 
martingale cumulés en fonction du logarithme du taux relatif. 
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Figure III.12. Résidus calculés individuellement dans le cadre de la survie globale 
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Figure III.13. Résidus reposant sur des processus dans le cadre de la survie globale 
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Figure III.14. Résidus calculés individuellement puis cumulés au cours du temps dans le cadre de la survie nette 
( ) ( )uMduh it i ˆ0?
Résidus de Stare pour le patient i 
décédant au temps ti
( )
( ) ( ) ( ){ }
( ) ( ) ( ){ } ??
?
?
?
??
?
?
?
++
++
−=
=
?
?
∈
∈
i
i
Rj
jjja
Rj
jjjajk
iki
zuxua
zuxuaz
zuh
t
βλλ
βλλ
τ
ˆexp,
ˆexp,
0
0
A partir de MT, création d’un 
mouvement brownien puis d’un 
pont brownien 
Hypothèse des taux 
Proportionnels 
????
?
Figure III.15. Résidus reposant sur des processus dans le cadre de la survie nette 
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III.5. Performances des différents tests proposés 
La performance des tests dans leur capacité à détecter la mauvaise spécification 
d’intérêt (effet non-proportionnel d’une covariable, forme fonctionnelle incorrecte ou fonction 
de lien incorrecte) seront évaluées dans le cadre de la survie nette, à l’aide de simulations. 
Faute de temps, nous présenterons ici uniquement les résultats concernant le test reposant sur 
le processus du score permettant de tester l’hypothèse de proportionnalité. Les résultats du 
test de Stare seront également présentés, ce qui permettra de situer le test que nous proposons 
par rapport au seul test actuellement disponible pour tester l’hypothèse de proportionnalité 
dans le cadre de la survie nette. L’effet de la covariable âge, l’une des covariables ayant le 
plus d’impact sur la survie, sera analysé (i) lorsque les autres hypothèses du modèle seront 
correctes et (ii) lorsque certaines d’entre elles seront incorrectes. 
III.5.1. Design des simulations 
Pour évaluer les performances des différentes méthodes, les quatre configurations que nous 
pouvons rencontrer en ce qui concerne l’effet d’une covariable continue sur le taux de 
mortalité en excès ont été simulées : Effet Linéaire et Proportionnel (LIN-PH), effet Linéaire 
et Non-Proportionnel (LIN-NPH), effet Non-Linéaire et Proportionnel (NLIN-PH), effet Non-
Linéaire et Non-Proportionnel (NLIN-NPH). Dans chacun des cas, la covariable sexe suivait 
une loi uniforme qui générait autant d’hommes que de femmes, la covariable année de 
diagnostic suivant une loi uniforme entre 1980 et 1990 et concernant la covariable âge, 25% 
avaient un âge compris dans l’intervalle [30 ; 64], 35% avaient un âge compris dans 
l’intervalle [65 ; 74] et 40% avaient un âge compris dans l’intervalle [75 ; 85]. Cette 
distribution correspond approximativement à celle observée pour l’incidence du cancer du 
Côlon en France. Pour simuler l’effet LIN-PH et l’effet NLIN-PH de la covariable âge, le 
temps de survie dû au cancer, Tc, a été généré en utilisant la méthode de la transformée 
inverse [Ross, 2006]. En revanche, pour simuler un effet LIN-NPH et NLIN-NPH, Tc a été 
générer en utilisant le package PermAlgo [Sylvestre, 2008]. La simulation de chaque 
configuration est décrite en Table III.4 et Figures de l’Appendix 7. Le temps de survie dû aux 
autres causes, Ta, a été simulé à l’aide d’une loi exponentielle par morceaux obtenue à partir 
des tables de mortalité de la population générale. La date de point a été fixée en 1995 ; le 
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temps potentiel de suivi du patient i est donc égale à 1995 moins l’année de diagnostic de ce 
patient. 
Le temps d’observation final T est égal au minimum entre {Tc, Ta, C}. Pour chaque scénario, 
1000 jeux de données contenant 500 patients chacun ont été générés. 
Table III.4. Paramètres de simulations 
Tc
Temps de survie dû au cancer 
?agec
Effet de l’âge centré 
?agec²
Effet du carré de  
l’âge centré 
LIN-PH Distribution Log-normal (μ = 0.875, ? = 1.37) 0.05 - 
NLIN-PH Distribution Log-normal (μ = 0.875, ? = 1.37) 0.05 0.0015 
LIN-NPH Distribution non spécifié [(1/14).exp(-0.35.t)+0.01] - 
NLIN-NPH Distribution non spécifié [(1/14).exp(-0.35.t)+0.01] 0.0015 
III.5.2. Evaluation de la performance des méthodes 
Pour évaluer la performance des méthodes dans leur aptitude à détecter la mauvaise 
spécification de la covariable d’intérêt dans le modèle, nous estimerons le risque de première 
espèce ? qui représente la probabilité de rejeter à tort l’hypothèse nulle alors qu’elle est vraie, 
et le risque de seconde espèce ? qui représente la probabilité de ne pas rejeter l’hypothèse 
nulle alors qu’elle est fausse, et qui permet d’estimer la puissance du test (1 - ?). 
L’estimation de tous les critères de performances sera faite en ajustant le modèle de 
Remontet LIN-PH et le modèle de Remontet NLIN-PH [Remontet, 2007] sur les données 
simulées décrite dans la table III.4. Les scénarios simulant une proportionnalité de l’effet de 
l’âge nous permettront d’évaluer le risque de première espèce ? et les scénarios simulant une 
non-proportionnalité de l’effet de l’âge nous permettront d’évaluer la puissance (1 - ?). Ces 
deux critères seront évalués sur les 1000 jeux de données à l’aide de différents scénarios. 
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III.5.3. Résultats du test permettant de vérifier l'hypothèse des taux 
proportionnels 
Les résultats sont présentés dans la table III.5. Les différents scénarios ainsi que le 
critère de performance associé qui va être évalué sont présentés en ligne et les résultats des 
deux méthodes considérées dans ce cas sont présentés en colonne. Les résultats obtenus avec 
le test de Stare permettront de situer le test que nous proposons par rapport au seul test 
actuellement disponible. 
Table. III.5 : Analyse de performance du test reposant sur le processus du score pour étudier l’hypothèse 
des taux proportionnels 
 Données 
simulées 
Modèle 
ajusté 
Critères de  
performance 
Test  
proposé 
Test de  
Stare 
Scenario 1 LIN-PH LIN-PH ? 4.4 5.0 
Scenario 2 LIN-NPH LIN-PH 1 - ? 84.2 84.4 
Scenario 3 NLIN-PH NLIN-PH ? 5.1 4.7 
Scenario 4 NLIN-NPH NLIN-PH 1 - ? 81.8 96.5 
Scenario 5 NLIN-PH LIN-PH ? 13.2 11.3 
Scenario 6 NLIN-NPH LIN-PH 1 - ? 94.3 98.5 
Nous pouvons observer que lorsque le modèle ajusté correspond à celui qui a généré les 
données (scenario 1 et scenario 3), le risque de première espèce est proche de 5% pour les 
deux méthodes. 
Lorsque le modèle ajusté est différent du « vrai » modèle (caractère non-linéaire non 
spécifié dans le scénario 5), l’erreur de première espèce est supérieure à 5% pour les deux 
méthodes : 13.2% pour le test que nous proposons et 11.3% pour le test de Stare. Les tests 
semblent détecter la mauvaise spécification de l’effet non-linéaire de la covariable. 
Dans le scénario 2, lorsque l’effet non-proportionnel n’est pas pris en compte, la 
puissance des deux tests est similaire ; elles sont proches de 84%. Cependant, nous pouvons 
voir que pour le scenario 4, les deux tests ne fournissent pas la même puissance alors que 
nous aurions pensé que ce scénario aurait confirmé les résultats obtenu pour le scénario 2. 
Dans le scenario 6, les puissances sont supérieures à celles présentées précédemment ; 
elles sont également perturbées par la non prise en compte de la non-linéarité. Tout comme 
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pour le scénario 5, le fait d’ignorer la partie non-linéaire de l’effet nous amène à croire à un 
effet non-proportionnel ; c’est pourquoi la puissance augmente de façon artificielle. 
III.5.4. Discussion 
L’ensemble des résultats obtenus avec le test proposé nous semblent cohérents. Lorsque 
l’hypothèse H0 est correcte (scénario 1 et 3), elle est rejetée à 5% et lorsque l’hypothèse H0
n’est pas correcte, les autres hypothèses étant correctes (scénario 2 et 4), la puissance obtenue 
est supérieure à 80% ce qui est satisfaisant. 
Les scénarios 5 et 6 montrent que lorsque d’autres hypothèses que la proportionnalité 
(non-linéarité ici) sont mal spécifiées, les tests peuvent être perturbés. Les valeurs importantes 
obtenues pour le risque de première espèce et pour la puissance sont dues au fait qu’ignorer la 
partie non-linéaire de l’effet nous amène à croire à un effet non-proportionnel; ce résultat de 
portée assez générale avait déjà été émis par Abrahamovicz pour d’autres tests 
[Abrahamovicz, 2007]. 
Un résultat concernant le test de Stare nous interpelle cependant : l’augmentation de la 
puissance que nous pouvons observer pour la méthode de Stare entre le scénario 2 et le 
scénario 4 est surprenante. Les raisons de cette augmentation sont en cours d’exploration et 
semblerait être liées à l’allure que prend la moyenne pondérée de la covariable âge au cours 
du temps. Il reste à confirmer que ce résultat, c’est-à-dire, (1 – ?)Stare >> (1 - ?)Test proposé, un 
peu surprenant, est retrouvé avec d’autres paramètres de simulation. 
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III.6. Application sur données réelles 
 Dans cette partie, nous illustrons la méthode proposée pour tester l’hypothèse des taux 
proportionnels sur quatre sites de cancer qui nous permettent de retrouver les scénarios 
étudiés dans l’étude de simulation. Les sites choisis sont les glandes salivaires, l’oropharynx, 
la maladie de hodgkin et le sein. Ils ont été choisis car des études précédentes ont montré que 
l’effet de l’âge était respectivement Linéaire et Proportionnel (LIN-PH), Linéaire et Non-
Proportionnel (LIN-NPH), Non-Linéaire et Proportionnel (NLIN-PH) et Non-Linéaire et 
Non-Proportionnel (NLIN-NPH). Pour chacun de ces sites, tous les patients de plus de 15 ans 
diagnostiqués entre le 1er Janvier 1989 et le 31 Décembre 1997 par 16 registres français du 
réseau FRANCIM ont été inclus. La censure administrative était fixée au 1er Janvier 2002. 
 Le premier cas concerne les glandes salivaires (connu donc pour être LIN-PH), un 
modèle paramétrique du taux en excès linéaire et proportionnel a été ajusté sur les données, 
(référence au scénario 1). Le test de l’hypothèse des taux proportionnel, en considérant les 
autres hypothèses comme correctes, a fourni une p-value égale à 0.67 (la p-value reportée ici 
repose sur 500 processus gaussiens simulés). Ce résultat, illustré en figure 2a, suggère que la 
modélisation proportionnelle de l’effet de l’âge est adéquate aux données dans ce cas. Cela 
conforte les résultats obtenus dans les études précédentes. 
 Concernant l’oropharynx (LIN-NPH), un modèle paramétrique du taux en excès 
linéaire et proportionnel a été ajusté sur les données (référence au scénario 2). Le test de 
l’hypothèse des taux proportionnel, en considérant les autres hypothèses comme correctes, a 
fourni une p-value très inférieure à 0.05 (sur les 500 processus gaussiens simulés, aucun 
maximum n’est supérieur au maximum du processus observé, la p-value est donc nulle). Ce 
résultat, illustré en figure 2b, suggère que la modélisation proportionnelle de l’effet de l’âge 
est inadéquate aux données dans ce cas. Graphiquement, nous pouvons voir que le processus 
du score est en dehors du « nuage » de processus gaussiens simulés au cours des deux 
premières années qui suivent le diagnostic. Notons que dans ce cas particulier, le maximum 
du processus du score observé étant très grand, nous pouvons en déduire directement les 
résultats du test (H0 rejetée). Cela conforte les résultats obtenus dans les études précédentes. 
Concernant la maladie de Hodgkin (NLIN-PH), un modèle paramétrique du taux en 
excès linéaire et proportionnel a été ajusté sur les données (référence au scénario 5). Le test de 
l’hypothèse des taux proportionnel, en considérant les autres hypothèses comme correctes, a 
fourni une p-value très inférieure à 0.05 (sur les 500 processus gaussiens simulés, aucun 
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maximum n’est supérieur au maximum du processus observé, la p-value est donc nulle). Ce 
résultat, illustré en figure 2c, suggère que la modélisation proportionnelle de l’effet de l’âge 
est inadéquate aux données dans ce cas. Graphiquement, nous pouvons voir que le processus 
du score est en dehors du « nuage » de processus gaussiens simulés au cours des deux 
premières années qui suivent le diagnostic. Ce résultat va à l’encontre des résultats obtenus 
dans les études précédentes. Le fait que le caractère non-linéaire ne soit pas pris en compte 
amène à rejeter l’hypothèse de proportionnalité. Cet exemple fait référence au scénario 5 de 
l’étude de simulation. 
 Enfin, le dernier cas concerne le sein (NLIN-NPH). Un modèle paramétrique du taux 
en excès linéaire et proportionnel a été ajusté sur les données. Le test de l’hypothèse des taux 
proportionnel, en considérant les autres hypothèses comme correctes, a fourni une p-value 
égale à 0.002 (figure 2d). Ce test fournit un résultat que l’on attendait mais chacun doit être 
attentif au fait qu’ignorer le caractère non-linéaire « parasite » les performances du test. 
Figure III.16. Graphe des processus du score au cours du temps pour les quatre sites de cancers étudiés (le score observé est 
en rouge, les processus gaussiens simulés en gris, la p-value a été calculée sur 500 processus gaussiens ) 
                 
                 
(b) Oropharynx 
(d) - Sein 
(a) Glandes salivaires 
p-value = 0.67 p-value << 0.05 
p-value = 0.002 p-value << 0.05 
Temps Temps 
Temps Temps 
(d) - Hodgkin 
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III.7. Discussion et Conclusion 
Dans cette partie, nous proposons une boîte à outils permettant de vérifier les 
différentes hypothèses d’un modèle paramétrique du taux en excès. Les tests appartenant à 
cette boîte à outils sont des tests formels qui ont été développés dans le même cadre théorique. 
Les premiers résultats obtenus pour le test permettant de vérifier l’hypothèse de 
proportionnalité sont encourageants. L’erreur de première espèce est correcte et la puissance 
est proche de celle observée pour le test de Stare.
D’un point de vue pratique, lors de l’utilisation de ce test sur données réelles, les 
résultats doivent être interprétés avec précaution du fait que la mauvaise spécification d’un 
aspect du modèle peut avoir un impact sur le résidu permettant de décrire un autre aspect. Par 
exemple, la mauvaise spécification du caractère non linéaire de l’effet de la covariable 
d’intérêt peut impacter le comportement du processus du score servant à vérifier l’hypothèse 
de proportionnalité. Dans ce cas, comme il l’a été recommandé [Abrahamovicz, 2007], le test 
de l’hypothèse des taux proportionnel doit être effectué en spécifiant de manière systématique 
un effet non-linéaire pour la covariable d’intérêt.
 Une solution permettant de remédier à ce problème serait de développer un outil 
permettant de tester de façon simultanée les différentes hypothèses du modèle, notamment les 
plus importantes, à savoir la proportionnalité et la forme fonctionnelle. Différents outils 
[Sasieni, 2003][Pohar, 2008] ont été développés dans le cadre de la survie globale. Une 
perspective intéressante mais complexe pourrait être d’adapter ces outils au cadre de la survie 
nette. 
Ces premiers résultats obtenus ont permis également de vérifier que le rationnel et les 
programmes étaient correctes. Cependant, même si l'étude de simulation ne semble pas 
montrer d'incohérence, une étape importante pourrait être de valider, de façon plus théorique, 
les développements qui ont été fait. 
 Les résultats des tests portant sur la forme fonctionnelle et sur la fonction de lien ne 
sont pas encore disponibles, l’implémentation étant en cours. L’analyse de performance de 
ces deux tests sera faite selon les mêmes modalités d’évaluation que le test de vérification de 
l’hypothèse des taux proportionnels, une fois la phase d’implémentation terminée. 
Pour chacun des tests, si l’hypothèse nulle est rejetée, les graphes des processus 
respectifs ne nous permettent pas d’obtenir d’information précise sur la forme à modéliser 
concernant le caractère non-proportionnel, non-linéaire ou la fonction de lien. Ils permettent 
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toutefois de voir respectivement pour quelle période, pour quelle valeur de la covariable ou 
pour quelle valeur du logarithme des taux relatifs, le modèle est mal spécifié. 
 Enfin, lorsque ces outils auront été implémentés et testés (tous ou partiellement), il sera 
nécessaire de les rendre disponibles en routine (en les intégrant à un package R), afin que 
l’étape de vérification des hypothèses du modèle, qui sera alors rapide, soit rendue accessible 
à tous. Dans ce but, des contacts ont déjà été pris avec M Pohar-Perme (responsable du 
package relsurv) et G Hédelin (responsable du package Flexrsurv développé dans la cadre du 
projet de recherche CENSUR) afin d’intégrer à terme nos outils dans leur package. 
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Appendix 1 : Expression du score partiel issu du modèle de Cox à 
l’aide de transformées de Martingale 
Soit le modèle de Cox suivant : 
( ) ( ) ( )ztzt βλλ exp, 0=
avec ? le taux de mortalité observé, ?0 le taux de mortalité de base, z le vecteur des covariables 
incluses dans le modèle et ? le vecteur coefficient des covariables. 
En utilisant les processus de comptage, la vraisemblance partielle du modèle de Cox 
s’exprime de la manière suivante : 
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La kième composante du vecteur score issu du modèle de Cox est alors : 
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Le processus du score associé à la kième covariable est alors : 
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Cela démontre que le processus du score pour la covariable k peut s’écrire comme une 
transformée de martingale de la façon suivante : 
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Appendix 2 : Distribution du processus du score pour un modèle 
paramétrique 
Soit le modèle paramétrique suivant : 
( ) ( ) ( )ztzt βλλ exp, 0=
avec ? le taux de mortalité observé, ?0 le taux de mortalité de base, z le vecteur des covariables 
incluses dans le modèle et ? le vecteur coefficient des covariables. 
2.1. Processus du score sous un modèle paramétrique
Pour un modèle paramétrique de la forme précédente, la log-vraisemblance s’écrit de la manière 
suivante : 
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La dérivée de la log-vraisemblance au temps t, qui représente le processus du score au temps t, s’écrit 
de la manière suivante : 
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Nous reconnaissons alors ici une transformée de martingale avec la fonction prévisible associée 
( ) iki zth = ?
2.2. Approximation de la distribution du processus du score sous 
l’hypothèse nulle 
En utilisant le développement de Taylor pour la variable ?, 
?
( ) ( ) ( ) ( )tItUtU ,ˆˆ,,ˆ 00 βββββ −+≈ ?
( ) ( ) ( ) ( )021102121 ˆ;ˆ;;ˆ βββββ −−≈ −−− ntIntUntUn ?
Or, si le modèle est correct, le processus du score au temps ? = fin de suivi est nul : 
(III.9) 
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Donc, en remplaçant ( )ββ −ˆ21n  dans l’équation (III.9) par ( ) ( ) 1021 ;ˆ; −− × τβτβ nIUn , on a : 
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La distribution de ( )tUn ,ˆ21 β−  est donc asymptotiquement équivalente à la distribution du 
processus Wz, tel que : 
( ) ( ) ( ) ( ) ( )?????? −= −− τβτβββ ;;ˆ;ˆ; 01021 UItItUntWz ?
Cependant, nous connaissons la distribution du processus du score observé ( )tU ,βˆ ?mais pas 
celle du processus du score sous l'hypothèse nulle ( )tU ,0β . 
En effet, sous l'hypothèse nulle 
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Or, Mi étant fonction de ?0 et de ?0 et ces derniers n’étant pas connu, Mi n'est donc pas non 
plus connu sous l'hypothèse nulle. Cependant, sa distribution peut être approximée par le 
processus gaussien Ni(u).Gi avec Gi suivant une loi normale standardisée. Ce processus 
possède les mêmes caractéristiques que Mi concernant son espérance et sa variance [Fleming 
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?
& Harrington, 1991][Lin, 1993]. Uk(?0;t) pourra alors être approximé par ( )tM k1ˆ  tel que pour 
le modèle de Cox, ( )tM k1ˆ  est égale à : 
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et pour le modèle paramétrique de type (III.1), ( )tM k1ˆ  est égale à : 
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Le processus du score peut donc être approximé par : 
( ) ( ) ( ) ( ) ( )?????? −= −− ττββ 11121 ˆ;ˆ;ˆˆ,~ MItItMnztWz
2.3. Equivalence des processus ( )zt,Wz et ( )zt,Wz~
L’expression du processus Wz est la suivante : 
( ) ( ) ( ) ( ) ( )?????? −= −− τβτβββ ;;ˆ;ˆ; 01021 UItItUntWz
Il peut alors s’exprimer tel que : 
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Or M(t) étant une martingale telle que E(M(t)²) < +? pour tout t ? 0, il existe un unique 
processus prévisible croissant, cadlag, appelé <M(t)>, tel que M(t)² - <M(t)> soit une 
martingale. 
<M(t)> est un processus à variations prévisibles tel que E(<M(t)>) < +? et <M(0)> = 0 ; il est 
le compensateur de M². 
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Alors, 
( )( ) ( )( )tMEtME =2
Le processus Wz étant une transformée de martingale, il a les propriétés d’une martingale et 
est une martingale ; conditionnellement aux covariables, nous pouvons donc écrire : 
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En développant, 
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En ce qui concerne le processus ( )tW~ ,  
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Conditionnellement aux covariables, en utilisant la loi des grands nombres et puisque E(Ni) = 
E(?i): 
( ) ( ) ( ) ( ) ( ) ??????→??
???
? ??? +∞→− ττ λββ 0 020 021 ,,,,,, duuuYzuthEGudNzuthnVar iiinii ii
La variance du processus ( )tW~  converge donc asymptotiquement vers la variance de ( )tW . 
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Appendix 3 : Résidus de martingale cumulés pour la vérification 
de la forme fonctionnelle de la covariable d’intérêt 
Pour alléger l’écriture, nous supposerons qu’il n’y a qu’une seule covariable incluse dans le 
modèle. 
Soit Mcum le processus des résidus de martingale cumulés pour la covariable incluse dans le 
modèle : 
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En utilisant le développement de Taylor sur cette formule, on obtient le développement 
suivant : 
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En utilisant l’approximation faite sur le processus du score,  
( ) ( ) ( ) 1021021 ;ˆ;ˆ −− ×≈− τβτβββ nIUnn
et en développant le terme possédant une intégrale,
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Nous obtenons, 
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La distribution de ( )βˆ,21 xMn cum  est donc asymptotiquement équivalente à la distribution du 
processus Wz, tel que: 
( ) ( ) ( ) ( ) ( )01021021 ,,;ˆ;, βττβτββ zJnIUnxMnxW cumz ××−= −−
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Appendix 4 : Résidus de martingale cumulés pour la vérification 
de la fonction de lien 
Les résidus de martingales cumulées en fonction des valeurs du log du taux relatif ?z 
s’expriment de la manière suivante : 
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En utilisant le développement de Taylor sur la formule ci-dessus, on obtient le développement 
suivant : 
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En utilisant toujours l’approximation suivante : 
( ) ( ) ( ) 1021021 ;ˆ;ˆ −− ×≈− τβτβββ nIUnn
et en développant le terme possédant une intégrale et en posant ? = ?zi, 
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Nous obtenons, 
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La distribution de ( )βˆ,,21 xMn kcum  est donc asymptotiquement équivalente à la distribution du 
processus Wz, tel que: 
( ) ( ) ( ) ( ) ( )010210,21 ,,;ˆ;, βγττβτββ JnIUnxMnxW kcumz ××−≈ −−
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Appendix 5 : Processus du score pour un modèle paramétrique du 
taux en excès 
Pour alléger l’écriture, nous supposerons qu’il n’y a qu’une seule covariable incluse dans le 
modèle. 
Soit le modèle paramétrique du taux en excès suivant : 
( ) ( ) ( )xtaztzt acobs ,,, ++= λλλ
?obs représentant le taux de mortalité observé au temps t, ?c représentant le taux de mortalité en 
excès au temps t, ?a représentant le taux de mortalité attendu au temps t, x représentant le 
vecteur des covariables démographiques et z représentant le vecteur des variables 
pronostiques incluses dans le modèle. 
Par définition, la log-vraisemblance d’un modèle paramétrique de taux en excès est la 
suivante : 
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Le score s’écrit alors de la manière suivante : 
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En utilisant les processus de comptage et en posant ? la fin du suivi, le processus du score 
peut s’écrire alors de la manière suivante : 
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Or, les fonctions Ni et ?i étant à variations bornées, on peut utiliser la formule d’intégration 
par parties : 
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Les termes ( ) ( )00 ttN ii α  et ( ) ( )sdsN it ii α? −0  étant nuls, on a : 
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Le processus du score peut alors s’écrire de la manière suivante : 
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Dans le cadre des taux de mortalité en excès, le processus du score peut donc également 
s'écrire comme une transformée de martingale avec :
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Appendix 6 : Résidus de martingale cumulés pour la vérification 
de la forme fonctionnelle de la covariable d’intérêt pour un 
modèle paramétrique du taux en excès 
Pour alléger l’écriture, nous supposerons qu’il n’y a qu’une seule covariable incluse dans le 
modèle. 
Les résidus de martingales cumulées pour la covariable z s’expriment de la manière suivante : 
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De même que pour les processus du score, les approximations utilisées dans le cadre de la 
survie globale peuvent être utilisée dans le cadre de la survie nette. Le processus est similaire 
que l’on se place dans le cadre de la survie globale ou dans le cadre de la survie nette. Le 
changement réside dans l’expression des processus gaussiens simulés approximant la 
distribution du processus sous l’hypothèse nulle. 
En utilisant le développement de Taylor sur la formule ci-dessus, on obtient le développement 
suivant : 
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En utilisant l’approximation faite dans la sous-partie précédente sur le processus du score,  
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( ) ( ) ( ) 1021021 ;ˆ;ˆ −− ×≈− τβτβββ nIUnn
et en développant le terme possédant une intégrale,
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La distribution de ( )βˆ,21 xMn cum  est donc asymptotiquement équivalente à la distribution du 
processus Wz, tel que: 
( ) ( ) ( ) ( ) ( )01021021 ,,;ˆ;, βττβτββ zJnIUnxMxW cumz ××−≈ −−
Les différences existantes entre le cadre de la survie globale et le cadre de la survie nette pour 
le test de la fonction de lien sont identiques aux différences existantes pour le test de la forme 
fonctionnelle. 
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Appendix 7 : Illustration des données simulées 
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Figure III.17. Illustration du caractère (non)-linéaire-(non)-proportionnel des  données simulées 
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Chapitre IV 
Survie nette conditionnelle - Application épidémiologique 
au cancer du côlon 
IV.1. Introduction 
Dans les études de survie, la probabilité de survie nette est traditionnellement reportée 
depuis le diagnostic. Hors on observe quasiment toujours un taux de mortalité instantané en 
excès variable au cours du temps : ce taux n’étant pas constant, il s’ensuit que la probabilité 
de survivre à 5 ans (par exemple) n’est pas la même selon que l’on se situe tout de suite après 
le diagnostic ou au-delà ; les estimations de survie classique ne sont donc plus appropriée. 
 C’est pourquoi la survie nette conditionnelle a été récemment introduite dans la 
littérature. Elle consiste à estimer la survie d’un groupe de patients après le temps t, 
conditionnellement au fait d’avoir survécu jusqu’au temps t. L’analyse de la survie nette 
conditionnelle rejoint complétement celle de la dynamique du taux de mortalité instantané en 
excès. Après avoir survécu 1, 3 ou 5 ans, quel est le taux de mortalité en excès lié au cancer 
encore subi par les patients survivants ? Elle permet également de restituer l’effet de certains 
facteurs sur le taux de mortalité en excès et d’évaluer par exemple si l’un de ces facteurs, 
connu au moment du diagnostic, a toujours un effet x années au-delà, c’est-à-dire d’évaluer si 
leur effet est constant ou non au cours du temps. 
Cet indicateur n’est donc finalement qu’une autre façon de restituer la dynamique du 
taux de mortalité en excès. Toutefois, son interprétation semble plus aisée pour les 
épidémiologistes et les cliniciens, comme en témoigne l’augmentation récente des 
publications le rapportant. Disposer de probabilités de survie mises à jour au fur et à mesure 
que le temps s’écoule est en effet une information appréciée par les cliniciens : cela permet 
d’adapter leurs stratégies de suivi au fur et à mesure que le temps s’écoule. De même, cet 
indicateur (tout comme la dynamique du taux de mortalité en excès) pourrait être 
particulièrement utilisé dans le contexte de l’assurabilité des patients. En effet, dès lors qu’ils 
souhaitent faire un emprunt, les patients atteints de cancer sont le plus souvent considérés 
comme ayant un risque de santé aggravé et à ce titre, soit l’emprunt leur est refusé, soit il est 
accepté avec des surprimes conséquentes. Fournir des probabilités de survie conditionnelle et 
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montrer que dans un grand nombre de cas celle-ci augmente avec le temps devraient 
permettre aux patients d’emprunter sans surprime dès lors qu’un certain temps s’est écoulé 
depuis le diagnostic. 
 D’une manière générale, le nombre de patients survivant à un cancer augmentant, il 
serait judicieux de fournir d’avantage de résultats en termes de survie nette conditionnelle. On 
note tout de même une forte augmentation de son utilisation dans les analyses de survie de ces 
dernières années (pendant la période 2010-2013, quarante-et-un articles avaient les termes 
« conditional survival » dans leur titre dans la base PubMed alors qu’ils n’étaient que trois 
dans la période 1998-2001). 
Le stade au diagnostic étant un facteur pronostique indiscutable pour l’estimation de la 
survie, l’objectif sera d’étudier si l’impact du stade au diagnostic sur la dynamique du taux de 
mortalité en excès associé au cancer du côlon entre 0 et 15 ans de suivi est le même tout au 
long du suivi. Cette étude porte sur le cancer du côlon qui, avec 42152 nouveaux cas observés 
en 2012 en France (dont 55% d’hommes), représente le troisième cancer le plus fréquent chez 
les hommes et le deuxième chez les femmes. Malgré le fait que l’incidence et la mortalité 
décroissent depuis quelques années, la mortalité liée à ce cancer reste encore l’une des plus 
élevées parmi les différentes localisations de cancer. 
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IV.2. Matériels et Méthodes 
IV.2.1. Matériels 
Cette étude repose sur des données issues d’études Haute-Résolution menées par le 
réseau Francim. Les données Hautes-Résolutions (HR) contiennent des informations 
collectées en phase initiale telles que des données concernant le patient (sexe, date de 
naissance, lieu de résidence), et des données concernant le cancer (localisation, stade au 
diagnostic, traitement initial). Ces données HR contiennent également des informations sur 
l’évolution clinique des cas pendant cinq années après le diagnostic (type de la (les) reprises 
évolutives, traitements secondaires, lieu des traitements secondaires…). Au-delà de cette 
période, seul le statut vital est enregistré. 
Table VI.1. Effectifs par âge et par stade des patients atteints du cancer du Colon diagnostiqués en 1990 
dans 7 registres français
 [15 ; 45] [45 ; 55] [55 ; 65] [65 ; 75] [75 ; ++] Total 
Stade 1 18 (6.0 %) 25 (8.3 %) 69 (22.9%) 84 (27.9 %) 105 (34.9 %) 301 (17.8 %) 
Stade 2 16 (3.2 %) 24 (4.8 %) 94 (18.6 %) 169 (33.5 %) 202 (40.0 %) 505 (29.9 %) 
Stade 2a*1 8 (4.8 %) 10 (6.0 %) 42 (25.1 %) 56 (33.5 %) 51 (30.5 %) 167 (9.9 %) 
Stade 2b*2 4 (1.8 %) 9 (4.1 %) 31 (14.3 %) 61 (28.1 %) 112 (51.6 %) 217 (12.8 %) 
Stade 2c*3 4 (3.3%) 5 (4.1%) 21 (17.4%) 52 (43.0%) 39 (32.2%) 121 (7.2 %) 
Stade 3 9 (2.5 %) 34 (9.6 %) 72 (20.3 %) 95 (26.8 %) 145 (40.8 %) 355 (21.0 %) 
Stade 4 8 (1.9 %) 37 (8.6 %) 77 (17.9 %) 125 (29.1 %) 183 (42.6 %) 430 (25.4 %) 
Non stadés 1 (1.0 %) 2 (2.0 %) 16 (16.2 %) 19 (19.2 %) 61 (61.6 %) 99 (5.9 %) 
Tous stades confondus 52 (3.1 %) 122 (7.2 %) 328 (19.4 %) 492 (29.1 %) 696 (41.2 %) 1690 (100 %) 
*1 Stade 2a : Stade 2 avec plus de 8 ganglions examinés. *2 Stade 2b : Stade 2 avec moins de 8 ganglions 
examinés. *3 Stade 2c : Stade 2 avec un nombre de ganglions examinés manquants.
Les données utilisées sont les données HR du cancer du côlon recueillies auprès de 
sept registres du réseau Francim (Calvados, Côte-d’Or, Doubs, Hérault, Saône-et-Loire, 
Somme et Tarn) dont les patients ont été diagnostiqués en 1990 et suivis jusqu’au 31/12/2007 
(il s’agit d’un échantillon des cas diagnostiqués en 1990) : cela représente 1690 cas dont 
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55.33% d’hommes et 44.67% de femmes. Les effectifs par âge et par stade sont présentés 
dans le tableau IV.1. La majorité des patients atteints de cancer du côlon ont plus de 65 ans 
(plus de 70%). Les patients présentant un cancer de stade 2 sont les plus nombreux et 
représentent presque 30% de la population, puis viennent les stades 4 (25.4%), les stades 3 
(21%) et les stades 1 (18%). Le stade n’est pas connu pour 6% des patients. Les stades 2 
peuvent être divisés en trois sous-groupes selon leur nombre de ganglions examinés, que l’on 
appellera stade 2a (plus de 8 ganglions examinés), stade 2b (mois de 8 ganglions examinés) et 
stade 2c (nombre de ganglions manquants). Lorsque le nombre de ganglions examinés est 
inférieur à 8, la stadification n’est pas supposée très fiable, il est donc attendu que les stades 
2b soit un mélange de patients diagnostiqués en stade 2 et en stade 3 avec un moins bon 
pronostic que les patients diagnostiqués en stade 2a qui sont de « vrais »  stade 2. 
Dans cette étude, nous nous focaliserons particulièrement sur les patients 
diagnostiqués en stade 2, en stade 2a et en stade 3. Les variables pronostiques que nous 
étudierons sont l’âge du patient au diagnostic ainsi que le stade au diagnostic. La covariable 
sexe ne sera pas prise en compte du fait que les résultats obtenus pour les hommes et les 
femmes sont très proches pour ce site. L’analyse sera donc faite tous sexes confondus. 
????
?
Table IV.2. Description du nombre de décès et de perdus de vue par stade et par classe d’âge 
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La table IV.2 décrit le nombre de décès et de perdus de vue à 1, 3, 5, 10 et 15 ans de 
suivi après le diagnostic. Après 15 ans de suivi, 78.4% des patients sont décédés et 1.8% ont 
été perdus de vue. Le pourcentage de décès augmente avec l’âge ; en effet, 34.6% des patients 
diagnostiqués dans la classe la plus jeune décèdent contre 94.0% dans la classe d’âge la plus 
âgée. Nous pouvons remarquer que cette tendance s’observe également au sein de chaque 
stade excepté pour le stade 4 pour lequel le taux de mortalité est tellement fort que le 
pourcentage de décès est équivalent pour toutes les classes d’âge et proche de 100%. Les 
quantiles des temps de décès diminuent avec la gravité du stade. En ce qui concerne le 50ème
et le 95ème percentile des temps de décès, ils sont respectivement de 8.03 ans et 16.88 ans pour 
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les stades 1, 4.66 ans et 15.25 ans pour les stades 2, 2.32 ans et 12.98 ans pour les stades 3 et 
0.61 an et 3.25 ans pour les stades 4. Le fait que la plupart des décès se situent en début de 
suivi, particulièrement pour les stades 4, induit un manque d’information à long terme qui va 
probablement rendre difficile certaines estimations. 
IV.2.2. Méthodes 
?
IV.2.2.a. Estimation de la survie nette 
La survie nette sera estimée à l’aide de modèles paramétriques de régression du taux de 
mortalité en excès. Pour chaque stade analysé séparément, le modèle suivant [Remontet, 
2007] a été utilisé : 
( )[ ] ( ) ( ) ( )agecgagecthtfagectc +×+=,log λ
où la fonction f, représentant le taux de base, est un spline cubique à 2 nœuds fixés à 1 et 5 
ans, la fonction h, représentant la partie dépendante du temps de l’effet de l’âge, est choisie 
parmi quatre fonctions candidates (un spline cubique à un nœud fixé à 1 an, une fonction 
cubique, une fonction quadratique et une fonction linéaire) et la fonction g, représentant la 
partie linéaire ou non-linéaire de l’effet de l’âge, est choisie parmi quatre fonctions candidates 
(un spline cubique avec un nœud à l’âge centré (âge - 70) égal 0, une fonction cubique, une 
fonction quadratique et une fonction linéaire). La meilleure combinaison de ces trois fonctions 
est choisie à l’aide du critère d’Akaike [Akaike, 1973]. Cette stratégie a été établie pour 
l’analyse des données des stades 2, des stades 2a et des stades 3 (table IV.3). Les patients 
diagnostiqués en stade 1 n’apparaissent pas dans l’analyse pour cause de problème de 
convergence liée au fait qu’il y a peu de décès dû au cancer, surtout après 7 ans de suivi. De 
même, les patients diagnostiqués en stades 4 n’apparaissent pas dans l’analyse du fait de leur 
mortalité précoce ; 95% des décès ont lieu pendant les quatre premières années. Les patients 
diagnostiqués en stade 2a apparaissent dans l’analyse car du fait qu’ils aient plus de 8 
ganglions examinés, le niveau du stade au diagnostic qui leur a été affecté est supposé fiable ; 
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ils représentent donc potentiellement les « vrais » stades 2. Le modèle retenu pour chacun des 
stades sont décrits dans la table IV.4. 
Table IV.3. Fonctions candidates pour modéliser le taux en excès des patients en stade 2, stade 2a et stade 3 
Stade 
Fonctions candidates 
f h g 
Stade 2, 2a, 3 
Spline cubique à 2 nœuds 
(fixés à 1 et 5 ans) 
Spline cubique à 1 nœud 
(fixé à 1 an) 
Spline cubique à 1 nœud 
(à l’âge centré égal 0) 
Une fonction cubique Une fonction cubique 
Une fonction quadratique Une fonction quadratique 
Une fonction linéaire Une fonction linéaire 
Table IV.4. Fonctions candidates retenues pour modéliser le taux en excès les stades 2, 2a et 3 
Stade 
Fonctions candidates 
f h g 
Stade 2 
Spline cubique à 2 nœuds 
(fixés à 1 et 5 ans) 
Spline cubique à 1 nœud 
(fixé à 1 an) 
Une fonction linéaire 
Stade 2a 
Spline cubique à 2 nœuds 
(fixés à 1 et 5 ans) 
Une fonction quadratique Une fonction linéaire 
Stade 3 
Spline cubique à 2 nœuds 
(fixés à 1 et 5 ans) 
Spline cubique à 1 nœud 
(fixé à 1 an) 
Spline cubique à 1 nœud 
(à l’âge centré égal 0) 
La survie nette, Sc, a ensuite été estimée à l’aide de la relation usuelle qui lie la survie et taux 
de mortalité : 
( ) ( )??????−= ?t cc agectagectS 0 ,exp, λ
Son intervalle de confiance à 95% a été calculé à l’aide de la méthode de Monte-Carlo. Soit 
?* le vecteur des paramètres du modèle estimés à l’aide du maximum de vraisemblance. A 
l’aide de la loi normale multivariée, 1000 vecteurs de moyenne ?* et de variance la matrice de 
variance-covariance de ?* ont été générés. A partir de ces 1000 générations, l’intervalle de 
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confiance a été calculé en prenant le 2.5ème et 97.5ème percentile des 1000 survies nette 
estimées. 
IV.2.2.b. Estimation de la survie nette conditionnelle 
La survie nette conditionnelle, notée SCc(y|x), est la probabilité qu’un patient soit vivant y
années après le diagnostic sachant avoir déjà survécu x années (x < y). Cette quantité se 
mesure de la manière suivante : 
( ) ( )( )xS
yS
xySC
c
c
c =
Ce qui est équivalent à : 
( ) ( ) ??????−= ? duuxySC yx cc λexp  
Dans notre étude, nous nous intéresserons à la survie nette conditionnelle à (y = x+5) ans 
après avoir survécu x années après le diagnostic, x ∈{1,…,10}. 
L’intervalle de confiance de la survie nette conditionnelle est calculé à l’aide de la méthode de 
Monte-Carlo de la même manière que pour la survie nette. A partir de ces 1000 générations, 
l’intervalle de confiance a été calculé en prenant le 2.5ème et 97.5ème percentile des 1000 
survies nettes conditionnelles estimées. 
IV.2.2.c. Estimation des taux relatifs 
Les taux relatifs, notes TR, ont été estimés en faisant le rapport du taux estimé pour le stade 3 
et du taux estimé pour le stade 2 ou stade 2a pris comme référence : 
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Les intervalles de confiance de ces taux relatifs ont été estimés à l’aide de la méthode de 
Monte-Carlo comme la survie nette et la survie nette conditionnelle. A partir des 1000 
vecteurs de moyenne ?* et de variance la matrice de variance-covariance de ?* générés pour 
l’analyse des stades 2/2a et 3, 1000 taux relatifs ont été générés comparant les stades 3 aux 
stades 2/2a. L’intervalle de confiance des taux relatifs a été calculé en prenant le 2.5ème et 
97.5ème percentile des 1000 taux relatifs estimés. 
IV.3. Résultats 
Les patients de cette étude étant tous diagnostiqués en 1990 et suivis jusqu’au 31 
Décembre 2007, la survie nette a pu être estimée jusqu’à 15 ans de suivi. La table IV.5 
présente les résultats de la survie nette jusqu’à 15 ans de suivi pour chaque stade. La figure 
IV.1 présente les courbes de survie obtenues pour chaque stade ainsi que l’évolution des taux 
de mortalité instantanés obtenus également pour chaque stade avec la méthode de Remontet, 
et le modèle d’Estève [Estève, 1990]. La figure IV.2 fournit le graphe de l’évolution des taux 
de mortalité au cours du temps par classe d’âge en fonction du stade. Puis sont ensuite 
présentés les résultats en terme de survie nette conditionnelle avec la table IV.5 et la figure 
IV.3 qui présentent les résultats de la survie nette conditionnelle pour chaque stade, à (x+5) 
ans sachant que le patient a déjà survécu x années depuis le diagnostic. La figure IV.4 et la 
figure IV.5 représentent les taux relatifs, rapport du taux de mortalité en excès des patients 
diagnostiqués en stade 2 ou stade 2a avec le taux de mortalité en excès des patients 
diagnostiqués en stade 3, pour tous âges confondus et par classe d’âge. 
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IV.3.1. Survie nette 
Pour les patients diagnostiqués en stade 2, la survie nette tous âges confondus diminue 
de 93.5% (à un an de suivi) à 56.2% (à 15 ans de suivi) (table IV.5). Nous pouvons voir à 
l’aide de la figure IV.1 que la survie nette de ces patients ne semble pas atteindre de palier. 
Ceci est en cohérence avec les taux de mortalité instantanés qui ne s’annulent pas, même à 
long terme (figure IV.1). Cependant, lorsque nous regardons les résultats par classe d’âge, 
nous pouvons voir que les taux de mortalité s'annule pour les âges inférieur à 55 ans. Cette 
tranche d'âge de la population représentant un faible pourcentage, elle a peu d'impact sur le 
taux de mortalité marginal. La survie nette décroit avec l’âge. Elle est comprise entre 62.7% 
(classe d’âge [75 ;++]) et 69.5% (classe d’âge [15 ;45]) à 10 ans de suivi et entre 47.5% 
(classe d’âge [75 ;++]) et 67.2% (classe d’âge [15 ;45]) à 15 ans de suivi. En observant 
l’allure des taux de mortalité au cours du temps par classe d’âge (figure IV.2), nous pouvons 
voir que la différence de mortalité entre les classes d’âges se joue principalement au cours de 
la première année de suivi après le diagnostic. 
Pour les patients diagnostiqués en stade 2a, la survie nette tous âges confondus 
diminue de 95.1% (à un an de suivi) à 68.9% (à 15 ans de suivi) (table IV.5). Tout comme 
pour les stades 2, nous pouvons voir à l’aide de la figure IV.1 que la survie nette des patients 
diagnostiqués en stade 2a ne semble pas atteindre de palier. Ceci est en cohérence avec les 
taux de mortalité instantanés qui ne s’annulent pas, même à long terme (figure IV.1). Lorsque 
nous regardons les résultats par classe d’âge, nous pouvons voir que les taux de mortalité ne 
s'annule pas pour les âges compris dans l'intervalle suivant [55; ++], qui représentent plus de 
80% de la population. Jusqu’à environ 10 ans de suivi, la survie croît avec l’âge. A 10 ans de 
suivi, la survie nette est comprise entre 79.4% (classe d’âge [15 ;45]) et 80.6% (classe d’âge 
[75 ;++]) et à 15 ans de suivi, elle est comprise entre 58.4% (classe d’âge [75 ;++]) et 78.0% 
(classe d’âge [15 ;45]). 
En ce qui concerne les patients diagnostiqués en stade 3, nous pouvons observer que la 
survie nette diminue de 82.5 % (à un an de suivi) à 30.8% (à 15 ans de suivi) (table IV.5). De 
même que pour l’analyse des stades 2 et les stades 2a, la survie nette ne semble pas atteindre 
de palier. Ceci est en cohérence avec le graphe des taux de mortalité instantanés qui ne 
s’annulent pas, même à long terme (figure IV.1). Cependant, le manque d'information en fin 
de suivi rend difficile l'interprétation. En ce qui concerne les résultats par classe d’âge, la 
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survie nette est comprise entre 33.0% (classe d’âge [75 ;++]) et 78.0% (classe d’âge [15 ;45]) 
à 10 ans de suivi et entre 19.5% (classe d’âge [75 ;++]) et 78.0% (classe d’âge [15 ;45]) à 15 
ans de suivi. En observant l’évolution des taux de mortalité au cours du temps par classe 
d’âge (figure IV.2), nous pouvons voir que le taux de mortalité atteint une valeur maximale 
entre 0 et 5 ans. Globalement, plus la classe d’âge est élevée, plus la taux de mortalité est 
élevé, excepté pour les classes d’âge [55 ;65] et [65 ;75] qui ont un profil assez proches. 
Table IV.5. Survie nette à 1, 3, 5, 10 et 15 ans 
Survie nette (années après le diagnostic) 
1 3 5 10 15 
Stade 2 93.5 [89.8 ;95.4] 84.2 [78.3 ; 87.4] 74.9 [67.7 ; 79.4] 65.7 [55.4 ; 71.5] 56.2 [41.0 ; 64.0] 
[15 ;45] 97.3 [89.3 ; 99.2] 86.4 [69.6 ; 93.4] 78.6 [59.9 ; 87.5] 69.5 [46.1 ; 80.7] 67.2 [41.4 ; 79.8] 
[45 ;55] 97.2 [92.8 ; 98.8] 86.9 [77.8 ; 91.6] 78.5 [67.3 ; 84.8] 69.2 [55.1 ; 77.4] 66.0 [48.5 ; 74.7] 
[55 ;65] 96.6 [93.3 ; 98.1] 86.7 [81.4 ; 90.2] 77.7 [71.2 ; 82.0] 68.4 [59.3 ; 74.2] 63.8 [53.2 ; 70.3] 
[65 ;75] 95.2 [91.7 ; 97.0] 85.7 [80.4 ; 89.1] 76.3 [69.7 ; 81.1] 67.0 [57.9 ; 73.2] 59.8 [47.4 ; 67.4] 
[75 ;++] 89.9 [83.7 ; 93.3] 81.2 [72.3 ; 86.7] 71.6 [60.6 ; 79.2] 62.7 [47.1 ; 71.7] 47.5 [21.3 ; 62.1] 
Stade 2a 95.1 [87.2 ; 97.5] 89.1 [76.6 ; 93.5] 84.9 [69.8 ; 90.3] 80.4 [55.2 ; 87.6] 68.9 [41.4 ; 79.4] 
[15 ;45] 94.9 [86.1 ; 97.5] 87.8 [70.1 ; 93.9] 82.9 [54.8 ; 91.9] 79.4 [40.0 ; 90.5] 78.0 [30.3 ; 89.4] 
[45 ;55] 95.0 [86.4 ; 97.5] 88.2 [72.9 ; 93.6] 83.6 [65.8 ; 90.7] 79.9 [53.7 ; 88.2] 77.4 [42.0 ; 86.3] 
[55 ;65] 95.1 [87.1 ; 97.6] 88.7 [76.1 ; 93.3] 84.4 [70.7 ; 89.9] 80.3 [63.1 ; 87.1] 75.1 [52.5 ; 82.6] 
[65 ;75] 95.1 [87.2 ; 97.5] 89.1 [76.8 ; 93.7] 85.0 [70.9 ; 90.9] 80.5 [56.3 ; 88.7] 70.9 [42.1 ; 82.3] 
[75 ;++] 95.2 [87.0 ; 97.5] 89.6 [75.2 ; 94.5] 85.8 [62.1 ; 92.7] 80.6 [35.8 ; 91.2] 58.4 [13.0 ; 82.5] 
Stade 3 82.5 [77.4 ; 85.8] 55.1 [48.7 ; 60.1] 44.0 [37.1 ; 49.1] 36.8 [25.7 ; 42.8] 30.8 [05.2 ; 37.0]
[15 ;45] 98.9 [92.6 ; 99.7] 93.0 [67.1 ; 97.4] 86.0 [45.1 ; 94.6] 78.0 [24.8 ; 91.2] 78.0 [0.00 ; 91.2] 
[45 ;55] 94.1 [86.7 ; 97.0] 71.7 [57.6 ; 79.9] 55.2 [40.0 ; 65.4] 41.5 [23.1 ; 52.8] 41.3 [0.00 ; 52.3] 
[55 ;65] 89.1 [82.8 ; 92.4] 60.4 [50.5 ; 67.7] 45.6 [35.9 ; 53.6] 35.3 [24.6 ; 43.9] 34.8 [0.00 ; 42.9] 
[65 ;75] 85.0 [79.6 ; 89.1] 56.6 [47.1 ; 63.5] 45.1 [36.0 ; 53.5] 38.0 [26.6 ; 47.3] 36.7 [0.00 ; 45.7] 
[75 ;++] 73.8 [65.4 ; 80.0] 45.1 [35.5 ; 54.2] 37.3 [26.0 ; 47.2] 33.0 [16.4 ; 44.0] 19.5 [03.4 ; 32.8] 
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Figure IV.1. Survie et Taux de mortalité au cours du temps pour les stades 2, 2a et 3 
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Figure IV.2. Taux de mortalité au cours du temps par classe d’âge en fonction du stade 
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IV.3.2. Survie nette conditionnelle 
Les courbes de survie nette conditionnelle pour chaque stade (figure IV.3) se lisent 
ainsi : chaque point représente la probabilité de survie nette à (x+5) ans conditionnellement au 
fait d’avoir survécu x années depuis le diagnostic. Quand x = 0, cela équivaut à la survie à 5 
ans habituelle, c’est-à-dire la survie mesurée depuis le diagnostic. Quand x = 6 ans par 
exemple, l’ordonnée correspond à la probabilité d’être en vie à 11 ans après le diagnostic 
sachant qu’on est vivant à 6 ans. Nous pouvons observer que cette survie nette conditionnelle 
augmente avec le temps et ceci jusqu’à 8 ans pour les stades 2, jusqu’à 5 ans pour les stades 
2a et jusqu’à 7 ans pour les stades 3. Cette observation se fait l’écho de celle faite à propos de 
l’évolution du taux en excès : celui-ci diminuant avec le temps (figures IV.1 et IV.2 - tous 
âges), la survie nette conditionnelle augmente. Il existe cependant une légère décroissance de 
cette survie conditionnelle à partir de 5, 7 ou 8 ans après le diagnostic selon le stade (là encore 
cohérente avec les graphes d’évolution du taux en excès des figures IV.1 et IV.2 - tous âges). 
Cette décroissance n’était pas attendue et reste d’interprétation délicate comme cela sera 
discuté plus loin. Nous pouvons observer que plus le temps s’écoule, plus l’écart entre les 
courbes associées aux différents stades diminue jusqu’à devenir faible au-delà de 6 ans. 
Quand cette évolution est examinée par classe d’âge (table IV.6), on ne voit plus de 
décroissance de la survie nette conditionnelle sauf chez les personnes âgées de plus de 75 ans 
pour les stades 2 et 3 et sauf pour les patients âgées de 55 ans ou plus pour les stades 2a. Cela 
est tout à fait cohérent avec les graphes illustrant les taux en excès par classe d’âge (figure 
IV.2). Les classes d’âge les plus âgées, et particulièrement la classe d’âge [75 ; ++], ont donc 
un impact fort sur l’estimation tous âges mais on note la très faible précision des estimations 
dans cette classe d’âge, surtout à long terme. Pour les stades 2 et 2a, la survie nette 
conditionnelle à (x+5) ans atteint le seuil de 95%, seuil au-dessus duquel il est suggéré que 
l’excès de mortalité devient négligeable [VanSteenBergen, 2013], entre 5 et 10 ans suivant le 
diagnostic, chez les patients de moins 55 ans. Dans cette tranche d’âge, l’excès de mortalité 
est alors considéré comme négligeable. 
On note également en ce qui concerne les stades 2, que la survie nette conditionnelle 
est relativement proche entre les différentes classes d’âge après avoir survécu 1, 3 ou 5 ans 
après le diagnostic. Au-delà, la survie nette conditionnelle diminue avec l’âge. 
En ce qui concerne les stades 3, on observe globalement les mêmes phénomènes que 
précédemment mais les estimations de la survie à (x+5) ans après avoir survécu x = 10 ans 
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sont inexploitables tant l’imprécision est grande. Il faut réaliser que ces estimations utilisent 
des données de suivi jusqu’à 15 ans qui deviennent dans ce cas rares. On note tout de même 
que la survie conditionnelle semble diminuer ici avec l’âge dès le début du suivi.  
De manière générale, les résultats sont en faveur d’une augmentation de la survie à 
(x+5) ans conditionnellement au fait d’avoir déjà survécu un certain nombre x d’années, en 
tout cas pour les patients âgés de moins de 75 ans, ce qui est cohérent avec le profil de 
diminution avec le temps du taux de mortalité en excès. 
La question posée initialement était, rappelons-le, d’examiner si l’effet du stade était 
constant ou non au cours du temps. Sous l’hypothèse d’un effet constant, la différence de taux 
en excès et donc de survie nette conditionnelle devrait se maintenir dans le temps entre les 
deux stades. La figure IV.2 ne va pas à l’évidence dans ce sens, pas plus que les résultats de la 
table IV.6 qui montrent des différences s’amenuisant avec le temps. Cependant, ces résultats 
sont assez indirects et pour illustrer directement l’effet du stade en fonction du temps, il nous 
faut examiner l’évolution du taux relatif associé au stade avec le temps, objet des figures IV.4 
et IV.5.?
Table IV.6. Survie nette conditionnelle à (x+5) ans sachant que le patient  
a déjà vécu x = 1, x = 3, x = 5 ou x = 10 ans 
Survie nette conditionnelle (années après le diagnostic)
1 3 5 10
Stade 2 77.2 [70.0 ; 82.1] 81.4 [72.9 ; 86.7] 87.7 [77.4 ; 92.8] 85.5 [67.1 ; 93.5] 
[15 ;45] 78.4 [59.5 ; 87.7] 83.9 [66.0 ; 92.3] 88.4 [67.7 ; 95.6] 96.7 [77.5 ; 99.5] 
[45 ;55] 78.2 [66.7 ; 85.0] 83.1 [72.2 ; 89.5]  88.2 [77.2 ; 93.7] 95.4 [83.6 ; 98.7] 
[55 ;65] 77.7 [71.1 ; 82.4] 82.2 [75.1 ; 87.0] 88.0 [80.7 ; 92.4] 93.3 [83.3 ; 97.1] 
[65 ;75] 77.3 [71.0 ; 82.3] 81.4 [73.9 ; 86.8] 87.8 [78.6 ; 93.0] 89.3 [76.0 ; 95.4] 
[75 ;++] 76.6 [64.0 ; 84.6] 80.5 [65.7 ; 88.7] 87.6 [71.5 ; 94.2] 75.8 [40.3 ; 92.4] 
Stade 2a 88.1 [72.0 ; 93.5] 92.3 [72.0 ; 96.9] 94.7 [74.6 ; 98.8] 85.7 [62.1 ; 95.4] 
[15 ;45] 86.1 [54.6 ; 95.5] 91.5 [59.9 ; 98.1] 95.8 [66.3 ; 99.4] 98.2 [67.7 ; 99.9] 
[45 ;55] 86.8 [68.6 ; 94.1] 91.8 [72.4 ; 97.2] 95.6 [75.6 ; 99.1] 96.9 [72.4 ; 99.6] 
[55 ;65] 87.6 [75.3 ; 93.1] 92.1 [77.8 ; 96.7] 95.1 [80.6 ; 98.8] 93.5 [75.9 ; 98.4] 
[65 ;75] 88.2 [72.5 ; 94.5] 92.4 [73.2 ; 97.4] 94.7 [75.5 ; 98.9] 88.1 [65.2 ; 96.4] 
[75 ;++] 89.0 [61.2 ; 96.5] 92.5 [56.9 ; 98.6] 93.9 [57.6 ; 99.3] 72.5 [23.0 ; 94.6] 
Stade 3 50.3 [42.2 ; 56.4] 69.9 [56.9 ; 77.5] 83.6 [64.5 ; 90.0] 83.7 [14.2 ; 93.2]
[15 ;45] 84.1 [40.0 ; 94.1] 85.2 [41.4 ; 94.7] 90.7 [52.6 ; 97.4] 100.0 [0.00 ; 100]
[45 ;55] 53.2 [38.3 ; 64.6] 60.9 [42.5 ; 72.5] 75.2 [50.3 ; 86.5] 99.5 [0.00 ; 100]
[55 ;65] 47.0 [37.0 ; 55.5] 61.9 [49.8 ; 71.3] 77.4 [60.9 ; 85.9] 98.6 [0.00 ; 99.9]
[65 ;75] 50.2 [40.1 ; 59.5] 70.3 [55.9 ; 79.8] 84.3 [65.0 ; 91.8] 96.6 [0.00 ; 99.5]
[75 ;++] 48.6 [34.1 ; 60.6] 76.3 [53.9 ; 87.7] 88.5 [51.3 ; 96.7] 59.1 [14.5 ; 89.4]
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Figure IV.3. Survie nette conditionnelle au cours du temps par stade 
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IV.3.3. Taux relatifs 
La figure IV.4 et la figure IV.5 présentent l’évolution du taux relatif respectivement 
entre le stade 2 et le stade 3 et entre le stade 2a et stade 3 au cours du temps tout d’abord tous 
âges confondus puis par classe d’âge. Nous pouvons observer qu’en prenant comme référence 
le stade 2 ou stade 2a, les différents taux relatifs ont tendance à diminuer au cours du temps. 
 Pour tous âges confondus, le taux relatif entre le stade 3 et le stade 2 diminue au cours 
du temps pour osciller autour de la valeur 1 à partir de 10 ans. Cependant, l’intervalle de 
confiance du taux relatif inclut la valeur 1 dès environ 5 ans après le diagnostic. Nous 
pouvons donc dire que nous ne pouvons plus montrer de différence significative entre les 
patients diagnostiqués en stade 2 et les patients diagnostiqués en stade 3 dès 
(approximativement) 5 ans de suivi après le diagnostic. Ces observations sont également 
valables pour le taux relatif entre stade 3 et stade 2a. En effet, les valeurs du taux relatif dans 
ce cas sont supérieures au taux relatif entre le stade 3 et le stade 2 mais l’intervalle de 
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confiance du taux relatifs inclut également la valeur 1 entre 4 et 5 ans après le diagnostic. De 
la même façon, nous pouvons dire que nous ne pouvons plus montrer de différence 
significative entre les patients diagnostiqués en stade 2a et les patients diagnostiqués en stade 
3 approximativement entre 4 et 5 ans de suivi après le diagnostic. 
En ce qui concerne la classe d’âge la plus jeune, nous pouvons observer que le taux 
relatif stade 3/stade 2 est proche de 1 jusqu’à 8 ans avec une petite tendance à un taux relatif 
inférieur à 1, c’est-à-dire défavorable pour les stades 2 (ce qui confirme bien les résultats table 
IV.5 et figure IV.2). Ce taux relatif diminue ensuite vers des valeurs extrêmes en fin de suivi. 
Ceci est dû au fait que le taux de mortalité des patients les plus jeunes diagnostiqués en stade 
3 atteint des valeurs extrêmement faible en fin de suivi (figure IV.2). L’intervalle de 
confiance inclut la valeur 1 dès le début du suivi, la différence de survie entre les patients 
diagnostiqués en stade 2 et les patients diagnostiqués en stade 3 pour la classe d’âge [15 ;45] 
n’est donc pas significative tout au long du suivi. En ce qui concerne le taux relatif stade 
3/stade 2a pour cette classe d’âge, il est inférieur à 1 jusqu’à 3 ans de suivi puis devient positif 
pour ensuite diminuer vers des valeurs extrêmes à partir de 9 ans. Tout comme le taux relatif 
stade 3/stade 2, l’intervalle de confiance inclut la valeur 1 dès le début du suivi, la différence 
de survie entre les patients diagnostiqués en stade 2a et les patients diagnostiqués en stade 3 
pour la classe d’âge [15 ;45] n’est donc pas significative tout au long du suivi. La tendance du 
taux relatif à être inférieur est inattendu mais cette classe d’âge étant de taille très faible, il est 
difficile d’exploiter d’avantage les données. 
 Jusqu’à 9 ans de suivi les patients diagnostiqués en stade 2 de la classe d’âge [45 ;55] 
ont une meilleure survie que les patients diagnostiqués en stade 3 (respectivement 10 ans de 
suivi pour les patients diagnostiqués en stade 2a). Cette tendance s’inverse après. Le taux 
relatif atteint des valeurs extrêmes en fin de suivi pour la même raison qu’expliquée dans le 
paragraphe précédent. Nous pouvons voir que jusqu’à 7 ans, l’intervalle de confiance est 
proche de la valeur 1 mais ne l’englobe pas. La différence entre les stades n’est plus 
significative à partir de 7 ans. 
 Pour la classe d’âge [55 ;65], le taux relatif à la même tendance que pour la classe 
d’âge [45 ;55], la différence entre les stade étant légèrement plus marquée. L’intervalle de 
confiance inclut la valeur 1 entre 6 et 7 ans pour le taux relatif stade 3/stade 2 et entre 7 et 8 
ans pour le taux relatif stade 3/stade 2a. Cela signifie qu’à partir de ce moment-là, il n’y a plus 
de différence significative entre les patients diagnostiqués en stade 2 (respectivement stade 
2a) et les patients diagnostiqués en stade 3. 
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Pour la classe d’âge [65 ; 75], le taux relatif stade 3/stade 2 est supérieur à 1 jusqu’à 
environ 9 ans puis devient inférieur à 1 ensuite. Cependant, en observant l’intervalle de 
confiance, celui-ci inclut la valeur 1 entre 4 et 5 ans de suivi. Il n’y a donc plus de différence 
significative entre les patients diagnostiqués en stade 2 et les patients diagnostiqués en stade 3 
lorsque 4 à 5 ans de suivi se sont écoulés. En ce qui concerne le taux relatif stade 3/stade 2a, 
la valeur 1 est atteinte entre 10 et 11 ans. Cependant, en observant l’intervalle de confiance, 
celui-ci inclut la valeur 1 entre 4 et 5 ans de suivi. Il n’y a donc également plus de différence 
significative entre les patients diagnostiqués en stade 2a et les patients diagnostiqués en stade 
3 à partir de la période de 4 à 5 ans de suivi. 
Enfin, en ce qui concerne la classe d’âge la plus âgée, la différence entre les stades 2 et 
les stades 3 est marquée en début de suivi puis s’atténue. L’intervalle de confiance inclut la 
valeur 1 entre 3 et 4 ans de suivi : il n’y a donc plus de différence significative à partir de ce 
moment-là entre les stades. En ce qui concerne le taux relatif stade 3/stade 2a, il reste 
supérieur à 1 tout au long du suivi, les stades 3 sont donc plus à risque que les stades 2a. 
Cependant, l’intervalle de confiance inclut la valeur 1 entre 3 et 4 ans de suivi. Il n’y a donc 
plus de différence significative entre les patients diagnostiqués en stade 2a et les patients 
diagnostiqués en stade 3 à partir de cette période.
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Figure IV.4. Taux Relatifs Stade3/Stade2 
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Figure IV.5. Taux Relatifs Stade3/Stade2a 
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IV.4. Discussions 
Cette étude a permis l’estimation à long terme, encore peu répandue, de la survie nette 
conditionnelle par stade pour le cancer du Côlon. 
Globalement, d’après les résultats, l’effet du stade sur le taux de mortalité en excès 
diminue au cours du temps. Les taux relatifs stade 3/stade 2 et stade 3/stade 2a (figure IV.4 - 
figure IV.5) montre que ces derniers se différencient jusqu’à environ 10 ans de suivi après le 
diagnostic, la différence étant non significative à partir de 5 ans de suivi environ, puis 
atteignent un même ordre de grandeur. Le graphe de la survie nette conditionnelle (figure 
IV.3) confirme cette observation : en fin de suivi, les courbes obtenues pour les différents 
stades analysés sont très proches. Cependant, certains résultats nous interpellent. D’une part, 
nous pouvons remarquer que ni pour le stade 2, ni pour le stade 3, un palier est atteint en ce 
qui concerne la survie nette. Ceci est surprenant, notamment pour les stades 2 pour lesquels 
nous nous attendions à ce qu’il n’y ait plus de décès en excès à long terme. Différentes études 
ont montré qu’il pouvait y avoir des problèmes de classification si le nombre de ganglions 
examinés est inférieur à 8 ; certains ganglions peuvent être envahis mais non examinés, le 
stade est alors sous-évalué (les stades 2 sont alors un mélange de stade 2 et de stades plus 
avancés). C’est pourquoi nous nous sommes intéressés aux patients diagnostiqués en stade 2 
avec plus de 8 ganglions, appelé stade 2a, qui sont en réalité les « vrais » stades 2. Cependant, 
nous pouvons voir également que la courbe des stades 2a n’atteint pas de palier non plus, ce 
qui est un résultat surprenant. Afin de voir si ces tendances n’étaient pas dues à la 
modélisation utilisée, les données ont été analysées également avec des natural splines afin de 
contraindre les taux de mortalité à être linéaire en dehors des nœuds et d'éviter de potentiels 
effets de bord. Les résultats ont montré les mêmes tendances, ils ne semblent donc pas 
sensibles à la modélisation. 
D’après [VanSteenBergen, 2013], le seuil de mortalité en excès négligeable est atteint 
lorsque la survie nette conditionnelle atteint 95%. Ce seuil signifie qu’une fois que la survie 
nette conditionnelle a atteint les 95%, la survie du groupe de patients est quasiment 
comparable à celle d’un groupe de patients de la population générale ayant les mêmes 
caractéristiques démographiques. Pour les patients diagnostiqués en stade 2, ce seuil est 
atteint pour les classes d’âges les plus jeunes ([15 ; 45[ et [45 ; 55[) entre 10 et 15 ans de suivi 
après avoir déjà survécu respectivement 5 et 10 ans depuis le diagnostic. Pour les patients 
diagnostiqués en stade 2a, ce seuil est atteint entre 8 et 10 ans de suivi après avoir déjà 
????
?
survécu respectivement 3 et 5 ans depuis le diagnostic pour les classes d’âges suivantes : [15 ; 
45[, [45 ; 55[, [55 ; 65[. Pour les patients diagnostiqués en stade 3, ce seuil est atteint entre 10 
et 15 ans de suivi après avoir déjà survécu 5 et 10 ans depuis le diagnostic pour toutes les 
classes d’âges sauf la plus âgées [75 ; ++[. Ces derniers résultats sont à prendre avec 
précautions comme peut nous l’indiquer l’étendue des intervalles de confiance. 
 Lorsque nous regardons les quantiles de décès, 90% des décès pour les stades 2 ont eu 
lieu pendant les 14 premières années de suivi alors qu’en ce qui concerne le stade 3, 90% des 
décès ont eu lieu pendant les 10 premières années de suivi. Cela signifie qu’il ne reste plus 
beaucoup d’information à long terme, particulièrement pour les stades avancés. Il est donc 
très difficile de comparer les taux en excès à long terme entre deux populations telles que les 
stades 2 et les stades 3. Les estimations des taux relatifs présentent également une grande 
variabilité à long terme. Ceci amène à penser que la méthodologie utilisée n’est pas adéquate 
et qu’une réflexion méthodologique supplémentaire est nécessaire pour résoudre ce problème. 
Comme évoqué au début de la discussion, l’utilisation des natural splines n’a pas changé les 
résultats, nous nous demandons alors su nous devons garder notre outil pour modéliser le taux 
en excès. Si oui, peut-être devons-nous nous interroger sur la variabilité du critère d’Akaike 
pour le choix du modèle [Commenges, 2008] ainsi que sur l’inclusion de la covariable stade 
dans le modèle. Une autre proposition serait de modéliser les données à partir de 5 ans de 
suivi afin d’avoir une dynamique plus simple à modéliser. Des recherches à ce sujet sont donc 
nécessaires dans le futur. 
 L’estimation de la survie nette à long terme est délicate d’autant plus lorsque l’on se 
situe dans la classe la plus âgée. En effet, les personnes âgées ont un risque plus élevé de 
décéder du cancer ainsi que de décéder des autres causes, ce qui peut perturber le traitement, 
les soins et le rétablissement. La question est la suivante : l’estimation à long terme de la 
survie nette chez les personnes âgées a-t-elle un sens ? Cette estimation de la survie nette à 
long terme pour les patients âgés est donc très discutable. 
 Pour conclure, la différence de survie entre les patients diagnostiqués en stade 2 et 
ceux diagnostiqués en stade 3 n’est plus significative après avoir survécu 4 ans depuis le 
diagnostic. L’effet du stade s’atténue donc au cours du temps. Par ailleurs, les résultats tous 
âges confondus montrent un excès de mortalité persistant à distance du diagnostic. Cependant, 
les résultats par âge suggèrent une atténuation notable de cet excès de mortalité chez les 
patients les plus jeunes. Cette observation a pu être traduite en terme de survie conditionnelle, 
cette dernière atteignant en effet à 15 ans (conditionnellement au fait d'avoir survécu 10 ans) 
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des valeurs proches de 95%. L'imprécision de ces estimations constitue une limite majeure de 
notre étude, notamment pour les stades 3 pour lesquels elle rend toute interprétation 
impossible. La survie conditionnelle, sous réserve de données a long terme suffisantes, 
représente un indicateur intéressant. Il permet , tout comme l'évolution du taux de mortalité en 
excès, d'envisager les stratégies de suivi les plus appropriées. Les épidémiologistes et les 
cliniciens semblent trouver la survie conditionnelle plus "parlante" que l'évolution du taux en 
excès , peut-être parce que la notion de survie leur est plus habituelle. 
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Chapitre V 
Conclusion et perspectives 
V.1. Conclusion 
Dans le cadre de ce travail, nous nous sommes intéressés à l’estimation de la survie 
nette suite au diagnostic d’un cancer, c’est-à-dire, la survie que l’on observerait dans le cadre 
hypothétique où la seule cause de mortalité possible était le cancer. L’intérêt principal de cet 
indicateur épidémiologique est qu’il permet la comparaison entre pays ou entre périodes de 
diagnostic en termes de survie et permet donc une comparaison directe de l’efficacité et de 
l’amélioration des systèmes de soins concernant le cancer.  
Parmi les différentes méthodes développées dans le but d’estimer la survie nette, deux 
méthodes ont été retenues suite à une étude de simulation qui a fait l’objet du chapitre II de 
cette thèse. Le modèle paramétrique multivarié et la méthode non-paramétrique de Pohar-
Perme sont les seules méthodes capables de fournir des estimations non biaisées de la survie 
nette. Ces deux méthodes prennent en compte la censure informative de différentes manières : 
la méthode paramétrique ajuste le modèle sur les covariables induisant une censure 
informative et la méthode non-paramétrique utilise la pondération par l’inverse de la 
probabilité de censure. L’utilisation de l’une ou de l’autre de ces deux méthodes dépend de 
l’objectif de l’analyse. Si l’objectif est d’obtenir une estimation ponctuelle de la survie avec 
son intervalle de confiance, la méthode non-paramétrique de Pohar-Perme est recommandée. 
En revanche, si l’objectif est de quantifier les effets des variables pronostiques agissant sur le 
taux de mortalité en excès, le modèle paramétrique multivarié est recommandé. 
Ces résultats ont été publiés dans une revue statistique, mais il était important de les 
faire connaître à la communauté épidémiologique. Le choix a donc été fait de publier un 
article, dans une revue épidémiologique, destiné à illustrer l’impact de l’utilisation des 
méthodes anciennes plutôt que la méthode de Pohar-Perme quand l’objectif est de fournir des 
estimations ponctuelles de la survie nette à 5, 10 et 15 ans (non standardisées puis 
standardisées) à partir de données réelles. En considérant la méthode de Pohar-Perme comme 
gold-standard, les résultats ont montré que l’erreur était plus importante particulièrement pour 
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les cancers de bon pronostic (mortalité globale d’avantage influencée par la mortalité autres-
causes impliquant une augmentation de la censure informative liée à ces décès), pour des 
temps de suivi plus long (population de plus en plus déformée). Ces résultats ont fait 
polémique et cet article a reçu quelques critiques dans le fait de promouvoir la méthode de 
Pohar-Perme au détriment des autres méthodes existantes. 
L’inconvénient majeur du modèle paramétrique du taux en excès est qu’il nécessite 
une stratégie de construction de modèle qui s’avère complexe et difficile à mettre en place. 
Cette stratégie nécessite, dans un premier temps, de faire des hypothèses pour l’élaboration du 
modèle. Dans un second temps, elle nécessite d’évaluer si les données sont bien reflétées par 
le modèle. Pour vérifier chacune des hypothèses faites antérieurement dans le modèle, nous 
avons proposé différents tests issus d’un même cadre théorique, les transformées de 
martingale, permettant de vérifier l’hypothèse des taux proportionnels, ainsi que la forme 
fonctionnelle et la fonction de lien utilisées dans le modèle. Ces différents outils constituent 
un test formel pour chacune des hypothèses ainsi qu’une représentation graphique permettant 
de voir où se situe approximativement le caractère non-proportionnel en fonction du temps, le 
caractère non-linéaire en fonction de la covariable d’intérêt ou la mauvaise spécification de la 
fonction de lien en fonction de logarithme du taux relatif. Les résultats de ce travail seront 
soumis à la revue Statistics in Medicine en fin d’année. 
Enfin, une application épidémiologique visant à étudier l’impact des facteurs 
pronostiques, tel que le stade au diagnostic, sur la dynamique du taux de mortalité en excès 
après la survenue d’un cancer du côlon a été effectuée. Cette étude a permis de montrer qu’à 
partir de 5 ans environ, nous ne pouvons plus montrer de différence significative entre les 
patients diagnostiqués en stade 2 et les patients diagnostiqués en stade 3 après le diagnostic en 
terme de taux de mortalité en excès. Elle a permis d’objectiver également que le taux de 
mortalité en excès pour certains stades et certains âges atteignaient une valeur très faible, 
pouvant être considérée comme négligeable au-delà d’un certain délai. La survie nette 
conditionnelle, qui rejoint l’analyse de la dynamique du taux de mortalité en excès, a pu être  
fournie. Cet indicateur, qui consiste à restituer la survie à 5 ans (par exemple) 
conditionnellement au fait d’avoir survécu 1, 2, 3,..,  5 ans, est de plus en plus restitué dans les 
revues épidémiologiques, alors qu’il contient la même information que l’évolution du taux de 
mortalité en excès, à savoir qu’une survie conditionnelle qui augmente avec le temps n’est 
que le reflet d’un taux de mortalité en excès allant en diminuant. Il semble cependant que son 
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utilisation soit perçue comme plus facilement et directement utilisable par les cliniciens pour 
décider des stratégies de suivi des patients. 
V.2. Perspectives 
Nous présentons dans ce paragraphe des perspectives de recherche et de 
développements selon les différents axes de travail explorés dans le cadre de cette thèse. 
Tests des hypothèses d’un modèle paramétrique du taux en excès 
 Le but principal du chapitre III de cette thèse est de proposer une boîte à outils 
permettant de tester les principales hypothèses d’un modèle de taux en excès dans un même 
cadre théorique. Les résultats présentés dans ce chapitre ne portent que sur le test de 
l’hypothèse des taux proportionnels. L’implémentation des tests portant sur la forme 
fonctionnelle et sur la fonction de lien est en cours. L’analyse de performance de ces deux 
tests sera faite une fois la phase d’implémentation terminée selon les mêmes modalités 
d’évaluation que le test de l’hypothèse des taux proportionnels. 
Une question que nous nous posons est l’intérêt d’un test « omnibus » pour tester 
l’adéquation globale du modèle. En effet, ce test permettrait de tester l’adéquation globale du 
modèle, c’est-à-dire, de rejeter ou non l’hypothèse nulle H0 avec H0 : « le modèle est 
correcte », sans se focaliser sur une particularité de ce modèle telle que le caractère 
proportionnel de l’effet des covariables, la forme fonctionnelle des covariables ou la fonction 
de lien. Si l’hypothèse nulle n’est pas rejetée, le modèle est considéré comme correct, sinon, il 
est considéré comme incorrect et dans ce cas, des analyses supplémentaires portant sur les 
différentes spécificités du modèle sont alors nécessaires pour évaluer celle(s) qui ne 
correspondent pas aux données. 
 Cependant, la performance des tests d’une spécificité particulière peut être impactée 
par une mauvaise spécification des autres aspects de la modélisation de la covariable d’intérêt 
(comme nous avons pu le voir par exemple, la non prise en compte du caractère non-linéaire 
de l’effet d’une covariable peut impacter les performances du test testant l’hypothèse du 
caractère proportionnel de son effet). Les résultats obtenus sur données réelles doivent donc 
être interprétés avec précaution. Notamment, comme il a été recommandé [Abrahamovicz, 
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2007], le test de l’hypothèse des taux proportionnel doit être effectué en spécifiant de manière 
systématique un effet non-linéaire pour la covariable d’intérêt. 
 Pour remédier à ce problème, une solution serait de développer un outil permettant de 
tester de façon simultanée les différentes hypothèses du modèle, notamment les plus 
importantes, à savoir la proportionnalité et la forme fonctionnelle. Il permettrait de se rendre 
compte si seulement l’une d’entre elle est mal spécifiée ou les deux (cet outil ne reposerait pas 
sur l’hypothèse « toutes les autres hypothèses sont correctes »). Différents outils [Sasieni, 
2003][Pohar, 2008] ont été développés dans le cadre de la survie globale. Une perspective 
intéressante mais complexe pourrait être d’adapter ces outils au cadre de la survie nette. 
 Lorsque ces outils auront été implémentés et testés (tous ou partiellement), une autre 
perspective pourrait être de les rendre disponibles en routine, via un package R afin que 
l’étape de vérification des hypothèses du modèle, qui sera alors rapide, soit accessible à tous. 
Outils de modélisation de la survie à long terme 
L’étude de l’impact à long terme des facteurs pronostiques a présenté des difficulté 
importantes qui n’avaient pas été anticipées au début de cette thèse. En effet, nous avons pu 
remarquer tout d’abord le problème du manque d’information à long terme, notamment pour 
les stades les plus avancés et pour la classe d’âge la plus âgée (qui est la plus représentée pour 
le cancer du côlon). Ceci conduit à des estimations de survie présentant des intervalles de 
confiance très grands. Ce manque d’information a aussi été rencontré pour le stade le moins 
avancé pour lequel les modèles avaient du mal à converger du fait d’un très faible taux de 
mortalité en excès. 
Afin de pallier au manque d’information liée à une analyse stratifiée par stade, il 
pourrait être envisagé de garder la méthodologie utilisée et d’inclure la covariable stade 
comme une variable catégorielle dans le modèle. La principale difficulté de cette « solution » 
réside dans la complexité du modèle à construire, sachant qu’en plus de la covariable âge, il 
faudra modéliser un effet pour chaque stade et tester toutes les combinaisons possibles des 
fonctions candidates pour chaque effet. Afin de limiter cette complexité, une solution serait de 
modéliser les données à partir de 5 ans de suivi afin d’avoir une dynamique plus simple à 
modéliser. 
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En conclusion, cette thèse a contribué à mieux connaître les propriétés des différents 
estimateurs de la survie nette. De plus, un cadre théorique a été proposé afin, qu’à terme, il 
soit mis à la disposition des épidémiologistes des outils permettant de vérifier les hypothèses 
des modèles qu’ils utilisent. 
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Résumé 
La survie nette est un indicateur très utilisé en épidémiologie des cancers. Il s’agit de la survie que 
l’on observerait si la seule cause de mortalité était le cancer ; il est le seul indicateur 
épidémiologique utilisable à des fins de comparaisons de survie (entre périodes/pays) car il 
s’affranchit des éventuelles différences de mortalité dues aux autres causes que le cancer. 
Le premier objectif de notre travail était d’analyser les performances des différentes méthodes 
d’estimation de la survie nette sur données simulées ainsi que sur données réelles afin que les 
méthodes non biaisées soient reconnues scientifiquement et soient les seules à être utilisées par la 
suite. Nous avons ainsi démontré que deux approches étaient capables d’estimer sans biais la 
survie nette : l’approche non paramétrique de Pohar-Perme et l’approche reposant sur une 
modélisation multivariée du taux de mortalité en excès dû au cancer. Cette dernière approche 
impose une stratégie de construction difficile à mettre en place. 
Le deuxième objectif était de développer une boîte à outils composée de différents tests 
permettant de vérifier les différentes hypothèses faites lors de la construction d’un modèle de 
régression du taux de mortalité en excès. Ces hypothèses concernent habituellement la 
proportionnalité ou non de l’effet des covariables, leur forme fonctionnelle, ainsi que la fonction 
de lien utilisée. ?
Le troisième objectif était une application épidémiologique qui visait à étudier l’impact des 
facteurs pronostiques, tel que le stade au diagnostic, sur la survie nette conditionnelle, en d’autres 
termes sur la dynamique du taux de mortalité en excès, après la survenue d’un cancer du côlon. 
Mots-clé : Survie nette; Censure informative; Modèle multivarié; Tests ; Proportionnalité ; Forme 
fonctionnelle, Fonction de lien; Survie nette conditionnelle; Stade au diagnostic ; Cancer 
Title : Methodological contribution to net survival estimation: estimator comparison and test of 
the parametric hazard model assumption 
Summary 
Net survival is one of the most important indicators in cancer epidemiology. It is defined as the 
survival that would be observed if cancer were the only cause of death. This is the only one 
indicator allowing comparisons of cancer impact between countries or time periods because it is 
not influenced by death because of other causes. 
The first objective of this work was to compare the performance of several estimators of the net 
survival in a simulation study and then on real data in order to promote unbiased methods. Those 
methods are the non-parametric Pohar-Perme method and the parametric multivariable excess rate 
model. The latest one needs a model building strategy. 
The use of diagnostic procedures for model checking is an essential part of the modeling process. 
The second objective was to develop a tool box composed of diagnostic tools allowing to check 
hypothesis usually considered when constructing an excess mortality rate model, that is, the 
proportionality or not of the effect of covariates, their functional form and the link function. 
The third objective deals with the study of the impact of prognostic variables, such as stage at 
diagnosis, on conditional net survival, that is, on the dynamic of the excess hazard mortality after 
the diagnosis of colon cancer. 
Keywords : Net survival; Informative censoring; Multivariable model; Tests; Proportionality; 
Functional form; Link function; Conditional net survival; Stage at diagnosis; Cancer 
Intitulé et adresse du laboratoire :  
Laboratoire de Biométrie et Biologie Evolutive - Equipe Biostatistiques-Santé 
Service de Biostatistique - Centre Hospitalier Lyon-Sud  
165 chemin du Grand Revoyet - Bâtiment 4D - 69495 Pierre-Bénite 
