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Let [m] n denote the set of all n-tuples of the integers {0, 1 . . . .  , m - 1}, partially 
ordered by defining x = (x 1 . . . . .  x n) to precede y = (Yl . . . .  , Yn) if for each i 
either x i = Yi or Yi = m - 1. The rank  of x is [{i lx i = m - 1}], the cardinality of 
{i]x i = m - 1}, and [m]~' denotes the rank l elements o f [m]  n. If ag is a subset of 
[m]~', then Ad  denotes the elements of [m]~' 1 which precede at least one element 
of a¢. For fixed integers k and l, an algorithm is given for calculating min[kag[ ,  
where the minimum is taken over all k-element subsets d of [m]~'. The 
Kruskal -Katona Theorem is the m = 2 case. © 1994 Academic Press, Inc. 
INTRODUCTION 
Let [2] n denote the poset consisting of the 2 n n-tuples of 0s and ls 
partially ordered by defining x = (Xl, x 2 . . . .  , x,) to precede y = 
(Y l ,  Y2 . . . .  , y~) if x i < Yi for each i. The rank ofx  is Y'.n=lX i. Here [2]" can 
be regarded as the set of subsets of an n-element set ordered by setwise 
inclusion, where rank is cardinality. 
For any ranked poset P we will use P~ to denote the set of rank l 
elements of P. An element of x o f / ' l  is said to cover the elements of Pt- 1 
which precede x and the set of all elements covered by x, denoted Ax, is 
called the shadow of x. The shadow of a subset of P is the union of the 
shadows of its elements. 
The Kruskal-Katona theorem [5-7] gives an algorithm for calculating 
the minimum cardinality c of the shadow of a k-element element subset of 
[2]~', where k and l are given integers: take integers k(/), k( l  - 1) . . . .  , k( t )  
such that k(1) >k( l -  1)> -. .  >k( t )  >t_> 1 and 
k = 
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where (~) is  the usual binomial coefficient (such a representation for k 
exists and is unique). Then 
Since [2] n = FI~'=IQ where Q is the poset consisting of {0, 1}, 0 preceding 
1, our shadow minimizing problem can be generalized by generalizing Q. 
Some of this material is admirably exposed in [1]; see [4] for a more 
encyclopedic account. We discuss two lines of generalization. 
First, Q can be regarded as a special case of (rn), the poset consisting 
of {0,1 . . . . .  m-  1} ordered as the integers are ordered. In (m)  n, x 
precedes y if x i < Yi for each i and the rank of x is ~.n=lX i. The problem 
of finding the minimal cardinality c of the shadow of a k-element subset 
of (m)}' was first answered not with a Kruskal-Katona type theorem--i.e.,  
giving an algorithm for c - -but  rather by giving a total order on (m)  n, 
namely lexicographic order, such that c is the cardinality of the shadow of 
the first k elements of (m)7. This result is known as the generalized 
Macaulay theorem and also as the Clements-Lindstr6m theorem [2, 5]. 
(Actually, it is more general than we have indicated since it solves the 
problem for (m x) × (m z )  × "'" × (m, )  where it is only required that 
m 1 < m 2 < . . .  < m~.) In this context we propose to call the total order 
a Macaulay order and posets having such an order Macaulay posets in 
honor of F. S. Macaulay [11], who showed that (~)n, where (~) is the set 
of non-negative integers ordered in the usual way, and the rank of 
x ~ (~)n is ~.~n=lXi, is a Macaulay poset, the Macaulay order again being 
lexicographic order. (At first one might think that Macaulay's theorem for 
(~)" properly includes the Clements-Lindstr6m theorem for (m)  ~, but 
actually the reverse is true: (~)7 and (~)7-1 coincide with (m)7 and 
(m)~'_ ~ if m is sufficiently large, but Mac~/ulay's theorem is inadequate, 
for example, in (2)7 if l > 2 since (0, 0 , . . . ,  0, l), the first element in (~)7, 
is not in (2)7.) A Kruskal-Katona theorem for (m)  n was given subse- 
quently [3]. 
Second, Q can be regarded as a special case of the poset [m], where [m] 
again consists of the integers {0, 1 , . . . ,  m - 1}, but where i precedes j if j 
is m - 1 and i is not. In [m] ~, x precedes y if for each i either x i = Yi or 
Yi = m - 1, and the rank of x is I{ i lx  i = m - 1}1. 
The poset [3]" is of special interest since it is isomorphic to the set of 
faces of the n-dimensional cube ordered by setwise inclusion, x = 
(x l , . . . ,  x , )  ~ [3]" corresponding to the face {zlz = (Zl . . . . .  z , , ) ,  z i = x i  
iff x i=0  or x i=  1, and 0<z  i<  1 otherwise}. The rank of a face 
coincides with its dimension. 
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Kruskal [8] asked if his theorem generalized somehow to [3] n and 
Lindstr6m [10] showed that the answer is yes in both of our senses: he 
showed that [3] ~ is a Macaulay poset and also provided a Kruskal-Katona 
type algorithm. Leeb [9] showed that [m] ~ is a Macaulay poset for all m 
and n (m >2,  n_> 1). His Macaulay order for [3]" is the same as 
Lindstr6m's, but the descriptions are quite different. The purpose of this 
paper is to generalize the Kruskal-Katona lgorithm to [m] ~. 
Leeb's Macaulay Order for [m] n 
In what follows we make use of several operations on elements x of 
[m] n. Let I(x) denote the result of deleting 0 coordinates of x and 
reducing non-zero coordinates by one. For a positive integer i, R i (x )  
denotes the result of replacing each coordinate of x which is > i by i, and 
T(x) denotes the result of replacing non-zero coordinates of x by 1. (Thus 
T and R 1 are the same.) We will call T(x) the "tag" of x. Leeb's Macaulay 
order -< n on [m] n is defined as follows. m 
DEFINITION. For x,y ~ [m] n, x va y, x <~ y if for some integer i, 
1 _< i _< m - 1, Rl(x) = Rl(y), R2(x) = R2(y) . . . .  , Ri_i(x) = Ri_l(y) and 
Ri(x) < Ri(y), where < between vectors denotes lexicographic order. 
It is instructive to array [2] °, [2] 1, [2] 2, [2] 3, and [3] 3 in Leeb's order. We 
write elements in increasing order from left to right, top to bottom, putting 
elements of successive ranks in successive columns. We consider [2] o to be 
the empty set. See Fig. 1. 
Note that if each x in [3] 3 is replaced by I(x), the first row, the next row, 
the next 3 rows, the next row, the next 2 rows, the next two rows, and the 
last 4 rows become respectively [2] °, [2] I, [2] 1, [2] 2, [2] ~, [2] 2, [2] 2, and [2] 3. 
In general we will see that the m n= E7=0(~,](m- 1) i elements in the 
[m] ~ array can be thought of as consisting~'Jof (~) [m-  1]i-arrays, i=  
0, 1 , . . . ,n .  
Leeb's definition is not convenient for generalizing the Kruskal-Katona 
theorem to [m] ~. Contemplation of Fig. 1 suggested the following alterna- 
tive formulation which turns out to be useful. 
DEFINITION. For x ,y~[m]  ~, x4=y, x<~ y i f (a)  x and y have the 
same tags and I (x)<~_~ l(y) where z = I{ilx i = Yi = 0}1 and <~ is 
lexicographic order, or (b) the tag of x is less than the tag of y in 
lexicographic order. 
THEOREM. Suppose x, y, x va y, are elements o f  [m] ~ where m > 2 and 
n > 1. Then 
X ..~ n n ~ y i f f  x <~ y. 
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001 002 
010 020 
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0 1 2 3 
000 001 
010 011 
100 101 
110 111 
[2] 3 
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Proof. We make a double induction. Both -<~ and <~ are lexico- 
1 and 1 graphic order for any n and "<m <m are the usual order between 
the integers 1, 2 , . . . ,  m - 1 for any m. Now assuming the two orders are 
the same in [2]", [3 ] " , . . . , [m-  1]" for all n and are also the same in 
[m]l, [m]2 . . . .  , [m]k-1, we show they are the same in [m] k. 
k First suppose x <,~ y. 
(1) If x and y have the same tags, then I(x) <~,-z 1 I(y) where z is the 
number of 0s in x (or y). Hence by the induction hypothesis I(x) -<~-z 1 I(y) 
and therefore x ~m Y, since adding ls to the coordinates of I(x) and I(y) 
and inserting z 0s in common positions will not affect their order. 
(2) If x and y have different tags, then x <~, y implies T(x) < T(y) 
and therefore Rlx < Rly and x -<m Y" 
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Next suppose x _<k rn Y" 
(1) If  x and y have the same tags, if z = I{ilx i = Yi = 0}] > O, and if 
x' and y' are the result of deleting 0 coordinates in x and y, then x -<K y m 
implies x' k-z  y, and therefore x' k-z y, "<m <,~ by the induction hypothesis. 
Since x' and y' have the same tags (because they have no zeros) it follows 
from the definition of <km-Z that I (x ' )  ~-~ < -1 I(Y')- But I (x ' )=  I(x) and 
I (y ' )  = I(y), so I(x) <m-lk-~ i (y)  and therefore x <~ y. If  z = 0, x .<kin Y 
k implies I(x) "~m-lk I(y). Hence, by the induction hypothesis, I (x )<m-1  
I (y)  and x <k m y by definition of <k  . 
k (2) I f  x and y have different tags, then x "<m Y implies Rl(x) < Rl(y). 
But R lx  = T(x) and Rl(y) = T(y) so x <k  y follows. 
A Kruskal-Katona Theorem for [m] n 
Let t(i) denote the dyadic representat ion of the integer i, e.g., t(6) = 110. 
Also, let A i denote the elements of [m] n having t(i) for their tags. We 
abbreviate [Ai]t, the subset of A i consisting of rank l elements, to A~. 
m n Note that zi[m]' /= [m]~_ x for i = 1 ,2 , . . . ,n ,  for if x ~ [ ]l-1, then 
( l  - 1) of the coordinates of x are (m - 1)s and n - (l - 1) > 0 coordi- 
nates are less than (m - 1). I f  y is the resuIt of replacing any one of these 
coordinates by (m - 1), then y ~ [m]~' and x ~ ziy. We adopt the conven- 
tion that A[m]~ +1 is [m]~, the single vector that is the n-tuple of (m - 1)s, 
and correspondingly understand AA t(i) --~llt(i)r+l to be the single vector obtained 
by replacing the ls in t(i) by (m - 1)s. For example, in [3] 3, A 4 = {100, 200}, 
A 4 = O, but we understand AA 4 to be {200}; similarly AA1 ° is an n-tuplc 
of 0s. 
We remark that if G is any subset of A~, where l < n, and AG = 
S / 0S /<,  where S / and S< denote, respectively, the elements of zIG 
having tags equal to and less than t(i) (in lexicographic order), and U 
denotes a disjoint union, then s i<cA(A°OA~ U . . .  ( JAb- l ) .  For if 
x ~ S~<, then T(x) = t( j )  for some j < i. Also, x is of rank l - 1 < n,  
so some coordinate of x is < (m - 1). I f  x has a non-zero coordi- 
nate < m - 1 and y is the result of replacing any such coordinate by 
m - 1, then y ~ A~ and x E ziy. I f x  has (l - 1) of its coordinates = m - 1 
and its remaining coordinates equal to 0, then x is the single element in 
- A 5 then ZIA~ since l - 1 = [t(j)f. (For example, in [3] 3 , if G = {202}  2, 
200 ~ S 5 and {200} = ZIA4.) 
THEOREM. I f  S~ is a c-element subset o f  [m]7, i f  j is the largest integer 
such that c >>_ Z{=0l[m - 1]~t(i)l[ = d and r = c - d, then 
J 
> -1  ,t(,}t AF( r ,  [m - 1]I t(j+l)[ ]A J I  ~ I[ m ],-1[ + 
i=0  
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where for any set G, F(r, G) denotes the first r elements of G in the 
order <~.  
Proof. Since <~, is a Macaulay order, it suffices to calculate [ais~'l 
under the assumption that ~ is the first c elements of [m]}'. In view of 
the definition of <~m , Ai is isomorphic under I to [m - 1] It(i)l and so 
LA~I = I[m - 1]It(i)ll, i = 0, 1 , . . . ,  j. Thus 
a e =A ° ~A} (O ""  UA i (OF(r, Ai+l) .  
Here F(r, Ai  +1) is isomorphic to F( r , [m-  1]lt(j+l)['l Employing again J--II . .]" 
the notation used in the remark, we write aiA} = S'__ U S'<, i = 0, 1 . . . . .  j 
and AF(r, Ai +1) = Si__ +1 0 SJ< +1. Note that S / is ismorphic under I to 
A[m - 1]} t(i)l = [m _ -tlllllt(i)l- 1 for i = 0, 1, . . . ,  j and S~_ +1_ is ismorphic under 
I to AF(r,[m - 1]ItO+l~l). Here S ° is empty, so AA ° = S ° . In view of 
the remark, S 1 _c AA °, so ai(A ° (o A I) = aiA ° u aiA I = (SO= OSL) u Sl< 
= S ° ©S 1 . Continuing in this waywe find aid = S ° ©S[ u . ' -  © S~ +1 
and therefore laid] = Ef-ol[m_ - 1 llt(i)ljl_l + laF(r ,[m - l]tt(j+l)l)l as was 
to be proved. 
Since IEm]}'l is evidently (7}(m-  1) "-', our theorem allows us to 
calculate minimal shadow sizes recursively. For example, to calculate the 
minimal shadow size of a 4 element subset of [3] 3 (in view of Fig. 1, the 
answer will be 11), we have 
4 >__ 1121 °L] + 1121 1k1 + 112] 1°11 +1121 '"1 + + I[2] l°ll[ +1121'21'°'1 
=(0 + 1 2)1-2 (12)1-"-I-(12)1-1-I-(22)1°+ (12)1-1 + (22)1° + (~)1 °
=0+0+0+1+0+1+1=3,  
but 4 ~ E7=o[[211~(°1[ = 3 + 112]1~'111 = 3 +/~) l  = 6. Thus j = 6 and the 
minimal shadow size is 
1 1 + t 1 ° (°)1-+, ( ),o+ (,)1o+ (11 ] 
+ ale(l,  
=0+1+1+2+1+2+2+2 
+( 1)11+( t11 
since laiF(1, [213)1 = (2 2 ) by the Kruskal -Katona theorem. 
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