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Kurzfassung 
Mit Hilfe der Geometrischen Algebra lässt sich eine an physikalischen und physikdidaktischen 
Setzungen orientierte moderne Lineare Algebra konstruieren, die auf vorangegangenen Frühjahrs-
tagungen in Wuppertal und Hannover vorgestellt wurde. Diese modere Lineare Algebra beruht auf 
einem konzeptuellen Gleichklang algebraischer und geometrischer Deutungen, wobei die Koeffi-
zientenmatrix Linearer Gleichungssysteme durch Koeffizientenvektoren ersetzt wird. Die Lösung 
eines Linearen Gleichungssystems ergibt sich dann durch Volumenvergleich der durch die Koeffi-
zientenvektoren aufgespannten (Hyper-)Parallelepipede bzw. Parallelotope. 
Dieser physikdidaktisch motivierte Ansatz wird nun in einer weiteren Ausarbeitung auf Eigenwer-
te und Eigenvektoren übertragen. Dieser Zugang wird unter Einbezug von Beispielen aus der Un-
terrichtspraxis im fachhochschulischen Rahmen vorgestellt und diskutiert. 
1. Einleitung: Einordnung des Beitrags
Mit Hilfe der Geometrischen Algebra lässt sich eine 
an physikalischen und physikdidaktischen Setzun-
gen orientierte moderne Lineare Algebra konstruie-
ren, die auf einem konzeptuellen Gleichklang algeb-
raischer und geometrischer Deutungen beruht. 
Dabei wird die Koeffizientenmatrix Linearer Glei-
chungssysteme durch Koeffizientenvektoren ersetzt. 
Die Lösung Linearer Gleichungssysteme ergibt sich 
dann durch Volumenvergleich der durch die Koeffi-
zientenvektoren aufgespannten (Hyper-) Parallelepi-
pede bzw. Parallelotope. 
Dieser Ansatz wurde bzw. wird derzeit in den Win-
tersemestern an der HWR Berlin in den englisch-
sprachigen Kursen der Poolveranstaltungen zur 
Wirtschaftsmathematik (LV-Nr. 200 691.01) sukzes-
sive erprobt. 
Im Wintersemester 2014/2015 erfolgte die Erpro-
bung des entwickelten Kursmaterials zu den Grund-
lagen der Geometrischen Algebra [1], [2], zur Lö-
sung einfacher Linearer Gleichungssysteme mit zwei 
oder drei Unbekannten [3], zum Direkten Produkt 
und zur Lösung höher-dimensionaler Linearer Glei-
chungssysteme mit mehr als drei Unbekannten [4]. 
Im Wintersemester 2015/2016 erfolgte die Erörte-
rung des Gauß-Verfahrens im Kontext von Koordi-
natentransformationen [5], [6], wobei aus Zeitgrün-
den die Darstellung der Grundlagen zur Geometri-
schen Algebra didaktisch und vor allem auch zeitlich 
reduziert in Anlehnung an  eine zwischenzeitlich 
erfolgte Erprobung mit relativ leistungsschwachen 
Studierenden an der MSB [7], [8], [9] erfolgte. 
Im Wintersemester 2016/2017 erfolgte nun die Er-
probung des in diesem Beitrag vorgestellten Ansat-
zes zur Darstellung von Eigenvektoren und Eigen-
werten im Rahmen der Geometrischen Algebra [24], 
sowie die Nutzung von Sandwich-Produkten zur 
Lösung Linearer Gleichungssysteme. 
Für zukünftige Semester geplant ist die Erprobung 
der Nutzung des Programm-Tools „Geometric Alge-
bra Algorithms Optimizer“ (GAALOP) zur Lösung 
Linearer Gleichungssysteme [10]. 
2. Kernpunkte der Geometrischen Algebra
Das mathematische Grundgerüst der Geometrischen 
Algebra ist ein ambivalentes Konstrukt. Zum einen 
ist es ein zutiefst in der Mathematik verorteter An-
satz, der von Graßmann [11] zu Beginn mathema-
tisch-algebraisch erdacht und eingeführt wurde, so 
dass „die Algebra eine wesentlich veränderte Gestalt 
gewinnen“ werde [11, § 45, S. 71]. 
Doch zum anderen war Graßmann als ein physika-
lisch denkender Mathematiker immer darauf ausge-
richtet, die von ihm erdachten algebraischen Zusam-
menhänge geometrisch zu unterlegen und so kon-
zeptuell zu festigen. 
In einer frühen Deutung der Graßmannschen Ideen 
betont Peirce diesen Aspekt: „In truth, Grassmann 
has got hold (though he did not say so) of an eight-
fold algebra, which may be written in my system as 
follows: – Three Rectangular Vectors – – Three 
Rectangular Planes – – One Solid – – Unity“ [12]. 
Oder mit anderen, moderneren Worten: „We have 
now reached the point which is liable to cause the 
greatest intellectual shock. We have played an ap-
parently harmless game with the algebra of 3-
dimensional vectors and found (…) exactly the alge-
bra of the Pauli spin matrices“ [13, S. 1184]. 
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Das ist der zentrale Kernpunkt der Geometrischen 
Algebra: Graßmann beschrieb mit seinem Ansatz 
eine (verallgemeinerte) Pauli-Algebra, deren Grund-
größen räumlich interpretiert werden. 
Die drei  Pauli-Matrizen x, y, z  bzw. m verall-
gemeinerten Pauli-Matrizen i mit i  {1,  2, …, m} 
repräsentieren dabei Basisvektoren eines drei- bzw. 
m-dimensionalen Euklidischen Raums. Ein Vektor r 
kann somit immer als Linearkombination von Pauli-
Matrizen 
r = 


m
1i
iir  {1} 
dargestellt werden. 
3. Lineare Gleichungssysteme
Jedes Lineare Gleichungssystem 
A x

 = r

  mit A = (aij)  {2} 
bzw. zeilenweise 


n
1j
jijxa = ri    i  {1,  2, …, m}  {3} 
kann durch Geometrisierung mit Hilfe von n Koeffi-
zientenvektoren 
aj = 


m
1i
iija  j  {1,  2, …, n}  {4} 
somit in eine Linearkombination dieser Koeffizien-
tenvektoren 


n
1j
jjxa  = r  {5} 
überführt werden, indem jede der m Zeilen {3} 
gemäß Gl. {1} mit einem entsprechenden Basisvek-
tor i multipliziert wird und sodann alle Terme auf-
addiert werden. 
Diese Geometrisierung bewirkt gleichzeitig eine 
algebraische Verdichtung, indem die m unterschied-
lichen Linearen Gleichungen {3} in einer einzigen 
Gleichung {5} zusammengefasst werden. Oder um-
gangssprachlich: Anstelle von m verschiedenen Zei-
len {3} wird das Lineare Gleichungssystem {2} nun 
in nur noch einer einzigen Zeile {5} geschrieben: 

 

n
1j
j
m
iij xa
1i
 = r  {6} 
Da die Mathematik der Eigenwerte und Eigenvekto-
ren in der Regel nur anhand quadratischer Matrizen 
diskutiert wird (siehe beispielsweise die Darstellun-
gen in [14], [15], [16], [17], [18], [19], [20], [21]  ) 
wird sich die Diskussion im Folgenden auf n Lineare 
Gleichungen mit n Unbekannten beziehen, so dass 
m = n  gesetzt wird. Es werden also lediglich quad-
ratische Matrizen A in Gl. {2} betrachtet. Es gilt 
dann: 

 

n
1j
j
n
iij xa
1i
 = r  {7} 
4. Grundlagen der Eigen-Mathematik
Die mathematische Perspektive, die bei der Diskus-
sion von Eigenwerten und Eigenvektoren einge-
nommen wird, ist die einer reinen Streckungswir-
kung. Es werden diejenigen Vektoren v

 betrachtet, 
die bei Einwirkung der Matrix A in Gl. {2} keine 
Richtungsänderung, sondern lediglich eine Län-
genänderung erfahren: 
A v

 =  v

 {8} 
Die Streckungsfaktoren  werden dann Eigenwerte,
die richtungskonstanten Vektoren v

 Eigenvektoren 
der Matrix A genannt. 
Dies ist äquivalent zur Darstellung 
(A –  E) v

 = 0  {9} 
mit Hilfe einer charakteristischen Matrix (A –  E), 
wobei E die n-dimensionale Einheitsmatrix bezeich-
net. Im Fall nicht-trivialer Lösungen ist diese cha-
rakteristische Matrix singulär. 
Die Übersetzung dieser simplen Darstellung in die 
Sprache der Geometrischen Algebra erfolgt analog 
zur Geometrisierung beim Schritt von Gl. {3} zu Gl. 
{4}. Die charakteristische Matrix kann spaltenweise 
betrachtet und somit zwanglos als Komposition von 
n charakteristischen Koeffizientenvektoren 
aj – j =


n
1i
iijij  )a(   mit  ij =
geschrieben werden. 
Da die charakteristische Matrix singulär sein muss, 
sind die charakteristischen Koeffizientenvektoren 
nicht linear unabhängig. Dies hat die geometrisch-
algebraische Konsequenz, dass das äußere Produkt 
aller charakteristischen Koeffizientenvektoren Null 
ergeben muss. Somit erhält man das charakteristi-
sche äußere Produkt 
(a1 –  1)  (a2 –  2)  ...  (an –  n) = 0 
 {11} 
in Analogie zur Determinante der charakteristischen 
Matrix von 
det (A –  E) = 0  {12} 
Durch Multiplikation von Gl. {11} mit der  Inversen 
I 
–
 
1
 (oder Reversen I 
~
 ) des Pseudoskalars
I = 123n = 


n
1i
i
 {13} 
ergibt sich linksseitig das charakteristische Polynom 
((a1 –  1)  (a2 –  2)  ...  (an –  n)) I
 –
 
1
 {14} 
dessen Nullstellen in Form einer charakteristischen 
Gleichung (Eigenwert-Gleichung) 
((a1 –  1)  (a2 –  2)  ...  (an –  n)) I 
–
 
1
 = 0
     {15} 
die Eigenwerte k bezeichnen. Gelingt die nicht 
immer einfache Lösung dieser Gleichung n-ter Ord-
nung, sind die Eigenwerte bekannt. 
1 für i = j 
0 für i ≠ j 
 {10} 
 
34
Eigenwerte und Eigenvektoren aus geometrisch-algebraischer Perspektive 
 
Durch eine Lösung der maximal n Linearen Glei-
chungssysteme A 
kv

 = k kv

 {8} auf Grundlage des 
Grassmannschen Ansatzes [11, § 45] 
(a1  a2  ...  an) vki 
 = a1  a2  ...  ak–1   vk  ak+1  ...  an  {16} 
können sodann die Eigenvektoren vk in geometrisch-
algebraischer Schreibweise 
vk = 


n
1i
ikiv  mit  k  n     {17} 
berechnet werden. Die Eigenvektoren können gege-
benenfalls auch normiert zu 
nk = 2
k
k
v
v
 = 


n
1i
ikiv
1
2
kv
  {18} 
angegeben werden. 
5. Beispiel: Das Tankstellenproblem (Teil I)
Anhand eines Beispiels aus dem wirtschaftsmathe-
matischen Bereich (siehe Abb. 1) können die Vor- 
und Nachteile der Nutzung der Geometrischen Al-
gebra bei der Ermittlung von Eigenwerten und Ei-
genvektoren aufgezeigt werden. 
Ähnlich wie in der Physik kommen diese insbeson-
dere in abgeschlossenen Systemen (beispielsweise 
bei Berechnung von Eigenschwingungen ohne äuße-
re Krafteinwirkung) klar zum Tragen. 
Die Marktanteile der drei Tankstellen A, B, C 
einer kleinen Stadt entwickeln sich gemäß der 
rechts angegebenen monatlichen Änderungsra-
ten. 
Vier Monate nach einer Anzeigenkampagne 
von Tankstelle A haben die Tankstellen die fol-
genden Marktanteile: 
Tankstelle A: 37,73 % 
Tankstelle B: 43,52 % 
Tankstelle C: 18,75 % 
Berechnen Sie mit Hilfe von zuvor ermittelten 
Eigenwerten und Eigenvektoren die Marktantei-
le der drei Tankstellen, die diese einen Monat 
nach der Werbekampagne hatten. 
 
Die in Abb. 1 angegebenen Werte können in der 
Matrix der Änderungsraten T 
T =
 









60,010,010,0
20,080,020,0
20,010,070,0
 {19} 
zusammengefasst werden. Da die Elemente dieser 
Matrix spaltenweise zu 1 = 100 % aufaddieren, han-
delt es sich um eine stochastische Matrix, deren 
größter Eigenwert 1 = 1 beträgt. Die spaltenorien-
tiert ermittelten Koeffizientenvektoren 
a = 0,70 x + 0,20 y + 0,10 z 
b = 0,10 x + 0,80 y + 0,10 z  {20} 
c = 0,20 x + 0,20 y + 0,60 z 
führen sofort auf die charakteristischen Koeffizien-
tenvektoren 
a –  x = (0,70 – ) x + 0,20 y + 0,10 z 
b –  y = 0,10 x + (0,80 – ) y + 0,10 z  {21} 
c –  z = 0,20 x + 0,20 y + (0,60 – ) z 
Das charakteristische äußere Produkt 
(a –  x)  (b –  y)  (c –  z)  {22} 
= (– 3 + 2,10 2 – 1,40 y + 0,30) xyz
kann dann als charakteristisches Volumen des durch 
die drei charakteristischen Koeffizientenvektoren 
aufgespannten Parallelepipeds interpretiert werden. 
Im nächsten Schritt wird das charakteristische Poly-
nom 
(a –  x)  (b –  y)  (c –  z) zyx 
= (– 3 + 2,10 2 – 1,40 y + 0,30)     {23}
Null gesetzt, so dass aus der charakteristischen Glei-
chung 
0 = – 3 + 2,10 2 – 1,40 y + 0,30
   = – ( – 1) ( – 0,60) ( – 0,50)   {24} 
 
die gesuchten Eigenwerte bestimmt werden können. 
1 = 1
2 = 0,60  {25} 
3 = 0,50
Wesentlicher didaktischer Vorteil dieser Herange-
hensweise ist die Einbeziehung der geometrischen 
Deutung der charakteristischen Determinante als 
äußeres Produkt und somit geometrisch als Volumen 
eines charakteristischen Parallelepipeds. 
Abb.1: Das Tankstellenproblem aus [24]. 
Lesebeispiele: (1)  10 % der Kunden, die im vergangenen Monat bei Tankstelle B tankten, tanken jetzt bei Tankstelle C. 
 (2)  60 % der Kunden, die im vergangenen Monat bei Tankstelle C tankten, tanken weiterhin bei Tankstelle C. 
    (1) 
(2) 
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Im nächsten Schritt werden die drei Eigenvektoren 
vk auf Grundlage der Streckungsgleichung {8} 
a vkx + b vky + c vkz                                   {26} 
 =  (vkx x + vky y + vkz z) 
bzw.   {27} 
(a –  x) vkx + (b –  y) vky + (c –  z) vkz = 0 
oder aber auf Grundlage des Grassmannschen An-
satzes {16} 
(a  b  c) vkx =  vk  b  c 
(a  b  c) vky =  a  vk  c                   {28} 
(a  b  c) vkz =  a  b  vk 
beispielsweise zu 
v1 = 3 x + 5 y + 2 z 
v2 = x – y                                               {29} 
v3 = x – z 
oder aber normiert zu 
n1 = 
38
1
(3 x + 5 y + 2 z) 
n2 = 
2
1
(x – y)  {30} 
n3 = 
2
1
(x – z) 
bestimmt. 
Konzeptuell und mathematisch-ästhetisch ist der 
Grassmannsche Ansatz {16} hier sicherlich tragfä-
higer. Wieder werden geometrische Größen (Volu-
mina von Parallelepipeden, siehe Gl. {28}) algebra-
isch gedeutet und in sehr konkreter, nachvollziehba-
rer Weise in Relation zueinander gesetzt. 
Handfest unterrichtspraktisch mag jedoch die Stre-
ckungsgleichung {26} ebenso gut für eine didakti-
sche Umsetzung geeignet sein, da diese mit Hilfe 
des Falkschen Schemas für die Lernenden unter 
Umständen leichter zugänglich ist, weil hier ziel-
gerichtet auf Bekanntes zurückgegriffen werden 
kann. 
Insbesondere, wenn der rechnerische Aufwand bei-
der Lösungsstrategien {26} und {28} verglichen 
wird, ergeben sich keine wesentlichen Unterschiede. 
Beide Ansätze sind mit einem gewissen Rechenauf-
wand verbunden, der in Abhängigkeit davon, welche 
Rechenstrategien zuvor von den Lernenden vertieft 
eingeübt wurden, schneller oder weniger schnell zu 
bewältigen sein wird. 
Aus diesem Grund sind in den auch als Skript nutz-
baren OHP-Folien beide Vorgehensweisen aufge-
führt (siehe [24, S. 38 und S. 39] zur Ermittlung des 
Wertes für 1, [24, S. 41 und S. 42] für 2 sowie [24, 
S. 44 und S. 45] für 3). 
Aber gerade dies auch ein Ziel mathematischen Leh-
rens und Lernens: Eine Methodenvielfalt zu vermit-
teln, die die Lernenden befähigt, Problemstellungen 
unter Nutzung auch sehr verschiedener Ansätze auf 
verschiedene Weisen zu bewältigen und zu lösen. 
6. Interpretation der Zwischenergebnisse
Da es sich bei der Matrix der Änderungsraten {19} 
um eine stochastische Matrix handelt, kann der mit 
dem höchsten Eigenwert 1 = 1 verknüpfte Eigen-
vektor v1 leicht interpretiert werden. 
Zum einen zeigt Gl. {8}, dass dieser Eigenvektor ein 
Vielfaches des Vektor konstanter Marktanteile x1 
x1 = 
10
1
v1 = 0,30 x + 0,50 y + 0,20 z   {31} 
mit 
A 
1x

 = 
1x

  {32} 
sein wird. Der Eigenvektor v1 bzw x1 beschreibt als 
Zustandsvektor somit den Gleichgewichtszustand 
des Marktes. 
Zum anderen wird in diesem einfachen Modell das 
Marktverhalten durch Markov-Ketten [16, Kap. 9] 
modelliert. Ein beliebiger Marktzustand xbel strebt 
für hohe n 
bel
n x
n 

A

lim = 1x

 {33} 
und damit für große Zeitdauern gegen diesen Gleich-
gewichtszustand x1 konstanter Marktanteile. Der mit 
1 = 1 verknüpfte Eigenvektor v1 bzw. x1 beschreibt
somit das Langzeitverhalten. 
Dies kann gezeigt werden [24, S. 67], indem der 
beliebige Zustandsvektor xbel in die Eigenvektor-
komponenten (siehe z.B. [24, S. 63] ) zerlegt wird 
und die Potenzen der  anderen Eigenwerte 2
n
 bzw. 
3
n
, die für hohe n gegen Null streben, analysiert 
werden. 
Die so motivierte Zerlegung von Zustandsvektoren 
spielt auch eine entscheidende Rolle, wenn alternati-
ve Zugänge zur Matrizenmultiplikation und zur 
Lösung Linearer Gleichungssysteme in den folgen-
den Abschnitten diskutiert werden. 
7. Matrizenmultiplikation ohne Matrizen
Konzeptioneller Kern der mathematischen Analyse 
von Problemstellungen aller Art und aller Sachge-
biete ist die Beschreibung, die Erklärung und – bei 
Hypothesenprüfung – auch die Vorhersage von 
Zustandsänderungen. Ein Zustand wird unter Ein-
wirkung von Prozessen aller Art in einen weiteren 
Zustand überführt. 
In der Linearen Algebra werden rein lineare Ände-
rungen betrachtet, die üblicherweise mathematisch 
durch die Wirkung – also die linksseitige Prä-
Multiplikation – einer Änderungsmatrix A = (aij) auf 
einen Zustandsvektor x

 nach Gl. {2} mit A x

 = r

beschrieben werden, so dass ein neuer Zustand ent-
steht, der durch den resultierenden Zustandsvektor 
r

 dargestellt wird. 
Diese Art der mathematischen Darstellung linearer 
Änderungen wird in einführenden Kursen meist 
sehr, sehr ausführlich behandelt. Die Matrizenmulti-
plikation mit Matrizen ist wesentlicher Bestandteil 
der hochschulischen mathematischen Grundbildung. 
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Das gleiche Ziel – die mathematisch tragfähige Be-
schreibung linearer Änderungen und deren Wirkung 
auf Zustandsvektoren – kann jedoch auch in einer 
vollkommen matrizenfreien Mathematik erreicht 
werden, wenn die Eigenwertinformation zur Modifi-
kation von Zustandsvektoren herangezogen wird. 
Bei der Eigenwert-Mathematik handelt es sich somit 
im Kern um eine Mathematik, die ... 
 ... Matrizenmultiplikationen 
 ohne Matrizen ... 
Abb.2: Zentrale mathematische Motivation der Nutzung 
 von Eigenwerten und Eigenvektoren. 
... beschreibt. Es wäre also möglich, in einer alterna-
tiven Strukturierung der Mathematik vollkommen 
auf Matrizen zu verzichten und sich bei der Darstel-
lung linearer Änderung alleine auf Eigenwerte und 
Eigenvektoren zu stützen. 
Darüber hinaus sind die mathematische Eleganz und 
die strukturelle Schönheit von Eigenwertrechnungen 
überzeugend: Zahlreiche Rechnungen sind weniger 
kompliziert, wenn diese unter Zuhilfenahme der 
Eigenwertinformation durchgeführt werden. 
Wie sieht die Matrizenmultiplikation ohne Matrizen 
nun aus? Wie im vergangenen Abschnitt bereits 
angedeutet, wird die Wirkung der Matrix A auf den
Vektor x

 durch eine Zerlegung von x

 in die Eigen-
vektor-Komponenten modelliert. 
In der Sprache der Geometrischen Algebra kann die 
Zerlegung der Vektoren x und r (siehe Gl. {1}) 
x = 


n
1i
iix r = 


n
1i
iir   {34} 
in die Eigenvektorkomponenten mit den Eigenvek-
torkoeffizienten ci und di 
x = 

n
1i
ic iv r =
 


n
1i
id iv  {35} 
auf Grundlage des Grassmannschen Ansatzes [11, § 
45] sehr einfach vorgenommen werden, wenn die
Eigenvektoren vi bekannt sind. 
(v1  v2  ...  vn) ci 
   = v1  v2  ...  vi–1  x  vi+1  ...  vn  {36} 
 ci = (v1  v2  ...  vn)
– 1
 
  (v1  v2  ...  vi–1  x  vi+1  ...  vn) {37} 
und 
(v1  v2  ...  vn) di 
   = v1  v2  ...  vi–1  r  vi+1  ...  vn  {38} 
 di = (v1  v2  ...  vn)
– 1
 
  (v1  v2  ...  vi–1  r  vi+1  ...  vn) {39} 
Die Matrizenmultiplikation {2} 
A x

= A 

n
1i
iivc

= 


n
1i
iii vc

= r

 {40} 
wird in der Geometrischen Algebra dann durch eine 
einfache Modifikation der Koeffizienten 
di = ci i  {41} 
errechnet, so dass der resultierende Vektor r als 
r = 


n
1i
ic ii v  {42} 
geschrieben wird. 
8. Lösung Linearer Gleichungssysteme
Wesentliches Lernziel der einführenden Kurse in 
den Pool-Veranstaltungen zur Wirtschaftsmathema-
tik an der HWR Berlin ist nicht, die Mathematik von 
Eigenwertproblemen zu vermitteln, sondern die 
bereits angesprochene Methodenvielfalt im Bereich 
der Lösung Linearer Gleichungssysteme umzuset-
zen. 
Primäres Ziel des hier vorgestellten Unterrichtsan-
satzes muss deshalb sein, neben den zuvor mit den 
Studierenden behandelten Lösungsstrategien auf 
Grundlage von Cramer, Grassmann und Gauß Linea-
re Gleichungssystem mit Hilfe von Eigenwerten und 
Eigenvektoren zu lösen. Wenn Eigenwerte und Ei-
genvektoren bekannt sind, wird diese Lösung zu 
einer starken konzeptuellen Alternative. 
Diese Situation ist gerade auch für den physikali-
schen Bereich interessant, wenn in Experimenten die 
einzelnen Änderungsraten (damit die konstituieren-
den Elemente der Matrix A von Gl. {2}) nur schwer 
oder nur mit großen Fehlern behaftet bestimmt wer-
den können, die Eigenwertinformation jedoch sehr 
genau und experimentell leicht zugänglich ermittelt 
werden kann. 
Ist der resultierende Vektor r gegeben und wird der 
Vektor x gesucht, kann die Lösung dieses Linearen 
Gleichungssystems {40} in Analogie zu den Glei-
chungen {41} und {42} durch Division der Koeffi-
zienten di durch die Eigenwerte i 
ci = 
i
id

  {43} 
sehr leicht errechnet werden. Der gesuchte Vektor x 
ergibt sich dann zu 
r = 
 
n
1i i
id
iv  {44} 
Sollten Eigenwerte und Eigenvektoren also nicht 
erst ermittelt werden müssen, sondern bereits be-
kannt sein, ist diese Art der Lösung Linearer Glei-
chungssysteme die bei Weitem einfachste. 
9. Beispiel: Das Tankstellenproblem (Teil II)
Diese Situation ist nun im zweiten Teil des Tankstel-
lenproblems gegeben. Eigenwerte {25} und Eigen-
vektoren {29} liegen vor (siehe Abschnitt 5) und 
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können zur Lösung der zweiten Teilaufgabe heran-
gezogen werden. 
Der gegebene Vektor y der Marktanteile vier Mona-
te nach der Werbekampagne lautet in der Geometri-
schen Algebra: 
y = 0,3773 x + 0,4352 y + 0,1875 z    {45} 
Mit Hilfe von Gl. {37} können die entsprechenden 
Eigenvektorkoeffizienten 
d1 = (v1  v2  v3)
–
 
1
 (y  v2  v3) = 0,1000   {46} 
d2 = (v1  v2  v3)
–
 
1
 (v1  y  v3) = 0,0648   {47} 
d3 = (v1  v2  v3)
–
 
1
 (v1  v2  y) = 0,0125   {48} 
ermittelt werden. Der Vektor der Marktanteile vier 
Monate nach der Werbekampagne kann somit als 
folgende Linearkombination der Eigenvektoren 
geschrieben werden: 
y = 0,1000 v1 +0,0648 v2 +0,0125 v3  {49} 
Gemäß Gl. {43} kann nun mittels einfacher Division 
der Eigenvektorkoeffizienten durch die 3. Potenz der 
Eigenwerte 
c
1
 = 
3
1
1d

 = 31
1000,0
  = 0,1   {50} 
c
2
 = 
3
2
2d

 = 36,0
0648,0
  = 0,3  {51} 
c
3
 = 
3
3
3d

 = 35,0
0125,0
  = 0,1  {52} 
das Lineare Gleichungssystem A
3 x

 = y

 gelöst wer-
den. Der Vektor x der Marktanteile einen Monat 
nach der Werbekampagne lautet somit: 
x = 0,1 v1 + 0,3 v2 + 0,1 v3 
   = 0,7 x + 0,2 y + 0,1 z  {53} 
Einen Monat nach der Anzeigenkampagne von 
Tankstelle A hatte Tankstelle A einen Marktanteil 
von 70 %, Tankstelle B einen Marktanteil von 20 % 
und Tankstelle C einen Marktanteil von 10 %. 
10. Umsetzung im Rahmen der HWR-Kurs-
durchführung
Da in den Wintersemestern an der HWR Berlin 
traditionell mehr Zeit für die Kursdurchführung zur 
Verfügung steht als in den Sommersemestern (es 
werden Lehraufträge über 76 Semesterstunden ver-
geben, während in Sommersemestern nur maximal 
68 Stunden à 45 Min. vorgesehen sind), kann der 
Unterrichtsstoff in den zusätzlichen zwei Kurstermi-
nen zu je vier Semesterstunden um weitere Themen-
gebiete ergänzt werden. 
Wie bereits in der Einleitung dargelegt, wurde diese 
zusätzliche Vorlesungszeit im WS 2016/2017 ge-
nutzt, um im englischsprachigen Wirtschaftsmathe-
matik-Kurs (Mathematics for Business and Econom-
ics, Modulbeschreibung siehe [22]  ) den hier vorge-
stellten Ansatz zur Eigenwert-Mathematik auf 
Grundlage der Geometrischen Algebra mit den Stu-
dierenden zu erarbeiten. 
Dabei wurden die Grundlagen der Geometrischen 
Algebra zuvor mit den Studierenden in jeweils ca. 
20-minütigen Sequenzen zu Beginn der vorangegan-
genen Kurstermine in Form einer „Aufwärmphase 
mit moderner Mathematik“ erarbeitet. Diese knap-
pen Einführungsphasen umfassten inhaltlich in etwa 
die didaktisch reduzierte „Geometrische Algebra im 
Schnelldurchgang“ des MSB-Kurses [7], [8] vom 
Sommersemester 2015. 
Für die Erarbeitung der Eigenwert-Mathematik stand 
dann ein Kurstermin von vier Vorlesungsstunden zur 
Verfügung. Die Erarbeitung der Inhalte folgte in 
ihrer Struktur den beigefügten OHP-Folien [24]. 
Aus zeitlichen Gründen erfolgte dabei eine Konzent-
ration auf die Eigenwert-Mathematik von (2 x2)- 
und (3 x 3)-Matrizen. Im Kurstermin konnte so nur 
das Problem der Materialverflechtung an Halloween 
(„Halloween Product Engineering Problem“) [24,  
S. 9 – 27, S. 83 – 86, S. 97 – 99] und das eben be-
schriebene Tankstellenproblem [24, S. 30 – 49, S. 52 
– 60, S. 87 – 91, S. 100 – 105] ausführlicher mit den
Studierenden durchgearbeitet werden, während die 
Eigenwert-Problematik der (4 x 4)-Dreiecksmatrix 
[24, S. 70 – 75, S. 92 – 95, S. 106 – 108] den Studie-
renden für eine vertiefende häuslichen Erarbeitung 
zur Verfügung gestellt wurde. 
Abb.3: Seite 76 der OHP-Folien [24] zu Eigenwerten und 
Eigenvektoren im Rahmen der Geometrischen Algebra. 
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Das wesentliche Ergebnis dieser Erarbeitung lautet, 
dass eine solche Kursdurchführung problemlos mög-
lich ist. Mit Fachhochschulstudierenden kann auch 
in Anfangssemestern eine anwendungsbezogene 
Mathematik der Eigenwerte und Eigenvektoren auf 
Grundlage der Geometrischen Algebra vertieft dis-
kutiert werden. Voraussetzung dafür allerdings ist, 
dass 
 bei den Studierenden Grundkenntnisse zur Line-
aren Algebra und insbesondere zur Matrizen-
rechnung vorhanden sind,
 die Geometrische Algebra zuvor mit den Studie-
renden behandelt und eingeübt wurde,
 entsprechende zeitliche Ressourcen zur Verfü-
gung stehen.
Neben der Implementation geometrisch-algebra-
ischer Denk- und Argumentationsmuster wurde da-
bei mit den Studierenden auch die konzeptuelle 
Positionierung und das innere logisch-strukturelle 
Zusammenspiel der Eigenwertproblematik im Ge-
samtgefüge der Mathematik hinterfragt, wie dies die 
eingesetzten Folien (Abb. 3 & 4) zeigen. 
Abb.4: Seite 77 der OHP-Folien [24] zu Eigenwerten und 
Eigenvektoren im Rahmen der Geometrischen Algebra. 
Obgleich die dabei erreichte Argumentationstiefe 
nicht sonderlich herausfordernd scheint, ist doch zu 
erwähnen, dass nicht alle Studierenden dieses Fach-
hochschulkurses den Schritt von einer interessierten 
Kenntnisnahme zu einem tatsächlich selbständigen 
und aktiven mathematischen Umgang mit der Ei-
genwert-Problematik gegangen sind. 
Ein Teil der Studierenden, die sich in den Anfangs-
semestern auch immer mit dem Problem der eigenen 
akademischen Selbst- und Zielfindung konfrontiert 
sehen, scheint es ausreichend, im Kontext der Linea-
ren Algebra die Mindestanforderungen einer mögli-
chen Klausur zu erfüllen. Mathematische Ansätze, 
die über diese Mindestanforderungen herausgegen, 
bedingen eine gewisse akademische Neugier. 
Und so ist es auch ein Ziel dieses Ansatzes zur geo-
metrisch-algebraischen Fassung der Eigenwert-Pro-
blematik, diese akademische Neugier und eine krea-
tive Offenheit für eine methodische Vielfalt zu we-
cken. 
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