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Abstract
We study small disturbances to the periodic, plane Couette flow in the 3D incompressible
Navier-Stokes equations at high Reynolds number Re. We prove that for sufficiently regular
initial data of size ǫ ≤ c0Re−1 for some universal c0 > 0, the solution is global, remains within
O(c0) of the Couette flow in L
2, and returns to the Couette flow as t→∞. For times t & Re1/3,
the streamwise dependence is damped by a mixing-enhanced dissipation effect and the solution
is rapidly attracted to the class of “2.5 dimensional” streamwise-independent solutions referred
to as streaks. Our analysis contains perturbations that experience a transient growth of kinetic
energy from O(Re−1) to O(c0) due to the algebraic linear instability known as the lift-up effect.
Furthermore, solutions can exhibit a direct cascade of energy to small scales. The behavior is very
different from the 2D Couette flow, in which stability is independent ofRe, enstrophy experiences
a direct cascade, and inviscid damping is dominant (resulting in a kind of inverse energy cascade).
In 3D, inviscid damping will play a role on one component of the velocity, but the primary
stability mechanism is the mixing-enhanced dissipation. Central to the proof is a detailed analysis
of the interplay between the stabilizing effects of the mixing and enhanced dissipation and the
destabilizing effects of the lift-up effect, vortex stretching, and weakly nonlinear instabilities
connected to the non-normal nature of the linearization.
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1 Introduction
We study the 3D Navier-Stokes equations near the Couette flow in the idealized domain (x, y, z) ∈
T× R× T: if u+ (y, 0, 0)T solves the Navier-Stokes equation, then the disturbance u solves
∂tu+ y∂xu+ u · ∇u+∇pNL =
−u20
0
−∇pL + ν∆u (1.1a)
∆pNL = −∂iuj∂jui (1.1b)
∆pL = −2∂xu2 (1.1c)
∇ · u = 0, (1.1d)
where ν = Re−1 denotes the inverse Reynolds number, pNL is the nonlinear contribution to the
pressure due to the disturbance and pL is the linear contribution to the pressure due to the inter-
action between the disturbance and the Couette flow. A vast effort in the applied mathematics
and physics community has been made towards understanding the stability of laminar shear flows
at high Reynolds number for over 130 years (see §1.1 and [26, 76, 84] for references) and (1.1) is
the simplest example, representing a fundamental, canonical problem in the field. The goal of this
work, and the companion work [10], is to advance the mathematically rigorous understanding of
(1.1) and, for sufficiently regular initial data, resolve several long-standing questions regarding the
(in)stability of (1.1) at high Reynolds number.
1.1 History and context of new results
Understanding the stability of laminar flows and the transition to turbulence is one of the main
objectives of hydrodynamic stability theory (see e.g. the texts [26, 76, 84] and the references
therein). One of the first and most influential experiments in the field were those of Reynolds [71]
in 1883, which demonstrated the instability of laminar flow in a pipe for sufficiently high Reynolds
number (in fact, this work is the origin of the name Reynolds number). However, such instabilities
appeared inconsistent with theoretical studies, which suggested spectral stability independent of
Reynolds number for a variety of simple laminar flows, including variations of the Couette flow
(1.1) studied here [69, 43, 26]. Moreover, this spectral stability can indeed translate to nonlinear
asymptotic stability, as has been shown in some cases [73, 26, 46, 54]. Sometimes this apparent
paradox is referred to as the “Sommerfeld paradox” or the “turbulence paradox”[53]. In other
cases, even when there are spectral instabilities for high Reynolds number, the flow is sometimes
observed to transition at much lower Reynolds number than what the eigenvalue theory predicts
and/or exhibits a completely different kind of instability [76, 84]. This behavior is ubiquitous in
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3D hydrodynamics and is often referred to as subcritical transition or by-pass transition in the
fluid mechanics literature. Since the work of Reynolds, many other influential experiments (see
e.g. [66, 45, 78, 25, 30, 16, 40, 63, 51]) and computer simulations (see e.g. [68, 39, 70, 28] and the
references therein) on subcritical transition phenomena have been performed.
It is natural to suggest that while the flow is technically stable for all finite Reynolds number,
the set of stable perturbations shrinks as the Reynolds number increases, leading to transition in
any real system at some finite Reynolds number (this suggestion goes back to Lord Kelvin [43], or
arguably Reynolds [71]). It is of practical importance to determine, for a specific physical system,
the Reynolds number at which transition will likely occur. A similar question, formulated better
for theoretical analysis, is to determine how the maximal size of stable perturbations in a given
norm, the “transition threshold”, will scale with respect to the Reynolds number (see e.g. [80]). For
example, given a norm ‖·‖N , find a γ = γ(N) such that ‖uin‖N ≪ νγ implies stability and perhaps
such that ‖uin‖N ≫ νγ permits instability. Notice that the transition threshold depends on the
norm and that different norms may result in different answers [70]; at asymptotically high Reynolds
numbers, vanishing viscosity will not suppress the high frequencies and the Couette flow can move
information from the small scales to the large (see Remark 1.4 below and [10] for further discussion).
It is also of practical interest to determine how the instability will occur if the perturbation is too
large. To state more precisely: given a norm on the initial perturbation, (A) how large can the
perturbation be and still result in an asymptotically stable solution and (B) if the perturbation is
large enough, what kind of instabilities are observed? For contrast, we emphasize that for sufficiently
regular perturbations, the 2D Couette flow does not undergo subcritical transition, and instead is
nonlinearly, asymptotically stable (in a suitable sense) uniformly at high Reynolds number [12] and
also infinite Reynolds number [13].
A great deal of effort has been spent on trying to determine the transition threshold and the
nature of the instabilities for simple laminar flows (see e.g. the texts [76, 84] and the references
therein). The linearization of (1.1) is non-normal, which means a large transient growth before
eventual decay is possible even on the linear level. The suggestion that this is the source of the
observed instability goes all the way back to Orr [67] in 1907, even though he was thinking about a 2D
non-normal effect, called the Orr mechanism, which will not be the main cause of transient growth
here (although it will be absolutely crucial for understanding (1.1)!). Instead, the main mechanism
here for transient kinetic energy growth is the 3D non-normal effect known as the lift-up effect ; see
[29, 48] and §1.2 below. The work of Trefethen et. al. [80] forwarded the idea that the nonlinearity
could interact poorly with the non-normal behavior by repeatedly re-exciting growing linear modes,
producing a “nonlinear bootstrap” scenario. The authors discussed a low-dimensional toy model
meant to capture certain aspects of this idea and used it to conjecture a stability threshold of ǫ ∼ νγ
with γ > 1 for (1.1) (where ǫ is the size of the initial data). A number of works used variations of this
idea to understand the threshold via combinations of simplified ODE models, asymptotic analysis,
and computation [33, 2, 83, 3, 56, 21]. Various predictions have been made, ranging generally from
1 ≤ γ ≤ 7/4; for the infinite channel, the mathematically rigorous bound γ ≤ 4 is known [54],
see also the earlier work of [73, 46]. We also would like to emphasize that not all of these works
consider exactly the same problem. For example, some consider boundaries in y and/or consider
a domain which is unbounded in x. Both could potentially alter the answers. Boundary layers
are notoriously problematic in fluid mechanics, and are known to introduce instabilities in most
channel flows (see [26, 38] and the references therein). The prospect of removing the periodicity
assumptions is discussed further in Remark 1.5 below.
In this work, we prove that there exists a universal constant c0 > 0 such that if the initial data
is of size ǫ < c0ν (in a sufficiently regular sense), then the solution is global in time and converges
back to the Couette flow as t → ∞. Further, we demonstrate that solutions to (1.1) which are
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O(ǫ) initially can grow to be as large as O(c0) before eventually decaying back to Couette flow.
Note that the supremum in time of these solutions remains O(c0) uniformly as ν → 0. Hence,
for sufficiently regular perturbations, we are essentially proving that γ = 1. That we can still
obtain global solutions despite of this large growth depends crucially on the stabilizing effects of the
mixing combined with a detailed weakly nonlinear study. Due to this mixing, the x-dependence of
the solution is damped for t & ν−1/3 and all solutions converge to the class of “streak” solutions (see
§1.3 below). Furthermore, due to the mixing and vortex stretching, the solutions can also exhibit a
direct cascade of energy to the small scales where it is subsequently dissipated at the time ∼ ν−1/3.
To our knowledge, this kind of behavior in the 3D Navier-Stokes equations has not previously been
confirmed in a mathematically rigorous setting. The class of initial data we consider is the sum of
a sufficiently smooth function (Gevrey-1s for s > 1/2 [34]) and a much smaller (relative to ν) H
3
function. It should be possible to improve H3 to H1/2 or L3, but it was not our goal to be optimal
there; actually this question is totally independent of the work we undertake here.
The stability mechanisms which make our results possible are mixing-enhanced dissipation and
inviscid damping. Both effects arise from the mixing effect of the background Couette flow. Inviscid
damping was first derived on the linear level by Orr [67] in 1907 and was later noticed to be the
hydrodynamic analogue of Landau damping in plasma physics [49, 74, 62, 11] (hence the name, see
e.g. [13, 18, 17, 6, 75] for discussions on the relationship between the effects). Both are special
cases of a more general effect known as phase mixing (see e.g. [7, 13] and the references therein).
Inviscid damping causes decay of the velocity field in inviscid fluids via mixing of the vorticity.
Indeed, mixing is characterized by a transfer of enstrophy to higher frequencies which then yields
strong convergence of the velocity field via the negative order Biot-Savart law (see e.g. [55, 13]). In
2D, the effect leads to the asymptotic stability (in the correct sense) of the 2D Couette flow even
with no viscosity at all [13]. It is also expected to be relevant in other 2D contexts, for example, in
understanding the stability of general 2D shear flows [88] and the axi-symmetrization of 2D vortices
[8], hurricanes [60, 77], and cyclotron beams [20]. However in 3D, due to the vortex stretching caused
by the Couette flow (see §1.2 below), it only results in the decay of u2, the second component of
the velocity. Due to the special structure of the nonlinearity in (1.1), this is still key for suppressing
certain, specific nonlinear effects (see §2.1.4 for more discussion).
Inviscid damping will play an important role, but enhanced dissipation via mixing is the primary
stability mechanism at work. It was first derived in the context of (1.1) by Lord Kelvin [43] (at
least in 2D) and has been subsequently observed or studied by numerous authors in fluid mechanics
in various settings (see e.g [72, 27, 50, 14, 5, 35, 57] as well as the rigorous works [9, 23, 12]).
In the 2D analogue of (1.1), this effect causes rapid convergence of the solution on time scales
t & ν−1/3 to a slowly evolving shear flow, which only relaxes on time scales like t & ν−1 (these time
scales are explained in more detail below). The general intuition is that as information is mixed to
smaller scales, the effectiveness of the viscosity is greatly enhanced in streamwise dependent modes.
Here it will imply that the x dependence of the perturbation is damped out for t & ν−1/3, but in
3D, the solution does not converge to a shear flow, but rather to the class of “2.5-dimensional”
x-independent solutions to (1.1), sometimes referred to as streaks (see §1.3 below).
1.2 Linearized equations
First, we detail the behavior observed on the linear level and derive the lift-up effect, linear vortex
stretching, inviscid damping, and enhanced dissipation in the linearization of (1.1). The linear
behavior will naturally serve as an important guide for the full dynamics.
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1.2.1 Linearized inviscid equations: lift-up effect, vortex stretching, and inviscid
damping
Since we are interested in asymptotically high Reynolds number, it is sensible to consider first the
linearized 3D Euler equations, which read
∂tu+ y∂xu =
−u20
0
−∇pL (1.2a)
∆pL = −2∂xu2 (1.2b)
∇ · u = 0. (1.2c)
It is often natural to consider the vorticity form of the equations, but the stretching nonlinearity
destroys much of the simple structure of the vorticity formulation in dimension 3. However, it has
long been known that the quantity
q2 = ∆u2,
plays in dimension 3 for (1.1) a similar role to that played by the vorticity in dimension 2. This
unknown dates back at least to Lord Kelvin [43] and is a standard tool in considering the stability
of planar shear flows (see e.g. [76, 84, 21] and the references therein). The distinguished role is due
to it being a conservation law of the linear problem (for other shear flows it is no longer conserved,
but it solves a special PDE): upon taking the Laplacian of the second component of (1.2), we derive
∂tq
2 + y∂xq
2 = 0. (1.3)
If we rewind by the action of the Couette flow and define X = x − ty, write U i(t,X, y, z) =
ui(t, x, y, z), and Q2(t,X, y, z) = q2(t, x, y, z) and PL(t,X, y, z) = pL(t, x, y, z), then we derive
∂tU =
−U20
0
−∇LPL (1.4a)
∂tQ
2 = 0 (1.4b)
∆LU
2 = Q2 (1.4c)
∆LP
L = −2∂XU2 (1.4d)
∇L · U = 0, (1.4e)
where we are using
∇L = (∂X , ∂y − t∂X , ∂z) (1.5a)
∆L = ∂XX + (∂y − t∂X)2 + ∂zz. (1.5b)
Here ‘L’ stands for ‘linear’. For any sufficiently smooth quantity f we have from the elementary
inequality 1
k2+(η−tk)2 .
〈η〉2
〈kt〉2 for any non-zero integer k, the following fundamental inviscid damping
estimate for any σ ∈ [0,∞) and β ∈ [0, 2],
∥∥∆−1L f 6=∥∥Hσ =
∑
l,k 6=0
∫ 〈k, η, l〉2σ ∣∣∣fˆ(k, η, l)∣∣∣2(
k2 + l2 + |η − kt|2
)2dη

1/2
.
1
〈t〉β ‖f 6=‖Hσ+β , (1.6)
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where we are using Hσ to denote the L2 Sobolev norm of order σ and we are using the notation
f0(y, z) =
1
2π
∫
f(x, y, z)dx, (1.7a)
f 6= = f − f0, (1.7b)
where then ‘6=’ refers to the projection to non-zero Fourier frequencies in x; see Appendix A for the
Fourier analysis conventions we are taking here.
Inviscid damping was first observed by Orr [67] in the context of 2D inviscid flows. He also
pointed out the potential for transient growth before decay: indeed,
̂∆−1L f(k, η, l) = −
fˆ(k, η, l)
k2 + l2 + |η − kt|2 , (1.8)
predicts transient growth for modes with ηk > 0: modes that are tilted against the shear. These
modes are first un-mixed to larger scales before being subsequently mixed, eventually yielding the
decay in (1.6). This manifests itself in the loss of ellipticity for modes with η = kt in ∆L and it
is clear that in order to get a decay estimate like that stated in (1.6), one cannot gain powers of
t−1 in (1.6) without paying regularity. We refer to a time t ∼ η/k as a critical time (Orr’s original
terminology [67]) or a resonant time (modern terminology [24, 86, 87, 76]). This loss of regularity
is to control the amount of information in the small scales which is to be subsequently unmixed in
the future. See [13] for more discussion of the Orr mechanism.
Returning to (1.4), since Q2 is conserved and U2 = ∆−1L Q
2, (1.6) implies the inviscid damping
of U2: ∥∥U26=∥∥HN . 〈t〉−2 ∥∥(Q2in)6=∥∥HN+2 .
In particular, this shows that the background shear flow suppresses x variations in u2 even at infinite
Reynolds number. In turn, this implies the inviscid damping of the linear pressure PL:
‖PL‖HN . 〈t〉−2
∥∥U26=∥∥HN+3 . 〈t〉−4 ∥∥(Q2in)6=∥∥HN+5 .
Hence, we see that U16= and U
3
6= actually converge strongly as t→∞. We can therefore infer that in
general, there is no inviscid damping on u16= and u
3
6=. In fact, this is due to vortex stretching: the
vorticity is being mixed along with q2 and the negative-order Biot-Savart law would imply inviscid
damping on all components in the absence of vortex stretching, which is precisely what happens in
2D [55, 13]. This is also why there is a direct cascade of kinetic energy in 3D but not in 2D.
Next, we observe that the only contribution on the RHS of (1.4) which is not integrable in time
is the X average of U2. Indeed, upon taking X averages of (1.4) we derive the degenerate Jordan
block-type system
∂tU
1
0 = −U20 (1.9a)
∂tU
2
0 = ∂tU
3
0 = 0. (1.9b)
By (1.9), U10 grows linearly in time, and therefore the 3D Couette flow is linearly (algebraically)
unstable in the 3D Euler equations (although classically known to be spectrally stable in the sense
that there are no unstable eigenvalues [26, 84]). Hence, we see that the instability is “non-modal”.
To summarize the behavior of the 3D linear Euler equations we state the following (without making
any effort to be optimal in terms of regularity):
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Proposition 1.1 (Linearized Euler). Let uin be a divergence free vector field with uin ∈ H7. Then
the solution u(t) to the linearized Euler equations (1.2) with initial data uin satisfies the following
for some final state u∞ = (u1∞, 0, u3∞):∥∥u26=(t)∥∥2 + ∥∥u26=(t, x+ ty, y, z)∥∥H3 . 〈t〉−2 ∥∥u2in∥∥H7 (1.10a)∥∥u16=(t, x+ ty, y, z)− u1∞(x, y, z)∥∥H1 . 〈t〉−1 ‖uin‖H7 (1.10b)∥∥u36=(t, x+ ty, y, z)− u3∞(x, y, z)∥∥H1 . 〈t〉−3 ‖uin‖H7 , (1.10c)
and the formulas
u10(t, y, z) = u
1
in 0(y, z) − tu2in 0(y, z) (1.11a)
u20(t, y, z) = u
2
in 0(y, z) (1.11b)
u30(t, y, z) = u
3
in 0(y, z). (1.11c)
The mechanism described in (1.11a) is the lift-up effect, named so as it is caused by faster fluid
moving down and slower fluid moving up (hence ‘lift-up’) in the shear flow and so inducing linear-in-
time growth of the perturbation [48, 29, 80, 79, 76]. The same instability is alternatively known as
the streamwise vortex/streak instability since it is due to streamwise directed vorticity mixing fluid
in the yz planes, which due to the background shear flow, induces the formation of perturbations
in u10 known as “streaks”, due the streak-like appearance of the relatively fast fluid [80, 76, 79, 16].
Due to the periodicity in x, there exists a class of global, exact nonlinear solutions to (1.1) (with
or without viscosity) with precisely this behavior, which is the class of solutions we are referring to
as “streaks” (see §1.3 below).
Another property of the behavior in Proposition 1.1 worth emphasizing again is the inviscid
damping in (1.10a), which suppresses completely all the x dependence of the u2 component of the
velocity field and leads to the convergence of the other components of the velocity field in (1.10b)
and (1.10c). Note that the convergence of u1 and u3 in (1.10b) shows that there is generally no
inviscid damping of these components due to the vortex stretching and that there is a direct cascade
of kinetic energy to high frequencies (at an approximately linear rate). This is in contrast to the
behavior of 2D Euler, in which both components of the velocity experience inviscid damping and a
strong convergence back to a shear flow, a behavior which is more akin to an inverse cascade [13].
1.2.2 Linearized viscous equations: enhanced dissipation
We saw above that the linearized 3D Euler equations are indeed unstable, consistent with the
experimental observation that laminar flows become unstable for sufficiently high Reynolds number.
When accounting for finite Reynolds number we are now considering the linearized Navier-Stokes
equations
∂tu+ y∂xu =
−u20
0
−∇pL + ν∆u (1.12a)
∆pL = −2∂xu2 (1.12b)
∇ · u = 0. (1.12c)
In (1.12) we will find the mixing enhanced dissipation, as derived by Lord Kelvin [43]. We will see
that as the Couette flow mixes information to small scales, the viscous dissipation has an increasing
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effect on the solution, ultimately yielding the enhanced homogenization effect. To understand the
origins of this effect, consider the evolution of q2 = ∆u2:
∂tq
2 + y∂xq
2 = ν∆q2,
which, after re-writing in the variables (X, y, z) with X = x − ty and Q2(t,X, y, z) = q2(t,X +
ty, y, z), becomes
∂tQ
2 = −ν∆LQ2
∂tQ̂
2(k, η, l) = −ν(k2 + (η − kt)2 + l2)Q̂2(k, η, l),
which integrates to
Q̂2(t, k, η, l) = exp
[
−ν
∫ t
0
(k2 + (η − kτ)2 + l2) dτ
]
Q̂2in(k, η, l).
The elementary inequality
∫ t
0 (k
2 + (η − kτ)2 + l2) dτ & t3 for k a non-zero integer gives a decay
∼ e−cνt3 for some c > 0 for all modes which depend on X. Essentially, since the Couette flow
induces something like a linear-in-time transfer of information to high frequencies, the second order
viscous dissipation behaves like an O(νt2) damping. Combining this effect with the inviscid case
(Proposition 1.1) gives the following:
Proposition 1.2 (Linearized Navier-Stokes). Let uin be a divergence free vector field with uin ∈ H7.
The solution to the linearized Navier-Stokes equations u(t) with initial data uin satisfies the following
for some c ∈ (0, 1/3) ∥∥u26=(t)∥∥2 + ∥∥u26=(t, x+ ty, y, z)∥∥H3 . 〈t〉−2 e−cνt3 ∥∥u2in∥∥H7 (1.13a)∥∥u16=(t, x+ ty, y, z)∥∥H1 . e−cνt3 ‖uin‖H7 (1.13b)∥∥u36=(t, x+ ty, y, z)∥∥H1 . e−cνt3 ‖uin‖H7 , (1.13c)
and the formulas
u10(t, y, z) = e
νt∆
(
u1in 0 − tu2in 0
)
(1.14a)
u20(t, y, z) = e
νt∆u2in 0 (1.14b)
u30(t, y, z) = e
νt∆u3in 0. (1.14c)
Proposition 1.2 introduces two important time-scales: the mixing dissipation time scale O(ν−1/3)
and the slow dissipation time scale O(ν−1). After O(ν−1/3), the x dependence of the solution has
essentially been completely damped, and the evolution is dominated by the simpler (linearized)
streak evolution (1.14).
1.3 Streaks
The streaks are solutions to (1.1) which do not depend on x; one can verify that in this case, (1.1)
reduces to
∂tu
i + u2∂yu
i + u3∂zu
i + 1i 6=1∂ipNL =
−u20
0
+ ν∆ui (1.15a)
∆pNL = −1i 6=1,j 6=1∂iuj∂jui (1.15b)
∂yu
2 + ∂zu
3 = 0. (1.15c)
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Therefore, if (u2(t, y, z), u3(t, y, z)) solve the 2D Navier-Stokes (or 2D Euler) equations, then we
may simply solve the forced, linear advection-diffusion equation for u1(t, y, z) and get an exact,
global solution of the nonlinear dynamics (1.1) (since 2D Navier-Stokes and Euler are globally well-
posed for reasonable initial data [58]). Solutions of this general type are sometimes called “2.5
dimensional” [58] and we will refer to this particular family as streaks. That is:
Proposition 1.3 (Streak solutions). Let ν ∈ [0,∞), uin ∈ H5/2+ be divergence free and in-
dependent of x, that is, uin(x, y, z) = uin(y, z), and denote by u(t) the corresponding unique
strong solution to (1.1) with initial data uin. Then u(t) is global in time and for all T > 0,
u(t) ∈ L∞((0, T );H5/2+(R3)). Moreover, the pair (u2(t), u3(t)) solves the 2D Navier-Stokes/Euler
equations on (y, z) ∈ R× T:
∂tu
i + (u2, u3) · ∇ui = −∂ip+ ν∆ui (1.16a)
∂yu
2 + ∂zu
3 = 0, (1.16b)
and u1 solves the (linear) forced advection-diffusion equation
∂tu
1 + (u2, u3) · ∇u1 = −u2 + ν∆u1. (1.17)
Once a streak becomes O(1) relative to the Couette flow, the solution will generally induce
an unstable shear flow and therefore is expected to develop a secondary instability and transition
either to a more complicated, nonlinear time-dependent state or directly to turbulence (see e.g.
[45, 70, 21, 76] and [10] for more discussion). The instability predicted by formal arguments and
numerical or physical experiments tends to be a transverse instability that involves a large growth
in the x-dependent modes [45, 68, 70, 76]. Therefore, if one restricts initial data to be independent
of x, the subcritical transition threshold for (1.1) is ǫ ∼ ν (that is γ = 1), as any larger perturbation
will produce an unstable streak that would immediately transition in a real physical setting.
Notice that if we do not have periodicity in x, then we cannot conveniently write down exact
streak solutions unless we make a global, infinite energy perturbation. It was shown in [48] that the
same kind of kinetic energy growth is expected also for localized disturbances in the infinite channel
case. However, the long-time dynamics of the localized perturbations is a little bit more complicated.
Streaks (or localized approximations of them) have been observed experimentally [45, 30, 16] and in
computer simulations [70] and have been noted to be essentially optimal excitations of the linearized
Navier-Stokes equations, and, more or less equivalently, are expected to be on the leading edges of
the pseudo-spectrum of the linearized Navier-Stokes equations [80, 79]. They are widely believed
to be crucial to understanding the transition of (1.1) and of other related laminar flows [76].
1.4 Statement of result
The enhanced dissipation effect observed in Proposition 1.2 suggests that the streak solutions may
be attractors of the nonlinear dynamics near the transition threshold. This is the essential content
of our results here and in [10], for initial data which is not too rough.
Our theorem requires the use of Gevrey regularity class [34], defined on the Fourier side for
λ > 0 and s ∈ (0, 1]
‖f‖2Gλ;s =
∑
k,l
∫ ∣∣∣fˆ(k, η, l)∣∣∣2 e2λ|k,η,l|sdη. (1.18)
For s = 1 the class coincides with real analytic, however, for s < 1 it is less restrictive, for example,
compactly supported functions can still be Gevrey class with s < 1. This class has appeared in most
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proofs involving inviscid damping [13, 12] or Landau damping [19, 42, 62, 11, 85] in nonlinear PDE
and in these previous works is associated with the nonlinear echo resonance (see e.g. [59, 81, 82,
87, 62] and §1.5 and §2.4 – the exception is [31], but the model considered therein satisfies a strong
non-resonance condition which is not satisfied by most other physically relevant models). We will
have to deal with 3D variants of the echoes, so the presence of Gevrey class here is not surprising,
although it is not obvious that the 2D work [13, 12] and this work should both require the same
Gevrey-2, since 2D nonlinear effects are much too weak to play a role in this work.
Theorem 1. For all s ∈ (1/2, 1), all λ0 > λ′ > 0, all integers α ≥ 10, all δ1 > 0, and all ν ∈ (0, 1],
there exists constants c00 = c00(s, λ0, λ
′, α, δ1) and K0 = K0(s, λ0, λ′) (both independent of ν), such
that for all c0 ≤ c00 and ǫ < c0ν, if uin ∈ L2 is a divergence-free vector field that can be written
uin = uS + uR (both also divergence-free) with
‖uS‖Gλ;s + eK0ν
− 3s
2(1−s) ‖uR‖H3 < ǫ, (1.19)
then the unique, classical solution u(t) to (1.1) with initial data uin is global in time and the following
estimates hold with all implicit constants independent of ν, ǫ, t and c0:
(i) transient growth of the streak: if t < 1ν ,∥∥u10(t)− (eνt∆ (u1in 0 − tu2in 0))∥∥Gλ′;s . c20 (1.20a)∥∥u20(t)− eνt∆u2in 0∥∥Gλ′;s + ∥∥u30(t)− eνt∆u3in 0∥∥Gλ′;s . c0ǫ (1.20b)
(ii) uniform bounds and decay of the background streak∥∥u10(t)∥∥Gλ′;s . min (ǫ 〈t〉 , c0) (1.21a)∥∥u20(t)∥∥Gλ′;s . ǫ〈νt〉α (1.21b)∥∥u30(t)∥∥Gλ′;s . ǫ (1.21c)∥∥u10(t)∥∥4 . c0〈νt〉1/4 (1.21d)∥∥u30(t)∥∥4 . ǫ〈νt〉1/4 ; (1.21e)
(iii) the rapid convergence to a streak
∥∥u16=(t, x+ ty + tψ(t, y, z), y, z)∥∥Gλ′;s . ǫ 〈t〉δ1〈νt3〉α (1.22a)∥∥u26=(t, x+ ty + tψ(t, y, z), y, z)∥∥Gλ′;s . ǫ〈t〉2−δ1 〈νt3〉α , (1.22b)∥∥u36=(t, x+ ty + tψ(t, y, z), y, z)∥∥Gλ′;s . ǫ〈νt3〉α . (1.22c)
Here ψ(t, y, z) is an O(c0) correction to the mixing which depends on the disturbance (defined
below in (2.13)), and satisfies ∥∥ψ(t)− u10(t)∥∥Gλ′;s . ǫ 〈t〉−1 . (1.23)
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Remark 1.1. We are only interested in ν small, so henceforth we will without loss of generality
assume c0ν
−1 ≫ 1.
Remark 1.2. If u2in 0 is such that
∥∥u2in 0∥∥Gλ′;s ≥ 14ǫ = 116c0ν then (1.20a) shows that for c0 small
(but independent of ǫ and ν), the streak u10(t) reaches the maximal amplitude of
∥∥u10(t)∥∥2 & c0.
In this sense, Theorem 1 includes perturbations which undergo dramatic growth of kinetic energy
before decaying, so much in fact, that the solutions go from O(ǫ) to O(c0) before eventually decaying.
Hence, we are far beyond the realm of monotonically stable perturbations [26, 76] and are effectively
on the edge of the linear/weakly nonlinear regime (as c0 is independent of ν).
Remark 1.3. By the previous remark, we note that the parameter c0 is essentially the maximum
size of u10(t).
Remark 1.4. That we need a regularity requirement beyond, for example H1 (finite kinetic energy
and finite enstrophy) or L3 (for local well-posedness) is qualitatively consistent with the experi-
mental and computer simulation observations that the nature of the disturbance can be important
for determining the threshold or pathway to transition (see [70, 76, 84] and the references therein
– in fact, the sensitivity of subcritical transition was noted by Reynolds [71]). There are many
instabilities observed in subcritical transition processes, and at lower regularity it is likely that
other behaviors are possible besides that predicted by Theorem 1 and [10] (for example, see [55, 53]
and [10] for more discussion). Further, the transition threshold at lower regularities may also be
different, as is observed in computer experiments [70]. That being said, we make no conjecture
either way about whether or not Gevrey-2 (in the sense of (1.19)) is the lowest regularity class for
which γ = 1 and one only sees the streamwise vortex/streak instability.
Remark 1.5. One would also like to be able to study unbounded channels in x. However, this is
significantly more difficult, and the dynamics could potentially be different. The main reason for
this is that mixing is very weak at the low x-frequencies in unbounded shear flows. For example,
the Landau damping effect in plasma physics is known to be very weak in Rx × Rv [36, 37] (and
can sometimes fail completely). However, some formal analyses suggest that at higher frequencies
at least, the behavior on the infinite channel will be similar to that predicted by Theorem 1 [21].
An interesting by-product of the proof of Theorem 1 is the demonstration of an open set of
solutions to (1.1) which exhibit a linear-in-time flux of kinetic energy to high frequencies for times
1 . t . ν
− 1
3+δ1 . In particular, Proposition 1.4 below quantifies that there are solutions with an
O(ǫ) packet of kinetic energy in u1 and/or u3 which for 1≪ t≪ ν− 13+δ1 is roughly at length-scale
O(t−1) (after t ∼ ν−1/3, Theorem 1 shows that it is dissipated by the viscosity). As mentioned
above, to our knowledge, this is the first rigorous confirmation of a direct energy cascade in the
3D Navier-Stokes equations in any setting. See §3.3 for a proof: it is proved by taking data which
satisfies u16=, u
3
6= = O(ǫ) and u
2
6= = O(ǫ
2). The time derivatives in (1.25) are showing that u1 and u3
are being moved to small scales while retaining their original profile to leading order.
Proposition 1.4 (Direct cascade of kinetic energy). For all δ1 > 0, there exists an open set of
global solutions to (1.1) such that for times 1 . t ≪ ν− 13+δ1 ≪ ǫ−1/2 there holds (with constant
independent of t, ν, and ǫ), for all 0 < σ <∞,∥∥u1(t)∥∥
Hσ
+
∥∥u3(t)∥∥
Hσ
& ǫ 〈t〉σ . (1.24)
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More precisely, for 1 . t≪ ν− 13+δ1 ≪ ǫ−1/2 there holds (with constants independent of t, ν, and ǫ),
∥∥∥∥ ddt (u16=(t, x+ ty + tψ(t, y, z), y, z))
∥∥∥∥
Gλ′;s
. ǫνt2+δ1 + ǫ2t1+δ1 (1.25a)∥∥∥∥ ddt (u36=(t, x+ ty + tψ(t, y, z), y, z))
∥∥∥∥
Gλ′;s
. ǫνt2 + ǫ2t1+δ1 (1.25b)∥∥u26=(t, x+ ty + tψ(t, y, z), y, z)∥∥Gλ′;s . ǫνt, (1.25c)
with ψ satisfying ‖ψ‖Gλ′;s . ǫt.
Remark 1.6. Proposition 1.4 is consistent with the qualitative behavior predicted by the linearized
3D Euler equations for 1 . t≪ ν− 13+δ1 .
1.5 Discussion of Theorem 1
The idea that enhanced dissipation could suppress nonlinear effects in (1.1), and hence influence
the stability threshold, seems to go back at least to [27] but is also present, at least implicitly, in
many works, and the expectation that a large mean shear should contribute to flow stability is
expressed in many works with varying levels of precision (for example [26, 70, 57, 76, 21] and the
references therein). However, without a detailed analysis of the interaction between the transient
behaviors associated with non-normality and the nonlinear structure, it is not clear how to use
these mechanisms to obtain results without any approximations. Carrying out and utilizing such
an analysis is central to our proof (see §2.4).
The main focus of the toy models in [80, 33, 2, 83, 3, 56] mentioned above was to study the
interaction of the nonlinearity and the 3D lift-up effect and examine the possibility of transient
growths bootstrapping to create instability. It is also possible to produce nonlinear bootstraps
with the 2D Orr mechanism; see for example in 2D Euler/Navier-Stokes [82, 81, 13] and in 3D
[24, 76]. This weakly nonlinear effect is usually referred to as an echo resonance (more accurately
a “pseudo-resonance” [80, 79]), and occurs when two modes interact to excite a mode which is
unmixing, producing a strong response later in the future (hence “echo”). Such echoes were isolated
experimentally in 2D Euler near a vortex [86, 87]. These echoes are analogous to the plasma echo
phenomenon associated with Landau damping in Vlasov-Poisson, observed earlier in [59]. The echo
resonance is a central difficulty in the proofs of stability for 2D Couette flow in [13, 12] and in
the proofs of nonlinear Landau damping [62, 11]. In our work, we derive a new toy model which
estimates the worst possible growth due to the leading order weakly nonlinear effects; see §2.4 below.
The toy model is used to understand the nonlinear interactions between the three components of
the solution, mode-by-mode, accounting for the transient unmixing effects, the lift-up effect, the
vortex stretching, and the stabilizing effects of the inviscid damping and enhanced dissipation.
From the model, we derive a set of norms in order the measure the solution that are well-adapted
to the nonlinear structure, allowing us to retain more information about the solution than would
be possible with standard norms.
The idea of using toy models to design special norms was inspired by the previous work on
the 2D Couette flow in [13, 12] (one can also find analogies with Alinhac’s “ghost weight” energy
method [1]), and although the leading order nonlinear effects are different in 3D, the structure of the
Orr mechanism will ensure that the norms we arrive at here share similarities with those in [13, 12]
(and [88]). Several other methods from the 2D works will find use here after adaptation to 3D (see
§2), however, the proofs are ultimately fundamentally different. Here, the enhanced dissipation is
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the primary stabilizing mechanism and is used to control most nonlinear terms (because ǫ . ν); in
2D, the dissipation plays no such role and instead the inviscid damping is the primary stabilizing
mechanism (hence why stability is possible at infinite Reynolds number [13]). Further, regularity
imbalancing at the critical times is far less important here than in [13, 12] – in this work it is
not done at all and it is only done on the z component of the solution in [10] (and it is the
unbalancing between different components which is key). Finally, in 3D, the nonlinearity is much
more complicated than it was in 2D, and we will need to understand all of the available cancellations.
Of particular interest is structure which provides a kind of “non-resonance” so that the resonant
frequencies and problematic components do not directly force each other too strongly (one may also
draw analogy to the “null condition” from quasilinear wave equations [44, 22, 1]); see §2.1.4 and
§2.4 for a discussion of some of the more obvious structures, others we might point out when they
arise in the proof. There is also a kind of null structure in [13, 12], but here it is much more subtle
and complex.
1.6 Notations and Conventions
We use superscripts to denote vector components and subscripts such as ∂i to denote derivatives
with respect to the components x, y, z (or X,Y,Z) with the obvious identification ∂1 = ∂X , ∂2 = ∂Y ,
and ∂3 = ∂Z . Summation notation is assumed: in a product, repeated vector and differentiation
indices are always summed over all possible values.
See Appendix A for the Fourier analysis conventions we are taking. A convention we generally
use is to denote the discrete x (or X) frequencies as subscripts. By convention we always use Greek
letters such as η and ξ to denote frequencies in the y or Y direction, frequencies in the x or X
direction as k or k′ etc, and frequencies in the z or Z direction as l or l′ etc. Another convention
we use is to denote dyadic integers by M,N ∈ 2Z where
2Z =
{
..., 2−j , ...,
1
4
,
1
2
, 1, 2, ..., 2j , ...
}
.
This will be useful when defining Littlewood-Paley projections and paraproduct decompositions.
See §4.2 for more information on the paraproduct decomposition and the associated short-hand
notations we employ. Given a function m ∈ L∞loc, we define the Fourier multiplier m(∇)f by
(m̂(∇)f)k(η) = m((ik, iη, il))fˆk(η, l).
We use the notation f . g when there exists a constant C > 0 independent of the parameters of
interest such that f ≤ Cg (we analogously define f & g). Similarly, we use the notation f ≈ g
when there exists C > 0 such that C−1g ≤ f ≤ Cg. We sometimes use the notation f .α g if we
want to emphasize that the implicit constant depends on some parameter α. We also employ the
shorthand tα+ when we mean that there is some small parameter γ > 0 such that tα+γ and that
we can choose γ as small as we want at the price of a constant (e.g. ‖f‖L∞ . ‖f‖H3/2+). We will
denote the ℓ1 vector norm |k, η, l| = |k| + |η| + |l|, which by convention is the norm taken in our
work. Similarly, given a scalar or vector in Rn we denote
〈v〉 =
(
1 + |v|2
)1/2
.
We denote the standard Lp norms by ‖f‖p and Sobolev norms ‖f‖Hσ := ‖〈∇〉σ f‖2. We make
common use of the Gevrey-1s norm with Sobolev correction defined by
‖f‖2Gλ,σ;s =
∑
k,l
∫ ∣∣∣fˆk(η, l)∣∣∣2 e2λ|k,η,l|s 〈k, η, l〉2σ dη.
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Since most of the paper we are taking s as a fixed constant, it is normally omitted. Also, if σ = 0, it
is omitted. We refer to this norm as the Gλ,σ;s norm and occasionally refer to the space of functions
Gλ,σ;s = {f ∈ L2 : ‖f‖Gλ,σ;s <∞} .
See Appendix A for a discussion of the basic properties of this norm.
For η ≥ 0, we define E(η) ∈ Z to be the integer part. We define for η ∈ R and 1 ≤ |k| ≤ E(√|η|)
with ηk > 0, tk,η =
∣∣η
k
∣∣− |η|2|k|(|k|+1) = |η||k|+1 + |η|2|k|(|k|+1) and t0,η = 2 |η| and the critical intervals
Ik,η =
{
[t|k|,η, t|k|−1,η] if ηk ≥ 0 and 1 ≤ |k| ≤ E(
√|η|),
∅ otherwise.
For minor technical reasons, we define a slightly restricted subset as the resonant intervals
Ik,η =
{
Ik,η 2
√|η| ≤ tk,η,
∅ otherwise.
Note this is the same as putting a slightly more stringent requirement on k: k ≤ 12
√|η|.
2 Outline of the proof
In this section we give an outline of the main steps of the proof of Theorem 1 and set up the main
energy estimates, focusing on exposition, intuition, and organization. After §2, the remainder of
the paper is dedicated to the proof of the energy estimates required and the analysis of the various
norms and Fourier analysis tools being employed.
2.1 Summary and weakly nonlinear heuristics
2.1.1 New dependent variables
It is common in linear and formal weakly nonlinear studies to work with (q, ω2) (the second com-
ponent of the vorticity) coupled with momentum equations for the x-independent velocities (see
e.g. [21, 76]) as these satisfy good equations and can be used to recover the other unknowns from
the divergence free condition. However, we found this approach untenable with the new coordinate
system we will employ below for several reasons, the primary one being that it significantly distorts
the derivatives and hence the procedure for recovering the other unknowns while still retaining
precise information on the regularities is far from clear (we will see that very precise information is
necessary for the proof). Instead, we found it much more natural to define the full set of auxiliary
unknowns (which in some sense entirely replace the role of the vorticity) qi = ∆ui for i = 1, 2, 3. A
computation shows that (qi) solves
∂tq
1 + y∂xq
1 + 2∂xyu
1 + u · ∇q1 = −q2 + 2∂xxu2 − qj∂ju1 + ∂x
(
∂iu
j∂ju
i
)− 2∂iuj∂iju1 + ν∆q1
∂tq
2 + y∂xq
2 + u · ∇q2 = −qj∂ju2 + ∂y
(
∂iu
j∂ju
i
)− 2∂iuj∂iju2 + ν∆q2
∂tq
3 + y∂xq
3 + 2∂xyu
3 + u · ∇q3 = 2∂zxu2 − qj∂ju3 + ∂z
(
∂iu
j∂ju
i
)− 2∂iuj∂iju3 + ν∆q3.
(2.1)
As seen in §1.2, the linear terms have disappeared from the q2 equation, leaving only the nonlinear
terms on the RHS. Note that the equations on q1 and q3 are far less favorable in that they contain
linear terms which are associated with the vortex stretching.
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2.1.2 New independent variables
The need for a change of independent variables can be understood by considering the convection
term y∂xq
i+u·∇qi which appears in (2.1) above. Due to the mixing of the Couette flow, any classical
energy estimates on q in (say) Sobolev spaces will rapidly grow (as seen in (1.24)). Moreover, u10
will grow like O(ǫ 〈t〉) via the lift-up effect and hence could be ∼ c0 by t ∼ c0ν . Therefore, the u10
component of the streak will have a major effect on the mixing and will need to be accounted for.
A full study of the coordinate transformation is done in §2.3 below, but let us just make a quick
summary here. We start with the ansatz
X = x− ty − tψ(t, y, z)
Y = y + ψ(t, y, z)
Z = z,
(this is motivated by a further requirement that ∆−1 have good properties in the new coordinates,
see §2.3 below). Consider the simple convection diffusion equation on a passive scalar f(t, x, y, z)
∂tf + y∂xf + u · ∇f = ν∆f.
Denoting F (t,X, Y, Z) = f(t, x, y, z) and U(t,X, Y, Z) = u(t, x, y, z), and ∆t and ∇t for the expres-
sions for ∆ and ∇ in the new coordinates, this simple equation becomes
∂tF +
u1 − t(1 + ∂yψ)u2 − t∂zψu3 − ddt(tψ) + νt∆ψ(1 + ∂yψ)u2 + ∂zψu3 + ∂tψ − ν∆ψ
u3
 · ∇X,Y,ZF = ν∆˜tF, (2.2)
where ∆˜t is a variant of ∆t without lower order terms; it is given below in (2.11). Eliminating u
1
0
leads to the equation u10− t(1+∂yψ)u20− t∂zψu30− ddt(tψ)+ νt∆ψ = 0. We now recast this equation
on ψ in terms of C(t, Y, Z) = ψ(t, y, z) and an auxiliary unknown g = 1t (U
1
0 − C) (this roughly
measures the time-oscillations of C). A variety of cancellations which take advantage of the precise
structures give {
∂tC + U˜0 · ∇Y,ZC = g − U20 + ν∆˜tC,
∂tg + U˜0 · ∇Y,Zg = −2t g − 1t
(
U6= · ∇tU16=
)
0
+ ν∆˜tg,
(2.3)
where U˜ =
U16= − t(1 + ψy)U26= − tψzU36=(1 + ψy)U26= + ψzU36= + g
U3
. Coming back to (2.1), we further derive in the new
coordinates (Q(t,X, Y, Z) = q(t, x, y, z)).
Q1t + U˜ · ∇X,Y,ZQ1 = −Q2 − 2∂tXY U1 + 2∂XXU2 −Qj∂tjU1 − 2∂tiU j∂tijU1 + ∂X(∂tiU j∂tjU i) + ν∆˜tQ1
Q2t + U˜ · ∇X,Y,ZQ2 = −Qj∂tjU2 − 2∂tiU j∂tijU2 + ∂tY (∂tiU j∂tjU i) + ν∆˜tQ2
Q3t + U˜ · ∇X,Y,ZQ3 = −2∂tXY U3 + 2∂tXZU2 −Qj∂tjU3 − 2∂tiU j∂tijU3 + ∂tZ(∂tiU j∂tjU i) + ν∆˜tQ3,
(2.4)
We will perform most of our estimates on the coupled systems (2.4) and (2.3), recovering U i from
Qi using ∆−1 in the new coordinates. The one exception is in controlling very low frequencies of
the velocity fields, for which we go back to the momentum formulation.
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2.1.3 Choice of the norms
The proof of Theorem 1 relies on a bootstrap argument, or a priori estimate, for a certain set of
norms of the solution. The choice of the norms is extremely delicate and amounts to describing
precisely the possible distribution of information in Fourier space for Q and C. The highest norms
are derived from the toy model explained in §2.4; the full rigorous definition of the norms is carried
out in Appendix B. Each Qi is measured with a slightly different norm, of the form
∥∥Ai(t,∇)Qi(t)∥∥
2
where Ai(t,∇) are special Fourier multipliers. Let us just describe the norm used to measure Q3,
the rest are defined below in (2.45),
A3k(t, η, ℓ) = e
λ(t)|k,η,l|s 〈k, η, l〉σ e
µ|η|1/2
w(t, η)wL(t, k, η, l)
(
1k 6=0min
(
1,
〈η, l〉2
t2
)
+ 1k=0
)
.
We now comment on the different components: eλ(t)|k,η,ℓ|
s
corresponds to a Gevrey-1s norm, with
decreasing radius, while 〈k, η, σ〉σ gives a Sobolev correction (mainly for technical convenience).
The next factors correspond to important physical effects and are derived in §2.4. The factor w
is an estimate on the “worst-possible” growth of high frequencies due to weakly nonlinear effects.
Roughly speaking, it is taken to satisfy the following for |k|2 . |η| (hence √|η| . t . |η|),
∂tw(t, η)
w(t, η)
∼ 1
1 + |t− ηk |
, when
∣∣t− ηk ∣∣ . ηk2 and w(1, η) = 1.
By requiring that w be increasing, from Stirling’s formula this relation leads to a growth of the
type w(2|η|,η)w(1,η) ≈ e
µ
2
|η|1/2 (up to a small polynomial correction), hence the choice of the numerator in
eµ|η|
1/2
w(t,η) , and the Gevrey-2 regularity requirement (see §2.4 below for more details). The upshot of
including the 1w factor in the definition of the norm is that it allows to estimate
1√
1+|t− ηk |
AiQi in
spaces of the type L2tL
2
x, close to any resonant time
η
k . In other words, this gives additional time
integrability around the times at which the Orr mechanism is the strongest. The multiplier wL is a
uniformly bounded multiplier that corrects for the anisotropy of the bounded growth experienced
due to linear pressure effects (the L stands for ‘linear’).
The last factor corresponds to a growth occurring for times large compared to the frequency due
to the linear vortex stretching. That Q1 and Q3 ultimately grow at least quadratically is evident
on the linear level: we saw in Proposition 1.1 that, due to vortex stretching, no inviscid damping
occurs in general. That the growth can (and should) be taken only for frequencies small relative to
time is less clear, and is explained more in §2.4.
While the norm which was just sketched corresponds to the highest regularity estimate, estimates
at lower regularity are also needed, in particular to quantify the enhanced dissipation. For this,
we use an approach similar to that employed for 2D NSE in [12], and define a set of semi-norms
of the type
∥∥Aν;i(t,∇)Qi∥∥
2
for specially designed Fourier multipliers Aν;i(t,∇) (see (2.48) below).
For example, for Q3:
Aν;3 = eλ(t)|k,η,ℓ|
s〈k, η, σ〉β 〈D(t, η)〉α 1
wL(t, k, η, l)
min
(
1,
〈η, l〉2
t2
)
1k 6=0,
where D(t, η) & νt3, hence giving the ν−1/3 time scale of enhanced dissipation. The multiplier D is
adapted to the fact that the enhanced dissipation slows down near critical times, another effect of
the Orr mechanism (see 2.46 below).
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2.1.4 Basic weakly nonlinear heuristics
While the actual derivation of the estimates occupies most of this paper, and is of great complexity,
we are guided by a few basic principles. The behavior of the solution is roughly divided into three
phases. During the early times, t . ν−1/3, the solution has fully 3D nonlinear effects until the
enhanced dissipation eventually dominates. During the middle times, ν−1/3 . t . ν−1, the solution
is mostly in x-independent modes and is slowly growing via the lift-up effect. By the time t & ν−1
the solution has, in general, become extremely large relative to ν but it is also very close to a
globally regular x-independent streak and eventually returns to Couette. At the middle and later
times, the goal is to prove that the solution retains this special structure.
There are several nonlinear mechanisms which have the potential to cause instability and many
have been proposed as important in the applied mathematics and physics literature for understand-
ing transition, see e.g. [24, 80, 70, 76] and the references therein. We are particularly worried about
so called “bootstrap” mechanisms [80, 79, 83, 13]: nonlinear interactions that repeatedly excite
growing linear modes. We will classify the main effects by the x frequency of the interacting func-
tions: denote for instance 0· 6=→ 6= for the interaction of a zero mode (in x) and a non-zero mode
(in x) giving a non-zero mode (in x), and similarly, with obvious notations, 0 · 0 → 0, 6= · 6=→ 6=,
and 6= · 6=→ 0.
(2.5NS) (0 · 0 → 0) For 2.5D Navier-Stokes, this corresponds to self-interactions of the streak. This
interaction is not the most worrisome, however, we will need to get reasonable decay estimates
on the streak.
(SI) (0· 6=→ 6=) For secondary instability, this effect is the transfer of momentum from the large
u10 mode to other modes (actually u
2
0 and u
3
0 also matter, but less). These involve a zero
frequency and non-zero frequency k interacting to amplify the same mode k, or the k mode
of a different component, e.g. u10 and u
3
k together force u
2
k. These interactions are those that
arise when linearizing an x-dependent perturbation of a streak and so are what ultimately give
rise to the secondary instabilities observed in larger streaks (hence the terminology) [70, 21].
(3DE) (6= · 6=→ 6=) For three dimensional echoes, these effects are 3D variants of the 2D hydro-
dynamic echo phenomenon as observed in [86, 87]: nonlinear interactions of x-dependent
modes forcing unmixing modes [61, 81, 13] – a nonlinear manifestation of the Orr mechanism
(also recall from §1.2 that this mostly involves frequencies in x and y). In 3D, this is still
important and the range of possible interactions is much wider (see e.g. [24, 76] and §2.4
below). This involves two non-zero frequencies k1, k2 interacting to force mode k1 + k2 with
k1, k2, k1+k2 6= 0. Since these involve the interaction of only non-zero frequencies, they should
only be problematic for short times: for t & ν−1/3, this effect should be wiped out by the
enhanced dissipation.
(F) (6= · 6=→ 0) For nonlinear forcing, this is the effect of the forcing from x-dependent modes
back into x-independent modes. This involves two non-zero frequencies k and −k interacting
to force a zero frequency (in general this could involve a variety of the components). Similar
to (3DE), this effect is over-powered by the enhanced dissipation after t & ν−1/3.
All of these are coupled to one another, and one can imagine bootstrap mechanisms involving
several of them (e.g. u10 forces a non-zero mode which unmixes and then strongly forces u
2
0 which
strongly forces u10 via the lift-up effect and repeat: (SI)⇒ (3DE) ⇒ (F) ⇒ (SI)). It is the need
to consider exactly these kinds of nonlinear bootstraps that eventually precipitates the Gevrey-2
regularity requirement, as we will derive formally in §2.4 (although one can derive the regularity
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requirement using just the interaction between (SI) and (3DE)). In §2.4 we derive a special “toy
model” meant to model the worst possible growth in Q caused by these effects, and then use it
to derive the norms Ai. These specially adapted norms allow us to retain the maximal amount of
control over the solution, despite the possible de-stabilizing effects.
There are various ways in which the special structure of the nonlinearity is key to the proof
of Theorem 1. The simplest such structure can be seen in the ubiquitous U j∂tj in (2.4). This will
balance the bad U1 with the best derivative ∂X whereas U
2 will pair with the ∂tY , so that the inviscid
damping in U2 will balance the time-growth (indeed, this is reason inviscid damping is important in
the proof of Theorem 1). Much more subtle structural properties, such as the way different resonant
and non-resonant frequencies interact, will become apparent in §2.4 and elsewhere in the proof (and
[10]).
Now that we have some intuition about the approach, we now begin a detailed outline of the
proof of Theorem 1 and set up the main energy estimates.
2.2 Instantaneous regularization and continuation of solutions
To begin the full proof of Theorem 1, the first step is to see that our initial data becomes small in
Gλ;s (for an appropriate λ) after a short time. The proof is a straightforward variant of existing
parabolic regularizations, see §3 for a brief sketch.
Lemma 2.1 (Local existence and instanteous regularization). Let uin ∈ L2 satisfy (1.19). Then
for all ν ∈ (0, 1], c0 sufficiently small, K0 sufficiently large, and all λ0 > λ′ > 0, if uin satisfies
(1.19), then there exists a time t⋆ = t⋆(s,K0, λ0, λ
′) > 0 and a unique classical solution to (1.1)
with initial data uin on [0, t⋆] which is real analytic on (0, t⋆], and satisfies
sup
t∈[t⋆/2,t⋆]
‖u(t)‖Gλ¯ ≤
10
9
ǫ, (2.5)
where λ¯ = 9λ010 +
λ′
10 .
Once such a solution exists, we will be able to continue it and ensure also that it propagates real
analyticity as long as a certain Sobolev norm remains finite. This will allow us to rigorously justify
our a priori estimates and make sure the solution to our transformed system corresponds to the
solution of (1.1). Analyticity itself is not important, the main point is that the solution propagates
some regularity a few derivatives higher than the Gevrey-1s that we are working in below so that
we may easily justify that the norms we are considering take values continuously in time.
Lemma 2.2 (Continuation and propagation of analyticity). Let T > 0 be such that the classical
solution u(t) to (1.1) constructed in Lemma 2.1 exists on [0, T ] and is real analytic for t ∈ (0, T ].
Then there exists a maximal time of existence T0 with T < T0 ≤ ∞ such that the solution u(t)
remains unique and real analytic on (0, T0). Moreover, if for some τ ≤ T0 and σ > 5/2 we have
lim suptրτ ‖u(t)‖Hσ <∞, then τ < T0.
2.3 Qi formulation, the coordinate transformation, and some key cancellations
The next step in the proof of Theorem 1 is the observation that if we are to get good estimates, then
we need to remove the fast mixing action of both the Couette flow and the background streak. The
approach is inspired by the coordinate transforms of [13, 12], however, here it will be significantly
different due to the lift-up effect, the z dependence, and the different kind of estimates we require.
Our coordinate system needs to satisfy three features for the proof to work:
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1. the relative velocity field in the new variables must be time integrable or O(ǫ) (so that the
dissipation can control it) as otherwise one cannot propagate uniform estimates for t→∞;
2. we need to be able to treat the Laplacian in the new coordinates as a perturbation from ∆L,
so that we can take advantage of the inviscid damping and enhanced dissipation effects;
3. we need to be able to make practical estimates on the behavior of the coordinate system and
the coordinate transformation needs to treat the dissipation in a natural way.
The second requirement will translate to a need to get derivatives of the form (∂Y −t∂X), as opposed
to something like (∂Y − tC(Y,Z)∂X), which we do not know how to treat (in particular, it is not
obvious how to isolate the critical times). For this to happen, we need the coordinate transform to
be of the form:
X = x− ty − tψ(t, y, z) (2.6a)
Y = y + ψ(t, y, z) (2.6b)
Z = z. (2.6c)
We could imagine also changing the z variable, but we want our coordinate system to be as simple
as possible (although we will do this in [10]). Notice that Y has units of velocity, indeed, we have
transformed this coordinate not to measure the vertical location but instead to measure a sort of
time-average of the shear velocity. Provided ψ is sufficiently small in a suitable sense, one can invert
(2.6) for x, y, z as functions of X,Y,Z (see §3 below for more information). In what follows, denote
the Jacobian factors (by slight abuse of notation), which, in some sense, measure space and time
variations in the background mixing flow (y + u10, 0, 0) (note that Z = z in (2.6)):
ψt(t, Y, Z) = ∂tψ(t, y(t, Y, Z), Z)
ψy(t, Y, Z) = ∂yψ(t, y(t, Y, Z), Z)
ψz(t, Y, Z) = ∂zψ(t, y(t, Y, Z), Z).
In what follows we will usually omit the arguments of y(t, Y, Z) and use a more informal notation,
such as ψt(t, Y, Z) = ∂tψ(t, y, z).
Next we determine ψ. As in §2.1.2, for motivation, imagine now a passive scalar transport
equation in a perturbation of the shear flow:
∂tf + y∂xf + u · ∇f = ν∆f. (2.7)
Denoting F (t,X, Y, Z) = f(t, x, y, z) and U(t,X, Y, Z) = u(t, x, y, z), we can check that the deriva-
tives transform according to
∂tf = (∂t + ψt∂Y − y∂X − ddt(tψ)∂X )F
∂xf = ∂XF
∂yf = (1 + ψy)(∂Y − t∂X)F
∂zf = (∂Z + ψz(∂Y − t∂X))F.
It will be useful to define notation for the (x, y, z) derivatives in the new coordinate system
∂tX = ∂X (2.8a)
∂tY = (1 + ψy)(∂Y − t∂X) (2.8b)
∂tZ = ∂Z + ψz(∂Y − t∂X) (2.8c)
∇t = (∂X , ∂tY , ∂tZ)T . (2.8d)
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Note that necessarily these derivatives commute. The transport equation (2.7) in the new coordinate
system is given by (it will be more clear to keep ψ and its derivatives in (y, z) for a moment)
∂tF +
u1 − t(1 + ∂yψ)u2 − t∂zψu3 − ddt(tψ)(1 + ∂yψ)u2 + ∂zψu3 + ∂tψ
u3
 · ∇X,Y,ZF = ν∆tF, (2.9)
where the upper-case letters are evaluated at (X,Y,Z) and the lower case letters (including ψ and
its derivatives) are evaluated at (x, y, z), and we are denoting
∆tF = ∂XXF + ∂
t
Y
(
∂tY F
)
+ ∂tZ
(
∂tZF
)
. (2.10)
Note that
∆tF = ∂XXF +
(
(1 + ∂yψ)
2 + (∂zψ)
2
)
(∂Y − t∂X)2F + ∂ZZF
+ 2∂zψ∂Z(∂Y − t∂X)F +∆ψ(∂Y − t∂X)F,
and denote
∆˜tF = ∆tF −∆ψ(∂Y − t∂X)F. (2.11)
Then, (2.9) becomes
∂tF +
u1 − t(1 + ∂yψ)u2 − t∂zψu3 − ddt(tψ) + νt∆ψ(1 + ∂yψ)u2 + ∂zψu3 + ∂tψ − ν∆ψ
u3
 · ∇X,Y,ZF = ν∆˜tF. (2.12)
Velocity fields of the type appearing in (2.12) will henceforth be referred to as “relative velocity
fields”. With the lift-up effect in mind, it is the X average of the first component which can grow
to O(1) sizes and does not decay appreciably, whereas x dependent modes will be suppressed by
inviscid damping and enhanced dissipation. Hence, we derive
u10 − t (1 + ∂yψ) u20 − t∂zψu30 −
d
dt
(tψ) = −νt∆ψ (2.13a)
lim
t→0
tψ(t, y, z) = 0. (2.13b)
The form of the dissipation on the RHS of (2.13a) will also ensure that the evolution equations we
derive next have a natural dissipative term, rather than an unnatural loss of derivatives.
In what follows, we denote
C(t, Y, Z) = ψ(t, y, z). (2.14)
From the chain rule we derive:
ψy = ∂
t
Y C = (1 + ψy) ∂Y C (2.15a)
ψz = ∂
t
ZC = ∂ZC + ψz∂Y C (2.15b)
ψt = ∂tC + ψt∂Y C, (2.15c)
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and hence, if C is small in the appropriate norm, then we can write
ψy =
∂Y C
1− ∂Y C = ∂Y C
∞∑
j=0
(∂Y C)
j (2.16a)
ψz =
∂ZC
1− ∂Y C = ∂ZC
∞∑
j=0
(∂Y C)
j (2.16b)
ψt =
∂tC
1− ∂Y C = ∂tC
∞∑
j=0
(∂Y C)
j. (2.16c)
From the chain rule together with (2.13a), we derive
∂tC +
(
(1 + ψy)U
2
0 + ψzU
3
0 + ψt − ν∆ψ
U30
)
· ∇Y,ZC = 1
t
(
U10 − tU20 − C
)
+ ν∆˜tC. (2.17)
Estimates on C via (2.17) will enable us to get estimates on the Jacobian factors through (2.16).
However, based on the behavior suggested by the linear problem in §1.2, it is not clear that the linear
terms on the right hand side of (2.17) are decaying fast enough. A similar issue arose in [13, 12]
where good estimates on the coordinate system required additional estimates on the background
shear flow. In a similar spirit, we will define another auxiliary unknown g which, roughly speaking,
is a measure of the time oscillations of the x component of the streak:
g =
1
t
(
U10 − C
)
. (2.18)
Taking x averages of (1.1) and using (2.8), we get
∂tU
1
0 +
(
(1 + ψy)U
2
0 + ψzU
3
0 + ψt − ν∆ψ
U30
)
· ∇Y,ZU10 = −U20 −
(
U 6= · ∇tU16=
)
0
+ ν∆˜tU
1
0 . (2.19)
Therefore, together with (2.17), we derive the following evolution for g:
∂tg +
(
(1 + ψy)U
2
0 + ψzU
3
0 + ψt − ν∆ψ
U30
)
· ∇Y,Zg = −2
t
g − 1
t
(
U6= · ∇tU16=
)
0
+ ν∆˜tg. (2.20)
The most crucial observation here is that the lift-up effect terms canceled. This allows us to make
good estimates on the regularity of g and, in particular, a decay estimate using the linear damping
term in (2.20). In turn, this gets us good control on C via (2.17). Note that ∆ψ = ∆tC, and hence
it will be the following relative velocity field that will govern our equations:
U˜ =
 U16= − t(1 + ψy)U26= − tψzU36=(1 + ψy)U2 + ψzU3 + ψt − ν∆tC
U3
 , (2.21)
From (2.17), (2.18) and (2.15c) we derive
ψt − ν∆tC = g − U20 −
(
(1 + ψy)U
2
0 + ψzU
3
0
U30
)
· ∇Y,ZC. (2.22)
We see that the ν∆tC factor cancels with the similar term in U˜
2 in (2.21). Further, from (2.15),
we have the following convenient cancellation:
U˜20 = (ψy − ∂Y C − ψy∂Y C)U20 + g + (ψz − ψz∂Y C − ∂ZC)U30 = g. (2.23)
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It follows that the relative velocity is very different depending on whether we are considering the
zero mode or not:
U˜ = U˜0 + U˜ 6= =
 0g
U30
+
U16= − t(1 + ψy)U26= − tψzU36=(1 + ψy)U26= + ψzU36=
U36=
 (2.24)
(it is worth noting that U˜6= ·∇X,Y,Z = U 6= ·∇t). To see that U˜ is really the relative velocity, we first
begin with C. Putting (2.22) together with (2.18) and (2.17) we derive,
∂tC + U˜0 · ∇Y,ZC = g − U20 + ν∆˜tC. (2.25)
The advantage of the cancellation that transfers ∆t to ∆˜t is that (A) it eliminates error terms
that involve two derivatives of C, thereby eliminating some serious regularity issues and (B) the
associated terms were slowly decaying. Similarly, we derive
∂tg + U˜0 · ∇Y,Zg = −2g
t
− 1
t
(
U6= · ∇tU16=
)
0
+ ν∆˜tg. (2.26)
Recall that
(
U˜ 6= · ∇X,Y,ZU16=
)
0
=
(
U6= · ∇tU16=
)
0
.
Next we change coordinates in (2.1). Notice that from (2.13a) and (2.11), for any f solving the
passive scalar (2.7), we have for F (t,X, Y, Z) = f(t, x, y, z):
∂tF + U˜ · ∇X,Y,ZF = ν∆˜tF.
Applying this to qi = ∆ui, which solve (2.1), gives the following, denoting Qi(t,X, Y, Z) =
qi(t, x, y, z):
Q1t + U˜ · ∇X,Y,ZQ1 = −Q2 − 2∂tXY U1 + 2∂XXU2 −Qj∂tjU1 − 2∂tiU j∂tijU1 + ∂X(∂tiU j∂tjU i) + ν∆˜tQ1
Q2t + U˜ · ∇X,Y,ZQ2 = −Qj∂tjU2 − 2∂tiU j∂tijU2 + ∂tY (∂tiU j∂tjU i) + ν∆˜tQ2
Q3t + U˜ · ∇X,Y,ZQ3 = −2∂tXY U3 + 2∂tXZU2 −Qj∂tjU3 − 2∂tiU j∂tijU3 + ∂tZ(∂tiU j∂tjU i) + ν∆˜tQ3,
(2.27)
where we use the following to recover the velocity fields:
U i = ∆−1t Q
i (2.28a)
∂tiU
i = 0. (2.28b)
For the majority of the remainder of the proof, (2.27), together with (2.25), (2.26) and (2.28), will
be the main governing equations. The one exception will be in the treatment of the low frequencies
of X independent modes, where the use of (2.28a) can be problematic. For the remainder of the
proof we will use ∇ to, by default, denote ∇X,Y,Z or ∇Y,Z (where appropriate) unless otherwise
noted.
From now on we will use the following vocabulary and shorthands
U˜ · ∇Qα = “transport nonlinearity” T (2.29a)
−Qj∂tjUα − 2∂tiU j∂tijUα = “nonlinear stretching” NLS (2.29b)
∂tα(∂
t
iU
j∂tjU
i) = “nonlinear pressure” NLP (2.29c)
−2∂tXY Uα = “linear stretching” LS (2.29d)
2∂tXαU
2 = “linear pressure” LP (2.29e)(
∆˜t −∆L
)
Qα = “dissipation error” DE . (2.29f)
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The pressure terms are named due to the fact that they arise originally from pNL (in the nonlinear
case) and pL (in the linear case) in (1.1). The stretching terms originally arose from ∆(u · ∇uα)
(in the nonlinear case) and ∆(y∂xu
α) (in the linear case). The linear stretching terms are the
analogue of the linear vortex stretching which inhibits the inviscid damping, whereas the NLS
terms are analogous to the nonlinear vortex stretching in the 3D Navier-Stokes equations, although
the geometrical interpretation is less clear. We remark further that each of the nonlinear terms will
be further sub-divided into as many as four pieces in accordance with the different types of nonlinear
effects described in §2.1.4, as each one requires a different treatment. The technical complexity is
furthered by the fact that each of the three components of the solution is qualitatively different,
which means one should view (2.27) as a system of three distinct unknowns and some specific
combinations of i and j need to be treated specially.
Before concluding this section, there is one additional, crucial cancellation we would like to
emphasize. As discussed in §2.1.4, the effect (F), feedback of X-dependent modes onX-independent
modes, is a potentially important mechanism for streak growth and subsequent transition (see e.g.
[21]). We need to take advantage of a simple, but useful, cancellation to reduce the strength of this
effect (another ‘non-resonant’ structure). This is the 3D analogue of the cancellation behind the
rapid convergence of the x-independent vorticity observed in 2D Euler near Couette flow in [13].
Consider the evolution of Qα for α ∈ {1, 2, 3}. First, denoting Uk the projection of U on the
k-th Fourier mode in x, we notice the following for k 6= 0:
∆t
(
U j−k∂
t
jU
α
k
)
= U−k · ∇tQαk + ∂ti (∂tiU j−k∂tjUαk ) + ∂tiU j−k∂ti∂tjUαk .
By the divergence free condition (2.28b), which holds mode-by-mode in X (again due to the fact
that ψ does not depend on x), we derive
∆t
(
U j−k∂
t
jU
α
k
)
=
(
∂tY ∂
t
Y + ∂
t
Z∂
t
Z
)
∂tj
(
U j−kU
α
k
)
. (2.30)
Similarly,
∂tα
(
∂tjU
i
−k∂
t
iU
j
k
)
= ∂tα∂
t
j∂
t
i
(
U i−kU
j
k
)
.
Therefore, combining the interaction of two non-zero frequencies, k and −k, in transport, stretching
and nonlinear pressure and taking X averages, we get the terms which we refer to as forcing,
corresponding to the nonlinear interactions of type (F):
Fα := −∆t
(
U j6=∂
t
jU
α
6=
)
0
− ∂tα
(
∂tiU
j
6=∂
t
jU
i
6=
)
0
= ∂ti∂
t
i∂
t
j
(
U j6=U
α
6=
)
0
− ∂tα∂tj∂ti
(
U i6=U
j
6=
)
0
, (2.31)
where necessarily the sum only runs over i, j 6= 1 due to the X average. The main point of (2.31)
is that, due to the X averages, the −t∂X in the ∂tY and ∂tZ disappear, which is crucial for limiting
the overall size of Fα.
2.4 The toy model and design of the norms
In this section we discuss the toy model for the weakly nonlinear effects. This toy model is then
employed to design the norms used to measure the solution to (2.27) and is the origin for the
requirement of Gevrey regularity with s > 1/2 in Theorem 1. The goal will be to account for the
leading order contributions of the nonlinear interactions suggested in §2.1.4. The toy model here
will consist of six ODEs (although not fully coupled), which is significantly more complicated than
the 2x2 system used for the 2D Couette flow [13, 12].
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It is important to emphasize that we are concerned with estimating the worst possible behavior,
and so are interested in approximate super-solutions of approximate models. Moreover, we are
interested in only representative, leading order terms: weaker terms will be ignored as will terms
which may be leading order but have the same basic structure as the terms we examine below. Note
that, due to the ubiquitous presence of U j∂j and ∂iU
j∂jU
i, many terms in (2.27) have a vaguely
similar structure.
Denote the Fourier dual variables of (X,Y,Z) as (k, η, l). Recall the definition of Ik,η from §1.6,
which denotes the resonant intervals t ≈ ηk with k2 . |η|. This latter restriction is possible because
∆L is elliptic in k which implies that the larger the k, the weaker the effect of the resonance. Fix
η and l and t ∈ Ik,η and for simplicity of exposition, assume η, l, k > 0 for the remainder of §2.4.
Here we are only concerned with the case η ≫ max(1, l); other contributions are not handled via
the toy model. This distinguishes a specific X-dependent mode as resonant: where the unmixing
has brought the information in the mode (k, η, l) to O(1) length-scales and the transient growth in
the Orr mechanism is reaching its peak. . In particular, the velocity field associated with Q̂ik(η, l)
will be large if |k, l| . |η| (see §1.2).
2.4.1 Leading order (SI) interactions
The nonlinear interaction (SI), suggested in §2.1.4, is the transfer of energy from U10 to the X-
dependent modes. Of these, one of the leading order contributions is the nonlinear pressure term in
the Q2k equation: ∂
t
ZU
1
0 ∂
t
Y XU
3
k . The leading order contributions to the Q
3
k evolution are the linear
pressure and stretching terms. Coupling these together isolates the following subsystem between
the resonant modes Q2k and Q
3
k (notice that this does not happen with Q
1; this is a kind of null
structure):
∂tQ
2
k = (∂
t
ZU
1
0 )Lo(∂
t
Y XU
3
k )Hi + ...
∂tQ
3
k = −∂tXY U3k + ∂tZXU2k + ...
where ‘Hi’ and ‘Lo’ denote frequency localization and the ellipses denote temporarily neglected
terms. By considering U j ≈ ∆−1L Qj , we expect that these effects will be greatly amplified when the
high frequency modes on the left-hand side are near a critical time.
To get a better estimate, we will ignore the coefficients ψ, replace everything with absolute
values, replace ̂(∂tZU
1
0 )Lo ∗ ̂(∂tY XU3k )Hi with
∥∥U10∥∥ ̂(∂tY XU3k )Hi and finally replace U j by ∆−1L Qj.
Therefore, using the expected bound
∥∥U10∥∥ . max(ǫ 〈t〉 , c0), we have
∂tQ
2
k = max(ǫt, c0)(∂Y − t∂X)∂X∆−1L Q3k (2.32a)
∂tQ
3
k = −(∂Y − t∂X)∂X∆−1L Q3k + ∂ZX∆−1L Q2k. (2.32b)
On the Fourier side, this becomes
∂tQ̂2k(η, l) =
max(ǫt, c0)(η − kt)k
k2 + l2 + |η − kt|2 Q̂
3
k(η, l)
∂tQ̂
3
k(η, l) =
(η − kt)k
k2 + l2 + |η − kt|2 Q̂
3
k(η, l) +
kl
k2 + l2 + |η − kt|2 Q̂
2
k(η, l).
As ∆L is elliptic in Z, we will not have to consider very carefully the interaction between the Z
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frequency and the Orr mechanism, and so we reduce further to
∂tQ̂
2
k(η, l) = max(ǫt, c0)
k
k + |η − kt| Q̂
3
k(η, l) (2.33a)
∂tQ̂
3
k(η, l) =
k
k + |η − kt|Q̂
3
k(η, l) +
k
k + |η − kt|Q̂
2
k(η, l). (2.33b)
Since c0 is essentially O(1) compared to the size of the non-zero frequencies, (2.33) alone would
suggest that the components of Q2k and Q
3
k could grow roughly the same way near the critical time
and that, near the critical time, the growth can be approximated by
∂tQ̂2k(η, l) ≈ ∂tQ̂3k(η, l) ≈
1
1 +
∣∣ η
k − t
∣∣Q̂3k ≈ 11 + ∣∣ηk − t∣∣Q̂2k.
Notice that this appears at odds with the linearization! Indeed, recall that (1.10a) predicts that
Q2 should remain bounded whereas (1.10b) and (1.10c) show that Q1 and Q3 will necessarily grow
quadratically by vortex stretching. Hence, (2.33) predicts that the quadratic growth of Q3k relative
to Q2k will not occur until after the critical time. We will see that due to interaction with non-
resonant frequencies, we will actually need to delay the relative quadratic growth of Q3 until after
all of the critical times. For Q1k, we have to leading order (as above, dropping signs) from the lift-up
effect and the linear stretching term:
∂tQ̂
1
k = Q̂
2
k +
1
1 +
∣∣t− ηk ∣∣Q̂1k.
From the first term, we see that (in terms of amplitude) we can consider Q1k ≈ tQ2k near the critical
times. As was the case for Q3, this is at odds with the predictions of (1.10), which suggests a
quadratic growth relative to Q2. Instead, we will need to have Q1 grow linearly relative to Q2 until
after the critical times, and then eventually quadratically. Hence, for the nonlinear problem, we see
that each of the three components must be qualitatively different.
2.4.2 Leading order (3DE) interactions
The behavior of (2.32) suggests how the resonant frequency k would grow near kt ≈ η due to a
leading order nonlinear interaction of type (SI). Hence, next we add in the effect of the nonlinear
interactions between a resonant frequency (denoted k) and other X dependent frequencies (denoted
k′). As nearby frequencies interact much more, we will assume |k − k′| . 1 (it is enough to consider
k′ = k ± 1).
We will use the heuristic discussed above, involving taking Q1k ≈ tQ2k and Q1k′ ≈ tQ2k′ , which
allows us to focus only on Q2 and Q3 (along with the observation that many of the nonlinear terms
in the Q1 equation of (2.27) are generally weaker than the other components). In estimating the
size of the nonlinear terms, it is important to understand that while Q3 will grow quadratically
at “low frequencies”, we saw above that near the critical times, which is “high frequency”, Q3 is
expected to be roughly the same size as Q2. This creates a large imbalance between low and high
frequencies in Q3, which suggests that the worst (3DE) terms likely involve (Q36=)Lo. The term
that stands out as the worst is from the transport nonlinearity, when the velocity field appears in
high frequency near the critical time, which only occurs in the Q3k′ equation; in the Q
3
k equation,
the velocity will be away from the critical time and hence less dangerous. Therefore, we derive the
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following (using the same nonlinear pressure term for the Q2k′ equation):
∂tQ
2
k =
(
U10 (t)
)
Lo
(∂Y − t∂X)∂X∆−1L (Q3k)Hi + ... (2.34a)
∂tQ
2
k′ =
(
U10 (t)
)
Lo
(∂Y − t∂X)∂X∆−1L (Q3k′)Hi + ... (2.34b)
∂tQ
3
k′ = −t
(
U2k
)
Hi
(
∂XQ
3
k′−k
)
Lo
+ ... (2.34c)
∂tQ
3
k = −(∂Y − t∂X)∂X∆−1L Q3k + ∂ZX∆−1L Q2k + ... (2.34d)
Obviously, we have neglected many terms in the nonlinearities. Indeed, it will turn out that we have
neglected terms which are the same “size” as the leading order terms, however, they have essentially
the same structure as the leading ones we have identified and hence do not need to be separately
considered. On the other hand, many other terms which we have neglected have a rather different
structure but are instead smaller.
Using the same approximations that we applied to derive (2.33) and substituting in for the low
frequency terms the amplitudes predicted by the linear theory in §1.2.2, (2.34) becomes on the
Fourier side,
∂tQ̂
2
k(t, η, l) = max(ǫt, c0)
k
k + |η − kt|Q̂
3
k (2.35a)
∂tQ̂2k′(t, η, l) = max(ǫt, c0)
k′
|k′|+ |η − k′t|Q̂
3
k′ (2.35b)
∂tQ̂
3
k′(t, η, l) =
ǫt3
〈νt3〉α
Q̂2k
k2 + |η − kt|2 (2.35c)
∂tQ̂
3
k(t, η, l) =
k
k + |η − kt|Q̂
3
k +
k
k + |η − kt|Q̂
2
k. (2.35d)
where all unknowns are evaluated at (η, l). Notice that by non-resonance we have |η − k′t| & t and
so we can derive
∂tQ̂
2
k(t, η, l) = max(ǫt, c0)
k
k + |η − kt|Q̂
3
k (2.36a)
∂tQ̂2k′(t, η, l) = max(ǫt, c0)
k′
〈k′, t〉Q̂
3
k′ (2.36b)
∂tQ̂
3
k′(t, η, l) =
ǫt3
〈νt3〉α
Q̂2k
k2 + |η − kt|2 (2.36c)
∂tQ̂
3
k(t, η, l) =
k
k + |η − kt|Q̂
3
k +
k
k + |η − kt|Q̂
2
k. (2.36d)
This toy model accounts for the leading order interactions between (3DE) and (SI). From this
model alone one can derive the Gevrey-2 regularity requirement (see below for how to do this).
2.4.3 Leading order (F) and (2.5NS) interactions
At the zero frequencies, there is another challenge, which are interactions of type (F): the forcing
from non-zero frequencies into the zero frequency. Thanks to the cancellations in (2.31), we can
narrow this effect down to a pair of forcing terms from the resonant frequencies. We will also
account for the leading order interaction in the zero-mode nonlinear pressure interactions of type
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(2.5NS), giving (note we are including the dissipation terms here)
∂tQ
2
0 = ∂Y ((∂Y U
3
0 )Hi(∂ZU
2
0 )Lo) + ∂Y Y Z
((
U2k
)
Hi
(
U3−k
)
Lo
)− ν(∂Y Y + ∂ZZ)Q20 (2.37a)
∂tQ
3
0 = ∂Z((∂Y U
3
0 )Hi(∂ZU
2
0 )Lo) + ∂Y Y Y
((
U2k
)
Hi
(
U3−k
)
Lo
)− ν(∂Y Y + ∂ZZ)Q30, (2.37b)
where again we are considering t ∼ ηk . Using the same approximations as above together with
∆U i0 = Q
i
0 and the assumption that η ≫ max(1, l), we have
∂tQ̂
2
0 = ǫQ̂
3
0 +
ǫt2
〈νt3〉α
Q̂2k
k2 + |η − kt|2 − νη
2Q̂20 (2.38a)
∂tQ̂30 = ǫQ̂
3
0 +
ǫt3
〈νt3〉α
Q̂2k
k2 + |η − kt|2 − νη
2Q̂30. (2.38b)
Notice that the cancellations in (2.31) imply the forcing terms on Q20 are weaker than Q
3
0. This
special structure will be crucial in our follow-up work [10].
2.4.4 Final toy model and resulting predictions
Next we put together everything into one main model. As Q30 is strongly forced near the critical
times, one should worry that this will couple back to the non-zero frequencies modeled in (2.36)
and precipitate strong growth. However, these terms turn out not to be leading order due to the
overwhelming enhanced dissipation, and so can be omitted from the toy model. Finally, it also
makes sense to include the dissipation terms in all the equations, as for large t these are dominant.
Putting everything together yields the final toy model,
∂tQ̂2k(t, η, l) = max(ǫt, c0)
k
k + |η − kt|Q̂
3
k − ν
(
k2 + |η − kt|2
)
Q̂2k (2.39a)
∂tQ̂2k′(t, η, l) = max(ǫt, c0)
k′
〈k′, t〉Q̂
3
k′ − ν
(
k2 + |η − kt|2
)
Q̂2k′ (2.39b)
∂tQ̂3k′(t, η, l) =
ǫt3
〈νt3〉α
Q̂2k
k2 + |η − kt|2 − ν
(
k2 + |η − kt|2
)
Q̂3k′ (2.39c)
∂tQ̂3k(t, η, l) =
k
k + |η − kt|Q̂
3
k +
k
k + |η − kt|Q̂
2
k − ν
(
k2 + |η − kt|2
)
Q̂3k (2.39d)
∂tQ̂
2
0(t, η, l) = ǫQ̂
3
0 +
ǫt2
〈νt3〉α
Q̂2k
k2 + |η − kt|2 − νη
2Q̂20 (2.39e)
∂tQ̂30(t, η, l) = ǫQ̂
3
0 +
ǫt3
〈νt3〉α
Q̂2k
k2 + |η − kt|2 − νη
2Q̂30, (2.39f)
where all unknowns are evaluated at frequency (η, l) From (2.39) (together with the long-time
analyses similar to what is carried out below in (2.44)), one can predict, and design the norms
necessary to prove, the results both here and in the above threshold case [10].
In this work, we would like to get control for all time with the requirement ν & ǫ. Under the
assumption ν & ǫ, the following simple choice provides an approximate super-solution to (2.39)
27
(over just the single critical interval Ik,η):
∂tw(t, η) ≈ 1
1 +
∣∣t− ηk ∣∣w(t, η) (2.40a)
Q2k ≈ Q2k′ ≈ Q3k ≈ Q3k′ ≈ Q20 ≈ Q30 ≈ w(t, η) (2.40b)
Q1k ≈ Q1k′ ≈ tQ2k′ ≈ tQ2k. (2.40c)
By integrating (2.40a), we have
w(ηk +
η
k2 , η)
w(ηk − ηk2 , η)
≈
( η
k2
)C
, (2.41)
where C is a fixed constant depending on the implicit constant in (2.40a). Hence, (2.41) predicts
that both the resonant (mode k) and non-resonant (mode k′) modes will lose the same amount of
Sobolev regularity near each critical time. Therefore, instead of just losing regularity once at the
critical time, the regularity loss is repeatedly amplified as t goes through successive resonant times
η/k, η/(k−1), η/(k−2) etc (to see this, take k′ = k−1). The loss (2.41) is amplified multiplicatively
in each critical time, so counting over all the possible critical times which satisfy η & k2 gives a
regularity loss like
Q2(2η, η)
Q2(
√
η, η)
≈
(
η
√
η(
(η1/2)!
)2
)C
, (2.42)
which by Stirling’s formula is size O(e2C
√
η) (up to a polynomial correction) and hence (2.40)
predicts Gevrey-2 regularity loss; see Appendix B for more information. This is the origin of the
requirement s > 1/2 in Theorem 1. We emphasize that the nonlinear effects from (3DE) are the
main cause of the infinite regularity class – one needs to account for the repeated resonant/non-
resonant interactions in order to predict this potential instability. In particular, this cannot be
predicted from linear theory. In the companion work [10], we use a different super-solution which
does not require ǫ . ν. Using (2.39), one can find a super-solution for only ǫ . ν2/3 by taking
advantage of more of the available structure, but this also results in more complicated norms and
only works until t ∼ ǫ−1 (which if ǫ≫ ν is approximately the time when the secondary instability will
set in; see [10] for more discussion). Finally, we mention that the growth in (2.40) is sharply peaked
near the critical times and it will turn out to be useful for unifying and simplifying estimates below
to modify w by including additional steady, gradual losses of Gevrey-2 regularity over 1 ≤ t ≤ 2 |η|
(see (B.4) in Appendix B.1).
There is one remaining detail that must be addressed, which is the behavior of the components
for times very large. Notice that in Q3, for t≫ |η| the linear terms are to leading order:
∂tQ
3
k =
2
t
Q3k +
kl
k2 + l2 + |η − kt|2Q
2
k. (2.43)
The first term gives the quadratic growth from the stretching, as we are expecting. The second term
appears small (as Q3 is growing quadratically whereas Q2 is not) but we cannot so easily neglect its
contribution for l large. However, the pre-factor is actually integrable in time uniformly in (k, η, l).
To deal with the anisotropy carefully, we will incorporate this factor into the norm via a multiplier
of the form:
∂twL(t, k, η, l) ≈ kl
k2 + l2 + |η − kt|2wL(t, k, η, l), (2.44)
which, unlike w, is order one due to the uniform integrability (see Appendix B.2).
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2.4.5 Design of the norms based on the toy model
Now let us put all of the observations together to design the norms that we will use. As the details
are somewhat tedious and mostly involve technicalities similar to those that already appear in [13],
we reserve the details for Appendix B and simply give the overview here based on the heuristics
above. Fix β > 3α + 6, γ > β + 3α + 12 and σ > γ + 6. We will use a hierarchy of regularities,
and the high norms will be of the form
∥∥Ai(t,∇)Qi(t)∥∥
2
for Fourier multipliers Ai defined by the
following, for a time-varying λ(t) defined below, s > 1/2, 0 < δ1 ≪ 1, and corrector multipliers w
and wL (here (t, k, η, l) are now arbitrary):
AQk (t, η, l) = e
λ(t)|k,η,l|s 〈k, η, l〉σ e
µ|η|1/2
w(t, η)wL(t, k, η, l)
(2.45a)
A1k(t, η, l) =
1
〈t〉
(
1k 6=0min
(
1,
〈η, l〉1+δ1
t1+δ1
)
+ 1k=0
)
AQk (t, η, l) (2.45b)
A2k(t, η, l) =
(
1k 6=0min
(
1,
〈η, l〉
t
)
+ 1k=0
)
AQk (t, η, l) (2.45c)
A3k(t, η, l) =
(
1k 6=0min
(
1,
〈η, l〉2
t2
)
+ 1k=0
)
AQk (t, η, l) (2.45d)
A(t, η, l) = 〈η, l〉2AQ0 (t, η, l), (2.45e)
where µ and w are defined precisely in Appendix B and wL is defined in Appendix B.2. The
multiplier A is used to measure C and g whereas Ai will measure Qi. Note that for technical
reasons, we are allowing A2 to decay linearly at ‘low’ frequencies, which is not predicted by the
linear theory in §1.2 nor in §2.4. For separate technical reasons, we are also allowing A1 to decay
slightly faster than quadratically. We will choose the radius of Gevrey-1s regularity to satisfy, for
some δλ small,
λ˙(t) = − δλ
〈t〉min(2s,3/2)
λ(1) =
3λ
4
+
λ′
4
.
Fix δλ ≪ min(1, λ0 − λ′) small such that λ(t) > (λ0 + λ′)/2.
To quantify the enhanced dissipation, we build on the scheme used in [12]. The general idea is to
use semi-norms
∥∥Aν;i(t,∇)Qi(t)∥∥
2
for Fourier multipliers Aν;i(t,∇) which gradually trade regularity
for decay of lower frequencies, a kind of parabolic analogue to the regularity one pays to deduce
inviscid damping. Define D as in [12]:
D(t, η) =
1
3α
ν |η|3 + 1
24α
ν
(
t3 − 8 |η|3
)
+
, (2.46)
which satisfies
max
(
ν |η|3 , νt3
)
. αD(t, η). (2.47)
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For β chosen above, we define the enhanced dissipation multipliers
Aνk(t, η, l) = e
λ(t)|k,η,l|s 〈k, η, l〉β 〈D(t, η)〉α 1
wL(t, k, η, l)
1k 6=0 (2.48a)
Aν;1k (t, η, l) =
1
〈t〉 min
(
1,
〈η, l〉1+δ1
t1+δ1
)
Aνk(t, η, l) (2.48b)
Aν;2k (t, η, l) = min
(
1,
〈η, l〉δ1
tδ1
)
Aνk(t, η, l) (2.48c)
Aν;3k (t, η, l) = min
(
1,
〈η, l〉2
t2
)
Aνk(t, η, l). (2.48d)
Note that Aν;2 now matches the linear behavior predicted in Proposition 1.2 up to a deviation by
a small tδ1 . We believe this is purely technical. Note that we do not need w in (2.48). The Orr
mechanism (and associated nonlinear effects) do not play a major role in the enhanced dissipa-
tion estimates; they are instead mainly determined by how the vortex stretching manifests in the
nonlinearity.
Finally, the following inequalities are useful to keep in mind∫ ∞
0
1
〈νt〉2+dt ≈ ν
−1 .
c0
ǫ
, (2.49a)∫ ∞
0
1
〈νt3〉1/3+
dt ≈ ν−1/3 . c
1/3
0
ǫ1/3
(2.49b)∫ ∞
0
ǫt2
〈νt3〉1/3+
dt ≈ c0. (2.49c)
2.5 Main energy estimates
Equipped with the norms defined in (2.48) and (2.45), we will be able to propagate estimates from
local-in-time (provided by Lemma 2.1) to global-in-time via a bootstrap argument for as long as
the solution to (1.1) exists and remains analytic; by un-doing the coordinate transformation, this
in turn allows us to continue the solution of (1.1) via Lemma 2.2. See §3.1 below for more details
on this procedure.
In addition to the norm controls, we have a number of “dissipation energies” which arise both
due the dissipation itself and due to the fact that the norms are getting weaker in time; we will refer
to the dissipation-like terms that arise due to this effect as ‘CK’ terms (for ‘Cauchy-Kovalevskaya’
due to the appearance of similar terms in the classical proofs of abstract Cauchy-Kovalevskaya-type
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results, e.g. [65, 64]). We define the following dissipation energies, for i ∈ {2, 3},
DQi = ν
∥∥∥√−∆LAiQi∥∥∥2
2
+ CKiλ +CK
i
w + CK
i
wL
:= ν
∥∥∥√−∆LAiQi∥∥∥2
2
+ λ˙
∥∥∥|∇|s/2AiQi∥∥∥2
2
+
∥∥∥∥∥
√
∂tw
w
AiQi
∥∥∥∥∥
2
2
+
∥∥∥∥∥
√
∂twL
wL
AiQi
∥∥∥∥∥
2
2
(2.50a)
DQ16= = ν
∥∥∥√−∆LA1Q16=∥∥∥2
2
+CK1λ; 6= + CK
1
w; 6= + CK
1
wL; 6=
:= ν
∥∥∥√−∆LA1Q16=∥∥∥2
2
+ λ˙
∥∥∥|∇|s/2A1Q16=∥∥∥2
2
+
∥∥∥∥∥
√
∂tw
w
A1Q16=
∥∥∥∥∥
2
2
+
∥∥∥∥∥
√
∂twL
wL
A1Q16=
∥∥∥∥∥
2
2
(2.50b)
Dg = ν
∥∥∥√−∆LAg∥∥∥2
2
+ CKgL + CK
g
λ + CK
g
w
:= ν
∥∥∥√−∆LAg∥∥∥2
2
+
2
t
‖Ag‖22 + λ˙
∥∥∥|∇|s/2Ag∥∥∥2
2
+
∥∥∥∥∥
√
∂tw
w
Ag
∥∥∥∥∥
2
2
(2.50c)
DC = ν
∥∥∥√−∆LAC∥∥∥2
2
+ CKCλ + CK
C
w
:= ν
∥∥∥√−∆LAC∥∥∥2
2
+ λ˙
∥∥∥|∇|s/2AC∥∥∥2
2
+
∥∥∥∥∥
√
∂tw
w
AC
∥∥∥∥∥
2
2
(2.50d)
CKiL :=
1
t
∥∥∥1t≥〈∇Y,Z〉AiQi6=∥∥∥22 (2.50e)
DQν;i = ν
∥∥∥√−∆LAν;iQi∥∥∥2
2
+ CKν;iλ + CK
ν;i
wL
:= ν
∥∥∥√−∆LAν;iQi∥∥∥2
2
+ λ˙
∥∥∥|∇|s/2Aν;iQi∥∥∥2
2
+
∥∥∥∥∥
√
∂twL
wL
Aν;iQi
∥∥∥∥∥
2
2
(2.50f)
DQν;1 = ν
∥∥∥√−∆LAν;1Qν;1∥∥∥2
2
+ CKν;1λ +CK
ν;1
wL
:= ν
∥∥∥√−∆LAν;1Q1∥∥∥2
2
+ λ˙
∥∥∥|∇|s/2Aν;1Q1∥∥∥2
2
+
∥∥∥∥∥
√
∂twL
wL
Aν;1Q1
∥∥∥∥∥
2
2
(2.50g)
CKν;iL :=
1
t
∥∥∥1t≥〈∇Y,Z〉Aν;iQi∥∥∥22 . (2.50h)
Fix constants KHi,KM1,KH16=,KHC1,KHC2,KLC ,KEDi,KED2,KGL3,KU1,KU12,KU3,KL for i ∈
{1, 3} determined by the proof depending only on s, λ′, δ1, α and λ0, as well as the somewhat
arbitrary parameters such as σ and β. These are mostly necessary due to the linear terms present
in (2.25) and (2.27). Further fix σ′ > 3. Let 1 ≤ T ⋆ < T 0 be the largest time such that the following
bootstrap hypotheses hold (that we can take T ⋆ ≥ 1 will be discussed below): the high norm controls
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on Qi, ∥∥A1Q10(t)∥∥22 ≤ 4KH1ǫ2 (2.51a)∥∥Q10(t)∥∥Gλ,γ ≤ 4KM1c20 (2.51b)∥∥A1Q16=(t)∥∥22 + 12
∫ t
1
DQ16=(τ)dτ ≤ 4KH16=ǫ2 (2.51c)∥∥A2Q2∥∥2
2
+
∫ t
1
1
2
DQ2(τ) +CK2L(τ)dτ ≤ 4ǫ2 (2.51d)∥∥A3Q3∥∥2
2
+
1
2
∫ t
1
DQ3(τ)dτ ≤ 4KH3ǫ2; (2.51e)
the coordinate system controls,
‖AC‖22 +
1
2
∫ t
1
DC(τ)dτ ≤ 4KHC1c20 (2.52a)
〈t〉−2 ‖AC‖22 +
1
2
∫ t
1
〈τ〉−2DC(τ)dτ ≤ 4KHC2ǫ2 log ǫ−1 (2.52b)
‖Ag‖22 +
1
2
∫ t
1
Dgdτ ≤ 4ǫ2 (2.52c)
‖g‖Gλ,γ ≤ 4
ǫ
〈t〉2 (2.52d)
‖C‖Gλ,γ ≤ 4KLC min (ǫ 〈t〉 , c0) ; (2.52e)
the enhanced dissipation estimates,∥∥Aν;1Q1∥∥2
2
+
1
10
∫ t
1
DQν;1(τ)dτ ≤ 4KED1ǫ2 (2.53a)∥∥Aν;2Q2∥∥2
2
+
∫ t
1
1
10
DQν;2(τ) + δ1CKν;2L (τ)dτ ≤ 4KED2ǫ2 (2.53b)∥∥Aν;3Q3∥∥2
2
+
1
10
∫ t
1
DQν;3(τ)dτ ≤ 4KED3ǫ2; (2.53c)
and the additional low frequency controls on the background streak∥∥Q20∥∥Hσ′ ≤ 4 ǫ〈νt〉α (2.54a)∥∥U20∥∥Hσ′ ≤ 4 ǫ〈νt〉α (2.54b)∥∥∂ZU30∥∥Hσ′ ≤ 4KGL3 ǫ〈νt〉α (2.54c)∥∥U10∥∥Hσ′ ≤ 4KU1ǫ 〈t〉 (2.54d)∥∥U10∥∥2Hσ′ + ν2
∫ t
1
∥∥∇U10∥∥2Hσ′ ≤ 4K2U12c20 (2.54e)∥∥U30∥∥2Hσ′ + ν2
∫ t
1
∥∥∇U30∥∥2Hσ′ dτ ≤ 4K2U3ǫ2 (2.54f)∥∥U30∥∥4 ≤ 4KL ǫ〈νt〉1/4 (2.54g)∥∥U10∥∥4 ≤ 4KL c0〈νt〉1/4 . (2.54h)
32
For most steps of the proof we do not need to differentiate so precisely between different bootstrap
constants so we define
KB = max (KHi,KM1,KH16=,KHC1,KHC2,KLC ,KEDi,KED2,KGL3,KU1,KU12,KU3) . (2.55)
It is a consequence of Lemma 2.1 that T ⋆ > t⋆ > 0 and it is a consequence of Lemma 2.2 that
T ⋆ < T 0. It is relatively easy to prove that for ǫ sufficiently small, we have 1 ≤ T ⋆; see §3 for
further details. Due to the real analyticity of the solution on (0, T 0), it will follow from the ensuing
proof that the quantities in the bootstrap hypotheses take values continuously in time for as long
as the solution exists. Therefore, we may deduce T ⋆ = +∞ via the following proposition, the proof
of which is the main focus of the remainder of the paper.
Proposition 2.1 (Bootstrap). For the constants appearing in the right-hand side of (2.55) chosen
sufficiently large and c0 chosen sufficiently small (depending only on s, λ0, λ
′, α, δ1 and arbitrary
parameters such as σ, β, . . .), if the bootstrap hypotheses (2.51), (2.52), (2.53), and (2.54) hold on
[1, T ⋆], then on the same time interval all the inequalities in (2.51), (2.52), (2.53), and (2.54) hold
with constant ‘2’ instead of ‘4’.
In Lemma 3.3 in §3.3 below, it is proved that Proposition 2.1 implies Theorem 1 and hence the
majority of the remainder of the paper is dedicated to the proof of Proposition 2.1.
First, in §2.5.1 below we discuss how the bootstrap constants are chosen, then in §2.5.2 we detail
some immediate a priori estimates which follow from the bootstrap hypotheses and afterwards in
§2.5.3, give a brief discussion of the main principles behind the proof of Proposition 2.1 as well as
discuss in more detail the motivations for some of the finer details, such as the particular hierarchy
of norms being employed. The next two sections are further preliminaries. First, in §3 we deal
with the relatively minor technicalities such as changing coordinate systems and the local well-
posedness issues. Then, we lay down the main technical tools used in the proof of Proposition 2.1
in §4, including lemmas involving the norms we are using as well as a summary of the paraproduct
decompositions that are used heavily in the sequel. From there, the remainder of the paper is
dedicated to the energy estimates stated in Proposition 2.1.
2.5.1 Bootstrap constants
First, KGL3,KU3,KU1,KU12 are chosen sufficiently large relative to a universal constant depending
only on σ′. From there, KHi,KH16=, and KM1 are chosen independently, sufficiently large relative
to constants depending only on the parameters λ0, λ
′, α, s, and δ1 (and arbitrary parameters such as
σ, β, . . .). From there, KHC1, KHC2, and KLC are independently chosen small relative to constants
depending on the same parameters. Then, KED2 is chosen small relative to the same parameters,
followed by KED1 and KED3 which are chosen small relative also to KED2 and KHi. After these
constants are chosen, c0 is chosen sufficiently small with respect to KB , the max of all the bootstrap
constants, as well as the parameters s, λ0, λ
′, α, δ1 (and arbitrary parameters such as σ, β, . . .).
2.5.2 A priori estimates from the bootstrap hypotheses
The motivation for the enhanced dissipation estimates (2.53) is the following observation (which
follows from (2.47)): for any f ,
‖f 6=(t)‖Gλ(t),β .α 〈t〉2+δ1
〈
νt3
〉−α ∥∥Aν;1f(t)∥∥
2
(2.56a)
‖f 6=(t)‖Gλ(t),β .α 〈t〉δ1
〈
νt3
〉−α ∥∥Aν;2f(t)∥∥
2
, (2.56b)
‖f 6=(t)‖Gλ(t),β .α 〈t〉2
〈
νt3
〉−α ∥∥Aν;3f(t)∥∥
2
. (2.56c)
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Hence, (2.53) expresses a rapid decay of Qi6= for t & ν
−1/3. Together with the “lossy elliptic lemma”,
Lemma C.1, we then get
∥∥U16=(t)∥∥Gλ(t),β−2 . ǫ 〈t〉δ1〈νt3〉α (2.57a)∥∥U26=(t)∥∥Gλ(t),β−2 . ǫ〈t〉2−δ1 〈νt3〉α (2.57b)∥∥U36=(t)∥∥Gλ(t),β−2 . ǫ〈νt3〉α . (2.57c)
Lemma C.1 is what allows to deduce a similar estimate on ∆−1t as we have on ∆
−1
L in (1.6), assuming
the coordinate transform is not too large (which is implied by (2.52e)).
For the zero frequencies of the velocity field we get from (2.51), (2.54) and Lemma C.4 (which
allows to understand ∆−1t at zero frequencies) the matching a priori estimates∥∥AU10 (t)∥∥2 . ǫ 〈t〉 (2.58a)∥∥U10 (t)∥∥Gλ,γ . c0 (2.58b)∥∥AU20 (t)∥∥2 + ∥∥AU30 (t)∥∥2 . ǫ. (2.58c)
In §3.2, we prove that (2.57) and (2.58) together imply Theorem 1.
2.5.3 Short summary of the proof of Proposition 2.1
Let us now quickly discuss some basic principles and tools that go into the proof of Proposition 2.1.
2.5.3.1 Frequency decomposition tools and regularity levels
From Proposition 2.1, §2.5.2, and the definition of the norms in (2.45) and (2.48), it is clear that
the information we have depends a lot on the relationship between frequency and time. To take
advantage of such details, we need to decompose the nonlinear terms based on these relationships.
A basic tool of nonlinear Fourier analysis is the paraproduct, introduced by Bony [15], which allows
to make decompositions of the type
fg = fHigLo + fLogHi + (fg)R,
that is, the first term is the contribution to the product where the frequencies of fg are comparable to
f , in the second term the frequencies of fg are comparable to g and the last term is the contribution
from where the frequencies of f and g are comparable (see §4 for more information). It essentially
linearizes the evolution of higher frequencies around lower frequencies – see [41, 11] for discussions
about the connection between paradifferential calculus and the Nash-Moser iteration. Paraproduct
tools have been very useful in several works that involve mixing in fluids and plasmas [13, 12, 11, 85].
If we are deducing a high norm estimate, then we can control the contributions of ‘low frequen-
cies’ with the lower norm controls we have; on the other hand if we are getting a low norm estimate
then we can absorb all kinds of regularity loss by using the high norm control, which allows us to
often get better decay estimates, e.g. the enhanced dissipation (2.53) and the decay estimates in
(2.52d) and (2.54). Hence it becomes more clear why we generally have at least two regularity levels
for most of the unknowns. Moreover, we also note that if we are estimating a high norm, then the
interaction of two non-zero frequencies in X will be rapidly damped by the use of (2.57) but the
same is not quite true of the interaction between a zero and non-zero frequency at the high norm.
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2.5.3.2 Elliptic estimates
An important set of tools we need are those pertaining to ∆−1t , as this is how we recover U
i from
Qi. These are detailed in Appendix C, as they are basically a generalization of the ideas employed
in [13, 12]. One set of lemmas are the so-called ‘lossy’ estimates, detailed in Appendix C.1. These
are straightforward and allow us to deduce roughly the equivalent of (1.6) for ∆−1t given the control
(2.52e) for c0 sufficiently small. In Appendix C.2, we detail the more subtle lemmas that arise
when putting ∆−1t Q
i in a high norm. We refer to these as ‘precision elliptic lemmas’ since they
treat the loss of ellipticity due to the Orr mechanism in a precise way. In [13], one such lemma was
needed, but here we need several. The general principle is to use ∆−1L as an approximate inverse and
coordinate system estimates in (2.52) to control the errors. Unlike [13, 12], the enhanced dissipation
from (2.57) is crucial for controlling the error terms.
2.5.3.3 Control of Qi in the high norm, (2.51)
The general scheme for essentially all of the high norm energy estimates in Proposition 2.1 is to get
an estimate more or less like the following
1
2
d
dt
∥∥AiQi∥∥2
2
+DQi . max(c0, ǫδ)DQi +max(c0, ǫδ)ǫ2I(t), (2.59)
where δ > 0 and I(t) is an integrable function, uniformly in ǫ, ν, and c0. In general, I will involve
also the dissipation energies. For c0 sufficiently small (hence also ǫ, since ǫ < c0ν ≤ c0), estimates
of this type will then imply the high norm estimates in Proposition 2.1. A similar method is used
to get every estimate in Proposition 2.1 with the exception of (2.52e), (2.51a), and (2.51b), which
are done with a slight variation on this approach. The issue with these estimates is to avoid losing
a |log ǫ| (fatal to the proof of Theorem 1) which requires a bit of extra work as the linear lift-up
effect terms in the equations for C and Q10 are borderline (because c0 is chosen independent of ν).
The Sobolev scale estimates are discussed further below.
The high norm estimates are divided into zero and non-zero (in X) modes as the behaviors
are starkly different. First, are the linear stretching and pressure terms in Q1 and Q3, which
cannot be treated perturbatively, although the effect of the coordinate system on them is treated
perturbatively (crucially). The norms get weaker at low frequencies in order to absorb the effect of
these linear terms and this explains why there is a ‘CK2L’ term controlled in (2.51d) but not in the
(2.51c) or (2.51e) (the entire CK1,3L terms are used in the estimate). The control on the CK
2
L term
in (2.51d) turns out to be useful for controlling the lift-up effect term in the proof of (2.51c). The
other complications at the high norm are the nonlinear interactions corresponding to (SI), (F),
and (3DE), which are controlled using the norms devised via the toy model. In particular, these
contributions make heavy use of the CKw terms, which make sure that the norms lose regularity
in a way which matches the toy model in §2.4.
2.5.3.4 Control of the coordinate system
These estimates are deduced in §9. Estimate (2.52a) is complementary to (2.52b): at long times,
(2.52b) is obviously better, but at shorter times (2.52b) is much better. For these estimates,
controlling g is quite important, and the decay estimates on g and U20 at low frequencies allow
uniform estimates on C (high frequencies are generally absorbed by the dissipation).
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2.5.3.5 Enhanced dissipation estimates
The enhanced dissipation estimates (2.53) are improved in §10. The first important fact to notice
regarding the proof of (2.53) is that for t ≤ 2 |∂Y | we can gain a large power of 〈t〉−1 by exchanging
Aν;i for Ai, or some regularity class in between (see (4.8a) below), one of several reasons to get these
decay estimates separately from the high norm estimates. This means that the main difficulties in
obtaining the enhanced dissipation estimates will not really be associated with the Orr mechanism.
Instead, the main difficulties in §10 arise from the linear vortex stretching and the (SI) interactions:
terms that are linear in X dependent frequencies.
As in the proof of (2.51), in these estimates, the special structure of the nonlinearity is key, and
is combined with (C.2) to high effect. A recurring theme is to gain in t from Lemma C.2 when ∂X
derivatives are present, a kind of “null” structure that allows to balance the large growth of U10 by
extra decay since it often appears as U10∂X in the nonlinear terms.
2.5.3.6 Low norm estimates on the X-independent modes
The last set of estimates are those in (2.54). The purpose of these are two-fold: first, to control
the low frequencies of the velocity field (which are not well-controlled by Qi); second, to deduce
extra decay estimates. In contrast to the other estimates in Proposition 2.1, improving (2.54) lends
itself to a proof in (X, y, z) rather than (X,Y,Z), as it uses the divergence free condition and the
dissipation together in a way which is easier in the standard coordinates. Since the regularity class
in (2.54) is finite, there is no problem transferring estimates from one coordinate system to another
(see §3).
3 Regularization and continuation
This section contains three topics: (A) comments on the local-wellposedness for classical solutions
of (1.1) and the instantaneous analytic regularization with initial data of the type (1.19) (B) how
to move estimates on these classical solutions between coordinate systems, and (C) the proof that
Proposition 2.1 implies Theorem 1. All of these steps are very similar to the 2D works [13, 12], so
we include only a brief summary.
3.1 Regularization and short-time regularity
Proof of Lemma 2.1. By using an easy variant of standard local well-posedness theory for strong
solutions of 3D Navier-Stokes (e.g. [58]), it is easy to prove that there is a t⋆ > 0 such that there
is a unique strong solution u(t) with initial data uin to (1.1). Standard parabolic regularity theory
shows that u(t) is real analytic for t ∈ (0, t⋆).
The next step is to verify that for K0 chosen sufficiently large, there is some time tG ∈ (0, 1) such
that ‖u(tG)‖Gλ¯,s ≤ 109 ǫ. This is a matter of making more quantitative the local regularity estimates
from initial data of the type (1.19) and we can apply a straightforward variant of the method used in
[12] for 2D Navier-Stokes. This consists of several steps. First, we solve (1.1) (locally in time) with
uS as the initial data and obtain quantitative estimates on the analyticity of the solution uS(t) for
t≪ ν. Next, we get short-time analyticity results on the rough perturbation uR(t) with initial data
uR(0) for t ≪ ν (uR(t) satisfies a PDE such that uS(t) + uR(t) together solve (1.1)). Finally, we
make a third estimate propagating the correct Gevrey-1s regularity forward to a time independent
of ν. We omit the details for brevity as they are similar to those in [12].
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Proof of Lemma 2.2. By a straightforward variant of the local existence argument, it is easy to
prove that the unique, strong solution exists (uniformly in ν) as long as an H5/2+ norm remains
finite. Propagation of analyticity uniformly in ν can be proved via variants of e.g. [32, 52, 47]. The
details are omitted for brevity.
In order to get the bootstrap argument started, we need to prove that estimates in (x, y, z)
transfer naturally to estimates in (X,Y,Z) and give us a buffer zone away from the mild coordinate
singularity at t = 0.
Lemma 3.1. For c0 sufficiently small, we may take 2 ≤ T ⋆ (defined in §2.5 above) and for t ≤ 2,
the bootstrap estimates in (2.51), (2.52), (2.53), and (2.54), all hold with constant 5/4 instead of 4.
Proof. The approach we take is that of [13], which is to first get an estimate until time t = 2 in the
coordinate system used when studying the linearization in §1.2 and then change coordinates into
those defined in §2.3. We only give a brief sketch. Define
x¯ = x− ty
hi(t, x¯, y, z) = qi(t, x¯+ ty, y, z)
vi(t, x¯, y, z) = ui(t, x¯+ ty, y, z);
note that vi = ∆−1L h
i. These unknowns satisfy natural analogues of (2.27) and (1.1). Moreover, for
j ∈ {0, 1, 2}, ∥∥vi6=∥∥Gµ,γ . ∥∥hi6=∥∥Gµ,γ∥∥∂jyvi6=∥∥Gµ,γ . 〈t〉j ∥∥hi6=∥∥Gµ,γ∥∥∥〈∂y − t∂x¯〉j vi6=∥∥∥Gµ,γ . ∥∥hi6=∥∥Gµ,γ∥∥∥〈∂x¯〉j vi6=∥∥∥Gµ,γ + ∥∥∥〈∂z〉j vi6=∥∥∥Gµ,γ . ∥∥hi6=∥∥Gµ,γ
With these estimates, it is relatively easy to verify using the standard techniques for getting Gevrey
regularity estimates on transport equations, see e.g. [13, 32, 52, 47], that the following holds: for
ǫ < c0ν sufficiently small and µ(t) chosen as
µ˙(t) = −ǫ1/2µ(t), µ(t⋆) = λ¯ = 9λ0
10
+
λ′
10
,
such that µ(2) ≥ 7λ08 + λ
′
8 , we have, for t ≤ 2, the estimates∥∥hi∥∥Gµ(t) + ∥∥vi∥∥Gµ(t) . ǫ. (3.1)
Next we convert estimates on hi and vi to estimates on C,Qi and U i. In order to estimate the norm
of Qi(t,X, Y, Z) in terms of hi(x¯, y, z) we need to solve for (x¯, y, z) in terms of (X,Y,Z) and then
use a lemma for estimating Gevrey regularity under composition (see Lemma A.3). From (2.13a),
we can use the same methods used to deduce (3.1) to get ‖tψ‖Gµ(t) . ǫ, which for 12 ≤ t ≤ 2, yields
good estimates on ψ(t, y, z) = Y (t, y, z)− y and on X(t, x, y, z) = x¯(t, x, y)− tψ(t, y, z). Hence, we
can write
x¯(t,X, Y, Z) = X + tψ(t, y(t,X, Y, Z), z(t,X, Y, Z))
y(t,X, Y, Z) = Y + ψ(t, y(t,X, Y, Z), z(t,X, Y, Z))
z(t,X, Y, Z) = Z,
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and then for ǫ sufficiently small, a suitable Gevrey inverse function theorem (see e.g. [13]), allows
to solve for (x¯, y, z) with estimates on the Gevrey regularity. Lemma A.3 on Gevrey composition
then allows to get the estimates (using ǫ sufficiently small) for some δ > 0 and for 1/2 < t ≤ 2:
‖C‖G(1+δ)λ(t),σ +
∥∥Qi∥∥G(1+δ)λ(t),σ + ∥∥U i∥∥G(1+δ)λ(t),σ . ǫ. (3.2)
By replacing the initial ǫ with some smaller ǫ′, we can change the norms to the Ai and A (paying
the δλ regularity in exchange for the factor involving w−1 from (A.10)) and drop the constants in
(3.2). Hence, the lemma follows up to adjusting the bootstrap constants.
3.2 Moving from (X, Y, Z) to (x, y, z)
In order to prove Theorem 1, we need to be able to transfer information in (X,Y,Z) coordinates
back to information in (x, y, z). This is also used in §11. Similar to the method used in [13, 12], we
will first move to the coordinate system (X, y, z). Writing q¯i(t,X, y, z) = Qi(t,X, Y, Z) = q(t, x, y, z)
and u¯i(t,X, y, z) = U i(t,X, Y, Z) = ui(t, x, y, z) we derive the following, noting that u¯i0 = u
i
0:
∂tu
i
0 + (u
2
0, u
3
0) · ∇ui0 = (−u20, 0, 0)T − (0, ∂ypNL0 , ∂zpNL0 )T + ν∆ui0 + F i, (3.3)
where
F i = − (u¯16=∂X u¯i6=)0 − (u¯26=(∂y − ∂yψt∂X)u¯i6=)0 − (u¯36=(∂z − t∂zψ∂X)u¯i6=)0 . (3.4)
Since the divergence free condition transforms into
∂X u¯
1 + (∂y − ∂yψt∂X)u¯2 + (∂z − t∂zψ∂X)u¯3, (3.5)
then we get for F the following form, analogous to the cancellations in (2.31),
F i = −∂y
(
u¯26=u¯
i
6=
)
0
− ∂z
(
u¯36=u¯
i
6=
)
0
. (3.6)
Lemma 3.2. For ǫ < c0ν and c0 sufficiently small, the bootstrap hypotheses imply the following for
some c ∈ (0, 1) chosen such that cλ(t) ∈ (λ′, λ(t)) for all t:∥∥u¯16=∥∥Gcλ(t) . ǫ 〈t〉δ1 〈νt3〉−α (3.7a)∥∥u¯26=∥∥Gcλ(t) . ǫ 〈t〉−2+δ1 〈νt3〉−α (3.7b)∥∥u¯36=∥∥Gcλ(t) . ǫ 〈νt3〉−α , (3.7c)
and ∥∥u10(t)∥∥Gcλ(t) . max(ǫ 〈t〉 , c0) (3.8a)∥∥u20(t)∥∥Gcλ(t) + ∥∥u30(t)∥∥Gcλ(t) . ǫ (3.8b)∥∥q20(t)∥∥Hσ′ + ∥∥u20(t)∥∥Hσ′ . ǫ〈νt〉α (3.8c)∥∥u10(t)∥∥2Hσ′ + ν ∫ t
1
∥∥∇u10(τ)∥∥2Hσ′ dτ . c20 (3.8d)∥∥u30(t)∥∥2Hσ′ + ν ∫ t
1
∥∥∇u30(τ)∥∥2Hσ′ dτ . ǫ2 (3.8e)∥∥u30∥∥4 . ǫ〈νt〉1/4 (3.8f)∥∥u10∥∥4 . c0〈νt〉1/4 . (3.8g)
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Proof. We want to quantify the Gevrey regularity of q¯i(X, y, z) = Qi(X,Y (y, z), Z(y, z)) and
u¯i(X, y, z) = U i(t,X, Y (y, z), Z(y, z)) via the composition inequality Lemma A.3 (and also Sobolev
regularity via Sobolev composition). Notice that Z(y, z) = z and Y (y, z) − y = ψ(y, z), and hence
what we need is a Gevrey estimate on ψ(t, y, z). However, the bootstrap hypotheses give only direct
estimates on C, ψy and ψz, in (Y,Z) coordinates. Recall (ψy(t, Y (t, y, z), Z), ψz(t, Y (t, y, z), Z) =
(∂yψ(t, y, z), ∂zψ(t, y, z)). By the C
∞ inverse function theorem, we can solve Y (t, y, z) = y+ψ(t, y, z)
for y = y(t, Y, z) as a function of Y, z. For c0 sufficiently small we can write the derivative as a
convergent power series (by Lemma 4.10 below, ‖ψy‖∞ . ‖ψy‖Gλ,γ−1 . c0 < 1/2):
∂Y y(t, Y, z) =
1
∂yY (t, y(t, Y, z), z)
=
1
1 + ψy(t, Y, z)
=
∞∑
j=0
(−ψy(t, Y, z))j . (3.9)
By Lemma 4.8 it follows that
‖∂Y y − 1‖Gλ . c0. (3.10)
Moreover, we get from this and the controls on C,
‖Y (t, y, z) − y‖2 = ‖ψ‖2 . ‖∂Y y‖∞ ‖C‖2 . c0.
‖y(t, Y, z) − Y ‖2 = ‖C(t, Y, z)‖2 . c0.
Together these imply
‖y(t, Y, z)− Y ‖Gλ . c0.
Finally, by a Gevrey inverse function theorem (see e.g. the one used in [13] for this same purpose)
and choosing c0 sufficiently small, we derive for a constant c
′ > 0 such that c′λ ∈ (λ′, λ),
‖Y (t, y, z)− y‖Gc′λ . c0.
Then by Lemma A.3, for c0 sufficiently small, we derive for a constant c < c
′ such that cλ ∈ (λ′, c′λ),
∥∥q¯i∥∥Gcλ . ∥∥Qi∥∥Gλ (3.11a)∥∥u¯i∥∥Gcλ . ∥∥U i∥∥Gλ . (3.11b)
From here (3.7) follows from (2.57). Similarly, the first two inequalities in (3.8) follow from (2.58).
By Sobolev composition the remainder of the inequalities in (3.8) follow from (2.58) or (2.54).
3.3 Proposition 2.1 implies Theorem 1 and Proposition 1.4
In this section we prove
Lemma 3.3. For c0 sufficiently small (depending only on s, λ, λ
′, α and δ1) and for all ǫ < c0ν with
ν ∈ (0, 1], Proposition 2.1 implies Theorem 1.
Proof. From the definition of X in (2.6), (1.22) follows from (3.7). Similarly, (3.8a) and (3.8b)
imply (1.21a) and (1.21c). By refining the proof of (2.54a), it is not hard to deduce (1.21b) (all of
the Sobolev estimates in (2.54) could be deduced in a Gevrey class, but this was not necessary for
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the proof of Proposition 2.1). Naturally, (1.21e) and (1.21d) are the same as (3.8f) and (3.8g). To
see (1.23), note by (2.18)
C = U10 − tg,
and so (1.23) follows from the Gevrey composition arguments in Lemma 3.2 above and (2.52d).
It remains to deduce (1.20). By Duhamel’s formula we have for i ∈ {2, 3}
u10(t) = e
νt∆u10 in −
∫ t
0
eν(t−τ)∆u20(τ)dτ −
∫ t
0
eν(t−s)∆
(
u0 · ∇u10(τ)+ < u¯ 6= · ∇tu¯16= >X
)
dτ (3.12a)
ui0(t) = e
νt∆ui0 in −
∫ t
0
eν(t−s)∆
(
u0 · ∇ui0(τ) + ∂ipNL0 +
(
u¯6= · ∇tu¯i6=
)
0
)
dτ. (3.12b)
We see that (1.20b) follows easily from Lemma 3.2 and (3.12b). Then (1.20a) follows from (3.12a),
Lemma 3.2, and (1.20b).
In addition, we also prove Proposition 1.4.
Proof of Proposition 1.4. Consider solutions with initial data
∥∥∥u16=∥∥∥
2
+
∥∥∥u36=∥∥∥
2
& ǫ but
∥∥∥u26=∥∥∥
2
.
ǫ2. By integrating the equation for Q2 in (2.27) using the a priori estimates from Proposition 2.1,
we see the bound ∥∥Q2∥∥Gλ(t),β−5 . ǫνt3 + ǫ2 + ∫ t
1
ǫ2τ2
〈ντ3〉α dτ,
which for νt3 ≪ 1 gives ∥∥Q2∥∥Gλ(t),β−5 . ǫν 〈t〉3. Then, by Lemma C.1, we have the bound stated
in (1.25c) after moving to the (x, y, z) coordinates. Then the other bounds in (1.25) follow from
estimating the corresponding equations for U1 and U3 in the (X,Y,Z) coordinates using the stronger
a priori estimate on Q2 and U2 and then transferring the information back to (x, y, z). The norm
growth (1.24) then follows from (1.25), using that the deformations from ψ , the nonlinear effects,
and the dissipation are smaller than the contribution of the initial data.
4 Multiplier and paraproduct tools
In this section we outline some basic general inequalities regarding the multipliers which are used
in the sequel as well as introduce and explain the paraproduct decomposition. The purpose is to
set up a general framework that will make the large number of energy estimates later in the paper
as painless as possible.
4.1 Basic inequalities regarding the multipliers
This section covers the key properties of the multipliers we are using, however the statements and
proofs can be rather technical and will likely appear unmotivated on first reading. A reader could
potentially skip this to start and refer back to it whenever specific inequalities are needed.
In the lemmas which follow, one should imagine that frequencies (k′, ξ, l′) and (k−k′, η−ξ, l− l′)
are interacting to force (k, η, l), as will be occurring in the quadratic energy estimates.
The first two lemmas explain how to compare the Ai and A to each other at various frequencies.
The first of the pair deals with using the multipliers Ai and A in estimating the contributions from
the leading order fHigLo-type contributions to the paraproducts (see (4.17) below) and is hence the
most important.
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Lemma 4.1 (Frequency ratios for A and Ai). Let θ < 1/2 and suppose∣∣k − k′, η − ξ, l − l′∣∣ ≤ θ |k, η, l| . (4.1)
Define, for i, j ∈ {1, 2, 3} and a, b ∈ {0, 6=}, the weight Γ(i, j, a, b) given by,
Γ(i, i, a, a) = 1, Γ(i, j, a, b) = Γ(j, i, b, a)−1,
Γ(1, 2, 0, 0) = 〈t〉−1 , Γ(1, 2, 6=, 6=) = 〈t〉−1
〈
t
〈ξ, l′〉
〉−δ1
,
Γ(1, 2, 0, 6=) = 〈t〉−1
〈
t
〈ξ, l′〉
〉
, Γ(1, 2, 6=, 0) = 〈t〉−1
〈
t
〈ξ, l′〉
〉−1−δ1
,
Γ(1, 3, 0, 0) = 〈t〉−1 , Γ(1, 3, 6=, 6=) = 〈t〉−1
〈
t
〈ξ, l′〉
〉1−δ1
,
Γ(1, 3, 0, 6=) = 〈t〉−1
〈
t
〈ξ, l′〉
〉2
, Γ(1, 3, 6=, 0) = 〈t〉−1
〈
t
〈ξ, l′〉
〉−1−δ1
,
Γ(2, 3, 6=, 6=) =
〈
t
〈ξ, l′〉
〉
, Γ(2, 3, 0, 6=) =
〈
t
〈ξ, l′〉
〉2
,
Γ(2, 3, 6=, 0) =
〈
t
〈ξ, l′〉
〉−1
, Γ(2, 3, 0, 0) = 1,
Γ(1, 1, 0, 6=) =
〈
t
〈ξ, l′〉
〉1+δ1
, Γ(2, 2, 0, 6=) =
〈
t
〈ξ, l′〉
〉
,
Γ(3, 3, 0, 6=) =
〈
t
〈ξ, l′〉
〉2
.
Then there exists a c = c(s) ∈ (0, 1) such that for all t the following holds for i ∈ {1, 2, 3} and a = 6=
if k 6= 0 (otherwise a = 0) and b = 6= if k′ 6= 0 (otherwise b = 0),
Aik(t, η, l) . Γ(i, j, a, b)A
j
k′ (t, ξ, l
′)ecλ|k−k
′,η−ξ,l−l′|s , (4.2)
where the implicit constant depends only on s, λ, σ and κ. Analogous inequalities hold also with
A(t, η, l) using that A(t, η, l) = 〈η, l〉2A20(t, η, l).
Proof. Let us simply explain the proof of (4.2) when i = j and a = b = 6= as the others are the same
except with the weight Γ. By (4.1) and (A.7), there exists a c′ = c′(s, θ) ∈ (0, 1) such that
Aik(t, η, l) .
〈
k′, ξ, l′
〉σ eµ|ξ|1/2
w(t, η)wL(t, k, η, l)
eλ|k
′,ξ,l′|sec
′λ|k−k′,η−ξ,l−l′|s+c′µ|η−ξ|s .
Then, by Lemma B.5 (and using that wL is O(1) by (B.10) and (B.9)),
Aik(t, η, l) . A
i
k′(t, ξ, l
′)ec
′λ|k−k′,η−ξ,l−l′|s+(c′µ+K)|η−ξ|s .
Finally, (4.2) follows by (A.10) and taking c′ < c < 1.
The next lemma deals with the remainders in the paraproduct decompositions (see (4.17) below).
Lemma 4.2. For all K > 0 there exists a c = c(s,K) ∈ (0, 1) such that if
1
K
∣∣k′, ξ, l′∣∣ ≤ ∣∣k − k′, η − ξ, l − l′∣∣ ≤ K ∣∣k′, ξ, l′∣∣ , (4.3)
41
then
A1k(t, η, l) . 〈t〉−2−δ1 ecλ|k
′,ξ,l′|sec|k−k
′,η−ξ,l−l′|s (4.4a)
A2k(t, η, l) . 〈t〉−1 ecλ|k
′,ξ,l′|sec|k−k
′,η−ξ,l−l′|s (4.4b)
A3k(t, η, l) . 〈t〉−2 ecλ|k
′,ξ,l′|sec|k−k
′,η−ξ,l−l′|s , (4.4c)
and if k = k′ = 0 then
A(t, η, l) . ecλ|ξ,l
′|secλ|η−ξ,l−l
′|s . (4.5)
All implicit constants depend only on κ, λ, σ and s.
Proof. All of the inequalities in (4.4) and (4.5) are basically the same, so let us just prove (4.4c).
By (4.3), (A.9), and the triangle inequality for 〈·〉, there holds for some c′ = c′(s,K) ∈ (0, 1):
A3k(t, η, l) .
eµ|η|
1/2
wL(t, k, η, l)w(t, η)
〈
t
〈η, l〉
〉−2
ec
′λ|k′,ξ,l′|sec
′λ|k−k′,η−ξ,l−l′|s 〈k′, ξ, l′〉σ
.
eµ|η|
1/2
wL(t, k, η, l)w(t, η)
〈t〉−2 ec′λ|k′,ξ,l′|sec′λ|k−k′,η−ξ,l−l′|s 〈k′, ξ, l′〉σ+2 .
By (B.1) (and that wL is O(1)) and applying (A.9) again we have
A3k(t, η, l) . e
2µ|ξ|1/2e2µ|η−ξ|
1/2 〈t〉−2 ec′λ|k′,ξ,l′|sec′λ|k−k′,η−ξ,l−l′|s 〈k′, ξ, l′〉σ+2 .
Then the result follows by (A.10) and (A.11), choosing c′ < c < 1.
We also have similar inequalities regarding the CK multipliers.
Lemma 4.3 (Frequency ratios for ∂tw and ∂twL). For all t ≥ 1 we have(√
∂tw(t, η)
w(t, η)
+
|k, η, l|s/2
〈t〉s
)
.
(√
∂tw(t, ξ)
w(t, ξ)
+
〈k′, ξ, l′〉s/2
〈t〉s
)〈
k − k′, η − ξ, l − l′〉2 (4.6a)(√
∂tw(t, η)
w(t, η)
+
|k, η, l|s/2
〈t〉s
)
.
(√
∂tw(t, ξ)
w(t, ξ)
+
|k′, ξ, l′|s/2 + |k − k′, η − ξ, l − l′|s/2
〈t〉s
)
× 〈k − k′, η − ξ, l − l′〉2 (4.6b)√
∂twL(t, k, η, l)
wL(t, k, η, l)
.
√
∂twL(t, k, ξ, l′)
wL(t, k, ξ, l′)
〈
η − ξ, l − l′〉3/2 . (4.6c)
Further, if |k′, ξ, l′| & 1 then (4.6a) implies(√
∂tw(t, η)
w(t, η)
+
|k, η, l|s/2
〈t〉s
)
.
(√
∂tw(t, ξ)
w(t, ξ)
+
|k′, ξ, l′|s/2
〈t〉s
)〈
k − k′, η − ξ, l − l′〉2 . (4.7)
Moreover, both (4.6a) and (4.7) hold if we replace |k, η, l| and |k, ξ, l′| by |η| and |ξ| (respectively).
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Proof. First, for (4.6c) simply note that by |ξ − kt| ≤ |η − ξ|+ |η − kt| and the fact that k 6= 0 (as
otherwise there is nothing to prove),√
∂twL(t, k, η, l)
wL(t, k, η, l)
=
√|k| 〈l〉
|k|+ |l|+ |η − kt| .
√|k| 〈l′〉
|k|+ |l′|+ |ξ − kt|
〈
η − ξ, l − l′〉1/2( |k|+ |l′|+ |ξ − kt||k|+ |l|+ |η − kt|
)
.
√
∂twL(t, k, ξ, l′)
wL(t, k, ξ, l′)
〈
η − ξ, l − l′〉2 .
Let us next consider (4.6a) and (4.6b). First, if |η| ≤ 1/2 then it follows that√
∂tw(t, η)
w(t, η)
+
|k, η, l|s/2
〈t〉s =
|k, η, l|s/2
〈t〉s .
|k′, ξ, l′|s/2
〈t〉s +
|k − k′, η − ξ, l − l′|s/2
〈t〉s ,
from which (4.6b) and (4.6a) both follow.
Next consider the case |η| > 1/2. In this case we still have
|k, η, l|s/2
〈t〉s .
|k′, ξ, l′|s/2
〈t〉s +
|k − k′, η − ξ, l − l′|s/2
〈t〉s ,
which is again consistent with both (4.6b) and (4.6a). To treat the term involving ∂tw, first since
∂tw = 0 for t ≥ 2 |η|, we may assume that |η| ≥ t/2 & 1. Consider the case that |η − ξ| ≥
1
2 max(|η| , |ξ|). Then (4.6a) follows immediately from√
∂tw(t, η)
w(t, η)
. 1 .
|η|s
〈t〉s .
〈k′, ξ, l′〉s/2
〈t〉s 〈η − ξ〉
s/2 ,
whereas (4.6b) follows from√
∂tw(t, η)
w(t, η)
. 1 .
|η − ξ|s
〈t〉s .
|η − ξ|s/2
〈t〉s 〈η − ξ〉
s/2 .
Hence, it suffices to consider the case |η − ξ| ≤ 12 max(|η| , |ξ|), which implies that |η| ≈ |ξ|. From
here we can apply (B.8), and so this concludes the proof of both (4.6a) and (4.6b).
The next inequality is immediate from the definition of D (2.46), but useful for separating the
critical times from the enhanced dissipation estimates.
Lemma 4.4. For all p ≥ 0 and (t, k, η, l) such that t ≥ 1, there holds
Aν;ik (t, η, l) . 〈t〉−p 〈k, η, l〉β+3α+p eλ|k,η,l|
s
+Aν;ik (t, η, l)1t≥2|η| (4.8a)
Aν;ik (t, η, l) . 〈t〉−p 〈k, η, l〉β+3α+p eλ|k,η,l|
s
+ 〈t〉−1 (|k|+ |η − kt|)Aν;ik (t, η, l)1t≥2|η|. (4.8b)
The next lemma tells us how to treat ratios involving ∆L and, when combined with the precision
elliptic lemmas in Appendix C.2, forms the core of the technical tools at our disposal.
Lemma 4.5 (Frequency ratios for ∆L). If t ≥ 1, then for all η, ξ, l, l′, k′ and k, we have the
following:
• approximate integration by parts: for all k 6= 0,
|η − kt| . 〈η − ξ〉 (|k|+ |ξ − kt|) ; (4.9)
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• for absorbing long-time losses: for all k 6= 0,
1
|k, η − kt, l|
〈
t
〈ξ, l′〉
〉
.
〈
η − ξ, l − l′〉 ; (4.10)
• for the linear stretching terms
|k| 1t≤2|η|
|k|+ |l|+ |η − kt| . κ
−1 ∂tw(t, η)
w(t, η)
; (4.11)
• for (SI) terms: if p ∈ R,
|k, η − kt, l| |k|
k2 + (l′)2 + |ξ − kt|2
〈
t
〈ξ, l′〉
〉p
.
((√
∂tw(t, η)
w(t, η)
+
|k, η|s/2
〈t〉s
)(√
∂tw(t, ξ)
w(t, ξ)
+
|k, ξ|s/2
〈t〉s
)
+
1
〈t〉 min
(
1,
|k, η − kt, l|
〈kt〉
)〈
t
〈ξ, l′〉
〉p)〈
η − ξ, l − l′〉4 ;
(4.12)
• For (3DE) terms: if p ∈ R and k′, k 6= 0, for a ∈ {1, 2},
1
|k′, ξ − k′t, l′|a
〈
t
〈ξ, l′〉
〉p
.(√
∂tw(t, η)
w(t, η)
+
|k, η|s/2
〈t〉s
)(√
∂tw(t, ξ)
w(t, ξ)
+
|k′, ξ|s/2
〈t〉s
)〈
k − k′, η − ξ, l − l′〉3
+
1
〈t〉a
〈
t
〈ξ, l′〉
〉p 〈
k − k′, η − ξ, l − l′〉3 . (4.13)
• For (3DE) terms in the nonlinear pressure and stretching: if p ∈ R and k′, k 6= 0,
|k, η − kt, l| |k, ξ − k′t, l′|
(k′)2 + (l′)2 + |ξ − k′t|2
〈
t
〈ξ, l′〉
〉p
.
(
〈t〉+
〈
t
〈ξ, l′〉
〉p)〈
k − k′, η − ξ, l − l′〉2 (4.14a)
|k, η − kt, l| |k′, ξ − k′t, l′|
(k′)2 + (l′)2 + |ξ − k′t|2
〈
t
〈ξ, l′〉
〉p
.
(
〈t〉
(√
∂tw(t, η)
w(t, η)
+
|k, η|s/2
〈t〉s
)(√
∂tw(t, ξ)
w(t, ξ)
+
|k′ξ|s/2
〈t〉s
)
+
〈
t
〈ξ, l′〉
〉p)〈
k − k′, η − ξ, l − l′〉2 . (4.14b)
|l′| |k, η − kt, l|
(k′)2 + (l′)2 + |ξ − k′t|2
〈
t
〈ξ, l′〉
〉
.
(
〈t〉
(√
∂tw(t, η)
w(t, η)
+
|k, η|s/2
〈t〉s
)(√
∂tw(t, ξ)
w(t, ξ)
+
|k′, ξ|s/2
〈t〉s
)
+1)
〈
k − k′, η − ξ, l − l′〉2 . (4.14c)
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• For triple derivative terms (these arise in the treatment of (F) terms): if p ∈ R,
|l|3
(k)2 + (l′)2 + |ξ − kt|2
〈
t
〈ξ, l′〉
〉p
. |l|
(〈
l − l′〉2 + |l|2〈ξ, l′, t〉2
〈
t
〈ξ, l′〉
〉p)
(4.15a)
|η| |l|2 + |η|2 |l|
k2 + (l′)2 + |ξ − kt|2
〈
t
〈ξ, l′〉
〉p
.
(
〈t〉2
(√
∂tw(t, η)
w(t, η)
+
|η|s/2
〈t〉s
)(√
∂tw(t, ξ)
w(t, ξ)
+
|ξ|s/2
〈t〉s
)
+ |l|
(
1 +
|η| |l|+ |η|2
〈ξ, t, l′〉2
〈
t
〈ξ, l′〉
〉p))〈
k, η − ξ, l − l′〉3
(4.15b)
|η|3
k2 + (l′)2 + |ξ − kt|2
〈
t
〈ξ, l′〉
〉p
.
(
〈t〉3
(√
∂tw(t, η)
w(t, η)
+
|η|s/2
〈t〉s
)(√
∂tw(t, ξ)
w(t, ξ)
+
|ξ|s/2
〈t〉s
)
+min(|η| , 〈ξ − kt〉)
(
1 +
|η|2
〈ξ, t, l′〉2
〈
t
〈ξ, l′〉
〉p))〈
k, η − ξ, l − l′〉3 .
(4.15c)
Remark 4.1. Although many of the above inequalities appear very similar, none exactly implies
another.
Remark 4.2. Note that (4.15) implies
|η, l| 〈η, l〉2
k2 + (l′)2 + |ξ − kt|2
〈
t
〈ξ, l′〉
〉p
.
(
〈t〉3
(√
∂tw(t, η)
w(t, η)
+
|η|s/2
〈t〉s
)(√
∂tw(t, ξ)
w(t, ξ)
+
|ξ|s/2
〈t〉s
)
+ |η, l|
(
1 +
〈η, l〉2
〈ξ, t, l′〉2
〈
t
〈ξ, l′〉
〉p))〈
k, η − ξ, l − l′〉3 (4.16a)
|l| 〈η, l〉2
k2 + (l′)2 + |ξ − kt|2
〈
t
〈ξ, l′〉
〉p
.
(
〈t〉2
(√
∂tw(t, η)
w(t, η)
+
|η|s/2
〈t〉s
)(√
∂tw(t, ξ)
w(t, ξ)
+
|ξ|s/2
〈t〉s
)
+ |l|
(
1 +
〈η, l〉2
〈ξ, t, l′〉2
〈
t
〈ξ, l′〉
〉p))〈
k, η − ξ, l − l′〉3 . (4.16b)
Proof. Most of these inequalities use a similar set of ideas based on time-frequency decompositions.
First, (4.9) is immediate from the triangle inequality. Inequality (4.10) is similarly straightforward.
Next, consider (4.11). If t ∈ Ik,η, then the result is immediate from Lemma B.6. If t .
√|η|,
then it is similarly straightforward from Lemma B.6. If t ∈ Ir,η, and r 6= k then
|k| 1t≤2|η|
|k|+ |l|+ |η − kt| .
|k|
t |k − r| .
|r|
t
,
from which (4.11) now follows from Lemma B.6.
Consider (4.12). First, if t ≤ 2|ξ|, 〈 t〈ξ,l′〉〉 ∼ 1 and we have by the same argument used to deduce
(4.11),
|k| |k, η − kt, l|
k2 + (l′)2 + |ξ − kt|2 .
〈ξ − η, l − l′〉
1 + |t− ξk |
. κ−1
∂tw(t, ξ)
w(t, ξ)
〈ξ − η, l − l′〉.
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If t ≥ 2|ξ| then |ξ − kt| ≈ |kt|, so that it is straightforward to obtain
|k| |k, η − kt, l|
k2 + (l′)2 + |ξ − kt|2
〈
t
〈ξ, l′〉
〉p
.
|k| |k, η − kt, l|
k2 + (l′)2 + |kt|2
〈
ξ − η, l − l′〉〈 t〈ξ, l′〉
〉p
,
from which (4.12) follows immediately. Inequality (4.13) is similar.
Let us next consider (4.14); specifically we will just discuss (4.14b), as the others are similar or
easier. If ξ > 2k′t or ξ < 12k
′t or |l′| & |ξ|, then we immediately have
|k, η − kt, l| |k′, ξ − k′t, l′|
(k′)2 + (l′)2 + |ξ − k′t|2
〈
t
〈ξ, l′〉
〉p
.
|k, kt, η, l|
|k′, l′, ξ, k′t|
〈
t
〈ξ, l′〉
〉p
.
〈
k − k′, l − l′〉〈 t〈ξ, l′〉
〉p
,
which is consistent with (4.14b). Hence, we only need to consider the case ξ ≈ k′t and |l′| . |ξ|. If
t .
√|ξ| then by |η − kt| . |ξ − k′t| 〈t〉 〈η − ξ, k − k′〉, we have
|k, η − kt, l|
|k′, ξ − k′t, l′| . 〈t〉
〈
η − ξ, l − l′〉 ,
which is consistent with (4.14b) by Lemma B.3. If t ∈ Ik′,η ∩ Ik′,ξ, then it follows that
|k, η − kt, l| |k′, ξ − k′t, l′|
(k′)2 + (l′)2 + |ξ − k′t|2 .
|k, t |k − k′| , l|
|k′, l′, ξ − k′t| 〈η − ξ〉 .
t
1 +
∣∣∣t− ξk′ ∣∣∣
〈
k − k′, η − ξ, l − l′〉2 ,
from which the result follows now from Lemma B.3. If t ∈ Ik′,ξ, but t 6∈ Ik′,η, then by Lemma B.2,
it follows that
|k, η − kt, l| |k′, ξ − k′t, l′|
(k′)2 + (l′)2 + |ξ − k′t|2 .
|k, t |k − k′| , l|
〈k′, t, l′〉 .
〈
k − k′, l − l′〉2 ,
which is consistent with (4.14b). Finally, if t ∈ Ir,ξ with r 6= k′, then
|k, η − kt, l| |k′, ξ − k′t, l′|
(k′)2 + (l′)2 + |ξ − k′t|2 .
|k, t 〈r − k〉 , l|
〈k′, l′, t |k′ − r|〉 .
〈
k − k′, l − l′〉2 ,
which is also consistent with (4.14b).
Let us next turn to the inequalities in (4.15). These follow the same general pattern, so let
us focus on one which is especially not obvious, (4.15b), and omit the others for brevity. First, if
t > 2 ξk , or t <
ξ
2k , then |ξ − kt| & kt which implies
|η| l2
k2 + (l′)2 + |ξ − kt|2
〈
t
〈ξ, l′〉
〉p
.
|η| l2
k2 + (l′)2 + |ξ|2 + |kt|2
〈
t
〈ξ, l′〉
〉p
,
which is consistent with (4.15b). If t ≈ ξk and |l| < |ξ|,
|η| l2
k2 + (l′)2 + |ξ − kt|2
〈
t
〈ξ, l′〉
〉p
.
|kt| l2
k2 + (l′)2 + |ξ − kt|2 〈η − ξ〉
.
t2
|k, ξ − kt, l|
〈
k, η − ξ, l − l′〉4 ,
which is consistent with (4.15b) by Lemmas B.3 and Lemma 4.3. Finally, if t ≈ ξk and |l| > |ξ|, we
see immediately that
|η| l2
k2 + (l′)2 + |ξ − kt|2
〈
t
〈ξ, l′〉
〉p
. |l| 〈η − ξ, l − l′〉2 ,
which is consistent with (4.15b).
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4.2 Paraproducts and related notations
In this section we discuss the type of paraproducts decompositions we will be using (introduced by
Bony [15]). Due to the vast number of terms (many cubic order or higher due to the coordinate
system) we make use of several shorthand notations to reduce the length of the technical details.
By convention, we will use the homogeneous variant of the paraproduct and utilize the following
short-hand to suppress the appearance of Littlewood-Paley projections:
fg = fHigLo + fLogHi + (fg)R
=
∑
M∈2Z
fMg<M/8 +
∑
M∈2Z
f<M/8gM +
∑
M∈2Z
∑
M/8≤M ′≤8M
fMgM ′ . (4.17)
Next we explain how to go directly from the shorthand to L2 energy estimates.
Lemma 4.6 (Paraproducts for quadratic nonlinearities). Let s ∈ [0, 1), µ ≥ 0, p ≥ 0. Then, there
exists a c = c(s) ∈ (0, 1) such that the following holds,
‖fHigLo‖Gµ,p . ‖f‖Gµ,p ‖g‖Gcµ,3/2+ (4.18a)
‖(fg)R‖Gµ,p . ‖f‖Gcµ,p ‖g‖Gcµ,3/2+ (4.18b)∫
eµ|∇|
s 〈∇〉p h eµ|∇|s 〈∇〉p (fHigLo) dV . ‖h‖Gµ,p ‖f‖Gµ,p ‖g‖Gcµ,3/2+ . (4.18c)
Remark 4.3. In most places in the proof, µ = 0 as normally the multipliers Ai or Aν;i are playing
the role of the norm.
Proof. Let us first prove (4.18a). From almost orthogonality (A.2),
‖fHigLo‖2Gµ,p ≈
∑
N∈2Z
∥∥fNg<N/8∥∥2Gµ,p
≈
∑
N∈2Z
∑
k,l
∫ ∣∣∣∣∣∣
∑
k′,l′
∫
eµ|k,η,l|
s 〈k, η, l〉p fˆk′(ξ, l′)N gˆk−k′(η − ξ, l − l′)<N/8dξ
∣∣∣∣∣∣
2
dη.
By (A.7) and the frequency localizations due to the Littlewood-Paley projections (see Appendix
A), there is some c = c(s) ∈ (0, 1) such that
‖fHigLo‖2Gµ,p .
∑
N∈2Z
∑
k,l
∫
η
∣∣∣∣∣∣
∑
k′,l′
∫
ξ
eµ|k
′,ξ,l′|s 〈k′, ξ, l′〉p ∣∣∣fˆk′(ξ, l′)N ∣∣∣
×ecµ|k−k′,η−ξ,l−l′|s ∣∣gˆk−k′(η − ξ, l − l′)<N/8∣∣ dξ∣∣∣2 dη
By (A.3) and almost orthogonality again,
‖fHigLo‖2Gµ,p .
∑
N∈2Z
‖fN‖2Gµ,p
∥∥g<N/8∥∥2Gcµ,3/2+ . ‖f‖2Gµ,p ‖g‖2Gcµ,3/2+ ,
which completes (4.18a).
Next, for (4.18b), by the triangle inequality, the frequency localizations due to the Littlewood-
Paley projections (see Appendix A), and (A.9), there holds for some c = c(s) ∈ (0, 1) (not necessarily
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the same as above),
‖(fg)R‖Gµ,p =
∥∥∥∥∥∥
∑
N∈2Z
fNg∼N
∥∥∥∥∥∥
Gµ,p
≤
∑
N∈2Z
‖fNg∼N‖Gµ,p
.
 ∑
N∈2Z:N≤1
+
∑
N∈2Z:N>1
∑
k′,l′
∫
η
(∫
ξ
ecµ|k
′,ξ,l′|s 〈k′, ξ, l′〉p ∣∣∣fˆk′(ξ, l′)N ∣∣∣
×ecµ|k−k′,η−ξ,l−l′|s ∣∣gˆk−k′(η − ξ, l − l′)∼N ∣∣ dξ)2 dη)1/2
= L+H.
For H we have by (A.3),
H .δ
∑
1<N∈2Z
N−δ ‖fN‖Gcµ,p ‖g∼N‖Gcµ,3/2+2δ . ‖f‖Gcµ,p ‖g‖Gcµ,3/2+2δ ,
which suffices for (4.18b). For L we have by Bernstein’s inequalities,
L .
∑
N≤1
‖fNg∼N‖2 .
∑
N≤1
‖fN‖∞ ‖g∼N‖2 .
∑
N≤1
N3/2 ‖fN‖2 ‖g∼N‖2 . ‖f‖2 ‖g‖2 ,
which completes the proof of (4.18b).
Finally, (4.18c) follows from (4.18a) and Cauchy-Schwarz.
Due to the coordinate system, many of the nonlinear terms we are working with are higher order
(up to quintic). For dealing with cubic nonlinear terms, we have
fgh =
∑
N∈2Z
fNg<N/8h<N/8 + gNf<N/8h<N/8 + f<N/8g<N/8hN
+
(∑
fNg<N/8h∼N +
∑
fNg∼Nh<N/8 +
∑
f∼Ng∼Nh∼N
+
∑
gNf<N/8h∼N +
∑
gNf∼Nh<N/8
+
∑
hNg<N/8f∼N +
∑
hNg∼Nf<N/8
)
:= fHi(gh)Lo + gHi(fh)Lo + hHi(gf)Lo + (fgh)R. (4.19)
Note the short-hand (gh)Lo = gLohLo. We may iterate this idea and derive decompositions for
quartic and quintic nonlinear terms as well (now applying the above short-hand). For quartic
terms,
fghk =
∑
N
fNg<N/8h<N/8k<N/8 +
∑
N
f<N/8gNh<N/8k<N/8
+
∑
N
f<N/8g<N/8hNk<N/8 +
∑
N
f<N/8g<N/8h<N/8kN + (fghk)R
:= fHi(ghk)Lo + gHi(fgk)Lo + hHi(gfk)Lo + kHi(fgh)Lo + (fghk)R, (4.20)
where the remainder term (fghk)R, includes all of the frequency contributions not included in the
leading order terms. We make an analogous decomposition also for quintic terms. We have the
equivalents of (4.18a), (4.18b), and (4.18c).
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Lemma 4.7 (Paraproducts for higher order nonlinear terms). For all µ ≥ 0 and p ≥ 0, there is
some c = c(s) ∈ (0, 1) such that
‖gHi(fhkj)Lo‖Gµ,p .p ‖g‖Gµ,p ‖f‖Gcµ,3/2+
× ‖h‖Gcµ,3/2+ ‖k‖Gcµ,3/2+ ‖j‖Gcµ,3/2+ (4.21a)
‖(fghkj)R‖Gµ,p .p ‖g‖Gcµ,3/2+ ‖f‖Gcµ,3/2+ ‖h‖Gcµ,3/2+
× ‖k‖Gcµ,3/2+ ‖j‖Gcµ,3/2+ (4.21b)∫
eµ|∇|
s 〈∇〉p qeµ|∇|s 〈∇〉p (gHi(fhkj)Lo)dV .p ‖q‖Gµ,p ‖g‖Gµ,p ‖f‖Gcµ,3/2+
× ‖h‖Gcµ,3/2+ ‖k‖Gcµ,3/2+ ‖j‖Gcµ,3/2+ . (4.21c)
Analogous estimates hold also for the cubic and quartic decompositions in (4.19) and (4.20).
One final shorthand we would like to introduce involves the inner products that appear in the
energy estimates below. Consider, for example, a typical Gevrey energy estimate involving three
quantities f, g, h, where generally h will be a product of several low frequency terms:∫
eλ|∇|
s
feλ|∇|
s
(gHihLo) dV =
∑
k,l,k′,l′
∫
η,ξ
eλ|k,η,l|
s
fˆk(η, l)e
λ|k,η,l|s gˆk′(ξ, l′)Hihˆk−k′(η − ξ, l − l′)Lodηdξ.
By the frequency localizations of the paraproduct and (A.7), for some c = c(s) ∈ (0, 1) we have (by
(4.18c)), ∫
eλ|∇|
s
feλ|∇|
s
(gHihLo) dV .
∑
k,l,k′,l′
∫
η,ξ
eλ|k,η,l|
s
∣∣∣fˆk(η, l)∣∣∣ eλ|k′,ξ,l′|s ∣∣gˆk′(ξ, l′)Hi∣∣
× ecλ|k−k′,η−ξ,l−l′|s
∣∣∣hˆk−k′(η − ξ, l − l′)Lo∣∣∣ dηdξ
. ‖f‖Gλ ‖g‖Gλ ‖h‖Gcλ,3/2+ .
The low frequency factors will generally all be put in the norm Gcλ,3/2+ and hence it makes sense
to use a short-hand for the low-frequency factor as ‖h‖Gcλ,3/2+ Low(k − k′, η − ξ, l − l′) where the
function Low is taken as an O(1) function in Gλ,3/2+ (and which may change line-to-line like the
implicit constants). For example,∫
eλ|∇|
s
feλ|∇|
s
(gHihLo) dV := ‖h‖Gλ,3/2+
∑
k,l,k′,l′
∫
η,ξ
eλ|k,η,l|
s
fˆk(η, l)e
λ|k,η,l|s gˆk′(ξ, l′)Hi
× Low(k − k′, η − ξ, l − l′)dηdξ
. ‖h‖Gλ,3/2+
∑
k,l,k′,l′
∫
η,ξ
eλ|k,η,l|
s
∣∣∣fˆk(η, l)∣∣∣ eλ|k′,ξ,l′|s ∣∣gˆk′(ξ, l′)Hi∣∣
× Low(k − k′, η − ξ, l − l′)dηdξ
. ‖f‖Gλ ‖g‖Gλ ‖h‖Gcλ,3/2+ . (4.22)
The utility of this short-hand will quickly become clear in the course of the proof.
One final shorthand we would like to introduce involves the inner products that appear naturally
in energy estimates. Consider for example, a typical energy estimate involving three quantities
f, g, h, where generally h will be a product of several low frequency terms:∫
eλ|∇|
s
feλ|∇|
s
(gHihLo) dV =
1
(2π)3/2
∑
k,l,k′,l′
∫
η,ξ
eλ|k,η,l|
s
fˆk(η, l)e
λ|k,η,l|s gˆk′(ξ, l′)Hihˆk−k′(η − ξ, l − l′)Lodηdξ.
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By the frequency localizations inherent in the shorthand and (A.7), for some c = c(s) ∈ (0, 1) we
have ∫
eλ|∇|
s
feλ|∇|
s
(gHihLo) dV .
∑
k,l,k′,l′
∫
η,ξ
eλ|k,η,l|
s
∣∣∣fˆk(η, l)∣∣∣ eλ|k′,ξ,l′|s ∣∣gˆk′(ξ, l′)Hi∣∣
× ecλ|k−k′,η−ξ,l−l′|s
∣∣∣hˆk−k′(η − ξ, l − l′)Lo∣∣∣ dηdξ.
However, this can get quite tedious, especially when multiple computations like this are being done.
Instead we refer to all “low frequency” garbage by an O(1) function Low(k − k′, η− ξ, l− l′) which
is taken to absorb any additional derivative losses that arise, that is for example,∫
eλ|∇|
s
feλ|∇|
s
(gHihLo) dV := ‖h‖Gλ,3/2+
∑
k,l,k′,l′
∫
η,ξ
eλ|k,η,l|
s
fˆk(η, l)e
λ|k,η,l|s gˆk′(ξ, l′)Hi
× Low(k − k′, η − ξ, l − l′)dηdξ
. ‖h‖Gλ,3/2+
∑
k,l,k′,l′
∫
η,ξ
eλ|k,η,l|
s
∣∣∣fˆk(η, l)∣∣∣ eλ|k′,ξ,l′|s ∣∣gˆk′(ξ, l′)Hi∣∣
× Low(k − k′, η − ξ, l − l′)dηdξ, (4.23)
the advantage being that it shortens the notation when h is a complicated expression or when there
are multiple sources of derivative loss on h involved. The utility of this short-hand will quickly
become clear in the course of the proof.
4.3 Product lemmas and a few immediate consequences
The first product lemma is an immediate consequence of Lemma 4.6.
Lemma 4.8 (Gevrey Product lemma). For all s ∈ (0, 1), µ > 0, and p ≥ 0, there exists c = c(s) ∈
(0, 1) such that the following holds for all f, g ∈ Gµ,p:
‖fg‖Gµ,p .p ‖f‖Gcµ,3/2+ ‖g‖Gµ,p + ‖g‖Gcµ,3/2+ ‖f‖Gµ,p , (4.24a)
in particular, Gµ,p is an algebra for all p ≥ 0 by (A.11):
‖fg‖Gµ,σ .p,µ ‖f‖Gµ,p ‖g‖Gµ,p . (4.25)
The constant in (4.25) can be taken independent of µ for p > 3/2.
Next we state the following product lemma for A and related CK terms.
Lemma 4.9 (Product lemma for A and Ai). Let p ≥ 0 and r ≥ −σ. Then there exists a c = c(s) ∈
(0, 1) such that for all f, g∥∥|∇|p 〈∇〉r Ai(fg)∥∥
2
. ‖f‖Gcλ,3/2+
∥∥|∇|p 〈∇〉r Aig∥∥
2
+ ‖g‖Gcλ,3/2+
∥∥|∇|p 〈∇〉r Aif∥∥
2
(4.26a)∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
Ai(fg)
∥∥∥∥∥
2
. ‖f‖Gcλ,3/2+
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
Aig
∥∥∥∥∥
2
+ ‖g‖Gcλ,3/2+
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
Aif
∥∥∥∥∥
2
. (4.26b)
Further, if we assume f and g are independent of X then the above also holds with Ai replaced by
A.
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Proof. The proof of (4.26a) are immediate from Lemmas 4.1, 4.2, and 4.6. Let us briefly comment
on how to prove (4.26b); let us just prove it in the case of A for f and g independent of X as the
more general case is similar. We would like to conclude quickly from Lemma 4.3, however, we have
to see that we can apply (4.7) rather than (4.6a). Define the multiplier
M(t, η, l) =
(√
∂tw(t, η)
w(t, η)
+
|η, l|s/2
〈t〉s
)
A(t, η, l).
Expand with a paraproduct expansion and apply the multiplier
‖M(fg)‖2 ≤ ‖M(fHigLo)‖2 + ‖M(fLogHi)‖2 + ‖M(fg)R‖2
= THL + TLH + TR.
By symmetry it suffices to treat only one of THL and TLH . Analogous to the proof of (4.18a), from
almost orthogonality (A.2),
(THL)
2 ≈
∑
N∈2Z:N≤1
∥∥M(fNg<N/8)∥∥22 + ∑
N∈2Z:N≥1
∥∥M(fNg<N/8)∥∥22 = L+H.
In bounding the H term as in (4.18a) use Lemma 4.1 and (4.7) by the frequency localizations; then
the proof proceeds as in (4.18a). In the low frequency terms we may use that
∑
N∈2Z:N≤1
∥∥M(fNg<N/8)∥∥22 . ∑
N∈2Z:N≤1
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
(fNg<N/8)
∥∥∥∥∥
2
2
,
and then apply (4.6b) followed by an argument analogous to the proof of (4.18a); we omit the
details for brevity. This completes the treatment of the THL term (and hence TLH as well).
To treat the remainder term we may proceed analogous to the proof of (4.18b), applying (4.5)
and (4.6b); we omit the details for brevity.
Together with (2.16), Lemma 4.9 and Lemma 4.8 imply the following lemma (as long as C
remains sufficiently small of course).
Lemma 4.10 (Coefficient control). Define
G =
(
(1 + ψy)
2 + ψ2z
)− 1. (4.27)
Then, under the bootstrap hypotheses for c0 sufficiently small, we have for h ∈ {ψy, ψz , G},∥∥∥〈∇〉−1Ah∥∥∥
2
. ‖AC‖2 (4.28a)
‖Ah‖2 . ‖∇AC‖2 (4.28b)∥∥∥∥∥〈∇〉−1
√
∂tw
w
Ah
∥∥∥∥∥
2
.
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
AC
∥∥∥∥∥
2
(4.28c)∥∥∥〈∇〉−1 |∇|s/2Ah∥∥∥
2
.
∥∥∥|∇|s/2AC∥∥∥
2
. (4.28d)
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Furthermore, ∥∥∥〈∇〉−2A∆tC∥∥∥
2
. ‖AC‖2 (4.29a)∥∥∥〈∇〉−1A∆tC∥∥∥
2
. ‖∇AC‖2 (4.29b)∥∥∥∥∥〈∇〉−2
√
∂tw
w
A∆tC
∥∥∥∥∥
2
.
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
AC
∥∥∥∥∥
2
(4.29c)∥∥∥〈∇〉−2 |∇|s/2A∆t∥∥∥
2
.
∥∥∥|∇|s/2AC∥∥∥
2
. (4.29d)
Similarly, for any µ > 0 and p ≥ 0 (the constant can be taken independent of µ for p > 1):
‖ψy‖Gµ,p + ‖ψz‖Gµ,p + ‖G‖Gµ,p + ‖∆tC‖Gµ,p−1 . ‖∇C‖Gµ,p . (4.30)
Remark 4.4. An immediate consequence of (4.30) together with (2.52e) implies that any time the
coefficients ψy,ψz or G appear in ‘low frequency’ in a paraproduct, they satisfy the a priori estimates
‖ψy‖Gλ,γ−1 + ‖ψz‖Gλ,γ−1 + ‖G‖Gλ,γ−1 . max(c0, ǫ 〈t〉). (4.31)
Together with ǫt
〈
νt3
〉−1
. c0 〈t〉−2, (4.31) shows that when there is enhanced dissipation present,
we generally need only treat the leading order terms that arise from the approximation ∇t ≈ ∇L
(recall the definition (1.5)).
Remark 4.5. Even when enhanced dissipation is not present, the coefficients do not depend on X
and hence do not shift the frequencies in X. This is of absolutely crucial importance, since it means
the approximations made in §2.4 will not be badly disturbed by the presence of the coefficients.
This will mean that even when there are no powers of
〈
νt3
〉−1
, terms in which coefficients appear
in low frequency are generally treatable with an easy variant of the treatment used on the leading
order terms. Accordingly, these terms are generally omitted except for a few exceptions when the
structure is changed appreciably by the coefficients.
We can deduce the following important lemma, which is an easy variant of an analogous lemma
proved also in [12]. Hence, the proof is omitted.
Lemma 4.11 (Aν Product Lemma). The following holds for all f1 and f2 such that f26= = f
2,∥∥Aν;i(f1f2)∥∥
2
.
∥∥f1∥∥Gλ,β+3α+2 ∥∥Aν;if2∥∥2 . (4.32)
Moreover, if also f16= = f
1, then we have the product lemma-type inequalities
∥∥Aν;1(f1f2)∥∥
2
.
〈t〉2+δ1
〈νt3〉α
(∥∥∥〈∇〉2−β Aν;1f1∥∥∥
2
∥∥Aν;1f2∥∥
2
+
∥∥Aν;1f1∥∥
2
∥∥∥〈∇〉2−β Aν;1f2∥∥∥
2
)
(4.33a)
∥∥Aν;2(f1f2)∥∥
2
.
〈t〉δ1
〈νt3〉α
(∥∥∥〈∇〉2−β Aν;2f1∥∥∥
2
∥∥Aν;2f2∥∥
2
+
∥∥Aν;2f1∥∥
2
∥∥∥〈∇〉2−β Aν;2f2∥∥∥
2
)
(4.33b)
∥∥Aν;3(f1f2)∥∥
2
.
〈t〉2
〈νt3〉α
(∥∥∥〈∇〉2−β Aν;3f1∥∥∥
2
∥∥Aν;3f2∥∥
2
+
∥∥Aν;3f1∥∥
2
∥∥∥〈∇〉2−β Aν;3f2∥∥∥
2
)
. (4.33c)
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5 High norm estimate on Q2
First compute the time evolution of A2Q2 in L2:
1
2
d
dt
∥∥A2Q2∥∥2
2
≤ λ˙
∥∥∥|∇|s/2A2Q2∥∥∥2
2
−
∥∥∥∥∥
√
∂tw
w
A2Q2
∥∥∥∥∥
2
2
− 1
t
∥∥∥1t>〈∇Y,Z〉A2Q26=∥∥∥22
−
∥∥∥∥∥
√
∂twL
wL
A2Q2
∥∥∥∥∥
2
2
+ ν
∫
A2Q2A2
(
∆˜tQ
2
)
dV −
∫
A2Q2A2
(
U˜ · ∇Q2
)
dV
−
∫
A2Q2A2
(
Qj∂tjU
2 + 2∂tiU
j∂ti∂
t
jU
i − ∂tY
(
∂tjU
i∂tiU
j
))
dV
= −DQ2 − CK2L +DE + T +NLS1 +NLS2 +NLP, (5.1)
where we used the definition
DE = ν
∫
A2Q2A2
(
(∆˜t −∆L)Q2
)
dV.
Let us here introduce the following enumerations. For i, j ∈ {1, 2, 3} and a, b ∈ {0, 6=}:
NLP (i, j, a, b) =
∫
A2Q26=A
2
(
∂tY
(
∂tjU
i
a∂
t
iU
j
b
))
dV (5.2a)
NLS1(j, a, b) = −
∫
A2Q26=A
2
(
Qja∂
t
jU
2
b
)
dV (5.2b)
NLS2(i, j, a, b) = −
∫
A2Q26=A
2
(
∂tiU
j
a∂
t
i∂
t
jU
2
b
)
dV (5.2c)
NLP (i, j, 0) =
∫
A2Q20A
2
(
∂tY
(
∂tjU
i
0∂
t
iU
j
0
))
dV (5.2d)
NLS1(j, 0) = −
∫
A2Q20A
2
(
Qj0∂
t
jU
2
0
)
dV (5.2e)
NLS2(i, j, 0) = −
∫
A2Q20A
2
(
∂tiU
j
0∂
t
i∂
t
jU
2
0
)
dV (5.2f)
F = −
∫
A2Q20A
2
(
∂ti∂
t
i∂
t
j
(
U j6=U
2
6=
)
0
− ∂tY ∂tj∂ti
(
U i6=U
j
6=
)
0
)
dV (5.2g)
T0 = −
∫
A2Q20A
2
(
U˜0 · ∇Q20
)
dV (5.2h)
T 6= = −
∫
A2Q26=A
2
(
U˜ · ∇Q2
)
dV (5.2i)
We have divided the nonlinearity up based on the heuristics of §2.1.4, as each type of interaction
warrants a different treatment. Note that we have split T into three contributions: T0 (the (2.5NS)
interactions), T 6= (the (SI) and (3DE) interactions), and a contribution that is grouped with F
(the (F) interactions). Similarly, we have split the NLS and NLP terms into several contribu-
tions: NLS1(j, 0), NLS2(i, j, 0), and NLP (i, j, 0) (the (2.5NS) interactions), the NLS1(j, a, b),
NLS2(i, j, a, b), and NLP (i, j, a, b) (the (SI) and (3DE) interactions), and a contribution that is
grouped with F (the (F) interactions). This kind of subdivision will be used repeatedly in the
sequel.
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5.1 Zero frequencies
The nonlinear terms associated with zero frequencies tend to have a very different flavor than those
of the non-zero frequencies.
5.1.1 Transport nonlinearity
Here we consider the nonlinear interaction of two zero frequencies in the transport nonlinearity
(hence, these are of type (2.5NS)), defined as T0 above in (5.2). We further subdivide by frequency:
T0 = −
∫ (
A2Q20
)
>1
A2
(
U˜0 · ∇Q20
)
>1
dV −
∫ (
A2Q20
)
≤1A
2
(
U˜0 · ∇Q20
)
≤1
dV
= T H0 + T L0 .
On the high frequencies we can use Lemma 4.9 and the frequency projection to deduce (recall
(2.24)):
T H0 ≤
∥∥A2Q2>1∥∥2 ∥∥∥A2 (U˜0 · ∇Q20)>1∥∥∥2
.
(∥∥A2g∥∥
2
+
∥∥A2U30∥∥2) ∥∥∇A2Q20∥∥22
. ǫ
∥∥∥√−∆LA2Q2∥∥∥2
2
,
where the last line used (2.58) and (2.52c). This term is then absorbed by the dissipation for c0
sufficiently small (depending on KB of course).
Turn next to the low frequencies T L0 . This term requires a slightly more precise treatment as
we cannot add
√−∆L to the leading factor. Separate into two contributions:
T L0 = −
∫ (
A2Q20
)
≤1A
2
(
g∂YQ
2
0
)
≤1 dV −
∫ (
A2Q20
)
≤1A
2
(
U30 ∂ZQ
2
0
)
≤1 dV
= T Lg + T LU .
For T Lg we have by Sobolev embedding and (2.52d),
T Lg ≤
∥∥(A2Q20)≤1∥∥2 ∥∥∥A2 (g∂YQ20)≤1∥∥∥2
. ‖g‖∞
∥∥Q20∥∥2 ∥∥∂YQ20∥∥2 . ǫ〈t〉2
(∥∥A2Q2∥∥2
2
+
∥∥∥√−∆LA2Q2∥∥∥2
2
)
,
which suffices for Proposition 2.1 for c0 and ǫ sufficiently small. For T LU , first note
T LU .
∑
l,l′
∫ ∣∣∣Q̂20(η, l)Û30 (ξ, l′)(l − l′)Q̂20(η − ξ, l − l′)∣∣∣ dηdξ.
Then since l 6= l′ on the support of the integrand, at least one of l or l′ is non-zero, and therefore
we have by (A.4),
T LU .
∥∥Q2∥∥
2
∥∥∂ZU30∥∥2 ∥∥∂ZQ2∥∥H1+ + ∥∥∂ZQ2∥∥2 ∥∥U30∥∥2 ∥∥∂ZQ2∥∥H1+
. ǫ
∥∥∇U30∥∥22 + ǫ ∥∥∥√−∆LA2Q2∥∥∥22 ,
where the last line followed from (2.51d), and (2.58). By (2.54), this is consistent with Proposition
2.1 for c0 chosen sufficiently small by absorbing terms with the dissipation and integrating, as
discussed in (2.59).
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5.1.2 Nonlinear pressure and stretching
These terms correspond to the nonlinear zero frequency interactions in the pressure and stretching
terms, and so are of type (2.5NS), Due to the ellipticity of ∆˜t at the zero frequency and the fact
that A20 = A
3
0, all of these terms are similar.
Consider the nonlinear pressure interaction with i = j = 3, denoted NLP (3, 3, 0) (recall (5.2)),
as a representative example; the other contributions can all be treated with a very similar approach
(or are slightly easier due to low frequency decay estimates on U20 ) and hence these are omitted for
the sake of brevity. As in the transport nonlinearity above in §5.1.1, we divide into high and low
frequencies
NLP (3, 3, 0) = −
∫ (
A2Q20
)
>1
(
A2∂tY
(
∂tZU
3
0 ∂
t
ZU
3
0
))
>1
dV +
∫ (
A2Q20
)
≤1
(
A2∂tY
(
∂tZU
3
0 ∂
t
ZU
3
0
))
≤1 dV
= PH + PL. (5.3)
Consider the high frequency term first. We have by Lemma 4.9, Lemma 4.10, and (2.52a):
PH ≤
∥∥∥(A2Q20)>1∥∥∥2 ∥∥∥(A2∂tY (∂tZU30 ∂tZU30 ))>1∥∥∥2
.
∥∥∇A2Q20∥∥2 (1 + ‖AC‖2)∥∥A2∂Y (∂tZU30 ∂tZU30 )∥∥2
.
∥∥∥√−∆LA2Q2∥∥∥
2
(
(1 + ‖AC‖)2 ‖AC‖2
∥∥∇A2U30∥∥22 + (1 + ‖AC‖)3 ∥∥∇2A2U30∥∥2 ∥∥∇A2U30∥∥2)
.
∥∥∥√−∆LA2Q2∥∥∥
2
(∥∥∇A2U30∥∥22 + ∥∥∇2A2U30∥∥2 ∥∥∇A2U30∥∥2) . (5.4)
By (2.58) and Lemma C.4 (specifically (C.8)) we get∥∥∇A2U30∥∥22 + ∥∥∇2A2U30∥∥2 ∥∥∇A2U30∥∥2 . ∥∥AU30∥∥2 ∥∥∇AU30∥∥2 . ǫ (∥∥∇A3Q30∥∥2 + ∥∥∇U30∥∥2 + ǫ ‖∇AC‖2) .
Applying this to (5.4) implies
PH . ǫ
∥∥∥√−∆LA2Q2∥∥∥2
2
+ ǫ
∥∥∥√−∆LA3Q3∥∥∥2
2
+ ǫ
∥∥∇U30∥∥22 + ǫ3 ‖∇AC‖22 ,
which can be absorbed by the dissipation and time-integrated to be consistent with Proposition 2.1
by choosing c0 sufficiently small via the bootstrap hypotheses (2.52a), (2.51) and (2.54).
Turn next to the low frequency term in (5.3). Unlike the transport term in §5.1.1, there are
enough derivatives to absorb this term with the dissipation in a relatively straightforward manner.
Indeed, by Sobolev embedding and Lemma 4.10, we have
PL .
∥∥Q20∥∥2 (1 + ‖ψy‖∞) ∥∥∂Y (∂tZU30 ∂tZU30 )∥∥2
.
∥∥Q20∥∥2 (1 + ‖C‖H7/2+)3 ∥∥∇U30∥∥2H3/2+
. ǫ
∥∥∇U3∥∥2
H3/2+
,
where the last line followed by (2.54). This is consistent with Proposition 2.1 by (2.54) for c0
sufficiently small. This completes the treatment of NLP (3, 3, 0). As mentioned above, the other
NLP and NLS terms are treated in the same way and yield similar contributions so are omitted
for the sake of brevity (note for NLS1, one should use Qj0 = ∆tU
j
0 in order to see ∇U j so that
viscous dissipation can be used).
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5.1.3 Forcing from non-zero frequencies
We now turn to nonlinear interactions of type (F): the interaction of two X frequencies k and −k.
Further divide via,
F = −
∫
A2Q20A
2
(
∂tZ∂
t
Z∂
t
j
(
U j6=U
2
6=
)
0
− ∂tY ∂tY ∂tZ
(
U36=U
2
6=
)
0
− ∂tY ∂tZ∂tZ
(
U36=U
3
6=
)
0
)
dV
= F 1 + F 2 + F 3.
All three are treated via variants of the same basic approach which will ultimately come down to
applying the appropriate multiplier estimate in (4.15) depending on the combination of derivatives
present. Hence, we will treat the example F 2 and omit the others for the sake of brevity. We begin
by expanding via a quintic paraproduct decomposition (see §4.2) (the term is quintic due to the
presence of ψ in the derivatives). However, by Remark 4.4, the terms involving the coefficients are
much smaller than the leading order contributions unless they appear as the high frequency factor
in the paraproduct. Therefore, we expand F 2 in the following manner:
F 2 =
∑
k 6=0
∫
A2Q20A
2
0∂Y ∂Y ∂Z
((
U3−k
)
Hi
(
U2k
)
Lo
)
dV
+
∑
k 6=0
∫
A2Q20A
2
0∂Y ∂Y ∂Z
((
U3−k
)
Lo
(
U2k
)
Hi
)
dV
+
∑
k 6=0
∫
A2Q20A
2
0
(
(ψy)Hi∂Y ∂Y ∂Z
((
U3−k
)
Lo
(
U2k
)
Lo
))
dV
+
∑
k 6=0
∫
A2Q20A
2
0
(
∂Y (ψy)Hi∂Y ∂Z
((
U3−k
)
Lo
(
U2k
)
Lo
))
dV
+
∑
k 6=0
∫
A2Q20A
2
0
(
∂Y ∂Y (ψz)Hi∂Z
((
U3−k
)
Lo
(
U2k
)
Lo
))
dV
+ F 2R,C
= F 2HL + F
2
LH + F
2
C1 + F
2
C2 + F
2
C3 + F
2
R,C ,
where here F 2R,C includes all of the remainders from the quintic paraproduct as well as the higher
order terms involving coefficients as low frequency factors. Turn first to F 2HL (recall (2.57) the
shorthand discussed in (4.23) above), which by (4.2), can be bounded by
F 2HL .
ǫ
〈t〉2−δ1 〈νt3〉α
∑
k 6=0
∑
l,l′
∫ ∣∣∣∣∣A2Q̂20(η, l)A20(η, l) |η|2 |l|k2 + (l′)2 + |ξ − kt|2∆LÛ3k (ξ, l′)Hi
∣∣∣∣∣
× Low(−k, η − ξ, l − l′)dηdξ
.
ǫ
〈t〉2−δ1 〈νt3〉α
∑
k 6=0
∑
l,l′
∫ ∣∣∣∣∣∣∣A2Q̂20(η, l)
|η|2 |l|
〈
t
〈ξ,l′〉
〉2
k2 + (l′)2 + |ξ − kt|2∆LA
3Û3k (ξ, l
′)Hi
∣∣∣∣∣∣∣Low(−k, η − ξ, l − l′)dηdξ.
Hence, by (4.15b) (with p = 2) and (4.18c) (with µ = p = 0) this can be estimated via
F 2HL .
ǫtδ1
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A2Q2
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3∆LU
3
6=
∥∥∥∥∥
2
+
ǫ
〈t〉2−δ1 〈νt3〉α
∥∥∥√−∆LA2Q2∥∥∥
2
∥∥A3∆LU36=∥∥2 ,
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which, after the application of Lemmas C.5 and C.6, is consistent with Proposition 2.1 for c0
sufficiently small by absorbing the leading terms with the dissipation energies and integrating the
others, as discussed in (2.59).
Turn next to F 2LH , for which we use a similar approach as F
2
HL. Indeed, by (4.2) followed by
(4.15b) (with p = 1) and (4.18c) (with µ = p = 0) this is estimated via:
F 2LH .
ǫ
〈νt3〉α
∑
k 6=0
∑
l,l′
∫ ∣∣∣∣∣∣A2Q̂20(η, l)
|η|2 |l|
〈
t
〈ξ,l′〉
〉
k2 + (l′)2 + |ξ − kt|2∆LA
2Û2k (ξ, l
′)Hi
∣∣∣∣∣∣Low(−k, η − ξ, l − l′)dηdξ
.
ǫt2
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A2Q2
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A2∆LU
2
6=
∥∥∥∥∥
2
+
ǫ
〈νt3〉α
∥∥∥√−∆LA2Q2∥∥∥
2
∥∥A2∆LU26=∥∥2 ,
which, after the application of the precision elliptic lemmas, Lemmas C.5 and C.6, is consistent
with Proposition 2.1 for ǫ sufficiently small.
The most difficult coefficient term is F 2C3, since two derivatives of the coefficients are being
taken. By Lemma 4.1, (4.18c) and Lemma 4.10 we have
F 2C3 .
ǫ2
〈t〉2−δ1 〈νt3〉2α
∑
k 6=0
∑
l,l′
∫ ∣∣∣A2Q̂20(η, l)A20(η, l) |η|2 ψ̂z(ξ, l′)Hi∣∣∣Low(k, η − ξ, l − l′)dηdξ
.
ǫ2
〈t〉2−δ1 〈νt3〉2α
∥∥∥√−∆LA2Q2∥∥∥
2
‖AC‖2
. ǫ
∥∥∥√−∆LA2Q2∥∥∥2
2
+
ǫ3
〈t〉4−2δ1 〈νt3〉2α ‖AC‖
2
2 ,
which is consistent with Proposition 2.1 by the bootstrap hypotheses. Note that the inviscid damp-
ing which produces t2δ1−4 in the second factor is not necessary to treat this term, and indeed, it
is not present in the analogous term in F 3. All of the other coefficient high frequency terms are
easier and give similar contributions and are hence omitted for brevity. As discussed previously, the
remainder terms F 2R,C are significantly easier and yield similar contributions (except smaller) as the
leading order terms (though note some terms involving coefficients in low frequency may require a
different inequality in (4.15) than the leading order term).
5.1.4 Dissipation error terms
Recalling the definitions of the dissipation error terms and the short-hand (4.27), we have
DE = ν
∫
A2Q20A
2
(
∆˜t −∆L
)
Q20dV = ν
∫
A20Q
2
0A
2
0
(
G∂Y YQ
2
0 + 2ψz∂Y ZQ
2
0
)
dV. (5.5)
The two error terms are very similar, so just consider the first and expand with a paraproduct
ν
∫
A20Q
2
0A
2
0
(
G∂Y YQ
2
0
)
dV = ν
∫
A20Q
2
0A
2
0
(
GHi(∂Y YQ
2
0)Lo
)
dV + ν
∫
A20Q
2
0A
2
0
(
GLo(∂Y YQ
2
0)Hi
)
dV
+ ν
∫
A20Q
2
0A
2
0
((
G∂Y YQ
2
0
)
R
)
dV
= DHL +DLH +DR. (5.6)
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By Lemma 4.1 and (4.18c) followed by Lemma 4.10 and (2.51d),
DHL . ν
∥∥A2Q20∥∥2 ‖∇AC‖2 ∥∥∇Q20∥∥Gλ,3/2+ . c−10 νǫ2 ‖∇AC‖22 + c0ν ∥∥∥√−∆LA2Q2∥∥∥22 . (5.7)
Note by (2.52a), ∫ T ⋆
1
c−10 νǫ
2 ‖∇AC(t)‖22 dt . c0ǫ2KB .
Hence, for c0 sufficiently small (relative to KB of course), the first term in (5.7) will make a
contribution to the energy estimate in (5.1) that is consistent with Proposition 2.1 (naturally, the
second term is absorbed by the dissipation in (5.1)). This completes the treatment of DHL.
To treat the second term in (5.6), apply Lemma 4.10, (4.2) and (4.18c) to deduce:
DLH . c0ν
∑
l,l′∈Z
∫ ∣∣∣A2Q̂20(η, l)A20(η, l) |ξ|2 Q̂20(ξ, l − l′)HiLow(η − ξ, l − l′)∣∣∣ dηdξ
. c0ν
∑
l,l′∈Z
∫ ∣∣∣ηA2Q̂20(η, l)A20(ξ, l′) |ξ| Q̂20(ξ, l − l′)HiLow(η − ξ, l − l′)∣∣∣ dηdξ
. c0ν
∥∥∥√−∆LA2Q2∥∥∥2
2
,
which is then absorbed by the dissipation for c0 chosen sufficiently small.
To treat the remainder term in (5.6), we essentially apply the same proof as DHL. Indeed,
applying Lemma 4.10, (4.4), and (4.18b), we have
DR . ν
∥∥A2Q2∥∥
2
‖∇C‖Gλ,3/2+
∥∥∇Q20∥∥Gλ,3/2+ . c−10 νǫ2 ‖∇AC‖22 + c0ν ∥∥∥√−∆LA2Q2∥∥∥22 ,
after which the treatment follows as in (5.7). This completes the treatment of the first error term
in (5.5). The second error term in (5.5) is similar to the first and yields the same contributions so
is omitted for the sake of brevity.
5.2 Non-zero frequencies
Next we consider the contributions to (5.1) that come from the evolution of non-zero X frequencies.
5.2.1 Nonlinear pressure NLP
5.2.1.1 Treatment of NLP (1, j, 0, 6=)
Recall the enumeration (5.2). Here j ∈ {2, 3} due to the structure of the nonlinearity (a key null
structure). The case j = 3 was singled out in §2.4 as a leading order nonlinear interaction of type
(SI) in Q2. We will concentrate on this case and omit the treatment of j = 2, which is treated with
the same method.
This term is quartic (in the sense that the nonlinearity is order 4) and we use the paraproduct
decomposition described in §4.2. We will group terms where the coefficients appear in ‘low frequency’
with the remainder, as these are weaker or similar due to Remarks 4.4 and 4.5. Hence, we will expand
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with the paraproduct but only keep the coefficients around when they are in high frequency:
NLP (1, 3, 0, 6=) =
∑
k 6=0
∫
A2Q2kA
2
(
(∂Y − t∂X)
((
∂ZU
1
0
)
Lo
(∂XU
3
k )Hi
))
dV
+
∑
k 6=0
∫
A2Q2kA
2
(
(∂Y − t∂X)
(
(∂ZU
1
0 )Hi(∂XU
3
k )Lo
))
dV
+
∑
k 6=0
∫
A2Q2kA
2
(
(ψy)Hi(∂Y − t∂X)
(
(∂XU
3
k )Lo(∂ZU
1
0 )Lo
))
dV
+
∑
k 6=0
∫
A2Q2kA
2
(
(∂Y − t∂X)
(
(∂XU
3
k )Lo(ψz)Hi∂Y (U
1
0 )Lo
))
dV
+ PR,C
= PLH + PHL + PC1 + PC2 + PR,C ,
where PR,C includes all of the remainders from the quartic paraproduct as well as the higher order
terms involving coefficients as low frequency factors.
Turn first to PLH , which by (2.58) and (4.2) is bounded by
PLH . min(ǫt, c0)
∑
k 6=0
∫ ∣∣∣∣A2Q̂2k(η, l)A2k(η, l) (η − tk)kk2 + |l′|2 + |ξ − tk|2∆LÛ3k (ξ, l′)Hi
∣∣∣∣Low(η − ξ, l − l′)dηdξ
. min(ǫt, c0)
∑
k 6=0
∫ ∣∣∣∣A2Q̂2k(η, l) (η − tk)kk2 + |l′|2 + |ξ − tk|2
〈
t
〈ξ, l′〉
〉
A3∆LÛ3k (ξ, l
′)Hi
∣∣∣∣Low(η − ξ, l − l′)dηdξ.
Therefore, by (4.12) (with p = 1) followed by (4.18c),
PLH . c0
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A2Q2
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3∆LU
3
6=
∥∥∥∥∥
2
+ ǫ
∥∥∥√−∆LA2Q2∥∥∥
2
∥∥A3∆LU36=∥∥2 .
By Lemmas C.5 and C.6 together with the bootstrap hypotheses, this is consistent with Proposition
2.1 for c0 and ǫ sufficiently small.
Turn next to the contribution of PHL, which by (2.57) is estimated via
PHL .
ǫ
〈νt3〉α
∑
k 6=0
∑
l,l′
∫ ∣∣∣A2Q̂2k(η, l)A2k(η, l) |η − kt| ∣∣l′∣∣ Û10 (ξ, l′)HiLow(k, η − ξ, l − l′)∣∣∣ dηdξ,
Therefore, by Lemma 4.1 followed by (4.18c),
PHL .
ǫ
〈νt3〉α
∑
k 6=0
∑
l,l′
∫ ∣∣∣∣∣∣A2Q̂2k |η − kt|〈ξ, l′〉2 〈 t〈ξ,l′〉〉
∣∣l′∣∣AÛ10 (ξ, l′)HiLow(k, η − ξ, l − l′)
∣∣∣∣∣∣ dηdξ
.
ǫ
〈t〉 〈νt3〉α
∥∥∥√−∆LA2Q2∥∥∥
2
∥∥AU10∥∥2
. ǫ
∥∥∥√−∆LA2Q2∥∥∥2
2
+
ǫ
〈νt3〉2α
(
1
〈t〉2
∥∥AU10∥∥22) .
After applying Lemma C.4, this is consistent with Proposition 2.1 using (2.52b) and (2.51).
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Turn next to PC1. By (2.57), (2.58), and Lemma 4.1, we have
PC1 .
ǫ2t2
〈νt3〉α
∑
k 6=0
∑
l,l′
∫ ∣∣∣A2Q̂2k(η, l)A2k(η, l)ψ̂y(ξ, l′)Hi∣∣∣Low(k, η − ξ, l − l′)dηdξ
.
ǫ2t2
〈νt3〉α
∑
k 6=0
∑
l,l′
∫ ∣∣∣∣∣∣A2Q̂2k(η, l) 1〈ξ, l′〉2 〈 t〈ξ,l′〉〉Aψ̂y(ξ, l′)Hi
∣∣∣∣∣∣Low(k, η − ξ, l − l′)dηdξ.
Hence, by (4.18c) and Lemma 4.10, we have
PC1 .
ǫ2t
〈νt3〉α
∥∥A2Q26=∥∥2 ∥∥∥〈∇〉−1Aψy∥∥∥2 . ǫ〈νt3〉α ∥∥A2Q2∥∥22 + ǫ3t4〈νt3〉α
(
1
〈t〉2 ‖AC‖
2
2
)
.
Both terms are consistent with Proposition 2.1 (in particular, by (2.52b)). This completes the
treatment of PC1. The second coefficient term, PC2, is very similar: there is one extra derivative
landing on the coefficient but there is one less power of time from the low frequency factor. By
Lemma 4.1, we will be able to balance the loss by the gain and apply essentially the same treatment
as we did for PC2. Hence, this is omitted for the sake of brevity.
The remainder and coefficient terms PR,C are omitted as they are easier or very similar. This
completes the treatment of NLP (1, 3, 0, 6=). Similarly, the treatment of NLP (1, 2, 0, 6=) is more or
less the same and hence this is also omitted for the sake of brevity.
5.2.1.2 Treatment of NLP (i, j, 0, 6=) with i ∈ {2, 3}
These terms constitute nonlinear interactions with the Y and Z components of the streak, which,
since they are much smaller than theX component, are expected to be easier to handle. On the other
hand, due to the nonlinear structure, the Y , Z contributions come with ∂tY and ∂
t
Z (respectively)
derivatives on the non-zero frequencies, which are more difficult to deal with than ∂X derivatives.
We will demonstrate how to deal with these terms by the example of NLP (2, 3, 0, 6=), which is
one of the leading order terms. The remaining terms yield analogous contributions and are omitted
for the sake of brevity. This term is quintic, however, as in the treatment of NLP (1, 3, 0, 6=) above
in §5.2.1.1, we will only deal with the presence of the variable coefficients when they appear in high
frequency. Hence, expanding with a quintic paraproduct and focusing only on the leading order
contributions gives
NLP (2, 3, 0, 6=) =
∑
k 6=0
∫
A2Q2kA
2
(
(∂Y − t∂X)((∂Y − t∂X)(U3k )Hi(∂tZU20 )Lo)
)
dV
+
∑
k 6=0
∫
A2Q2kA
2
(
(∂Y − t∂X)((∂Y − t∂X)(U3k )Lo(∂tZU20 )Hi)
)
dV
+
∑
k 6=0
∫
A2Q2kA
2
(
(ψy)Hi(∂Y − t∂X)(∂tY (U3k )Lo(∂tZU20 )Lo)
)
dV
+
∑
k 6=0
∫
A2Q2kA
2
(
(∂Y − t∂X)((ψy)Hi(∂Y − t∂X)(U3k )Lo(∂tZU20 )Lo)
)
dV
+ PR,C
= PHL + PLH + PC1 + PC2 + PR,C ,
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where the term PR,C contains the remainders from the quintic paraproducts and the higher order
terms where the coefficients are in low frequency. Consider first PHL. In this case, we have by
(2.58) and (4.2),
PHL . ǫ
∑
k 6=0
∫ ∣∣∣A2Q̂2k(η, l)A2k(η, l) |η − tk| |ξ − tk| Û3k (ξ, l′)Hi∣∣∣Low(η − ξ, l − l′)dηdξ
. ǫ
∑
k 6=0
∫ ∣∣∣∣A2Q̂2k(η, l)〈 t〈ξ, l′〉
〉 |η − tk| |ξ − tk|
k2 + (l′)2 + |ξ − kt|2A
3∆LÛ3k (ξ, l
′)Hi
∣∣∣∣Low(η − ξ, l − l′)dηdξ.
Hence, by (4.10) and (4.18c), we get
PHL . ǫ
∥∥∥√−∆LA2Q2∥∥∥
2
∥∥∆LA3U36=∥∥2 ,
which, after Lemma C.6, is consistent with Proposition 2.1 for c0 sufficiently small.
Turn next to PLH . This term is treated as in the analogous term in NLP (1, 3, 0, 6=), using that
extra loss of time from the second ∂tY derivative replaces the gain in t from the presence of U
2
0 as
opposed to U10 . Indeed, by Lemma 4.1 followed by (4.18c) we have
PLH . ǫ
∥∥∥√−∆LA2Q2∥∥∥2
2
+
ǫ
〈νt3〉α
∥∥AU20∥∥22 ,
which, after Lemma C.4, is consistent with Proposition 2.1.
Of the coefficient error terms, PC2 is more difficult. By (2.58). (2.57), and Lemma 4.1 we have,
PC2 .
ǫ2 〈t〉
〈νt3〉α
∑∫ ∣∣∣∣∣∣A2Q̂2k(η, l) |η − kt|〈ξ, l′〉2 〈 t〈ξ,l′〉〉Aψ̂y(ξ, l′)Hi
∣∣∣∣∣∣Low(k, η − ξ, l − l′)dξdη.
Then, by (4.18c) and Lemma 4.10 we get
PC2 .
ǫ2
〈νt3〉α
∥∥∥√−∆LA2Q2∥∥∥
2
‖AC‖2 . ǫ
∥∥∥√−∆LA2Q2∥∥∥2
2
+
ǫ3
〈νt3〉2α ‖AC‖
2
2 ,
which is consistent with Proposition 2.1 using (2.52b). The treatment of PC1 is analogous and hence
omitted for the sake of brevity.
The remainder terms are either very easy or similar to the ones we have already treated and are
hence omitted. This completes the treatment of NLP (2, 3, 0, 6=); other NLP (i, j, 0, 6=) with i 6= 1
terms are treated similarly and are hence omitted as well.
5.2.1.3 Treatment of NLP (i, j, 6=, 6=) terms
These are pressure interactions now of the type (3DE). All of these terms can be treated in the
same fashion, hence to fix ideas let us just focus on the case i = 1 and j = 3 for simplicity. This
term is quartic, but as above, when we expand with the paraproduct we will group terms with the
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coefficients in low frequency with the remainder. Hence, we write
NLP (1, 3, 6=, 6=) =
∑
k
∫
1kk′(k−k′)6=0A2Q2kA
2
(
(∂Y − t∂X)((∂ZU1k−k′)Lo(∂XU3k′)Hi)
)
dV
+
∑
k
∫
1kk′(k−k′)6=0A2Q2kA
2
(
(∂Y − t∂X)((∂ZU1k−k′)Hi(∂XU3k′)Lo)
)
dV
+
∑
k
∫
1kk′(k−k′)6=0A2Q2kA
2
(
(ψy)Hi(∂Y − t∂X)((∂ZU1k−k′)Lo(∂XU3k′)Lo)
)
dV
+
∑
k
∫
1kk′(k−k′)6=0A2Q2kA
2
(
(∂Y − t∂X)((ψz)Hi(∂Y − t∂X)(U1k−k′)Lo(∂XU3k′)Lo)
)
dV
+ PR,C
= PLH + PHL + PC1 + PC2 + PR,C ,
where PR,C contains all of the remainders and the terms where coefficients appear in low frequency.
By (2.57) and (4.2) followed by (4.10) and (4.18c), we have
PLH .
ǫ 〈t〉δ1
〈νt3〉α
∑
k
∫ ∣∣∣A2Q̂2k(η, l)A2k(η, l)(η − kt)k′Û3k′(ξ, l′)∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
.
ǫ 〈t〉δ1
〈νt3〉α
∑
k
∫ ∣∣∣(η − kt)A2Q̂2k(η, l)
×
〈
t
〈ξ, l′〉
〉
k′
|k′|2 + |l′|2 + |ξ − k′t|2∆LA
3Û3k′(ξ, l
′)
∣∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
.
ǫ 〈t〉δ1
〈νt3〉α
∥∥∥√−∆LA2Q26=∥∥∥
2
∥∥∆LA3U36=∥∥2 ,
which is consistent with Proposition 2.1 by the Lemma C.6 and the bootstrap hypotheses. By
(2.57), (4.2), and (4.14c) followed by (4.18c), we have
PHL .
ǫ
〈νt3〉α
∑
k
∫ ∣∣∣A2Q̂2k(η, l)A2k(η, l)(η − kt)l′Û1k′(ξ, l′)∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
.
ǫ
〈νt3〉α
∑
k
∫ ∣∣∣∣∣A2Q̂2k(η, l)
〈
t
〈ξ, l′〉
〉δ1 〈t〉 (η − kt)l′
|k′|2 + |l′|2 + |ξ − k′t|2∆LA
1Û1k′(ξ, l
′)
∣∣∣∣∣
× Low(k − k′, η − ξ, l − l′)dηdξ
.
ǫ 〈t〉2
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A2Q2
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
∆LA
1U16=
∥∥∥∥∥
2
+
ǫ 〈t〉1+δ1
〈νt3〉α
∥∥A2Q26=∥∥2 ∥∥∆LA1U16=∥∥2 ,
which after Lemmas C.5 and C.6, is consistent with Proposition 2.1 for δ1 and ǫ sufficiently small.
The two coefficient error terms are treated by analogously to the treatment used in §5.2.1.1
above. Hence we omit the details and conclude
PC1 + PC2 .
ǫ2 〈t〉δ1
〈νt3〉2α
∥∥A2Q26=∥∥2 ‖AC‖2 . ǫ〈νt3〉2α ∥∥A2Q26=∥∥22 + ǫ
3 〈t〉2δ1
〈νt3〉2α ‖AC‖
2
2 ,
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which is consistent with Proposition 2.1 for ǫ sufficiently small. As discussed above, the remainder
terms PR.C are much easier than the leading order terms, and these are hence omitted. This
completes the treatment of NLP (1, 3, 6=, 6=). Other i, j combinations can be treated via a simple
variant of this.
5.2.2 Nonlinear stretching NLS
5.2.2.1 Treatment of NLS1(j, 0, 6=) and NLS1(j, 6=, 0)
The NLS1(j, 0, 6=) terms can essentially be treated in the same manner as the NLP (j, 2, 0, 6=)
nonlinear pressure terms in §5.2.1.2 and §5.2.1.1 (though easier). We omit the details for brevity.
Turn next to the NLS1(j, 6=, 0) terms. Notice that the j = 1 term disappears. The j = 3 term
is then the most dangerous remaining term. As usual we expand the term with a paraproduct and
only keep the coefficients to leading order when they appear in high frequency. Hence we have
NLS1(3, 6=, 0) = −
∫
A2Q2A2
(
(Q36=)Hi(∂ZU
2
0 )Lo
)
dV −
∫
A2Q2A2
(
(Q36=)Lo(∂ZU
2
0 )Hi
)
dV
−
∫
A2Q2A2
(
(Q36=)Lo(ψz)Hi(∂Y U
2
0 )Lo
)
dV + SR,C
= SHL + SLH + SC + SR,C ,
where SR,C contains the paraproduct remainders and the terms where the coefficients appear in
low frequency. By (2.58) and (4.2) followed by (4.10) and (4.18c), we have
SHL . ǫ
∑
k 6=0
∫ ∣∣∣∣A2Q̂2k(η, l)〈 t〈ξ, l′〉
〉
A3Q̂3k(ξ, l
′)Hi
∣∣∣∣Low(η − ξ, l − l′)dηdξ
. ǫ
∥∥∥√−∆LA2Q2∥∥∥
2
∥∥A3Q36=∥∥2 ,
which is absorbed by the dissipation due to the non-zero frequencies for c0 sufficiently small. For
the SLH term we have by (2.53), Lemma 4.1, and (4.18c)
SLH .
ǫ 〈t〉2
〈νt3〉α
∑
k
∫ ∣∣∣A2Q̂2k(η, l)A2k(η, l)l′Û20 (ξ, l′)Hi∣∣∣Low(η − ξ, l − l′)dηdξ
.
ǫ 〈t〉
〈νt3〉α
∑
k
∫ ∣∣∣A2Q̂2k(η, l)AÛ20 (ξ, l′)Hi∣∣∣Low(η − ξ, l − l′)dηdξ
.
ǫ 〈t〉
〈νt3〉α
∥∥A2Q2∥∥
2
∥∥AU20∥∥2 ,
which is consistent with Proposition 2.1 for ǫ sufficiently small. For the coefficient error term SC ,
by (2.58), (2.57), and Lemma 4.1, followed by (4.18c),
SC .
ǫ2 〈t〉2
〈νt3〉α
∑
k
∫ ∣∣∣∣A2Q̂2k(η, l) 1〈t〉 〈ξ, l′〉Aψ̂y(ξ, l′)Hi
∣∣∣∣Low(η − ξ, l − l′)dηdξ
.
ǫ2 〈t〉
〈νt3〉α
∥∥A2Q2∥∥
2
∥∥∥〈∇〉−1Aψy∥∥∥
2
.
ǫ 〈t〉
〈νt3〉α
∥∥A2Q2∥∥2
2
+
ǫ3 〈t〉
〈νt3〉α ‖AC‖
2
2 ,
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where the last line followed from Lemma 4.10. This is consistent with Proposition 2.1 for ǫ suffi-
ciently small by the bootstrap hypotheses.
As usual, the remainders and coefficient error terms in SR,C are significantly easier to treat
and hence are omitted for brevity. This completes the treatment of NLS1(3, 6=, 0); the other term,
NLS1(2, 6=, 0) is easier and is treated the same way, hence we omit this for brevity.
5.2.2.2 Treatment of NLS1(j, 6=, 6=)
All of these terms are treated in essentially the same way; let us focus on j = 3 for brevity. As
usual we expand the term with a paraproduct and only keep the coefficients to leading order when
they appear in high frequency. Hence we have
NLS1(3, 6=, 6=) = −
∫
A2Q2A2
(
(Q36=)Hi(∂ZU
2
6=)Lo
)
dV −
∫
A2Q2A2
(
(Q36=)Lo(∂ZU
2
6=)Hi
)
dV
−
∫
A2Q2A2
(
(Q36=)Lo(ψz)Hi((∂Y − t∂X)U26=)Lo
)
dV + SR,C
= SHL + SLH + SC + SR,C ,
where SR,C contains the paraproduct remainders and the terms where the coefficients appear in
low frequency. By (2.57), (4.2), and (4.18c) we have
SHL .
ǫ
〈t〉2−δ1 〈νt3〉α
∑
k
∫ ∣∣∣∣A2Q̂2k(η, l)〈 t〈ξ, l′〉
〉
A3Q̂3k′(ξ, l
′)Hi
∣∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
.
ǫ
〈t〉1−δ1 〈νt3〉α
∥∥A2Q2∥∥
2
∥∥A3Q3∥∥
2
,
which is consistent with Proposition 2.1 for ǫ sufficiently small. Turn next to the SLH term. By
(2.51), (4.2), (4.12) and (4.18c) we have
SLH .
ǫ 〈t〉2
〈νt3〉α
∑
k
∫ ∣∣∣∣A2Q̂2k(η, l) |l′||k′|2 + |l′|2 + |ξ − k′t|2∆LA2Û2k′(ξ, l′)Hi
∣∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
.
ǫ 〈t〉2
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A2Q2
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A2∆LU
2
6=
∥∥∥∥∥
2
+
ǫ 〈t〉
〈νt3〉α
∥∥A2Q2∥∥
2
∥∥A2∆LU26=∥∥2 ,
which is consistent with Proposition 2.1 for ǫ small by Lemmas C.6 and C.5. For the coefficient error
term is treated in the same fashion as the corresponding error term associated with NLS1(3, 6=, 0)
in §5.2.2.1 above. Hence, the treatment is omitted. Similarly, the remainder and coefficient low
frequency terms in SR,C are also omitted. This completes the treatment of the NLS1(3, 6=, 6=) term;
the other NLS(i, j, 6=, 6=) terms are treated similarly.
5.2.2.3 Treatment of NLS2(i, 1, 0, 6=)
The non-zero contributions come from i = 2 and i = 3; these are essentially identical so we will treat
just consider the i = 2 case. Moreover, we will be able to follow existing treatments; in particular,
we can essentially apply the same treatment here as in the treatment of NLP (1, 2, 0, 6=) in §5.2.1.1
(which was omitted since it is easier than the leading order NLP (1, 3, 0, 6=)).
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5.2.2.4 Treatment of NLS2(i, j, 0, 6=) with j 6= 1
As with NLS2(i, 1, 0, 6=), we will be able to adapt existing treatments in a straightforward manner.
Note that i 6= 1 by the nonlinear structure. As all of the contributions are similar, so just consider
the i = 3, j = 2 case (note the i = j = 2 term cancels with the NLP term). We expand with a
paraproduct as usual; when U26= is in high frequency, the treatment is analogous to the analogous
NLP (2, 3, 0, 6=) in §5.2.1.2 and when U20 or the coefficients are in high frequency, we may adapt the
methods in e.g. §5.2.1.1.
5.2.2.5 Treatment of NLS2(i, j, 6=, 0)
Note that both j 6= 1 and i 6= 1 by the nonlinear structure. It is straightforward to adapt the
methods applied in e.g. §5.2.2.4 to this case and hence the details are omitted for brevity.
5.2.2.6 Treatment of NLS2(i, j, 6=, 6=)
Each of these cases are the same up to small variations hence we focus on one representative example,
NLS2(2, 3, 6=, 6=) and omit the rest. As usual, expanding with a paraproduct and keeping leaving
all of the terms where the coefficients appear in low frequency in the remainder, we have
NLS2(2, 3, 0, 6=) = −
∫
A2Q2A2
(
(∂Y − t∂X)(U36=)Lo∂Z(∂Y − t∂X)(U26=)Hi
)
dV
−
∫
A2Q2A2
(
(∂Y − t∂X)(U36=)Hi∂Z(∂Y − t∂X)(U26=)Lo
)
dV
+ SC1 + SC2 + SC3 + SR,C
= SLH + SHL + SC1 + SC2 + SC3 + SR,C ,
where we are omitting the full definitions of SCi since they are analogous to previous cases in e.g.
NLP and can be treated in similar manners. By (2.57), (4.2), and (4.18c).
SLH .
ǫ 〈t〉
〈νt3〉α
∥∥A2Q26=∥∥2 ∥∥A2∆LU26=∥∥2 ,
which is consistent with Proposition 2.1 for ǫ sufficiently small. A similar treatment for SHL,
combined with the additional inviscid damping on U2 and (4.10), gives
SHL .
ǫ
〈t〉1−δ1 〈νt3〉α
∥∥A2Q26=∥∥2 ∥∥A3∆LU36=∥∥2 ,
which is consistent with Proposition 2.1 for ǫ sufficiently small. As mentioned above, the coefficient
error terms and the remainder terms are simpler and are omitted for the sake of brevity, hence
this completes the treatment of NLS(2, 3, 6=, 6=). The other NLS2(i, j, 6=, 6=) contributions follow
similarly.
5.2.3 Transport nonlinearity
Next we treat the contribution of the transport nonlinearity to the evolution of non-zero frequencies.
Begin with a paraproduct decomposition:
T 6= = −
∫
A2Q26=A
2
(
U˜Lo · ∇Q2Hi
)
dV −
∫
A2Q26=A
2
(
U˜Hi · ∇Q2Lo
)
dV −
∫
A2Q26=A
2
(
U˜ · ∇Q2
)
R
dV
= TT + TR + TR,
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where ‘T’ and ‘R’ stand for ‘transport’ and ‘reaction’ respectively, keeping with the terminology
used in [13] (the terminology ‘reaction’ traces back further to [62]). Decompose the transport and
reaction terms into subcomponents depending on the X frequencies:
TT = −
∫
A2Q26=A
2
(
(U˜6=)Lo · (∇Q20)Hi
)
dV −
∫
A26=Q
2A2
(
(U˜0)Lo · ∇(Q26=)Hi
)
dV
−
∫
A2Q26=A
2
(
(U˜ 6=)Lo · ∇(Q26=)Hi
)
dV
= TT ; 6=0 + TT ;06= + TT ; 6= 6=,
and,
TR = −
∫
A2Q26=A
2
(
(U˜6=)Hi · (∇Q20)Lo
)
dV −
∫
A2Q26=A
2
(
(U˜0)Hi · ∇(Q26=)Lo
)
dV
−
∫
A2Q26=A
2
(
(U˜6=)Hi · ∇(Q26=)Lo
)
dV
= TR; 6=0 + TR;06= + TR; 6= 6=.
5.2.3.1 Transport by zero frequencies: TT ;06=
Turn first to TT ;06=, which is the transport by zero frequencies. Write
TT ;06= = −
∫
A2Q26=A
2
(
gLo∂Y (Q
2
6=)Hi
)
dV −
∫
A2Q26=A
2
(
(U30 )Lo∂Z(Q
2
6=)Hi
)
dV
= T gT ;06= + T UT ;06=.
On the Fourier side,
T gT ;06= .
∑
k 6=0
∑
l,l′
∫ ∣∣∣A2Q̂2k(η, l)A2k(η, l)gˆ(η − ξ, l − l′)LoξQ̂2k(ξ, l′)Hi∣∣∣ dηdξ.
Therefore by (4.2), |ξ| ≤ |ξ − kt|+ |kt|, and (4.18c), we have
T gT ;06= . ‖g‖Gλ,3/2+
∥∥A2Q26=∥∥2 (∥∥(∂Y − t∂X)A2Q2∥∥2 + t ∥∥∂XA2Q2∥∥2)
. 〈t〉 ‖g‖Gλ,3/2+
∥∥A2Q26=∥∥2 ∥∥∥√−∆LA2Q26=∥∥∥2
. ǫ
∥∥∥√−∆LA2Q26=∥∥∥2
2
+
ǫ
〈t〉2
∥∥A2Q26=∥∥22 ,
where the last line followed from the low norm control on g, (2.52d). The first factor is absorbed by
the dissipation for c0 small and the second factor integrates to something consistent with Proposition
2.1 for ǫ sufficiently small. To treat T UT ;06=, we have by (4.2) and (4.18c),
T UT ;06= .
∥∥U30∥∥Gλ,3/2+ ∥∥A2Q26=∥∥2 ∥∥∥√−∆LA2Q26=∥∥∥2 . ǫ ∥∥∥√−∆LA2Q26=∥∥∥22 ,
where the last inequality followed from (2.58). This contribution is then absorbed by the dissipation
for c0 small.
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5.2.3.2 Transport by non-zero frequencies, TT ; 6= 6= and TT ; 6=0
Turn next to TT ; 6= 6=. By (2.24), we can write this term more naturally with a ∇t,
TT ; 6= 6= = −
∫
A2Q26=A
2
k

 (U
1
6=)Lo(
(1 + ψy)U
2
6=
)
Lo
+
(
ψzU
3
6=
)
Lo
(U36=)Lo
 ·
 ∂X∂Y − t∂X
∂Z
 (Q26=)Hi
 dV.
The presence of the coefficients is irrelevant by Lemma 4.8 and Lemma 4.10 so let us ignore them.
By (4.2), (4.18c). and (2.57) we have
TT ; 6= 6= .
(∥∥U16=∥∥Gλ,3/2+ + ∥∥U26=∥∥Gλ,3/2+ + ∥∥U36=∥∥Gλ,3/2+)∥∥A2Q2∥∥2 ∥∥∥√−∆LA2Q2∥∥∥2
.
ǫ 〈t〉2δ1
〈νt3〉2α
∥∥A2Q2∥∥2
2
+ ǫ
∥∥∥√−∆LA2Q2∥∥∥2
2
,
which is consistent with Proposition 2.1 for c0 and ǫ sufficiently small. The contribution from TT ; 6=0
is treated similarly and yields
TT ; 6=0 . ǫ 〈t〉
δ1
〈νt3〉α
∥∥A2Q2∥∥
2
∥∥∇A2Q20∥∥2 . ǫ‖∇A2Q20‖22 + ǫ 〈t〉2δ1〈νt3〉2α ‖A2Q2‖22.
This completes the treatment of the ‘transport’ contribution to the transport nonlinearity.
5.2.3.3 Reaction term TR;06=
Turn next to TR;06=. By Lemma 4.1 and (4.18c),
TR;0, 6= .
(‖Ag‖2 + ∥∥AU30∥∥) ∥∥A2Q26=∥∥22 . ǫ ∥∥∥√−∆LA2Q2∥∥∥22 ,
where the last inequality followed from (2.52c) and (2.58). This contribution is then absorbed by
the dissipation for c0 sufficiently small.
5.2.3.4 Reaction term TR; 6=0
Turn next to the non-zero mode reaction contributions, which are the source of several subtle and
important difficulties. First consider TR; 6=0, which must be further decomposed on the Fourier side;
note we will have to keep more careful track of the low frequency factors here:
TR; 6=0 .
∑
k 6=0
∫ ∣∣∣A2Q̂2k(η, l)A2k(η, l)Û2k (ξ, l′)Hi ̂((1 + ψy)∂YQ20)(η − ξ, l − l′)Lo∣∣∣ dηdξ
+
∑
k 6=0
∫ ∣∣∣A2Q̂2k(η, l)A2k(η, l)Û3k (ξ, l′)Hi ̂((ψz∂Y + ∂Z)Q20)(η − ξ, l − l′)Lo∣∣∣ dηdξ
+
∑
k 6=0
∫ ∣∣∣A2Q̂2k(η, l)A2k(η, l)(ψ̂y)(ξ, l′)Hi ̂(U2k∂YQ20)(η − ξ, l − l′)Lo∣∣∣ dηdξ
+
∑
k 6=0
∫ ∣∣∣A2Q̂2k(η, l)A2k(η, l)(ψ̂z)(ξ, l′)Hi ̂(U3k∂YQ20)(η − ξ, l − l′)Lo∣∣∣ dηdξ
+ TR; 6=0;R
= TR; 6=0;2 + TR; 6=0;3 + TR; 6=0;C1 + TR; 6=0;C2 + TR; 6=0;R.
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Turn first to TR; 6=,0;2. By (4.2), (4.18a) and (4.8) (also Lemma 4.10 and (2.52e)):
TR; 6=0;2 .
∥∥A2Q26=∥∥2 ∥∥A2U26=∥∥2 ∥∥∇Q20∥∥Gλ,3/2+
. ǫ
∥∥A2Q26=∥∥2 ∥∥∇Q20∥∥Gλ,3/2+
. ǫ
∥∥∥√−∆LA2Q2∥∥∥2
2
,
where the second to last line followed from Lemma C.6 and the bootstrap hypotheses. This is then
absorbed by the dissipation. Turn next to TR; 6=,0;3. By (4.2) and (4.10),
TR; 6=0;3 .
∑
k 6=0
∫ ∣∣∣∣∣∣A2Q̂2k(η, l)
〈
t
〈ξ,l′〉
〉
k2 + (l′)2 + |ξ − kt|2∆LA
3Û3k (ξ, l
′)Hi
× ecλ|η−ξ,l−l′|s ̂((ψz∂Y + ∂Z)Q20)(η − ξ, l − l′)Lo∣∣∣ dηdξ
.
∑
k 6=0
∫ ∣∣∣A2Q̂2k(η, l)∆LA3Û3k (ξ, l′)Hi
× ecλ|η−ξ,l−l′|s ̂((ψz∂Y + ∂Z)Q20)(η − ξ, l − l′)Lo∣∣∣ dηdξ.
Then, by (4.18a) and (4.8) (also Lemma 4.10 and the bootstrap hypotheses) we have
TR; 6=0;3 .
∥∥A2Q26=∥∥∥∥A3∆LU36=∥∥2 ∥∥∇Q20∥∥Gλ,5/2+
.
∥∥A2Q26=∥∥∥∥A3∆LU36=∥∥2 ∥∥∥√−∆LA2Q2∥∥∥2
. ǫ
∥∥∥√−∆LA2Q2∥∥∥2
2
+ ǫ
∥∥A3∆LU36=∥∥22 .
After Lemma C.6, this is consistent with Proposition 2.1 for c0 sufficiently small. Of the two
coefficient terms TR; 6=,0;C1 and TR; 6=,0;C2, the second is more difficult as U3 is much larger than U2
due to the inviscid damping on the latter. Hence, we focus only on the latter and omit the former
for brevity; it yields similar results. From Lemma 4.1 and (4.18a), we have
TR; 6=0;C2 . ǫ
2
〈νt3〉α
∑
k 6=0
∫ ∣∣∣∣∣∣A2Q̂2k(η, l) 1〈ξ, l′〉2 〈 t〈ξ,l′〉〉Aψˆz(ξ, l′)HiLow(k, η − ξ, l − l′)
∣∣∣∣∣∣ dηdξ
.
ǫ2
〈t〉 〈νt3〉α
∥∥A2Q26=∥∥2 ∥∥∥〈∇〉−1Aψz∥∥∥2
.
ǫ
〈νt3〉α
∥∥A2Q26=∥∥22 + ǫ3〈t〉2 〈νt3〉α ‖AC‖22 ,
where the last line followed from Lemma 4.10. This is consistent with Proposition 2.1 by the
bootstrap hypotheses. Finally the remainder term TR; 6=0;R is straightforward due to the presence
of non-zero frequencies; we omit the treatment for brevity. This completes the treatment of TR; 6=0.
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5.2.3.5 Reaction term TR; 6= 6=
Turn finally to TR; 6= 6=, which are the most difficult. As in the treatment of TR; 6=0 above in §5.2.3.4
we further decompose in terms of frequency and component:
TR; 6= 6= . ǫ 〈t〉
δ1
〈νt3〉α
∑
k,k′
∫
1kk′(k−k′)6=0
∣∣∣A2Q̂2k(η, l)A2k(η, l)Û1k′(ξ, l′)Hi∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
+
ǫ 〈t〉1+δ1
〈νt3〉α
∑
k,k′
∫
1kk′(k−k′)6=0
∣∣∣A2Q̂2k(η, l)A2k(η, l)Û2k′(ξ, l′)Hi∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
+
ǫ 〈t〉δ1
〈νt3〉α−1
∑
k,k′
∫
1kk′(k−k′)6=0
∣∣∣A2Q̂2k(η, l)A2k(η, l)Û3k′(ξ, l′)Hi∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
+
ǫ2
〈t〉1−2δ1 〈νt3〉α
∑
k,k′
∫
1kk′(k−k′)6=0
∣∣∣A2Q̂2k(η, l)A2k(η, l)ψ̂y(ξ, l′)Hi∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
+
ǫ2 〈t〉1+δ1
〈νt3〉α
∑
k,k′
∫
1kk′(k−k′)6=0
∣∣∣A2Q̂2k(η, l)A2k(η, l)ψ̂z(ξ, l′)Hi∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
+ TR; 6= 6=;R
= T 1R; 6= 6= + T 2R; 6= 6= + T 3R; 6= 6= + T C1R; 6= 6= + T C2R; 6= 6= + TR; 6= 6=;R.
Note that here we have applied ǫt
〈
νt3
〉−1
. t−2 to reduce the power of time of the (U3)Hi
(
ψz(∂Y − t∂X)Q2
)
Lo
term.
We may treat the leading order terms together. In the case of T 1R; 6= 6=, a power of t is lost from
Lemma 4.1 when exchanging A2 for A1 and in T 2R; 6= 6= a power of t is lost from the low frequencies.
For T 3R; 6= 6= a power of t is lost exchanging A2 for A3 in Lemma 4.1 (for t & |ξ, l′|). Together then
we have for any j ∈ {1, 2, 3}, from (4.2), (4.10) and (4.18c),
T jR; 6= 6= .
ǫ 〈t〉1+δ1
〈νt3〉α−1
∑∫ ∣∣∣A2Q̂2k(η, l)∣∣∣ 1(k′)2 + (l′)2 + |ξ − k′t|2
〈
t
〈ξ, l′〉
〉δ1 ∣∣∣∣Aj∆LÛ jk′(ξ, l′)Hi∣∣∣∣
× Low(k − k′, η − ξ, l − l′)dηdξ
.
ǫ 〈t〉1+δ1
〈νt3〉α−1
∥∥A2Q26=∥∥2 ∥∥∥Aj∆LU j6=∥∥∥2 .
which by Lemma C.6, is consistent with Proposition 2.1 by the bootstrap hypotheses for ǫ and δ1
sufficiently small. The coefficient error terms are treated the same as in §5.2.3.4; hence we omit the
treatments for brevity. The remainder terms TR; 6= 6= are similarly straightforward and are omitted
for brevity as well. This completes the treatment of the transport nonlinearity for Q2.
5.2.4 Dissipation error terms D
Recalling the dissipation error terms and the short-hand (4.27), we have
DE = ν
∑
k 6=0
∫
A2Q2kA
2
k
(
G(∂Y − t∂X)2Q2k + 2ψz(∂Y − t∂X)∂ZQ2k
)
dV
= D1E +D2E .
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The first is strictly harder than the latter, so we focus only on D1E ; D2E is treated in the same fashion
and results in similar contributions. We expand via paraproduct
D1E = ν
∑
k 6=0
∫
A2Q2kA
2
k
(
GHi(∂Y − t∂X)2(Q2k)Lo
)
dV
+ ν
∑
k 6=0
∫
A2Q2kA
2
k
(
GLo(∂Y − t∂X)2(Q2k)Hi
)
dV
+ ν
∑
k 6=0
∫
A2Q2kA
2
k
((
G(∂Y − t∂X)2Q2k
)
R
)
dV
= D1E;HL +D1E;LH +D1E;R.
Via (4.9), (4.2), and (4.18c) we have
D1E;LH . ν ‖C‖Gλ,3/2+
∥∥∥√−∆LA2Q2∥∥∥2
2
. c0ν
∥∥∥√−∆LA2Q2∥∥∥2
2
,
which is absorbed by the dissipation for c0 sufficiently small. The remainder terms are treated
similarly (though with (4.4), and (4.18b)) and yield the same contribution.
Turn next to D1E;HL, where the coefficient is in high frequency. For this term we may use a
straightforward treatment: from (2.57) and Lemma 4.1, followed by (4.18c) and Lemma 4.10,
D1E;HL .
νǫ 〈t〉2+δ1
〈νt3〉α
∑
k 6=0
∫ ∣∣∣∣A2Q̂2k(η, l) 1〈ξ, l′〉 〈t〉AĜ(ξ, l′)Hi
∣∣∣∣Low(η − ξ, l − l′)dηdξ
.
νǫ 〈t〉1+δ1
〈νt3〉α
∥∥A2Q26=∥∥2 ‖AC‖2
.
ǫ
〈νt3〉α
∥∥A2Q26=∥∥22 + ν2ǫ 〈t〉2+2δ1〈νt3〉α ‖AC‖22
which is consistent with Proposition 2.1 for ǫ sufficiently small.
6 High norm estimate on Q3
Computing the evolution of A3Q3:
1
2
d
dt
∥∥A3Q3∥∥2
2
≤ λ˙
∥∥∥|∇|s/2A3Q3∥∥∥2
2
−
∥∥∥∥∥
√
∂tw
w
A3Q3
∥∥∥∥∥
2
2
−
∥∥∥∥∥
√
∂twL
wL
A3Q3
∥∥∥∥∥
2
2
− 2
t
∥∥∥1t>〈∇Y,Z〉A3Q3∥∥∥22
− 2
∫
A3Q3A3∂tY XU
3dV + 2
∫
A3Q3A3∂tZXU
2dV
+ ν
∫
A3Q3A3
(
∆˜tQ
3
)
dV −
∫
A3Q3A3
(
U˜ · ∇Q3
)
dv
−
∫
A3Q3A3
[
Qj∂tjU
3 + 2∂tiU
j∂tijU
3 − ∂tZ
(
∂tiU
j∂tjU
i
)]
dV
= DQ3 −CK3L + LS + LP +DE + T +NLS1 +NLS2 +NLP, (6.1)
where we are again using
DE = ν
∫
A3Q3A3
(
(∆˜t −∆L)Q3
)
dV.
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As in (5.2), let us here introduce the following enumerations: for i, j ∈ {1, 2, 3} and a, b ∈ {0, 6=}:
NLP (i, j, a, b) =
∫
A3Q36=A
3
(
∂tZ
(
∂tjU
i
a∂
t
iU
j
b
))
dV (6.2a)
NLS1(j, a, b) = −
∫
A3Q36=A
3
(
Qja∂
t
jU
3
b
)
dV (6.2b)
NLS2(i, j, a, b) = −
∫
A3Q36=A
3
(
∂tiU
j
a∂
t
i∂
t
jU
3
b
)
dV (6.2c)
NLP (i, j, 0) =
∫
A3Q30A
3
(
∂tZ
(
∂tjU
i
0∂
t
iU
j
0
))
dV (6.2d)
NLS1(j, 0) = −
∫
A3Q30A
3
(
Qj0∂
t
jU
3
0
)
dV (6.2e)
NLS2(i, j, 0) = −
∫
A3Q30A
3
(
∂tiU
j
0∂
t
i∂
t
jU
3
0
)
dV (6.2f)
F = −
∫
A3Q30A
3
(
∂ti∂
t
i∂
t
j
(
U j6=U
3
6=
)
0
− ∂tZ∂tj∂ti
(
U i6=U
j
6=
)
0
)
dV (6.2g)
T0 = −
∫
A3Q30A
3
(
U˜0 · ∇Q30
)
dV (6.2h)
T 6= = −
∫
A2Q36=A
3
(
U˜ · ∇Q3
)
dV. (6.2i)
6.1 Zero frequencies
As in treatment of A2Q2 in §5.1, the estimate on Q30 is very different from the estimate on Q36= and
are hence naturally separated.
6.1.1 Transport nonlinearity
The treatment of the zero frequency transport nonlinearity in (6.1), denoted T0 in (6.2), goes through
exactly the same as the corresponding treatment for Q20 in §5.1.1 and hence, for the sake of brevity
this term is omitted.
6.1.2 Nonlinear pressure and stretching
For these terms (NLS1(j, 0), NLS2(i, j, 0), NLP (i, j, 0) in (6.2))we may use the same treatment
here as we used in §5.1.2 without any significant changes. The treatment is omitted for the sake of
brevity.
6.1.3 Forcing from non-zero frequencies
Turn next to the treatment of F (defined above in (6.2)). These are interactions of type (F), and
consistent with §2.4, we will see that the effects on Q30 are more extreme than those on Q20. Write
F = −
∫
A3Q3A3
(
∂tY ∂
t
Y ∂
t
j
(
U j6=U
3
6=
)
0
− ∂tZ∂tZ∂tY
(
U26=U
3
6=
)
0
− ∂tZ∂tY ∂tY
(
U26=U
2
6=
)
0
)
dV
= F 1 + F 2 + F 3.
The most dangerous term is F 1 due to the three Y derivatives for j = 2; we omit the other three
terms for brevity as they are relatively easy variants. As in §5.1.3, the treatments all reduce to
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applying the appropriate version of (4.15). Write
F 1 = −
∫
A3Q3A3
(
∂tY ∂
t
Y ∂
t
Y
(
U26=U
3
6=
)
0
+ ∂tY ∂
t
Y ∂
t
Z
(
U36=U
3
6=
)
0
)
dV = F 1;2 + F 1;3.
Let us focus only on F 1;2, which is the leading order contribution. As in §5.1.3, we will expand with
a quintic paraproduct but we group the terms with low frequency coefficients in with the remainder
terms (due to Remark 4.4). For F 1;2 this means the decomposition
F 1;2 = −
∑
k 6=0
∫
A3Q30A
3
0∂Y ∂Y ∂Y
((
U3−k
)
Hi
(
U2k
)
Lo
)
dV
−
∑
k 6=0
∫
A3Q30A
3
0∂Y ∂Y ∂Y
((
U3−k
)
Lo
(
U2k
)
Hi
)
dV
−
∑
k 6=0
∫
A3Q30A
3
0(ψy)Hi∂Y ∂Y ∂Y
((
U3−k
)
Lo
(
U2k
)
Lo
)
dV
−
∑
k 6=0
∫
A3Q30A
3
0∂Y
(
(ψy)Hi∂Y ∂Y
((
U3−k
)
Lo
(
U2k
)
Lo
))
dV
−
∑
k 6=0
∫
A3Q30A
3
0∂Y ∂Y
(
(ψy)Hi∂Y
((
U3−k
)
Lo
(
U2k
)
Lo
))
dV
+ F 1R,C
= FHL + FLH + FC1 + FC2 + FC3 + FR,C ,
where here FR,C includes all of the remainders from the paraproduct and other terms where coeffi-
cients appear in low frequency. From (2.57), (4.15), and (4.18c) we have,
FHL .
ǫ
〈t〉2−δ1 〈νt3〉α
∑
k 6=0
∑
l,l′
∫ ∣∣∣A3Q̂30(η, l)∣∣∣ |η|3
〈
t
〈ξ,l′〉
〉2
k2 + (l′)2 + |ξ − kt|2
∣∣∣∆LA3Û3k(ξ, l′)∣∣∣
× Low (−k, η − ξ, l − l′) dηdξ
.
ǫ 〈t〉1+δ1
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3Q3
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3∆LU
3
6=
∥∥∥∥∥
2
+
ǫ
〈t〉2−δ1 〈νt3〉α
∥∥∥√−∆LA3Q3∥∥∥
2
∥∥A3∆LU36=∥∥2 ,
which, after the application of Lemmas C.5 and C.6, is consistent with Proposition 2.1.
Turn next to FLH , which is the leading order effect of (F) isolated in §2.4. By (2.57), (4.15),
and (4.18c),
FLH .
ǫ
〈νt3〉α
∑
k 6=0
∑
l,l′
∫ ∣∣∣∣∣∣A3Q̂30(η, l)
|η|3
〈
t
〈ξ,l′〉
〉
k2 + (l′)2 + |ξ − kt|2∆LA
2Û2k(ξ, l
′)
∣∣∣∣∣∣Low(−k, η − ξ, l − l′)dηdξ
.
ǫt3
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3Q3
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A2∆LU
2
6=
∥∥∥∥∥
2
+
ǫ
〈νt3〉α
∥∥∥√−∆LA3Q3∥∥∥
2
∥∥A2∆LU26=∥∥2 .
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After the application of Lemmas C.5 and C.6, is consistent with Proposition 2.1. Notice the ap-
pearance of ǫt3
〈
νt3
〉−α
, which uses the hypothesis ν & ǫ to control.
The FCi terms associated with the coefficients in high frequency are treated the same as the
corresponding terms in §5.1.3 and are hence omitted for brevity. The remainder terms are similarly
straightforward or easy variants of the other treatments and are hence omitted as well. This
completes the treatment of F 1;2. As mentioned above, the treatments of F 1;3, F 2, and F 3 are
similar (but weaker) and hence also omitted.
6.1.4 Dissipation error terms
The treatment of the dissipation error terms for Q30 is the same as Q
2
0 as outlined in §5.1.4, and
therefore is omitted for the sake of brevity.
6.2 Non-zero frequencies
6.2.1 Nonlinear pressure NLP
6.2.1.1 Treatment of NLP (1, j, 0, 6=)
This term is the analogue of the nonlinear terms treated in §5.2.1.1 and are of type (SI). Note that
j 6= 1. We can essentially use the same treatment, although here it is easier since Y derivatives are
slightly harder than Z derivatives and because we are imposing one less power of time control on
Q36= than on Q
2
6=. For this reason, we omit the treatment for brevity and simply conclude the result:
NLP (1, j, 0, 6=) . c0
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3Q3
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
∆LA
jU j6=
∥∥∥∥∥
2
+ ǫ
∥∥∥√−∆LA3Q3∥∥∥
2
∥∥∥Aj∆LU j6=∥∥∥2
+
ǫ
〈νt3〉α
∥∥A3Q36=∥∥2 ∥∥AU10∥∥2 + ǫ2t〈νt3〉α−1 ∥∥A3Q36=∥∥2 ‖AC‖2 ,
which after Lemmas C.4, C.5, and C.6, is consistent with Proposition 2.1 for ǫ and c0 sufficiently
small.
6.2.1.2 Treatment of NLP (i, j, 0, 6=) with i ∈ {2, 3}
This is the analogue of the nonlinear terms treated in §5.2.1.2 above. Note that again j 6= 1. These
can treated analogously to the treatment in §5.2.1.2, but in fact it is much easier here due to the
fact that Q3 is growing quadratically at frequencies with t & 〈∇Y,Z〉. In particular we can deduce
as above,
NLP (i, j, 0, 6=) . ǫ ∥∥A3Q36=∥∥2 ∥∥∥∆LA3U j6=∥∥∥2 + ǫ 〈t〉〈νt3〉α ∥∥A3Q36=∥∥2 ∥∥AU i0∥∥2
+
ǫ2 〈t〉
〈νt3〉α−1
∥∥A3Q3∥∥
2
‖AC‖2 ,
which, after Lemmas C.4 and C.6, is consistent with Proposition 2.1.
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6.2.1.3 Treatment of NLP (i, j, 6=, 6=)
These terms can all be treated with an easy variant of the treatment in §5.2.1.3, however as Q3 is
growing quadratically at ‘low’ frequencies, it is significantly easier here. Accounting for the worst
case (which is realized by (i, j) = (1, 1))
NLP (i, j, 6=, 6=) . ǫ 〈t〉
1+δ1
〈νt3〉α−2
∥∥A3Q36=∥∥2 (∥∥∥Aj∆LU j6=∥∥∥2 + ∥∥Ai∆LU i6=∥∥2)+ ǫ2 〈t〉2δ1〈νt3〉α−2 ∥∥A3Q36=∥∥2 ‖AC‖2 ,
which is consistent with Proposition 2.1.
6.2.2 Nonlinear stretching NLS
Unlike the case of the NLP terms in §6.2.1, controlling the NLS terms in the evolution of Q3 is in
general slightly harder than for Q2 (treated above in §5.2.2) since U3 is larger than U2.
6.2.2.1 Treatment of NLS1(j, 6=, 0) and NLS1(j, 0, 6=)
Consider first the NLS1(j, 0, 6=) terms. As in §5.2.2.1, these terms are all easier variants of the
NLP (j, 3, 0, 6=) terms, and hence can be omitted for brevity.
Consider next the NLS1(j, 6=, 0) terms. Notice that j 6= 1 by the nonlinear structure. Both the
remaining contributions are essentially the same so to fix ideas just consider j = 3. Expand the
term with a paraproduct (as usual, grouping terms where the coefficients appear in low frequency
with the remainder)
NLS1(3, 6=, 0)) = −
∫
A3Q36=A
3
(
(Q36=)Hi∂Z(U
3
0 )Lo
)
dV −
∫
A3Q36=A
3
(
(Q36=)Lo∂Z(U
3
0 )Hi
)
dV
−
∫
A3Q36=A
3
(
(Q36=)Lo(ψz)Hi(∂Y U
3
0 )Lo
)
dV + SR,C
= SHL + SLH + SC + SR.
By (4.2), (2.58), and (4.18c),
SHL . ǫ
∥∥A3Q36=∥∥22 ,
which is absorbed by the dissipation due to the non-zero frequencies. By Lemma 4.1, (2.57), and
(4.18c) we have
SHL .
ǫt
〈νt3〉α
∥∥A3Q36=∥∥2 ∥∥AU30∥∥ ,
which is consistent with Proposition 2.1 by Lemma C.4. Similarly (using Lemma 4.10),
SC .
ǫ2t
〈νt3〉α
∥∥A3Q36=∥∥2 ‖AC‖ ,
which is consistent with Proposition 2.1 for ǫ sufficiently small. The remainder term is similarly
straightforward and is hence omitted.
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6.2.2.2 Treatment of NLS1(j, 6=, 6=)
These terms are interactions of type (3DE). All of these terms can be treated in a similar fashion;
to fix ideas consider j = 1. Expand the term with a paraproduct
NLS1(1, 6=, 6=)) = −
∫
A3Q36=A
3
(
(Q16=)Hi(∂XU
3
6=)Lo
)
dV −
∫
A3Q36=A
3
(
(Q16=)Lo(∂XU
3
6=)Hi
)
dV + SR
= SHL + SLH + SR.
By (4.2), (2.57), and (4.18c),
SHL .
ǫ 〈t〉
〈νt3〉α
∥∥A3Q3∥∥
2
∥∥A1Q1∥∥
2
,
which is consistent with Proposition 2.1. For SLH , we use (4.12), (4.2), (2.53) and (4.18c),
SLH .
ǫ 〈t〉2+δ1
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3Q3
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3∆LU
3
6=
∥∥∥∥∥
2
+
ǫ 〈t〉1+δ1
〈νt3〉α
∥∥A3Q3∥∥
2
∥∥A3∆LU36=∥∥2 ,
which is consistent with Proposition 2.1 after Lemmas C.5 and C.6. The remainder error term SR
is straightforward and is hence omitted.
6.2.2.3 Treatment of NLS2(i, 1, 0, 6=)
Note that i 6= 1 due to the zero X frequency. This term is again similar to NLP (1, 3, 0, 6=) in Q2
treated in §5.2.1.1; hence the treatment is omitted for brevity and we just state the result:
NLS2(i, 1, 0, 6=) . c0
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3Q36=
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
∆LA
3U36=
∥∥∥∥∥
2
+ ǫ
∥∥A3Q36=∥∥2 ∥∥A3∆LU36=∥∥2 + ǫ〈νt3〉α−1 ∥∥A3Q3∥∥2 ∥∥AU10∥∥2 + ǫ
2 〈t〉
〈νt3〉α−1
∥∥A3Q36=∥∥2 ‖AC‖2 .
6.2.2.4 Treatment of NLS2(i, j, 0, 6=) for j ∈ {2, 3}
Note that i 6= 1 due to the zero X frequency. By methods similar to those applied in §6.2.1.2 and
§5.2.1.2, we have
NLS2(i, j, 0, 6=) . ∥∥A3Q36=∥∥2( ǫ 〈t〉〈νt3〉α−1
∥∥∥AU j0∥∥∥
2
+ ǫ
∥∥A3∆LU36=∥∥2 + ǫ2 〈t〉〈νt3〉α−1 ‖AC‖2
)
.
6.2.2.5 Treatment of NLS2(i, j, 6=, 0)
Note that necessarily both i 6= 1 and j 6= 1 due to the zero X frequency. Again by methods similar
to those applied in §6.2.1.2 and §5.2.1.2,
NLS2(i, j, 6=, 0) . ∥∥A3Q36=∥∥2( ǫ 〈t〉〈νt3〉α−1 ∥∥AU30∥∥2 + ǫ
∥∥∥Aj∆LU j6=∥∥∥2 + ǫ2 〈t〉〈νt3〉α−1 ‖AC‖2
)
.
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6.2.2.6 Treatment of NLS2(i, j, 6=, 6=)
These are treated in essentially the same manner as NLP (i, j, 6=, 6=) and are hence omitted for the
sake of brevity.
6.2.3 Transport nonlinearity T
Begin with a paraproduct decomposition:
T 6= = −
∫
A3Q36=A
3
(
U˜Lo · ∇Q3Hi
)
dV −
∫
A3Q36=A
3
(
U˜Hi · ∇Q3Lo
)
dV + TR
= TT + TR + TR,
where TR includes the remainder (as above in §5.2.3, we use the terminology ‘transport’ and ‘re-
action’ for the first two terms respectively). We will divide the reaction term TR further below.
The transport and remainder contributions, TT and TR respectively, are treated as in §5.2.3 and
are hence omitted here. The resulting terms are given by
TT + TR . ǫ
∥∥∥√−∆LA3Q3∥∥∥2
2
+
(
ǫ
t2
+
ǫt2δ1
〈νt3〉2α
)∥∥A3Q3∥∥2
2
. (6.3)
Turn next to the reaction contribution. First, decompose the reaction term based on the X
dependence of each factor:
TR = −
∫
A3Q36=A
3
(
(U˜6=)Hi · (∇Q30)Lo
)
dV −
∫
A3Q36=A
3
(
(U˜0)Hi · ∇(Q36=)Lo
)
dV
−
∫
A3Q36=A
3
(
(U˜6=)Hi · ∇(Q36=)Lo
)
dV
= TR; 6=0 + TR;06= + TR; 6= 6=.
Each will be treated with a slightly different approach.
6.2.3.1 Reaction term TR;06=
Turn first to the easiest, TR;06=. By (2.53c) and Lemma 4.1, we get (also recalling (2.24)):
TR;06= . ǫ 〈t〉
2
〈νt3〉α
∑
k 6=0
∫ ∣∣∣A3Q̂k(η, l)A3k(η, l)̂˜U0(ξ, l′)Hi∣∣∣Low(k, η − ξ, l − l′)dξdη
.
ǫ
〈νt3〉α
∑
k 6=0
∫ ∣∣∣A3Qˆk(η, l)Â˜U0(ξ, l′)Hi∣∣∣Low(k, η − ξ, l − l′)dξdη
.
ǫ
〈νt3〉α
∥∥A3Q36=∥∥2 (‖Ag‖2 + ∥∥AU30∥∥2) .
After (2.58) and the bootstrap hypotheses, this is consistent with Proposition 2.1.
6.2.3.2 Reaction terms TR; 6=0
Next consider TR; 6=0. In fact, since Q30 is the same order of magnitude as Q20, this term can be
treated in the same fashion as was done in §5.2.3.4. Hence, we omit the details for brevity and
simply conclude
TR; 6=0 .
∥∥A3Q36=∥∥2 (∥∥A2U26=∥∥2 + ∥∥A3U36=∥∥2)∥∥∇Q30∥∥Gλ . ǫ ∥∥∥√−∆LA3Q3∥∥∥22 ,
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where the last inequality followed by Lemma C.6 and the bootstrap hypotheses. This term is then
absorbed by the dissipation for c0 small.
6.2.3.3 Reaction term TR; 6= 6=
Turn next to TR; 6= 6=. This includes terms isolated in §2.4 as leading order contributions to the
(3DE) nonlinear interactions (see §2.1.4). As in §5.2.3.5 above, we further sub-divide:
TR; 6= 6= . ǫ 〈t〉
2
〈νt3〉α
∑
k,k′
∫
1k,k′,k−k′ 6=0
∣∣∣A3Qˆ3k(η, l)A3k(η, l)Uˆ1k′(ξ, l′)Hi∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
+
ǫ 〈t〉3
〈νt3〉α
∑
k,k′
∫
1k,k′,k−k′ 6=0
∣∣∣A3Qˆ3k(η, l)A3k(η, l)Uˆ2k′(ξ, l′)Hi∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
+
ǫ 〈t〉2
〈νt3〉α−1
∑
k,k′
∫
1k,k′,k−k′ 6=0
∣∣∣A3Qˆ3k(η, l)A3k(η, l)Uˆ3k′(ξ, l′)Hi∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
+
ǫ2 〈t〉1+δ1
〈νt3〉α
∑
k,k′
∫
1k,k′,k−k′ 6=0
∣∣∣A3Qˆ3k(η, l)A3k(η, l)ψˆy(ξ, l′)Hi∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
+
ǫ2 〈t〉3
〈νt3〉α
∑
k,k′
∫
1k,k′,k−k′ 6=0
∣∣∣A3Qˆ3k(η, l)A3k(η, l)ψˆz(ξ, l′)Hi∣∣∣Low(k − k′, η − ξ, l − l′)dηdξ
+ TR; 6= 6=;R
= T 1R; 6= 6= + T 2R; 6= 6= + T 3R; 6= 6= + T C1R; 6= 6= + T C2R; 6= 6= + TR; 6= 6=;R.
The TR; 6= 6= term appears in the toy model in §2.4. By (4.2), (4.13), and (4.18a) we have,
T 1R; 6= 6= + T 2R; 6= 6= + T 3R; 6= 6= .
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3Q3
∥∥∥∥∥
2
[
ǫt3
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
∆LA
1U16=
∥∥∥∥∥
2
+
ǫt3
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
∆LA
2U26=
∥∥∥∥∥
2
+
ǫt2
〈νt3〉α−1
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
∆LA
3U36=
∥∥∥∥∥
2
]
.
+
∥∥A3Q3∥∥
2
(
ǫ 〈t〉
〈νt3〉α
∥∥∆LA1U16=∥∥2 + ǫ 〈t〉〈νt3〉α ∥∥∆LA2U26=∥∥2 + ǫ〈νt3〉α−1 ∥∥∆LA3Q36=∥∥2
)
.
By Lemmas C.5 and C.6 the above is consistent with Proposition 2.1 by the bootstrap hypotheses.
As predicted in §2.4, note the appearance of ǫt3 〈νt3〉−α, which requires the hypothesis ǫ . ν to
control. This completes the treatment of the reaction term T 1,2,3R; 6= 6= for the estimate (6.1).
Turn next to T C1R; 6= 6= and T C2R; 6= 6=. By Lemma 4.1 and (4.18a) (and Lemma 4.10), we have
T C1R; 6= 6= + T C2R; 6= 6= .
ǫ2 〈t〉2
〈νt3〉α−1
∥∥A3Q3∥∥
2
‖AC‖2 .
ǫ 〈t〉2
〈νt3〉α−1
∥∥A3Q3∥∥2
2
+
ǫ3 〈t〉2
〈νt3〉α−1 ‖AC‖
2
2 ,
which is consistent with Proposition 2.1 by the bootstrap hypotheses. This completes the treatment
of TR; 6= 6= and hence all of T .
77
6.2.4 Dissipation error terms DE
We will use a refinement of the treatment of the analogous term treated in §5.2.4. Recalling the
dissipation error terms and the short-hand (4.27), we have
DE = ν
∑
k 6=0
∫
A3Q3kA
3
k
(
G(∂Y − t∂X)2Q3k + 2ψz(∂Y − t∂X)∂ZQ3k
)
dV
= D1E +D2E .
We will only treat D1E ; D2E yields similar contributions and is hence omitted. Begin by expanding
with a paraproduct
D1E = ν
∑
k 6=0
∫
A3Q3kA
3
k
(
GHi(∂Y − t∂X)2(Q3k)Lo
)
dV + ν
∑
k 6=0
∫
A3Q3kA
3
k
(
GLo(∂Y − t∂X)2(Q3k)Hi
)
dV
+ ν
∑
k 6=0
∫
A3Q3kA
3
k
((
G(∂Y − t∂X)2Q3k
)
R
)
dV
= D1E;HL +D1E;LH +D1E;R.
As in §5.2.4, we can control the latter two terms by the dissipation; we omit the details. Next to
turn to the treatment of D1E;HL. As in §5.2.4, from (2.57) and Lemma 4.1, followed by (4.18c) and
Lemma 4.10,
D1E;HL .
νǫ 〈t〉4
〈νt3〉α
∑
k 6=0
∫ ∣∣∣∣A3Q̂3k(η, l) 1〈ξ, l′〉 〈t〉AĜ(ξ, l′)Hi
∣∣∣∣Low(η − ξ, l − l′)dηdξ
.
νǫ 〈t〉3
〈νt3〉α
∥∥A3Q36=∥∥2 ‖AC‖2
.
ǫ1/3
〈νt3〉α
∥∥A3Q36=∥∥22 + ν2ǫ5/3 〈t〉6〈νt3〉α ‖AC‖22
which is consistent with Proposition 2.1 for ǫ sufficiently small.
6.2.5 Linear stretching term LS3
First separate into two parts (to be sub-divided further below),
LS3 = −2
∫
A3Q3A3∂X(∂Y − t∂X)U3dV − 2
∫
A3Q3A3∂X
(
ψy(∂Y − t∂X)U3
)
dV
= LS30 + LS3C .
6.2.5.1 Treatment of LS3C
Expand with a paraproduct,
LS3C = −2
∫
A3Q3A3
(
(ψy)Hi(∂Y − t∂X)∂X
(
U3
)
Lo
)
dV
− 2
∫
A3Q3A3
(
(ψy)Lo(∂Y − t∂X)∂X
(
U3
)
Hi
)
dV
− 2
∫
A3Q3A3
(
(ψy)(∂Y − t∂X)∂XU3
)
R dV
= LS3CHL + LS3
C
LH + LS3
C
R.
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The main issue is LS3CHL, where the coefficients appear in ‘high frequency’, so turn to this term
first. By Lemma 4.1, (4.18c), and Lemma 4.10,
LS3CHL .
ǫ 〈t〉
〈νt3〉α
∑
k 6=0
∫ ∣∣∣∣A3Q̂3k(η, l) 1〈ξ, l′〉 〈t〉Aψ̂y(ξ, l′)Hi
∣∣∣∣Low(k, η − ξ, l − l′)dξ
.
ǫ
〈νt3〉α
∥∥A3Q3∥∥
2
∥∥∥〈∇〉−1Aψy∥∥∥
2
.
ǫ
〈νt3〉α
∥∥A3Q3∥∥
2
‖AC‖2 ,
which is consistent with Proposition 2.1 by (2.52b).
Turn next to the LS3CLH , which is reminiscent of NLP (1, 3, 0, 6=) in §5.2.1.1. Indeed, by (4.2),
(4.12), and (4.18c) we have
LS3CLH . min(ǫ 〈t〉 , c0)
∑
k 6=0
∫ ∣∣∣∣A3Q̂3k(η, l)A3k(η, l) k |ξ − kt|k2 + (l′)2 + |ξ − kt|2∆LÛ3k (ξ, l′)
∣∣∣∣Low(η − ξ, l − l′)dηdx
. c0
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3Q36=
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3∆LU
3
6=
∥∥∥∥∥
2
+
ǫ
〈t〉
∥∥∥√−∆LA3Q3∥∥∥
2
∥∥A3∆LU36=∥∥2 , (6.4)
which, after the application of Lemmas C.5 and C.6, is consistent with Proposition 2.1.
The remainder LS3CR follows easily and is hence omitted.
6.2.5.2 Leading order term, LS30
Turn to the leading order term, LS30. The 2 in the leading order term is crucially important and
cannot be altered; it is the origin of the quadratic growth of Q3 at low (relative to time) frequencies.
For this reason we have to treat this term with a little more precision than we usually treat the
∆−1t . Begin by isolating the leading order contribution:
LS30 = −2
∫
A3Q3A3∂X(∂Y − t∂X)∆−1L
(
Q3 −G(∂Y − t∂X)2U3
−2ψz∂Z(∂Y − t∂X)U3 −∆tC(∂Y − t∂X)U3
)
dV
= LS30;0 + LS30;C1 + LS30;C2 + LS30;C3. (6.5)
The idea is that the latter terms can be treated perturbatively since we have additional smallness
from the coefficients.
Turn to the leading order term in (6.5). Begin with separating between short and long times
(relative to the critical times):
LS30;0 = −2
∑∫ ∣∣∣A3Q̂3k(η, l)∣∣∣2 k(η − kt)k2 + l2 + |η − kt|2dη
= −2
∑∫ [
1t≤2|η| + 1t>2|η|
] ∣∣∣A3Q̂3k(η, l)∣∣∣2 k(η − kt)k2 + l2 + |η − kt|2dη
= LS30;0,ST + LS30;0,LT ,
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where ‘ST’ and ‘LT’ stand for ‘short-time’ and ‘long-time’ respectively. In the long-time term,
divide further based on how time compares with the Y,Z derivatives:
LS30;0,LT = −2
∑∫
1t>2|η|
[
1t<〈η,l〉 + 1t≥〈η,l〉
] ∣∣∣A3Q̂3k(η, l)∣∣∣2 k(η − kt)k2 + l2 + |η − kt|2dη
= LS30;0,LT,Z + LS30;0,LT,Y .
In the case of LS30;0,LT,Z , we have
LS30;0,LT,Z .
1
〈t〉
∑∫
1t>2|η|1t<〈η,l〉
∣∣∣A3Q̂3k(η, l)∣∣∣2 dη . 1〈t〉3/2
∥∥∥|∇|1/4 A3Q3∥∥∥2
2
so that
LS30;0,LT,Z ≤ δλ
10 〈t〉3/2
∥∥∥|∇|s/2A3Q3∥∥∥2
2
+
K
δ
1
2s−1
λ 〈t〉3/2
∥∥A3Q3∥∥2
2
; (6.6)
for some universal constant K > 0. The first term is absorbed by the CKλ term and the latter is
consistent with Proposition 2.1 provided KH3 ≫ exp
[
Cδ
− 1
2s−1
λ
]
, for some universal constant C > 0
(via integrating factors).
In the case of LS30;0,LT,Y , we want to absorb to leading order by CK3L; indeed:
LS30;0,LT,Y ≤ 2
∑
k 6=0
∫
1t>2|η|1t≥〈η,l〉
∣∣∣A3Q̂3∣∣∣2 1√
1 + |t− |η||2
dη
= CK3L − 2
∑
k 6=0
∫
1t>2|η|1t≥〈η,l〉
∣∣∣A3Q̂3k∣∣∣2
1
t
− 1√
1 + (t− |η|)2
 dη
= CK3L + LS3
0;0,LT,Y
R .
The first term is then absorbed by the corresponding CK3L term in (6.1). The remainder term is
controlled via
LS30;0,LT,YR = −2
∑∫
1t>2|η|1t≥〈η,l〉
∣∣∣A3Q̂3k(η, l)∣∣∣2
√
1 + (t− |η|)2 − t
t
√
1 + (t− |η|)2
dη
= −2
∑∫
1t>2|η|1t≥〈η,l〉
∣∣∣A3Q̂3k(η, l)∣∣∣2 1 + (t− |η|)2 − t2
t
(
t+
√
1 + (t− |η|)2
)√
1 + (t− |η|)2
dη
.
∑∫
1t>2|η|1t≥〈η,l〉
∣∣∣A3Q̂3k(η, l)∣∣∣2 〈η〉2 + 〈t〉 〈η〉〈t〉3 dη
.
∑∫
1t>2|η|1t≥〈η,l〉
∣∣∣A3Q̂3k∣∣∣2 〈η〉1/2〈t〉3/2 dη
.
1
〈t〉3/2
∥∥∥|∇|1/4A3Q3∥∥∥2
2
+
1
〈t〉3/2
∥∥A3Q3∥∥2
2
≤ δλ
10 〈t〉3/2
∥∥∥|∇|s/2A3Q3∥∥∥2
2
+
K
δ
1
2s−1
λ 〈t〉3/2
∥∥A3Q3∥∥2
2
, (6.7)
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for a universal constant K > 0. As discussed above after (6.6), this is consistent with Proposition
2.1 for small δλ and large KH3. This completes the treatment of LS3
0;0,LT .
Turn to the the short-time term, LS30;0,ST . By the frequency localization, (4.11), and Cauchy-
Schwarz
LS30;0,ST . κ−1
∥∥∥∥∥
√
∂tw
w
A3Q3
∥∥∥∥∥
2
2
This term is then absorbed by CK3w in (6.1) for sufficiently large κ (notice that the implicit constant
does not depend on κ) This completes the leading order LS30;0.
Now consider the first error term in (6.5), LS30;C1. The second error term, LS30;C2, is treated
in the same fashion and yields similar results. Hence we omit its treatment and focus on LS30;C1.
Expand LS30;C1 with a paraproduct:
LS30;C1 = −2
∫
A3Q3A3∂X(∂Y − t∂X)∆−1L
(
GHi(∂Y − t∂X)2U3Lo
)
dV
− 2
∫
A3Q3A3∂X(∂Y − t∂X)∆−1L
(
GLo(∂Y − t∂X)2U3Hi
)
dV
− 2
∫
A3Q3A3∂X(∂Y − t∂X)∆−1L
(
G(∂Y − t∂X)2U3
)
R dV
= LS30;C1HL + LS3
0;C1
LH + LS3
0;C1
R .
Consider the HL term first and divide into resonant and non-resonant frequencies:
LS30;C1HL .
ǫ 〈t〉2
〈νt3〉α
∑
l,l′,k 6=0
∫ [
χR + χNR
] ∣∣∣∣A3Q̂3k(η, l)A3k(η, l) |η − kt|k2 + l2 + |η − kt|2 Ĝ(ξ, l′)Hi
∣∣∣∣
× Low(k, η − ξ, l − l′)dξdη
= LS30;C1;RHL + LS3
0;C1;NR
HL ,
where χR = 1t∈Ik,η1t∈Ik,ξ1|l|.|η| and χ
NR = 1− χR.
By Lemma B.2, we have
χNR
|η − kt|
k2 + |η − kt|2 + l2 .
1
t
〈η − ξ〉. (6.8)
Indeed, to see (6.8), note that either t 6∈ Ik,η or t 6∈ Ik,ξ (in which case, Lemma B.2 applies) or
t ∈ Ik,η ∩ Ik,ξ but |l| & |η| & |kt|. Therefore, by (6.8), Lemma 4.1, (4.18c), and Lemma 4.10, we
have
LS30;C1;NRHL .
ǫ 〈t〉2
〈νt3〉α
∫ ∣∣∣∣χNRA3Qˆ3(k, η, l) |η − kt|k2 + l2 + |η − kt|2 1〈ξ, l′〉 〈t〉AĜ(ξ, l′)Low(k, η − ξ, l − l′)
∣∣∣∣ dξdη
.
ǫ
〈νt3〉
∥∥A3Q3∥∥
2
‖AC‖2 ,
which is consistent with Proposition 2.1 by (2.52b). In the resonant regime, we have by Lemma
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4.1, Lemma B.3, (4.18c), and Lemma 4.10,
LS30;C1;RHL .
ǫ 〈t〉2
〈νt3〉α
∫
χR
∣∣∣∣A3Q̂3k(η, l) 1(|k|+ |η − kt|) 〈ξ, l′〉 1〈t〉A(ξ, l′)Ĝ(ξ, l′)
∣∣∣∣Low(k, η − ξ, l − l′)dξdη
.
ǫt
〈νt3〉α
∥∥∥∥∥
√
∂tw
w
A3Q3
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
AC
∥∥∥∥∥
2
.
c0
〈νt3〉α
∥∥∥∥∥
√
∂tw
w
A3Q3
∥∥∥∥∥
2
2
+
ǫ2 〈t〉4
c0 〈νt3〉α 〈t〉
−2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
AC
∥∥∥∥∥
2
2
,
which is time integrable by (2.52b). This completes LS30;C1HL .
Turn to LS30;C1LH , which is written on the frequency side as
LS30;C1LH . min(ǫt, c0)
∑
k,l
∫ ∣∣∣∣A3Q̂3k(η, l)A3k(η, l) |k| |η − kt|k2 + l2 + |η − kt|2
(
∆LÛ3k
)
Hi
(ξ, l′)
∣∣∣∣Low(η − ξ, l − l′)dηdξ.
We can treat this term roughly like NLP (1, 3, 0, 6=) for Q2 in §5.2.1.1. By (4.12) and (4.18c),
LS30;C1LH . c0
∥∥∥∥∥
(√
∂tw
w
A3 +
|∇|s/2
〈t〉s A
3
)
Q3
∥∥∥∥∥
2
2
+ c0
∥∥∥∥∥
(√
∂tw
w
A3 +
|∇|s/2
〈t〉s A
3
)
∆LU
3
6=
∥∥∥∥∥
2
2
+ ǫ
∥∥A3Q36=∥∥2 ∥∥∆LA3U36=∥∥2 .
By Lemmas C.5 and C.6, this consistent with Proposition 2.1 by the bootstrap hypotheses.
The remainder LS30;C1R is straightforward and is omitted for the sake of brevity. This completes
the first error term in (6.5), LS30;C1. As mentioned above, LS30;C2 in (6.5) is very similar, and is
hence omitted for the sake of brevity.
Turn to the third error term in (6.5), LS30;C3. The treatment is almost the same as LS30;C1;
we only briefly sketch the differences. As above, expand with a paraproduct:
LS30;C3 = −2
∫
A3Q3A3∂X(∂Y − t∂X)∆−1L
(
(∆tC)Hi(∂Y − t∂X)(U3)Lo
)
dV
− 2
∫
A3Q3A3∂X(∂Y − t∂X)∆−1L
(
(∆tC)Lo(∂Y − t∂X)(U3)Hi
)
dV
− 2
∫
A3Q3A3∂X(∂Y − t∂X)∆−1L
(
(∆tC)(∂Y − t∂X)(U3)
)
R dV
= LS30;C3HL + LS3
0;C3
LH + LS3
0;C3
R .
Consider first the contribution when the coefficients are in high frequency, LS30;C3HL . We have
(dividing into resonant and non-resonant frequencies as in the treatment of LS30;C1HL ):
LS30;C2HL .
ǫ 〈t〉
〈νt3〉α
∫ [
χR + χNR
] ∣∣∣A3Q̂3k(η, l)∣∣∣
×A3k(η, l)
|η − kt|
k2 + l2 + |η − kt|2
∣∣∣∆tCˆ(ξ, l′)Hi∣∣∣Low(k, η − ξ, l − l′)dξdη,
where χR = 1t∈Ik,η1t∈Ik,ξ1|l|.|η| and χ
NR = 1−χR. In the non-resonant contributions, we gain one
less power of t relative to the treatment of LS30;C1;NRHL but we also lose one less. In the resonant
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contributions there is essentially an exact equivalence between frequency and time, and hence the
extra derivative on C is the same as the extra power of time in LS30;C1;RHL and so the treatment is
the same also for LS30;C3HL . Moreover, it yields terms which are the same as those given by LS3
0;C1.
The treatment of the coefficients in ∆t is handled with Lemma 4.9 combined with Lemma 4.10.
Hence, we omit the treatment for brevity. The treatments and resulting terms from LS30;C3LH and
LS30;C3R are essentially the same as for LS3
0;C1, although easier since we are losing one less power
of t here. We omit these contributions as well as they also yield similar contributions as LS30;C1.
This concludes the treatment of the linear stretching term LS3.
6.2.6 Linear pressure term LP3
As in LS3, first separate the coefficient corrections and expand them with a paraproduct:
LP3 = 2
∫
A3Q3A3∂Z∂XU
2dV
+ 2
∫
A3Q3A3
(
(ψz)Lo(∂Y − t∂X)
(
∂XU
2
)
Hi
)
dV
+ 2
∫
A3Q3A3
(
(ψz)Hi(∂Y − t∂X)∂X
(
U2
)
Lo
)
dV
+ 2
∫
A3Q3A3
(
(ψz)(∂Y − t∂X)∂XU2
)
R dV
= LP30 + LP3CLH + LP3
C
HL + LP3
C
R.
As in the treatment of LS3, the latter three terms can be treated perturbatively.
6.2.6.1 Treatment of LP30
Begin with the leading order term, which is treated as follows, using the definition (B.9)
LP30 ≤ 1
2κ
∥∥∥∥∥
√
∂twL
wL
A3Q3
∥∥∥∥∥
2
2
+
1
2κ
∥∥∥∥∥
√
∂twL
wL
A3∆LU
2
6=
∥∥∥∥∥
2
2
.
The first term is absorbed by the CK3wL term in (6.1) and for the latter term we apply Lemma C.7.
6.2.6.2 Treatment of LP3C
Turn first to LP3CHL, in which the coefficient is in ‘high frequency’. Here we have by (2.57), followed
by Lemma 4.1, (4.18c), and Lemma 4.10, we have,
LP3CHL .
ǫ
〈t〉1−δ1 〈νt3〉α
∑
k,l
∫ ∣∣∣A3Q̂3k(η, l)A3k(η, l)ψˆz(ξ, l)Hi∣∣∣Low(k, η − ξ, l − l′)dη
.
ǫ
〈t〉2−δ1 〈νt3〉α
∥∥A3Q3∥∥
2
‖AC‖2 ,
which is consistent with Proposition 2.1 for ǫ sufficiently small by the bootstrap hypotheses.
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Next turn to LP3CLH , which by the bootstrap hypotheses and (4.2) is controlled via
LP3CLH . min(ǫ 〈t〉 , c0)
∑
k 6=0,l
∫
η
∣∣∣A3Q̂3k(η, l)∣∣∣ k |ξ − kt|(
k2 + l′2 + |ξ − kt|2
) ∣∣∣A3 ̂(∆LU2)k(ξ, l′)Hi∣∣∣Low(η − ξ, l − l′)dη
. min(ǫ 〈t〉 , c0)
∑
k 6=0,l
∫
η
∣∣∣A3Q̂3k(η, l)∣∣∣
× |k| |ξ − kt|(
k2 + l′2 + |ξ − kt|2
)〈
t
〈ξ,l′〉
〉 ∣∣∣A2 ̂(∆LU2)k(ξ, l′)Hi∣∣∣Low(η − ξ, l − l′)dη.
We may treat this in a manner similar to the canonical NLP (1, 3, 0, 6=) on Q2 in §5.2.1.1. Indeed,
by (4.12) and (4.18c) we have,
LP3CHL . c0
∥∥∥∥∥
(√
∂tw
w
A3 +
|∇|s/2
〈t〉s A
3
)
Q3
∥∥∥∥∥
2
2
+ c0
∥∥∥∥∥
(√
∂tw
w
A2 +
|∇|s/2
〈t〉s A
2
)
∆LU
2
6=
∥∥∥∥∥
2
2
+ ǫ
∥∥A3Q36=∥∥2 ∥∥∆LA2U26=∥∥2 ,
which by Lemmas C.5 and C.6, is consistent with Proposition 2.1 by the bootstrap hypotheses. The
remainder term LP3R is straightforward and is omitted for the sake of brevity; this completes the
treatment of LP3.
7 High norm estimates on Q10
7.1 Improvement of (2.51a)
The proof of (2.51a) (with constant ‘2’) proceeds slightly differently than several other estimates
we are making. The goal is to obtain exactly O(ǫ 〈t〉) growth for Q10, rather than any logarithmic
losses in t or ǫ (which would be fatal to the proof of Theorem 1). We will deduce an estimate like
1
2
d
dt
∥∥A1Q10∥∥22 ≤ − t〈t〉2 ∥∥A1Q10∥∥22 + 1〈t〉 ∥∥A1Q10∥∥2 ∥∥A2Q20∥∥2 + c0ǫ2I(t)
≤ − t〈t〉2
∥∥A1Q10∥∥22 + 4ǫ〈t〉 ∥∥A1Q10∥∥2 + c0ǫ2I(t), (7.1)
where I(t) is integrable and O(KB) uniformly in ǫ. This yields the desired bound by comparing
X(t) =
∥∥A1Q10(t)∥∥22 to the super-solution of the inequality given by Y (t) = max (32KH10, 6√2) ǫ +
c0ǫ
2
∫ t
1 I(τ)dτ . Indeed, for KH10 sufficiently large,
∂tY (t) = c0ǫ
2I(t) ≥
(
− t〈t〉2Y (t) +
4ǫ
〈t〉
)
Y (t) + c0ǫ
2I(t),
as the additional two terms on the RHS sum to something negative by the choice of Y (t) (recall
t ≥ 1). By Lemma 3.1 it follows that X(1) < Y (1), and hence we have by comparison and (7.1)
that X(t) ≤ Y (t) for all t ∈ [1, T⋆].
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By the above discussion, improving (2.51a) reduces to proving an estimate like (7.1). From the
evolution equation for Q10:
1
2
d
dt
∥∥A1Q10∥∥22 ≤ λ˙∥∥∥|∇|s/2A1Q10∥∥∥22 −
∥∥∥∥∥
√
∂tw
w
A1Q10
∥∥∥∥∥
2
2
− t〈t〉2
∥∥A1Q10∥∥22
−
∫
A1Q10A
1Q20dV + ν
∫
A1Q10A
1
(
∆˜tQ
1
0
)
dV
−
∫
A1Q10A
1
(
U˜0 · ∇Q10
)
dV −
∫
A1Q10A
1
(
Qj0∂
t
jU
1
0 + 2∂
t
iU
j
0∂
t
ijU
1
0
)
dV
−
∫
A1Q10A
1
(
U˜ 6= · ∇Q16=
)
0
dV −
∫
A1Q10A
1
(
Qj6=∂
t
jU
1
6= + 2∂
t
iU
j
6=∂
t
ijU
1
6=
)
0
dV
= −DQ10 − CK1L + LU +DE + T0 +NLS1(j, 0) +NLS2(i, j, 0) + F (7.2)
where, as above, we write
DE = ν
∫
A1Q10A
1
(
(∆˜t −∆)Q10
)
dV.
Notice that, due to the X average, the linear pressure and stretching terms both disappear. Hence
the main growth of Q10 is caused by the lift-up effect term, LU . By Cauchy-Schwarz:
LU ≤ 〈t〉−1 ∥∥A1Q10∥∥2 ∥∥A2Q20∥∥2 ,
which, together with (2.51d) is responsible for the leading order linear term in (7.1). Hence, it
remains to see how to control the nonlinear terms.
7.1.1 Transport nonlinearity
This term corresponds to the transport of Q10 by U˜0 involving only zero frequencies. The treatment
of this term can be made in the same way as the corresponding treatment for Q2 in §5.1.1, which
yields
T0 = −
∫
A1Q10A
1
(
U˜0 · ∇Q10
)
dV . ǫ
∥∥∇A1Q10∥∥22 + ǫ〈t〉4 ∥∥A1Q10∥∥22 + ǫ ∥∥∇U30∥∥22 ,
which is consistent with (7.1).
7.1.2 Nonlinear stretching NLS
This term is the analogue of those treated in §5.1.2 and corresponds to the nonlinear stretching
effects on Q10 involving only zero frequencies (the pressure disappears due to the X average), hence
they are of type (2.5NS). Notice that these nonlinear terms are linear in Q10, which is an important
“null” structure (and is expected from the form of the streaks (1.15)). It can be handled by a
variation of the corresponding treatment for Q2 in §5.1.1 and §5.1.2.
Let us show the treatment of one set of representative terms and leave the others. Consider, for
example, the NLS1 term:
NLS1(j, 0, 0) =
∫ (
A1Q10
)
>1
(
A1
(
Qj0∂
t
jU
1
0
))
>1
dXdY +
∫ (
A1Q10
)
≤1
(
A1
(
Qj0∂
t
jU
1
0
))
≤1
dXdY
= SH + SL.
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Observing that j 6= 1, turn first to the low-frequency term. First,
SL .
∥∥∥(A1Q10)≤1∥∥∥2
∥∥∥∥(A1 (Qj0∂tjU10))≤1
∥∥∥∥
2
. 〈t〉−2 ∥∥Q10∥∥2 ∥∥∥Qj0∂tjU10∥∥∥2 .
For t ≤ c0ǫ−1, by Sobolev embedding and σ′ > 5/2 (also Lemma 4.10),
SL . 〈t〉−2 ∥∥Q10∥∥2 ∥∥∥Qj0∥∥∥2 ∥∥∇U10∥∥Hσ′−1 . ǫ3,
which is consistent with (7.1) for times t ≤ c0ǫ−1 and c0 sufficiently small. For times with t > c0ǫ−1
we use instead (along with Lemma 4.10),
SL . 〈t〉−2 ∥∥Q10∥∥2 ∥∥∥∇U j0∥∥∥Hσ′−1 ∥∥∇U10∥∥Hσ′−1
. c−10 ǫ
2
∥∥∥∇U j0∥∥∥
Hσ′−1
∥∥∇U10∥∥Hσ′−1
. c−20 ǫ
3
∥∥∇U10∥∥2Hσ′−1 + ǫ ∥∥∥∇U j0∥∥∥2Hσ′−1 ,
which, since c−10 ǫ . ν, integrates to be O(c0ǫ
2) by the low frequency controls (2.54) and j 6= 1. The
treatment of the high frequencies is slightly easier: by Lemma 4.9 and Lemma C.4,
SH .
∥∥∥(A1Q10)>1∥∥∥2 ∥∥∥A1 (Qj0∂tjU10)>1∥∥∥2
.
∥∥∇A1Q10∥∥2 ∥∥∥AjQj0∥∥∥2 ∥∥∇A1U10∥∥2
. ǫ
∥∥∇A1Q10∥∥22 + ǫ〈t〉2 ∥∥∇U10∥∥22 + ǫ3 ‖∇AC‖22 .
To see that the middle term is integrable, we use a trick similar that employed above on the low
frequency term. For t ≤ c0ǫ−1 we have by (2.54d),
ǫ
〈t〉2
∥∥∇U10∥∥22 . K2U1ǫ3,
which is consistent with (7.1) for t ≤ c0ǫ−1. After this point,
ǫ
〈t〉2
∥∥∇U10∥∥22 . c−20 ǫ3 ∥∥∇U10∥∥22 ,
which integrates toO(c0ǫ
2) by (2.54e). This completes the treatment ofNLS1(j, 0). TheNLS2(i, j, 0)
terms follow similarly and are hence omitted for brevity.
7.1.3 Forcing from non-zero frequencies
In this section we consider interactions of type (F): the forcing of non-zero frequencies directly back
onto Q10. From (2.31) and noting the X averages, we get
F = −
∫
A1Q1A1
(
∂tY ∂
t
Y ∂
t
Y
(
U26=U
1
6=
)
0
+ ∂tY ∂
t
Y ∂
t
Z
(
U36=U
1
6=
)
0
)
dV
−
∫
A1Q1A1
(
∂tZ∂
t
Z∂
t
Z
(
U36=U
1
6=
)
0
+ ∂tZ∂
t
Z∂
t
Y
(
U26=U
1
6=
)
0
)
dV
= F 1 + F 2 + F 3 + F 4.
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Since all of these contributions are roughly equivalent, we will focus on F 1 and F 2. Decompose F 2
with a paraproduct; as usual we group contributions where the coefficients appear in low frequency
with the remainder:
F 2 = −
∑
k 6=0
∫
A1Q10A
1
0∂Y ∂Y ∂Z
((
U3−k
)
Hi
(
U1k
)
Lo
)
dV
−
∑
k 6=0
∫
A1Q10A
1
0∂Y ∂Y ∂Z
((
U3−k
)
Lo
(
U1k
)
Hi
)
dV
−
∑
k 6=0
∫
A1Q10A
1
0(ψy)Hi∂Y ∂Y ∂Z
((
U3−k
)
Lo
(
U1k
)
Lo
)
dV
−
∑
k 6=0
∫
A1Q10A
1
0∂Y
(
(ψy)Hi∂Y ∂Z
((
U3−k
)
Lo
(
U1k
)
Lo
))
dV
−
∑
k 6=0
∫
A1Q10A
1
0∂Y ∂Y
(
(ψz)Hi∂Y
((
U3−k
)
Lo
(
U1k
)
Lo
))
dV
− F 2R,C
= F 2HL + F
2
LH + F
2
C1 + F
2
C2 + F
2
C3 + F
2
R,C . (7.3)
Turn first to F 2HL. By Lemma 4.1, (4.15) and (4.18c) we have
F 2HL .
ǫ 〈t〉δ1
〈νt3〉α
∑
l,l′,k 6=0
∫ ∣∣∣∣∣A1Q̂10(η, l)A10(η, l) |η|2 |l|k2 + (l′)2 + |ξ − kt|2∆LÛ3k (ξ, l′)Hi
∣∣∣∣∣
× Low(−k, η − ξ, l − l′)dηdξ
.
ǫ 〈t〉1+δ1
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A1Q10
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A3∆LU
3
6=
∥∥∥∥∥
2
+
ǫ 〈t〉δ1−1
〈νt3〉α
∥∥∥√−∆LA1Q1∥∥∥
2
∥∥A3∆LU36=∥∥2 ,
which, after the application of Lemmas C.5 and C.6, is consistent with (7.1).
Turn next to F 2LH , for which also by (4.2), (4.15) and (4.18a) we have
F 2LH .
ǫ 〈t〉2
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A1Q10
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A1∆LU
1
6=
∥∥∥∥∥
2
+
ǫ
〈νt3〉α
∥∥∥√−∆LA1Q1∥∥∥
2
∥∥A1∆LU16=∥∥2 ,
which, after the application of the Lemmas C.5 and C.6, is consistent with (7.1).
The most difficult coefficient error term in (7.3) is F 2C3, since two derivatives of the coefficients
are being taken. By Lemma 4.1, (4.18c), and Lemma 4.10,
F 2C3 .
ǫ2 〈t〉δ1
〈νt3〉2α
∑
l,l′,k 6=0
∫ ∣∣∣A1Q̂10(η, l)A10(η, l) |η|2 ψ̂z(ξ, l′)∣∣∣Low(k, η − ξ, l − l′)dηdξ
. ǫ
∥∥∇A1Q10∥∥22 + ǫ3 〈t〉2δ1〈νt3〉4α ‖AC‖22 ,
87
which is consistent with (7.1) for c0 and ǫ sufficiently small by the bootstrap hypotheses. The other
coefficient terms in (7.3), F 2C1 and F
2
C2 are easier and give similar contributions. Hence, these are
omitted for the sake of brevity. The remainder term in (7.3), F 2R, is similarly straightforward and
is omitted as well. This completes the treatment of F 2. The term F 4 yields similar contributions
with a similar treatment and is hence omitted.
Turn to the other difficult term, F 1. Decompose the corresponding term in (7.2) with a para-
product; as usual we group contributions where the coefficients appear in low frequency with the
remainder:
F 1 = −
∑
k 6=0
∫
A1Q10A
1
0∂Y ∂Y ∂Y
((
U2−k
)
Hi
(
U1k
)
Lo
)
dV
−
∑
k 6=0
∫
A1Q10A
1
0∂Y ∂Y ∂Y
((
U2−k
)
Lo
(
U1k
)
Hi
)
dV
−
∑
k 6=0
∫
A1Q10A
1
0(ψy)Hi∂Y ∂Y ∂Y
((
U2−k
)
Lo
(
U1k
)
Lo
)
dV
−
∑
k 6=0
∫
A1Q10A
1
0∂Y
(
(ψy)Hi∂Y ∂Y
((
U2−k
)
Lo
(
U1k
)
Lo
))
dV
−
∑
k 6=0
∫
A1Q10A
1
0∂Y ∂Y
(
(ψy)Hi∂Y
((
U2−k
)
Lo
(
U1k
)
Lo
))
dV
− F 1R,C
= F 1HL + F
1
LH + F
1
C1 + F
1
C2 + F
1
C3 + F
1
R,C . (7.4)
Turn to F 1HL first, which is the most difficult term. By (4.2), (4.15c) and (4.18c) we have
F 1HL .
ǫ 〈t〉δ1
〈νt3〉α
∑
l,l′,k 6=0
∫ ∣∣∣∣∣A1Q̂10(η, l)A10(η, l) |η|3k2 + (l′)2 + |ξ − kt|2∆LÛ2k (ξ, l′)Hi
∣∣∣∣∣
× Low(−k, η − ξ, l − l′)dηdξ
.
ǫ 〈t〉2+δ1
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A1Q10
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A2∆LU
2
6=
∥∥∥∥∥
2
+
ǫ 〈t〉δ1−1
〈νt3〉α
∥∥∥√−∆LA1Q1∥∥∥
2
∥∥A2∆LU26=∥∥2 ,
which, after the application of Lemmas C.5 and C.6, is consistent with (7.1). The treatment of
F 1LH is similar, except instead of the extra 〈t〉−1 coming from the ratio of A1 and A2 as above, it
comes from the inviscid damping of the low frequency factor. Hence, we omit the treatment for
brevity. The coefficient error terms and the remainder terms are treated the same way they are
treated above for F 2 and hence are also omitted. This completes the treatment of F 1.
The last term to consider is F 3, which is slightly different due to the large number of Z deriva-
tives. As above, we will expand with a paraproduct but we will apply (4.15a) to the leading order
terms, which yields contributions of the form
F 3HL + F
3
LH .
ǫ
〈νt3〉α
∥∥∥√−∆LA1Q1∥∥∥
2
(∥∥A1∆LU16=∥∥2 + ∥∥A3∆LU36=∥∥2) ,
which, after the application of Lemma C.6 is consistent with (7.1). The remainder and coefficient
errors are analogous to the treatments of previous F i above. We omit the details for brevity.
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7.1.4 Dissipation error terms
These can be treated in the same manner as the dissipation error terms on Q20 were treated in §5.1.4.
We omit the details for brevity.
7.2 Low norm estimate on Q10, improvement to (2.51b)
This section is to deduce the improvement to (2.51b), which is similar to (2.51a) except at a lower
regularity and offering a uniform bound past t & ǫ−1. The proof is much easier than (2.51a), due
to the lower regularity. In what follows denote
AS(t,∇) := 〈∇〉γ eλ(t)|∇|s .
Consider from the evolution equation for Q10:
1
2
d
dt
∥∥Q10∥∥2Gλ,γ ≤ λ˙∥∥∥|∇|s/2Q10∥∥∥2Gλ,γ −
∫
ASQ10A
SQ20dV + ν
∫
ASQ10A
S
(
∆˜tQ
1
0
)
dv
−
∫
ASQ10A
S
(
U˜0 · ∇Q10
)
dV −
∫
ASQ10A
S
(
Qj0∂
t
jU
1
0 + 2∂
t
iU
j
0∂
t
ijU
1
0
)
dV
−
∫
ASQ10A
S
(
U˜6= · ∇Q16=
)
0
dV −
∫
ASQ10A
S
(
Qj6=∂
t
jU
1
6= + 2∂
t
iU
j
6=∂
t
ijU
1
6=
)
0
dV
= −CK1λ + LU +D + T0 +NLS + F . (7.5)
Relative to §7.1, the treatment of the lift-up effect is more precise for long times: using (2.54), there
is a K > 0 such that
LU .
∥∥Q10∥∥2 ∥∥Q20∥∥2 + ∥∥∇Q10∥∥Gλ,γ ∥∥∇A2Q20∥∥2
≤ Kǫ〈νt〉α
∥∥Q10∥∥22 + Kǫ〈νt〉α + ν10 ∥∥∇Q10∥∥2Gλ,γ +Kν−2 (ν ∥∥∇A2Q20∥∥22) ,
which is consistent with Proposition 2.1 for c0 sufficiently small and KM1 sufficiently large. The
remaining nonlinear terms in (7.5) are very easy: the transport nonlinearity T can be treated
essentially the same as in §5.1.1, the dissipation error terms as in §5.1.4, the NLS terms as in
§5.1.2, and finally the forcing terms F can be treated like remainder terms are treated in the high
norm estimates due to the regularity gap between (2.51b) and the high norm estimates (see a similar
argument in §9.2 below). We omit the details as they are repetitive (see §9.2 below for a similar
proof).
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8 High norm estimate on Q16=
Consider from the evolution equation for Q1:
1
2
d
dt
∥∥A1Q16=∥∥22 ≤ λ˙∥∥∥|∇|s/2A1Q16=∥∥∥22 −
∥∥∥∥∥
√
∂tw
w
A1Q16=
∥∥∥∥∥
2
2
−
∥∥∥∥∥
√
∂twL
wL
A1Q16=
∥∥∥∥∥
2
2
− t〈t〉2
∥∥A1Q16=∥∥22 − (1 + δ1)t ∥∥∥1t>〈∇Y,Z〉A1Q16=∥∥∥22
−
∫
A1Q16=A
1Q26=dV − 2
∫
A1Q1A1∂tY XU
1
6=dV + 2
∫
A1Q16=A
1∂XXU
2
6=dV
+ ν
∫
A1Q16=A
1
(
∆˜tQ
1
6=
)
dV −
∫
A1Q16=A
1
(
U˜ · ∇Q1
)
dV
−
∫
A1Q16=A
1
[
Qj∂tjU
1 + 2∂tiU
j∂tijU
1 − ∂X
(
∂tiU
j∂tjU
i
)]
dV
= −DQ16= − CK1L1 − (1 + δ1)CK1L2 + LU + LS1 + LP1
+DE + T +NLS1 +NLS2 +NLP, (8.1)
where as usual
DE =
∫
A1Q16=A
1
(
(∆˜t −∆L)Q16=
)
dV.
The main growth is from LU and LS1 together. The fact that both are acting at once is the reason
for the 〈t〉δ1 loss, seen at the ‘low’ frequencies in A1. We define enumerations of the nonlinear terms
analogous to those in (5.2) and (6.2).
8.1 Linear stretching term LS1
One of the primary difficulties is the linear stretching term LS1. We use essentially the same
treatment as in §6.2.5 except with a small change in the use of CK1L1 and CK1L2. First separate
into two parts (to be sub-divided further),
LS1 = −2
∫
A1Q1A1∂X(∂Y − t∂X)U1dV − 2
∫
A1Q1A1∂X ((ψy)(∂Y − t∂X))U1dV
= LS10 + LS1C .
8.1.1 Treatment of LS1C
The LS1C term can be treated in essentially the same manner as the corresponding LS3C in §6.2.5.1.
Hence, we omit the details for brevity and conclude
LS1C .
ǫ1/3
〈νt3〉α
∥∥A1Q1∥∥2
2
+
ǫ5/3
〈t〉2−2δ1 〈νt3〉α ‖AC‖
2
2
+ c0
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A1Q1
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A1∆LU
1
6=
∥∥∥∥∥
2
+ ǫ
∥∥∥√−∆LA1Q1∥∥∥
2
∥∥A1∆LU16=∥∥2 .
By Lemmas C.5 and C.6, this is consistent with Proposition 2.1 after applying the bootstrap hy-
potheses and integrating in time.
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8.1.2 Leading order term LS10
This term is treated with a variant of the method used to treat LS30 in §6.2.5.2, however, we need
to make a few minor changes due to the slightly different use of the CKLi terms here. As in (6.5)
of §6.2.5.2, we first expand by writing out ∆−1t in terms of ∆L:
LS10 = −2
∫
A1Q1A1∂X(∂Y − t∂X)∆−1L
[
Q1 −G(∂Y − t∂X)2U1
−2ψz∂Z(∂Y − t∂X)U1 −∆tC(∂Y − t∂X)U1
]
dV
= LS10;0 + LS10;C1 + LS10;C2 + LS10;C3.
Consider first the leading order term, LS10;0. Most of the contributions on the frequency side
are dealt with similarly to the analogous terms in §6.2.5.2. We omit these treatments and reduce
ourselves to the following for a universal constant K > 0
LS10,0 ≤ δλ
10 〈t〉3/2
∥∥∥|∇|s/2A1Q16=∥∥∥2
2
+
K
δ
1
2s−1
λ 〈t〉3/2
∥∥A1Q16=∥∥22 + Kκ
∥∥∥∥∥
√
∂tw
w
A1Q16=
∥∥∥∥∥
2
2
+ LS10;0,LT,Y ,
where (the terminology is from §6.2.5.2),
LS10;0,LT,Y = −2
∑
k 6=0
∫
1t>2|η|1t≥〈η,l〉
∣∣∣A1Q̂1k(η, l)∣∣∣2 k(η − kt)k2 + l2 + |η − kt|2dη.
Write,
LS10;0,LT,Y ≤ 2
∑∫
1t>2|η|1t≥〈η,l〉
∣∣∣A1Q̂1k∣∣∣2 1√
1 + |t− |η||2
dη
= (1 + δ1)CK
1
L2 + (1− δ1)CK1L1
−
∑∫
1t>2|η|1t≥〈η,l〉
∣∣∣A1Q̂1k∣∣∣2
1 + δ1
t
+
(1− δ1)t
〈t〉2 −
2√
1 + (t− |η|)2
 dη
= (1 + δ1)CK
1
L2 + (1− δ1)CK1L1 + LS10;0,LT,YR .
The remainder term is written
LS10;0,LT,YR = −
∑
k 6=0
∫
1t>2|η|1t≥〈η,l〉
∣∣∣A1Q̂1k∣∣∣2
2
t
− 2√
1 + (t− |η|)2
 dη
−
∑
k 6=0
∫
1t>2|η|1t≥〈η,l〉
∣∣∣A1Q̂1k∣∣∣2((1− δ1)t〈t〉2 − 1− δ1t
)
dη.
The first term is treated as in (6.7) in §6.2.5.2 and the second term is controlled by first noting that(
(1− δ1)t
〈t〉2 −
1− δ1
t
)
=
1− δ1
〈t〉2 t
(
t2 − 〈t〉2
)
= −1− δ1〈t〉2 t .
Therefore we get for a universal K > 0,
LS10;0,LT,YR ≤
δλ
10 〈t〉3/2
∥∥∥|∇|s/2A1Q16=∥∥∥2
2
+
K
δ
1
2s−1
λ 〈t〉3/2
∥∥A1Q16=∥∥22 + 1− δ1〈t〉2 t ∥∥A1Q16=∥∥22 ,
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which now time-integrates to a contribution consistent with Proposition 2.1 under the bootstrap
hypotheses for KH16= ≫ exp
[
Cδ
− 1
2s−1
λ
]
, for some universal constant C > 0 (via integrating factors;
see (6.6) for another example).
The error terms LS10;Ci are treated in a manner similar to the analogous terms in LS3 in
§6.2.5.2 and hence the details are omitted for brevity. This completes the treatment of the LS1
term.
8.2 Lift-up effect term LU
Were we able to directly use CK1L1 and CK
1
L2, this would be immediate, however, we need most of
these terms to control LS1, as seen above in §8.1. Instead we use (also using that δλ < 1),
LU ≤ δ1t 〈t〉−2
∥∥A1Q16=∥∥22 + 14δ1t ∥∥A2Q26=∥∥22
≤ δ1t 〈t〉−2
∥∥A1Q16=∥∥22 + 14δ1t3/2
∥∥∥〈∇〉1/4A2Q26=∥∥∥2
2
+
1
4δ1t
∥∥∥1t>〈∇Y,Z〉A2Q26=∥∥∥22
≤ δ1t 〈t〉−2
∥∥A1Q16=∥∥22 + δλ4δ1t3/2
∥∥∥|∇|s/2A2Q26=∥∥∥2
2
+
1
4δ1δ
1
2s−1
λ t
3/2
∥∥A2Q26=∥∥22 + 14δ1t
∥∥∥1t>〈∇Y,Z〉A2Q26=∥∥∥22 .
The first term is absorbed by the remaining piece of CK1L1 left over in (8.1) from the treatment of
LS1. The others are consistent with Proposition 2.1 via (2.51d) if KH16= is sufficiently large relative
to 4max(δ−11 , δ
−1
1 δ
− 1
2s−1
λ ) (note in particular the usefulness of CK
2
L). This suffices to treat LU .
8.3 Linear pressure term LP1
The linear pressure term here is easier than LP3 treated in §6.2.6. From Cauchy-Schwarz and
Lemma B.3, we get
LP1 ≤ 2
∑
k 6=0
∫ ∣∣∣∣∣A1Q̂1k(η, l) |k|2k2 + l2 + |η − kt|2A1∆LÛ2k (η, l)
∣∣∣∣∣ dη
. κ−1 〈t〉−1
∥∥∥∥∥
√
∂tw
w
A1Q16=
∥∥∥∥∥
2
∥∥∥∥∥
√
∂tw
w
A2∆LU
2
6=
∥∥∥∥∥
2
+ 〈t〉−3 ∥∥A1Q1∥∥
2
∥∥A2∆LU26=∥∥2 .
Therefore for κ and KH16= sufficiently large and c0 sufficiently small, this is consistent with Propo-
sition 2.1 by the bootstrap hypotheses after applying Lemmas C.5 and C.6.
8.4 Nonlinear pressure NLP
This refers to the nonlinear pressure interactions of types (SI) and (3DE). None of the existing
terms here are worse than those appearing in Q2 in §5.2.1 or Q3 in §6.2.1. Moreover, on Q1 we are
imposing less control (since A1 is significantly weaker than A2,3 at high frequencies due to the extra
〈t〉−1 in the definition of A1) and the leading derivative is an X derivative, which is generally less
dangerous than those associated with Y and Z. Therefore, the treatment of the NLP contributions
here are an easy variant of the treatments in §5.2.1 and §6.2.1. Accordingly, the details are omitted
for the sake of brevity.
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8.5 Nonlinear stretching NLS
These terms look more dangerous than the corresponding NLS terms in Q2,3 due to the persistent
presence of U1, however, this is balanced by the allowed linear growth ofQ16= even at high frequencies.
8.5.1 Treatment of NLS1
Consider first the NLS1(j, 6=, 0) terms. Note j 6= 1 due to the zero frequencies. The case j = 3 is
worse than j = 2 due to the larger growth of Q3, hence let us just treat this case. Expand with a
paraproduct and group any terms with coefficients in low frequencies in with the remainder
NLS1(3, 6=, 0) = −
∑
k 6=0
∫
A1Q1kA
1
(
(Q3k)Hi(∂ZU
1
0 )Lo
)
dV −
∑∫
A1Q1kA
1
(
(Q3k)Lo(∂ZU
1
0 )Hi
)
dV
−
∑
k 6=0
∫
A1Q1kA
1
(
(Q3k)Lo(ψz)Hi(∂Y U
1
0 )Lo
)
dV + SR,C
= SHL + SLH + SC + SR,C ,
where SR,C includes the remainders from the paraproduct and the low frequency coefficient terms.
By (2.58) and (4.2), followed by (4.10) and (4.18c),
SHL . max(ǫ 〈t〉 , c0)
∑
k 6=0
∫ ∣∣∣∣∣A1Q̂1k(η, l) 〈t〉−1
〈
t
〈ξ, l′〉
〉1−δ1
A3Q̂3k(ξ, l
′)Low(η − ξ, l − l′)
∣∣∣∣∣ dηdξ
. ǫ
∥∥A1Q16=∥∥2 ∥∥∥√−∆LA3Q3∥∥∥2 ,
which is consistent with Proposition 2.1 for c0 sufficiently small. For SLH we use Lemma 4.1 and
(2.57) followed by (4.18c),
SLH .
ǫ 〈t〉2
〈νt3〉α
∑
k
∫ ∣∣∣∣∣A1Q̂1k(η, l) 1〈t〉 〈ξ, l′〉
〈
t
〈ξ, l′〉
〉−1−δ1
AÛ10 (ξ, l
′)Low(k, η − ξ, l − l′)
∣∣∣∣∣ dηdξ
.
ǫ
〈νt3〉α
∥∥A1Q1∥∥
2
∥∥AU10∥∥2 ,
which is consistent with Proposition 2.1 for c0 sufficiently small. By a similar argument,
SC .
ǫ2 〈t〉
〈νt3〉α
∥∥A1Q1∥∥
2
‖AC‖2 .
The remainder terms are similar to the above and are hence omitted for brevity. This completes
the treatment of the NLS1(j, 6=, 0) terms.
Next consider the NLS1(j, 0, 6=) terms. Here, let us focus on the case j = 1 (which does not
cancel). Expand with a paraproduct and group any terms with coefficients in low frequencies in
with the remainder
NLS1(1, 0, 6=) = −
∑
k 6=0
∫
A1Q1kA
1
(
(Q10)Hi(∂XU
1
k )Lo
)
dV −
∑
k 6=0
∫
A1Q1kA
1
(
(Q10)Lo(∂XU
1
k )Hi
)
dV + SR,C
= SHL + SLH + SR,C .
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From Lemma 4.1, (2.57), and (4.18c),
SHL .
ǫ 〈t〉δ1
〈νt3〉α
∥∥A1Q16=∥∥2 ∥∥A1Q10∥∥2 .
Similarly from (4.2) and (2.58), followed by (4.12) and (4.18c),
SLH . max(ǫt, c0)
∑
k
∫ ∣∣∣∣A1Q̂1k(η, l) |k|k2 + (l′)2 + |η − kt|2∆LA1Û1k (ξ, l′)Low(η − ξ, l − l′)
∣∣∣∣ dηdξ
. c0
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A1Q1
∥∥∥∥∥
2
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
∆LA
1U16=
∥∥∥∥∥
2
+ ǫ
∥∥A1Q16=∥∥2 ∥∥A1∆LA1U16=∥∥2 ,
which is consistent with Proposition 2.1 after applying Lemmas C.5 and C.6. The remainder and
coefficient error term are treated as usual and are hence omitted for brevity. This completes the
NLS1(j, 0, 6=) terms.
Finally consider the NLS1(j, 6=, 6=) terms for interactions of type (3DE). All these terms are
treated similarly, hence, consider just j = 3. Expand as above
NLS1(3, 6=, 6=) = −
∑
k 6=0
∫
1kk′(k−k′)6=0A1Q1kA
1
(
(Q3k′)Hi(∂ZU
1
k−k′)Lo
)
dV
−
∑
k 6=0
∫
1kk′(k−k′)6=0A1Q1kA
1
(
(Q3k′)Lo(∂ZU
1
k−k′)Hi
)
dV
−
∑
k 6=0
∫
1kk′(k−k′)6=0A1Q1kA
1
(
(Q3k′)Lo(ψz)Hi((∂Y − t∂X)U1k−k′)Lo
)
dV
+ SR,C
= SHL + SLH + SC + SR,C .
For SHL, we have by (2.57) and (4.2),
SHL .
ǫ 〈t〉δ1
〈νt3〉α
∥∥A1Q16=∥∥2 ∥∥A3Q3∥∥2 .
For SLH we have (2.51) and (4.2), and (4.18c),
SLH .
ǫ 〈t〉2
〈νt3〉α
∑
k
∫ ∣∣∣∣A1Q̂1k(η, l) 1kk′(k−k′)6=0|k′|+ |l′|+ |η − k′t|∆LA1Û1k′(ξ, l′)HiLow(k − k′, η − ξ, l − l′)
∣∣∣∣ dηdξ
.
ǫ 〈t〉2
〈νt3〉α
∥∥A1Q1∥∥
2
∥∥A1∆LU16=∥∥2 ,
which is consistent with Proposition 2.1 for c0 sufficiently small (we could have been more precise
here but it was not necessary). This completes the NLS1 terms.
8.5.2 Treatment of NLS2
Turn to the NLS2 terms. These terms are all treated via easy variants of the treatments of the
NLS1 and NLP terms. They are hence omitted for the sake of brevity.
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8.6 Transport nonlinearity T
This term is treated in the same manner as the corresponding terms in Q3, found in §6.2.3, and in
Q2, found in §5.2.3. The results are analogous as to those found therein and are hence omitted here
for brevity.
8.7 Dissipation error terms D
These terms are treated in the same manner as the corresponding terms in Q3, found in §6.2.4. The
results are analogous to those found therein and are hence here omitted for brevity.
9 Coordinate system controls
In this section we prove the necessary controls on C and the auxiliary unknown g.
9.1 High norm estimate on g
Begin by computing the evolution of Ag from (2.26)
1
2
d
dt
‖Ag‖22 = −CKgλ − CKgw −
2
t
‖Ag‖22 +
∫
AgA
(
U˜0 · ∇g
)
dV
+
∫
AgA
(
∆˜tg
)
dV − 1
t
∑
k 6=0
∫
AgA
(
U−k · ∇tU1k
)
dV
= −Dg − CKgL + T +DE + F ,
where
DE =
∫
AgA
(
(∆˜t −∆)g
)
dV.
9.1.1 Transport nonlinearity
Here we are referring to the transport nonlinearity T . This term is treated in the same manner as
§5.1.1 and hence is omitted here for brevity.
9.1.2 Dissipation error terms
These terms are treated in the same manner as the corresponding terms in §5.1.4, despite the
regularity of A being higher than A2. Using the treatment therein we have
DE . c0ν ‖∇Ag‖22 + ν ‖Ag‖2 ‖∇AC‖2 ‖∇Ag‖2 ≤ c0ν ‖∇Ag‖22 + c−10 ǫ2ν ‖∇AC‖22 .
Note the last term integrates to O(c0ǫ
2) by (2.52a). Notice also that the cancellation which elimi-
nates the lower order term in ∆t is crucial for this approach.
9.1.3 Forcing from non-zero frequencies
Similar to the cancellations derived in (2.31), by the divergence free condition,
F = −
∑
k 6=0
1
t
∫
AgA
(
∂tY
(
U2−kU
1
k
)
+ ∂tZ
(
U3−kU
1
k
))
dV = FY + FZ .
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Consider FY . Expand with a paraproduct and group terms where the coefficients appear in low
frequency with the remainder:
FY = −
∑
k 6=0
1
t
∫
AgA∂Y
(
(U2−k)Lo(U
1
k )Hi
)
dV −
∑
k 6=0
1
t
∫
AgA∂Y
(
(U2−k)Hi(U
1
k )Lo
)
dV
−
∑
k 6=0
1
t
∫
AgA
(
(ψy)Hi∂Y
(
(U2−k)Lo(U
1
k )Lo
))
dV + FY ;R,C
= FY ;LH + FY ;HL + FY ;C + FY ;R,C .
Consider F 0Y ;LH first. By (2.57) and (4.2),
FY ;LH .
ǫ
〈νt3〉α
∑
k 6=0
1
t 〈t〉2−δ1
∑
l,l′
∫
|Agˆ(η, l)|
〈t〉 |η| 〈η, l〉2
〈
t
〈ξ,l′〉
〉1+δ1
k2 + (l′)2 + |ξ − kt|2
×
∣∣∣A1∆LÛ1k (ξ, l′)Hi∣∣∣Low(−k, η − ξ, l − l′)dηdξ.
By (4.16a) and (4.18c) we get
FY ;LH .
ǫ 〈t〉1+δ1
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
Ag
∥∥∥∥∥
2
2
+
ǫ 〈t〉1+δ1
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A1∆LU
1
6=
∥∥∥∥∥
2
+
ǫ
〈t〉2−2δ1 〈νt3〉α
∥∥∥√−∆LAg∥∥∥
2
∥∥A1∆LU16=∥∥2 ,
which is consistent with Proposition 2.1 by Lemmas C.6 and C.5. Turn next to FY ;HL. Similar to
FY ;LH , we get from (2.57), (4.2), (4.16a), and (4.18c) we get
FY ;HL .
ǫ 〈t〉δ1
t 〈νt3〉α
∑
k 6=0
∑
l,l′
∫
|Agˆ(η, l)|
|η| 〈η, l〉2
〈
t
〈ξ,l′〉
〉
k2 + (l′)2 + |ξ − kt|2
∣∣∣A2∆LÛ2k (ξ, l′)Hi∣∣∣Low(−k, η − ξ, l − l′)dV
.
ǫt2+δ1
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
Ag
∥∥∥∥∥
2
2
+
ǫt2+δ1
〈νt3〉α
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A2∆LU
2
6=
∥∥∥∥∥
2
2
+
ǫ
t1−δ1 〈νt3〉α
∥∥∥√−∆LAg∥∥∥
2
∥∥A2∆LU26=∥∥2 ,
which is consistent with Proposition 2.1. The remainder terms FY ;R,C and coefficient error term
FY ;C are similar to many treatments we have already done, so are hence omitted for brevity. This
completes the treatment of FY . The treatment of FZ is similar (with (4.16b) instead of (4.16a)).
The treatment is hence omitted for the sake of brevity. This completes the treatment of the forcing
terms on g, and of the entire high norm estimate on g.
9.2 Low norm estimate on g
Computing the evolution of ‖g‖Gλ,γ from (2.26) (denoting AS(t,∇) = eλ(t)|∇|
s 〈∇〉γ),
1
2
d
dt
(
t4 ‖g‖2Gλ,γ
)
≤ t4λ˙(t)
∥∥∥|∇|s/2 g∥∥∥2
Gλ,γ
− t4
∫
ASgAS
(
U˜0 · ∇g
)
dV
+ t4
∫
ASgAS
(
∆˜tg
)
dV − t3
∫
ASgAS
(
U6= · ∇tU16=
)
0
dV
= −CKg,Lλ + T +D + F . (9.1)
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The treatment of the transport nonlinearity T and the dissipation terms in D are is essentially the
same as in §9.1.3, which in turn was essentially the same as in §5.
It remains to treat F . As in §9.1.3, the forcing terms can be re-written via the divergence free
condition as
F = −t3
∫
ASgAS
(
∂tY
(
U26=U
1
6=
)
0
+ ∂tZ
(
U36=U
1
6=
)
0
)
dV.
By Cauchy-Schwarz, Lemma 4.8, Lemma 4.10, (2.57), and Lemma C.1,
F . t3 ‖g‖Gλ,γ (1 + ‖C‖Gλ,γ+1)
(∥∥U26=∥∥Gλ,γ+1 ∥∥U16=∥∥Gλ,3/2+ + ∥∥U36=∥∥Gλ,3/2+ ∥∥U16=∥∥Gλ,γ+1
+
∥∥U26=∥∥Gλ,3/2+ ∥∥U16=∥∥Gλ,γ+1 + ∥∥U36=∥∥Gλ,γ+1 ∥∥U16=∥∥Gλ,3/2+)
. t3 ‖g‖Gλ,γ
(
ǫ2 〈t〉δ1
〈νt3〉α
)
.
ǫt
〈νt3〉α t
4 ‖g‖2Gλ,γ +
ǫ3t1+2δ1
〈νt3〉α ,
which is consistent with an improvement to (2.52d) for c0 sufficiently small. This completes the
proof of (2.52d) with constant ‘2’.
9.3 Long time, high norm estimate on C: improvement to (2.52a)
Computing from the evolution equation on C, (2.25), we get
1
2
d
dt
‖AC‖22 ≤ λ˙
∥∥∥|∇|s/2AC∥∥∥2
2
−
∥∥∥∥∥
√
∂tw
w
AC
∥∥∥∥∥
2
2
+ ν
∫
ACA
(
∆˜tC
)
dV
−
∫
ACA
(
U˜ · ∇C
)
dV +
∫
ACAgdV −
∫
ACAU20dV
= −DC +DE + T +
∫
ACAgdV −
∫
ACAU20dV, (9.2)
where
DE = ν
∫
ACA
(
(∆˜t −∆)C
)
dV.
9.3.1 Linear driving terms
The main contributions in (9.2) are the linear driving terms which originate from the lift-up effect.
Divide the first into low and high frequencies:∫
ACAgdV =
∫
(AC)≤1 (Ag)≤1 dV +
∫
(AC)>1 (Ag)>1 dV
= LgL + LgH .
The low frequency term is estimated using the decay estimate available on g in (2.52d):
LgL . ‖C‖2 ‖g‖2 .
ǫ
〈t〉2 ‖C‖
2
2 +
ǫ
〈t〉2 .
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For ǫ sufficiently small, this is consistent with Proposition 2.1. At the high frequencies we use:
LgH ≤ ν
10
‖∇AC‖22 +
5
2ν2
(
ν ‖∇Ag‖22
)
.
The first term is absorbed by the dissipation whereas the latter term integrates to O(ǫ2ν−2) = O(c20)
via the bootstrap control (2.52c). Hence, for KHC1 ≫ 1, this is consistent with Proposition 2.1.
Turn to the next linear term, which is again divided into high and low frequencies
−
∫
ACAU20dV = −
∫
(AC)≤1
(
AU20
)
≤1 dV −
∫
(AC)>1
(
AU20
)
>1
dV
= LUL + LUH .
From (2.54b) we get for some K > 0,
LUL . ‖C‖2
∥∥U20∥∥2 ≤ ν〈νt〉α ‖C‖22 + Kǫ2ν 〈νt〉α .
For KHC1 sufficiently large, the first term is consistent with Proposition 2.1. The second term
integrates to O(Kc20), which is consistent with Proposition 2.1 provided KHC1 is sufficiently large.
For high frequencies, we have the following by Lemma C.4,
LUH ≤ ν
10
‖∇AC‖22 +
5
2ν2
(
ν
∥∥∇AU20∥∥22) ≤ ν10 ‖∇AC‖22 + K2ν2 (ν ∥∥∇A2Q20∥∥22 + ν ∥∥∇U20∥∥22) ,
for some K > 0 depending only on s, σ and λ. The first term is absorbed by the dissipation whereas
the latter term integrates to an O(Kc20) number via the bootstrap controls, so this is consistent
with Proposition 2.1 for KHC1 sufficiently large.
9.3.2 Transport nonlinearity
We apply an argument similar to that used in §5.1.1. We omit the details for brevity and conclude
T . ǫ ‖∇AC‖22 + ǫ−1 ‖C‖2Gλ,γ
(
ǫ2
〈t〉4 +
∥∥∇U30∥∥22)
. ǫ ‖∇AC‖22 +
KHC2ǫ
3 |log ǫ|
〈t〉2 +
KHC1c
2
0
ǫν
(
ν
∥∥∇U30∥∥22) .
Note by the bootstrap hypotheses, the last term integrates to O(c30KHC1KU3), which is consistent
with Proposition 2.1 provided c0 is sufficiently small.
9.3.3 Dissipation error terms
The dissipation error terms are treated with an easy variant of the treatment in §9.1.2. We omit
the details for brevity and state the result
DE . c0ν ‖∇AC‖22 ,
which is then absorbed by the dissipation by choosing c0 sufficiently small. This completes the high
norm improvement to (2.52a).
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9.4 Shorter time, high norm estimate on C: improvement to (2.52b)
The proof of (2.52b) with constant ‘2’ is essentially the same as (2.52a) with a few slight changes.
From (2.25),
1
2
d
dt
(
〈t〉−2 ‖AC‖22
)
≤ − t〈t〉4 ‖AC‖
2
2 + 〈t〉−2 λ˙
∥∥∥|∇|s/2AC∥∥∥2
2
− 〈t〉−2
∥∥∥∥∥
√
∂tw
w
AC
∥∥∥∥∥
2
2
+ 〈t〉−2 ν
∫
ACA
(
∆˜tC
)
dv − 〈t〉−2
∫
ACA
(
U˜ · ∇C
)
dV
+ 〈t〉−2
∫
ACAgdV − 〈t〉−2
∫
ACAU20dV
= −CKCL + 〈t〉−2DC +DE + T + 〈t〉−2
∫
ACAgdV − 〈t〉−2
∫
ACAU20 dV,
(9.3)
where
DE = 〈t〉−2
∫
ACA
(
(∆˜t −∆)C
)
dV.
9.4.1 Linear driving terms
The main difference between (2.52b) and (2.52a) is in the treatment of the linear driving terms, so
let us focus there. Indeed consider first the linear term involving g:
〈t〉−2
∫
ACAgdV ≤ t
2 〈t〉4 ‖AC‖
2
2 +
1
2t
‖Ag‖22 ≤
1
2
CKCL +
1
4
CKgL.
The first is absorbed by the CKCL term in (9.3). The other term is integrable by (2.52c) and
consistent with Proposition 2.1 provided KHC2 ≫ 1.
The logarithmic loss in (2.52b) is due to the linear term involving U20 . Using Lemma C.4 we
get, for some K > 0 depending on λ and s (possibly different in each line),
〈t〉−2
∫
ACAU20dV ≤
t
10 〈t〉4 ‖AC‖
2
2 +
5
2t
∥∥AU20∥∥22
≤ t
10 〈t〉4 ‖AC‖
2
2 +
K
〈t〉
∥∥A2Q20∥∥22 + K〈t〉 ∥∥U20∥∥22 + Kǫ2〈t〉 〈νt〉2α ‖AC‖22
≤ t
10 〈t〉4 ‖AC‖
2
2 +
4K
〈t〉 ǫ
2 +
4KHC1Kǫ
2c20
〈t〉 〈νt〉2α .
The first term is absorbed by CKCL in (9.3). The latter two terms are integrated until t ∼ ǫ−1 to
deduce the bound (2.52b) on that time-scale provided KHC2 is sufficiently large and c0 is chosen
sufficiently small. For times t & ǫ−1 we introduce dissipation to deduce instead for some K > 0,
〈t〉−2
∫
ACAU20dV ≤
t
10 〈t〉4 ‖AC‖
2
2 +
K
〈t〉
∥∥∇A2Q20∥∥22 + Kǫ〈t〉 ∥∥Q20∥∥22 + K〈t〉 ∥∥U20∥∥22 + Kǫ2〈t〉 〈νt〉α ‖AC‖22
≤ t
10 〈t〉4 ‖AC‖
2
2 +Kǫ
∥∥∇A2Q20∥∥22 + 4Kǫ2〈t〉 〈νt〉2α + KHC1Kǫ2c20〈t〉 〈νt〉2α ,
where the last line followed from the low frequency decay estimates (2.54). This is consistent with
(2.52b) provided KHC2 is sufficiently large and c0 is sufficiently small. This completes the treatment
of the linear driving terms in estimate (2.52b)
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9.4.2 Transport nonlinearity
These are treated in essentially the same fashion as in §9.3.2, which in turn is the same method as
that employed in §5.1.1. We omit the details for brevity.
9.4.3 Dissipation error terms
These are treated with the same method that was used in §9.3.3. Hence, we omit the details for
brevity. This completes the improvement to (2.52b).
10 Enhanced dissipation estimates
In this section we prove the enhanced dissipation estimates (2.53) with constant ‘2’.
10.1 Enhanced dissipation of Q3
We begin with Q3. Computing the time evolution of
∥∥Aν;3Q3∥∥
2
we get
1
2
d
dt
∥∥Aν;3Q3∥∥2
2
≤ λ˙
∥∥∥|∇|s/2Aν;3Q3∥∥∥2
2
− 2
t
∥∥∥1t>〈∇Y,Z〉Aν;3Q3∥∥∥22 −
∥∥∥∥∥
√
∂twL
wL
Aν;3Q3
∥∥∥∥∥
2
2
+Gν
− 2
∫
Aν;3Q3Aν;3∂tY XU
3dV + 2
∫
Aν;3Q3Aν;3∂tZXU
2dV
+ ν
∫
Aν;3Q3Aν;3
(
∆˜tQ
3
)
dv −
∫
Aν;3Q3Aν;3
(
U˜ · ∇Q3
)
dV
−
∫
Aν;3Q3Aν;3
[
Qj∂tjU
3 + 2∂tiU
j∂tijU
3 − ∂tZ
(
∂tiU
j∂tjU
i
)]
dV
= −DQν;3 −CKν;3L +Gν + LS3 + LP3 +DE + T +NLS1 +NLS2 +NLP,
(10.1)
where we write
DE = ν
∫
Aν;3Q3Aν;3
(
∆˜tQ
3 −∆LQ3
)
dV,
and
Gν = α
∫
Aν;3Q3min
(
1,
〈∇Y,Z〉2
t2
)
eλ(t)|∇|
s 〈∇〉β 〈D(t, ∂Y )〉α−1 D(t, ∂Y )〈D(t, ∂Y )〉∂tD(t, ∂Y )Q
3
6=dV.
First, we need to cancel the growing term Gν in (10.1) using part of the dissipation term D. This
is done in the same manner as in [12]; indeed:
Gν − ν
∥∥∥√−∆LAν;3Q3∥∥∥2
2
≤ ν
∑
k 6=0
∑
l
∫ (
1
8
t21t≥2|η| − |k|2 − |l|2 − |η − kt|2
) ∣∣∣Aν;3Q̂3k(η, l)∣∣∣2 dη
≤ −ν
8
∥∥∥√−∆LAν;3Q36=∥∥∥2
2
.
Next we see how to control the remaining linear and nonlinear contributions.
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10.1.1 Linear stretching term LS3
First separate into two parts (to be sub-divided further),
LS3 = −2
∫
Aν;3Q3Aν;3∂X(∂Y − t∂X)U3dV − 2
∫
Aν;3Q3Aν;3
(
ψy∂X(∂Y − t∂X)U3
)
dV
= LS30 + LS3C .
Turn first to LS3C : applying (A.4), (4.32), Lemma C.2, and Lemma 4.10 (with γ > β + 3α+ 4),
LS3C .
∥∥∥√−∆LAν;3Q3∥∥∥
2
‖C‖Gλ,β+3α+4
∥∥Aν;3∂XU3∥∥2
.
∥∥∥√−∆LAν;3Q3∥∥∥
2
‖C‖Gλ,β+3α+4
1
〈t〉2
(∥∥Aν;3Q3∥∥
2
+
∥∥A3Q3∥∥
2
)
. ǫ
∥∥∥√−∆LAν;3Q3∥∥∥2
2
+
ǫ
〈t〉2
(∥∥Aν;3Q3∥∥
2
+
∥∥A3Q3∥∥
2
)2
. (10.2)
The first term is absorbed by the leading order dissipation in (10.1) for c0 small whereas the second
is consistent with Proposition 2.1 provided ǫ is sufficiently small.
For LS30, we can proceed similar to the high norm estimate in §6.2.5.2. Begin as in (6.5) by
expanding ∆L∆
−1
t :
LS30 = −2
∫
Aν;3Q3Aν;3∂X(∂Y − t∂X)∆−1L
[
Q3 −G(∂Y − t∂X)2U3 − 2ψz∂Z(∂Y − t∂X)U3
−∆tC(∂Y − t∂X)U3
]
dV
= LS30;0 + LS30;C1 + LS30;C2 + LS30;C3. (10.3)
The leading order term in (10.3) is divided into two contributions
LS30;0 = −2
∑∫ [
1t≤2|η| + 1t>2|η|
] ∣∣∣Aν;3Q̂3k∣∣∣2 k(η − kt)
k2 + l2 + |η − kt|2dη
= LS30;0,ST + LS30;0,LT .
In the short-time regime we may simply apply (4.8a) and use that β + 3α+ 2 < σ to obtain,
LS30;0,ST .
1
〈t〉2
∥∥A3Q36=∥∥22 ,
which is consistent with Proposition 2.1 for KED3 sufficiently large relative to KH3. The long-time
regime is treated in the same manner as LS30;0,LT is treated in §6.2.5.2; hence we omit the treatment
and simply state the result:
LS30;0,LT ≤ CKν;3L +
δλ
10 〈t〉3/2
∥∥∥|∇|s/2Aν;3Q3∥∥∥2
2
+
K
δ
1
2s−1
λ 〈t〉3/2
∥∥Aν;3Q3∥∥2
2
,
where K is a fixed constant. As discussed after (6.6), this is consistent with Proposition 2.1 for
small δλ and large KED3.
Turn to the first error term in (10.3), which by (4.8a) and β + 3α+ 6 < γ is controlled via
LS30;C1 .
1
〈t〉5
∥∥Aν;3Q3∥∥
2
‖G‖Gλ,γ−1
∥∥∆LU36=∥∥Gλ,γ + 1〈t〉 ∥∥Aν;3Q3∥∥2 ∥∥Aν;3 (G(∂Y − t∂X)2U36=)∥∥2
.
ǫ
〈t〉2
∥∥Aν;3Q36=∥∥2 ∥∥A3∆LU36=∥∥2 + 1〈t〉 ∥∥Aν;3Q3∥∥2 ∥∥Aν;3 (G(∂Y − t∂X)2U36=)∥∥2 .
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To control the latter term we use (4.32) and Lemma 4.10,
1
〈t〉
∥∥Aν;3Q3∥∥
2
∥∥Aν;3 (G(∂Y − t∂X)2U36=)∥∥2 . 1〈t〉 ∥∥Aν;3Q3∥∥2 ‖C‖Gλ,γ ∥∥Aν;3(∂Y − t∂X)2U36=∥∥2
. ǫ
∥∥∥√−∆LAν;3Q3∥∥∥
2
∥∥Aν;3(∂Y − t∂X)2U36=∥∥2 ,
where we have used that Aν;3 includes a projection to non-zero frequencies to add the dissipation.
After applying Lemma C.3, this is consistent with Proposition 2.1 for c0 chosen sufficiently small
(absorbing the leading order contributions via the dissipation). This completes LS30;C1. The other
error terms, LS30;C2 and LS30;C3, are treated similarly and yield similar contributions; hence these
are omitted for the sake of brevity. This completes the treatment of LS30.
10.1.2 Linear pressure term LP3
Begin by separating out the contribution of the coefficients,
LP3 = 2
∫
Aν;3Q3Aν;3∂X∂ZU
2
6=dV + 2
∫
Aν;3Q3Aν;3
(
ψz(∂Y − t∂X)∂XU26=
)
dV
= LP30 + LP3C .
By Cauchy-Schwarz and (B.9),
LP30 ≤ 1
2κ
∥∥∥∥∥
√
∂twL
wL
Aν;3Q36=
∥∥∥∥∥
2
2
+
1
2κ
∥∥∥∥∥
√
∂twL
wL
∆LA
ν;3U26=
∥∥∥∥∥
2
2
.
Therefore, by Lemma C.3, this is consistent with Proposition 2.1 for c0 sufficiently small and
KED3 ≫ KED2.
The coefficient error term, LP3C , can be treated in the same manner as LS3C above in (10.2)
and yields similar contributions. Hence we omit the treatment for brevity. This completes the
treatment of the linear pressure term LP3.
10.1.3 Nonlinear pressure and stretching
Before beginning, note that due to the regularity gap β + 3α + 12 ≤ γ and (4.32), the presence of
the coefficients from the coordinate transform does not have an important impact. Moreover, by
Lemma C.2, there is not a significant difference between ∂Y − t∂X and ∂Z derivatives when making
most relevant estimates. Hence, for simplicity we will treat all NLS and NLP terms as if there
were no variable coefficients.
As above, we will enumerate the terms as follows for i, j ∈ {1, 2, 3} and a, b ∈ {0, 6=}
NLP (i, j, a, b) =
∫
Aν;3Q3Aν;3∂tZ(∂
t
jU
i
a∂
t
iU
j
b )dV (10.4a)
NLS1(j, a, b) = −
∫
Aν;3Q3Aν;3
(
Qja∂
t
jU
3
b
)
dV (10.4b)
NLS2(i, j, a, b) = −2
∫
Aν;3Q3Aν;3(∂tiU
j
a∂
t
i∂
t
jU
3
b )dV. (10.4c)
We will use repeatedly the inequalities
Aν;3 . tAν;1 (10.5a)
Aν;3 . Aν;2. (10.5b)
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10.1.3.1 Treatment of NLP (i, j, 0, 6=) terms
By (4.32),
NLP (i, j, 0, 6=) . ∥∥Aν;3Q3∥∥
2
∥∥Aν;3 〈∂Z〉 ∂tiU j∥∥2 ∥∥∂tjU i0∥∥Gλ,β+3α+4 .
We see that the loss of t if i = 1 on the third factor is balanced by no loss of t on the second (indeed,
see Lemma C.2). If i 6= 1 then there is no loss of t on the last factor but a loss of t on the second.
Moreover, we see that due to the zero X mode on U i, j 6= 1. Regardless, after Lemma C.2 we get
NLP (i, j, 6=, 0) . ǫ ∥∥Aν;3Q3∥∥
2
(∥∥∥AjQj6=∥∥∥
2
+
∥∥Aν;jQj∥∥
2
)
. ǫ
∥∥∥√−∆LAν;3Q3∥∥∥
2
(∥∥∥√−∆LAjQj6=∥∥∥
2
+
∥∥∥√−∆LAν;jQj∥∥∥
2
)
,
which is subsequently absorbed by the dissipation for c0 small. This completes the treatment of
NLP (i, j, 6=, 0).
10.1.3.2 Treatment of NLS1(j, 0, 6=) terms
Next turn to the treatment of the NLS1(i, j, 0, 6=) terms, which by (4.32) followed by (C.1),
NLS1(j, 0, 6=) . ∥∥Aν;3Q3∥∥
2
∥∥∥Qj0∥∥∥Gλ,β+3α+4 ∥∥Aν;3∂tjU3∥∥2 . ǫ〈t〉 ∥∥Aν;3Q3∥∥2 (∥∥Aν;3Q3∥∥2 + ∥∥A3Q3∥∥)
which is then absorbed by the dissipation for c0 sufficiently small due to the projection to non-zero
frequencies.
10.1.3.3 Treatment of NLS1(j, 6=, 0) terms
Next turn to the treatment of the NLS1(j, 6=, 0) terms, which by (4.32) followed by (C.1) (noting
that j 6= 1),
NLS1(j, 6=, 0) . ∥∥Aν;3Q3∥∥
2
∥∥Aν;jQj∥∥
2
∥∥U30∥∥Gλ,β+3α+4 . ǫ ∥∥Aν;3Q3∥∥2 ∥∥Aν;jQj∥∥2 ,
which is subsequently absorbed by the dissipation for c0 sufficiently small due to the projection to
non-zero frequencies.
10.1.3.4 Treatment of NLS2(i, j, 6=, 0) terms
Next turn to the treatment of the NLS2(i, j, 6=, 0) terms. Notice that in this case, neither i nor j
can be one. Similar to §10.1.3.2, we get by (4.32) and (2.58),
NLS2(i, j, 6=, 0) . ǫ〈t〉
∥∥Aν;3Q3∥∥
2
(∥∥Aν;jQj∥∥
2
+
∥∥∥AjQj6=∥∥∥
2
)
,
which is then absorbed by the dissipation for c0 small by the restriction to non-zero frequencies.
10.1.3.5 Treatment of NLS2(i, j, 0, 6=) terms
Next turn to the treatment of the NLS1(i, j, 6=, 0) terms. Notice that i cannot be one but j can.
Further notice that if j = 1 then we can gain a power of t on U36= using Lemma C.2. It follows that
NLS2(i, j, 0, 6=) . ǫ ∥∥Aν;3Q3∥∥
2
(∥∥A3Q36=∥∥2 + ∥∥Aν;3Q3∥∥2) .
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10.1.3.6 Treatment of NLP (i, j, 6=, 6=)
Notice that we will lose a power of t from A1 if j or i is one, but in this case we would lose one less
power of t in Lemma C.2 due to the lack of Z or Y derivatives. Hence regardless of the combination
of i and j, we will gain at least one power of t. Therefore, from (4.33),
NLP (i, j, 6=, 6=) . t
2
〈νt3〉α
∥∥Aν;3Q3∥∥
2
(∥∥Aν;3∂tZ∂tiU j∥∥2 ∥∥Aν;3∂tjU i∥∥2 + ∥∥Aν;3∂tiU j∥∥2 ∥∥Aν;3∂tZ∂tjU i∥∥2)
.
ǫ2 〈t〉
〈νt3〉α
∥∥Aν;3Q3∥∥
2
,
which is consistent with Proposition 2.1 for ǫ sufficiently small.
10.1.3.7 Treatment of NLS1(j, 6=, 6=)
These terms are all treated in essentially the same manner. From (4.33) and (C.1) (again using
that a loss from j = 1 is balanced by a gain on the second factor),
NLS1(j, 6=, 6=) . 〈t〉
2
〈νt3〉α
∥∥Aν;3Q3∥∥
2
∥∥Aν;3Qj∥∥
2
∥∥Aν;3∂tjU3∥∥2
.
〈t〉
〈νt3〉α
∥∥Aν;3Q3∥∥
2
∥∥Aν;jQj∥∥
2
(∥∥Aν;3Q3∥∥
2
+
∥∥A3Q36=∥∥2) ,
which is consistent with Proposition 2.1 for ǫ sufficiently small.
10.1.3.8 Treatment of NLS2(i, j, 6=, 6=)
The treatment of NLS2 is essentially the same as NLP : using again that the loss is at most t3
regardless of i and j, we get from (4.33) and Lemma C.2:
NLS2(i, j, 6=, 6=) . t
2
〈νt3〉α
∥∥Aν;3Q3∥∥
2
∥∥Aν;3∂tiU j∥∥2 ∥∥Aν;3∂tijU3∥∥2
.
〈t〉
〈νt3〉α
∥∥Aν;3Q3∥∥
2
(∥∥Aν;3Q3∥∥
2
+
∥∥A3Q36=∥∥2)(∥∥Aν;jQj∥∥2 + ∥∥∥AjQj6=∥∥∥2) ,
which is consistent with Proposition 2.1 for ǫ sufficiently small.
10.1.4 Transport nonlinearity
Divide the transport nonlinearity via:
T = −
∫
Aν;3Q3Aν;3k
(
U˜0 · ∇Y,ZQ36=
)
dV −
∫
Aν;3Q3Aν;3k
(
U˜6= · ∇Y,ZQ30
)
dV
−
∫
Aν;3Q3Aν;3k
(
U˜6= · ∇Q36=
)
dV
= T06= + T 6=0 + T 6= 6=.
Consider first T06=. By (4.32) and |η| ≤ |η − kt|+ |kt| ≤ 〈t〉 (|η − kt|+ |k|),
T06= .
∥∥Aν;3Q3∥∥
2
(
‖g‖Gλ,β+3α+2 〈t〉
∥∥∥√−∆LAν;3Q3∥∥∥
2
+
∥∥U30∥∥Gλ,β+3α+2 ∥∥∥√−∆LAν;3Q3∥∥∥2)
. ǫ
∥∥∥√−∆LAν;3Q3∥∥∥2
2
,
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where the last line followed by (2.58) and (2.52d) (and γ ≥ β + 3α + 2). This is subsequently
absorbed by the dissipation for c0 sufficiently small.
Turn next to T 6=0. By (4.32) and Lemma C.2 we have
T 6=0 . ǫ
∥∥Aν;3Q3∥∥
2
(∥∥Aν;3U2∥∥
2
+
∥∥Aν;3U3∥∥
2
)
.
ǫ
〈t〉2
∥∥Aν;3Q3∥∥
2
(∥∥Aν;2Q2∥∥
2
+
∥∥A2Q26=∥∥2 + ∥∥Aν;3Q3∥∥2 + ∥∥AQ36=∥∥)
which is hence consistent with Proposition 2.1.
Turn next to T 6=, which is written
T 6= 6= =
∫
Aν;3Q36=A
ν;3
 U16=(1 + ψy)U26= + ψzU36=
U36=
 ·
 ∂XQ36=(∂Y − t∂X)Q36=
∂ZQ
3
6=
 dV.
By Cauchy-Schwarz, (4.32), Lemma 4.10 and (4.33), we get
T 6= 6= .
∥∥Aν;3Q3∥∥
2
〈t〉2
〈νt3〉α
(∥∥Aν;3U2∥∥
2
+
∥∥Aν;3U3∥∥
2
+
∥∥Aν;3U1∥∥
2
) ∥∥∥√−∆LAν;3Q3∥∥∥
2
.
Applying Lemma C.2 and (2.53) with (2.51) gives
T 6= 6= .
∥∥Aν;3Q3∥∥
2
1
〈νt3〉α
(
〈t〉∥∥Aν;1Q1∥∥
2
+ 〈t〉∥∥A1Q16=∥∥2
+
∥∥Aν;2Q2∥∥
2
+
∥∥A2Q26=∥∥2 + ∥∥Aν;3Q3∥∥2 + ∥∥A3Q36=∥∥2)∥∥∥√−∆LAν;3Q3∥∥∥2
.
ǫ 〈t〉
〈νt3〉α
∥∥Aν;3Q3∥∥
2
∥∥∥√−∆LAν;3Q3∥∥∥
2
.
ǫ 〈t〉2
〈νt3〉α
∥∥Aν;3Q3∥∥2
2
+ ǫ
∥∥∥√−∆LAν;3Q3∥∥∥2
2
,
which is consistent with Proposition 2.1 for ǫ and c0 sufficiently small using ν ≥ ǫc−10 .
10.1.5 Dissipation error terms
The dissipation error terms are treated easily as in [12] using (4.32) together with the regularity
gap between Aν;3 and the coefficient control in (2.52e). We hence omit the treatment for brevity
and simply state the result:
DE . c0ν
∥∥∥√−∆LAν;3Q3∥∥∥2
2
.
10.2 Enhanced dissipation of Q2
The enhanced dissipation of Q2 is deduced in a manner very similar to Q3, however, since we are
imposing more control on Q2, some nonlinear interactions must be handled with more precision.
On the other hand, the evolution of Q2 lacks the troublesome linear terms that are present in Q3
and Q1.
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Computing the time evolution of
∥∥Aν;2Q2∥∥
2
we get
1
2
d
dt
∥∥Aν;2Q2∥∥2
2
≤ λ˙
∥∥∥|∇|s/2Aν;2Q2∥∥∥2
2
− δ1
t
∥∥∥1t>〈∇Y,Z〉Aν;2Q2∥∥∥22 −
∥∥∥∥∥
√
∂twL
wL
Aν;2Q2
∥∥∥∥∥
2
2
+Gν
+ ν
∫
Aν;2Q2Aν;2
(
∆˜tQ
2
)
dV −
∫
Aν;2Q2Aν;2
(
U˜ · ∇Q2
)
dV
−
∫
Aν;2Q2Aν;2
[(
Qj∂tjU
2
)
+ 2∂tiU
j∂tijU
2 − ∂tY
(
∂tiU
j∂tjU
i
)]
dV
= −DQν;2 − δ1CKν;2L +DE + T +NLS1 +NLS2 +NLP, (10.6)
where as in §10.1, we write
DE = ν
∫
Aν;2Q2Aν;2
(
∆˜tQ
2 −∆LQ2
)
dV,
and
Gν = α
∫
Aν;2Q2min
(
1,
〈∇Y,Z〉δ1
tδ1
)
eλ(t)|∇|
s 〈∇〉β 〈D(t, ∂v)〉α−1 D(t, ∂v)〈D(t, ∂v)〉∂tD(t, ∂v)Q
2
6=dV.
As in §10.1, we have
−ν
∥∥∥√−∆LAν;2Q26=∥∥∥2
2
+Gν ≤ −ν
8
∥∥∥√−∆LAν;2Q2∥∥∥2
2
.
10.2.1 Nonlinear pressure and stretching
In this section we treat NLS1, NLS2 and NLP . As in §10.1.3, for simplicity we will treat all NLS
and NLP terms as if there were no variable coefficients. As above, we will enumerate the terms as
follows for i, j ∈ {1, 2, 3} and a, b ∈ {0, 6=}
NLP (i, j, a, b) =
∫
Aν;2Q2Aν;2∂tY (∂
t
jU
i
a∂
t
iU
j
b )dV (10.7a)
NLS1(j, a, b) = −
∫
Aν;2Q2Aν;2
(
Qja∂
t
jU
2
b
)
dV (10.7b)
NLS2(i, j, a, b) = −2
∫
Aν;2Q2Aν;2(∂tiU
j
a∂
t
i∂
t
jU
2
b )dV. (10.7c)
We will use repeatedly the inequalities
Aν;2 . t2Aν;1 (10.8a)
Aν;2 . t2−δ1Aν;3. (10.8b)
10.2.1.1 Treatment of NLP (i, j, 0, 6=) terms
All of these terms can be treated with a variant of the same general argument. Via integration by
parts, the projection to non-zero frequencies and (4.32) we get,
NLP (i, j, 0, 6=) .
∥∥∥√−∆LAν;2Q2∥∥∥
2
∥∥∥Aν;2 (∂tiU j6=∂tjU i0)∥∥∥
2
.
∥∥∥√−∆LAν;2∥∥∥
2
∥∥Aν;2∂tiU j∥∥2 ∥∥U i0∥∥Gλ,β+3α+5 .
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With (C.2) in mind, the power of t lost from the derivatives and U10 together is at most one and
the powers of t lost from the possibility that j = 3 is at most an additional two, so at worst we get
from (4.32), (C.2), and (2.58),
NLP (i, j, 0, 6=) . ǫ
∥∥∥√−∆LAν;2Q2∥∥∥
2
(∥∥∥√−∆LAν;jQj∥∥∥+ ∥∥∥√−∆LAjQj6=∥∥∥
2
)
,
which is then absorbed by the dissipation (note that j 6= 1 by the skew structure of the nonlinearity).
10.2.1.2 Treatment of NLS1(j, 0, 6=) terms
These terms are straightforward by (4.32), (2.51), and (C.1); we omit the details and conclude
NLS1(j, 0, 6=) . ǫ ∥∥Aν;2Q2∥∥
2
(∥∥Aν;2Q2∥∥
2
+
∥∥A2Q26=∥∥2) ,
which is absorbed by the dissipation for c0 sufficiently small.
10.2.1.3 Treatment of NLS1(j, 6=, 0) terms
Note that j 6= 1. Hence, the worst possibility is j = 3, where 2−δ1 powers of time are lost. However,
these may be recovered by (4.8b). Indeed, from (4.32), (2.58), and (4.8b),
NLS1(j, 6=, 0) . ǫ
(∥∥∥√−∆LAν;2Q2∥∥∥
2
+
∥∥∥√−∆LA2Q26=∥∥∥
2
)(∥∥∥√−∆LAν;jQj∥∥∥
2
+
∥∥∥√−∆LAjQj6=∥∥∥
2
)
,
which is subsequently absorbed by the dissipation.
10.2.1.4 Treatment of NLS2(i, j, 0, 6=) terms
These are treated similar to the analogous NLS1 terms in §10.2.1.2, yielding the following
NLS2(i, j, 0, 6=) . ǫ ∥∥Aν;2Q2∥∥(∥∥Aν;2Q2∥∥+ ∥∥A2Q26=∥∥2) ,
which is absorbed by the dissipation.
10.2.1.5 Treatment of NLS2(i, j, 6=, 0) terms
Notice that in this case, j 6= 1. First, by (4.32),
NLS2(i, j, 6=, 0) . ∥∥Aν;2Q2∥∥
2
∥∥∥√−∆LAν;2U j6=∥∥∥
2
∥∥U20∥∥Gλ,β+3α+7 .
Note then that we lose at most 2− δ1 powers of time from A3 if j = 3, however these are recovered
by Lemma C.2:
NLS2(i, j, 6=, 0) = ǫ ∥∥Aν;2Q2∥∥
2
(∥∥∥√−∆LAν;jQj∥∥∥
2
+
∥∥∥√−∆LAjQj6=∥∥∥2) ,
which is absorbed by the dissipation for c0 sufficiently small.
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10.2.1.6 Treatment of NLP (i, j, 6=, 6=)
Turn next to the nonlinear pressure interactions of two non-zero frequencies. By integration by
parts and (4.33), we have
NLP (i, j, 6=, 6=) .
∥∥∥√−∆LAν;2Q2∥∥∥
2
∥∥∥Aν;2(∂tjU i6=∂tiU j6=)∥∥∥
2
.
∥∥∥√−∆LAν;2Q2∥∥∥
2
〈t〉δ1
〈νt3〉α
(∥∥∥〈∇〉2−β Aν;2∂tjU i6=∥∥∥
2
∥∥∥Aν;2∂tiU j6=∥∥∥
2
+
∥∥Aν;2∂tjU i6=∥∥2 ∥∥∥〈∇〉2−β Aν;2∂tiU j6=∥∥∥2) .
Each combination of i and j can be treated in a rather similar manner, each time using (4.32) and
Lemma C.2 (either (C.1) or (C.2) depending on the case). The case NLP (1, 3, 6=, 6=) turns out to
be the hardest, and it is this case which precipitates the loss of tδ1 in Q2 (and hence ultimately
the slightly slower than the rate of inviscid damping predicted by the linear theory in (1.22b)).
Hence, let us simply focus on this case and omit the others for brevity. In this case, using the extra〈
t
〈∇Y,Z〉
〉δ1
in the definition of Aν;2 in (2.48) and (C.2) (actually we do not need to use the full
product rule in this case, but it is necessary for the i = j = 3 case so let us demonstrate it here):
NLP (1, 3, 6=, 6=) .
∥∥∥√−∆LAν;2Q2∥∥∥
2
〈t〉4
〈νt3〉α
(∥∥∥〈∇〉2−β Aν;1∂tZU16=∥∥∥
2
∥∥Aν;3∂XU36=∥∥2
+
∥∥Aν;1∂tZU16=∥∥2 ∥∥∥〈∇〉2−β Aν;3∂XU36=∥∥∥2)
.
∥∥∥√−∆LAν;2Q2∥∥∥
2
〈t〉4
〈νt3〉α
(
(1 + ǫt2)
∥∥Aν;1U16=∥∥2 ∥∥Aν;3∂XU36=∥∥2
+
∥∥Aν;1∂tZU16=∥∥2 ∥∥Aν;3U36=∥∥2)
.
∥∥∥√−∆LAν;2Q2∥∥∥
2
1
〈νt3〉α−1
((∥∥Aν;1Q1∥∥
2
+
∥∥A1Q16=∥∥2)(∥∥Aν;3Q3∥∥2 + ∥∥A3Q36=∥∥2)
+
(∥∥∥√−∆LAν;1Q1∥∥∥
2
+
∥∥∥√−∆LA1Q16=∥∥∥
2
)(∥∥Aν;3Q3∥∥
2
+
∥∥A3Q36=∥∥2))
. ǫ
∥∥∥√−∆LAν;2Q2∥∥∥
2
(∥∥∥√−∆LAν;1Q1∥∥∥
2
+
∥∥∥√−∆LA1Q16=∥∥∥
2
)
,
which is then absorbed by the dissipation. The other terms can be treated with a simple variation
or easier arguments (none of the others require the extra power of tδ1 in (2.48) but the i = j = 3
term depends more crucially on the product rule being employed above).
10.2.1.7 Treatment of NLS1(j, 6=, 6=)
By (4.33) and (C.1),
NLS1(j, 6=, 6=) . 〈t〉
δ1
〈νt3〉α
∥∥Aν;2Q2∥∥
2
∥∥Aν;2Qj∥∥
2
∥∥Aν;2∂tjU26=∥∥2
.
〈t〉
〈νt3〉α
∥∥Aν;2Q2∥∥
2
∥∥Aν;jQj∥∥
2
(∥∥Aν;2Q2∥∥
2
+
∥∥A2Q26=∥∥2) ,
which is consistent with Proposition 2.1.
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10.2.1.8 Treatment of NLS2(i, j, 6=, 6=)
For these terms we again apply (4.33) to deduce
NLS2(i, j, 6=, 6=) . ∥∥Aν;2Q2∥∥
2
〈t〉δ1
〈νt3〉α
∥∥∥Aν;2∂tiU j6=∥∥∥
2
∥∥Aν;2∂tijU26=∥∥2 .
The most problematic term is j = 3, i = 2; in this case we apply (C.2) and (C.1),
NLS2(2, 3, 6=, 6=) . ǫ 〈t〉
δ1
〈νt3〉α
∥∥Aν;2Q2∥∥
2
(∥∥∥√−∆LAν;3Q3∥∥∥
2
+
∥∥∥√−∆LA3Q36=∥∥∥
2
)
;
the other cases can be treated similarly and are hence omitted for brevity. This completes the
treatment of all of the nonlinear pressure and stretching terms.
10.2.2 Transport nonlinearity
These terms are treated similar to §10.1.4; we just briefly sketch the differences here. Write the
transport nonlinearity as
T = −
∫
Aν;2Q26=A
ν;2
(
U˜0 · ∇Y,ZQ26=
)
dV −
∫
Aν;2Q26=A
ν;2
(
U˜6= · ∇Y,ZQ20
)
dV
−
∫
Aν;2Q26=A
ν;2
k
(
U˜6= · ∇Q26=
)
dV
= T06= + T 6=0 + T 6= 6=.
As in §10.1.4, (4.32) together with the bootstrap hypotheses imply
T06= . ǫ
∥∥∥√−∆LAν;2Q2∥∥∥2
2
.
Similarly,
T 6=0 . ǫ
∥∥Aν;2Q2∥∥2
2
(∥∥Aν;2Q2∥∥
2
+
∥∥A2Q26=∥∥2 + ∥∥Aν;3Q3∥∥2 + ∥∥A3Q36=∥∥) ,
which is absorbed by the dissipation for c0 sufficiently small.
For T 6= 6= we get from (4.33) and (C.1),
T 6= 6= .
∥∥Aν;2Q2∥∥
2
〈t〉δ1
〈νt3〉α
(∥∥Aν;2U1∥∥
2
+
∥∥Aν;2U2∥∥
2
+
∥∥Aν;2U3∥∥
2
) ∥∥∥√−∆LAν;2Q2∥∥∥
2
.
∥∥Aν;2Q2∥∥
2
〈t〉δ1
〈νt3〉α
(
〈t〉2 ∥∥Aν;1U1∥∥
2
+
∥∥Aν;2U2∥∥
2
+ 〈t〉2−δ1 ∥∥Aν;3U3∥∥
2
) ∥∥∥√−∆LAν;2Q2∥∥∥
2
.
∥∥Aν;2Q2∥∥
2
ǫ 〈t〉δ1
〈νt3〉α
∥∥∥√−∆LAν;2Q2∥∥∥
2
. ǫ
∥∥∥√−∆LAν;2Q2∥∥∥2
2
+
ǫ 〈t〉2δ1
〈νt3〉2α
∥∥Aν;2Q2∥∥2
2
,
which completes the treatment of T 6= 6=.
10.2.3 Dissipation error terms
As in §10.1.5, these terms are treated in the same manner as the analogous terms in [12] and
absorbed by the dissipation; the details are omitted for brevity.
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10.3 Enhanced dissipation of Q1
As in the high norm estimates on Q16= in §8, we need to deal with the issue caused by the lift-up
effect and the linear stretching term. Computing the time evolution of
∥∥Aν;1Q1∥∥
2
, we get
1
2
d
dt
∥∥Aν;1Q1∥∥2
2
≤ λ˙
∥∥∥|∇|s/2Aν;1Q1∥∥∥2
2
+Gν −
∥∥∥∥∥
√
∂twL
wL
Aν;1Q1
∥∥∥∥∥
2
2
− t〈t〉2
∥∥Aν;1Q1∥∥2
2
− (1 + δ1)
t
∥∥∥1t>〈∇Y,Z〉Aν;1Q1∥∥∥22
−
∫
Aν;1Q1Aν;1Q2dV − 2
∫
Aν;1Q1Aν;1∂tY XU
1dV
+ 2
∫
Aν;1Q1Aν;1∂XXU
2dV + ν
∫
Aν;1Q1Aν;1
(
∆˜tQ
1
)
dv
−
∫
Aν;1Q1Aν;1
(
U˜ · ∇Q1
)
dv
−
∫
Aν;1Q1Aν;1
[(
Qj∂tjU
1
)
+ 2∂tiU
j∂tijU
1 − ∂X
(
∂tiU
j∂tjU
i
)]
dv
= −DQν;1 +Gν − CKν;1L1 − (1 + δ1)CKν;1L2
+ LU + LS1 + LP1 +DE + T +NLS1 +NLS2 +NLP. (10.9)
where Gν is analogous to the corresponding term in (10.1). As in §10.1, Gν is absorbed by using
the dissipation. Note that for i ∈ {2, 3},
Aν;1 . Aν;i. (10.10)
10.3.1 Linear terms
The treatment of the LU term is analogous to the treatment used in the improvement to (2.51c) in
§8.2. We omit the details for brevity and conclude that there is some constant K > 0 such that
LU ≤ δ1t 〈t〉−2
∥∥Aν;1Q1∥∥2
2
+
δλ
4δ1t3/2
∥∥∥|∇|s/2Aν;2Q2∥∥∥2
2
+
K
δ1δ
1
2s−1
λ t
3/2
∥∥Aν;2Q2∥∥2
2
+
K
δ1t
∥∥∥1t>〈∇Y,Z〉Aν;2Q2∥∥∥22 ,
which is consistent with Proposition 2.1 provided KED1 ≫ KED2max(δ−21 , δ
1
2s−1
λ δ
−1
1 ). The treat-
ment of LS1 can be made analogous to the LS3 term treated above in §10.1 along with the tδ1
tweak used in the improvement of (2.51c). We omit the details and conclude, for some constant
K > 0,
LS1 ≤ (1 + δ1)CKν;1L2 + (1− δ1)CKν;1L1 +Kǫ
∥∥∥√−∆LAν;1Q1∥∥∥2
2
+
K
〈t〉2
∥∥A1Q16=∥∥22 + Kǫ〈t〉2 ∥∥A1∆LU16=∥∥22
+
δλ
10 〈t〉3/2
∥∥∥|∇|s/2Aν;1Q1∥∥∥2
2
+
K
δ
1
2s−1
λ 〈t〉3/2
∥∥Aν;1Q1∥∥2
2
,
which (after Lemma C.6) is consistent with Proposition 2.1 for KED1 chosen large relative to KH16=
and KED2. Next consider the linear pressure term LP1.
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We may directly apply Lemma C.2 to deduce
LP1 ≤ 2∥∥Aν;1Q1∥∥
2
∥∥∂XXAν;1U26=∥∥2 . 〈t〉−3 ∥∥Aν;1Q1∥∥2 (∥∥Aν;2Q26=∥∥2 + ∥∥A2Q26=∥∥2)
.
1
〈t〉3
∥∥Aν;1Q1∥∥2
2
+
1 +KED2
〈t〉3 ǫ
2,
which is consistent with Proposition 2.1 provided KED1 ≫ KED2.
10.3.2 Nonlinear pressure and stretching
These terms are treated in essentially the same manner as in §10.1.3, however, we sketch some of
the similarities and differences briefly. Recall the enumeration As above, we will enumerate the
terms as follows for i, j ∈ {1, 2, 3} and a, b ∈ {0, 6=}
NLP (i, j, a, b) =
∫
Aν;1Q1Aν;1∂X(∂
t
jU
i
a∂
t
iU
j
b )dV (10.11a)
NLS1(j, a, b) = −
∫
Aν;1Q1Aν;1
(
Qja∂
t
jU
1
b
)
dV (10.11b)
NLS2(i, j, a, b) = −2
∫
Aν;1Q1Aν;1(∂tiU
j
a∂
t
i∂
t
jU
1
b )dV. (10.11c)
10.3.2.1 Treatment of NLP (i, j, 0, 6=) terms
Notice that in this case, j 6= 1. From (4.32), Lemma C.2, and (2.58),
NLP (i, j, 6=, 0) . ∥∥Aν;1Q1∥∥
2
∥∥Aν;1∂X∂tiU j∥∥2 ∥∥U i0∥∥Gλ,β+3α+5 . ǫ ∥∥Aν;1Q1∥∥2 (∥∥Aν;jQj∥∥2 + ∥∥∥AjQj6=∥∥∥2) ,
which is subsequently absorbed by the dissipation.
10.3.2.2 Treatment of NLS1(j, 0, 6=) terms
From (4.32), Lemma C.2, and (2.58),
NLS1(j, 0, 6=) . ∥∥Aν;1Q1∥∥
2
∥∥∥Qj0∥∥∥Gλ,β+3α+5 ∥∥∂tjAν;1U1∥∥2 . ǫ〈t〉 ∥∥Aν;1Q1∥∥2 (∥∥Aν;1Q1∥∥2 + ∥∥A1Q16=∥∥2) .
which is absorbed by the dissipation.
10.3.2.3 Treatment of NLS1(j, 6=, 0) terms
Note that j 6= 1. From (4.32), Lemma C.2, (4.8b), and (2.58),
NLS1(j, 6=, 0) . ∥∥Aν;1Q1∥∥
2
∥∥Aν;1Qj∥∥
2
∥∥U10∥∥Gλ,β+3α+5
. ǫ
(∥∥∥√−∆LAν;1Q1∥∥∥
2
+
∥∥A1Q16=∥∥2)(∥∥Aν;jQj∥∥2 + ∥∥∥AjQj6=∥∥∥2) ,
which is absorbed by the dissipation.
10.3.2.4 Treatment of NLS2(i, j, 6=, 0) terms
From (4.32), Lemma C.2, and (2.58), we have (noting that both j 6= 1 and i 6= 1):
NLS2(i, j, 6=, 0) . ∥∥Aν;1Q1∥∥
2
∥∥∥Aν;1∂tiU j6=∥∥∥
2
∥∥U10∥∥Gλ,β+3α+6 . ǫ ∥∥Aν;1Q1∥∥2 (∥∥Aν;jQj∥∥2 + ∥∥∥AjQj6=∥∥∥2) ,
which is then absorbed by the dissipation.
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10.3.2.5 Treatment of NLS2(i, j, 0, 6=) terms
From (4.32), Lemma C.2, and (2.58). we have
NLS2(i, j, 0, 6=) . ∥∥Aν;1Q1∥∥
2
∥∥Aν;1∂tijU1∥∥2 ∥∥∥U j0∥∥∥Gλ,β+3γ+5 . ǫ ∥∥Aν;1Q1∥∥2 (∥∥Aν;1Q1∥∥2 + ∥∥A1Q16=∥∥2) ,
which is then absorbed by the dissipation.
10.3.2.6 Treatment of NLP (i, j, 6=, 6=), NLS1(i, j, 6=, 6=), and NLS2(i, j, 6=, 6=)
The nonlinear terms involving two non-zero frequencies can all be treated in essentially the same
manner as in Q3 in §10.1.3.6 and §10.1.3.7. We treat the representative example NLS2(2, 3, 6=, 6=).
By (4.33),
NLS2(2, 3, 6=, 6=) . 〈t〉
2+δ1
〈νt3〉α
∥∥Aν;1Q1∥∥
2
∥∥Aν;1∂tY U3∥∥2 ∥∥Aν;1∂tY ZU1∥∥2
.
ǫt1+δ1
〈νt3〉α
∥∥Aν;1Q1∥∥
2
(∥∥Aν;1Q1∥∥
2
+
∥∥A1Q16=∥∥2)(∥∥Aν;3Q3∥∥2 + ∥∥A3Q36=∥∥2) ,
which is consistent with Proposition 2.1 for ǫ sufficiently small.
10.3.3 Transport nonlinearity
The transport nonlinearity, T in (10.9), can be treated in the same manner as the transport non-
linearity in §10.2.2. We omit the details for brevity.
10.3.4 Dissipation error terms
The dissipation error terms can be treated in same manner as those in §10.1.5 and hence we omit
the details for brevity. This completes the enhanced dissipation estimate on Q1.
11 Sobolev estimates
In this section we improve the Hσ
′
(and L4) estimates in (2.54). Since these estimates are on quan-
tities which are independent of X and are in finite regularity (so it is easy to handle compositions),
we may deduce them in the original (y, z) variables and then transfer them back to (Y,Z) variables
(see §3 for more discussion on changing coordinate systems). This is also useful for taking advantage
of the divergence free condition in the form (11.2) below.
First, recall Lemma 3.2. From (3.3) and the equation satisfied by q20 (from (2.1)):
∂tq
2
0 + (u
2
0, u
3
0)
T · ∇q20 = −qj0∂ju20 + ∂y
(
∂iu
j
0∂ju
i
0
)
− 2∂iuj0∂iju20 + Fq + ν∆q20, (11.1)
where, analogous to (2.31) and (3.6), we derive
Fq =
(
∂i∂i∂j
(
u¯j6=u¯
2
6=
)
0
− ∂y∂j∂i
(
u¯i6=u¯
j
6=
)
0
)
1i 6=1,j 6=1.
In what follows denote
u0 :=
(
u20
u30
)
.
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11.1 Improvement of (2.54a)
In this section we improve (2.54a) from (11.1) by making an L2 estimate on q20 and then transforming
this to an estimate on Q20. The first thing to note is the spectral gap estimate
‖q20‖Hσ′ + ‖u20‖Hσ′ + ‖∇∂zu20‖Hσ′ + ‖∂zu20‖Hσ′ .
∥∥∇q20∥∥Hσ′ (11.2)
following from the divergence free condition on u. This kind of estimate would normally imply
exponential decay, however, the decay of F is only polynomial. From (11.1) we have
1
2
d
dt
∥∥q20∥∥2Hσ′ = −ν ∥∥∇q20∥∥2Hσ′ − ∫ 〈∇〉σ′ q20 〈∇〉σ′ (u0 · ∇q20) dydz
+
∫
〈∇〉σ′ q20 〈∇〉σ
′
[
−qj0∂ju20 + ∂y
(
∂iu
j
0∂ju
i
0
)
− 2∂iuj0∂iju20
]
dydz
+
∫
〈∇〉σ′ q20 〈∇〉σ
′ Fqdydz.
Write
−
∫
〈∇〉σ′ q20 〈∇〉σ
′ (
u0 · ∇q20
)
dydz = −
∫
〈∇〉σ′ q20 〈∇〉σ
′ (
u20∂yq
2
0
)
dydz −
∫
〈∇〉σ′ q20 〈∇〉σ
′ (
u30∂zq
3
0
)
dydz
= Ty + Tz.
For Ty we use the algebra property of H
σ′ , (3.8), and (11.2),
Ty . ǫ
∥∥∇q20∥∥2Hσ′ + ǫ−1 ∥∥q20∥∥2Hσ′ ∥∥u20∥∥2Hσ′ . ǫ ∥∥∇q20∥∥2Hσ′ ,
which is consistent with Proposition 2.1 for c0 sufficiently small. For Tz we use the fact that one of
the first two factors must have non-zero frequency in z (this was also used in §5.1.1),
Tz .
∥∥u30∥∥Hσ′ ∥∥∇q20∥∥2Hσ′ + ∥∥q20∥∥2 ∥∥∇u30∥∥Hσ′ ‖∇q0‖Hσ′
. ǫ
∥∥∇q20∥∥2Hσ′ + ǫ〈νt〉2α ∥∥∇u30∥∥2Hσ′ ,
which is consistent with Proposition 2.1. From the algebra property and (3.7) we get∫
〈∇〉σ′ q20 〈∇〉σ
′ Fqdydz . ǫ
2
〈νt3〉2α
∥∥q20∥∥Hσ′ .
Turn to the NLS1 term,
−
∫
〈∇〉σ′ q20 〈∇〉σ
′
(
qj0∂ju
2
0
)
dydz = −
∫
〈∇〉σ′ q20 〈∇〉σ
′ (
∆u30∂zu
2
0
)
dydz −
∫
〈∇〉σ′ q20 〈∇〉σ
′ (
q20∂yu
2
0
)
dydz
= Sz + Sy.
To treat Sy we use the algebra property and (3.8) to obtain
Sy .
∥∥q20∥∥2Hσ′ ∥∥∇u20∥∥Hσ′ . ǫ〈νt〉α ∥∥q20∥∥2Hσ′ .
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For Sz we use the integration by parts
Sz =
∫
〈∇〉σ′ ∇q20 ·
(
∇〈∇〉σ′ u30
)
∂zu
2
0dydz +
∫
〈∇〉σ′ q20
(
∇〈∇〉σ′ u30
)
· ∂z∇u20dydz
−
∫
〈∇〉σ′ q20
(
〈∇〉σ′ (∆u30∂zu20)− (∆ 〈∇〉σ′ u30) ∂zu20) dydz
= S1z + S
2
z + S
3
z .
To control the first two terms, we use (3.8) (and (11.2)), to deduce
S1z + S
2
z .
∥∥∇q20∥∥Hσ′ ∥∥∇u30∥∥Hσ′ ∥∥∂zu20∥∥Hσ′ + ∥∥q20∥∥Hσ′ ∥∥∇u30∥∥Hσ′ ∥∥∇∂zu20∥∥Hσ′
. ǫ
(∥∥∇q20∥∥2Hσ′ + ‖q20‖2Hσ′ + ‖∂zu20‖2Hσ′)
. ǫ
∥∥∇q20∥∥2Hσ′ .
Treating the commutator in the S3z term is by now classical and, in particular, by using that for
|η, l| ≈ |ξ, l′|,
〈η, l〉σ′ − 〈ξ, l′〉σ′ . ∣∣η − ξ, l − l′∣∣ 〈ξ, l′〉σ′−1 ,
we have
S3z .
∥∥q20∥∥Hσ′ ∥∥∇u30∥∥Hσ′ ∥∥∂zu20∥∥Hσ′ . ǫ‖q20‖2Hσ′ + ǫ〈νt〉2α ‖∇u30‖2Hσ′ ,
which is sufficient. For the NLP term, by integration by parts and (3.8),∫
〈∇〉σ′ q20 〈∇〉σ
′
∂y
(
∂iu
j
0∂ju
i
0
)
dydz .
∥∥∇q20∥∥Hσ′ (∥∥∂zu30∥∥2Hσ′ + ∥∥∂yu30∥∥Hσ′ ∥∥∂zu20∥∥Hσ′ + ∥∥∂yu20∥∥2Hσ′)
. ǫ
∥∥∇q20∥∥2Hσ′ + ǫ〈νt〉2α ∥∥∇u30∥∥2Hσ′ .
For the second NLS term we do not need to integrate by parts and instead use the algebra property
and the definition of q20 :
−
∫
〈∇〉σ′ q20 〈∇〉σ
′
(
∂iu
j
0∂i∂ju
2
0
)
dydz .
∥∥q20∥∥2Hσ′ (∥∥∇u20∥∥Hσ′ + ∥∥∇u30∥∥Hσ′ )
. ǫ
∥∥q20∥∥2Hσ′ + ǫ〈νt〉2α ∥∥∇u30∥∥2Hσ′ .
Putting the above estimates together now yields the stated decay estimate by standard methods
via (11.2). The details are omitted for brevity and we simply conclude that for c0 chosen sufficiently
small we have ∥∥q20∥∥Hσ′ ≤ 3ǫ2 〈νt〉α . (11.3)
It follows by Sobolev composition that for c0 sufficiently small,
∥∥Q20∥∥Hσ′ ≤ (1 + Kc0)∥∥q20∥∥Hσ′ for
some universalK > 0, and hence for c0 chosen sufficiently small, the improvement to (2.54a) follows.
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11.2 Improvement of (2.54c)
Note that
∫
∂zu
3
0dz = 0 and hence we get the spectral gap∥∥∂zu30∥∥Hσ′ . ∥∥∇∂zu30∥∥Hσ′ . (11.4)
From (3.3) we get
1
2
d
dt
∥∥∂zu30∥∥2Hσ′ = −ν ∥∥∇∂zu30∥∥2Hσ′ − ∫ 〈∇〉σ′ ∂zu30 〈∇〉σ′ ∂z (u0 · ∇u30) dydz
+
∫
〈∇〉σ′ ∂zu30 〈∇〉σ
′
∂zz∆
−1(∂iu
j
0∂ju
3
0)dydz +
∫
〈∇〉σ′ ∂zu30 〈∇〉σ
′
∂zF3dydz.
The transport term is handled via
−
∫
〈∇〉σ′ ∂zu30 〈∇〉σ
′
∂z
(
u0 · ∇u30
)
dydz = −
∫
〈∇〉σ′ ∂zu30 〈∇〉σ
′ (
∂zu0 · ∇u30
)
dydz
−
∫
〈∇〉σ′ ∂zu30 〈∇〉σ
′ (
u0 · ∇∂zu30
)
dydz
= T1 + T2.
For T1 we get from the algebra property
T1 .
∥∥∂zu30∥∥Hσ′ ∥∥∇u30∥∥Hσ′ (∥∥∂zu20∥∥Hσ′ + ∥∥∂zu30∥∥Hσ′)
. ǫ
∥∥∂zu30∥∥2Hσ′ + ǫ〈νt〉2α ∥∥∇u30∥∥2Hσ′ .
For T2 we may instead simply absorb with the dissipation (using (11.4)) by adding another derivative
to the first factor:
T2 .
∥∥∂zu30∥∥2Hσ′ ‖u0‖Hσ′ ∥∥∇∂zu30∥∥2Hσ′ . ǫ ∥∥∇∂zu30∥∥2Hσ′ ,
which will be sufficient to treat the transport term.
From (3.7) we get ∫
〈∇〉σ′ ∂zu30 〈∇〉σ
′
∂zF3dydz . ǫ
2
〈νt3〉2α
∥∥∂zu30∥∥Hσ′ .
The last difficulty is from the pressure. By the algebra property,∫
〈∇〉σ′ ∂zu30 〈∇〉σ
′
∂zz∆
−1(∂iu
j
0∂ju
i
0)dydz .
∥∥∂zu30∥∥Hσ′ (∥∥∂zu20∂yu30∥∥Hσ′ + ∥∥(∂yu20)2∥∥Hσ′ + ∥∥(∂zu30)2∥∥Hσ′)
.
ǫ
〈νt〉α
∥∥∂zu30∥∥Hσ′ ∥∥∇u30∥∥Hσ′ + ǫ3〈νt〉3α
. ǫ
∥∥∂zu30∥∥2Hσ′ + ǫ〈νt〉2α ∥∥∇u30∥∥Hσ′ + ǫ3〈νt〉3α ,
which is consistent with Proposition 2.1 for c0 sufficiently small by (11.4). Putting the above
estimates together now yields the stated decay estimate using (11.4) via standard methods. The
details are omitted for brevity.
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11.3 Improvement of (2.54b)
Due to the divergence-free condition, it follows that
û20(η, l) = −
q̂20(η, l)1l 6=0
|η|2 + |l|2 .
Therefore, it follows from (11.3) that ∥∥u20∥∥Hσ′ ≤ 3ǫ2 〈νt〉α ,
and so for c0 sufficiently small, the improvement to (2.54b) follows by Sobolev composition as above.
11.4 Improvement of (2.54d) and (2.54e)
The improvement of (2.54d) and (2.54e) will be implied by the two following estimates:
∥∥U10∥∥2Hσ′ + ν ∫ t
1
∥∥∇U10 (τ)∥∥2Hσ′ dτ ≤ 2KU12c20 (11.5a)∥∥U10∥∥Hσ′ ≤ 2KU1ǫ 〈t〉 . (11.5b)
Both are straightforward (especially since the nonlinear pressure vanishes from (3.3) for u10); the
only difference is in the treatment of the lift up effect term. Indeed, from (3.3) we get
1
2
d
dt
∥∥u10∥∥2Hσ′ = −ν ∥∥∇u10∥∥2Hσ′ − ∫ 〈∇〉σ′ u10 〈∇〉σ′ (u0 · ∇u10) dydz
−
∫
〈∇〉σ′ u10 〈∇〉σ
′
u20dydz +
∫
〈∇〉σ′ u10 〈∇〉σ
′ F1dydz. (11.6)
The forcing terms are dealt with as above and are hence omitted. To treat the transport terms, we
use the slight variation of the proof used in §5.1.1 above. Indeed, note
−
∫
〈∇〉σ′ u10 〈∇〉σ
′ (
u0 · ∇u10
)
dydz = −
∫
〈∇〉σ′ u10 〈∇〉σ
′ (
u20∂yu
1
0
)
dydz
−
∫
〈∇〉σ′ u10 〈∇〉σ
′ (
u30∂zu
1
0
)
dydz
= Ty + Tz.
For Ty we may use the algebra property
Ty .
∥∥u10∥∥Hσ′ ∥∥∇u10∥∥Hσ′ ∥∥u20∥∥Hσ′ . ǫ ∥∥∇u10∥∥2Hσ′ + ǫ〈νt〉2α ∥∥u10∥∥2Hσ′ ,
which is consistent with (11.5) for c0 sufficiently small. For Tz note that due to the ∂z, at least one
of the other two factors must have a non-zero frequency in z, which implies
Tz .
∥∥u10∥∥Hσ′ ∥∥∇u10∥∥Hσ′ ∥∥∂zu30∥∥Hσ′ + ∥∥u30∥∥Hσ′ ∥∥∇u10∥∥2Hσ′
. ǫ
∥∥∇u10∥∥2Hσ′ + ǫ〈νt〉2α ∥∥u10∥∥2Hσ′ ,
which is again consistent with (11.5) for c0 sufficiently small.
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If one is deducing (11.5a) then the lift-up effect term can be bounded for some universal K > 0
by
−
∫
〈∇〉σ′ u10 〈∇〉σ
′
u20dydz ≤
∥∥u10∥∥Hσ′ ∥∥u20∥∥Hσ′ ≤ ν〈νt〉α ∥∥u10∥∥2Hσ′ + Kǫ2ν 〈νt〉α .
The former term is treated via an integrating factor whereas the latter term is consistent with
(11.5a), both for KU12 sufficiently large.
If one is deducing (11.5b), then first we multiply (11.6) on both sides by 〈t〉−2 and use
1
2 〈t〉2
d
dt
∥∥u10∥∥2Hσ′ = 12 ddt (〈t〉−2 ∥∥u10∥∥2Hσ′)+ t〈t〉4 ∥∥u10∥∥2Hσ′ .
Then the lift up effect term is treated via
−〈t〉−2
∫
〈∇〉σ′ u10 〈∇〉σ
′
u20dydz ≤ 〈t〉−2
∥∥u10∥∥Hσ′ ∥∥u20∥∥Hσ′ ≤ 4 〈t〉−2 ǫ ∥∥u10∥∥Hσ′ .
The nonlinear terms are treated by an easy variant of the treatment applied in the proof of (11.5a).
From here, one applies the super-solution method described in §7.1. We omit the remaining details
for brevity.
11.5 Improvement of (2.54f)
This estimate is a slight variant of the proof of (2.54d). From (3.3) we get
1
2
d
dt
∥∥u30∥∥2Hσ′ = −ν ∥∥∇u30∥∥2Hσ′ − ∫ 〈∇〉σ′ u30 〈∇〉σ′ (u0 · ∇u30) dydz
+
∫
〈∇〉σ′ u30 〈∇〉σ
′
∂z∆
−1∂i∂j
(
uj0u
i
0
)
1i 6=1,j 6=1dydz
+
∫
〈∇〉σ′ u30 〈∇〉σ
′ F3dydz.
The treatments of the transport nonlinearity and forcing terms are essentially the same as for
the improvement of (2.54d) and (2.54e). Let us briefly comment on how to treat the pressure
nonlinearity. Denote this contribution
P =
∫
〈∇〉σ′ u30 〈∇〉σ
′
∂z∆
−1∂i∂j
(
uj0u
i
0
)
1i 6=1,j 6=1dydz.
Notice that if i = j = 3 then at least one of the factors of u30 must have non-zero z frequency. we
integrate by parts and use the algebra property:
P .
∥∥∇u30∥∥Hσ′ (∥∥u20u30∥∥Hσ′ + ∥∥u20u20∥∥Hσ′ + ∥∥u30∥∥Hσ′ ∥∥∂zu30∥∥Hσ′)
.
∥∥∇u30∥∥Hσ′ ( ǫ2〈νt〉α + ǫ ∥∥∇u30∥∥Hσ′
)
. ǫ
∥∥∇u30∥∥2Hσ′ + ǫ3〈νt〉2α . (11.7)
This suffices for the improvement of (2.54f) as the first term is absorbed the dissipation and the
latter integrates to O(c0ǫ
2).
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11.6 Improvement of (2.54g) and (2.54h)
These both follow by a straightforward L4 energy estimate on (3.3), together with the 2D Gagliardo-
Nirenberg inequality
‖f‖24 . ‖f‖2
∥∥∇f2∥∥1/2
2
. (11.8)
From (3.3) and computations similar to the above Sobolev scale estimates (using (3.8) and (3.7) of
course), one derives
1
4
d
dt
∥∥u30∥∥44 . −ν ∥∥∇(u30)2∥∥22 + ǫ5〈νt〉α + ǫ5〈νt3〉α .
We remark that this kind of good decay is only possible due to the strong decay estimates obtained
above and the special structure of the nonlinearity. By (11.8) and (3.8) there holds
d
dt
(
〈νt〉∥∥u30∥∥44) . ν ∥∥u30∥∥44 − ν 〈νt〉 ǫ−4 ∥∥u30∥∥84 + ǫ5〈νt〉α−1 + ǫ5〈νt3〉α−1 .
By comparing 〈νt〉∥∥u30∥∥44 against the super solution
Y (t) = Kǫ4 +
∫ t
1
ǫ5
〈νt〉α−1 +
ǫ5
〈νt3〉α−1 dτ,
for K chosen sufficiently large (independently of ν, ǫ, and KB of course) we conclude that∥∥u30∥∥4 . ǫ〈νt〉1/4 ,
from which the improvement to (2.54g) follows for KL sufficiently large by composition (note that
since (2.54g) is not used in the bootstrap argument, it is really deduced a posteriori). We may
improve (2.54h) in essentially the same way except for the lift-up effect term, which is treated as in
(11.5b) above. The details are omitted for brevity.
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A Fourier analysis conventions, elementary inequalities, and Gevrey
spaces
For f(x, y, z) (or (X,Y,Z)), we define the Fourier transform fˆk(η, l) where (k, η, l) ∈ Z×R×Z and
the inverse Fourier transform via
fˆk(η, l) =
1
(2π)3/2
∫
T×R×T
e−ixk−iyη−ilzf(x, y, z)dxdydz
f(x, y, z) =
1
(2π)3/2
∑
k,l∈Z
∫
R
eixk+iyη+izlfˆk(η, l)dη.
With these conventions note,∫
f(x, y, z)g(x, y, z)dxdydz =
∑
k
∫
fˆk(η, l)gˆk(η, l)dη
f̂g =
1
(2π)3/2
fˆ ∗ gˆ
(∇̂f)k(η, l) = (ik, iη, il)fˆk(η, l).
The paraproducts are defined in §4.2 using the Littlewood-Paley dyadic decomposition. Here we
fix conventions and review the basic properties, see e.g. [4] for more details. Let ψ ∈ C∞0 (R+;R+)
be such that ψ(ξ) = 1 for ξ ≤ 1/2 and ψ(ξ) = 0 for ξ ≥ 3/4 and define ρ(ξ) = ψ(ξ/2) − ψ(ξ),
supported in the range ξ ∈ (1/2, 3/2). Then we have the partition of unity for ξ > 0,
1 =
∑
M∈2Z
ρ(M−1ξ),
where we mean that the sum runs over the dyadic integers M = ..., 2−j , ..., 1/4, 1/2, 1, 2, 4, ..., 2j , ...
and we define the cut-off ρM (ξ) = ρ(M
−1ξ), each supported in M/2 ≤ ξ ≤ 3M/2. For f ∈
L2(T× R× T) we define
fM = ρM (|∇|)f, f<M =
∑
K∈2Z:K<M
fK ,
which defines the decomposition (in the L2 sense)
f =
∑
M∈2Z
fM .
There holds the almost orthogonality and the approximate projection property
‖f‖22 ≈
∑
M∈2Z
‖fM‖22 (A.1a)
‖fM‖2 ≈ ‖(fM)∼M‖2 , (A.1b)
where we make use of the notation
f∼M =
∑
K∈2Z: 1
C
M≤K≤CM
fK ,
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for some constant C which is independent of M . Generally the exact value of C which is being used
is not important; what is important is that it is finite and independent of M . Similar to (A.1) but
more generally, if f =
∑
j Dj for any Dj with
1
C 2
j ⊂ suppDj ⊂ C2j it follows that
‖f‖22 ≈C
∑
j∈Z
‖Dj‖22 . (A.2)
Next we give some basic inequalities which are useful for working in Gevrey class and related
norms. The first are versions of Young’s inequality.
Lemma A.1. Let f(ξ), g(ξ) ∈ L2ξ(Rd), 〈ξ〉σ h(ξ) ∈ L2ξ(Rd) and 〈ξ〉σ b(ξ) ∈ L2ξ(Rd) for σ > d/2,
Then we have
‖f ∗ h‖2 .σ,d ‖f‖2 ‖〈·〉σ h‖2 , (A.3)∫
|f(ξ)(g ∗ h)(ξ)| dξ .σ,d ‖f‖2 ‖g‖2 ‖〈·〉σ h‖2 (A.4)∫
|f(ξ)(g ∗ h ∗ b)(ξ)| dξ .σ,d ‖f‖2 ‖g‖2 ‖〈·〉σ h‖2 ‖〈·〉σ b‖2 . (A.5)
Further iterates are applied for higher order nonlinear terms in Lemma 4.7 and are similar to (A.5)
but are omitted here.
The next set of inequalities show that one can often gain on the index of regularity when
comparing frequencies which are not too far apart (provided 0 < s < 1). This is crucial for doing
effective paradifferential calculus in Gevrey regularity.
Lemma A.2. Let 0 < s < 1, x, y > 0, and K > 1.
(i) There holds
|xs − ys| ≤ smax(xs−1, ys−1) |x− y| . (A.6)
so that if |x− y| < xK ,
|xs − ys| ≤ s
(K − 1)1−s |x− y|
s . (A.7)
Note s
(K−1)1−s < 1 as soon as s
1
1−s + 1 < K.
(ii) There holds
|x+ y|s ≤
(
max(x, y)
x+ y
)1−s
(xs + ys) , (A.8)
so that, if 1K y ≤ x ≤ Ky,
|x+ y|s ≤
(
K
1 +K
)1−s
(xs + ys) . (A.9)
Gevrey and Sobolev regularities can be related with the following two inequalities:
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(i) For all x ≥ 0, α > β ≥ 0, C, δ > 0,
eCx
β ≤ eC(Cδ )
β
α−β
eδx
α
; (A.10)
(ii) For all x ≥ 0, α, σ, δ > 0,
e−δx
α
.
1
δ
σ
α 〈x〉σ . (A.11)
Together these inequalities show that for α > β ≥ 0, ‖f‖GC,σ;β .α,β,C,δ,σ ‖f‖Gδ,0;α .
The last lemma concerns composition and is somewhat subtle; see e.g. the Appendix of [13] for
a proof. Notice the regularity loss associated with composition, which is an issue associated with
infinite regularity classes.
Lemma A.3 (Composition in Gevrey class). Let s ∈ (0, 1), λ > 0, δ > 0 and f, g be given Gevrey
class functions with ‖∇g‖∞ ≤ cg < 1. Then,
‖f ◦ (Id+ g)‖Gλ .cg,δ ‖f‖Gλ+ν+δ , (A.12)
with
ν = Kcp ‖g‖Gλ ,
for some constant Kcp = Kcp(s).
B Definition and analysis of norms
B.1 Definition and analysis of w
There are several constraints we need to satisfy when defining w. Not only does the multiplier
defined by the w have to be approximate supersolutions of the toy model in §2.4, but it also has
to be always getting weaker in time and be locally Lipschitz continuous in time and frequency. As
mentioned above, the multipliers we use are variants of those used in [13, 12], so we draw on these
constructions.
We first begin by defining w¯(t, η), which is used to construct w(t, η). In what follows fix k, η > 0;
we will see that the norms do not depend on the sign of k and η. Further, recall the definitions
in §1.6. The multiplier is built backwards in time, which makes resonance counting easier. Let
t ∈ Ik,η. Let w¯(t, η) be a non-decreasing function of time with w¯(t, η) = 1 for t ≥ 2η. For k ≥ 1,
we assume that w¯(tk−1,η) was computed. To compute w¯ on the interval Ik,η, we use the behavior
predicted by the toy model in (2.40). For a parameter κ > 2 fixed sufficiently large depending on a
universal constant determined by the proof, for k = 1, 2, 3, ..., E(
√
η), we define
w¯(t, η) =
(k2
η
[
1 + bk,η|t− η
k
|
] )κ
w¯(tk−1,η), ∀t ∈ IRk,η =
[η
k
, tk−1,η
]
, (B.1a)
w¯(t, η) =
(
1 + ak,η|t− η
k
|
)−1−κ
w¯
(η
k
)
, ∀t ∈ ILk,η =
[
tk,η,
η
k
]
. (B.1b)
The constant bk,η is chosen to ensure that
k2
η
[
1 + bk,η|tk−1,η − ηk |
]
= 1, hence for k ≥ 2, we have
bk,η =
2(k − 1)
k
(
1− k
2
η
)
(B.2)
and b1,η = 1− 1/η. Similarly, ak,η is chosen to ensure k2η
[
1 + ak,η|tk,η − ηk |
]
= 1, which implies
ak,η =
2(k + 1)
k
(
1− k
2
η
)
. (B.3)
Hence, we have w¯(ηk ) = w¯(tk−1,η)
(
k2
η
)κ
and w¯(tk,η) = w¯(tk−1,η)
(
k2
η
)1+2κ
. For earlier times
[0, tE(√η),η], we take w¯ to be constant. Next, we will impose additional losses in time on w¯:
w(t, η) = w¯(t, η) exp
[
−κ
∫ ∞
t
1τ≤2√ηdτ − κ
∫ ∞
t
1√|η|≤τ≤2|η|
|η|
τ2
dτ
]
. (B.4)
The following lemma is essentially Lemma 3.1 in [13] and shows that w(t, η)−1 loses some fixed
radius of Gevrey-2 regularity. The proof is omitted for brevity.
Lemma B.1. There is a constant µ (depending on κ) and a constant p > 0 such that for all |η| > 1,
we have
1
w(t, η)
≤ 1
w(1, η)
∼ η−peµ2
√
η,
where ‘∼’ is in the sense of asymptotic expansion (up to a multiplicative constant) as η →∞.
The following lemma is from [13], and shows how to use the well-separation of critical times.
Lemma B.2. Let ξ, η be such that there exists some K ≥ 1 with 1K |ξ| ≤ |η| ≤ K |ξ| and let k, n be
such that t ∈ Ik,η and t ∈ In,ξ (note that k ≈ n). Then at least one of following holds:
(a) k = n (almost same interval);
(b)
∣∣t− ηk ∣∣ ≥ 110K |η|k2 and ∣∣∣t− ξn ∣∣∣ ≥ 110K |ξ|n2 (far from resonance);
(c) |η − ξ| &K |η||n| (well-separated).
The next lemma tells us how to take advantage of the time derivative of w and hence the CKw
terms.
Lemma B.3 (Time derivatives near the critical times). If 1 . t ≤ 2√η, then there holds
∂tw(t, η)
w(t, η)
≈ κ. (B.5)
If we instead have t ∈ Ik,η for some k, then the following holds
∂tw(t, η)
w(t, η)
≈ κ
1 +
∣∣η
k − t
∣∣ + κ |η|t2 (B.6)
The next lemma is a variant of [Lemma 3.4, [13]]. It is important for estimating nonlinear
terms where we need to be able to compare CKw multipliers of different frequencies. The proof is
essentially verbatim from [13] so it is omitted for the sake of brevity.
Lemma B.4. (i) For t & 1, and η, ξ such that t < 2min(|ξ| , |η|),
∂tw(t, η)
w(t, η)
w(t, ξ)
∂tw(t, ξ)
. 〈η − ξ〉2 (B.7)
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(ii) For all t & 1, and η, ξ such that for some K ≥ 1, 1K |ξ| ≤ |η| ≤ K |ξ|,√
∂tw(t, ξ)
w(t, ξ)
.K
[√
∂tw(t, η)
w(t, η)
+
|η|s/2
〈t〉s
]
〈η − ξ〉2 . (B.8)
The next lemma is an easy variant of the analogous lemma in [13].
Lemma B.5 (Ratio estimates for nonlinear interactions). There exists a K > 0 such that for all
η, ξ,
w(t, η)
w(t, ξ)
. eK|η−ξ|
1/2
.
Proof. The proof that w¯(t,η)w¯(t,ξ) . e
C|η−ξ|1/2 for some C > 0 is non-trivial but follows mutatis mutandis
the proof of Lemma 3.5 in [13]. What remains is
W1(t, η) = exp
[
−κ
∫ ∞
t
1
τ≤2
√
|η|dτ − κ
∫ ∞
t
1√|η|≤τ≤2|η|
|η|
τ2
dτ
]
,
for which it is straightforward to show W1(t,η)W1(t,ξ) . e
C|η−ξ|1/2 .
B.2 The design and analysis of wL
The multiplier wL is introduced to deal with the linear pressure term in the Q
3 equation. We define
wL such that it solves the following (we may without loss of generality use the same parameter κ)
∂twL(t, k, η, l) = κ
|k| 〈l〉
k2 + l2 + |η − kt|2wL(t, k, η, l) t ≥ 1 (B.9a)
wL(1, k, η, l) = 1. (B.9b)
Since the following holds uniformly in k, l, η:∫ ∞
0
|k| 〈l〉
k2 + l2 + |η − kt|2 dt . 1, (B.10)
the multiplier wL is O(1) and hence will have very little effect on most estimates. To see (B.10):∫ ∞
0
|k| 〈l〉
k2 + l2 + |η − kt|2dt .
|k| 〈l〉
k2 + l2
∫ ∞
0
1
1 + k
2
k2+l2
∣∣ η
k − t
∣∣2 dt . |k| 〈l〉k2 + l2
√
k2 + l2
k2
∫ ∞
−∞
1
1 + s2
ds . 1.
C Elliptic estimates
In this section, we group and discuss all of the necessary “elliptic” estimates on ∆−1t . While ∆t
itself is not elliptic, it is the representation of ∆ in these new coordinates and it is precisely the
ellipticity of ∆ that is the origin of inviscid damping.
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C.1 Lossy estimates
First, there is the equivalent of the lossy elliptic lemma from [13]. The proof is analogous and is
hence omitted here.
Lemma C.1 (Lossy elliptic lemma). If C satisfies the bootstrap assumptions (2.52), then for c0
sufficiently small, for any function φ, and a ≤ σ,∥∥∆−1t φ6=∥∥Gλ,a−2 . 1〈t〉2 ‖φ6=‖Gλ,a .
We also need a version of the enhanced dissipation lossy elliptic lemma from [12]:
Lemma C.2 (Lossy elliptic lemma II). If C satisfies the bootstrap assumptions (2.52), then for c0
sufficiently small, for any function φ, and γ′ = β + 3α+ 5,∥∥Aν;i∆−1t φ∥∥2 + ∥∥∂XAν;i∆−1t φ∥∥2 . 1〈t〉2
(∥∥Aν;iφ∥∥
2
+ 〈t〉−3 ‖φ6=‖Gλ,γ′
)
(C.1a)
∥∥∂ZAν;i∆−1t φ∥∥2 + ∥∥(∂Y − t∂X)Aν;i∆−1t φ∥∥2 . 1〈t〉 (∥∥Aν;iφ∥∥2 + 〈t〉−3 ‖φ6=‖Gλ,γ′) (C.1b)∥∥∂tm∂tnAν;i∆−1t φ∥∥2 . 1〈t〉b
(∥∥Aν;iφ∥∥
2
+ 〈t〉−3 ‖φ6=‖Gλ,γ′
)
, (C.1c)
where b = 0 if n,m 6= 1, b = 1 if exactly one of m or n equals one, and b = 2 if m = n = 1.
Moreover, ∥∥Aν;i∆−1t φ∥∥2 + ∥∥∂XAν;i∆−1t φ∥∥2 . 1〈t〉3
(∥∥∥√−∆LAν;iφ∥∥∥
2
+ 〈t〉−3 ‖φ6=‖Gλ,γ′
)
(C.2a)
∥∥∂ZAν;i∆−1t φ∥∥2 + ∥∥(∂Y − t∂X)Aν;i∆−1t φ∥∥2 . 1〈t〉2
(∥∥∥√−∆LAν;iφ∥∥∥
2
+ 〈t〉−3 ‖φ6=‖Gλ,γ′
)
(C.2b)
∥∥∂tm∂tnAν;i∆−1t φ∥∥2 . 1〈t〉1+b
(∥∥∥√−∆LAν;iφ∥∥∥
2
+ 〈t〉−3 ‖φ6=‖Gλ,γ′
)
. (C.2c)
Finally, we have ∥∥Aν;i∆L∆−1t φ∥∥2 . ∥∥Aν;iφ∥∥2 . (C.3)
Proof. The proof is similar to the corresponding lossy elliptic lemma in [12]. For all i the proof
is basically the same, so concentrate on i = 3. Moreover, the proofs of all the inequalities are
essentially the same, so we consider just the ∂Z estimate in (C.1).
First, by (4.8a),∥∥∂ZAν;3∆−1t φ∥∥2 . 1〈t〉5 ∥∥∆L∆−1t φ∥∥Gλ,β+3α+4 + 1〈t〉 ∥∥Aν;3∆L∆−1t φ∥∥2 .
Control of the first term follows from Lemma C.1, so turn to the second term. First,
∆L∆
−1
t φ = φ−G(∂Y − t∂X)2∆−1t φ− 2ψz(∂Y − t∂X)∂Z∆−1t φ−∆tC(∂Y − t∂X)∆−1t φ
= φ+ E1 + E2 + E3 (C.4)
Applying Aν;3 to both sides yields
∥∥Aν;3∆L∆−1t φ∥∥2 . ∥∥Aν;3φ∥∥2 + 3∑
j=1
∥∥Aν;3Ej∥∥2 (C.5)
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Then, by (4.32), and Lemma 4.10,
3∑
j=1
∥∥Aν;3Ej∥∥2 . (‖G‖Gλ,β+3α+3 + ‖ψz‖Gλ,β+3α+3 + ‖∆tC‖Gλ,β+3α+3) ∥∥Aν;3∆L∆−1t φ∥∥2 . c0 ∥∥Aν;3∆L∆−1t φ∥∥2 ,
which for c0 sufficiently small can be then absorbed on the LHS of (C.5). This completes the
treatment of (C.1).
Consider (C.2). Note by (4.8b) that,∥∥∂ZAν;3∆−1t φ∥∥2 . 1〈t〉6 ∥∥∆L∆−1t φ∥∥Gλ,β+3α+5 + 1〈t〉2
∥∥∥√−∆LAν;3∆L∆−1t φ∥∥∥
2
.
Then we consider (C.4) and apply
√−∆LAν;3 to both sides. The result follows as in (C.1) above,
except also applying (4.9) to move the
√−∆L past the coefficients. We omit the details for brevity.
Finally, the proof of (C.3) is straightforward by the above techniques and is hence omitted.
Next we consider the interaction of Aν;i with the wL multiplier.
Lemma C.3 (CKνwL elliptic lemma). Under the bootstrap hypotheses, for c0 sufficiently small we
have for any function φ, ∥∥∥∥∥
√
∂twL
wL
Aν;i∆L∆
−1
t φ
∥∥∥∥∥
2
.
∥∥∥∥∥
√
∂twL
wL
Aν;iφ
∥∥∥∥∥
2
. (C.6)
Proof. The proof of (C.6) follows similar to Lemma C.2 by applying
|k|1/2 〈l〉1/2
|k, l, η − kt| =
〈l〉1/2 |k, l′, ξ − kt|
〈l′〉1/2 |k, l, η − kt|
|k|1/2 〈l′〉1/2
|k, l′, ξ − kt|
.
〈
l − l′, η − ξ〉3/2 |k|1/2 〈l′〉1/2|k, l′, ξ − kt| .
C.2 Precision lemmas
All of the so-called ‘precision elliptic lemmas’ (PEL) are variations on the common theme of using
∆−1L as an approximate inverse.
The first PEL puts U i0 in the high norm, producing low frequency error terms.
Lemma C.4 (Zero mode PEL). If C satisfies the bootstrap assumptions (2.52), then for c0 suffi-
ciently small,
〈t〉−2 ∥∥AU10∥∥22 . ∥∥A1Q10∥∥22 + 〈t〉−2 ∥∥U10∥∥22 + ǫ2 ‖AC‖22 (C.7a)∥∥AU20∥∥22 . ∥∥A2Q20∥∥22 + ∥∥U20∥∥22 + ǫ2〈νt〉2α ‖AC‖22 (C.7b)∥∥AU30∥∥22 . ∥∥A3Q30∥∥22 + ∥∥U30∥∥22 + ǫ2 ‖AC‖22 . (C.7c)
Moreover we have
〈t〉−2 ∥∥∇AU10∥∥22 . ∥∥∇A1Q10∥∥22 + 〈t〉−2 ∥∥∇U10∥∥22 + ǫ2 ‖∇AC‖22 (C.8a)∥∥∇AU20∥∥22 . ∥∥∇A2Q20∥∥22 + ∥∥∇U20∥∥22 + ǫ2〈νt〉2α ‖∇AC‖22 . (C.8b)∥∥∇AU30∥∥22 . ∥∥∇A3Q30∥∥22 + ∥∥∇U30∥∥22 + ǫ2 ‖∇AC‖22 . (C.8c)
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Proof. The proofs of (C.7) are all the same so we only focus on (C.7c) for simplicity. We will
separate low and high frequencies:∥∥AU30∥∥22 = ∥∥∥(AU30 )≤1∥∥∥22 + ∥∥∥(AU30 )>1∥∥∥22 .
For the low frequency term we have ∥∥∥(AU30 )≤1∥∥∥22 . ∥∥U30∥∥22 .
For the high frequencies we write:(
∆∆−1t Q
3
0
)
>1
= (Q30)>1 −
(
(G∂Y Y + 2ψz∂ZY )U
3
0
)
>1
− (∆tC∂Y U30 )>1
= Q30 + E1 + E2, (C.9)
and denote the multiplier
M = A∆−1.
We apply this multiplier to both sides of (C.9) and deduce
∥∥∥M (∆∆−1t Q30)>1∥∥∥2 . ∥∥MQ30∥∥2 +
2∑
j=1
‖MEj‖2 . (C.10)
The error terms will be either absorbed on the LHS or will yield the contribution from the coefficients
in (C.7). Consider E1 first. We expand with a paraproduct
ME1 =M
(
(G)Hi∂Y Y + 2(ψz)Hi∂ZY )(U
3
0 )Lo
)
>1
+M ((G)Lo∂Y Y + 2(ψz)Lo∂ZY )(U30 )Hi)>1 +ME1;R
=ME1;C +ME1;U +ME1;R.
When the coefficient is in high frequency, we have from (2.58),
M(η, l)E1;C . ǫ
∫
1
|η, l|2A(η, l)1|η,l|>1
(
Ĝ(ξ, l′)Hi + ψ̂z(ξ, l′)Hi
)
Low(η − ξ, l − l′)dξ. (C.11)
(it is only the size of the low frequency factor that changes between the different cases in (C.7)).
Therefore, by Lemma 4.1 and (4.18a),
‖M(η, l)E1;C‖22 . ǫ2 ‖AC‖22 , (C.12)
which suffices for E1;C . For E1;U we use a slightly different treatment:
M(η, l)E1;U . c0
∫
1
|η, l|2A(η, l)1|η,l|>1
∣∣∣∣ ̂〈∇〉2 U30 (ξ, l′)Hi∣∣∣∣Low(η − ξ, l − l′)dξ
. c0
∫
1
|η, l|2A(η, l)1|η,l|>1
[
1|ξ,l′|>1 + 1|ξ,l′|≤1
] ∣∣∣∣ ̂〈∇〉2 U30 (ξ, l′)Hi∣∣∣∣Low(η − ξ, l − l′)dξ
=M(η, l)EH1;U +M(η, l)EL1;U ,
From (4.18a), ∥∥M(η, l)EH1;U∥∥22 . c20 ∥∥∥M (∆U30 )>1∥∥∥22 ,
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which will be absorbed on the LHS of the estimate (C.10). Similarly,∥∥M(η, l)EL1;U∥∥22 . c20 ∥∥U30∥∥22 ,
which appears on the RHS of (C.7c). Next turn to the remainder term E1;R, which by applying
(4.5) and (4.18b),
‖M(η, l)E1;R‖22 . c20
∥∥M(∆U30 )>1∥∥22 + c20 ∥∥U30∥∥22 .
Hence, everything on the RHS either also appears on the RHS of (C.7c) or is absorbed on the LHS
of (C.10) for c0 sufficiently small. This completes the treatment of E1. The treatment of E2 is
very similar, note that we have an extra derivative in (C.11). Hence, this treatment is omitted for
brevity. This completes the proof of (C.7c); the remaining inequalities in (C.7) are the same and
the proofs are omitted.
The proof of (C.8) is essentially the same as (C.7) after noting that the coefficients ψz and ψy
always have factors of ∇C (see Lemma 4.10).
The next PEL is the one most analogous to Proposition 2.4 in [13].
Lemma C.5 (CK PEL). Let φ be given such that ‖φ‖Gλ . ǫ 〈t〉b
〈
νt3
〉−a
for some a ≥ 0 and b ≥ 0.
Then for c0 and ǫ sufficiently small, and provided that C satisfies the bootstrap assumptions (2.52),
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
Ai∆L∆
−1
t φ6=
∥∥∥∥∥
2
2
.
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
Aiφ6=
∥∥∥∥∥
2
2
+
ǫ2 〈t〉2b−2
〈νt3〉2a
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
AC
∥∥∥∥∥
2
2
. (C.13a)
Proof. We will prove the result in the case i = 2; both of the other cases are very similar. Write
P = ∆−1t φ6=
∆LP = φ6= −G(∂Y − t∂X)2P − 2ψz(∂Y − t∂X)∂ZP −∆tC(∂Y − t∂X)P
= φ6= + E1 + E2 + E3. (C.14)
Analogous to the proof of [Proposition 2.4 [13]], we will apply the multiplier(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A2 =M
to both sides of (C.14) and estimate the terms on the RHS. Hence we get
‖M∆LP‖22 . ‖Mφ6=‖22 +
3∑
i=1
‖MEi‖22 . (C.15)
The leading order term on the LHS of (C.15) appears on the RHS of (C.13) so it remains to control
the error terms.
Turn to the first error term and expand with a paraproduct
ME1 =MGHi(∂Y − t∂X)2PLo +MGLo(∂Y − t∂X)2PHi + E1;R
= E1;C + E1;P + E1;R.
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By (4.2), (4.7), (4.18a), and Lemma 4.10 it follows that
‖ME1;P ‖22 . c20 ‖M∆LP‖22 ,
which can hence be absorbed on the LHS of (C.15) by choosing c0 sufficiently small. Via (4.4),
(4.7), (4.18b), and Lemma 4.10 we also have
‖ME1;R‖22 . c20 ‖M∆LP‖22 ,
which, as above, is absorbed on the LHS of (C.15) by choosing c0 sufficiently small.
Consider next E1;C for which, by the hypotheses and Lemma C.1, we have
ME1;C . ǫ 〈t〉
b
〈νt3〉a
∑
l
∫
ξ
M(k, η, l)
∣∣∣Ĝ(ξ, l′)Hi∣∣∣Low(k, η − ξ, l − l′)dξ;
the extra 〈t〉2 from (∂Y − t∂X)2 was canceled by the ∆−1t in the definition of P and Lemma C.1.
From Lemma 4.1 and (4.7) it follows that
|ME1;C | . ǫ 〈t〉
b
〈νt3〉a
∑
l
∫
ξ
(√
∂tw(ξ)
w(ξ)
+
|ξ, l′|s/2
〈t〉s
)
1
〈ξ, l′〉2
〈
t
〈ξ,l′〉
〉A(ξ, l′) ∣∣∣Ĝ(ξ, l′)Hi∣∣∣Low(η − ξ, l − l′)dξ.
Therefore, by (4.18a) and Lemma 4.10,
‖ME1;C‖22 .
ǫ2 〈t〉2b−2
〈νt3〉2a
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
A 〈∇〉−1G
∥∥∥∥∥
2
2
.
ǫ2 〈t〉2b−2
〈νt3〉2a
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
AC
∥∥∥∥∥
2
2
.
As this contribution appears on the RHS of (C.13), we are done with this term.
The error terms E2 and E3 can also be separated using the paraproduct decomposition. With
obvious notations, E2,P , E3,P , E2,R, E3,R can be treated similarly to E1,P and E1,R above. The second
coefficient error term E2;C is easier than E1;C since the number of derivatives on C is the same but
the low frequency factor is one power of t better. The third error term E3;C is treated analogously
to E1;C since the extra derivative on C is absorbed at the cost of a power of time, but the low
frequency factor is a power of t better. We omit the details for brevity and conclude.
The next PEL is simpler than Lemma C.5 and is very frequently used when studying terms
which are lower order in powers of t.
Lemma C.6 (Zero order PEL). Let φ be given such that ‖φ‖Gλ . ǫ 〈t〉b
〈
νt3
〉−a
for a, b ≥ 0 and
suppose C satisfies the bootstrap hypotheses. Then for c0 and ǫ sufficiently small, under the bootstrap
hypotheses we have for all i ∈ {1, 2, 3},
∥∥Ai∆L∆−1t φ6=∥∥22 . ∥∥Aiφ6=∥∥22 + ǫ2 〈t〉2b−2〈νt3〉2a ‖AC‖22 , (C.16)
Proof. The proof is essentially the same as Lemma C.5 so it is omitted for the sake of brevity.
The next PEL is the primary tool for treating the linear pressure term LP3 in the Q3 equation.
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Lemma C.7 (PEL for CKwL). Let φ be given such that ‖φ‖Gλ . ǫ 〈t〉b
〈
νt3
〉−a
for a, b ≥ 0 and
suppose C satisfies the bootstrap hypotheses. Then for c0 and ǫ sufficiently small, there holds∥∥∥∥∥
√
∂twL
wL
A3∆L∆
−1
t φ6=
∥∥∥∥∥
2
2
.
∥∥∥∥∥
√
∂twL
wL
A3φ6=
∥∥∥∥∥
2
2
+
ǫ2 〈t〉2b−2
〈νt3〉2a
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
AC
∥∥∥∥∥
2
2
. (C.17)
Proof. As in the proof of Lemma C.5, denote P = ∆−1t φ6= and write
∆LP = φ6= −G(∂Y − t∂X)2P − 2ψz(∂Y − t∂X)∂ZP −∆tC(∂Y − t∂X)P
= φ6= + E1 + E2 + E3. (C.18)
As in Lemma C.5, we will deduce (C.17) by applying
√
∂twL
wL
A3 to both sides and estimating (C.18).
Expand each term with a paraproduct in the usual way:
Ei = Ei;C + Ei;P + Ei;R.
From (4.6c), (4.2), (4.4), (4.18a), and (4.18b), one can show∥∥∥∥∥
√
∂twL
wL
A3Ei;P
∥∥∥∥∥
2
2
+
∥∥∥∥∥
√
∂twL
wL
A3Ei;R
∥∥∥∥∥
2
2
. c20
∥∥∥∥∥
√
∂twL
wL
A3∆L∆
−1
t φ6=
∥∥∥∥∥
2
2
,
which is then absorbed on the LHS of the estimate on (C.18) for c0 chosen sufficiently small.
Turn next to the coefficient error terms and denote
M(k, η, l) =
√
∂twL(k, η, l)
wL(k, η, l)
A3k(η, l)
Notice that by Lemma B.3, it follows that (using that 1/2 + s/2 > s),√
∂twL
wL
=
|k|1/2 〈l〉1/2(
k2 + l2 + |η − kt|2
)1/2 . |k|1/2
(
1
〈t〉s |k, η, l|
s/2 +
√
∂tw(t, η)
w(t, η)
)
. (C.19)
For E1;C we have by Lemma 4.1, (C.19), (4.7) (the low frequency control comes from the hypotheses
and Lemma C.1),
ME1;C . ǫ 〈t〉
b
〈νt3〉a
∑
l
∫
ξ
(
1
〈t〉s
∣∣ξ, l′∣∣s/2 +√∂tw(t, ξ)
w(t, ξ)
)
1
〈ξ, l′〉 〈t〉
∣∣∣AGˆ(ξ, l′)Hi∣∣∣Low(k, η − ξ, l − l′)dξ,
which by (4.18a) and Lemma 4.10 implies
‖ME1;C‖22 .
ǫ2 〈t〉2b−2
〈νt3〉2a
∥∥∥∥∥
(√
∂tw
w
+
|∇|s/2
〈t〉s
)
AC
∥∥∥∥∥
2
2
,
which appears on the RHS of (C.17). This completes the treatment of E1;C .
The treatment of E2;C is similar (though one power of time better). The treatment of E3;C is
precisely analogous to E1;C : in the terms where the coefficients are in high frequency, the extra
derivative means we cannot gain a power of time from Lemma 4.1, however, this is balanced by the
fact that the lower frequency factor is one power of t better than in E1;C . The details are omitted
for brevity.
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