Introduction
This paper is meant to be a survey of Abhyankar's work on Young tableaux and some of the subsequent developments motivated by it. Leaving the technical details to the remaining sections, we now attempt to give an overview by narrating some background, a little bit of history, and some stories in the two paragraphs below. In keeping with the spirit of Abhyankar's work on Young tableaux, much of this paper is of an elementary nature except perhaps for a few words thrown here and there.
The initial motivation for Abhyankar's work on Young tableaux came from a discussion with V. Deodhar in 1982 following which he investigated the singularities of Schubert varieties in flag manifolds, and showed that for a class of such varieties, the tangent cone at the so called distinguished point is given by an ideal of the type I p (L), the ideal generated by p × p minors in L where L is a ladder shaped subset of a rectangular matrix with indeterminate entries. This led him to study such determinantal ideals in general. The combinatorial notion of Young tableaux was invented by Alfred Young in 1902 [Y] for its applications to invariant theory and the representation theory of the symmetric group. About 70 years later, DoubiletRota-Stein [DRS] obtained the remarkable Straightening Law (or Standard Basis Theorem) using a two-sided variant of Young tableaux, called (Young) bitableaux.
Date: August 9, 1991. This is an unofficial electronic version of the paper which has appeared in Algebraic Geometry and its Applications (West Lafayette, IN, 1990 ), C. Bajaj Ed., Springer-Verlag, New York, (1994) , pp. 233-265; MR 95h:05148. Some of the references have been updated. This result, which we shall soon describe in detail, was clearly seen to be of great importance for the study of determinantal varieties and numerous applications in this direction were soon given by DeConcini-Eisenbud-Procesi [DEP] . Learning of these developments, Abhyankar began the project of "understanding" it all in his own inimitable manner. By 1983, he had a new proof of the Straightening Law using enumerative techniques. This was a remarkable display of tour de force, and all the combinatorial results were independently proved only from the basic principles. The multitude of enumerative formulas Abhyankar obtained, and the implied insight appears to be incredible. At any rate, that's how it seemed to me when I would travel to Bombay University to attend the series of lectures by Professor Abhyankar on this topic while I was doing my M.Sc. at I.I.T. Bombay. I might add that what attracted me to begin attending these lectures was the little note in the seminar notice saying that only High School Algebra background would suffice to understand these lectures! Now apart from being of an interest in itself, the enumeration has its advantages. In short, counting counts. Indeed, it turns out that Abhyankar's counting yields explicit formulas for the Hilbert functions of a class of determinantal ideals which includes the ideal generated by p × p minors of a matrix with indeterminate entries. The Hilbert functions are in fact polynomials for all parameter values in the case of these ideals. Primality of these ideals, and in fact, of a more general class of ideals, which include the ladder determinantal ideals mentioned earlier, can be deduced from the Standard Basis Theorem (=SBT). Now to prove the SBT itself, the enumeration helps in reducing the work at least by half. The other half is proved using the so called Universal Determinantal Identity which generalizes the quadratic relations satisfied by the Plucker coordinates in Grassmann variety. Following the counting of standard bitableaux and its applications to enumerative proof of SBT and explicit computations of Hilbert functions of determinantal ideals, Abhyankar observed that a certain set of the so called indexed monomials has the same cardinality as the set of standard bitableaux under consideration. This result makes it possible to give an explicit basis for the homogeneous coordinate ring of the ladder determinantal varieties indicated earlier, and also to prove their irreducibility.
When Abhyankar wrote all these results, it became a paper of about 500 pages, and so it came out as a book [A3] . One of the main aims of this paper is to give a short and motivated account of several of Abhyankar's ideas on Young tableaux, thereby hoping to make [A3] more accessible. This paper differs from [A2] , which gives a summary of [A3] but no proofs, in the respect that most sections, i.e., except 5 and 7, contain fairly self-contained proofs. In Sections 2 to 6 below, we describe the work of Abhyankar, and in the last section, we discuss some problems suggested by this work, and their status.
Preliminaries plus Preview
In this section we set some notation, define Young tableaux and formally state the Standard Basis Theorem (=SBT) and give a preview of the succeeding material by way of motivating Abhyankar's strategy for an enumerative proof of the SBT.
Given any two integers A and B, by [A, B] we denote the set of integers between A and B, i.e., [A, B] = {C ∈ Z : A ≤ C ≤ B}. Let q be a positive integer. Given a positive integer p, a q-sided strictly increasing sequence of positive integers such that the length of each side is p, i.e., a map a : [1, q] × [1, p] → Z such that 1 ≤ a(k, 1) < · · · < a(k, p) for k = 1, . . . , q, is called a multivector of width q and length p; if q = 1, then a is called a univector, whereas if q = 2, then a is called a bivector. By a (Young) tableau of width q we mean a finite sequence T = (T [1], T [2], . . . , T [d] ) of multivectors of width q (and varying length); here the nonnegative integer d is called the depth of the tableau T , and it may be denoted by dep(T ) (empty tableau being the only one of depth 0). Tableaux of width 1 and 2 are called unitableaux and bitableaux respectively, whereas those of higher width are generally referred to as multitableaux. Thus a bitableau T of depth d may be visualized as an array of the following type:
Here we have let p 1 , p 2 , . . . , p d denote the lengths of
If we erase one of the sides in the above array, then we "see" a unitableau. To "see" a multitableau of width greater than 2, one can imagine pages of a book opened up so that any two pages are at some distance from each other; the book evidently has q pages. The sum of row lengths of a tableau, which is also the number of elements on (any) one of its sides, is called its area; thus for a tableau T as above, the area equals p 1 + p 2 + · · · + p d . Given q positive integers m(1), . . . , m(q), we say that a tableau T is bounded by m = (m(1), . . . , m(q)) if the entries on the k-th side are no larger than m(k), i.e., for each k
all permissible values of e and i. One more definition. A tableau T is said to be standard if the row lengths decrease and there is an increase along each column, i.e., in the above notation we have
The condition of standardness may be briefly written as
where for two multivectors a[1] and a[2] of width q and lengths p 1 and p 2 respectively, we set
note that the latter defines a partial order on the set of all multivectors of width q. The set of all standard tableaux of width q which are bounded by m will be denoted by stab(q, m), and given a nonnegative integer V , the subset of stab(q, m) consisting of standard tableaux of area V will be denoted by stab(q, m, V ). Now that we know what Young tableaux are, one might ask what are they good for. We cite two possible reasons and of these, the second one leads us to motivate the contents of some of the succeeding sections.
The irreducible representations of the symmetric group S n of degree n, being equinumerous with the conjugacy classes in S n , are in one-to-one correspondence with the partitions of n. Given a partition λ = (
, the corresponding irreducible S n -module is denoted by S λ and is called the Specht module corresponding to λ. It turns out that the degree of the irreducible representation corresponding to λ, i.e., dim S λ , is exactly equal to the number of standard unitableaux of depth d and row lengths p 1 , p 2 , . . . , p d in which every integer between 1 and n occurs exactly once (or equivalently, they are bounded by n and are "strictly standard" in the sense that they are standard and there is strict increase along the columns as well.
Actually this is what A. Young meant by standard). Furthermore, the character table of S n can also be constructed using these tableaux. Indeed, we more or less know everything about representations of S n -thanks to tableaux. For details concerning these results, see G.D. James's monograph [J] , or the forthcoming book of B. Sagan [S] . More about the connection of Young tableaux with Representation theory, Invariant theory, and Combinatorics, can be found in [Ku] and [St] .
To see another domain of applicability, let X be an m(1) × m(2) matrix whose entries X ij 's are independent indeterminates over some field K, and let K[X] denote the ring of polynomials in these m(1)m(2) variables with coefficients in K. Let p be a positive integer such that p ≤ min{m(1), m(2)}. Note that a p × p minor of X is uniquely determined once we prescribe the row and column indices, and thus by a bivector bounded by m = (m(1), m(2)) and of length p. A bitableau T bounded by m can be made to correspond to the product of the corresponding minors, or in other words, to a monomial in the minors of X; it is a homogeneous polynomial whose degree equals the area of T . Now we can state the Standard Basis Theorem or the Straightening Law of Doubilet-Rota-Stein. It says that the monomials in the minors of X corresponding to standard bitableaux bounded by m = (m(1), m(2)) form a K-vector space basis of K [X] .
The above basis is quite different from the usual basis (of monomials in X ij 's) and is more useful when one wants to study determinantal ideals and such. The idea of Abhyankar's enumerative proof of SBT is as follows. Fix a nonnegative integer V and consider the V th homogeneous component
. It suffices to show that the monomials in the minors of X corresponding to standard bitableaux bounded by m and of area V form a K-vector space basis of K[X] V (for any given V ). But now the advantage is that K[X] V is a finite dimensional vector space and we also know its dimension; indeed
So all we need to do is to show that the cardinality of the set stab(2, m, V ) of all standard bitableaux bounded by m and of area V equals dim K K[X] V , and to prove that the corresponding monomials in the minors of X generate K[X] V or that they are linearly independent. Abhyankar proves the generation part by using the Laplace expansion for suitable determinants; these ideas are essentially similar to those of Hodge in his proof of the Basis Theorem for Grassmann varieties [Ho] , and also to those in [DRS] or [DEP] . The problem of finding |stab(2, m, V )| appears formidable and to tackle this Abhyankar generalizes the set by throwing in some more parameters p and a. By giving particular values to these new parameters we get back the set stab(2, m, V ). In greater detail, we fix a positive integer p and a bivector a bounded by m and of length p, and consider the set stab(2, m, p, a, V ) which, by definition, consists of all standard bitableaux T bounded by m, dominated by a, and of area V , where a bitableau T is said to be dominated by the bivector a if the tableau obtained by placing a on the top of T is also standard, i.e., a ≤ T [e] for all e ∈ [1, dep(T )]. More generally, we can consider a to be a multivector of width q and define the set stab(q, m, p, a, V ) in a completely analogous manner. The thought of "monomials in minors" corresponding to multitableaux is rather intriguing, but we shall come to that in a later section. Right now we just regard multitableaux as combinatorial objects waiting to be counted. As to how Abhyankar enumerates this set, we see that in the next section.
Enumeration of Standard Tableaux
Let us fix positive integers q, p, a q-tuple m = (m(1), . . . , m(q)) of positive integers, a multivector a of width q and length p such that a is bounded by m, and a nonnegative integer V . We wish to count the set stab(q, m, p, a, V ) = {T ∈ stab(q, m) : a ≤ T and the area of T is V } where we have written a ≤ T to briefly indicate that T is dominated by a, i.e., a ≤ T [e] for all e ∈ [1, dep(T )]; note that when V = 0, this set consists only of the empty tableau. The first step is to decompose this set into disjoint subsets which are easier to handle. To this effect, we define the shape of a tableau T ∈ stab(q, m, p, a, V ) to be 
where for k ∈ [1, q], a (k) denotes the univector of length p obtained from a by restricting to its k th side so that
So it suffices to consider unitableaux. Now let us fix a positive integer µ [to serve as a "bound" for unitableaux], and a p-tuple v = (v(1), . . . , v(p)) of nonnegative integers. Let α, β denote univectors bounded by µ and of length p. If β ≥ α, then any T ∈ stas(1, µ, p, β, v) can be preaugmented by β to give a unitableaux T * ∈ stas(1, µ, p, α, v * ), where the "new shape" 
whereα is a univector of length p−1 andv is a (p−1)-tuple, obtained by restricting α and v respectively, i.e.,α(
Now we seek a function of the parameters (µ, p, α, v) satisfying the above relations. After some experimentation, Abhyankar arrived at the function ν defined as follows.
where the entries of the above p × p determinant are the so called twisted binomial coefficients which are defined as follows.
where A is an integer and U can be any element in an overring of Q, in particular, it can be an indeterminate over Q in which case the binomial coefficient is a univariate polynomial with rational coefficients. These twisted binomial coefficients are convenient for our purposes and will often appear in this paper. At this point we would also like to remark on the convention that unless mentioned otherwise, all matrices will be of order p, and whenever we write det(a ij ), it may be tacitly assumed that the corresponding matrix is of order p so that the indices i and j vary between 1 and p.
To verify (1), let us writeᾱ
In the first sum, only the first column of the above determinant varies, and so by using the multilinearity of determinants, we can eliminate the first sum. Now we need the following General Progression Lemma (3.1). Given integers e, x, y with x < y, we have
This lemma can be proved by induction on y − x using the Basic Binomial Identity
whose proof is straightforward. The General Progression Lemma can be applied to each entry in the first column of the resulting determinant, which yields the difference of two determinants of which the first one hasβ 1 replaced byᾱ 1 and v(i) byv(i) + 1 in the first column, and the second one vanishes because two of its columns are identical. Continuing in this manner, we see that
which shows that the function ν satisfies a relation of the form (1). It is easy to see that ν also satisfies relations of the form (2) and (3). Hence by (double) induction on p and v(p), it follows that
where we define
where the sum is taken over all p-tuples v = (v(1), . . . , v(p)) of nonnegative integers such that v(1) + 2v(2) + · · · + pv(p) = V . Now we shall make transformations to obtain different versions of the above formula. One of the motivations in doing so is to be able to deduce that by giving particular values to the parameters q, p and a, we have |stab(2, m,
To this end, we begin by noting that the transformation 
. Hence if we let
where the sum is taken over all p-tuples u with the above properties, and where for any p-tuple u = (u(1), . . . , u(p)) of integers we have put
then we have:
We will now make further transformations with the assumption that q is even. First of all, we will try to get rid of the clumsy restriction u(1) > u(2) > · · · > u(p) ≥ 0 on the parameter u in the above summation. Let us begin by introducing some Notation. Let Z(p) denote the set of all integer p-tuples, i.e.,
Observe that we clearly have the following.
, and therefore in this case we have m, p, a, u) and note that the above summation is essentially finite, i.e., all except finitely many summands are zero. The advantage of letting the parameters u(1), . . . , u(p) take all integer values is that it facilitates further transformations. For example, the equations
where for any v ∈ Z(p) and k ∈ [1, q] we have put
Remark: It may be interesting to note that if q is odd, and p > 1 then, in view of (i), (ii), (iii) above, we have that F (7 * ) (q, m, p, a, V ) = F (6) (q, m, p, a, V ) = 0. For a direct proof of this identity, see [Gh1] . Our next step is to get rid of the factor (6) by showing that one of the determinants, say G (6k) , can be pulled out of the product and replaced by p! times the product of entries on its principal diagonal. We start with the following elementary observations.
is finite, and let σ ∈ S p be any permutation. Then
(c): Let f be as in (b), and let any U ∈ Z and u ∈ Z(p, U ) be given. Then
; also let us take the transpose of the remaining matrices and use (a) to write
.
Now substitute the expressions on the right in the corresponding summand in F (6) , interchange the summations, and observe that [sgn(τ )] q = 1. This shows that
where the last equality follows from (b). Finally, we use (c) with u(j) = j − τ (j) to conclude that the above expression is equal to p!F (5k) (q, m, p, a, V ), where we have put
It follows that for any k ∈ [1, q] we have:
Let us summarize some of what we have proved so far.
Theorem (3.2)
. Let the notation be as above. We have
Moreover, if q is even then we have
where k can be any element of [1, q] .
Even with all these formulas, it is not clear that by giving particular values to q, p, and a, we get the desired equality between |stab(2, m, V )| and dim K 
So we must work harder! Henceforth in this section we forget about multitableaux and restrict ourselves to the case when q = 2. Let us fix some k ∈ [1, 2] and let k = 3 − k so that k is 2 or 1 according as k is 1 or 2. To simplify the manipulations we shall use the following notation.
With this notation, F (5k) (q, m, p, a, V ), in our case of q = 2, can be written as
Let us denote this expression by F (40) (r, s, V ). We shall need the following lemmas on (twisted) binomial coefficients.
Lemma (3.3). Given any integers U and A, we have
Proof: Obvious.
Lemma (3.4). Given any integers U , A, and B, we have
Proof: Straightforward.
Lemma (3.5). Given any positive integer p , integers U , E, and any p -tuple e ∈ Z(p , E), we have
where both the sums above are essentially finite. Proof: Let Y be an indeterminate over Q. Consider the identities
Use Binomial Theorem and equate the coefficients of Y U on both sides to deduce (i) and (ii); note that the latter follows in view of (i) of (3.3). Essential finiteness is obvious.
Lemma (3.6). Given any integers T, P, U, U such that U +U ≥ 0 and T −U ≥ 0, we have T P
where the summation on the right is essentially finite. Proof: Without loss of generality, we may and do assume that P ≥ 0 and T ≥ 0. Now by (ii) of (3.3), we see that
Now, since T − U ≥ 0, for the above summand to be nonzero, we must have
The desired equality now follows from (ii) of (3.3).
Naturally, we wish to apply the last lemma to the relevant product in F (40) (r, s, V ). Before we do that, let us make the following elementary observations. Of these, the first observation is an easy consequence of the fact that each side of the bivector a is a strictly increasing sequence, and the second one is quite obvious.
(1): For any i, j in [1, p], we have:
We are now ready to transform
For a moment, let us fix some v ∈ Z(p, V ), and just look at the corresponding summand. First we note that this summand can obviously be written as
and now for a given σ ∈ S p , we can apply (3.6) to write the above product as
and using observations (1) and (2) with i = σ(j), the above expression can be written as
Notice that the parameter v figures in only one term. So let us sum the above expression as v varies over Z(p, V ). Then, in view of (ii) of (3.5), we get
Now it's time to bring back sgn(σ) and sum over σ ∈ S p ; we can move this summation sign for σ right before the last product in the above expression, and then collate the terms to form determinants. It follows that F (40) (r, s, V ) is equal to
We are pretty much done now. For any D ∈ Z, let us denote the sum
and hence, in view of the observation (1), we must have 0 ≤ D ≤ R. Thus
Now we define
and remark that this expression may alternately be denoted by F (3k) (m, p, a, V ). In view of (5) and (ii) of (3.3), we can conclude that
or in other words,
Note that F (3k) can be regarded as a polynomial in the parameter V . This is quite significant as we shall soon realize. First, we show that the much sought after equality |stab(2, m, V )| = dim K K[X] V can now be deduced. To this end, let us suppose that we are in the following Minimal Case: p = min{m(1), m(2)} and a(k, i) = i = a(k , i) for all i ∈ [1, p]. In this case, it is clear that a ≤ T for any T ∈ stab(2, m), and hence stab(2, m, p, a, V ) is the same as stab(2, m, V ). To compute |stab(2, m, V )| using the above formula, we may and do assume that k ∈ [1, 2] is chosen such that p = min{m(1), m(2)} = m(k ). For the sake of brevity, let us denote m(k) by p . Given any D ∈ Z and d ∈ Z(p, D), the corresponding summand in
For the above product to be nonzero, we must have 0
let us assume that this is the case. Now consider the p × p matrix whose (i, j) th entry is
We successively make the column transformations C 1 −C 2 , C 2 −C 3 , . . . , C p−1 −C p [where C i stands for the i th column], and use the Basic Binomial Identity (4). Then for j ≤ p − 1, the (i, j) th entry of the resulting matrix becomes
Next, we make the column transformations
and use (4), following which we make the column transformations
. . , C p−3 − C p−2 and use (4), and so on until we reach a stage when we just make C 1 − C 2 and use (4). Note that the j th column is transformed p − j times each time reducing by one the top entry in the corresponding binomial coefficient. Thus the (i, j) th entry in the resulting matrix equals
, and hence if j < i, then the binomial coefficient above must be zero. Thus the resulting matrix is triangular, and therefore 
Finally we note that we now have p = m(k ), a(k, i) = i = a(k , i), and so
Thus we have proved the following
Remark: In Abhyankar's original proof (cf. [A1] , [A3] ), the above assertion (ii) is deduced from the previous assertion by first converting F (3k) into another formula, called F (2k) , by making several transformations and using a Binomial Lemma similar to (3.6), and then manipulating the determinants for the above particular values of p and a. The proof we have given here is somewhat shorter. The crucial thing, as we indicated earlier, is the fact that F (3k) is a "polynomial formula" in V for |stab(2, m, p, a, V )|.
Universal Determinantal Identity
An essential ingredient of the Straightening Law, or the SBT, is the fact that any monomial in minors can be "straightened out" so as to be expressible as a sum of standard monomials in minors, i.e., monomials in minors corresponding to standard tableaux. This can be done using a certain universal determinantal identity satisfied by the minors of a matrix, which we shall now describe.
Let m = (m(1), m(2)) be a pair of positive integers and X = (X ij ) be an m(1) × m(2) matrix whose entries are independent indeterminates over a field K, and let K[X] be the corresponding ring of polynomials. If a is a bivector of length p and bounded by m, then it corresponds to a p × p minor of X, which we denote by mor(X, a); thus (7) where the last inequality holds provided dep(T ) = 0 = dep (S) . Note that the identity (6) clearly implies that
and, in view of (7), it also shows that for any nonnegative integer V ,
To see (6), we note that if a bitableau
. Thus it suffices to consider two bivectors a and b bounded by m such that a ≤ b, and express the product of the corresponding pair of minors as a sum of "better products" of pairs of minors. Now these bivectors may have different length, but we can reduce to the case of maximal size minors by means of the following lemma whose proof is left as an exercise. Let us first assume, without loss of generality, that m(1) ≤ m(2).
Lemma (4.1). Given any bivector a bounded by m and of length p, let α 1 , α 2 , . . . , α m(1)−p be integers such that α 1 < α 2 < · · · < α m(1)−p and [1, m(1)] \ {a (1, 1) , . . . , a(1, p)} = {α 1 , . . . , α m(1)−p }.
Let β 1 , β 2 , . . . , β m(1) be defined by
Then β = (β 1 , β 2 , . . . , β m(1) ) is a univector bounded by m(1) + m(2) and of length m(1). Moreover, the above correspondence a → β is an order-preserving bijection of the set of all bivectors bounded by m onto the set of all univectors bounded by m(1) + m(2) and of length m(1). Furthermore, if we let X = (X | I * ) be the m ( th row from i th row, for 1 ≤ i ≤ m(1)], and expand the resulting matrix by Laplace expansion as before, then in view of the fact that
we see that in each term one of the submatrices has a column of zero, and hence det y = 0. (13) Combining this with (11), and pulling out the term corresponding to A * 
Thus, in view of (15), we can deduce (6) and (7) by repeated applications of (14); this is facilitated by restricting to bitableaux of a fixed area V which enables us to work only in the finite set stab(2, m, V ). Consequently, we get (8) and (9). In [A3] , the condition (13) is generalized so as to obtain the identity (14) with weaker assumptions; an identity like (14), which clearly holds for any matrix of appropriate size, may be referred to as a universal determinantal identity. For details concerning this section, see [A3] . As remarked earlier, the ideas outlined here are fairly classical and go back at least to Hodge [Ho] ; for proofs of (8) along similar lines, see [DEP] , [DKR] , [Se] .
Finally, we use the results of the previous section to prove the Standard Basis Theorem (4.2). Given any nonnegative integer V , {mom(X, S) :
Proof: The first assertion follows from (8) and (ii) of (3.7), and the second assertion follows from the first one. For another proof, also based on enumeration, of the above theorem, see [AG] .
Indexed Monomials
In this section, we describe a certain set of monomials in X = (X ij ) 1≤i≤m (1) 1≤j≤m (2) and indicate how this set can be enumerated. It turns out that this set of monomials has the same cardinality as that of stab(2, m, p, a, V ). Here, as usual, m = (m(1), m (2)) is a pair of positive integers, p is a positive integer, a is a bivector bounded by m and of length p, and V is a nonnegative integer. We proceed to give a brief sketch of the main ideas of Abhyankar concerning the enumeration of these so called indexed monomials. For details, see Sections 5 and 8 of [A3] . Some applications of the results in this section, which may be regarded as a motivation to obtain these results, are indicated in the next section. Let us begin by noting that a monomial in the m(1)m(2) variables X ij 's can be thought of as a map from the rectangle [1,
where the product is taken over all pairs y = (y(1), y(2)) ∈ [1, m(1)] × [1, m(2)], is a monomial in the X ij 's. Conversely, a monomial in X ij 's obviously corresponds to such a map. In this terminology, we have the notions of absolute value abs(t) and support supp(t) of a monomial t, which are defined as follows. The elements of this set may be referred to as indexed monomials. We wish to find the cardinality of this set. The basic strategy is similar to that employed in finding |stab(q, m, p, a, V )|, namely, to first find recurrence relations satisfied by the cardinality, and then discover an explicit formula satisfying the same recurrence relations. To obtain a recurrence relation satisfied by |mon(2, m, p, a, V )|, we enlarge the rectangle [1, m(1)] × [1, m(2)] on one of its sides, say the k th side, and look at [1, m
where m * (k) = m(k) + 1 and m * (k ) = m(k ) [k equals 2 or 1 according as k is 1 or 2, i.e., k = 3 − k]. Now a monomial on the larger rectangle can be split into a monomial on the original rectangle and a monomial defined on the remaining line. The latter can be counted easily. Keeping track of conditions on index and such, it is not hard to see that we get the recurrence relations described below.
Basically, we have 2 recurrence relations, of which the first one tells how to express |mon(2, m * , p, a * , V )| in terms of |mon(2, m, p, a, V )| when the vector a * has length p and is such that [m
, and the second one tells us how to express |mon(2, m * , p + 1, a * , V )| in terms of |mon(2, m, p, a, V )| when the vector a * has length p + 1 and is such that [m * (k) − a * (k, p + 1)] = 0. To describe both the relations in one stroke, we can consider a bivector b of length p + 1, and, for any subset u of [1, p] , let
note that the elements of M [p, b, k, u] are bivectors of length p. For any
Recall that m * = (m * (1), m * (2)) is given by m * (k) = m(k)+1 and m * (k ) = m(k ), and let a positive integer p * and a bivector a * bounded by m * and of length p * be given. Consider the following conditions on p * and b.
Finally, let
Now the said recurrence relations can be stated as follows.
Lemma (5.1). Let the notation be as above. Assume that either (16) holds or (17) holds. Then
Let us also note that we can easily compute |mon(2, m, p, a, V )| in the initial case, i.e.,        if the bivector a has length p = 1, and if m(k) − a(k, p) = 0, then for every V ∈ N,
By making double induction on p and m(k) − a(k, p), we see that the cardinality of mon(2, m, p, a, V ) is determined by the above recurrence relations and initial condition. In 1984, Abhyankar obtained a formula satisfying the same properties; this formula is denoted by F (1k) (m, p, a, V ) and it can be defined as follows.
, and for any D ∈ Z,
where for any E ∈ Z,
It may be noted that all the summations above are essentially finite. Thus we have the following
Now we already have enumerative formulas for |stab(2, m, p, a, V )|, and notable among those is F (3k) (m, p, a, V ) which is a polynomial in V and which has an expression similar to F (1k) (m, p, a, V ). Transforming the summations and using some properties of binomial coefficients, in a manner somewhat similar to that in Section 3, Abhyankar proved that for every D ∈ Z, we have
Combining this with (3.7) and (5.2), we get the following Theorem (5.3). The sets stab(2, m, p, a, V ) and mon(2, m, p, a, V ) have the same cardinality. Moreover, the common cardinality is given by the equivalent formulas
Note that from (5.3), we can easily deduce that |stab(2, m, V )| = dim K K[X] V ; indeed, mon(2, m, V ) simply consists of all monomials of degree V in m (1)m(2) indeterminates.
Determinantal Ideals and their Hilbert Functions
Let K be a field and let X = (X ij ) be an m(1) × m(2) matrix whose entries are independent indeterminates over K, and let K[X] denote the corresponding ring of polynomials. Given a positive integer p ≤ min{m(1), m(2)}, let I p denote the ideal in K[X] generated by all p × p minors of X. Also, given any bivector a bounded by the pair m = (m(1), m(2)) of positive integers and of length p, let I(p, a) denote the ideal in K[X] generated by all (p + 1) × (p + 1) minors of X, all i × i minors of the submatrix (X uv ) 1≤u≤a(1,i)−1 1≤v≤m (2) , and all j×j minors of (X uv ) 1≤u≤m (1) 1≤v≤a(2,j)−1 , where i and j range over [1, p] . Equivalently, I(p, a) is the ideal in K[X] generated by mor(X, b) with b ranging over the set of all bivectors bounded by m such that a ≤ b (verify!). Note that in the case when a(1, i) = i = a(2, i) for all i ∈ [1, p], we have I(p, a) = I p+1 . The study of the ideals I p is classical, and the primality of such ideals was first proved by E. Pascal in 1888 [P] in the form of Second Fundamental Theorem of Invariant Theory. For more recent proofs, see: [M] , [HE] , [DEP] , [A1] . It may be noted that ideals similar to I(p, a) have also been studied in [HE] , [Mus2] . In this section, we shall describe explicit K-vector space bases for the ideal I(p, a) and its residue class ring K[X]/I(p, a), using the ideas of straightening. I(p, a) is clearly a homogeneous ideal, and these bases induce bases for the homogeneous components of I(p, a) and K[X]/I(p, a). In fact, the set {mom(X, S) :
gives the Hilbert function of I(p, a). Thus the ideal I(p, a) is Hilbertian in the sense that its Hilbert function equals its Hilbert polynomial for all values of the parameter V . As another consequence of the Straightening Law, we can deduce that I(p, a) is, in fact, a homogeneous prime ideal and the corresponding projective variety is rational, i.e., the quotient field of K[X]/I(p, a) is a pure transcendental extension of K. The indexed monomials can be used to give another basis for I(p, a). This basis has the advantage that it can be adapted to give bases for a more general class of ideals such as the ladder determinantal ideal I p (L) discussed in the Introduction; moreover, we can also use it to prove the primality of these ideals.
To describe a basis of K[X]/I(p, a), let us define
Theorem (6.1). Given m, p, a as above, we have the following. Since I(p, a) is generated by {mor(X, b) : a ≤ b}, given any polynomial B ∈ I(p, a), we can find bivectors b 1 , . . . , b n with a ≤ b i for each i ∈ [1, n], elements r 1 , . . . , r n in K, and (usual) monomials M 1 , . . . , M n in the X ij 's such that
For each i ∈ [1, n], the monomial M i can be regarded as a monomial in minors of X corresponding to a bitableau U i such that every row of U i is of length 1. Now if we let T i denote the bitableau obtained by augmenting U i with b i , i.e, (6) and (7) of Section 4, we see that each mom(X, T i ) can be written as an integral linear combination of mom(X, S ij ) for some S ij ∈ stab(2, m) with
, and write
Moreover, given any S ∈ stab(2, m) \ stab(2, m, p, a), we have dep(S) = 0 and a ≤ S [1] . Hence one of the following statements must hold. In each of these cases, it is easily seen that mor(X, S[1]) can be written as a sum of multiples of the minors which are amongst generators of I(p, a); therefore mor(X, S[1]) ∈ I(p, a). Thus {mom(X, S) : S ∈ stab(2, m) \ stab(2, m, p, a)} is a subset of I(p, a). Note that this set is linearly independent being a subset of the basis {mom(X, S) : S ∈ stab(2, m)} of K[X] . This proves (i). Assertions (ii) and (iii) follow immediately from (i).
Corollary (6.2). For any
is the Hilbert function as well as the Hilbert polynomial of I(p, a). In particular, if V(p, a) denotes the projective variety corresponding to I(p, a), then
and the degree of V(p, a) equals F (m, p, a). Proof: Follows from (6.1) and a well-known theorem of Hilbert (see, for example, pp. 235-236 of [ZS] ). Now we discuss the primality of the ideal I(p, a). A key step in Abhyankar's proof is the following Lemma (6.3). The p × p minor of X corresponding to a is not a zero divisor in
Proof: By SBT, we can write B = B 0 + B 1 with
where T i ∈ stab(2, m) \ stab(2, m, p, a), S j ∈ stab(2, m, p, a), r i , s j are elements of K for 1 ≤ i ≤ n 0 , 1 ≤ j ≤ n 1 . Assume that mor(X, a)B ∈ I(p, a). By (6.1), we see that B 0 ∈ I(p, a), and hence mor(X, a)B 1 ∈ I(p, a). But we clearly have
where for each j ∈ [1, n 1 ], S * j is the bitableau obtained by augmenting a with S j . Since a ≤ S j , S * j ∈ stab(2, m, p, a). In view of (6.1), it follows that we must have t j = 0 for each j ∈ [1, n 1 ]. Thus B 1 = 0, and hence B = B 0 ∈ I(p, a).
Once we have this lemma at our disposal, proving the primality is basically a clever application of Elementary Linear Algebra. For the sake of simplicity, we just consider the ideal I p+1 and outline a proof that it is prime. Proof in the general case, i.e., for I(p, a), is based on analogous ideas and later we shall indicate how one proceeds in this case. Just as before, [A3] is the reference for greater details. Now we introduce some obvious notation.
we denote the ring of polynomials in the indeterminates X ij with (i, j) ranging over Y , and by K(Y ) we denote the quotient field of K [Y ] . By E[p] we will denote the bivector of length p given by
To show that I p+1 is prime, we define a subset y 
If (i, j) ∈ y[p + 1], then we consider the (p + 1) × (p + 1) submatrix M ij of X formed by the rows 1, 2, . . . , p, i and the columns 1, 2, . . . , p, j. Clearly, we can find a unique element
Let us write
, it suffices to show that the rank of the m(1) × m(2) matrix x = (x ij ) is equal to p. Given any i ∈ [p + 1, m(1)], consider the (p + 1) × m(2) submatrix, say M , formed by the rows 1, 2, . . . , p, i of x. Since mor(x, E[p]) = mor(X, E[p]) = 0, the first p rows of x are linearly independent, and so rank( M ) ≥ p. On the other hand, for any j ∈ [p + 1, m(2)], the determinant of the (p + 1) × (p + 1) submatrix of M formed by its columns 1, 2, . . . , p, j, is zero, and hence the j th column of M is linearly dependent on the first p columns of M , and therefore rank( M ) ≤ p. This shows that the i th row of x is linearly dependent on the first p rows of x, for any i ∈ [p + 1, m(1)]. It follows that rank(x) = p and I p+1 ⊆ ker f [p + 1]. To prove the reverse inclusion, let us take any polynomial B(X) in K [X] . In view of (19), we see that upon multiplying B(X) by a large enough power of mor(X, E[p]), we have e B(X) ∈ I p+1 , and so, in view of (6.3), we conclude that B(X) ∈ I p+1 . This proves that I p+1 is prime.
In the general case, the ideal I(p, a) is proved to be the kernel of a homomorphism f (p, a) : , a] ). The set y[p, a] is the union of all "hooks" corresponding to the nodes (a(1, i), a(2, i)) as i ranges over [1, p] ; more precisely,
The map f (p, a) is defined to be identity on y[p, a], and zero above the first hook, and in the region below the last hook or between any two hooks it is defined by expanding a minor of an appropriate size as described below. (2)] is such that i ≥ a(1, 1) and j ≥ a(2, 1) and (i, j) ∈ y[p, a], then we can find a unique integer u ∈ [1, p] which is largest with the property that a(1, u) < i and a(2, u) < j. Now consider the (u + 1) × (u + 1) submatrix M ij (u) formed by the rows a (1, 1) , . . . , a(1, u), i and the columns a(2, 1), . . . , a(2, u), j of X. Let E[p, a, u] denote the bivector of length u obtained by restricting a to [1, 2] × [1, u]. We can find a unique polynomial (1, 1) , and j ≥ a(2, 1).
The inclusion I(p, a) ⊆ ker f (p, a) is proved in an analogous manner, except that we now have more cases to consider. The proof of the desired equality can then be completed using (6.3) and by inducting on p. For details, see [A3] .
From the definition of f (p, a) it is clear that it induces a K-isomorphism of the quotient field of K[X]/I(p, a) onto K(y[p, a]), and thus we can deduce the following Theorem (6.4). The quotient field of K[X]/I(p, a) is a pure transcendental extension of K, and its transcendence degree is equal to |y[p, a]|. In other words, the irreducible projective variety V(p, a) defined by I(p, a), is rational and its dimension is equal to |y[p, a]| − 1.
Remark: Note that by the definition of y[p, a], we clearly have
and thus the dimension of V(p, a) given by Theorem (6.4) is in agreement with Corollary (6.2), as is to be expected. Now we proceed to show how indexed monomials can be used to give another set of bases for the homogeneous components of I(p, a) and K[X]/I(p, a). The ideal I(p, a) being prime, cannot, in general, contain the usual monomials. So we must adjust them suitably. Let us explain how one can do this.
Given any bivector b bounded by m, we associate to it a monomial, denoted by d(b), which represents the product of the indeterminates on the principal diagonal of the submatrix of X corresponding to b; thus
where i varies from 1 to the length of b. We also allow the bivector to have length 0, in which case we set
. Now let us fix some V ∈ N. To a monomial t ∈ mon(2, m, V ), we shall associate a bivector b = g(t), and this will have the property that X d(b) divides X t . The basis of indexed monomials for K[X] V , which induces bases for I(p, a) V and K[X] V /I(p, a) V , is given by {w(t) : t ∈ mon(2, m, V )} where
). In order to define the associated bivector b = g(t), we first order the elements of the rectangle lexicographically, i.e., for any y = (y(1), y(2)),ỹ = (ỹ(1),ỹ(2)) in [1, m(1)] × [1, m(2)], we define y <ỹ ⇐⇒ either y(1) <ỹ(1) or y(1) =ỹ(1) and y(2) <ỹ(2).
And we put the reverse lexicographic order on monomials, i.e., for any t, t * in mon(2, m, V ), we define t < t * ⇐⇒ ∃ y such that t(y) > t * (y) and t(ỹ) = t * (ỹ) ∀ỹ < y;
Note that this gives a total order on mon(2, m, V ), and that mon(2, m, V ) is a finite set, so in particular, we may speak of the least element in any nonempty subset of mon(2, m, V ). The associated bivector b = g(t) can now be defined by considering the four cases below. Case 0: ind(t) ≤ p, ind(t 1i ) < i, and ind(t 2j ) < j for all i, j ∈ [1, p]. In this case we take b = g(t) to be the empty bivector of length 0 so that
In this case we let u be the smallest such i and b = g(t) be the unique bivector of length u such that its associated monomial d(b) is the least among d(b * ) where b * ranges over the nonempty set of all bivectors bounded by m and of length u such that b * (1, u) < a(1, u) and
In this case we let u be the smallest such j and b = g(t) be defined exactly as in Case 1 except that the condition b * (1, u) < a(1, u) is replaced by b * (2, u) < a(2, u). Case 3: ind(t 1i ) < i, ind(t 2j ) < j for all i, j ∈ [1, p] and ind(t) > p. In this case b = g(t) is defined to be the unique bivector of length p + 1 such that d(b) is the least among all d(b * ) where b * ranges over the nonempty set of all bivectors bounded by m and of length p + 1 such that X d(b * ) divides X t . We now show that {w(t) : t ∈ mon(2, m, V )} is a linearly independent subset of K [X] . To this end, we first note that for any bivector b bounded by m, the associated monomial d = d(b) is the least among all the monomials in the expansion of the minor of X corresponding to b; in other words, we can write
with r ∈ {0, 1, −1}.
Consequently, for any t ∈ mon(2, m, V ), we can write
Using this we can deduce the following Lemma (6.5). {w(t) : t ∈ mon(2, m, V )} is a K-linearly independent subset of K [X] . Proof: Suppose a nontrivial linear combination α t w(t) were zero, then upon letting t * = min{t : α t = 0}, by (20) we see that
and hence α t * = 0, which is a contradiction. Note that if t ∈ mon(2, m, V ) is such that t ∈ mon(2, m, p, a), then mor(X, g(t)) ∈ I(p, a), and hence w(t) ∈ I(p, a). In fact, this conclusion holds even when we restrict to subsets of the rectangle, which are "saturated" in the sense that if a principal diagonal of a minor is there, then so is the minor. More precisely, we make the following 7.1. Enumeration of Standard Multitableaux. Here one has the combinatorial problem of finding a nice polynomial formula for |stab(q, m, p, a, V )| where q can be any positive integer. Recall that in Section 3, we obtained formulas F (8) and F (7) for this, and the formulas F (6) and F (5k) in the case of even q. A polynomial formula was, however, obtained only when q = 2, and we have already seen how crucial that was. An answer to this problem in the case of even q, was given in 1986 by Ghorpade (cf. [Gh1] ). It turns out that the higher dimensional determinants introduced by Cayley in 1843 [C] appear naturally in such a formula. For definitions and basic properties of higher dimensional determinants, see the last chapter of [MM] or Section 4 of [Gh1] . One of the key steps in obtaining this formula is to prove the so called Multiproduct Lemmas which say that if A 1 , A 2 , . . . , A q are any integers and V is an indeterminate over Q, then
where for any k ∈ [1, q], S k = A 1 +· · ·+A k , and for any G ∈ Z, φ G is the symmetric function of A 1 , . . . , A q defined by φ G (A 1 , A 2 , . . . , A q ) = e1,...,eq∈Z eq=G q k=1
with the convention that e 0 = 0. For details, see [Gh1] . It may be interesting to know whether a polynomial formula for |stab(q, m, p, a, V )| can be obtained in the case of odd q.
Straightening Law in Higher
Dimensions. Now that we have the notion of higher dimensional determinant, to a multivector b bounded by m = (m(1), . . . , m(q)) and of width q, we can correspond a "multiminor" of an m(1) × m(2) × · · · × m(q) matrix X = X i1 i2 ... iq whose entries are indeterminates over a field K. A multitableau gives a monomial in multiminors, and we may ask whether the ones corresponding to standard multitableaux give a basis of K [X] . In [AG] it is proved that the "standard monomials in multiminors" are always linearly independent. However, as a consequence of the formula for |stab(q, m, p, a, V )|, it can be seen that they do not, in general, form a basis, i.e., they are too few to generate K [X] . For details, see [AG] and [Gh1] . It may be interesting to find a basis for K[X] which naturally extends this set. It may also be interesting to investigate the primality of the ideal in K[X] generated by all p × p × · · · × p minors of the multimatrix X.
7.3. Bijection between Standard Bitableaux and Indexed Monomials. From (5.8), we know that the sets stab(2, m, p, a, V ) and mon(2, m, p, a, V ) have the same cardinality, and so we may ask whether one can construct an explicit bijection between them. Using the correspondence given by G. Robinson, C. Schensted, and D. Knuth, Abhyankar and Kulkarni have obtained such a bijection. As a corollary, we get a bijective proof of the identity |stab(2, m, V )| = dim K K[X] V , which was proved in (3.7) using enumeration. For details, see [AK2] . A variation of this bijection which, roughly speaking, corresponds to using columns instead of rows, is described in [AK3] . [K] . In 1987, Abhyankar and Kulkarni [AK1] showed that the ideal I * (p, a, Y ) is Hilbertian, i.e., its Hilbert function is a polynomial for all nonnegative integers. However, there remained the problem of finding an explicit formula for the Hilbert function of I p (L) for any p. This has recently been solved, and for details we refer to [Gh2] . For the connection of determinantal and ladder determinantal ideals with Schubert varieties and such, see [G] , [Mu] , [Mus1] , [Mus2] , [Se] . . For details, see [U] .
