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A NEW KIND OF HIGH-ORDER MULTISTEP SCHEMES FOR
COUPLED FORWARD BACKWARD STOCHASTIC DIFFERENTIAL
EQUATIONS ∗
WEIDONG ZHAO† , YU FU‡ , AND TAO ZHOU§
Abstract. In this work, we are concerned with the high-order numerical methods for coupled
forward-backward stochastic differential equations (FBSDEs). Based on the FBSDEs theory, we
derive two reference ordinary differential equations (ODEs) from the backward SDE, which contain
the conditional expectations and their derivatives. Then, our high-order multistep schemes are
obtained by carefully approximating the conditional expectations and the derivatives, in the reference
ODEs. Motivated by the local property of the generator of diffusion processes, the Euler method is
used to solve the forward SDE, however, it is noticed that the numerical solution of the backward
SDE is still of high-order accuracy. Such results are obviously promising: on one hand, the use of
Euler method (for the forward SDE) can dramatically simplify the entire computational scheme, and
on the other hand, one might be only interested in the solution of the backward SDE in many real
applications such as option pricing. Several numerical experiments are presented to demonstrate the
effectiveness of the numerical method.
Key words. High-order, Multistep scheme, Diffusion process, Euler method, Coupled Marko-
vian forward backward stochastic differential equations
AMS subject classifications. 60H35, 65C20, 60H10
1. Introduction. We are interested in the numerical solution of the following
coupled forward-backward stochastic differential equations (FBSDEs) on (Ω,F ,F, P ).
(1.1)


Xt = X0 +
∫ t
0
b(s,Xs, Ys, Zs)dt+
∫ t
0
σ(s,Xs, Ys, Zs)dWs, SDE
Yt = ξ +
∫ T
t
f(s,Xs, Ys, Zs)ds−
∫ T
t
ZsdWs, BSDE
where t ∈ [0, T ] with T > 0 being the deterministic terminal time; (Ω,F ,F, P ) is a
filtered complete probability space with F = (Ft)0≤t≤T being the natural filtration
of the standard d-dimensional Brownian motion W = (Wt)0≤t≤T ; X0 ∈ F0 is the
initial condition for the forward stochastic differential equation (SDE); ξ ∈ FT is
the terminal condition for the backward stochastic differential equation (BSDE); b :
Ω×[0, T ]×Rq×Rp×Rp×d → Rq and σ : Ω×[0, T ]×Rq×Rp×Rp×d → Rq×d are referred
to the drift and diffusion coefficients respectively; f : Ω× [0.T ]×Rq×Rp×Rp×d → Rp
is called the generator of BSDE and (Xt, Yt, Zt) : [0, T ] × Ω → Rq × Rp × Rp×d is
the unknown. It is worth to note that b(·, x, y, z), σ(·, x, y, z) and f(·, x, y, z) are all
Ft-adapted for any fixed numbers x, y and z, and that the two stochastic integrals
with respect to Ws are of the Itoˆ type. A triple (Xt, Yt, Zt) is called an L
2-adapted
solution of the FBSDEs(1.1) if it is Ft-adapted, square integrable, and satisfies (1.1).
The FBSDEs (1.1) is called decoupled if b and σ are independent of Yt and Zt.
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Since the original work [30], in which Pardoux and Peng obtained the existence
and uniqueness of the adapted solution for nonlinear BSDE under some standard
conditions, FBSDEs have been extensively studied. In [23], a four-step approach was
introduced to study the solvability of coupled FBSDEs, and it was shown that the
problem (1.1) is uniquely solvable under standard conditions on the data b, σ, ξ and f,
when the diffusion coefficient σ does not depend on Zt. Then Peng and Wu obtained
the existence and uniqueness of fully coupled FBSDE with an arbitrarily large time
duration in [36].
In recent years, FBSDEs have possessed important applications in many fields,
such as mathematical finance [18–20, 26], risk measure [16, 35], stochastic control
[18,32], stochastic differential games [17] and nonlinear expectations [16,34]. Generally
speaking, it is difficult to find the explicit closed-form solutions of FBSDEs, and thus,
finding numerical solutions of FBSDEs becomes popular. In the past decades, many
numerical schemes for solving BSDE and decoupled FBSDEs have been proposed and
studied. Some of them, such as [2, 4, 6–8, 12–15, 21, 22, 24, 25, 28, 39], are Euler-type
methods with convergence rate 12 ; and some of them [9–11, 38, 42–47] are high-order
numerical methods with higher convergence rates. It is worth to point out that in the
above literatures, the high-order methods for decoupled FBSDEs rely on the high-
order approaches for both the forward SDE and the backward SDE. It is clear that
the high-order approaches for forward SDEs requires large amounts of computations
and are often difficult to be applied. Concerning the coupled FBSDEs, since the
coefficients of the forward SDE depend on the unknowns (Yt, Zt) of the BSDE, it
seems not easy to design high-order (yet efficient) numerical schemes.
It is also worth noting that, in many practical problems such as the option pricing
in stock markets, one is only interested in the solutions of the BSDE, i.e. Yt and Zt
in (1.1). In fact, in the European option pricing problem, the forward SDE is a
mathematical model of stock prices, and its solution Xt stands for the price of the
underlying assets at time t, whose present value is regarded as a known quantity.
While Yt and Zt represent the option price and the portfolio respectively. Therefore,
what really make sense to us are the values of Yt and Zt at the known stock prices at
the present time. Such facts motivate us to use some cheap numerical methods (such
us the Euler method) to solve the forward SDE. Therefore, we are interested in the
following problem:
# Whether one could still expect high-order accurate numerical solutions of the
backward SDE if the Euler method is used to discretize the forward SDE?
In this paper, we shall give a positive answer to this question. To this end, we
shall study high accurate numerical methods for the coupled Markovian FBSDEs
(1.1), in which the terminal condition ξ is a deterministic function ϕ of XT . Based on
FBSDEs and SDE theories, we will derive two reference ordinary differential equations
(ODEs) of (1.1) that contain the conditional expectations and their derivatives. Then,
our numerical scheme is obtained by approximating the conditional mathematical
expectations and their derivatives, in the reference ODEs. In particular, motivated
by the local property of the generator of diffusion processes, the Euler method is
used to solve the associated SDE in (1.1), which dramatically simplifies the entire
computing complexity while without reducing the accuracy of the numerical solutions
of the BSDE. High-order convergence rates of such approaches are shown by several
numerical examples.
The rest of the paper is organized as follows. In Section 2, some preliminaries on
SDEs, FBSDEs and derivative approximations are introduced. In Section 3, we discuss
High-Order Multistep Schemes for Coupled FBSDEs 3
the design of high-order numerical methods for decoupled FBSDEs, and we extend
these numerical methods to solve the coupled FBSDEs in Section 4. In Section 5,
numerical experiments are carried out to demonstrate the effectiveness of the proposed
numerical schemes. We finally give some conclusions in Section 6.
Some notations to be used:
• |·|: the Euclidean norm in the Euclidean space R, Rq and Rq×d.
• F t,xs : the σ-algebra generated by the diffusion process {Xr, t ≤ r ≤ s,Xt =
x}.
• Et,xs [η]: the conditional expectation of the random variable η under F t,xs , i.e.,
E
t,x
s [η] = E [η| F t,xs ] , and we use Ext [η] to denote Et,xt [η] for simplicity.
• Ckb : the set of functions φ(x) with uniformly bounded derivatives up to the
order k.
• Ck1,k2 : the set of functions f(t, x) with continuous partial derivatives up to
k1 with respect to t, and up to k2 with respect to x.
2. Preliminaries.
2.1. Diffusion process and its generator. A stochastic process Xt is called
a diffusion process starting at (t0, x0) if it satisfies the SDE
(2.1) Xt =x0 +
∫ t
t0
b(s,Xs)ds+
∫ t
t0
σ(s,Xs)dWs, t ∈ [t0, T ],
where bs = b(s,Xs) and σs = σ(s,Xs) are measurable functions that satisfy
(2.2)
|b(s, x)|+ |σ(s, x)| ≤ C(1 + |x|), x ∈ Rq, s ∈ [t0, T ],
|b(t, x)− b(t, y)|+ |σ(t, x)− σ(t, y)| ≤ L |x− y| , x, y ∈ Rq, s ∈ [t0, T ].
It is well known that under conditions (2.2), the SDE (2.1) has a unique solution.
Moreover, one has Ext [Xs] = E [Xs|Xt = x] , ∀t ≤ s, by the Markov property of the
diffusion process.
For a given measurable function g : [0, T ] × Rq → R, g(t,Xt) is a stochastic
process. Let G = Ext [g(s,Xs)], then G is a function of (s, t, x) for s ≥ t. The partial
derivative of G with respect to s is defined by
(2.3)
∂G
∂s
=
∂Ext [g(s,Xs)]
∂s
= lim
τ↓0
E
x
t [g(s+ τ,Xs+τ )]− Ext [g(s,Xs)]
τ
,
if the limit exists and is finite.
Definition 2.1. Let Xt be a diffusion process in R
q satisfying (2.1). The gen-
erator Axt of Xt on g is defined by
(2.4) Axt g(t, x) = lim
s↓t
E
x
t [g(s,Xs)]− g(t, x)
s− t , x ∈ R
n.
Concerning the generator Axt , we have the following result [29]:
Theorem 1. Let Xt be the diffusion process defined by the SDE (2.1). If f ∈
C1,2([0, T ]× Rq), then we have
(2.5) Axt f(t, x) = L
0
t,xf(t, x), A
Xt
t f(t,Xt) = L
0
t,Xt
f(t,Xt),
where
(2.6) L0t,x =
∂
∂t
+
∑
i
bi(t, x)
∂
∂xi
+
1
2
∑
i,j
(σστ )i,j (t, x)
∂2
∂xi∂xj
.
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Note that AXtt f(t,Xt) ∈ Ft is a stochastic process. Furthermore, by using together
the Itoˆ’s formula, Theorem 1 and the tower rule of conditional expectations, we have
the following theorem.
Theorem 2. Let t0 < t be a fixed time, and x0 ∈ Rq be a fixed space point. If
f ∈ C1,2([0, T ]× Rq) and Ex0t0
[∣∣L0t,Xtf(t,Xt)∣∣] < +∞, we have
(2.7)
dEx0t0 [f(t,Xt)]
dt
= Ex0t0
[
AXtt f(t,Xt)
]
, t ≥ t0.
Moreover, the following identity holds
(2.8)
dEx0t0 [f(t,Xt)]
dt
∣∣∣∣
t=t0
=
dEx0t0
[
f(t, X¯t)
]
dt
∣∣∣∣∣
t=t0
,
where X¯t is a diffusion process satisfying
(2.9) X¯t = x+
∫ t
t0
b¯sds+
∫ t
t0
σ¯sdWs,
and b¯s = b¯(s, X¯s; t0, x0), σ¯s = σ¯(s, X¯s; t0, x0) are smooth functions of (s, X¯s) with
parameters (t0, x0) that satisfy
b¯(t0, X¯t0 ; t0, x0) = b(t0, x0), σ¯(t0, X¯t0 ; t0, x0) = σ(t0, x0).
Note that by choosing different b¯s and σ¯s, the identity (2.8) gives different ways
to approximate
dExt0 [f(t,Xt)]
dt
∣∣∣
t=t0
. The computational complexity can be reduced sig-
nificantly if one uses some appropriate choices. For example, one can simply choose
b¯(s, X¯s; t0, x0) = b(t0, x0) and σ¯(s, X¯s; t0, x0) = σ(t0, x0) for all s ∈ [t0, t].
2.2. Solution regularity and representation of FBSDEs. Consider the fol-
lowing decoupled FBSDEs,
(2.10)


Xt,xs = x+
∫ s
t
b(r,Xt,xr )dr +
∫ s
t
σ(t,Xt,xr )dWr ,
Y t,xs = ϕ(X
t,x
T ) +
∫ T
s
f(r,Xt,xr , Y
t,x
r , Z
t,x
r )dr −
∫ T
s
Zt,xr dWr,
∀s ∈ [t, T ].
Here the superscript t,x indicates that the forward SDE starts from (t, x), which will
be omitted if no ambiguity arises. To study the fine properties of decoupled FBSDEs,
the following assumptions were made in [40]:
Assumption 1.
1. The functions b, σ ∈ C1b , and there exists a constant K > 0, such that
sup
0≤t≤T
{|b(t, 0)|+ |σ(t, 0)|} ≤ K
.
2. q = d, and the diffusion coefficient σ is uniformly elliptic, that is, there is a
positive constant K such that
(2.11) σ(t, x)σT (t, x) ≥ 1
K
Iq, ∀(t, x) ∈ [0;T ]× Rd.
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3. The functions f and ϕ are uniformly Lipschitz continuous with Lipschitz con-
stant K, and assume
sup
0≤t≤T
|f(t, 0, 0, 0)|+ |ϕ(0)| ≤ K
Then, the following theorem was proved [40]:
Theorem 3. Under Assumption 1, there exists functions u and v and such that,
∀(t, x) ∈ [0, T )× Rd, Y t,xs = u(s,Xt,xs ) and
1. |v(t, x)| ≤ C, where C depends on T and K;
2. v is continuous;
3. Zt,xs = v(s,X
t,x
s )σ(s,X
t,x
s );
4. ∇xu(t, x) = v(t, x);
5. If we assume further that ϕ ∈ C1b , then 1–4 hold true on [0, T ] × Rd, and
v(T, x) = ∇xϕ(x).
Moreover, we have the following nonlinear Feynman-Kac formula [27, 33]:
Theorem 4. If the PDE
(2.12) L0t,xu(t, x) + f(t, x, u(t, x),∇u(t, x)σ(t, x)) = 0
with termial condition u(T, x) = ϕ(x) has a classical solution u(t, x) ∈ C1,2, then
the unique solution (Xt,xs , Y
t,x
s , Z
t,x
s ) of the Markovian decoupled FBSDEs (2.10) with
ξ = ϕ(Xt,xT ) can be represented as
(2.13) Y t,xs = u(s,X
t,x
s ), Z
t,x
s = ∇xu(s,Xt,xs )σ(s,Xt,xs ), ∀s ∈ [t, T ),
where ∇xu denotes the gradient of u with respect to the spacial variable x.
2.3. Derivative approximation. In this subsection, we will introduce a numer-
ical method for approximating the function derivatives (e.g., du(t)
dt
). Such a method
will play an important role in designing our high-order numerical methods for FBS-
DEs.
Let u(t) ∈ Ck+1b and ti ∈ R (0 ≤ i ≤ k) satisfying t0 < t1 < · · · < tk, where k is
a positive integer. Let ∆ti = ti − t0, i = 0, 1, . . . , k. Then by Taylor’s expansion, for
each ti, i = 0, 1, . . . , k, we have
u(ti) =
k∑
j=0
(∆ti)
j
j!
dju
dtj
(t0) +O (∆ti)k+1 ,
then we can deduce
k∑
i=0
αk,iu(ti) =
k∑
j=0
k∑
i=0
αk,i(∆ti)
j
j!
dju
dtj
(t0) +O
(
k∑
i=0
αk,i(∆ti)
k+1
)
,
where αk,i, i = 0, 1, . . . , k, are real numbers. By choosing αk,i (i = 0, 1, . . . , k) as
(2.14)
k∑
i=0
αk,i(∆ti)
j
j!
= δj1 =
{
1, j = 1,
0, j 6= 1
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we obtain
(2.15)
du
dt
(t0) =
k∑
i=0
αk,iu(ti) + Err,
where Err = O(∑ki=0 αk,i(∆ti)k+1). In particular, when ∆ti = i∆t, the conditions
(2.14) are equivalent to the following linear system.
(2.16)


1 1 1 · · · 1
0 1 2 · · · k
0 12 22 · · · k2
...
...
...
...
...
0 1k 2k · · · kk

×


αk,0∆t
αk,1∆t
αk,2∆t
...
αk,k∆t

 =


0
1
0
...
0

 .
In the following table, we list αk,i∆t (i = 0, 1, . . . , k) of the system for k = 1, 2, . . . , 6.
Table 2.1
αk,i∆t i = 0 i = 1 i = 2 i = 3 i = 4 i = 5 i = 6
k = 1 −1 1
k = 2 − 3
2
2 − 1
2
k = 3 − 11
6
3 − 3
2
1
3
k = 4 − 25
12
4 −3 4
3
−
1
4
k = 5 − 137
60
5 −5 10
3
−
5
4
1
5
k = 6 − 49
20
6 − 15
2
20
3
−
15
4
6
5
−
1
6
Remark 2.2. The multistep schemes proposed in this paper are closely related to
the above derivative approximation schemes. We now provide some remarks for the
stability of the above numerical schemes, which have been well investigated in [3] for
solving ODEs. To illustrate the basic stability results, let us consider the ODE
(2.17)
dY (t)
dt
= f(t, Y (t)), t ∈ [0, T )
with the known terminal condition Y (T ). Under the uniform time partition 0 = t0 <
t1 < . . . < tN = T , we apply the following multistep scheme to numerically solve
(2.17).
(2.18) αk,0Y
n +
k∑
j=1
αk,jY
n+j = f(tn, Y
n),
where the αk,j ’s are defined by (2.16). By the theory of multistep scheme for solving
ODEs [3], in order to guarantee the stability of scheme (2.18), the roots {λk,j}kj=1 of
the charactristic equation
(2.19) P (λ) = αk,0λ
k +
k∑
j=1
λk−j = 0
must satisfy the root conditions, that is,
|λk,j | ≤ 1.0, and if |λk,j | = 1.0, then P ′(λk,j) 6= 0 (λk,j are simple roots).
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By the definition of αk,j in (2.16), it can be checked that 1 is the simple root of
(2.19) for each k. In Table 2.2, we list the maximum absolute values of the roots for
k = 2, 3, . . . , 8 except the common root 1.
Table 2.2
The maximum absolute root of (2.19) except 1.0
k 2 3 4 5 6 7 8
max(|λk,j |) 0.3333 0.4264 0.5608 0.7087 0.8633 1.0222 1.1839
We learn from Table 2.2 that the multistep scheme (2.18) is unstable for k ≥ 7,
that is why we have only listed the αk,i∆t’s for 1 ≤ k ≤ 6 in Table 2.1.
3. Numerical schemes for decoupled FBSDEs. We first consider the nu-
merical approaches for decoupled FBSDEs (1.1), namely, the functions b and σ are
independent of Yt and Zt. Let N be a positive integer. For the time interval [0, T ],
we introduce a regular time partition as
0 = t0 < t1 < t2 < · · · < tN = T.
We will denote tn+k − tn by ∆tn,k and Wtn+k −Wtn by ∆Wn,k, and use the notaions
∆ttn,t = t− tn and ∆Wtn,t =Wt −Wtn for t ≥ tn.
3.1. Two reference ODEs. Let (Xt, Yt, Zt) be the solution of the decoupled
FBSDEs (1.1) with terminal condition ξ = ϕ(XT ). By taking conditional expectation
E
x
tn
[·] on both sides of the BSDE in (1.1), we obtain the integral equation
(3.1) Extn [Yt] = E
x
tn
[ξ] +
∫ T
t
E
x
tn
[f(s,Xs, Ys, Zs)] ds, ∀t ∈ [tn, T ].
By Theorem 3, the integrand Extn [f(s,Xs, Ys, Zs)] is a continuous function of s. Then,
by taking derivative with respect to t on both sides of (3.1), we obtain the following
reference ordinary differential equation
(3.2)
dExtn [Yt]
dt
= −Extn [f(t,Xt, Yt, Zt)] , t ∈ [tn, T ].
Note that we also have
Ytn = Yt +
∫ t
tn
f(s,Xs, Ys, Zs)ds−
∫ t
tn
ZsdWs, t ∈ [tn, T ].
By multiplying both sides of the above equation by (∆Wtn,t)
τ (where (·)τ is the
transpose of (·)), and taking the conditional expectation Extn [·] on both sides of the
derived equation, we obtain
0 = Extn [Yt(∆Wtn,t)
τ ] +
∫ t
tn
E
x
tn
[f(s,Xs, Ys, Zs)(∆Wtn,s)
τ ] ds
−
∫ t
tn
E
x
tn
[Zs] ds, t ∈ [tn, T ].
(3.3)
Again, the two integrands in (3.3) are continuous functions of s by Theorem 3. Upon
taking derivative with respect to t ∈ [tn, T ) in (3.3) one gets the following reference
ODE:
(3.4)
dExtn [Yt(∆Wtn,t)
τ ]
dt
= −Extn [f(t,Xt, Yt, Zt)(∆Wtn,t)τ ] + Extn [Zt] .
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Remark 3.1. The two ODEs (3.2) and (3.4) are our reference equations for
the BSDE in (1.1). Our numerical schemes will be derived by approximating the
conditional expectations and the derivatives in (3.2) and (3.4).
3.2. The time semi-discrete scheme. Motivated by Theorem 2, we choose
smooth functions b¯(t, x) and σ¯(t, x) for t ∈ [tn, T ] and x ∈ Rq with constraints
b¯(tn, x) = b(tn, x) and σ¯(tn, x) = σ(tn, x). The diffusion process X¯
tn,x
t is defined
by
(3.5) X¯tn,xt = x+
∫ t
tn
b¯(s, X¯tn,xs )ds+
∫ t
tn
σ¯(s, X¯tn,xs )dWs.
Let (Xtn,xt , Y
tn,x
t , Z
tn,x
t ) be the solution of the decoupled FBSDEs. According
to Theorem 4 and Theorem 3, the solutions Y tn,xt and Z
tn,x
t can be represented as
Y tn,xt = u(t,X
tn,x
t ) and Z
tn,x
t = ∇xu(t,Xtn,xt )σ(t,Xtn,xt ), respectively.
Let Y¯ tn,xt = u(t, X¯
tn,x
t ) and Z¯
tn,x
t = ∇xu(t, X¯tn,xt )σ(t, X¯tn,xt ). By Theorem 2, we
have
(3.6)
dExtn
[
Y tn,xt
]
dt
∣∣∣∣∣
t=tn
=
dExtn
[
Y¯ tn,xt
]
dt
∣∣∣∣∣
t=tn
,
dExtn
[
Y tn,xt (∆Wtn,t)
τ
]
dt
∣∣∣∣∣
t=tn
=
dExtn
[
Y¯ tn,xt (∆Wtn,t)
τ
]
dt
∣∣∣∣∣
t=tn
.
Now introducing the scheme (2.15) into
dExtn [Y¯
tn,x
t ]
dt
∣∣∣∣
t=tn
and
dExtn [Y¯
tn,x
t (∆Wtn,t)
τ ]
dt
∣∣∣∣
t=tn
,
we get
dExtn
[
Y tn,xt
]
dt
∣∣∣∣∣
t=tn
=
k∑
i=0
αk,iE
x
tn
[
Y¯ tn,xtn+i
]
+ R¯ky,n,(3.7)
dExtn
[
Y tn,xt (∆Wtn,t)
τ
]
dt
∣∣∣∣∣
t=tn
=
k∑
i=1
αk,iE
x
tn
[
Y¯ tn,xtn+i (∆Wn,i)
τ
]
+ R¯kz,n,(3.8)
where αk,i are defined by (2.14), and R¯
k
y,n and R¯
k
z,n are truncation errors, i.e.
R¯ky,n =
dExtn
[
Y tn,xt
]
dt
∣∣∣∣∣
t=tn
−
k∑
i=0
αk,iE
x
tn
[
Y¯ tn,xtn+i
]
,
R¯kz,n =
dExtn
[
Y tn,xt (∆Wtn,t)
τ
]
dt
∣∣∣∣∣
t=tn
−
k∑
i=1
αk,iE
x
tn
[
Y¯ tn,xtn+i (∆Wn,i)
τ
]
.
By inserting (3.7) and (3.8) into (3.2) and (3.4), respectively, we obtain
k∑
i=0
αk,iE
x
tn
[
Y¯ tn,xtn+i
]
= −f(tn, x, Ytn , Ztn) +Rky,n,(3.9)
k∑
i=1
αk,iE
x
tn
[
Y¯ tn,xtn+i (∆Wn,i)
τ
]
= Ztn +R
k
z,n,(3.10)
High-Order Multistep Schemes for Coupled FBSDEs 9
where Rky,n = −R¯ky,n and Rkz,n = −R¯kz,n.
Let Y n and Zn be the numerical approximations for the solutions Yt and Zt of
the BSDE in (1.1) at time tn, respectively. And we denoted by X
n the numerical
solution of the associated forward SDE at tn. Then, by removing the truncation error
terms Rky,n and R
k
z,n from (3.9) and (3.10), we get our time semi-discrete numerical
scheme for solving decoupled Markovian FBSDEs (1.1):
Scheme 1. Assume that Y N−i and ZN−i, i = 0, 1, . . . , k − 1, are known. For
n = N − k, . . . , 0, with X¯tn,Xnt being the solution of (3.5), solve Y n = Y n(Xn) and
Zn = Zn(Xn) by
Zn =
k∑
j=1
αk,jE
Xn
tn
[
Y¯ n+j(∆Wn,j)
τ
]
,(3.11)
αk,0Y
n = −
k∑
j=1
αk,jE
Xn
tn
[
Y¯ n+j
] − f(tn, Xn, Y n, Zn),(3.12)
where Y¯ n+j are the values of Y n+j at the space point X¯tn,X
n
t .
The simplest choice of b¯ and σ¯ in (3.5) may be that b¯(t,Xtn,xt ) = b(tn, x) and
σ¯(t,Xtn,xt ) = σ(tn, x) for t ∈ [tn, T ]. In this case, Scheme 1 becomes
Scheme 2. Assume that Y N−i and ZN−i, i = 0, 1, . . . , k − 1, are known. For
n = N − k, . . . , 0, solve Xn,j(j = 1, 2, . . . , k), Y n = Y n(Xn) and Zn = Zn(Xn) by
Xn,j = Xn + b(tn, X
n)∆tn,j + σ(tn, X
n)∆Wn,j , j = 1, . . . , k,(3.13)
Zn =
k∑
j=1
αk,jE
Xn
tn
[
Y¯ n+j(∆Wn,j)
τ
]
,(3.14)
αk,0Y
n = −
k∑
j=1
αk,jE
Xn
tn
[
Y¯ n+j
] − f(tn, Xn, Y n, Zn),(3.15)
where Y¯ n+j are the values of Y n+j at the space point Xn,j.
Note that by Theorem 2 and (2.15), if (L0t,x)
k+1u(t, x) is bounded, we have [3]
(3.16) R¯ky,n = O (∆t)k , R¯kz,n = O (∆t)k ,
where R¯ky,n and R¯
k
z,n are defined in (3.7) and (3.8), respectively.
Remark 3.2. Motivated by Theorem 2, we used the Euler scheme to solve the
associated SDE in Scheme 2. The main advantages of this idea are twofold: for one
hand, the use of the Euler scheme can dramatically reduce the total computational
complexity, and for the other hand, one may be only interested in the solution of the
BSDE in many applications. We will show in Section 4 that the numerical solutions
of the BSDE can still be of high-order accuracy in such a framework.
3.3. The fully discrete scheme. Scheme 2 is a time semi-discrete scheme for
solving FBSDEs. To propose a fully discrete scheme, we introduce a general space
partition Dnh of R
q on each level tn with parameter h
n > 0. The space partition Dnh
is a set of discrete grid points in Rq, i.e Dnh = {xi|xi ∈ Rq}. We define the density of
the grids in Dnh by
(3.17) hn = max
x∈Rq
min
xi∈Dnh
|x− xi| = max
x∈Rq
dist(x,Dnh),
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where dist(x,Dnh) is the distance from x to D
n
h . For each x ∈ Rq, we define a local
subset Dnh,x of D
n
h satisfying:
1. dist(x,Dnh,x) < dist(x,D
n
h\Dnh,x);
2. the number of elements in Dnh,x is finite and uniformly bounded, that is, there
exists a positive integer Ne, such that, #Dnh,x ≤ Ne.
We call Dnh,x the neighbor grid set in D
n
h at x.
Now by (3.14) and (3.15), we will solve Y n and Zn at grid points x ∈ Dnh . That
is, for each x ∈ Dnh , n = N − k, . . . , 0, we solve Y n = Y n(x) and Zn = Zn(x) by
Zn =
k∑
j=1
αk,jE
x
tn
[
Y¯ n+j(∆Wn,j)
τ
]
,(3.18)
αk,0Y
n = −
k∑
j=1
αk,jE
x
tn
[
Y¯ n+j
]− f(tn, x, Y n, Zn),(3.19)
where Y¯ n+j is the value of Y n+j at the space point Xn,j defined by
(3.20) Xn,j = Xn + b(tn, X
n)∆tn,j + σ(tn, X
n)∆Wn,j , j = 1, . . . , k.
Generally, Xn,j defined by (3.20) does not belong to Dn+jh on condition of X
n = x ∈
Dnh . Thus, to solve Y
n and Zn, interpolation methods are needed to approximate
the value of Y n+j at Xn,j using the values of Y n+j on Dn+jh . Here, we will adopt
a local interpolation operator Inh,X such that I
n
h,Xg is the interpolation value of the
function g at space point X ∈ Rq by using the values of g only on Dnh,X . Note that
any interpolation methods can be used here, however, care should be made if one
wants to guarantee the stability and accuracy.
In numerical simulations, the conditional expectations Extn
[
Y¯ n+j(∆Wn,j)
τ
]
and
E
x
tn
[
Y¯ n+j
]
in (3.18) and (3.19) should also be approximated. The approximation op-
erator of Extn [·] is denoted by Ex,htn [·], which can be any quadrature methods such as the
Monte-Carlo methods, the quasi-Monte-Carlo methods, and the Gaussian quadrature
methods and so on.
Now using the operators Inh,x and E
x,h
tn
[·], we rewrite (3.9) and (3.10) in the
following equivalent form.
(3.21)
Ztn =
∑k
j=1 αk,jE
x,h
tn
[
In+j
h,X¯tn+j
Ytn+j(∆Wn,j)
τ
]
−Rkz,n +Rk,Ez,n +Rk,Ihz,n ,
αk,0Ytn = −
∑k
j=1 αk,jE
x,h
tn
[
In+j
h,X¯tn+j
Ytn+j
]
− f(tn, x, Ytn , Ztn)
+Rky,n +R
k,E
y,n +R
k,Ih
y,n ,
where
Rk,Ez,n =
∑k
j=1 αk,j(E
x
tn
− Ex,htn )
[
Y¯tn+j(∆Wn,j)
τ
]
,
Rk,Ihz,n =
∑k
j=1 αk,jE
x,h
tn
[
(Y¯tn+j − In+jh,X¯tn+j Ytn+j)(∆Wn,j)
τ
]
,
Rk,Ey,n = −
∑k
j=1 αk,j(E
x
tn
− Ex,htn )
[
Y¯ n+j
]
,
Rk,Ihy,n = −
∑k
j=1 αk,jE
x,h
tn
[
Y¯tn+j − In+jh,X¯tn+j Ytn+j
]
.
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The two terms Rk,Ey,n and R
k,E
z,n are numerical errors introduced by approximating con-
ditional expectations, and the other two terms Rk,Ihy,n and R
k,Ih
z,n are numerical errors
caused by numerical interpolations.
By removing the six error terms Rky,n, R
k
z,n, R
k,E
z,n, R
k,Ih
z,n , R
k,E
y,n and R
k,Ih
y,n from
(3.21), we obtain our fully discrete scheme for solving decoupled FBSDEs as follows:
Scheme 3. Assume Y N−i and ZN−i defined on DN−ih , i = 0, 1, . . . , k − 1, are
known. For n = N −k, . . . , 0, and for x ∈ Dnh , solve Y n = Y n(x) and Zn = Zn(x) by
Xn,j = Xn + b(tn, X
n)∆tn,j + σ(tn, X
n)∆Wn,j , j = 1, . . . , k,(3.22)
Zn =
k∑
j=1
αk,jE
x,h
tn
[
In+j
h,Xn,j
Y n+j(∆Wn,j)
τ
]
,(3.23)
αk,0Y
n = −
k∑
j=1
αk,jE
x,h
tn
[
In+j
h,Xn,j
Y n+j
]
− f(tn, x, Y n, Zn).(3.24)
Note that Scheme 3 is a k-step scheme. For a fixed integer k, Scheme 3 consists
of three procedures for solving Y n and Zn at every x ∈ Dnh on each time level tn: (I)
solveXn,j by the Euler scheme (3.22); (II) solve Zn by (3.23) explicitly; (III) solve Y n
by (3.24) implicitly. Thus, some iterations are required for solving Y n. If the function
f(tn, x, y, z) is Lipschitz continuous with respect to y, for small time partition step
size ∆tn, we can use the following iteration procedure to approximately solve Y
n
αk,0Y
n,l+1 = −
k∑
j=1
αk,jE
x,h
tn
[
In+j
h,Xn+j
Y n+j
]
− f(tn, x, Y n,l, Zn),(3.25)
until the iteration error |Y n,l+1 − Y n,l| ≤ ǫ0, where ǫ0 > 0 is a prescribed tolerance.
Remark 3.3. The local truncation errors of Scheme 3 consist of six terms Rky,n,
Rk,Ey,n, R
k,Ih
y,n , R
k
z,n, R
k,E
z,n and R
k,Ih
z,n . The two terms R
k
y,n and R
k
z,n defined respectively
in (3.9) and (3.10) come from the approximations of the derivatives, and the two
terms Rk,Ihy,n and R
k,Ih
z,n defined in (3.21) are the local interpolation errors. For these
terms, suppose that the data b, σ, f and ϕ are sufficiently smooth such that (L0t,x)
k+1u
is bounded in [0, T ]× Rq and u(t, ·) ∈ Cr+1b , ∀t ∈ [0, T ] and if the k-step scheme and
r-degree polynomial interpolations are used, then the following estimates hold [1,3,5].
(3.26) Rky,n = O (∆tn)k , Rkz,n = O (∆tn)k , Rk,Ihz,n = O
(
hr+1
)
, Rk,Ihy,n = O
(
hr+1
)
.
The other two terms Rk,Ey,n and R
k,E
z,n are the local truncation errors resulted from the
approximations of the conditional mathematical expectations in (3.9) and (3.10). It is
noted that these conditional expectations are functions of Gaussian random variables,
which can be represented as integrals with Gaussian kernels, which may be approx-
imated by Gauss-Hermite Quadrature with high accuracy. We will briefly introduce
the Gauss-Hermite quadrature rule and its application in Scheme 3 in the next sub-
section.
In Scheme 3, the values {(Y N−i, ZN−i)}k−1i=0 are needed for solving {(Y n, Zn)}N−kn=0 .
Note that YT = ϕ(XT ), by Theorem 3, one has ZT = (∇xϕσ)t=T . Thus, we set
(Y N , ZN) =
(
ϕ(XT ),∇xϕ(XT )σ(T,XT )
)
, however, the values of {(Y N−i, ZN−i)}k−1i=1
are still needed to get an order-k scheme. In principle, these values can always ob-
tained by solving the FBSDES in the interval [T − k∆t, T ], with a more regular time
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partition (fine mesh), as in [46]. Alternatively, one can sort to other types of high-
order schemes, to get the values of {(Y N−i, ZN−i)}k−1i=1 . For instance, assume that
k = 2, we can use some simple schemes with local truncation error of order 2, to get
(Y N−1, ZN−1). For the cases of k > 2, one can follow the similar procedure above.
3.4. Gauss-Hermite quadrature rule for Extn [·]. The Gauss-Hermite quadra-
ture rule is an extension of Gaussian quadrature method for approximating the value
of integrals of
∫ +∞
−∞ e
−x2g(x)dx by
(3.27)
∫ +∞
−∞
e−x
2
g(x)dx ≈
L∑
j=1
ωjg(aj),
where L is the number of sample points used in the approximation. The points
{aj}Lj=1 are the roots of the Hermite polynomial HL(x) of degree L and {ωj}Lj=1 are
the corresponding weights [1]:
ωj =
2L+1L!
√
π
(H ′L(aj))
2
.
The truncation error R(g, L) of the Gauss-Hermite quadrature formula (3.27) is
(3.28) R(g, L) =
∫ +∞
−∞
e−x
2
g(x)dx−
L∑
j=1
ωjg(aj) =
L!
√
π
2L(2L)!
g(2L)(x¯),
where x¯ is a real number in R. The Gauss-Hermite quadrature formula (3.27) is exact
for polynomial functions g of degree less than 2L− 1.
For a d-dimensional function g(x),x ∈ Rd, the Gauss-Hermite quadrature formula
becomes
(3.29)
∫ ∞
−∞
· · ·
∫ ∞
−∞
g(x)e−x
τxdx ≈
L∑
j=1
wjg(aj),
where x = (x1, . . . , xd)
τ , xτx =
d∑
j=1
x2j , and
j = (j1, j2, . . . , jd), ωj =
d∏
i=1
ωji , aj = (aj1 , . . . , ajd)
L∑
j=1
=
L,...,L∑
j1=1,...,jd=1
.
It is well known that, for a standard d-dimensional normal random variable N(0, 1),
it holds that
(3.30) E[g(N)] =
1
(2π)
d
2
∫ +∞
−∞
g(x)e−
x
τ
x
2 dx =
1
(π)
d
2
∫ +∞
−∞
g(
√
2x)e−x
τxdx.
Then by (3.29), we get
(3.31) E[g(N)] =
1
(π)
d
2
L∑
j=1
wjg(aj) +R
GH
E,L (g),
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where RGH
E,L (g) = E[g(N)] − 1
(pi)
d
2
∑L
j=1wjg(aj) is the truncation error of the Gauss-
Hermite quadrature rule for g.
Recall that, in Scheme 3, the conditional expectation Extn
[
Y¯ n+j
]
is approximated
by Ex,htn
[
In+j
h,Xn+j
Y n+j
]
, where Ex,htn [·] is the approximation of Extn [·], and In+jh,Xn+jY n+j
is the interpolation approximation of Y¯ n+j . By the nonlinear Feynman-Kac formula
(2.13) and Scheme 3, Y¯ n+j is a function of Xn,j and has the following explicit repre-
sentation.
(3.32) Y¯ n+j = Y n+j(Xn+j) = Y n+j(Xn + b(tn, X
n)∆tn,j + σ(tn, X
n)∆Wn,j),
where ∆Wn,j ∼
√
∆tn,jN(0, Id) is a d-dimensional Gaussian random variable. Thus
we define the approximation Ex,htn
[
Y¯ n+j
]
by
(3.33) Ex,htn
[
Y¯ n+j
]
=
1
(π)
d
2
L∑
j=1
wjFY (aj),
where FY = FY (y) = Y n+j(x+ b(tn,x)∆tn,j + σ(tn,x)
√
2∆tn,jy). We denote such
approximation error by RGH
E
x
tn
,L(FY ).
Similarly, we have
(3.34) Ex,htn
[
Y¯ n+j(∆Wtn,j)
τ
]
=
1
(π)
d
2
L∑
j=1
wjFYW (aj),
where FYW = FYW (y) = Y n+j(x + b(tn,x)∆tn,j + σ(tn,x)
√
2∆tn,jy)y. The ap-
proximation error is denoted by RGH
E
x
tn
,L(FYW ).
For smooth data, by (3.28), we have the following estimates [1, 37]
(3.35) Rk,Ey,n = O
(
L!
2L(2L)!
)
, Rk,Ez,n = O
(
L!
2L(2L)!
)
,
where Rk,Ey,n and R
k,E
z,n are defined in (3.21).
Now, we would like to remark that, to obtain a high-order scheme for solving
FBSDEs, both the interpolation error and the above integration error should be well
controlled, to balance the time discretization error.
4. Numerical schemes for coupled FBSDEs. In this section we extend
Scheme 3 to the following scheme for solving fully coupled FBSDEs (1.1).
Scheme 4. Assume Y N−i and ZN−i defined on DN−ih , i = 0, 1, . . . , k − 1, are
known. For n = N −k, . . . , 0, and for x ∈ Dnh , solve Y n = Y n(x) and Zn = Zn(x) by
Xn,j =Xn + b(tn, X
n, Y n, Zn)∆tn,j + σ(tn, X
n, Y n, Zn)∆Wn,j ,
j = 1, 2, . . . , k,
Zn =
k∑
j=1
αk,jE
x,h
tn
[
In+j
h,Xn,j
Y n+j(∆Wn,j)
τ
]
,
αk,0Y
n =−
k∑
j=1
αk,jE
x,h
tn
[
In+j
h,Xn,j
Y n+j
]
− f(tn, x, Y n, Zn).
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In Scheme 4, Xn,j, Y n and Zn are coupled together. Numerical methods for
solving nonlinear equations are needed. In our numerical experiments, we will use the
following iterative scheme to solve Y n and Zn.
Scheme 5. Assume Y N−i and ZN−i defined on DN−ih , i = 0, 1, . . . , k − 1, are
known. For n = N −k, . . . , 0, and for x ∈ Dnh , solve Y n = Y n(x) and Zn = Zn(x) by
1. let Y n,0 = Y n+1(x) and Zn,0 = Zn+1(x), and let l = 0;
2. for l = 0, 1, . . . , solve Y n,l+1 = Y n,l+1(x) and Zn,l+1 = Zn,l+1(x) by
Xn,j =Xn + b(tn, X
n, Y n,l, Zn,l)∆tn,j + σ(tn, X
n, Y n,l, Zn,l)∆Wn,j ,
j = 1, 2, . . . , k,
Zn,l+1 =
k∑
j=1
αk,jE
x,h
tn
[
In+j
h,Xn,j
Y n+j(∆Wn,j)
τ
]
,
αk,0Y
n,l+1 =−
k∑
j=1
αk,jE
x,h
tn
[
In+j
h,Xn,j
Y n+j
]
− f(tn, x, Y n,l+1, Zn,l+1)
until max(|Y n,l+1 − Y n,l|, |Zn,l+1 − Zn,l|) < ǫ0;
3. Let Y n = Y n,l+1 and Zn = Zn,l+1.
Note that if the drift coefficient b and the diffusion coefficient σ do not depend
on Y. and Z., Scheme 5 coincides with Scheme 3.
Remark 4.1. Notice that the mesh Dnh is essentially unbounded. However, in
real computations, we are interested in obtaining only certain values of (Yt, Zt) at
(tn, x) with x belongs to a bounded domain. For instance, in option pricing, we are
only interested in the option values at the current option price. Thus, in practice, only
a bounded sub-mesh of Dnh is used on each time level. It is also worth to note that,
in our numerical tests, we use the Gaussian-Hermite integral rule to approximate the
conditional expectations. Such an approximation is global, while only a small number
of integral points are needed (of course, the integral points are bounded).
5. Numerical experiments. In this section, we will provide with several nu-
merical examples to show the behavior of our fully discrete Scheme 3 and Scheme 5
for solving FBSDEs. For simplicity, we will use uniform partitions in both time and
space. The time interval [0, T ] will be uniformly divided into N parts with time step
∆t = T
N
and time grids tn = n∆t, n = 0, 1, . . . , N . The space partition is D
n
h = Dh
for all n, where Dh is defined by
(5.1) Dh = D1,h ×D2,h × · · · ×Dq,h,
where Dj,h is the partition of the one-dimensional real axis R
Dj,h =
{
xji : x
j
i = ih, i = 0,±1, · · · ,±∞
}
for j = 1, 2, . . . , q, and Dh,x ⊂ Dh denotes the set of some neighbor grids near x. For
all the examples, the terminal time T is set to be 1.0.
In our numerical experiments, the approximation of conditional expectations
E
x,h
tn
[
Y¯ n+j
]
and Ex,htn
[
Y¯ n+j∆Wn,j
]
were defined by (3.33) and (3.34) respectively
for x ∈ Dh. We choose Inh,x to be the local Lagrange interpolation operator based on
the values of the interpolated functions on Dh,x at time level tn, so that the interpo-
lation error estimates in (3.26) hold.
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Our main goal of the numerical experiments is to demonstrate the high accuracy of
the fully discrete Scheme 3 and Scheme 5 in time. So in the conditional expectation
approximations, we set the number of the Gauss-Hermite quadrature points to be
big enough (we take eight points in each dimension) such that the errors resulted
from the use of Gauss-Hermite quadrature rule are negligible. To balance the time
discrete truncation errors and the space truncation error, for fixed time partition
step size ∆t, we require hr+1 = (∆t)k+1, where k is the step number of our scheme
and r is the degree of the Lagrangian interpolation polynomials. In our numerical
experiments, we change the problem of choosing r into the problem of choosing h
such that h = ∆t
k+1
r+1 . we choose small r when lower order schemes (k ≤ 3) are tested
(such as r = 4 or r = 6). And when the order becomes higher than 3, we choose a
bigger r (e.g., r = 10 or r = 15). We assume that {(Y N−j , ZN−j)}kj=1 are given for
fixed k in such a way that their effects for the the convergence rate are also negligible.
However, as discussed before, the value of {(Y N−j , ZN−j)}kj=1 can also be computed
numerically.
In what follows, we denote by CR and RT the convergence rate and the running
time respectively. The unit of RT is second. The numerical results, including numeri-
cal errors, convergence rates and running times, are obtained by running Scheme 3 and
Scheme 5 in FORTRAN 95 on a computer with 16 Intel Xeon E5620 CPUs(2.40GHz),
and 3.1G free RAM.
5.1. Decoupled Cases. In this subsection we use two numerical examples to
demonstrate the high accuracy of the fully discrete Scheme 3 for solving decoupled
FBSDEs.
Example 1. The considered decoupled FBSDEs are
(5.2)
{
dXt =
1
1+2 exp(t+Xt)
dt+ exp(t+Xt)1+exp(t+Xt)dWt,
−dYt =
(
− 2Yt1+2 exp(t+Xt) − 12
(
YtZt
1+exp(t+Xt)
− Y 2t Zt
))
dt− ZtdWt
with the initial and terminal conditions X0 = x, YT =
exp(t+XT )
1+exp(t+XT )
.
The analytic solutions Yt and Zt of (5.2) are
(5.3)


Yt =
exp(t+Xt)
1 + exp(t+Xt)
,
Zt =
(exp(t+Xt))
2
(1 + exp(t+Xt))3
.
We choose the initial condition x = 1.0, and solve the approximate solutions Y 0
and Z0 by Scheme 3 for k = 1, 2, . . . , 8. The errors |Y 0 − Y0| and |Z0 − Z0|, the
convergence rates (CR), and running times (RT) are listed in Table 5.1
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Table 5.1
Errors and convergence rates for Example 1.
Scheme 3 N=16 N=32 N=64 N=128 N=256 CR
k = 1
|Y 0 − Y0| 3.576E-03 1.789E-03 8.946E-04 4.474E-04 2.238E-04 1.000
|Z0 − Z0| 4.322E-03 2.161E-03 1.081E-03 5.405E-04 2.703E-04 1.000
RT 0.236 0.537 1.155 4.090 23.479
k = 2
|Y 0 − Y0| 8.199E-05 2.140E-05 5.458E-06 1.378E-06 3.460E-07 1.973
|Z0 − Z0| 1.103E-04 2.678E-05 6.585E-06 1.631E-06 4.053E-07 2.021
RT 0.443 0.628 1.871 9.631 62.101
k = 3
|Y 0 − Y0| 6.377E-07 8.299E-08 1.024E-08 1.264E-09 1.567E-10 3.002
|Z0 − Z0| 5.456E-06 8.108E-07 1.099E-07 1.424E-08 1.818E-09 2.893
RT 0.617 1.011 3.310 18.367 144.191
k = 4
|Y 0 − Y0| 1.446E-07 1.026E-08 6.795E-10 4.388E-11 2.761E-12 3.922
|Z0 − Z0| 1.314E-06 9.316E-08 6.181E-09 3.996E-10 2.530E-11 3.919
RT 0.768 1.467 5.705 35.749 264.044
k = 5
|Y 0 − Y0| 7.821E-08 2.379E-09 8.836E-11 2.725E-12 3.492E-14 5.196
|Z0 − Z0| 7.544E-07 2.482E-08 7.590E-10 2.358E-11 6.860E-13 5.017
RT 1.744 5.005 21.005 95.826 679.963
k = 6
|Y 0 − Y0| 1.095E-08 1.827E-10 4.167E-12 1.960E-14 2.109E-14 5.116(6.273)
|Z0 − Z0| 5.427E-08 5.464E-10 5.929E-11 6.004E-14 1.427E-14 5.687(6.256)
RT 2.049 3.492 17.068 113.369 907.924
k = 7
|Y 0 − Y0| 1.963E-08 2.532E-10 3.943E-12 6.506E-14 3.105E-13 4.382
|Z0 − Z0| 9.879E-08 2.713E-09 2.826E-11 4.254E-13 5.416E-13 4.759
RT 3.183 8.299 45.778 289.968 2700.751
k = 8
|Y 0 − Y0| 6.886E-07 7.066E-09 3.141E-09 7.148E-04 3.923E-01 -5.487
|Z0 − Z0| 8.200E-06 9.859E-08 5.371E-08 2.145E-02 1.092E+03 -7.170
RT 6.630 21.202 107.122 536.644 3284.037
From Table 5.1 we can make the following conclusions:
1. Scheme 3 is a k-order numerical scheme for 1 ≤ k ≤ 6 (note that when
k = 6, the convergence rate for N = 16, 32, 64 and 128 is approximately 6.0,
but when N = 256, the accuracy of double precision variables influenced the
convergence rate). Such result is consistent with the one when this kind of
multistep scheme is used to solve deterministic ODEs [3].
2. The errors and the convergence rates listed in Table 5.1 show that Scheme 3
is stable for 1 ≤ k ≤ 6, and is unstable when k ≥ 7, which is again consistent
with those in deterministic ODEs settings [3]. We would like to mention that
the L2-stability for a large class of linear multistep schemes has been studied
in [10], however, the analysis in [10] does not cover our new schemes. A
rigorous stability proof for our schemes is part of our ongoing work.
3. The errors and the running times listed in Table 5.1 clearly show that Scheme
3 will be more efficient if bigger k is used (1 ≤ k ≤ 6) in general.
Generally, a highly accurate numerical scheme for solving the forward SDE is
needed, if one wants to obtain a highly accurate numerical scheme for the BSDE.
However, the results in Table 5.1 indeed show that highly accurate numerical solutions
of the BSDE are obtained when the Euler scheme is used to solve the forward SDE.
Such idea can significantly simplify the solution procedure of the scheme for solving
FBSDEs. To the best of our knowledge, no such effort has been made before for
solving FBSDEs.
Let’s now take the European option pricing as an example, for which one is only
interested in the solution of the BSDE.
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Example 2. Assume that the option price St and the bond price pt are governed
by
(5.4)
St = S0 +
∫ t
0
bτSτdτ +
∫ t
0
στSτdWτ , τ ≥ 0
pt = p+
∫ t
0
rτpτdτ, τ ≥ 0,
where bt is the expected return rate of the stock, σt > 0 is the volatility of the stock,
rt is the return rate of the bond, and bt, rt, σt and σ
−1
t are all bounded.
Suppose that an investor with wealth Yt puts πt money to buy the stock and use
Yt − πt to buy the bond, and the stock pays dividends continuously with a bounded
dividend rate d(t, St) at time t. Then by using the no-arbitrage principle, the processes
Yt and πt satisfy the following stochastic differential equation.
(5.5) − dYt = −(rtYt + (bt − rt + d(t, St))πt)dt− σtπtdWt.
Let Zt = σtπt, then (Yt, Zt) satisfies
(5.6) − dYt = −(rtYt + (bt − rt + d(t, St))σ−1t Zt)dt− ZtdWt.
For the European call option the terminal condition is given at the mature time T by
(5.7) YT = max{ST −K, 0},
where ST is the solution St of the model (5.4) at the mature time T , and K is the
strike price. Therefore, by the no-arbitrage principle, Y0 should be the price of this
European call option.
In particular, when bt = b, σt = σ, rt = r and d(t, St) = d are all constants
in (5.4) and (5.6), by the Black-Scholes formula, the analytic solution (Yt, Zt) of the
FBSDE (5.4) and (5.6) with terminal condition (5.7) can be written in the following
form.
(5.8)


Yt = V (t, St) = Ste
−d(T−t)N(d1(St))−Ke−r(T−t)N(d0(St)),
Zt =
∂V
∂S
σ = Ste
−d(T−t)N(d1(St))σ,
d0(St) =
1
σ
√
T−t log{ StKe(d−r)(T−t) } − 12σ
√
T − t,
d1(St) = d0(St) + σ
√
T − t,
where N is the cumulative normal distribution function.
Now we take the constants b = 0.05, σ = 0.2, r = 0.03, d = 0.04, the mature time
T = 1.0 and K = S0 = 100.0. We solve the problem by Scheme 3 for k = 1, 2, 3, 4.
The errors, convergence rates and running time are listed in Table 5.2.
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Table 5.2
Errors and convergence rates for Example 2.
Scheme N=16 N=32 N=64 N=128 N=256 CR
k = 1
|Y 0 − Y0| 1.401E-02 6.988E-03 3.490E-03 1.744E-03 8.716E-04 1.002
|Z0 − Z0| 1.795E-01 8.951E-02 4.469E-02 2.233E-02 1.116E-02 1.002
RT 0.204 0.412 1.160 5.554 37.673
k = 2
|Y 0 − Y0| 6.181E-04 1.637E-04 4.207E-05 1.066E-05 2.682E-06 1.964
|Z0 − Z0| 1.311E-03 3.286E-04 8.233E-05 2.061E-05 5.155E-06 1.998
RT 0.374 0.744 2.504 13.224 93.017
k = 3
|Y 0 − Y0| 3.242E-05 4.502E-06 5.905E-07 7.554E-08 9.551E-09 2.935
|Z0 − Z0| 1.416E-05 2.429E-06 3.453E-07 4.582E-08 5.894E-09 2.819
RT 0.536 1.244 4.160 25.070 217.832
k = 4
|Y 0 − Y0| 1.808E-06 1.755E-07 1.059E-08 6.061E-10 3.403E-11 3.957
|Z0 − Z0| 5.174E-06 4.030E-07 2.419E-08 1.460E-09 8.469E-11 3.991
RT 0.764 1.895 6.966 48.928 367.599
Again, it is shown in Table 5.2 that Scheme 3 is a k-order scheme. Furthermore,
the scheme with a larger k is more competitive to get the same accuracy.
Example 3. We now provide a two-dimensional example to illustrate the accu-
racy of the proposed scheme:


(
X1(t)
X2(t)
)
=
(
X1(0)
X2(0)
)
+
∫ t
0
(
α1 sin
2(s+X1(s))
α2 sin
2(s+X2(s))
)
ds
+
∫ t
0
(
α2 cos
2(s+X2(s))
α1 cos
2(s+X1(s))
)
dWs,
(
Y1(t)
Y2(t)
)
=
(
sin(T +X1(T )) sin(T +X2(T ))
cos(T +X1(T )) cos(T +X2(T ))
)
+
∫ T
t
(
f1s
f2s
)
ds−
∫ T
t
(
Z1(s)
Z2(s)
)
dWs,
(5.9)
where f1s , f
2
s are chosen as
(5.10)
f1s = − (1 + α1) cos(s+X1(s)) sin(t+X2(s))− Z2(s)
+
1
2
Y1(s)(α
2
2 cos
4(t+X2(s)) + α
2
1 cos
4(s+X1(s))) − α1α2Y 32 (s)
− (1 + α2) sin(s+X1(s)) cos(s+X2(s)),
f2s = (1 + α1) sin(s+X1(s)) cos(s+X2(s)) − Z1(s)
+
1
2
Y2(s)(α
2
2 cos
4(s+X2(s)) + α
2
1 cos
4(s+X1(s))) − α1α2Y1(s)Y 22 (s)
+ (1 + α2) cos(s+X1(s)) sin(s+X2(s)),
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such that the exact solution of (5.9) (with α1 = α2 = 1/2) is
(5.11)
Y1(t) = sin(t+X1(t)) sin(t+X2(t)),
Y2(t) = cos(t+X1(t)) cos(t+X2(t)),
Z1(t) = 0.5 cos(t+X1(t)) sin(t+X2(t)) cos
2(t+X2(t))
+ 0.5 sin(t+X1(t)) cos(t+X2(t)) cos
2(t+X1(t)),
Z2(t) = − 0.5 sin(t+X1(t)) cos3(t+X2(t))
− 0.5 cos3(t+X1(t)) sin(t+X2(t)).
The errors and convergence rates are listed in Table 5.3, and it is shown that the
numerical Scheme 3 is an order-k scheme for the two-dimensional example.
Table 5.3
Errors and convergence rates for Example 3
Scheme N=8 N=16 N=32 N=64 N=128 CR
1-step
|Y1(0)− Y 01 | 9.332E-02 4.701E-02 2.359E-02 1.182E-02 5.915E-03 0.995
|Y2(0)− Y 02 | 8.036E-02 4.110E-02 2.080E-02 1.047E-02 5.255E-03 0.984
|Z1(0)− Z01 | 6.061E-02 3.014E-02 1.496E-02 7.442E-03 3.711E-03 1.008
|Z2(0)− Z02 | 3.856E-02 1.763E-02 8.310E-03 4.027E-03 1.980E-03 1.069
2-step
|Y1(0)− Y 01 | 4.235E-02 1.179E-02 3.093E-03 7.905E-04 1.998E-04 1.935
|Y2(0)− Y 02 | 3.468E-02 9.672E-03 2.536E-03 6.480E-04 1.637E-04 1.935
|Z1(0)− Z01 | 3.680E-03 1.076E-03 2.892E-04 7.482E-05 1.902E-05 1.903
|Z2(0)− Z02 | 3.088E-03 6.779E-04 1.476E-04 3.428E-05 8.265E-06 2.139
3-step
|Y1(0)− Y 01 | 1.244E-02 1.402E-03 1.621E-04 1.933E-05 2.354E-06 3.092
|Y2(0)− Y 02 | 1.070E-02 1.211E-03 1.405E-04 1.680E-05 2.048E-06 3.087
|Z1(0)− Z01 | 3.802E-03 4.604E-04 5.627E-05 6.943E-06 8.618E-07 3.026
|Z2(0)− Z02 | 3.384E-03 3.573E-04 4.085E-05 4.849E-06 5.895E-07 3.117
4-step
|Y1(0)− Y 01 | 1.525E-03 1.677E-04 1.267E-05 8.579E-07 5.561E-08 3.709
|Y2(0)− Y 02 | 1.196E-03 1.356E-04 1.031E-05 6.996E-07 4.540E-08 3.696
|Z1(0)− Z01 | 5.720E-04 1.871E-05 6.615E-07 2.572E-08 1.133E-09 4.739
|Z2(0)− Z02 | 8.162E-05 1.231E-05 1.313E-06 9.819E-08 6.616E-09 3.415
5.2. Coupled cases. In this subsection, we will test Scheme 5 for solving cou-
pled FBSDEs. Compared to the numerical schemes for decoupled FBSDEs, an itera-
tive process is required for the coupled FBSDEs in Scheme 5. In our computations,
it is noticed that this iterative process converges very quickly, and 3 or 4 iterations
are enough up to the tolerance ǫ0 = 10
−11.
Example 4. Consider the following two systems of FBSDEs.
(5.12)


Xt =x+
∫ t
0
cos(s+Xs)(Ys + Zs)ds+
∫ t
0
√
2Ys sin(s+Xs)dWs,
Yt =sin(T +XT ) +
∫ T
t
(− cos(s+Xs)− Ys − Zs
+ sin2(s+Xs)(Ys + Zs + Y
3
s ))ds−
∫ T
t
ZsdWs.
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(5.13)


Xt =x+
∫ t
0
cos(s+Xs)(Ys + Zs)ds+
∫ t
0
√
2(Ys sin(s+Xs) + 1)dWs,
Yt =sin(T +XT ) +
∫ T
t
(− cos(s+Xs)− cos2(s+Xs)Zs
+ (3 sin2(s+Xs) + sin
4(s+Xs))Ys)ds−
∫ T
t
ZsdWs.
The exact solutions (Yt, Zt) of (5.12) and (5.13) are respectively
(sin(t+Xt),
√
2 cos(t+Xt) sin
2(t+Xt)) and (sin(t+Xt),
√
2 cos(t+Xt)(sin
2(t+Xt)+1)).
Note that the diffusion coefficient σs =
√
2(Ys sin(s + Xs) + 1) in (5.13) satisfies
condition (2.11), but the diffusion coefficient σ =
√
2Ys sin(s + Xs) in (5.12) does
not. Moreover, these two diffusion coefficients does not depend on Zs. The aim of
this numerical example is to test the ability of our Scheme 5 to handle this kind of
coupled FBSDE. We choose x = 1.0, and use Scheme 5 to solve problems (5.12) and
(5.13). The errors, convergence rates and running times are listed in Table 5.4 and
Table 5.5
Table 5.4
Errors and convergence rates for problem (5.12).
Scheme N=16 N=32 N=64 N=128 N=256 CR
k = 1
|Y 0 − Y0| 4.648E-02 2.382E-02 1.205E-02 6.060E-03 3.039E-03 0.984
|Z0 − Z0| 9.148E-02 4.768E-02 2.421E-02 1.219E-02 6.123E-03 0.977
RT 2.259 4.583 14.789 69.159 320.065
k = 2
|Y 0 − Y0| 1.914E-03 4.903E-04 1.242E-04 3.123E-05 7.828E-06 1.984
|Z0 − Z0| 3.690E-03 8.515E-04 2.023E-04 4.903E-05 1.204E-05 2.064
RT 4.116 7.264 21.982 91.236 624.612
k = 3
|Y 0 − Y0| 1.168E-04 1.606E-05 2.143E-06 2.724E-07 3.433E-08 2.935
|Z0 − Z0| 1.066E-03 1.380E-04 1.752E-05 2.210E-06 2.794E-07 2.976
RT 9.808 21.815 82.966 438.961 3762.623
k = 4
|Y 0 − Y0| 1.096E-05 6.493E-07 4.030E-08 2.545E-09 1.637E-10 4.006
|Z0 − Z0| 1.108E-04 6.481E-06 3.943E-07 2.380E-08 1.441E-09 4.055
RT 13.020 38.194 179.564 1098.142 12302.685
Table 5.5
Errors and convergence rates for problem (5.13).
Scheme N=16 N=32 N=64 N=128 N=256 CR
k = 1
|Y 0 − Y0| 6.400E-02 2.857E-02 1.339E-02 6.465E-03 3.174E-03 1.081
|Z0 − Z0| 2.204E-01 1.078E-01 5.280E-02 2.605E-02 1.292E-02 1.023
RT 2.712 4.577 12.907 62.917 395.805
k = 2
|Y 0 − Y0| 1.626E-03 2.933E-04 5.741E-05 1.257E-05 2.978E-06 2.273
|Z0 − Z0| 8.326E-02 2.260E-02 5.868E-03 1.496E-03 3.780E-04 1.948
RT 3.791 6.697 26.820 137.501 1054.777
k = 3
|Y 0 − Y0| 1.697E-04 2.319E-05 3.027E-06 4.040E-07 5.245E-08 2.916
|Z0 − Z0| 1.642E-02 2.137E-03 2.740E-04 3.470E-05 4.361E-06 2.970
RT 8.590 17.676 67.238 420.146 3362.073
k = 4
|Y 0 − Y0| 2.505E-05 2.573E-06 1.584E-07 1.024E-08 6.995E-10 3.822
|Z0 − Z0| 1.131E-03 6.470E-05 3.285E-06 1.772E-07 9.845E-09 4.213
RT 14.027 33.306 150.193 862.522 7046.404
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Tables 5.4 and 5.5 show that Scheme 5 is a high-order method (of order-k accu-
racy) for solving coupled FBSDEs with diffusion coefficient σ independent of Zt and
with the constrant (2.11) or not, and show that the scheme is more efficient when the
integer k is bigger.
Example 5. To have a further investigation for Scheme 5, we now choose a
diffusion coefficient σs that depends on (Xs, Ys, Zs). The coupled FBSDEs are
(5.14)


Xt =x−
∫ t
0
1
2
sin(s+Xs) cos(s+Xs)(Y
2
s + Zs)ds
+
∫ t
0
1
2
cos(s+Xs)(Ys sin(s+Xs) + Zs + 1)dWs,
Yt =sin(T +XT ) +
∫ T
t
YsZs − cos(s+Xs)ds−
∫ T
t
ZsdWs.
The exact solutions Yt and Zt of (5.14) are Yt = sin(t+Xt) and Zt = cos
2(t+Xt).
In this example, we choose x = 1.5. The errors, numerical convergence rates, and
running times are listed in Table 5.6.
Table 5.6
Errors and convergence rates for Example 5.
Scheme N=16 N=32 N=64 N=128 N=256 CR
1-step
|Y 0 − Y0| 1.747E-02 8.540E-03 4.222E-03 2.099E-03 1.047E-03 1.015
|Z0 − Z0| 2.067E-03 1.017E-03 5.042E-04 2.510E-04 1.252E-04 1.011
RT 2.437 4.399 17.238 115.393 842.726
2-step
|Y 0 − Y0| 3.146E-04 8.091E-05 2.055E-05 5.182E-06 1.299E-06 1.980
|Z0 − Z0| 4.015E-05 9.504E-06 2.350E-06 5.781E-07 1.430E-07 2.031
RT 8.018 14.680 56.705 263.602 2506.276
3-step
|Y 0 − Y0| 4.467E-05 5.604E-06 6.973E-07 8.684E-08 1.083E-08 3.003
|Z0 − Z0| 5.351E-06 6.122E-07 7.233E-08 8.744E-09 1.075E-09 3.069
RT 8.228 17.213 80.789 500.543 4205.121
4-step
|Y 0 − Y0| 1.105E-06 6.914E-08 4.300E-09 2.683E-10 1.715E-11 3.996
|Z0 − Z0| 1.610E-07 1.123E-08 7.593E-10 4.901E-11 3.163E-12 3.911
RT 13.982 40.198 182.862 1267.329 9419.386
The results in Table 5.6 clearly show that Scheme 5 works well and is a order-
k numerical method for solving the fully coupled FBSDEs in which the diffusion
coefficient σ depends on Xt, Yt and Zt.
6. Conclusions. In this work, a new kind of highly accurate multistep schemes
for solving fully coupled FBSDEs is proposed. The key feature of such approaches
is that the Euler method is used to solve the forward SDE, which reduces dramat-
ically the entire computational work, and moreover, the numerical solution of the
BSDE maintains the high-order accuracy. Our numerical experiments show that the
proposed multistep schemes are effective and of high-order accuracy for solving both
decoupled and fully coupled FBSDEs. We believe that the schemes proposed here are
promising in solving problems for example in finance, stochastic control, risk measure,
etc. In our future studies, with proper updates for the spacial approaches, we will use
our high-order schemes to solve higher dimensional FBSDEs.
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