Abstract: The paper briefly reviews the main features of the CAPTAIN Toolbox, outlines some recent developments and presents a number of examples that demonstrate the performance of these new routines.
INTRODUCTION
The Computer-Aided Program for Time Series Analysis and Identification of Noisy Systems (CAPTAIN) Toolbox provides access to novel algorithms for various important aspects of identification, estimation, nonstationary time series analysis and signal processing, adaptive forecasting and automatic control system design, all of which have been developed by the authors and their colleagues over many years. In addition to on-line help with each routine, the CAPTAIN Handbook [Pedregal et al., 2005] lists and gives advice on the use of the various algorithms. It provides a useful companion to the recently published book Recursive Estimation and Time Series Analysis [Young, 2011] , which contains information on the derivation and use of all of the en-bloc and recursive algorithms in CAPTAIN. A web site (http://captaintoolbox. co.uk/Captain_Toolbox.html) is devoted to the CAPTAIN Toolbox: it reports recent news and developments, as well as providing short discussions on technical issues. The Toolbox is now free to non-commercial users and can be downloaded from a linked web site (http://www.es.lancs.ac.
uk/cres/captain/download.html).
Essentially, the CAPTAIN toolbox is a collection of routines (m-files) for the identification and estimation of the various model types and their subsequent use with various application routines available in the Toolbox. These are organized around the core Refined Instrumental Variable algorithms for discrete-time (RIV) and continuous-time (RIVC) transfer function model identification (see [Young, 2011] ); and various time and state-dependent parameter estimation algorithms that exploit the recursive Kalman Filter (KF) and Fixed Interval Smoothing (FIS) algorithms. In addition, there are Non-Minimal State Space (NMSS) control system design routines (see [Taylor et al., 2000] ) that can utilize the RIV and RIVC estimated models for control system deign. In order to allow for straightforward user access, CAPTAIN consists of numerous 'shells' i.e. top level functions that automatically generate the necessary model structures with default options based on the authors' and their colleagues' extensive practical experience with the algorithms (but user-adjustable to override the default settings). In this regard, the main areas of functionality are:
• The functional pairs rivbjid/rivbj (for discrete-time TF models) and rivcbjcid/rivcbj (for continuoustime TF models estimated from discrete-time sampled data) are provided for order/structure identification (the routines ending in 'id') and final parameter estimation based on the identified model structure. These functions include, as options, both offline, recursive and en-bloc versions of the algorithms, in addition to conventional least squares-based approaches. All of the routines produce the estimation results in an 'object' coded form that is compatible with routines in the Matlab SID Toolbox.
• In all of the order/structure identification routines, the model listing, for the selection of models chosen, can be reported in the order of various statistics, such as the coefficient of determination R 2 T and various identification statistics, including the AIC, BIC and our own YIC [Young, 1989] .
• Nonlinear modelling is based around the sdp function (see e.g. [Young, 2000 [Young, , 2011 ), which yields nonparametric (graphical) estimates of state-dependent parameters. If required, the user can parameterize these graphically defined nonlinearities using specified nonlinear functions (e.g. exponential, power law, radial basis functions etc.) that can then be optimized using standard Matlab functions (see Technical Matter 'Special TF Optimization in CAPTAIN' in http://captaintoolbox.co.uk/Captain_Toolbox.html).
• The Dynamic Harmonic Regression (DHR) model (a harmonic regression with time variable parameters [Young et al., 1999] ). This is estimated using the hyper-parameter optimization function dhropt followed by the DHR algorithm dhr primed with these optimized hyper-parameters. It is a particularly useful algorithm for signal extraction, forecasting and back-casting of periodic or quasi-periodic series.
• Other related TVP models are: Dynamic Linear Regression (DLR), Dynamic Auto-Regression (DAR), Dynamic AR with eXogenous inputs (DARX), and Dynamic Transfer Function (DTF). These are accessible via the functions dlr, dar, darx and dtfm and their associated optimization functions dlropt, daropt, darxopt and dtfmopt. As discussed in numerous earlier publications, all of these routines are useful for nonstationary time series analysis and forecasting over a wide range of engineering, environmental, biological and socio-economic systems. The DARX algorithm can be used for time-frequency analysis (see [Young, 2011] Note that almost all of the recursive estimation and smoothing procedures outlined above will automatically handle missing data in the time series, represented in Matlab by special Not-a-Number (NaN) variables. Indeed, by appending or pre-pending such variables to the data set using the fcast function, the toolbox will forecast, interpolate or back-cast as appropriate, without requiring further user intervention.
RECENT DEVELOPMENTS
The recently introduced routines are for the estimation of Multiple Input, Single Output (MISO) transfer function models, where each elemental transfer function has a different denominator; and for the estimation of a transfer function model in a closed loop. On-line, real-time versions RRIV and RRIVC versions of the RIV and RIVC algorithms are being developed for time variable parameter estimation but these are not yet available. These developments are outlined below and the full details are given in Young [2011] .
RIV/RIVC MISO Model Estimation
One limitation of the standard rivbj/rivcbj routines is that they can only handle transfer function models in which the transfer functions associated with each input share a common denominator polynomial. Within an RIV context, estimation is not straightforward when the denominator polynomials are different because the model cannot be put in the required pseudo-regression form, except by forming an overly parameterized ARMAX model form. The new rivdd and rivcdd routines are based on the 'back-fitting' approach suggested by , evaluated fully by and used recently in a continuous-time context by Garnier et al. [2007] . Further information on these routines, including important practical issues and examples, is given in Taylor et al. [2012 (submitted for SYSID 2012 .
Closed Loop RIV/RIVC Estimation
The identification and estimation of transfer function models in a closed-loop situation has received a lot of attention in the control systems literature: see e.g. Ljung [1999] , Söderström and Stoica [1989] , Verhaegen [1993] , Van den Hof [1998] , Gilson and Van den Hof [2005] . Provided there is an external command input signal, simple, sub-optimal transfer function estimation within a closed automatic control loop has always been straightforward when using Instrumental Variable (IV) estimation methodology [Young, 1970] . However, recent RIV and RIVC algorithms provide a new stimulus to the development of statistically optimal methods of closed-loop estimation and a number of possible solutions are discussed by Gilson et al (2008 , within a continuous-time setting.
The new clriv and clrivc routines are 'three-stage' algorithms that derive from an earlier two-stage algorithm . While the two-stage approach yields consistent, but statistically inefficient parameter estimates, the three-stage algorithm allows for statistically efficient estimation of the enclosed TF model parameters when the system within the closed-loop is stable. The attraction of this new approach is its relative simplicity: in particular, the resulting algorithms are straightforward to implement since they use the existing rivbj and rivcbj estimation algorithms in CAPTAIN. As a result, the coding of the algorithms in CAPTAIN is straightforward, requiring only three calls to these existing algorithms. Moreover, the simple two stage options are still able to obtain reasonable estimates of the transfer function parameters even if the enclosed system is unstable (but stabilized by the closed loop system).
Real-Time Recursive Estimation
One advantage of RIV estimation is that it allows easily for recursive estimation and the recursive estimates are exactly the same as those obtained by stage-wise estimation, i.e. where the estimates are obtained by repeated en-bloc estimation. Also, the algorithm can be converted to a Time-Varying Parameter (TVP) form by introducing simple stochastic models for parameter variation and modifying the recursive algorithms into a prediction-correction form. However, because the RIV algorithm is iterative, these estimates can only be generated by analysing a block of data in an 'off-line' manner. The Recursive Refined Instrumental Variable (RRIV and RRIVC) algorithms currently being developed for inclusion in the CAPTAIN Toolbox allows for 'on-line' real-time recursive estimation by combining the recursive and iterative processes.
The basic idea behind the RRIV and RRIVC algorithms is that, at each recursive update, the latest batch of ruw input-output samples (the 'recursive update window' which can be any size defined by the user) is imported, together with the estimated parameter vectorρ and associated covariance matrixP ρ obtained at the previous recursive step. Then the algorithm is applied for it iterations in order to estimate the time variable system and noise model parameters over this data window, starting the first iteration recursions with the prior estimateρ(0), and matrixP ρ (0) set toρ andP ρ from the previous recursion.
ILLUSTRATIVE EXAMPLES
Numerous examples of CAPTAIN-based analysis are described in the CAPTAIN Handbook and Young [2011] , as well as many published papers over the past 20 years. The examples considered here simply illustrate the performance of the recent additions to the Toolbox, as outlined in previous sections.
RIV/RIVC MISO Model Estimation
Here, the RIVDD algorithm is applied first to 2942 inputoutput samples of simulated data, as generated by the following 3-input model, which is a simulated version of the real winding system considered in Garnier et al. [2007] and Young [2011] :
where z −1 is the backward shift operator and
and the inputs u 1 (k), u 2 (k) and u 3 (k) are three independent PRBS signals. The heavily coloured additive noise ξ(k) is generated by an ARMA(14,1) noise model, driven by zero mean white noise with variance σ 2 = 6.07 × 10 −6 . This level and degree of colour are realistic since they are defined by the estimation results obtained from the analysis of the real data. This example is also selected because it presents a reasonable estimation challenge. From the above parameter values, it will be seen that the steady state gains of the TFs associated with the three inputs u 1 (k), u 2 (k) and u 3 (k) are 0.132, 1.252 and 0.219, respectively. Consequently, the effects of the u 1 (k) and u 3 (k) on y(k) are much less that u 2 (k): indeed, a SRIV estimated 2 nd order model between u 2 (k) and y(k) explains 97.7% of the variance in y(k). As a result, the effective noise/signal level on the first and third TF components of the MISO model is relatively high and their parameters are more difficult to estimate than those of the second TF component.
For comparison, two other estimation algorithms are applied to the same data set: the PEM algorithm from the Matlab SID Toolbox, using the same model structure and its default initiation; and the standard, common denominator, RIV algorithm. The full estimation results are given in Young [2011] and Figure 1 compares the simulated deterministic model output with the noise-free output x(k). It is clear from these results that the RIVDD estimated model matches the simulated data extremely closely with R 2 T = 0.9998 and the parameter estimates are defined well in relation to the true values. Rather surprisingly, given that these are simulated data, the PEM results (R as those obtained from the standard RIV with common denominator TFs, which does quite well with R 2 T = 0.9968. As expected and shown in Figure 2 , the estimation of the first (top panel) and third (bottom panel) component TF models is not as good as the estimation of the most important, second TF (middle panel) due to their much lower steady state gains (see earlier comments).This also seems to be the reason for the poorer PEM estimation results, where the first and third TF models are not estimated well. The results obtained from the rivdd analysis of the real winder data are given in Young [2011] .
Closed Loop RIV/RIVC Estimation
Here, the clrivc routine is used to estimate a TF model for a system contained within a digital Proportional-IntegralPlus (PIP) closed-loop control system (see e.g. Taylor et al, 2000 , and the prior references therein), with the control system designed using the PIP design routines in the CAPTAIN Toolbox. The controlled system is the following second order, non-minimum phase, continuoustime model:
where ζ and ω n take on various values; while the discretetime additive noise is generated by the following ARMA noise process, ξ(k) = 1 + 0.5z and σ 2 is adjusted to provide different levels of additive noise. The system is simulated in continuous-time within Simulink for 300 secs., using the variable step length ODE45 (Dormer and Prince) solver and enclosed within a discrete-time, PIP control loop based on optimal LinearQuadratic (LQ) design (i.e. optimization of a linear system control performance based on a quadratic performance index).
In this example, the command input signal r(t k ) is a ±1.0 PRBS signal of length 15000 samples. The MCS analysis is based on 100 realizations, with the white noise variance σ 2 = 0.05, yielding a noise-to-signal ratio on the control input of 0.30 by standard deviation. However, the noise level at the output is reduced because of the closed loop characteristics and has a noise-to-signal ratio of 0.22.
At the first stage in a typical single run of the three-stage algorithm, the Bayesian Information Criterion (BIC) [Schwarz, 1978] clearly identifies a third order, [3 3 0 0 0] model between r(t k ) and u(t k ); and the coefficient of determination between the model output and the noisefree input is R 2 T = 0.999. The MCS results are summarized in Table 1 (note that the noise model parameter estimates are not shown because the text column is not wide enough to accommodate a wider Table) : we see that the single run and associated standard error estimates match those obtained from the MCS analysis; and the estimation results also match the optimal results obtained in the equivalent open-loop situation using the rivcbj algorithm, demonstrating the optimality of the clrivc estimation. Figure 3 shows the ensemble of impulse responses obtained in this example.
emulation_BDrev_long.pdf On the negative side, the computation time required for each realization is 35 times greater than that required in the equivalent discrete-time case (see Young [2011] ), although this is partly explained by the sample length being ten times larger to accommodate the smaller sampling interval used in the continuous-time estimation.
Finally, note that the variance of the estimates obtained with the simple two-stage algorithms is considerably higher than that obtained by adding the third stage, demonstrating the advantages of statistically optimal algorithm design in the case of stable systems. However, these simple algorithms have advantages when the system contained in the closed-loop is unstable or marginally stable, as shown in Young [2011] .
Real-Time Recursive Estimation
This simulation example considers the following second order, discrete-time TVP model, with two variable parameters and one constant parameter:
where a 1 (k) is a pseudo random binary sequence of ±0.5 centered on −1.4, while b 0 (k) = 1.5 + 0.5sin(0.02k). The estimation results were obtained over a data set of 3000 samples and the noise ξ(k) yields a noise/signal ratio by standard deviation of 0.22.
The ML optimized diagonal elements of the Q nvr matrix, based on a window of iwh = 1000 prior data samples, are NVR a1 = 0.000035, NVR a2 = 5 × 10 −18 and NVR b0 = 0.00092, showing that the ML optimization has correctly inferred that the a 2 parameter is constant. The constant parameter SRIV initialization estimates, based on the iwp window of 100 data samples, provide the following initial values for the elements ofρ(0) and P ρ (0): RRIV estimation has been used in research on the self tuning and adaptive forecasting of flow in rivers. One example [Young, 2010] is concerned with daily rainfall-flow data from the Leaf River catchment, a humid watershed with an area of 1944 km 2 located north of Collins, Mississippi, USA. The Data-Based Mechanistic (DBM) model between 'effective rainfall' rainfall u(k) and flow y(k) [see e.g. Young, 2003 ] is identified, initially, from an estimation data set of 366 days over 1952-1953 and takes the form:
where this constrained form of the TF model is estimated using special optimization routine that exploits the ability of the rivbj routine to constrain the parameter estimates 1 .
For the purposes of forecasting, this TF model is decomposed into physically meaningful, first order TF elements connected in series and parallel, as shown in Figure 5 , which then defines the following state space model:
with the associated observation equation:
Here, the state variables x i (k), i = 1, 2, 4 are, respectively (see Figure 5 ), the 'slow flow' x 1 (k), normally associated with the groundwater processes; and the two 'quick' flows, x 2 (k) and x 4 (k), normally associated with the surface and near surface processes. The recursively updated parameter estimates, in this case, are the coefficients of the numerator polynomial in the transfer function since these reflect well the changes in the model characteristics that, when they occur, are linked mainly with the gain of the model. In previous projects of this type, only a single gain parameter has been updated [Lees et al., 1993 , 1994 , Romanowicz et al., 2006 but this has been modified in this example to illustrate how multiple parameter estimates can be updated if this is necessary. The resulting estimates, as plotted in the upper middle panel, vary quite a lot while the RRIV estimation algorithm is self-tuning the model parameters from the rainfall-flow data. However, after this is completed early in 1953, they then settle down to become fairly stable when sufficient information has been processed to engender confidence in the estimates. Note that the associated changes in the parameters of the state space model (5) are inferred straightforwardly from the changes in these estimated transfer function parameters and the same estimation behaviour is reflected in the associated changes in the partition percentages, shown in the lower middle panel.
Here, for clarity, the quick-flow percentage is obtained by aggregating the percentages of the two estimated quickflow pathways. Figure 7 presents a more detailed view of the adaptive forecasting performance.
