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Abstract—Many computer vision applications require synchro-
nization between image acquisition and external trigger events.
Hardware and software triggering are widely used, but have
several limitations. Soft synchronization is investigated, which
operates by time tagging both trigger events and images in a video
stream, and selecting the image corresponding to each trigger
event. A stochastic model is developed for soft synchronization;
and, based on the model, the uncertainty interval and conﬁdence
for correct image selection are determined, and an efﬁcient
calibration method is derived.
Soft synchronization is experimentally demonstrated on a
linux image processing computer with a camera connected
by the IEEE-1394 serial bus. To minimize timing variability,
time tags are associated with images and events in the
corresponding interrupt service routines within the operating
system of the image processing computer. The model-based
analysis applied to the experimental hardware shows that
image/event synchronization within ±1/2 inter-frame interval
can be achieved with 99% conﬁdence. Experiments conﬁrm this
result.
Index Terms—Machine vision, Frame synchronization, Manu-
facturing automation
I. INTRODUCTION
For many scientiﬁc and industrial imaging applications it
is necessary to synchronize image acquisition with external
events. Such applications include inspection [1], vision-based
control [2], [3] and sensor fusion [4], [5]. Three approaches
are available for synchronizing image acquisition: hardware
triggering, software triggering and soft synchronization.
Hardware triggering or asynchronous reset is widely used and
employs an external trigger signal applied to the camera, which
initiates image capture. This method has the advantage of very
precise timing; but hardware triggering has the liabilities of
an inability to support post-triggering, the potential loss of
an image if a trigger pulse arrives during image readout and,
for cameras connected by IEEE-1394, USB 2.0 or Gigabit
Ethernet, the requirement for separate wiring for the external
trigger signal.
Software triggering employs a trigger message sent
asynchronously to the camera. It has the advantage of
operation without a separately connected trigger signal,
but like hardware triggering, software triggering can not
support post-triggering. Additionally, software triggering often
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requires the camera to be in a trigger-ready state, with the
effect that image acquisition is delayed if the trigger signal
arrives during readout, and, through asynchronous delivery of
the trigger message, software triggering introduces delay into
the trigger action. For example, for some IEEE-1394 cameras
software triggering may be as fast as 1.0 milli-second (ms)
[6], but in other cases the delay can be as long as 60 ms and
conﬁguration dependent [7]. And for IEEE-1394, USB 2.0 or
Gigabit Ethernet cameras, the software trigger message has
non-deterministic timing.
Soft synchronization is an alternative approach. For soft
synchronization, images are streamed from the camera to the
image processing computer, where they are time tagged, and
the image is selected which corresponds to the timing of an
external trigger event. The method provides several advantages
described below, including post-triggering capability and
natural support for rapidly arriving trigger events. The liability
of soft synchronization is the timing resolution, which is
limited by the frame rate. Soft synchronization is best suited
to applications that can beneﬁt from the additional capability,
and for which frame-rate scale synchronization is sufﬁcient. A
usage scenario for soft synchronization is presented in section
V that illustrates the role soft synchronization might play in an
application. Relative to hardware or software triggering, soft
synchronization offers these advantages:
1) Freedom to adjust the time of image capture relative to
the time of the event, including post triggering.
With soft synchronization, time tags are compared to
select the image that captures the event of interest. By
adding a ring buffer in the image processing computer,
similar to what is done in digital oscilloscopes, images
can be selected with an offset after or before the trigger
event (post triggering).
2) Naturally handling randomly arriving events, including
a second event arriving shortly after a prior event.
For both hardware and software triggering, image
capture may fail if trigger events arrive too close
together. With hardware triggering, the second trigger
event can interrupt transfer of an image currently being
read out; and with software triggering, the camera
interface may include a “trigger-ready” indicator, which
must be set for the software trigger to be acted upon.
Soft synchronization places no constraint on the number,
order or rate of events. For example, in the case of
asynchronous events, events in rapid succession will
each trigger the selection process and, depending on
0000–0000/00$00.00 c   2007 IEEEIEEE TRANSACTIONS INDUSTRIAL INFORMATICS, VOL. XX, NO. Y, MONTH XXXX 101
timing, several events may correspond to the same
image.
3) Flexibility to communicate the trigger event over an
industrial ﬁeld bus
Like Ethernet, the ﬁeld buses which interconnect
automation equipment introduce communication delays
(e.g., [8], [9]). With conventional triggering, the use of
a ﬁeld bus to communicate the trigger event is generally
impractical because of the relatively long and/or variable
communication delays [2]. With soft synchronization,
the trigger event can be time tagged at its source
(using a synchronized clock) and the communication
latency does not inﬂuence the image synchronization.
Communication of the trigger event via a ﬁeld bus is
illustrated in the usage scenario of section V.
4) Like software triggering, soft synchronization is partic-
ularly suited to cameras which are interfaced through a
serial data-network bus, such as the IEEE-1394, USB
2.0 or Gigabit Ethernet, because no additional trigger
wiring is required.
Cameras using IEEE-1394, USB 2.0 or Gigabit
Ethernet are widely used in industrial machine vision
applications, primarily because of the reduced cost and
increased ﬂexibility of the serial data-network interface
[3], [10], [11]. None of these data-network buses
incorporates lines for application control signals, such
as a hardware trigger signal [12]. While industrial vision
cameras based on these buses often have external trigger
inputs, these require separate wiring.
Camera LinkTM is a serial bus designed for machine
vision and does include control signals [13]. But whereas
IEEE-1394 incorporates 4 or 6 conductors, a Camera
Link connection incorporates 26 conductors [11], adding
to the cable and connector cost.
Software triggering and soft synchronization share advantage
4. However the advantages of post-triggering, handling
randomly arriving trigger events and timing-transparent
triggering over an industrial ﬁeld bus apply uniquely to soft
synchronization.
In addition to the advantages above, soft synchronization is
especially suitable in situations that combine an image stream-
ing application with separate, event-triggered processing. One
example would be a security system in which images are
streamed to compression and storage, while, concurrently, a
subject passing a sensor triggers special processing such as
face recognition software. Another example is an autonomous
vehicle navigation system in which images are streamed to
the navigation algorithm, such as described in [4], with the
additional characteristic that an event, such as a signal from a
proximity sensor, can trigger special image processing.
Prior work on image synchronization includes Horst and
Negin, who describe using soft synchronization giving ±17
ms resolution, but without a systematic calibration procedure
[1]. Sempere and Silvestre describe the limitations of software
triggers (an asynchronous message over the network), even
in a high-speed network [2]. Many reports describe the
use of serial interface cameras in applications requiring
synchronization (e.g., [2], [14], [15]). Whitehorn et al.
and Bucher et al. describe vision-based vehicle safety and
navigation applications where soft synchronization can support
sensor fusion and simpliﬁed cabling can be important [4], [15].
Here, a kernel-based mechanism for reliable soft synchro-
nization is introduced. Stochastic elements of the mechanism
are modeled and the synchronization uncertainty is consid-
ered in detail, leading to an efﬁcient method for calibrating
the synchronization algorithm. A calibration apparatus and
experiment are also described. It will be seen that a soft
synchronization implementation comprising: i) deterministic
transfer of the image (using the isochronous transfer of the
IEEE-1394 FireWireTM bus), ii) time tagging in the low-
level of the operating system kernel (to avoid uncertainties
in application program execution), and iii) precise calibration
(based on the stochastic analysis) can give reliable operation.
The remainder of the paper is organized as follows: in
section II the inﬂuence of timing uncertainties is analyzed and
the stochastic model is derived; in section III the experimental
implementation is described, followed by measurement results
in section IV; a usage scenario for soft synchronization is
presented in section V, including discussion of some of
the drawbacks of soft synchronization; and discussion and
conclusions follow in section VI. Contributions of this paper
include statistical analysis of soft synchronization, leading to a
straight forward and unexpected tuning method, identiﬁcation
of the distinction between boundary and centered tuning, and
experimental demonstration that 99% accurate selection is
achievable in a practical conﬁguration.
II. ANALYSIS OF SOFT SYNCHRONIZATION RELIABILITY
The system under consideration is illustrated in ﬁgure 1,
and comprises a camera connected to a computer for image
processing. In the most common architecture, the camera is
connected to an interface (a frame grabber, or, for serial
interface cameras, a network interface card), which in turn
communicates through a driver in the operating system kernel
to the image processing application. As seen in ﬁgure 3,
three transfers are involved in moving the image from the
camera to the image processing application: i) readout, which
is the transfer off the camera, ii) DMA transfer from a frame
grabber or network interface card into O/S kernel memory,
and iii) a memory copy from kernel memory to user or
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Fig. 1. Image processing system, including hardware and software
components. For soft synchronization, both camera and trigger signal are
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Fig. 2. Illustration of the timing relationships between the components of soft synchronization, with deﬁnitions of the nomenclature for timing measurements.
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Fig. 3. Steps of image acquisition and transfer to an application. All steps
up to the creation of the time tag in the video driver are hardware driven.
application memory. The DMA transfer is important because
each time the interface DMA controller ﬁlls a DMA buffer,
the hardware interrupts the computer. Execution of the DMA
interrupt service routine provides an opportunity to time-tag
the arriving image in a soft real-time way: everything to the
left of the DMA interrupt in ﬁgure 3 is hardware driven. By
using the DMA interrupt, the repeatability of the time tagging
will be determined by the repeatability of the camera, readout
and DMA hardware cycles, and independent of application
execution.
To study soft synchronization, a model of the image
acquisition process is needed, including stochastic aspects
which affect timing. Terms are deﬁned with the aid of ﬁgure 2.
In the top row in ﬁgure 2, the periodic exposures comprising
the video stream are shown. Exposure k starts at time Ta(k)
and continues through time Tb(k). The inter-frame interval is
given as:
Tf = Tb(k)−Tb(k−1) [seconds] . (1)
The frame rate is then Ff = 1/Tf frames per second (fps).
As seen in the second row of ﬁgure 2, image readout begins
after the end of the exposure, and continues until
Tc(k) = Tb(k)+tc+ec(k) , (2)
where Tc(k) is the time at which the last DMA interrupt of
the transfer is serviced. The value of Tc(k) is recorded as
the time tag of the image. The time required for readout is
given by tc+ec(k), where tc is the mean latency and ec(k) is
the stochastic portion with variance s2
c. In the notation used,
absolute times are designated with a T and are relative to the
image processing computer clock. Intervals or time shifts are
designated with a t. All timing quantities (T, t, e, s) are in
units of seconds.
To hold down the model complexity, variability in exposure
timing is not explicitly modeled. For the purposes of soft
synchronization, and without loss of generality, the Tb(k)
are considered perfectly periodic, and variability in exposure
timing can be folded into ec(k).
In parallel with the video streaming, external event j occurs
at time Te(j). The external event occurs with time shift tf(j)
relative to the end of the current exposure (exposure k) .
Assuming the trigger events are uniformly distributed and
uncorrelated with the image timing, tf(j) is a uniformly
distributed random process,
tf(j) = Tb(k)−Te(j), p
￿
tf(j)
￿
=
1
Tf
, tf(j) ∈ [0, Tf), (3)
where p
￿
tf
￿
is the probability density function of tf. The
time of external event j is recorded at instant
Tg(j) = Te(j)+tg+eg(j) , (4)
where Tg(j) is recorded as the time tag of event j, and where
the relationship between the event time and the corresponding
tag are modeled by mean offset of tg and zero-mean stochastic
component eg(j) with variance s2
g.
As described with the third of the advantages above, soft
synchronization supports the case where the trigger event is
detected in a piece of equipment separate from the image
processing computer. Again to minimize notation and without
loss of generality, possible clock skew between the remote
equipment where the event is time tagged, and the image
processing computer clock can be folded into mean offset tg
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TABLE I
PROBABILITIES OF CORRECT AND k∗ ±1 SELECTION AS A FUNCTION OF sy/Tf , FOR A WELL TUNED SYSTEM (FOR t = tc −tg) AND NORMALLY
DISTRIBUTEDey. CASES CORRESPOND TO THE REGIONS OF FIGURE 4.
Event Probability
Examples
sy/Tf = 0.0112 sy/Tf = 0.100
(k∗(j)−1) error p
￿
k = k∗−1
￿
= 1 √
2p
sy
Tf 0.45% 4.0%
Correct selection p
￿
k = k∗￿
= 1−2 1 √
2p
sy
Tf 99.1% 92.0%
(k∗(j)+1) error p
￿
k = k∗+1
￿
= 1 √
2p
sy
Tf 0.45% 4.0%
A. Synchronization implementation
Two image selection rules will be considered. The ﬁrst,
called boundary tuning, is considered in this section and
will lead to a straight-forward calibration method. The
second, called centered tuning, corresponds to ± 1
2 Tf timing
uncertainty and is considered in section II-C, below.
To select the image including or just after the event, the
ideal image selection rule is
k∗(j) = argmin
k
Tb(k) ≥ Te(j) , (5)
where k∗(j) is the index of the desired image. Equation (5)
can not be implemented as the practical image selection rule
because Tb(k) and Te(j) are unknown. However Tc(k) and
Tg(j) are available as time-tags. Deﬁning the time interval
between the time tag of image k and the time tag of event
j, ty(k, j) = Tc(k)−Tg(j), then combining equations (2)-(5)
gives
ty(k∗, j) = Tc(k∗)−Tg(j) (6)
= Tb(k∗)+tc+ec(k∗)−Te(j)−tg−eg(j)
= tf(j)+(tc −tg)+(ec(k)−eg(j)) ,
where ty(k∗, j) is the time interval between the event j time
tag and the time tag of the corresponding image (the desired,
or k∗ image). Considering Eqn (6), Eqn (5) can be rewritten:
k∗(j) = argmin
k
Tc(k) ≥ Tg(j)+(tc −tg)+(ec(k)−eg(j)) .
(7)
Since ec(k) and eg(j) are zero mean, Eqn (7) gives the
implementable selection rule
k(j) = argmin
k
ty(k, j) ≥ t, (8)
where k(j) is the index of the selected image, and t is
a parameter for tuning the image selection timing (the
overbarindicates signals or parameters of the implementation).
Deﬁning t∗ = tc −tg to be the ideal tuning of parameter t,
Eqn (8) gives the maximum likelihood estimate of k∗(j) when
t=t∗. A method for tuning t is developed in the next section.
B. Synchronization efﬁciency
From Eqn (6), ty(k∗, j) is a stochastic quantity with
probability density function (pdf) given by the convolution
p(ty(k∗, j)) = p
￿
tf(j)
￿
∗ p(ec(k))∗ p(−eg(j))∗d(tc−tg) ,
(9)
where p
￿
tf(j)
￿
, p(ec(k)), p(eg(j)) are the pdfs of
tf(j), ec(k), and eg(j), respectively, and ∗ connotes the
convolution operation; and where convolution with the d( )
operator realizes the deterministic shift of the (tc−tg) term
in Eqn (6). The pdf of ty(k∗, j) is seen in ﬁgure 4, the
middle section is dominated by the uniform distribution of
tf(j), while the limbs of the distribution are shaped by the
distributions of ec(k) and eg(j). Figure 4 is drawn using a
normal distribution for ec(k) and eg(j), other distributions are
considered below.
Combining the uncertainties in image and event arrival times
to form ey = ec −eg, then p(ey) = p(ec)∗ p(−eg), and s2
y
is the variance of ey. Scaling all variables with respect to
Tf (so that terms involving time are dimensionless and in
proportion to frame time), the pdf of tf(j) takes unit height
over unit interval, and sy/Tf is the scaled combined video
stream and triggering uncertainty. In section IV, experimental
measurements of sy and Tf are reported. For the IEEE-1394
camera and Linux PC used, the scaled uncertainty is found
to be sy/Tf = 0.0112. Using this value, the pdf for ty(k∗, j)
is seen in ﬁgure 4. The pdf corresponding to sy/Tf = 0.10 is
also shown, to better illustrate the error processes.
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Fig. 4. Probability density function for ty(k∗, j), scaled by Tf; with
sy/Tf = 0.0112 (solid line) and sy/Tf = 0.10 (dashed line). The selection
boundaries determining k are shown for ideal tuning, t = tc −tg. For this
ﬁgure, ey is assumed to be normally distributed.
Using the image selection rule of Eqn (8), the probability
of a correct selection is the integral of the pdf over the region
t≤ty(k∗, j)<t+Tf. This region is marked k=k∗ in ﬁgure 4.
When sy/Tf is less than 0.2, the chance of making an image
selection error with
￿ ￿k−k∗￿ ￿≥2 is less than 10−6 for normally
distributed ey. Neglecting selection errors with
￿
￿k−k∗￿
￿ ≥ 2,
there are two errors to be considered, corresponding to the
probability of selecting image k = k∗ +1 or image k = k∗-1.IEEE TRANSACTIONS INDUSTRIAL INFORMATICS, VOL. XX, NO. Y, MONTH XXXX 104
TABLE II
PROBABILITIES OF CORRECT SELECTION AS A FUNCTION OF sy/Tf , FOR A
WELL TUNED SYSTEM (FOR t = tc−tg) AND FOR THREE POSSIBLE
DISTRIBUTIONS OF p(ec(k)−eg(j)).
Type of Dist. Probability of Correct Selection
Normal p
￿
k = k∗￿
= 1−2 1 √
2p
sy
Tf = 1−0.798
sy
Tf
Impulsive p
￿
k = k∗￿
= 1−21
2
sy
Tf = 1−1.000
sy
Tf
Uniform p
￿
k = k∗￿
= 1−2
√
3
4
sy
Tf = 1−0.866
sy
Tf
These probabilities are given by
p
￿
k = k∗−1
￿
=
Z t
−¥
p(ty(k∗, j)) dt, (10)
p
￿
k = k∗+1
￿
=
Z +¥
t+Tf
p(ty(k∗, j)) dt.
For the case of ideal tuning, t = t∗ = tc −tg, and normally
distributed ey the integrals can be solved in closed form, giving
the results of table I.
Figure 4 and table I have been derived with the assumption
that random contribution ey is normally distributed. Two other
cases that can be solved in closed form are uniform and even
impulsive distributions of ey. Eqns (9) and (10) have been
evaluated for these cases, with the results given in table II.
Because of the convolution of Eqn (9), the probability of
correct selection is only weakly dependent on the details of
the distribution of ey.
Consideration of the probability of correct selection leads
to a straight-forward method to tune t, the only parameter of
the soft synchronization algorithm requiring tuning. Writing
t = t∗+dt, (11)
where dt [seconds] is the mis-adjustment of t, the probabilities
for
￿
k−k∗￿
= {−1, 0, 1} are given by integrating the
probability density functions over the corresponding regions.
Considering the normally distributed uncertainties, this gives
p
￿
k = k∗(j)−1
￿
=
1
Tf
Z ¥
dt
N(−t/sy) dt, (12)
p
￿
k = k∗(j)
￿
= 1−
1
Tf
￿Z dt
−¥
N(t/sy) dt +
Z ¥
dt
N(−t/sy) dt
￿
,
p
￿
k = k∗(j)+1
￿
=
1
Tf
Z dt
−¥
N(t/sy) dt,
where, following [16], N(t) is the normal distribution
function, which is the integral of the normal density function
N(x) =
Z x
−¥
e− 1
2y2
dy. (13)
To relate Eqn (12) to table I, note that
R 0
−¥N(−t/sy)dt =
sy/
√
2p .
Because the normal density function is symmetric about
zero, has unit area, and is nearly zero for |dt| > 3sy,
the integral of the normal distribution function can be
approximated by
when dt << −sy ,
Z dt
−¥
N(−t/sy) ≃ 0, (14)
when dt >> sy ,
Z dt
−¥
N(−t/sy) ≃ dt.
Applying (14) gives an approximation for the integrals of Eqn
(12)
p
￿
k = k∗(j)−1
￿
≃
￿
dt/Tf dt < 0,
0 dt ≥ 0, (15)
p
￿
k = k∗(j)
￿
≃ 1−
dt
Tf
,
p
￿
k = k∗(j)+1
￿
≃
￿
0 dt < 0,
dt/Tf dt ≥ 0.
Considering the tails under the normal distribution, approxi-
mations (14) and (15) are accurate to within ±0.01% when
|dt| > 3sy . The probabilities of correct or offset image
selection are plotted in ﬁgure 5, where the solid curves are
given by numerical integration of Eqn (12), and the dashed
lines are given by the approximation of Eqn (15). The solid
curve indicates the probability of correct selection, called the
image selection efﬁciency. As will be seen in section IV, the
image selection efﬁciency can be measured experimentally.
Fitting to the left and right slopes of ﬁgure 5 will provide a
basis for accurately tuning parameter t. The analysis of Eqns
(12)-(15) has been carried out with normally distributed ey,
however the approximations of Eqns (14)-(15) will be valid
for other distributions, whenever sy << Tf .
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from integration of Eqn (12) using normally distributed ey. Dashed curve
shows approximation of Eqn (15).
C. Triggering with ± 1
2 Tf timing uncertainty, centered tuning
The timing for centered tuning is explained with the help
of ﬁgure 6. The middle row illustrates the image exposure
intervals, which have duration tx = Tb(k) −Ta(k). The top
row illustrates boundary tuning, developed in sections II-A
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Ta(k-1) Tb(k-1) Ta(k) Tb(k) Ta(k+1)
Image Capture:
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Fig. 6. Illustration of timing relationships for centered tuning.
Centered tuning is illustrated in the bottom row. The interval
over which events correspond to image k is centered about
exposure k; and the timing uncertainty is ± 1
2 Tf with a
conﬁdence that is determined by sy/Tf. The time shift of
interest is
tc
f(j) =
Ta(k)+Tb(k)
2
−Te(j) , (16)
p
￿
tc
f(j)
￿
=
1
Tf
, tc
f(j) ∈
￿
−
1
2
Tf,
1
2
Tf
￿
,
where tc
f(j) is analogous to tf(j) deﬁned in Eqn (3). The
center of the exposure interval does not generate a mark that
is easily detected either for time tagging or by experimental
measurement; but the selection rule is easily derived from the
selection rule for boundary tuning
tc∗ = t∗+
1
2
Tf −
1
2
tx, (17)
k
c
(j) = argmin
k
ty(k, j) ≥ tc. (18)
where tc is the image selection parameter for centered tuning
, tc∗ is the ideal tuning of tc, and k
c
(j) is the index of the
image selected.
The essential feature of boundarytuning is that the transition
from k∗ =k to k∗ = k+1 corresponds to a physical event, the
end of the exposure, which can be experimentally detected.
Centered tuning, on the other hand, has the advantage of
minimizing the offset between the mid-point of the exposure
and the trigger event. From Eqn (17), a tuning for boundary-
tuned synchronization directly gives the tuning for center-
tuned synchronization if Tf and tx are known. With a shift
of the time axis, the errors analysis directly follows from that
of section II-B. With centered tuning, the timing uncertainty
for soft synchronization can be simply given as ± 1
2 Tf, with
a conﬁdence given by the analysis of Eqn (12).
III. EXPERIMENTAL IMPLEMENTATION
A. Video and image processing hardware
The apparatus used to test soft synchronization follows the
conﬁguration of ﬁgures 1 and 3, and comprises a Pulnix TM-
1020-15FW camera (480x480 resolution, 8-bit monochrome
camera, 15 fps, IEEE-1394a serial bus interface), a 400 MHz
Pentium II computer running Linux with kernel version 2.4.2,
and an OrangeLinkTM FireWire / PCI bus network interface
card (NIC), connecting the camera to the computer.
The IEEE-1394 high-speed serial bus was chosen to connect
the camera and computer because it is used in industrial [17]–
[20] and scientiﬁc applications [10], [13], [14], and because
it provides advantages 1-4 outlined in the introduction. The
IEEE-1394 bus is particularly suited to industrial machine
vision applications because it provides isochronous as well
as asynchronous transfer [20], [21]. Asynchronous transfer is
familiar to Ethernet users, data packets are sent without timing
coordination between network elements. This simpliﬁes the
network, but results in non-deterministic behavior when two
or more devices simultaneously have packets to transmit.
Systems with isochronous transfer operate with synchro-
nized clocks and reliable timing; ‘isochronous’ refers to the
constant phase relationship between signals on the bus [22].
The IEEE-1394 bus operates with a 125 µs Packet Frame, as
illustrated in ﬁgure 7. Each packet frame begins with a cycle
start packet, which maintains the needed synchronization,
followed by time-slots allocated for isochronous communi-
cations, and ﬁnishing with time available for asynchronous
transfers. IEEE-1394 is designed to be very ﬂexible; for
example, the network self-conﬁgures each time a new device
is added, including arbitration to determine which node will
serve as the controller for isochronous communications (called
the isochronous resource manager, or IRM).
Full descriptions of IEEE-1394 can be found elsewhere
[12], [23], [24], with industrial applications described in
[11], [17]–[19] and industrial standards set by the 1394
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Trade Association [25]. Here we consider only details which
contribute to the experimental measurements. The 15 fps
Pulnix camera produces 15x480x480 = 3,456,000 bytes per
second (Bps) of image data. Additionally, approximately
96000 Bps of overhead must be transported, which gives a
total payload of 3,552,000 Bps. This is divided equally across
8000 isochronous packet frames per second (125 µs), giving
approximately 444 bytes per isochronous packet.
The application controlling the camera requests an
isochronous channel with a capacity of 444/4 = 111 32-
bit ‘quadlets‘ per isochronous packet. An isochronous packet
carries an integer number of quadlets. If the capacity is
available, the IRM will allocate the channel. Once allocated,
the capacity is reserved for the application.
For soft synchronization, the key feature of isochronous
transfer is that data are read out from the camera and arrive
to the image processing computer in a uniform stream of
isochronous packets, arriving at a rate of 8000 packets per
second, and providing the foundation for a low variability, sc.
B. Time tagging
1) Image time tagging: Evaluating Eqn (8) requires that
two times be measured: Tc(k), the time of arrival of each
frame, and Tg(j), the time of an event. In the experimental
implementation, each is measured with respect to the Linux
high resolution timer, which itself is based on the Intel Pentium
RDTSC instruction. The RDTSC, or read time stamp counter,
instruction reads the time stamp counter (TSC) integrated
into the pentium processor. The TSC is simply a processor
cycle counter and so, for example, it increments at 400
MHz in the experimental computer. At boot time, the Linux
operating system calibrates the TSC against the 32,768 Hz
quartz oscillator of the day/date clock, and this calibration is
used in the do_gettimeofday() function to convert the TSC
value to micro-seconds.
Measurement of Tc(k) is accomplished in the interrupt
service routine of the DMA transfer in the Linux IEEE-1394
driver. Time tagging is implemented with modiﬁcations to
ﬁles video1394.c and video1394.h, where 12 lines of code are
needed to: i) allocate space for the time tag to be returned
along with the image; ii) call do_gettimeofday() in the
DMA interrupt service routine to record the arrival time of
the ith DMA buffer; and iii) when the image is built from
the DMA buffers, set the image time tag with the value of
the buffer time tag of the last DMA buffer holding a portion
of the image. Code implementing these steps is illustrated in
ﬁgure 8. When structure v is returned to the application, it
carries with it the time-tag value in element filltime.
This project was carried out with Linux kernel version 2.4.2,
which does not include time tagging. For detecting dropped
images, time tagging was separately introduced into the Linux
IEEE-1394 video driver with kernel version 2.4.17. Perhaps
because steps i) .. iii) above provide the clear mechanism for
time tagging, the two implementations are strikingly similar.
The code examples in ﬁgure 8 are taken from the standard
Linux kernel.
From video1394.h. This structure is passed back from the
video driver to the application; the image is returned in
buffer, ﬁeld filltime is added to pass back the time at
which the image arrived in the kernel.
struct video1394_wait {
unsigned int channel;
unsigned int buffer;
struct timeval filltime;
};
From video1394.c, inside the DMA interrupt service routine.
Set buffer_time[i] with the arrival time of the ith DMA
buffer.
do_gettimeofday(&d->buffer_time[i]);
From video1394.c, inside video1394_ioctl(), the routine
accessed by the application to control IEEE-1394 video
transfers.
// Driver returns structure v
// with “filltime,” which is Tc(k)
struct video1394_wait v;
v.filltime = d->buffer_time[v.buffer];
Fig. 8. Code segments from the linux kernel illustrating the necessary steps
for time tagging.
2) Event time tagging : The PC enhanced parallel port
(EPP) provides a convenient means to time tag an external
event. A low-to-high transition on the Ack signal (pin 10
of the DB25 connector) generates an IRQ 7 interrupt. Time
value Tg(j) is recorded with a call to do_gettimeofday().
Then, as images arrive to the image processing application
(a modiﬁed version of Linux program Coriander) the relative
time of the images and event, ty(k, j), are evaluated, and the
image corresponding to the event is selected using Eqn (8).
Variability in the interrupt response time will contribute to
sy. In these experiments the standard Linux kernel was used,
which is not a real-time kernel and can give high interrupt
response variability. In separate work we have measured a
median response time of 10 µs in the standard Linux kernel
on a 200 MHz Pentium II, but with occasional delays as long
as 10,000 µs during disk and network I/O.
For the experiments reported here, no other tasks were
running on the computer and the experimental application
deferred disk I/O until after each experimental trial. Under
these conditions, the interrupt response times were adequately
stable (see ﬁgure 12, below). For operation on a computer
running multiple tasks or conducting I/O concurrent with
image processing, a real-time operating system will be
required to assure that variability in interrupt response time
does not signiﬁcantly contribute to sy.
C. Detecting image synchronization
To separately measure image timing, a calibration tool was
built to generate events and optically label images as occurring
before, during or after each event. A schematic for the tool is
indicated in ﬁgure 9, and an image is seen in ﬁgure 10. TheIEEE TRANSACTIONS INDUSTRIAL INFORMATICS, VOL. XX, NO. Y, MONTH XXXX 107
b19 b12 b0
LEDs = 0 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1
LEDs = 1 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Fig. 10. Image of the image clock showing illuminated and unilluminated LEDs. Illumination of the lower row of LEDs indicates that bits b0...b19 are
high, while illumination of the upper row LEDs indicate that the bits are low. In the image, the LEDs of bits b0...b12 are illuminated for both high and low,
indicating that these bits changed state during the exposure.
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Fig. 9. Circuit schematic for the image clock, a device for event generation
and image labeling.
calibration tool incorporates a 20-bit counter incremented at
100 KHz. An HP/Agilent 8111A signal generator was used
as the time base. Each bit of the counter is brought out to
two LEDs, forming the two rows seen in ﬁgure 10. The LEDs
of the lower row correspond to bits b0   b19 and illuminate
when the correspondingcounter bits are high. The LEDs of the
upper row correspond to bits ¯ b0   ¯ b19 and illuminate when the
corresponding counter bits are low. The states of the LEDs are
also indicated in ﬁgure 10. Bits that change state during the kth
exposure will illuminate both bj and ¯ bj in the kth image. This
is seen with bits b0   b12 in ﬁgure 10. While bits b0   b18
provide constraint on the start and end times of the exposure,
bit b19 (the left most bit) labels the image as occurring before,
during or after the event.
The event signal is generated by the rising edge of signal
b19. The three possible patterns in the leftmost LED pair,
b19 and ¯ b19, are illustrated in ﬁgure 11. If the exposure ends
before the event, Tb(k) ≤ Te(j), only ¯ b19 will be illuminated;
if the event occurs during the exposure, Ta(k)<Te(j) <Tb(k),
both b19 and ¯ b19 will be illuminated; if the exposure begins
Exposure
Before Event
Event During
Exposure
Exposure
After Event
Fig. 11. Interpretation of image clock, the timing of the event is indicated
by the left-most pair of LEDs.
after the event, Te(j) ≤Ta(k), only b19 will be illuminated. By
inspecting images, the image index corresponding to event j,
k∗(j), can be determined.
IV. RESULTS
To measure the variability in image arrival time, tune the
image selection parameter and assess the performance of soft
synchronization, 146 trials were run with image labeling and
time tagging. In each trial six images were captured and
processed. The event and image time tags were received by
the image processing application and values for ty(k, j) =
Tc(k) − Tg(j) were computed. The ty(k, j) values and the
images were stored to disk; and the images were subsequently
manually examined to determine k∗(j).
A. Variability in image arrive time, sy
In each trial one event was generated and six images
gathered. From the ty(k, j) values, the ﬁve inter-image
intervals Tf(k) = ty(k+1, j) − ty(k, j) were computed. A
histogram of these values is seen in ﬁgure 12; all inter-frame
intervals fall between 65 and 68 ms. The data of ﬁgure 12IEEE TRANSACTIONS INDUSTRIAL INFORMATICS, VOL. XX, NO. Y, MONTH XXXX 108
TABLE III
FRACTION OF INTER-FRAME INTERVALS CORRESPONDING TO MULTIPLES OF THE ISOCHRONOUS PACKET TIME.
Isochronous cycles ≤ 525 526 527 528   537 538 539 ≥ 540
Fraction of inter-frame intervals 0.5% 26.1% 7.1% 0.3% 11.3% 53.1% 1.6%
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Fig. 12. Distribution of the measured inter-frame intervals, Tf(k). Dotted
lines indicate integer multiples of 125 µs, the IEEE-1394 isochronous packet
frame time. The majority of inter-frame intervals correspond to 525, 526, 538
or 539 isochronous packet frame intervals.
give a mean and standard deviation of the inter-frame interval
of
Tf = 66820 µs, (19)
sc = 751 µs.
The distribution of inter-frame intervals reﬂects the timing
of isochronous packet and DMA buffer transfer. A DMA
buffer can only be ﬁlled when an isochronous packet arrives;
and an image transfer can only be completed when a DMA
buffer is ﬁlled. Thus, if other contributions to variability are
small, the inter-frame intervals will correspond to integer
multiples of the isochronous packet time. This is precisely
what is seen in ﬁgure 12. The distribution of measured inter-
frame intervals across multiples of the isochronous cycle is
given in table III. Table III shows that 97.6% of the inter-
frame intervals correspond to just four counts of isochronous
packets: {526, 527, 538, 539} * 125 µs.
The fact that there are two clusters in ﬁgure 12, each with
two peaks, shows that the image, DMA buffer and isochronous
packet sizes are not integer multiples. Depending on boundary
alignment between the image and DMA buffers, either n or
n+1 DMA buffers may arrive as an image is transferred.
Likewise, depending on the boundary alignment between the
DMA buffers and isochronous packets, either 526 or 527
isochronous packets may arrive while ﬁlling n DMA buffers,
and either 538 or 539 packets may arrive while ﬁlling n+1
buffers. The ratios of table III indicate that approximately
41.7 DMA buffers are required to transfer an image, and
12.8 isochronous packets are required to ﬁll a DMA buffer.
The distribution seen in ﬁgure 12 most closely matches the
impulsive distribution discussed in section II-B. The impulsive
case in table II will give the most reliable indicate of the
probability of correct selection.
The data of ﬁgure 12 can be used to estimate the timing
variability due to sources other than the number of isochronous
packets corresponding to each image. By binning the inter-
frame intervals according to isochronous cycle, as shown in
table III, and measuring the variability within each bin, the
contributions of variability in DMA transfer time and interrupt
latency can be estimated. For example, if these contributions
were negligible, each inter-frame interval would be an exact
multiple of 125 µs, and the variability within each bin would
be zero; and if these contributions were very substantial,
the intervals within each bin would correspond to a uniform
distribution over the 125 µs bin width, giving a variance
s2 =1302 µs2. Using the data in the four bins with signiﬁcant
population, a variance of s2 = 124 µs2 is measured. This
value places an upper bound on the variability of the interrupt
response time of sg =11.2µs. This value is much smaller than
the variability due to buffer ﬁlling, sc = 751µs. The value
sy =
q
s2
c +s2
g = 751µs is used in the analysis of the data.
B. Tuning the image selection parameter, boundary tuning
The image selection parameter, t in Eqn (8), determines
the image that will be selected by soft synchronization. The
linear interaction of an offset in t and the image selection
efﬁciency, seen in Eqn (15) and ﬁgure 5, provides a basis
for tuning t . With the recorded ty(k, j) values and k∗(j)
determined by examining the images, the frequency of correct
image selection can be computed across a range of t values.
These are plotted in ﬁgure 13 for the 146 experimental trials.
Also shown in ﬁgure 13, the data are ﬁt to the linearized
selection efﬁciency model given by Eqn (15). For this ﬁt, the
slope of the curves is given by 1/Tf, which was determined in
section IV-A, and the peak is set to 100% selection efﬁciency;
leaving t as the only unknown parameter. Because of the
separate left- and right-hand curves in ﬁgure 5, an iterative
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Fig. 13. Experimental image selection efﬁciency and ﬁt to the selection
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method was used to ﬁt t=0.086819 seconds. For the data set
of 146 trials, the value t = 0.086819 results in 100% image
selection efﬁciency. The ﬁt residual was 0.009 (on the 0-1 scale
of ﬁgure 13). Assuming normally distributed and uncorrelated
errors, analysis of variance indicates an uncertainty in t of
st = 0.48µs.
For comparison, consider tuning t by simply adjusting to the
maximum of the selection efﬁciency curve. For this data set,
0.086346< t < 0.087769 gives 100% efﬁciency. Considering
a uniform distribution over this interval, the uncertainty in t
is st = 410.8µs , or about 1000x greater than the uncertainty
given by the model-based ﬁt. By ﬁtting the model of image
selection efﬁciency, a much tighter determination of t is made,
permitting a smaller data set to serve for reliable tuning.
C. Tuning the image selection parameter, centered tuning
The image selection parameter for centered tuning is given
by Eqn (17). A value for the exposure time, tx, is required
to compute tc. In some cases the exposure time may be
known from the camera speciﬁcation, but in others it may be
useful to measure it. When the events are uniformly distributed
with respect to the exposures, the probability of an exposure
including an event is simply: tx/Tf. Thus,
tx = E
￿
Tf
nd
nt
￿
(20)
where nd and nt are the count of events captured during the
exposure and the total count of events, respectively. For the
experimental trials, nd = 142 and nt = 146, giving:
tx = 64989 [µs]
Applying the measured values of Tf and tx to Eqn (17), gives
the image selection parameter for centered tuning:
tc = 87734 [µs]
With the image selection parameter soft synchronization can
be implemented.
V. USAGE SCENARIO
To illustrate how the advantages of soft synchronization
might be applied, a hypothetical usage scenario is presented
in which machine vision is used to inspect parts on a material
handling line. In the hypothetical scenario, illustrated in ﬁgure
14, parts are moving 200 cm per second on a conveyor and
are forced into single ﬁle by a singulator. The singulator
assures a minimum of 2 cm of separation between parts,
but otherwise the parts arrive in the inspection station with
random timing. The average arrival rate is 300 parts per
minute, corresponding to an average separation of 40 cm.
Image capture is triggered by a photoelectric sensor, which
is connected through a daughter card incorporated into one
of the PLCs controlling the line. The PLC is connected by
PROFINET (an industrial Ethernet, [26]) to other nodes in
the material handling system, including the image processing
computer.
Because of the geometry of legacy material handling
components, it is most convenient to locate the inspection
200 cm/sec
Singulator
Conveyor
Inspection Station
P
L
C Camera
Parts
Image Processing 
Computer
IEEE 1394b link
Part Part
Photoelectric
Sensor
PROFINET
PROFINET
Fig. 14. Illustration of the usage scenario. Parts emerge from the part
singulator at the left edge and move left-to-right. In the usage scenario, it is
desired to put the inspection station up-stream from the photoelectric sensor.
station at the exit of the singulator. To provide needed
clearance, the camera is located 50 cm from the line. A
1024x768 pixel black and white camera is used, and is
arranged to give a ﬁeld of view that is 10 cm wide. The
elements of the triggering photoelectric sensor, however, can
not be conveniently placed at the exit of the singulator, and
are located at a position 100 cm down-stream from the ﬁeld
of view of the camera, as seen in ﬁgure 14. Additionally, it
is desirable to locate the image processing computer at the
operator station, which is 15 meters from the inspection station
on the production line.
In this scenario two alternatives are considered for
triggering the inspection images, hardware triggering and
soft synchronization. To realize hardware triggering, the
space constraints of the production line must be overcome
to place the photoelectric sensor ahead of the inspection
station, because hardware triggering can not provide post-
triggering. Additionally, a cable run between the PLC with
the photoelectric sensor and the camera is required for the
trigger signal, along with a custom-made cable to adapt the
camera to the PLC. And ﬁnally, because the minimum part
separation can result in trigger pulses with as little as 10 ms
of separation; either a high speed camera and frame grabber
are required to handle image capture with each trigger pulse,
or the material handling hardware must be modiﬁed to increase
the minimum part separation.
Alternatively, soft synchronization can be used. Because the
parts are arriving with random timing at the photoelectric
sensor, it is convenient to conﬁgure the PLC to send a
PROFINET non-real-time message to the image processing
computer each time a trigger event is detected. Using IEEE
1588 network device synchronization, available for both the
PROFINET PLC and linux RTOS running on the image
processing computer, the clocks in the PLC and image
processing computer are synchronized to within a microsecond
[27]. As each trigger event message arrives to the image
processing computer, the corresponding image is selected by
soft synchronization. With a velocity of 200 cm per second,
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rate of 25 fps is selected to provide a 1 cm margin at each
edge of the ﬁeld of view, to assure that inspected parts lie
entirely within the image.
Soft synchronization facilitates this application in a number
of ways. No modiﬁcations to the legacy material handling
hardware are required to meet the needs of the inspection
station. Freedom is provided by the post-trigger capability
to locate the photoelectric sensor down-stream from the
inspection station. Additionally, even though trigger pulses
may arrive with as little as 10 ms separation, there is no
need for a 100 fps camera. With imaging at 25 fps, several
parts may be visible for inspection in a single image. In the
image processing computer it is straight forward to associate
trigger events with images and determine the number and
approximate locations of parts that should be inspected in
each image. Soft synchronization also supports the use of
industrial Ethernet (PROFINET) to connect the PLC and
image processing computer. In a PROFINET facility, these
components will often be connected to the network for various
reasons, and so zero incremental cost is attributed to cabling to
connect the trigger signal. Even though the transfer latency and
uncertainty via the PROFINET non-real-time message may be
on the order of 100 ms [28], this latency makes no contribution
to the accuracy of the soft synchronization. Once the PLC and
image processing computer clocks are synchronized across the
PROFINET network [29], the sources of timing uncertainty are
ec(k) and eg(j) in Eqn (6). Term ec(k) is the variability of the
transfer time of the image, which is low when an isochronous
channel is used, and eg(j), the variability in the time tagging
of the trigger event, which depends on the internal response
of the PLC and the accuracy of the clock synchronization, but
not on the precise timing of the communication between the
PLC and image processing computer.
Because images are continuously streamed to memory, soft
synchronization does have the drawback of greater burden
on camera connection and computer memory performance
than hardware triggering. In the usage scenario, 300 parts
per minute or 5 parts per second is the average part rate. A
hardware-triggeredcamera capturing one image per part would
transmit, on average, 5 fps to the computer, rather than 25 fps
for soft synchronization. In this example, soft synchronization
raises the utilization of the IEEE 1394b link from 5% to 20%
of its total capacity. This could be important, for example,
if there were more than 5 similar camera systems connected
to a single IEEE1394b network. While soft synchronization
does not signiﬁcantly burden the CPU when there are no
trigger events, the DMA transfer of the images to memory does
consume a portion of the memory channel bandwidth. A recent
Intel memory controller chip, the 82975X, has, for example,
a gross capacity of 5.3 gigabytes per second, of which the
image stream of the usage scenario would consume 0.5%.
Finally, buffering images for 400 ms requires 10 Megabytes of
physical memory, or 1-2% of the memory typically supplied
with current computers. Relative to hardware triggering soft
synchronization does have the drawbacks of consuming more
network and memory bandwidth and physical memory; but
these resources are steadily becoming less expensive.
VI. DISCUSSION AND CONCLUSIONS
Reliable soft synchronization has been demonstrated. Based
on the measured frame rate and variability, analysis indicates
an expected selection efﬁciency of 99%, although in 146 trials
no selection errors were observed. Deterministic transfer on
the serial bus, time tagging in the operating system kernel and
precise calibration contributed to this result.
Soft synchronization is a straight-forward idea; none-the-
less several insights have been identiﬁed. Soft synchronization
incorporates an image selection parameter that must be tuned.
The analysis of synchronization efﬁciency provides a means
to accurately tune the image selection parameter with a
modest data set; and the calibration tool provides an example
apparatus for tuning. For practical applications only the b19
and ¯ b19 LEDs are required. For production use, software could
be implemented to automatically recognize the calibration tool
and detect the LEDs, and to automatically calibrate t or tc.
With isochronous transfer, additional cameras or other
communication loads on the IEEE-1394 bus will not affect
the timing measurement. The methods presented are directly
extensible to other serial connections used in machine
vision, such as USB 2.0 and Gigabit Ethernet. Although the
uncertainty, sy, and impact of unrelated devices connected to
the network may be greater for interfaces without isochronous
transfer. With time tagging in the interrupt service routines,
processor loading with application programs will not affect the
timing measurement; although a real-time operating system
is recommended if I/O may occur concurrent with soft
synchronization. When the IEEE-1394 bus and a real-time
operating system are used, the deterministic isochronous
transfer and interrupt response will eliminate the need for re-
tuning t when network conﬁguration or computer applications
are changed.
In some ways, the present work is strongly coupled to
the hardware and operating system used, such as the use
of the RDTSC mechanism for high-resolution timing, and
details of the mechanism for passing time tags to the image
processing application. However most modern processors
incorporate a cycle counter that can be used as a high-
resolution timer; and for systems built on Microsoft Windows,
the needed modiﬁcations to the interrupt service routines
can be introduced through a dynamic link library, without
modiﬁcation of Windows itself.
Porting a function from hardware to software is often
accompanied by reduced speed, but with an increase in
ﬂexibility and a reduction in cost. Soft synchronization follows
this pattern. The method is suitable for computer vision
applications requiring synchronization with external events,
where timing certainty at the level of an inter-frame interval is
sufﬁcient. For these applications, soft synchronization brings
the advantages of post triggering, ability to handle randomly
arriving events, increased ﬂexibility with respect to how
the trigger event is sensed and communicated, reduced cost
through the opportunity to use a data-network interface,
and improved reliability through the elimination of separate
cabling for triggering .IEEE TRANSACTIONS INDUSTRIAL INFORMATICS, VOL. XX, NO. Y, MONTH XXXX 111
Next steps include implementing soft synchronization in an
open-source image processing environment.
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