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  Following	  Liver	  Tranpslant	  
SOLD:	  Score	  of	  Liver	  Donor	  
	  TH:	  Trasplante	  Hepático	  
THDV:	  Trasplante	  Hepático	  de	  Donante	  Vivo	  
TIPS:	  Transjugular	  Intrahepatic	  Portosystemic	  Shunt	  
UCI:	  Unidad	  de	  Cuidados	  Intensivos	  
UNOS:	  United	  Network	  for	  Organ	  Sharing	  
VHB:	  Virus	  Hepatitis	  B	  
VHC:	  Virus	  Hepatitis	  C	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SITUACIÓN	  ACTUAL	  DEL	  TRASPLANTE	  HEPÁTICO	  EN	  EUROPA	  En	   las	  últimas	  décadas,	   el	   trasplante	  hepático	   (TH)	   se	  ha	   convertido	  en	  el	  tratamiento	   de	   elección	   para	   un	   gran	   número	   de	   enfermedades	   hepatobiliares	  irreversibles	   de	   diferente	   etiología	   permitiendo	   al	   paciente	   aumentar	   sus	  expectativas	  de	  vida,	  proporcionando	  además	  una	  mejor	  calidad	  de	  vida.	  	  El	   desarrollo	   de	   la	   medicina,	   con	   la	   llegada	   de	   los	   inmunosupresores,	   el	  refinamiento	  de	  la	  técnica	  quirúrgica	  y	  los	  cuidados	  post-­‐trasplante	  han	  permitido	  mejorar	  en	  gran	  medida	   la	   supervivencia	  de	   los	  pacientes	   trasplantados.	  Esto	  ha	  provocado	   un	   aumento	   progresivo	   de	   sus	   indicaciones	   e	   inclusiones	   en	   lista	   de	  espera,	  lo	  que	  inevitablemente	  ha	  acarreado	  que	  a	  lo	  largo	  de	  los	  años,	  la	  demanda	  de	  hígados	  haya	  superado	  con	  creces	  la	  disponibilidad	  de	  los	  mismos.	  	  	  	  Los	  trasplantes	  realizados	  en	  Europa	  cada	  año	  permiten	  cubrir	  sólo	  la	  mitad	  de	  las	  necesidades	  de	  órganos	  de	  los	  pacientes	  europeos.	  A	  pesar	  de	  que	  la	  tasa	  de	  donación	  de	  órganos	  europea	  crece	  año	  tras	  año,	  situándose	  en	  20,8	  donantes	  por	  millón	   de	   población	   (pmp)	   en	   el	   año	   2015,	   no	   es	   suficiente	   para	   cubrir	   las	  necesidades	  de	  un	  incremento	  progresivo	  en	  el	  número	  de	  inclusiones	  en	  lista	  de	  espera	  para	  trasplante.	  Esto	  se	  traduce	  como	  un	  aumento	  de	  la	  mortalidad	  en	  lista	  de	  espera,	  pese	  al	  incremento	  en	  número	  absoluto	  de	  trasplantes	  realizados.	  Según	  el	  registro	  europeo,	  nueve	  pacientes	  fallecen	  cada	  día	  en	  Europa	  mientras	  esperan	  un	  órgano	  (1).	  	  En	   el	   registro	   mundial	   de	   trasplantes	   también	   se	   refleja	   un	   aumento	  constante	   de	   los	   trasplante	   en	   el	   mundo	   al	   realizar	   un	   análisis	   histórico	   de	   los	  datos.	   En	   los	   últimos	   5	   años,	   el	   número	   total	   de	   trasplantes	   registrados	   se	   ha	  incrementado	  en	  un	  15%,	  con	  un	  ritmo	  de	  crecimiento	  anual	  del	  3%.	  Pese	  a	  este	  aumento,	  la	  Organización	  Mundial	  de	  la	  Salud	  estima	  que	  estas	  cifras	  representan	  solamente	  el	  10%	  de	  la	  necesidad	  mundial	  de	  trasplantes	  (2).	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Figura	  1.	  Actividad	  Internacional	  	  de	  Trasplante	  Hepático	  (2014)	  
	  
	  
Figura	  2.	  Tasa	  de	  Donantes	  por	  millón	  de	  habitantes	  en	  Europa	  (2015)	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El	  análisis	  detallado	  de	  los	  datos	  del	  Registro	  Mundial	  de	  Trasplantes	  revela	  que	  el	  17,6%	  de	  todas	  las	  donaciones	  registradas	  en	  la	  Unión	  Europea	  en	  2015	  se	  efectuaron	  en	  España,	  y	  el	  6,7%	  de	   las	  registradas	  en	  el	  mundo,	  manteniendo	  su	  liderazgo	  mundial	   con	   40,2	   donantes	   pmp.	   	   Asimismo,	   la	   tasa	   de	   trasplantes	   en	  nuestro	   país	   (100,7	   enfermos	   trasplantados	   pmp)	   es	   una	   de	   las	   más	   altas	  registradas	  a	  nivel	  internacional.	  Pese	  a	  ello,	  incluso	  en	  nuestro	  país	  existe	  un	  alto	  disbalance	  entre	  el	  número	  de	  donantes	  y	  el	  de	  pacientes	  en	  lista	  de	  espera.	  Esto	  está	  conduciendo	  a	  que	  la	  probabilidad	  de	  acceder	  a	  un	  trasplante	  de	  un	  paciente	  en	  lista	  de	  espera	  esté	  disminuyendo	  claramente,	  ya	  que	  el	  número	  de	  indicaciones	  e	  inclusiones	  en	  lista	  crece	  a	  un	  ritmo	  más	  rápido	  que	  el	  de	  trasplantes	  realizados	  anualmente.	  
	  
Figura	  3.	  Evolución	  de	  la	  lista	  de	  espera	  de	  Trasplante	  Hepático	  en	  España	  (3).	  
	   Por	  otra	  parte,	  en	  el	  Reino	  Unido	  se	  está	  produciendo	  un	  efecto	  muy	  similar.	  A	  pesar	  de	  que	  su	  tasa	  de	  donación	  pmp	  es	  del	  16,6%,	  aproximadamente	  la	  mitad	  que	  en	  España,	  también	  está	  experimentando	  un	  aumento	  progresivo	  año	  tras	  año.	  Concretamente	   en	   el	   periodo	   de	   Abril	   de	   2015	   a	  Marzo	   de	   2016,	   se	   registró	   un	  incremento	   de	   un	   6%	   respecto	   al	   año	   anterior	   en	   los	   donantes	   procedentes	   de	  cadáver.	  He	  de	  señalar	  que	  este	  país,	   también	  cuenta	  con	  una	  tasa	   importante	  de	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donantes	  procedentes	  de	  vivo,	  que	   también	  aumenta	  cada	  año	  aunque	  en	  menor	  porcentaje	   que	   las	   donaciones	   de	   cadáver.	   Gracias	   a	   esta	   tendencia,	   también	   es	  posible	   elevar	   el	   número	   de	   trasplantes	   realizados	   anualmente,	   como	   se	   ha	  demostrado	  en	  el	  año	  2015-­‐2016	  con	  un	  crecimiento	  del	  4%	  en	   la	   tasa	  global	  de	  trasplantes	   respecto	   al	   previo,	   y	   de	   un	   3%	   en	   el	   caso	   del	   trasplante	   hepático.	   A	  pesar	  de	  estos	  datos	  positivos,	  también	  en	  el	  Reino	  Unido	  existe	  una	  discrepancia	  entre	   el	   número	   de	   donantes	   y	   el	   de	   receptores	   en	   lista	   de	   espera,	   sin	   tener	  posibilidad	   de	   acceder	   finalmente	   a	   un	   órgano	   todos	   los	   pacientes	   inicialmente	  candidatos	  a	  un	  trasplante.	  En	  el	  último	  año,	  479	  pacientes	  fallecieron	  mientras	  se	  encontraban	  en	  lista	  activa	  de	  trasplante	  o	  en	  el	  primer	  año	  desde	  su	  exclusión	  de	  LE.	  	  
	  
Figura	  4.	  Evolución	  de	  la	  lista	  de	  espera,	  donantes	  y	  trasplantes	  en	  Reino	  Unido	  (4)	  	   En	  el	  caso	  concreto	  del	  trasplante	  hepático	  observamos	  la	  misma	  tendencia.	  A	   lo	   largo	  de	   la	  última	  década,	  ha	  habido	  un	  aumento	  constante	  en	  el	  número	  de	  pacientes	  inscritos	  en	  lista	  activa	  de	  trasplante,	  a	  pesar	  de	  una	  pequeña	  caída	  en	  el	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último	  año	  y	  un	  reciente	  aumento	  tanto	  en	  el	  número	  de	  donantes	  como	  en	  el	  de	  trasplantes	  hepáticos.	  	  	  
	  
Figura	  5.	  Evolución	  de	  la	  lista	  de	  espera,	  donantes	  y	  trasplantes	  hepáticos	  en	  
Reino	  Unido.	  	  En	  un	  intento	  de	  aproximar	  la	  cifra	  de	  donantes	  a	  la	  de	  pacientes	  en	  lista	  de	  espera	   se	   trata	   de	   aumentar	   el	   pool	   de	   órganos	   donados	   	   con	   injertos	   no	  considerados	  convencionales	  tradicionalmente,	  es	  decir,	  donantes	  de	  mayor	  edad,	  con	  mayor	  índice	  de	  masa	  corporal,	  pacientes	  en	  asistolia...	  De	  hecho,	  una	  muestra	  de	   ello	   se	   puede	   observar	   en	   la	   distribución	   de	   donantes	   del	   Reino	   Unido	   en	   la	  última	  década,	  ya	  que	  el	  ascenso	  de	  dicha	  tasa	  se	  ha	  generado	  fundamentalmente	  a	  expensas	   de	   donantes	   en	   asistolia	   (DCD:	   Donor	   Cardiac	   Death),	   ya	   que	   han	  aumentado	   un	   118%	   desde	   el	   año	   2007/2008,	   mientras	   que	   los	   donantes	   en	  muerte	   encefálica	   (DBD:	   Donor	   Brain	   Death)	   lo	   hicieron	   apenas	   un	   7%	   en	   los	  últimos	  cuatro	  años.	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Figura	  6.	  Distribución	  de	  Donantes	  en	  el	  Reino	  Unido	  	  Como	   se	   ha	   reflejado	   anteriormente,	   los	   cambios	   en	   las	   características	   de	  los	  donantes	  también	  han	  afectado	  a	  la	  edad	  media	  de	  los	  mismos,	  la	  cual	  se	  ha	  ido	  elevando	   progresivamente	   tanto	   en	   España	   como	   en	   el	   Reino	  Unido.	   En	   nuestro	  país,	   la	  media	  de	   edad	  de	   los	  donantes	   actuales	   son	  60	   años	   (DE	  =	  17,3),	   lo	  que	  significa	  que	  se	  ha	   incrementado	  en	  unos	  15	  años	  con	  respecto	  al	  año	  2002.	  Con	  respecto	   al	   Reino	   Unido,	   la	   edad	  media	   actual	   de	   los	   donantes	   adultos	   es	   de	   51	  años	  (DE	  =	  17)	  suponiendo	  un	  incremento	  en	  unos	  diez	  años	  en	  la	  última	  década.	  Es	  quizá	  más	  representativo	  el	  aumento	  del	  número	  de	  donantes	  por	  encima	  de	  los	  70	  años,	  que	  era	  prácticamente	  nulo	  hace	  diez	  años	  y	  que	  hoy	  día	  representan	  un	  porcentaje	  nada	  despreciable.	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Figura	  8.	  Evolución	  de	  la	  edad	  de	  los	  donantes	  en	  el	  Reino	  Unido	  (2006-­‐16)	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Dicha	  evolución	  en	   la	  edad	  de	   los	  donantes	  va	  asociada	   inevitablemente	  a	  otros	  cambios,	  como	  es	  la	  causa	  de	  la	  muerte	  de	  los	  mismos.	  Si	  en	  la	  década	  de	  los	  ochenta,	  los	  traumatismos	  craneoencefálicos	  representaban	  la	  causa	  más	  frecuente	  de	   fallecimiento	   del	   donante,	   actualmente	   no	   llegan	   al	   20%,	   habiendo	   sido	  sustituida	  por	  los	  accidentes	  cerebro-­‐vasculares,	  que	  hoy	  ocupan	  más	  del	  80%	  de	  las	  causas	  de	  muerte	  de	  los	  donantes	  de	  nuestro	  país.	  Otra	  modificación	  acarreada	  afecta	   al	   índice	   de	   masa	   corporal	   (IMC)	   de	   los	   potenciales	   donantes,	   así	   por	  ejemplo	   en	   el	   Reino	   Unido	   la	   proporción	   de	   donantes	   obesos	   (IMC>30)	   se	   ha	  incrementado	  de	  un	  14	  a	  un	  25%	  en	   la	  última	  década.	  Esto	   también	  conlleva	  un	  aumento	  del	  porcentaje	  de	  los	  hígados	  desechados,	  no	  adecuados	  finalmente	  para	  trasplante.	  	  
	  
Figura	  9.	  Evolución	  causa	  de	  muerte	  del	  donante	  hepático	  en	  España	  (1993-­‐
2015)	  	  Es	   importante	   ser	   conscientes	   de	   que	   el	   número	   de	   donantes	   está	  aumentando	  a	  expensas	  de	  cambios	  en	  los	  mismos,	  que	  pueden	  tener	  un	  impacto	  negativo	  en	  la	  calidad	  de	  los	  órganos	  y	  el	  consiguiente	  resultado	  del	  trasplante	  en	  el	  receptor.	  Por	   tanto,	  ante	  esta	  situación	  cobra	  más	   importancia	   la	  necesidad	  de	  un	   buen	   método	   de	   asignación	   donante-­‐receptor	   para	   tratar	   de	   minimizar	   las	  consecuencias	   menos	   positivas	   de	   los	   cambios	   en	   las	   características	   de	   los	  donantes	  sobre	  los	  receptores.	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EVOLUCIÓN	  ASIGNACIÓN	  DE	  ÓRGANOS	  	   Ante	   esta	   situación	   de	   escasez	   de	   órganos,	   generada	   por	   el	   desequilibrio	  creciente	  entre	  el	  número	  de	  candidatos	  a	  trasplante	  y	  el	  de	  órganos	  disponibles,	  es	   de	   vital	   importancia	   disponer	   de	   mecanismos	   que	   permitan	   seleccionar	  adecuadamente	  a	   los	  receptores,	  así	  como	  establecer	  el	  momento	  óptimo	  del	  TH.	  Se	  debe	  evitar	  exponer	  al	  riesgo	  asociado	  a	  esta	  intervención	  a	  pacientes	  con	  buen	  pronóstico	  en	  su	  evolución	  natural,	  y	  por	  otra	  parte,	  excluir	  de	  este	  procedimiento	  a	   aquellos	   con	   escasas	   posibilidades	   de	   sobrevivir	   	   tras	   el	   TH,	   es	   decir	   debe	  promoverse	   un	   uso	   racional	   y	   costo-­‐eficiente	   de	   este	   limitado	   recurso.	   Además,	  cualquier	  método	  propuesto	  debe	  seguir	  el	  principio	  de	  justicia	  distributiva	  de	  los	  órganos.	  	   Desde	   los	   comienzos	   del	   TH	   han	   sido	   varios	   los	   sistemas	   de	   asignación	  propuestos.	  	  	  
1.	  Clasificación	  UNOS	  (United	  Network	  for	  Organ	  Sharing)	  	   En	   Estados	   Unidos,	   en	   1987	   se	   comenzó	   a	   utilizar	   este	   sistema	   para	  establecer	  prioridades	  al	  recibir	  un	  órgano.	  	  Los	  pacientes	  que	  necesitaban	  recibir	  un	   hígado	   eran	   agrupados	   en	   cuatro	   categorías	   de	   urgencia	   basadas	  fundamentalmente	  en	  la	  necesidad	  de	  cuidados	  médicos.	  Debido	  a	  la	  amplitud	  de	  cada	  una	  de	  estas	   categorías,	   la	  otra	  variable	  que	  priorizaba	  a	  unos	  enfermos	  de	  otros	  era	  el	  tiempo	  en	  lista	  de	  espera	  (5).	  	  Aunque	  este	  sistema	  tenía	  éxito	  a	  la	  hora	  de	  asignar	  un	  órgano	  al	  candidato	  que	  más	  urgentemente	  lo	  necesitaba,	  	  no	  conseguía	  una	  reducción	  significativa	  de	  la	  mortalidad	  tanto	  en	  lista	  de	  espera	  como	  después	  del	  trasplante,	  ya	  que	  un	  alto	  porcentaje	   de	   pacientes	   eran	   derivados	   a	   un	   centro	   trasplantador	   en	   un	   estado	  muy	  avanzado	  de	  su	  enfermedad,	  cuando	  la	  probabilidad	  de	  supervivencia	  está	  ya	  muy	   reducida	   (6).	   Para	   intentar	   solventar	   este	   impedimento,	   muchos	   pacientes	  con	  hepatopatías	  crónicas	  eran	  incluidos	  en	  lista	  de	  forma	  temprana	  con	  el	  único	  
	   12	  
objetivo	   de	   acumular	   antigüedad	   (7).	   Otra	   limitación	   achacada	   a	   este	   sistema	   es	  que	  no	  es	  capaz	  de	  predecir	  la	  supervivencia	  en	  casos	  individuales.	  	  
Clasificación	  UNOS	  	   	  
Estadio	  I	  	   Fallo	  hepático	  fulminante,	  expectativa	  de	  vida	  <	  7	  días	  Se	  incluyen	  además:	  	  
-­‐ Disfunción	  primaria	  postrasplante	  
-­‐ Trombosis	  aguda	  de	  la	  arteria	  hepática	  
-­‐ Enfermedad	  de	  Wilson	  aguda	  descompensada	  
Estadio	  IIA	   Hospitalizado	  en	  UCI	  con	  expectativa	  de	  vida	  <	  7	  días	  Child	  C	  
Estadio	  IIB	   Child	  C	  con	  vigilancia	  médica	  permanente	  sin	  UCI	  Child	  B	  (>	  7	  puntos)	  y	  complicaciones:	  
-­‐ Hemorragia	  varicosa	  no	  controlable	  
-­‐ Síndrome	  hepatorrenal	  
-­‐ Peritonitis	  bacteriana	  espontánea	  
-­‐ Ascitis	  /	  Hidrotórax	  refractarios	  Carcinoma	  hepatocelular	  
Estadio	  III	   Child	   B	   (>	   7	   puntos)	   con	   vigilancia	  médica	   permanente	   y	   sin	   los	  factores	  considerados	  para	  el	  status	  2B	  
Estadio	  IV	   Paciente	  inactivo	  UCI:	  Unidad	  de	  Cuidados	  Intensivos	  
Tabla	  1.	  Clasificación	  UNOS	  	  
2.	  Clasificación	  Child-­‐Turcotte-­‐Pugh	  (CTP)	  
	   En	   1964	   Child	   y	   Turcotte(8)	   desarrollaron	   un	   sistema	   posteriormente	  modificado	  por	  Pugh	  (9),	  para	  la	  evaluación	  del	  riesgo	  de	  mortalidad	  en	  pacientes	  cirróticos	   sometidos	   a	   tratamiento	   quirúrgico	   de	   la	   hipertensión	   portal	   (shunt	  porto-­‐cavo	   y	   transección	   esofágica).	   Más	   tarde,	   se	   empezó	   a	   usar	   también	   para	  predecir	   supervivencia	   en	   pacientes	   sometidos	   a	   terapia	   endoscópica	   de	   varices	  esofágicas	   o	   colocación	   de	   TIPS	   (transjugular	   intrahepatic	   portosystemic	   shunt)	  (10).	   Sin	   embargo,	   la	   capacidad	   de	   este	   modelo	   para	   proporcionar	   información	  pronóstica	   en	   muchas	   otras	   situaciones	   relacionadas	   con	   la	   cirrosis	   se	   ha	  demostrado	  en	  varios	  estudios	  en	  los	  últimos	  treinta	  años	  (11-­‐15).	  Hasta	  el	  2002,	  el	  score	  CTP,	  aunque	  nunca	  formalmente	  validado,	  ha	  sido	  utilizado	  en	  la	  mayoría	  de	   los	   centros	   trasplantadores	   de	   todo	   el	   mundo	   para	   estratificar	   el	   riesgo	   de	  muerte	  de	  pacientes	  en	  espera	  de	  un	  TH	  (16);	  desde	  que	  en	  1997,	  se	  eligiera	  como	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elemento	  clave	  para	  fijar	  los	  criterios	  mínimos	  de	  entrada	  en	  lista	  de	  trasplante	  en	  Estados	  Unidos.	  
	  
CLASIFICACIÓN	  DE	  CHILD-­‐PUGH	   	  
INR:	  Índice	  normalizado	  internacional.	  
Tabla	  2.	  Clasificación	  de	  Child-­‐Pugh	  	  
	   Este	   escore,	   resultante	   de	   la	   suma	   de	   la	   puntuación	   de	   cada	   variable,	  permite	  categorizar	  a	   los	  pacientes	  en	  grados	  Child-­‐Pugh	   	  A	   (5-­‐6	  puntos),	  B	   (7-­‐9	  puntos)	  y	  C	  (10-­‐15	  puntos).	  Se	  observa	  que	  el	  rango	  total	  de	  puntos	  (5-­‐15)	  no	  está	  equitativamente	  distribuido	  entre	  los	  grupos	  A,	  B	  y	  C,	  probablemente	  en	  un	  intento	  de	   reflejar	   más	   eficazmente	   el	   impacto	   clínico	   de	   cada	   grado	   en	   cuanto	   al	  pronóstico.	  	  	   A	   diferencia	   de	   los	  modelos	  multivariantes	   elaborados	   con	   posterioridad,	  nunca	  ha	  sido	  validado	  formalmente	  como	  indicador	  pronóstico	  y	  tiene	  una	  serie	  de	  limitaciones	  (17,18),	  entre	  las	  que	  destaca	  la	  selección	  empírica	  de	  las	  variables	  que	  lo	  componen.	  Se	  considera	  que	  estas	  variables	  reflejan	  funciones	  hepáticas	  de	  síntesis	   (albúmina	  y	   tiempo	  de	  protrombina)	  y	   eliminación	   (bilirrubina),	   aunque	  también	   se	   alteran	   por	   otras	   condiciones	   no	   relacionadas	   con	   el	   hígado.	   Sin	  embargo,	  muchos	  estudios	  han	  demostrado	  que	  estas	  variables	  tienen	  un	  impacto	  estadísticamente	  significativo	  en	  la	  supervivencia	  de	  pacientes	  cirróticos	  (19-­‐23),	  aunque	   no	   todas	   ellas	   tienen	   una	   influencia	   independiente.	   Sólo	   un	   análisis	  multivariante	  nos	  permite	  seleccionar	  variables	  que	  no	  interfieran	  unas	  con	  otras.	  	  
PARÁMETROS/PUNTOS	   1	   2	   3	  
Encefalopatía	   Ausente	   I-­‐II	   III-­‐IV	  
Ascitis	   Ausente	   Moderada	   Grave	  
Bilirrubina	  (mg/dl)	   ≤	  2	   2-­‐3	   	  	  	  	  	  	  	  >	  3	  
Albúmina	  (g/dl)	   >	  3.5	   2.8	  -­‐	  3.5	   <	  2.8	  
Tiempo	   de	  
protrombina	  
INR	  
<	  4s	  <	  1.7	   4-­‐6	  s	  1.7	  –	  2.3	   >	  6	  s	  >	  2.3	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   Otra	   limitación	   achacada	   al	   CTP	   es	   la	   utilización	   de	   puntos	   de	   corte	  arbitrarios	   	  de	  las	  variables	  cuantitativas	  ya	  que	  no	  es	  un	  score	  continuo,	  sin	  que	  esos	  valores	  hayan	  demostrado	  un	  cambio	  significativo	  en	  el	  riesgo	  de	  mortalidad,	  así	   como	  el	   “efecto	   techo”	  de	   las	  mismas,	  de	   forma	  que	  valores	  muy	  distintos	  de	  bilirrubina	  son	  categorizados	  dentro	  del	  mismo	  grupo.	  También	  se	  ha	  criticado	  el	  carácter	  subjetivo	  de	  las	  variables	  cualitativas,	  encefalopatía	  y	  ascitis,	  que	  pueden	  tomar	  una	  puntuación	  diferente	  dependiendo	  de	  la	  interpretación	  de	  cada	  médico	  explorador,	  del	  momento	  en	  que	  se	  valore	  y	  además	  pueden	  ser	  modificados	  por	  la	  administración	  de	  fármacos.	  	  
	   Otro	  problema	  es	  que	  todas	  las	  variables	  tienen	  el	  mismo	  peso	  en	  el	  CTP,	  lo	  que	  provoca	  una	  sobreestimación	  o	  infraestimación	  del	  impacto	  real	  de	  cada	  una,	  ya	  que	  sabemos,	  por	  ejemplo,	  que	  la	  bilirrubina	  y	  el	  INR	  no	  tienen	  el	  mismo	  peso	  	  en	  el	  sistema	  MELD.	  	  	   Como	  última	  crítica	  al	  CTP	  también	  se	  ha	  argumentado	  el	  hecho	  de	  que	  no	  tiene	  en	  cuenta	   factores	  pronósticos	   importantes.	  Concretamente	  varios	  estudios	  han	   resaltado	   la	   influencia	   determinante	   de	   la	   función	   renal	   en	   el	   curso	   de	   los	  pacientes	  cirróticos	  (24),	  de	  hecho	  es	  la	  variable	  que	  más	  peso	  tiene	  en	  el	  modelo	  MELD.	  	  	   Por	   otro	   lado,	   el	   tiempo	   en	   lista	   de	   espera,	   que	   era	   el	   otro	   determinante	  principal	  junto	  con	  el	  CTP	  en	  la	  gestión	  de	  la	  lista	  de	  espera	  en	  la	  era	  pre-­‐MELD,	  no	  se	   puede	   considerar	   como	   un	   índice	   fiable	   del	   riesgo	   de	   mortalidad.	   De	   hecho,	  algunos	   estudios	   han	   puesto	   de	   manifiesto	   que	   no	   hay	   una	   correlación	   directa	  entre	   el	   tiempo	   de	   espera	   y	   la	   mortalidad	   de	   los	   pacientes	   en	   lista,	   ya	   que	   se	  observó	  que	  los	  pacientes	  con	  supervivencias	  más	  largas	  en	  lista	  de	  espera	  tenían	  mejor	   función	   hepática	   en	   su	   primera	   evaluación	   (25).	   Así,	   el	   tiempo	   en	   lista	   de	  espera	   por	   sí	   solo,	   no	   se	   puede	   tener	   en	   cuenta	   como	   un	   factor	   predictor	   de	  supervivencia,	   ya	   que	   está	   estrictamente	   relacionado	   con	   la	   severidad	   de	   la	  insuficiencia	  hepática	  en	  el	  momento	  de	  la	  primera	  evaluación.	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3.	  El	  score	  MELD	  (MELD;	  Model	  for	  end-­‐stage	  Liver	  Disease)	  
	   Este	  score	  fue	  inicialmente	  creado	  en	  la	  Clínica	  Mayo	  en	  el	  año	  2000	  con	  el	  fin	   de	   predecir	   supervivencia	   a	   corto	   plazo	   de	   pacientes	   sometidos	   a	   TIPS	   (22).	  Basado	   en	   un	   análisis	   de	   regresión	   de	   Cox,	   se	   encontró	   que	   cuatro	   variables	  estaban	  relacionadas	  de	  forma	  independiente	  y	  estadísticamente	  significativa	  con	  la	  supervivencia,	  siendo	  éstas	  la	  bilirrubina,	  creatinina,	  INR	  y	  la	  causa	  de	  la	  cirrosis	  (etílica	   y	   colestásica	   versus	   otras	   causas).	   De	   nuevo,	   un	   score	   introducido	   en	  principio	   con	   otro	   fin,	   saltó	   al	   campo	   del	   trasplante,	   ligeramente	   modificado	   y	  validado,	  para	  predecir	  mortalidad	  a	  tres	  meses	  en	  pacientes	  con	  cirrosis	  avanzada	  (26).	  En	  el	  desarrollo	  de	  la	  fórmula	  MELD,	  un	  coeficiente	  de	  regresión	  fue	  atribuido	  a	  cada	  variable,	  que	  refleja	  el	  peso	  que	  cada	  una	  de	  ellas	  tiene	  sobre	  la	  mortalidad.	  Después	   de	   la	   modificación	   de	   la	   UNOS,	   la	   causa	   de	   la	   cirrosis	   fue	   eliminada	   y	  sustituida	   por	   	   un	   valor	   constante,	   ya	   que	   se	   observó	   que	   ésta	   tenía	   un	  mínimo	  impacto	   en	   la	   precisión	   del	   modelo.	   Además	   para	   facilitar	   su	   uso,	   el	   score	   fue	  multiplicado	  por	  10	  y	  redondeado,	  dando	  como	  resultado	  la	  siguiente	  fórmula:	  	  	  	  
	  	  	  	  	  	  MELD	  =	  	  3.78[Ln	  Bilirrubina	  (mg/dL)]	  +	  11.2[Ln	  INR]	  +	  9.57	  [Ln	  Creatinina	  (mg/dL)]	  +	  6.43	   	  
	  
	   Este	   score	   fue	   probado	   en	   diferentes	   grupos	   de	   pacientes	   cirróticos	   y	  demostró	   que	   predice	   adecuadamente	   la	   mortalidad	   tanto	   en	   enfermos	  hospitalizados	  como	  ambulatorios,	  que	  el	  modelo	  es	  generalizable	  a	  pacientes	  con	  varias	   causas	   y	   severidad	   de	   la	   cirrosis	   y	   que	   es	   una	   escala	   útil	   para	   valorar	  supervivencia	  incluso	  a	  muy	  corto	  plazo.	  	  El	  principal	  objetivo	  de	  los	  scores	  pronósticos	  en	  los	  pacientes	  cirróticos	  es	  estimar	   la	  probabilidad	  de	  muerte	   en	  un	   intervalo	  de	   tiempo;	  no	  obstante,	   éstos	  también	   representan	   una	   estimación	   cuantitativa	   de	   la	   “reserva”	   en	   cuanto	   a	   la	  función	   hepática	   y	   la	   capacidad	   de	   soportar	   una	   cirugía	   u	   otra	   intervención	  terapéutica	  agresiva.	  Por	  tanto,	  también	  son	  útiles	  para	  abordar	  otros	  temas,	  como	  ayudar	  a	  decidir	  qué	  opción	   terapéutica	  es	   la	  más	  apropiada	  según	  el	   estado	  del	  paciente.	   A	   lo	   largo	   de	   los	   años,	   han	   surgido	   temas	   más	   complejos	   en	   los	   que	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también	   participan,	   como	   son	   la	   identificación	   del	   momento	   óptimo	   para	   el	  trasplante	  o	  la	  asignación	  de	  un	  injerto	  hepático	  a	  un	  determinado	  receptor.	  	  Así,	   desde	   Febrero	   de	   2002,	   la	   mayoría	   de	   los	   centros	   trasplantadores	  hepáticos	  en	  Estados	  Unidos	  adoptaron	  el	  score	  MELD	  como	  sistema	  de	  referencia	  para	  priorizar	  los	  órganos	  a	   los	  pacientes	  más	  enfermos	  en	  LE	  (27)	  quitándole	  el	  protagonismo	   al	   tiempo	   de	   espera	   y	   reemplazando	   al	   CPT.	   La	   zona	   del	  Eurotransplant	  lo	  incorporó	  en	  el	  2003	  y	  actualmente	  es	  usado	  en	  muchos	  países	  con	  el	  fin	  de	  gestionar	  la	  lista	  de	  espera	  del	  TH.	  	  
3.	  1.	  MELD	  y	  Trasplante	  Hepático.	  Aplicaciones	  prácticas	  Un	   año	   más	   tarde	   de	   la	   implantación	   del	   modelo	   MELD	   comenzaron	   a	  analizarse	  los	  resultados	  comparando	  los	  dos	  periodos,	  antes	  y	  después	  del	  MELD.	  	  
Efectos	  en	  la	  Lista	  de	  Espera	  	   La	   aplicación	   del	   modelo	   dio	   la	   oportunidad	   de	   valorar	  prospectivamente	  sus	  ventajas	  con	  respecto	  a	  los	  sistemas	  de	  priorización	  previos.	  En	  el	   año	   siguiente	   a	   la	   implantación	  del	  MELD	  se	  observó	  una	   reducción	  de	   las	  inclusiones	   en	   LE	   de	   un	   12%	   (28),	   especialmente	   entre	   los	   pacientes	   con	  puntuaciones	   de	   MELD	   más	   bajas.	   Esto	   se	   explica	   por	   la	   reducción	   de	   la	  importancia	  de	  incluir	  a	  los	  pacientes	  precozmente	  para	  acumular	  tiempo	  en	  LE	  y	  así	  poder	  acceder	  al	  trasplante.	  También	   hubo	   un	  menor	   índice	   de	   exclusiones	   de	   pacientes	   de	   la	   LE	   por	  gravedad	  de	  la	  enfermedad	  o	  exitus;	  sin	  embargo,	  la	  mortalidad	  en	  LE	  se	  redujo	  un	  3,5%	  aunque	  sin	  alcanzar	  significación	  estadística	  (p	  0.076)	  comparado	  con	  la	  era	  pre-­‐MELD	   (28).	  Esto	  quizá	   sea	  debido	  al	  mayor	  número	  de	   inclusiones	  en	  LE	  de	  pacientes	  con	  puntuaciones	  MELD	  más	  altas,	  por	   la	  nueva	  dinámica	  de	  ofrecer	  el	  trasplante	  a	  los	  candidatos	  más	  enfermos.	  Asimismo,	   se	   observó	   un	   incremento	   de	   un	   10,2%	   en	   la	   tasa	   global	   de	  trasplantes	   hepáticos	   procedentes	   de	   donantes	   cadavéricos.	   Probablemente	   esto	  se	  deba	  a	  la	  combinación	  de	  dos	  factores:	  por	  un	  lado,	  un	  aumento	  en	  el	  porcentaje	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de	   hígados	   usados,	   aceptando	   más	   órganos	   de	   donantes	   marginales;	   y	   por	   otra	  parte,	  	  a	  la	  disminución	  en	  cifras	  absolutas	  de	  los	  candidatos	  en	  LE.	  	  
Correlación	  con	  la	  Mortalidad	  en	  LE	  y	  Resultados	  pos-­‐trasplante	  El	   hecho	   más	   reconocido	   fue	   la	   precisión	   del	   modelo	   para	   predecir	   la	  mortalidad	  pre-­‐trasplante,	  ya	  que	  se	  demostró	  una	  relación	   lineal	  entre	  el	   riesgo	  relativo	   de	   morir	   en	   lista	   de	   espera	   y	   la	   	   puntuación	   MELD	   de	   los	   pacientes	  incluidos	  en	  lista	  entre	  Febrero	  de	  2002	  y	  Febrero	  de	  2003	  (Fig	  10).(29)	  
	  
Figura	  10.	  Correlación	  entre	  el	  MELD	  y	  la	  mortalidad	  en	  LE.	  	  	   	  Por	   el	   contrario,	   el	   MELD	   es	   un	   pobre	   predictor	   de	   los	   resultados	   de	  supervivencia	  postrasplante,	  excepto	  para	  valores	  muy	  extremos	  (MELD	  >	  35)	  (30-­‐32),	  ya	  que	  la	  supervivencia	  tanto	  del	  paciente	  como	  del	  injerto,	  dependen	  de	  otros	  muchos	  factores	  no	  relacionados	  con	  la	  situación	  del	  receptor,	  como	  son	  aquellos	  relacionados	   con	   el	   donante	   o	   con	   la	   técnica	   del	   trasplante	   en	   sí,	   que	   son	   datos	  desconocidos	  en	  el	  momento	  de	  la	  inclusión	  del	  paciente	  en	  LE.	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3.	  2.	  Limitaciones	  del	  MELD	  A	  pesar	  de	  las	  ventajas	  que	  se	  han	  enumerado	  de	  este	  modelo	  con	  respecto	  a	   los	   previos,	   también	   tiene	   algunas	   limitaciones,	   que	   han	   impedido	   que	   haya	  reemplazado	   por	   completo	   al	   CTP,	   sino	   que	  más	   bien	   son	   usados	   a	   diario	   en	   la	  práctica	  como	  scores	  complementarios.	  Los	   valores	   de	   laboratorio	   incluidos	   en	   la	   fórmula	   son	   teóricamente	  objetivos	   y	   no	   influenciados	   por	   la	   subjetividad	   del	   explorador,	   sin	   embargo	   es	  cierto	  que	  están	  sujetos	  a	  variabilidad	  dependiendo	  de	  cómo	  sean	  medidos	  y	  qué	  reactivo	  de	  laboratorio	  sea	  empleado,	  lo	  cual	  dificultaría	  la	  obtención	  de	  resultados	  homogéneos,	   conduciendo	   a	   desigualdades	   en	   la	   priorización	   de	   la	   LE	   (33).	   Por	  otro	   lado,	  en	   la	  práctica	  clínica	   	  algunas	  de	  estas	  variables,	  como	  la	  creatinina,	  se	  ven	  influenciadas	  por	  estados	  sépticos	  o	  acciones	  terapéuticas	  como	  los	  diuréticos.	  	  Con	  respecto	  a	  la	  bilirrubina	  sérica,	  es	  tema	  de	  controversia	  si	  su	  fracción	  directa	  sería	   mejor	   predictor	   de	   supervivencia	   que	   el	   valor	   total.	   Y	   también	   se	   ha	  cuestionado	  la	  precisión	  del	  INR,	  en	  lugar	  de	  otro	  parámetro,	  para	  representar	  el	  estado	   de	   coagulación	   de	   los	   pacientes	   cirróticos,	   ya	   que	   sabemos	   que	   la	  coagulopatía	  que	  se	  produce	  en	   los	  enfermos	  de	  hígado	  afecta	  a	  diferentes	  pasos	  de	   la	   cascada	  de	   la	   coagulación.	   Por	   otro	   lado,	   los	   niveles	   de	   creatinina	   son	  más	  bajos	  en	  las	  mujeres	  respecto	  a	  los	  hombres,	  lo	  que	  infravalora	  su	  MELD	  y	  con	  ello	  reduce	  sus	  posibilidades	  de	  acceso	  al	  trasplante	  (34).	   	   	   	  Todas	  estas	  fluctuaciones	  transitorias	  o	  no,	  en	  los	  valores	  de	  laboratorio	  tienen	  una	  influencia	  excesiva	  sobre	  el	   valor	   final	   MELD	   de	   un	   enfermo,	   que	   pueden	   sobreestimar	   o	   subestimar	   de	  forma	   inadecuada	   su	   puntuación,	   por	   lo	   que	   obliga	   a	   revisiones	   frecuentes	   para	  ajustar	  la	  prioridad	  en	  lista.	  	  	  Otra	  de	  las	  críticas	  al	  modelo	  es	  que	  no	  contempla	  complicaciones	  derivadas	  de	  la	  propia	  cirrosis,	  como	  son	  la	  ascitis,	  la	  encefalopatía	  hepática,	  el	  sangrado	  de	  varices	  por	  hipertensión	  portal	  o	  la	  peritonitis	  bacteriana	  espontánea;	  que	  son	  por	  sí	  solas	  predictoras	  de	  mortalidad	  en	  enfermos	  cirróticos	  (35,36).	  	  Un	   inconveniente	  más	  del	  modelo	  MELD	  es	  que	   tiene	  muy	  escasa	  utilidad	  para	   reflejar	   la	   gravedad	   de	   situaciones	   que	   tienen	   una	   función	   hepática	  conservada,	   pero	   que	   se	   benefician	   del	   TH	   y	   por	   tanto	   son	   candidatos	   a	   los	   que	  también	   hay	   que	   aplicar	   una	   priorización	   en	   LE.	   Entre	   ellos	   se	   encuentran	   los	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pacientes	   afectos	   de	   carcinoma	   hepatocelular	   (HCC),	   ascitis	   refractaria,	   prurito	  intratable,	   hemorragia	   digestiva	   por	   hipertensión	   portal,	   síndrome	   hepato-­‐pulmonar,	  poliquistosis	  hepática,	  fibrosis	  quística	  o	  síndrome	  de	  Budd-­‐Chiari	  entre	  otros.	   Estos	   procesos	   requieren	   otro	   sistema	   para	   ser	   priorizados	   distinto	   al	  baremo	  MELD	  (37).	  Se	   ha	   visto	   que	   el	   MELD	   no	   es	   un	   score	   fidedigno	   para	   predecir	  supervivencia	   en	   pacientes	   con	   infección	   por	   el	   virus	   de	   inmunodeficiencia	  humana	  (VIH),	  ya	  que	  tiende	  a	  sobreestimar	  su	  puntuación	  y	  accederían,	  por	  tanto,	  más	  fácilmente	  al	  TH	  (38).	  También	  parece	  que	  no	  es	  un	  score	  seguro	  para	  valorar	  la	  supervivencia	  de	  pacientes	   que	   se	   someten	   a	   un	   re-­‐trasplante,	   de	   hecho,	   éstos	   en	   general	   tienen	  peores	  resultados,	  en	  parte	  debido	  a	  dificultades	  técnicas	  en	  la	  cirugía	  (39).	  Otra	  desventaja	  que	   se	  ha	   achacado	  al	  MELD	  ha	   sido	   la	  dificultad	  para	   su	  cálculo	   debido	   a	   la	   transformación	   logarítmica	   de	   sus	   variables	   cuantitativas,	  requiriendo	  aparatos	  electrónicos	  para	  su	  valoración	  y	   limitando	  su	  uso	  a	  pie	  de	  cama	   del	   enfermo.	   A	   pesar	   de	   que	   esto	   se	   podría	   considerar	   obsoleto	   en	   la	  actualidad,	  dado	  el	  importante	  desarrollo	  tecnológico,	  lo	  cierto	  es	  que	  el	  CTP	  sigue	  siendo	  más	   fácil	   de	   usar	   y	   permite	   categorizar	   la	   severidad	   de	   un	   paciente	  más	  rápidamente	  y	  casi	  intuitivamente,	  gracias	  a	  sus	  estadios	  A,	  B	  y	  C	  (18).	  	  	  	  	  	  	  	  	  	  	  	  	  
	  	  
	   20	  
3.	  3.	  Alternativas	  al	  sistema	  MELD.	  Se	  han	  propuesto	  varios	  scores,	  derivados	  del	  MELD,	  para	  intentar	  mejorar	  su	   capacidad	  predictiva,	   bien	   añadiendo	  variables	   clínicas,	   como	   la	   encefalopatía	  hepática	  o	  ascitis,	  o	  parámetros	  de	  laboratorio	  como	  el	  sodio	  sérico.	  	  
a.	  MELD-­‐Na	  La	   hiponatremia	   dilucional	   es	   una	   complicación	   causada	   por	   el	   deterioro	  hemodinámico	   típico	   de	   la	   cirrosis	   avanzada.	   A	   menudo	   se	   asocia	   con	   ascitis	  refractaria,	   síndrome	   hepatorrenal	   y	   conlleva	   un	   incremento	   significativo	   de	   la	  mortalidad	  (40-­‐43).	  Aunque	   la	   tasa	   de	   mortalidad	   tiene	   una	   relación	   directa	   con	   el	   valor	   del	  MELD,	   un	  porcentaje	   importante	  de	   la	  mortalidad	  precoz	  de	  pacientes	   cirróticos	  ocurre	   con	   cifras	   de	   MELD	   bajas.	   Se	   ha	   visto	   que	   un	   rápido	   incremento	   de	   la	  puntuación	   MELD	   es	   mejor	   predictor	   de	   mortalidad	   que	   un	   valor	   absoluto	   del	  score	   (44,45).	   Por	   tanto,	   se	   necesitan	   mejores	   predictores	   para	   identificar	  pacientes	  con	  puntuaciones	  bajas	  de	  MELD	  con	  riesgo	  de	  deterioro	  clínico	  rápido.	  	  Heuman	   et	   al.	   (46)	   demostraron	   que	   la	   presencia	   simultánea	   de	   ascitis	  persistente	  e	  hiponatremia,	  es	  predictor	  independientes	  de	  mortalidad	  a	  6	  meses,	  especialmente	  en	  pacientes	  con	  MELD	  inferior	  a	  21.	  Un	  año	  más	  tarde,	  Biggins	  et	  al.	  (47)	  publicaron	  que	  un	  valor	  de	  sodio	  sérico	  inferior	  a	  126	  mEq/L	  en	  pacientes	  en	  LE	  para	  TH	  constituye	  un	  predictor	  independiente	  de	  mortalidad	  a	  3	  y	  6	  meses.	  Y	  Ruf	  et	  al.	  (48)	  vieron	  que	  una	  hiponatremia	  (Na≤130	  mEq/L)	  es	  mejor	  predictor	  de	   supervivencia	  que	  el	  MELD	  solo.	  Parece	  que	   la	  hiponatremia	  es	  más	  precoz	  y	  sensible	   que	   la	   creatinina	   para	   identificar	   un	   subgrupo	   de	   cirróticos	   con	   peor	  pronóstico	  y	  necesidad	  precoz	  de	  TH.	  	  En	  otro	  estudio,	  Londoño	  et	  al.	   (49)	  encontraron	  que	   la	   incorporación	  del	  sodio	  sérico	  a	  la	  fórmula	  MELD	  no	  mejoró	  significativamente	  la	  precisión	  del	  score	  para	  predecir	  supervivencia	  a	  los	  3	  y	  12	  meses	  de	  la	  inclusión	  en	  LE;	  aunque	  si	  se	  demostró	   una	   relación	   lineal	   entre	   la	   hiponatremia	   y	   la	   tasa	   de	   mortalidad,	   de	  manera	  que	  el	  riesgo	  de	  muerte	  aumenta	  un	  12%	  por	  cada	  unidad	  de	  descenso	  en	  la	  concentración	  de	  sodio	  sérico,	  para	  valores	  entre	  120	  y	  135	  mEq/L.	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Teniendo	   en	   cuenta	   estos	   resultados,	   Biggins	   (50)	   y	   más	   tarde	   Kim	   (51)	  propusieron	  un	  score	  llamado	  MELD-­‐Na,	  en	  el	  que	  integraron	  el	  sodio	  sérico	  en	  la	  tradicional	  fórmula	  MELD,	  sugiriendo	  que	  proporciona	  una	  mejor	  predicción	  de	  la	  mortalidad	   a	   corto	   plazo	   en	   pacientes	   en	   LE	   para	   TH.	   La	   fórmula	   queda	   de	   la	  siguiente	  manera:	  	   MELD-­‐Na−(0.025)×MELD×(140−Na)+140	  	   	  En	   este	   último	   estudio	   se	   demostró	   que	   la	   hiponatremia	   es	   un	   factor	  independiente	  del	  riesgo	  de	  mortalidad,	  especialmente	  entre	  valores	  de	  Na	  de	  125	  y	   140	   mmol/L.	   Además,	   para	   pacientes	   con	   Na	   >	   135mmol/L,	   el	   MELD-­‐Na	   fue	  prácticamente	   igual	   que	   el	   score	   MELD.	   Por	   otra	   parte,	   para	   candidatos	   con	   un	  	  MELD	  mayor	  de	  30,	  el	  efecto	  de	   la	  hiponatremia	  no	   tuvo	  mucha	   influencia	  en	  su	  pronóstico.	   Sin	   embargo,	   es	   para	   pacientes	   con	   cifras	   bajas	   de	   MELD	   e	  hiponatremia,	  donde	  el	  nuevo	  score	  predice	  mucho	  mejor	  la	  supervivencia	  que	  el	  MELD	  solo.	  Este	  estudio	  concluye	  que	  el	  23%	  de	  los	  pacientes	  que	  murieron	  en	  los	  primeros	   tres	   meses	   de	   su	   inclusión,	   el	   MELD	   y	   el	   MELD-­‐Na	   habrían	   sido	   lo	  suficientemente	  diferentes	  como	  para	  modificar	  la	  priorización	  en	  la	  asignación	  de	  órganos	  y	  estiman	  que	  un	  7%	  de	  esas	  muertes	  podrían	  haberse	  evitado	  usando	  el	  MELD-­‐Na.	  	  	  
b.	  i-­‐MELD	  Este	  nuevo	  escore	  que	  tiene	  en	  cuenta	  la	  edad,	  el	  sodio	  sérico	  y	  el	  MELD	  fue	  propuesto	  por	  Luca	  et	  al.	   (52).	  Este	  baremo	  fue	   inicialmente	  creado	  para	  valorar	  supervivencia	   de	   pacientes	   cirróticos	   sometidos	   de	   forma	   electiva	   a	   TIPS	   y	  posteriormente	   validado	   en	   una	   cohorte	   retrospectiva	   de	   451	   pacientes	   con	  cirrosis	  en	  LE	  para	  TH.	  Según	  los	  datos	  publicados,	  el	  i-­‐MELD	  fue	  superior	  al	  MELD	  en	  predecir	  la	  supervivencia	  a	  los	  3,	  6	  y	  12	  meses	  de	  los	  pacientes	  incluidos.	  Este	  estudio	   también	   demuestra	   que	   la	   edad	   y	   el	   sodio	   sérico	   son	   predictores	  independientes	  de	  mortalidad.	  Una	  limitación	  importante	  de	  este	  estudio	  fue	  que	  se	  incluyeron	  pacientes	  con	  HCC,	  ya	  que	  sabemos	  que	  a	  igualdad	  de	  puntuaciones	  de	  MELD	  un	  paciente	  con	  HCC	  tiene	  peor	  supervivencia	  que	  aquel	  que	  no	  tiene	  el	  tumor.	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Más	  tarde	  Huo	  et	  al.	  (53),	  llevaron	  a	  cabo	  un	  estudio	  en	  el	  que	  se	  incluyeron	  825	  pacientes	  cirróticos	  para	  comparar	  distintos	  baremos,	  demostrando	  que	  tanto	  el	  i-­‐MELD	  como	  en	  MELD-­‐Na	  son	  superiores	  que	  el	  tradicional	  MELD	  para	  predecir	  supervivencia	  a	  corto	  plazo.	  Recientemente	  se	  ha	  publicado	  un	  estudio	  que	  valora	  la	  capacidad	  y	  calidad	  en	  la	  predicción	  de	  la	  mortalidad	  a	  90	  días	  en	  pacientes	  en	  LE	  de	  TH,	  del	  sistema	  MELD	  y	  sus	  derivados.	  Este	  estudio	  en	  el	  que	  se	  incluyeron	  818	  pacientes	  en	  LE	  muestra	  que	  el	   i-­‐MELD	  presenta	  mejor	   rendimiento	  que	   los	  demás	  en	  dicha	  predicción,	  con	  un	  área	  bajo	  la	  curva	  ROC	  de	  0,798,	  superando	  al	  
score	  MELD,	  por	   lo	  que	  concluye	  que	  el	   i-­‐MELD	  podría	   ser	  una	  herramienta	  más	  fiable	  que	  el	  MELD	  a	  la	  	  hora	  de	  estimar	  la	  urgencia	  del	  trasplante	  (54).	  Una	  limitación	  común	  de	  todos	  estos	  estudios	  referentes	  al	  MELD-­‐Na	  y	  al	  i-­‐MELD	  es	  que	  su	  eficacia	  fue	  validada	  en	  estudios	  retrospectivos,	  en	  pacientes	  que	  ya	  fueron	  categorizados	  por	  el	  CTP	  y/o	  el	  MELD.	  
	  
c.	  UKELD	  Las	  unidades	  de	  trasplante	  hepático	  del	  Reino	  Unido	  describieron	  el	  UKELD	  (United	  kingdom	  Model	  for	  end-­‐stage	  liver	  disease).	  Este	  score	  incluye	  bilirrubina	  sérica,	  INR,	  creatinina	  y	  sodio	  sérico	  y	  se	  calcula	  mediante	  la	  siguiente	  fórmula:	  (5.395	  x	  Ln	  INR)+(1.485	  x	  Ln	  Creatinina)+	  (3.13	  x	  Ln	  Bilurrubina)	  –	  (81.565	  x	  Ln	  Na)	  +435	  	  	  Este	  modelo	  fue	  incorporado	  en	  el	  año	  2008	  y	  se	  desarrolló	  a	  partir	  de	  un	  análisis	  de	  1103	  pacientes	  y	  validado	  en	  una	  cohorte	  prospectiva	  de	  452	  pacientes.	  Este	   estudio	   tiene	   una	   limitación	   importante	   ya	   que	   su	   modelo	   prospectivo	   fue	  aplicado	  en	  dos	  poblaciones	  diferentes	  (trasplantados	  y	  no	  trasplantados)	  (55).	  En	  el	  Reino	  Unido,	  un	  paciente	  es	  candidato	  al	  trasplante	  hepático	  cuando	  tiene	  una	  puntuación	  en	  el	  score	  UKELD	  (United	  Kingdom	  Model	  for	  End-­‐Stage	  Liver	  Disease)	  ≥49,	  lo	  que	  traduce	  una	  probabilidad	  de	  morir	  al	  año	  superior	  al	  9%	  por	  su	  enfermedad	  hepática	  sin	  el	  trasplante.	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d.	  Delta	  MELD	  Este	   escore	   se	   basa	   en	   el	   hecho	   de	   que	   un	   empeoramiento	   rápido	   de	   la	  función	   hepática	   tiene	   un	   valor	   pronóstico	   muy	   importante.	   El	   ΔMELD	   (Delta	  MELD)	  ha	  sido	  definido	  como	  la	  diferencia	  entre	  el	  score	  MELD	  calculado	  en	  dos	  momentos	  diferentes	  en	  el	  tiempo.	  La	  tasas	  de	  aumento	  en	  el	  ΔMELD	  se	  calculan	  dividiendo	   su	   valor,	   entre	   el	   intervalo	   en	   meses	   entre	   la	   primera	   y	   la	   segunda	  determinación.	   De	   esta	   forma,	   el	   ΔMELD	   sería	   capaz	   de	   medir	   los	   cambios	  dinámicos	  de	   función	  hepática.	  La	   tasa	  de	   incremento	  de	  su	  valor	  es	  más	  alta	  en	  pacientes	  con	  cirrosis	  descompensada	  (56).	  	  Merion	  et	  al	  (44)	   llevaron	  a	  cabo	  un	  estudio	  prospectivo	  en	  760	  pacientes	  en	  LE	  para	  TH	  para	  valorar	  la	  capacidad	  predictiva	  de	  mortalidad	  de	  los	  cambios	  del	  MELD.	  Concluyeron	  que	  la	  magnitud	  y	  la	  dirección	  de	  cambio	  en	  el	  ΔMELD	  en	  los	  30	  días	  previos	  fue	  un	  predictor	  de	  mortalidad	  independiente.	  En	  este	  estudio,	  los	  pacientes	  con	  un	  ΔMELD	  mayor	  de	  5	  en	  30	  días	  tuvieron	  tres	  veces	  más	  riesgo	  de	   morir	   en	   LE	   que	   aquellos	   con	   cifras	   de	   MELD	   más	   estables	   (p<0.0001).	  Concluyeron	   que	   el	   ΔMELD	   refleja	   la	   progresión	   de	   la	   enfermedad	   hepática	   a	   lo	  largo	   del	   tiempo	   y	   por	   tanto,	   	   determinaciones	   seriadas	   del	   MELD	   predicen	   de	  forma	  más	  precisa	  el	  riesgo	  de	  mortalidad	  en	  LE	  que	  una	  única	  medida.	  Sin	   embargo,	   la	   eficacia	   del	   ΔMELD	   para	   predecir	   supervivencia	   es	  controvertida.	   	   Bambha	   et	   al.	   (57)	   analizando	   una	   cohorte	   retrospectiva	   de	   861	  pacientes,	   pusieron	   de	  manifiesto	   que	   el	   MELD	   tradicional	   es	   más	   eficaz	   que	   el	  ΔMELD	  para	  predecir	  mortalidad	  en	  LE.	  Una	  de	  las	  principales	  limitaciones	  de	  los	  estudios	  del	  ΔMELD,	  es	  la	  falta	  de	  un	   intervalo	  de	   tiempo	  definido	  entre	   la	  primera	  y	   la	  segunda	  determinación	  del	  MELD.	   Además	   la	   cohorte	   de	   estos	   estudios	   que	   valoran	   el	   ΔMELD	   son	   todos	  pacientes	  ya	  incluidos	  en	  LE,	  según	  el	  CTP	  y/o	  el	  MELD.	  	  
e.	  MELD-­‐XI	  En	   ciertas	   situaciones	   clínicas	   como	   el	   síndrome	   de	   Budd-­‐Chiari	   u	   otros	  síndromes	   trombofílicos,	   los	   pacientes	   reciben	   tratamientos	   anticoagulantes	   que	  interfieren	  con	  el	  valor	  del	  INR	  y	  por	  tanto	  modifican	  y	  sobreestiman	  la	  puntuación	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final	  del	  MELD.	  Para	  intentar	  abordar	  este	  problema,	  Heuman	  et	  al.	  (58)	  intentaron	  adaptar	   el	   baremo	   MELD	   	   y	   propusieron	   una	   alternativa	   omitiendo	   el	   INR.	   La	  nueva	  fórmula	  propuesta	  es:	  MELD-­‐XI	  =	  5.11	  Ln	  Bilirrubina	  +	  11.76	  Ln	  Creatinina	  +	  9.44	  En	   este	   estudio	   concluyeron	   que	   el	   MELD-­‐XI	   tiene	   una	   precisión	   muy	  aproximada	   al	   MELD	   para	   predecir	   supervivencia	   a	   corto	   plazo	   en	   pacientes	  cirróticos	   tratados	   con	   anticoagulantes	   orales.	   Sin	   embargo,	   otros	   estudios	  posteriores	  han	  cuestionado	  la	  validez	  de	  esta	  ecuación	  y	  proponen	  añadir	  uno	  o	  más	  de	  un	  parámetro	  de	  coagulación	  para	  mejorar	  la	  eficacia	  del	  baremo.	  	  	  
f.	  MELD	  modificado	  por	  género	  Las	  mujeres	  cirróticas	  generalmente	  tienen	  una	  tasa	  de	  filtrado	  glomerular	  más	  baja	  que	  los	  hombres	  con	  valores	  similares	  de	  creatinina	  (59).	  Huo	  et.	  Al	  (60)	  propusieron	   un	   score	   (Cr	   MELD)	   que	   corrige	   el	   valor	   de	   la	   creatinina	   según	   el	  género,	   para	   equiparar	   el	   valor	   final	   del	   MELD	   entre	   hombres	   y	   mujeres.	   Su	  eficacia	  es	   fiable	  para	  predecir	  supervivencia	  a	  medio	  plazo	  (9	  y	  12	  meses),	  pero	  no	  a	  corto	  plazo	  (3	  meses).	  	  
g.	  Updated	  MELD	  Un	   candidato	   a	   TH	   con	   una	   leve	   disfunción	   hepática	   y	   una	   marcada	  insuficiencia	  renal	  	  puede	  tener	  una	  puntuación	  MELD	  más	  alta	  que	  otro	  candidato	  con	   una	   insuficiencia	   hepática	   severa	   y	   función	   renal	   normal.	   Basados	   en	   este	  hecho,	   Sharma	   et	   al.	   (61)	   llevaron	   a	   cabo	   un	   estudio	   con	   casi	   40000	   pacientes	  incluidos,	  para	  re-­‐evaluar	  el	  peso	  de	  cada	  una	  de	  las	  variables	  en	  la	  fórmula	  MELD	  y	  comparar	   resultados.	  Los	  autores	  propusieron	  una	  modificación	  de	   la	  ecuación	  tradicional,	  a	  la	  que	  llamaron	  UPdated	  MELD,	  la	  cual	  asigna	  menor	  importancia	  a	  la	  creatinina	  e	  INR	  y	  mayor	  peso	  al	  valor	  de	  la	  bilirrubina.	  El	  resultado	  de	  la	  fórmula	  es	  el	  siguiente:	  Updated	  MELD=1.266	  loge	  (1+creatinina)	  +	  0.939	  loge	  (1+bilirrubina)	  +1.658	  loge	  (1+NR)	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DONANTES	  SUBÓPTIMOS,	  MARGINALES,	  DE	  ALTO	  RIESGO:	  
DONANTES	  CON	  CRITERIOS	  EXTENDIDOS	  (ECD)	  A	   pesar	   del	   aumento	   progresivo	   del	   índice	   de	   donación	   de	   órganos,	   y	   de	  haberse	   logrado	   una	   reducción	   del	   porcentaje	   de	   negativas	   a	   los	   mismos,	   el	  número	  de	  órganos	  sigue	  resultando	   insuficiente,	  con	  el	  consiguiente	   incremento	  del	   tiempo	   en	   lista	   de	   espera	   y	   la	  mortalidad	   en	   la	  misma.	   Éste	   es	   un	   problema	  común	  a	  todos	  los	  países	  con	  programas	  de	  TH.	  El	  “donante	  ideal”	  que	  se	  identificaba	  como	  una	  persona	  joven	  fallecida	  por	  una	  lesión	  cerebral,	  con	  una	  función	  hepática	  normal	  y	  estancia	  corta	  en	  la	  Unidad	  de	   Cuidados	   Intensivos	   representa	   en	   la	   actualidad	   una	   escasa	   proporción	   de	   la	  población	  donante.	  	  Para	   incrementar	   el	   número	   de	   donantes	   se	   han	   utilizado	   diferentes	  estrategias	   a	   lo	   largo	   de	   los	   años:	   mejorar	   la	   coordinación,	   campañas	   de	  información	   y	   concienciación	   ciudadana,	   utilización	   de	   órganos	   procedentes	   de	  donantes	   vivos,	   en	   asistolia,	   injertos	   reducidos…	   Pero	   a	   pesar	   de	   todas	   estas	  medidas,	   persiste	   la	   escasez	   de	   órganos	   por	   lo	   que	   se	   han	   buscado	   otras	  alternativas.	  Los	  estrictos	  criterios	  	  para	  la	  donación	  hepática	  en	  los	  comienzos	  se	  han	  convertido	  lentamente	  en	  más	  liberales,	  y	  se	  han	  comenzado	  a	  utilizar	  injertos	  marginales	   o	   subóptimos,	   es	   decir	   aquellos	   órganos	   con	   factores	   de	   riego	  adicionales	  que	  pueden	  influir	  en	  los	  resultados	  post-­‐trasplante,	  condicionando	  un	  mayor	   riesgo	   de	   disfunción	   primaria	   del	   injerto.	   Estos	   donantes	   con	   criterios	  extendidos,	  exigen	  por	  tanto	  una	  cuidadosa	  valoración	  tanto	  del	  donante	  como	  del	  receptor.	  El	   término	   disfunción	   primaria	   del	   injerto	   (DPI)	   hace	   referencia	   a	   todos	  aquellos	   hígados	   que	   funcionan	   mal	   desde	   el	   postoperatorio	   inmediato,	  independientemente	   de	   que	   ello	   ocasione	   o	   no	   la	   muerte	   del	   paciente.	   Se	  distinguen	  dos	  grupos(62,63):	  “pobre	  función	  inicial	  del	  injerto”,	  cuando	  el	  hígado	  logra	  mantener	   una	   función	   suficiente	   para	   evitar	   la	  muerte	   del	   paciente,	   y	   “no	  función	  primaria	  del	  injerto”	  o	  “fallo	  primario	  del	  injerto”	  (FPI),	  cuando	  el	  hígado	  no	   logra	  mantener	   con	   vida	   al	   paciente	   y	   precisa	   un	   retrasplante	   urgente	   en	   el	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primer	   mes	   post-­‐trasplante;	   aunque	   también	   habría	   que	   incluir	   aquellas	  situaciones	  que	  pueden	  condicionar	  una	  pérdida	  tardía	  del	  injerto	  (64).	  Además	   de	   factores	   propios	   del	   donante,	   la	   severidad	   de	   la	   disfunción	  hepática,	   también	   está	   influenciada	   por	   la	   lesión	   de	   preservación	   como	  consecuencia	   de	   la	   falta	   de	   flujo	   sanguíneo	   y	   la	   consiguiente	   deprivación	   de	  oxígeno	   tisular.	   Este	   daño	   puede	   agravarse	   tras	   el	   restablecimiento	   de	   la	  circulación	  de	  la	  sangre	  provocando	  las	  llamadas	  lesiones	  de	  isquemia-­‐reperfusión	  (IR);	  por	  tanto,	  en	  la	  DPI	  también	  influirán	  factores	  relacionados	  con	  la	  extracción	  del	  órgano,	  su	  preservación	  y	  su	  implante.	  	  La	  lesión	  por	  IR	  determina	  el	  fracaso	  precoz	  del	  injerto	  en	  la	  mayoría	  de	  los	  casos,	  y	  puede	  afectar	  a	  la	  evolución	  posterior	  del	  injerto	  al	  aumentar	  la	  incidencia	  de	  rechazo	  celular	  agudo	  y	  crónico	  (65).	  Factores	  relacionados	  con	  el	  donante,	   la	  técnica	  quirúrgica	  y	  el	  receptor	  contribuyen	  al	  desarrollo	  de	   la	   lesión	  por	  IR.	  Por	  ejemplo,	   se	   sabe	   que	   los	   donantes	   con	   criterios	   expandidos,	   como	   aquellos	   con	  esteatosis	  hepática,	  son	  mucho	  más	  susceptibles	  a	  la	  lesión	  por	  IR	  (66).	  El	  uso	  de	  donantes	  con	  criterios	  expandidos	  fue	  difundido	  por	  primera	  vez	  en	   1987	   (67)	   y	   desde	   ese	   momento	   han	   sido	   usados	   por	   todos	   los	   equipos	   de	  trasplante.	  La	  utilización	  de	  órganos	  cada	  vez	  más	  extendida	  ha	  sido	  paralela	  a	  la	  progresiva	   escasez	   de	   donantes	   de	   órganos.	   Varios	   estudios	   han	   analizado	  múltiples	  potenciales	  factores	  de	  riesgo	  como	  son:	  donantes	  de	  edad	  avanzada,	  con	  esteatosis	   hepática,	   en	   asistolia,	   con	   altos	   niveles	   plasmáticos	   de	   sodio,	   tratados	  con	   fármacos	   vasoactivos,	   obesos,	   estancias	   prolongadas	   en	   UCI,	   injertos	  parciales/splits…	  Sin	  embargo,	  actualmente	  no	  hay	  consenso	  sobre	  cuáles	  son	  los	  factores	   que	   definen	   un	   injerto	   marginal,	   lo	   cual	   sería	   crucial	   para	   evitar,	   en	   la	  medida	  de	   lo	   posible,	   los	   riesgos	  que	   conlleva	  para	   el	   receptor	   y	   el	   consiguiente	  consumo	  de	  órganos	  (68).	  	  El	  término	  donante	  subóptimo	  o	  marginal	  es	  peyorativo,	  toda	  vez	  que	  estos	  donantes	  han	  demostrado	  tener	  resultados	  similares	  a	   los	  “óptimos”	  en	  términos	  de	   supervivencia	   o	   han	   evitado	   la	   muerte	   en	   lista	   de	   espera.	   Por	   esta	   razón,	   la	  comunidad	  científica	  ha	  abandonado	  estos	  descalificativos,	  adoptando	  el	   término	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general	   de	   “donantes	   con	   criterios	   extendidos,	   /ECD),	   que	   no	   incluye	   ninguna	  valoración	  subjetiva.	  	  
FACTORES	  DE	  RIESGO	  DEL	  DONANTE	  Y	  DEL	  TRASPLANTE	  
1.	  ESTEATOSIS	  HEPÁTICA	  La	  esteatosis	  es	   considerada	  un	   factor	  de	   riesgo	  crucial	  para	   la	  disfunción	  del	   injerto	   hepático	   (69,70).	   Desde	   el	   punto	   de	   vista	   histológico,	   podemos	  diferenciar	  la	  esteatosis	  en	  macrovesicular	  y	  microvesicular,	  si	  bien	  con	  frecuencia	  coexisten	  ambas	  morfologías.	  La	  esteatosis	  macrovesicular	  se	  caracteriza	  por	  una	  gran	   vacuola	   citoplasmática	   que	   desplaza	   al	   núcleo,	   mientras	   que	   en	   la	  microvesicular	   aparecen	   microvacuolas	   grasas	   en	   el	   citoplasma	   del	   hepatocito,	  generalmente	  de	  menor	  tamaño	  que	  el	  núcleo	  y	  sin	  desplazarlo	  (71).	  Según	   el	   porcentaje	   de	   hepatocitos	   afectos,	   se	   clasifica	   como	   leve	   si	   es	  menor	  del	  30%,	  moderada	  entre	  el	  30	  y	  el	  60%	  y	  grave	  si	  están	  afectados	  más	  del	  60%	  de	  los	  hepatocitos	  (72).	  La	  valoración	  inicial	  del	  grado	  de	  esteatosis	  se	  hace	  mediante	   inspección	   visual	   y	   palpación	   del	   hígado	   por	   el	   cirujano	   extractor,	   sin	  embargo,	   la	   biopsia	   y	   el	   examen	   microscópico	   es	   el	   “gold	   estándar”	   para	   esta	  evaluación	  (73,74).	  	  	  La	   esteatosis	   se	   ha	   asociado	   con	   disfunción	   	   y	   fallo	   primario	   del	   injerto,	  estableciéndose	   una	   relación	   entre	   el	   grado	   y	   tipo	   de	   esteatosis.	   La	   esteatosis	  microvesicular,	  independientemente	  del	  grado,	  no	  se	  asocia	  a	  un	  mayor	  riesgo	  de	  fallo	  primario	  del	  injerto,	  por	  lo	  que	  no	  se	  considera	  una	  contraindicación	  para	  la	  donación.	   Sin	   embargo,	   si	   existe	   relación	   entre	   la	   esteatosis	  macrovesicular	   y	   la	  incidencia	  de	  fallo	  primario.	  Los	  injertos	  con	  esteatosis	  macrovesicular	  leve	  tienen	  resultados	  de	  supervivencia	  a	  los	  5	  años	  similares	  a	  los	  de	  hígados	  no	  esteatósicos	  (75).	  	   Los	  injertos	  moderadamente	  esteatósicos	  se	  han	  considerado	  clásicamente	  como	  injertos	  marginales	  porque	  estos	  órganos	  se	  han	  asociado	  en	  la	  literatura	  a	  un	  mal	  resultado	  clínico,	  especialmente	  cuando	  se	  asocian	  otros	  factores	  de	  riesgo	  adicionales	  como	  la	  isquemia	  fría	  prolongada	  o	  la	  edad	  avanzada	  del	  donante.	  Este	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argumento	   ya	   fue	   apoyado	   en	   el	   año	   1991	   por	   Adam	   y	   sus	   colaboradores	   al	  demostrar	   que	   el	   uso	   de	   estos	   injertos	   esteatósicos	   en	   indicaciones	   urgentes	  reduce	  la	  supervivencia	  del	  paciente	  (73).	  	  	  Estudios	  más	  recientes	  sobre	  la	  asignación	  de	  hígados	  esteatósicos	  usando	  el	  modelo	  MELD	  sugieren	  que	  la	  supervivencia	  en	  receptores	  de	  bajo	  riesgo	  (MELD	  ≤	   9)	   no	   se	   ve	   alterada	   con	   el	   uso	   de	   injertos	   esteatósicos,	   excepto	   aquellos	   con	  esteatosis	   superior	   al	   60%.	  En	  2005	  Briceño	  y	   colaboradores	  publicaron	  que	   los	  injertos	   con	   infiltración	   grasa	   entre	   un	   30-­‐60%	   pueden	   ser	   utilizados	   con	  seguridad	   en	   los	   receptores	   de	   bajo	   riesgo	   (MELD	   10-­‐19),	   mientras	   que	   estos	  órganos	   deben	   ser	   rechazados	   en	   candidatos	   con	   una	   alta	   puntuación	   MELD	  (MELD	  ≥	  20)	  (76).	  Años	  más	  tarde	  estos	  resultados	  han	  sido	  corroborados	  en	  un	  estudio	   suizo	   llevado	   a	   cabo	   por	  Dutkowski	   y	   colaboradores	   publicado	   en	   2012.	  Este	   grupo	   desarrolló	   previamente	   el	   score	   BAR,	   que	   incluía	   6	   variables	   del	  donante	  y	  una	  del	  receptor,	  para	  predecir	  supervivencia	  post-­‐trasplante	  hepático.	  En	  este	  nuevo	  estudio	   integraron	   la	   esteatosis	  del	   injerto	  en	  el	  modelo.	   Según	   la	  morbi/mortalidad	   después	   del	   trasplante	   se	   establecieron	   tres	   subgrupos	   de	  riesgo	  dependiendo	  de	  la	  puntuación	  BAR:	  de	  0	  a	  9,	  de	  9	  a	  18	  y	  >	  18.	  Estos	  autores	  concluyeron	  que	  los	  injertos	  con	  microesteatosis	  o	  	  esteatosis	  macrovesicular	  leve	  pueden	  ser	  aceptados	  cuando	  la	  suma	  del	  riesgo	  BAR	  no	  supere	  los	  18	  puntos,	  sin	  disminuir	   la	   tasa	  de	  supervivencia.	  Sin	  embargo,	  el	  uso	  de	   injertos	  con	  esteatosis	  mayor	  del	  30%,	  está	  justificado	  sólo	  en	  casos	  de	  una	  puntuación	  BAR	  entre	  0	  y	  9,	  ya	  que	  en	  este	  grupo	   los	   resultados	  son	  comparables	  con	   los	  de	  menor	  grado	  de	  macroesteatosis,	  aumentando	  la	  morbi/mortalidad	  al	  emplearlos	  en	  puntuaciones	  de	  BAR	  mayores	  de	  9	  (75).	  Estos	  resultados	  se	  ajustan	  bien	  a	  la	  estrategia	  aplicada	  intuitivamente	  por	  muchos	  cirujanos	  de	  trasplante	  de	  usar	  injertos	  esteatósicos	  sólo	  para	  receptores	  en	  una	  situación	  clínica	  relativamente	  buena,	  por	  ejemplo	  pacientes	  cirróticos	  con	  carcinoma	   hepatocelular	   que	   tienen	   un	  MELD	  menor	   de	   25,	   y	   evitan	   usarlos	   en	  receptores	   con	   fallo	   hepático	   fulminante	   o	   en	   el	   contexto	   de	   un	   re-­‐trasplante	  (77,78).	  Esta	  estrategia	  está	  basada	  en	  la	  justificación	  de	  que	  los	  receptores	  menos	  enfermos	   podrían	   tolerar	   mejor	   una	   pobre	   función	   inicial	   del	   injerto	   o	  complicaciones	  postquirúrgicas	  mayores	  (79,80).	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Con	   respecto	   a	   los	   receptores	   con	   el	   virus	   de	   la	   hepatitis	   C	   positivo	  resultados	   contradictorios	   han	   sido	   divulgados.	   Burra	   y	   sus	   colaboradores	  publicaron	  en	  2009	  que	  los	  injertos	  esteatósicos	  no	  parecen	  agravar	  la	  progresión	  de	   la	   fibrosis	   ni	   afectan	   negativamente	   a	   la	   supervivencia	   a	   tres	   años	   en	   estos	  receptores	   (81).	   Sin	   embargo,	   son	  más	   los	   estudios	  que	  han	  demostrado	  que	   los	  injertos	  con	  esteatosis	  moderada	  tienen	  peores	  resultados	  en	  los	  receptores	  VHC	  +.	  La	  evolución	  a	  la	  fibrosis	  es	  mayor	  y	  más	  precoz	  al	  utilizar	  injertos	  con	  esteatosis	  mayor	  del	  30%	  (82,83).	  	  
2.	  EDAD	  AVANZADA	  A	  partir	  de	  los	  50	  años,	  de	  forma	  fisiológica,	  el	  hígado	  experimenta	  atrofia,	  que	   se	   traduce	   en	   una	   progresiva	   pérdida	   de	   peso,	   disminución	   del	   número	   de	  hepatocitos	   y	   aumento	   de	   tamaño	   del	   órgano	   de	   forma	   compensatoria.	   Para	   un	  individuo	   sano	   no	   se	   producen	   alteraciones	   funcionales	   significativas,	   pero	  probablemente	   estos	   hígados	   añosos	   presenten	   una	   respuesta	   peor	   ante	   la	  agresión	  que	  supone	  un	  trasplante	  (84).	  	  A	  principios	  de	  la	  década	  de	  1990	  sólo	  el	  10%	  de	  los	  donantes	  sobrepasaba	  los	  60	   años.	   Progresivamente,	   con	   la	   intención	  de	   aumentar	   el	   pool	   de	  donantes	  ante	   la	   escasez	   de	   órganos,	   se	   ha	   ido	   incrementando	   el	   número	   de	   donantes	   de	  edad	   avanzada,	   situándose	   en	   la	   actualidad	   por	   encima	   del	   40%.	   Actualmente	  existen	  en	  la	  literatura	  casos	  de	  donantes	  de	  hasta	  87	  años	  con	  buenos	  resultados	  pos-­‐trasplante	  (85).	  Múltiples	  estudios	  han	  comparado	  los	  resultados	  del	  trasplante	  hepático	  al	  utilizar	  donantes	  de	  edad	  avanzada	  versus	  jóvenes.	  La	  mayoría	  de	  ellos	  concluyen	  que	   en	   la	   actualidad	   no	   puede	   rechazarse	   un	   injerto	   por	   la	   edad	   del	   donante,	   si	  bien	  es	  necesario	  realizar	  una	  valoración	  cuidadosa	  para	  excluir	  la	  adición	  de	  otros	  factores	  de	  mal	  pronóstico.	  	  Anderson	   et	   al.	   compararon	   resultados	   pos-­‐trasplante	   en	   dos	   grupos	  basados	  en	   la	   edad	  de	   los	  donantes:	  ≥	  60	  y	  <	  60	  años.	   	  Ellos	   concluyeron	  que	   la	  edad	  por	  sí	  sola	  no	  afecta	  negativamente	  a	  los	  resultados	  en	  el	  receptor,	  ya	  que	  ni	  la	   supervivencia	   del	   injerto	   ni	   la	   del	   receptor	   se	   vieron	   significativamente	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disminuidas	  en	  el	  grupo	  de	  mayor	  edad.	  También	  apuntan	  que	  una	  reducción	  en	  el	  tiempo	   de	   isquemia	   fría	   mejoró	   de	   forma	   significativa	   los	   resultados	   de	   los	  receptores	  trasplantados	  con	  donantes	  añosos	  (86).	  
	   Otro	   grupo	   alemán	   encabezado	   por	   Faber	   también	   estudió	   los	   resultados	  del	   trasplante	   dependiendo	   de	   la	   edad	   del	   donante.	   En	   este	   trabajo	   el	   punto	   de	  corte	  fueron	  los	  70	  años	  y	  no	  encontraron	  diferencias	  significativas	  en	  la	  incidencia	  de	   no	   función	   primaria,	   ni	   complicaciones	   quirúrgicas,	   rechazo	   o	   tasa	   de	  mortalidad	  a	  los	  12	  meses;	  sin	  embargo,	  el	  grupo	  de	  donantes	  por	  encima	  de	  los	  70	  años	  presentó	  una	  tasa	  más	  alta	  de	  lesión	  isquémica	  de	  la	  vía	  biliar.	  Concluyeron	  que	  el	  uso	  de	  estos	  órganos	  es	  una	  alternativa	  posible	  y	  se	  pueden	  usar	  de	  forma	  segura	  bajo	  protocolos	  óptimos	  para	  evitar	  un	  deterioro	  en	  los	  resultados	  (87).	  	  	  	  	   Otros	   dos	   estudios	   españoles	   analizan	   los	   resultados	   de	   trasplantes	  realizados	   con	   injertos	   procedentes	   de	   donantes	   mayores	   de	   75	   años.	   Por	   una	  parte,	  el	  grupo	  de	  trasplante	  hepático	  de	  Murcia	  concluye	  que	  el	  uso	  de	  donantes	  añosos	   puede	   incrementar	   el	   pool	   con	   buenos	   resultados,	   ya	   que	   no	   observaron	  diferencias	  en	  la	  supervivencia	  del	  injerto	  al	  año	  y	  los	  tres	  años	  en	  los	  dos	  grupos	  de	  edad(88).	  Sampedro	  et	  al.,	  de	  Santander,	  también	  concluyen	  en	  su	  estudio	  que	  la	  edad	  por	  sí	  misma	  no	  supone	  un	  riesgo	  para	  la	  supervivencia	  del	  injerto	  ni	  del	  paciente,	  pero	  que	  es	  necesario	   seleccionar	  cuidadosamente	  estos	  donantes	  para	  no	  aumentar	  la	  morbi-­‐mortalidad.	  El	  uso	  de	  donantes	  añosos	  si	  se	  asoció	  de	  forma	  significativa	   con	   una	   mayor	   tasa	   de	   disfunción	   primaria	   del	   injerto	   y	   mayor	  número	   de	   reintervenciones,	   así	   como	   mayor	   frecuencia	   de	   complicaciones	  vasculares	  y	  biliares,	  aunque	  sin	  alcanzar	   la	  significación	  estadística	  en	  este	  caso	  (89).	  	  	  	   Por	   tanto,	   según	   la	   literatura	   actual,	   la	   aceptación	   de	   donantes	   añosos	   es	  segura,	  siempre	  que	  se	  cuide	  la	  no	  adición	  de	  otros	  factores	  que	  añadan	  riesgo	  al	  injerto,	  y	  seleccionando	  en	  la	  medida	  de	   lo	  posible	  el	  receptor	  para	  optimizar	   los	  resultados	  (90).	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3.	  ISQUEMIA	  FRÍA	  PROLONGADA	  La	   isquemia	   fría	   hepática	   provoca	   alteraciones	   ultraestructurales	   en	   el	  parénquima,	  que	  son	  más	  evidentes	  a	  medida	  que	  su	  duración	  es	  más	  prolongada.	  Los	  cambios	  a	  nivel	  celular	  que	  se	  producen	  con	  la	  hipotermia,	  fundamentalmente	  en	   el	   endotelio,	   se	   hacen	   más	   prominentes	   con	   la	   revascularización.	   Como	  consecuencia	  se	  producen	  cambios	  en	   la	  microcirculación	  y	  un	  daño	  local	   tisular,	  que	  comporta	  una	  disfunción	  hepatocelular,	  alcanzando	  su	  máximo	  nivel	  a	   las	  48	  horas	   de	   la	   reperfusión.	   En	   aquellos	   órganos	   que	   se	   recuperarán	   de	   la	   lesión	  isquémica	  inicial,	  la	  normalización	  de	  la	  arquitectura	  tisular	  hepática	  se	  produce	  a	  las	  dos	  semanas	  de	  la	  reperfusión	  (91).	  	  	  	  El	  tiempo	  de	  isquemia	  fría	  prolongado	  es	  un	  factor	  de	  riesgo	  independiente	  para	  el	  desarrollo	  de	  no	   función	  primaria	  y	   retraso	  de	   la	   función	  del	   injerto(92).	  Tanto	   en	   un	   estudio	   europeo	   como	   en	   otro	   americano	   se	   ha	   demostrado	   que	   la	  supervivencia	  del	  receptor	  se	  ve	  afectada	  de	  forma	  negativa	  cuando	  el	   tiempo	  de	  isquemia	   fría	   supera	   las	  12	  y	  10	  horas	   respectivamente	   (93,94).	   Según	   los	  datos	  del	  registro	  Europeo	  del	  Trasplante	  Hepático	  la	  supervivencia	  de	  los	  receptores	  a	  los	   5	   años	   fue	   del	   57%	   cuando	   el	   tiempo	   de	   isquemia	   fría	   supera	   las	   15	   horas	  versus	   el	   67%	  cuando	   este	   tiempo	   está	  por	  debajo	  de	   las	   12	  horas(1).	  Múltiples	  artículos	   han	   documentado	   que	   un	   tiempo	   de	   isquemia	   fría	   superior	   a	   15	   horas	  está	  asociado	  a	  un	  aumento	  del	  riesgo	  de	  no	  función	  primaria	  y	  a	  una	  reducción	  de	  la	  supervivencia	  a	  largo	  plazo	  (95).	  Los	  injertos	  hepáticos	  de	  donantes	  de	  edad	  avanzada	  y/o	  con	  esteatosis	  se	  ven	   incluso	   más	   afectados	   por	   la	   isquemia	   fría	   prolongada	   y	   la	   lesión	   de	  preservación.	   En	   este	   grupo,	   se	   logrará	   una	   función	   hepática	   óptima	   cuando	   se	  logre	   un	   tiempo	   de	   isquemia	   fría	   inferior	   a	   las	   8	   horas(96).	   Estos	   resultados	  acentúan	  la	  necesidad	  de	  acortar	  el	  tiempo	  de	  isquemia	  fría	  al	  máximo	  posible	  en	  casos	   de	   donantes	   con	   criterios	   extendidos.	   De	   hecho,	   durante	   la	   última	   década,	  este	  tiempo	  se	  ha	  ido	  reduciendo	  en	  los	  centros	  europeos	  desde	  570	  a	  470	  minutos	  de	  media	  (93).	  Esta	  misma	  tendencia	  se	  ha	  observado	  en	   los	  centros	  americanos	  (97).	  Por	  tanto,	  hay	  una	  evidencia	  creciente	  de	  que,	  independientemente	  de	  otros	  factores	   de	   riesgo,	   reducir	   el	   tiempo	   de	   isquemia	   fría	   se	   traduce	   en	   mejores	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resultados,	  especialmente	  cuando	  se	  utilizan	  órganos	  procedentes	  de	  donantes	  con	  criterios	  expandidos.	  	  La	  isquemia	  prolongada	  es	  también	  un	  factor	  de	  riesgo	  para	  la	  estenosis	  de	  la	   vía	   biliar	   intrahepática	   (98).	   Además,	   Wiesner	   y	   cols.	   describieron	   que	   los	  hígados	  con	  tiempos	  de	  preservación	  mayores	  de	  15	  horas	  presentaban	  una	  mayor	  tasa	  de	  rechazo	  precoz	  (99).	  	  Para	   reducir	   el	   daño	   celular	   y	   minimizar	   la	   lesión	   de	   reperfusión	   se	  diseñaron	   las	   soluciones	   de	   preservación.	   El	   desarrollo	   de	   la	   solución	   de	  preservación	   de	   la	   Universidad	   de	   Wisconsin	   (UW)	   mejoró	   sustancialmente	   la	  calidad	   e	   los	   injertos	   preservados,	   por	   encima	  de	   las	   soluciones	   existentes	   hasta	  entonces.	  La	  solución	  de	  UW	  ha	  sido	  usada	  en	  todo	  el	  mundo	  durante	  más	  de	  20	  años,	   pero	   ahora	   han	   surgido	   otras	   tres	   soluciones	   [Celsior,	   IGL-­‐1	   e	   histidine	  tryptophan	   ketoglutarate(HTK)],	   que	   son	   más	   económicas	   y	   potencialmente	  superiores	   para	   la	   preservación	   de	   órganos.	   No	   se	   han	   demostrado	   diferencias	  significativas	   en	   los	   resultados	   a	   corto	   y	   largo	   plazo	   al	   comparar	   estas	   tres	  soluciones	  con	  el	  UW	  (100).	  Se	  ha	  publicado	  que	  la	  viscosidad	  más	  baja	  de	  HTK	  y	  Celsior	  podría	  ser	  beneficioso	  en	  casos	  como	  donantes	  añosos	  y	  en	  asistolia,	  en	  los	  cuales	  la	  microcirculación	  puede	  estar	  dañada	  (101).	  	  Asimismo,	  se	  han	  publicado	  varios	   estudios	   que	   sugieren	   que	   la	   baja	   viscosidad	   del	   IGL-­‐1	   proporciona	   una	  mejor	  protección	  en	  hígados	  esteatósicos	  contra	  el	  efecto	  deletéreo	  de	  la	  lesión	  pos	  isquemia	  fría	  (102).	  	  	  
4.	  VIROLOGÍA	  POSITIVA	  
4.1.	  Donantes	  con	  anticuerpos	  frente	  al	  “core”	  del	  VHB	  El	   uso	   de	   injertos	   hepáticos	   con	   serología	   AgHBs	   negativo/anti-­‐HBcore	  positivo	  conlleva	  un	  potencial	  riesgo	  de	  infección	  que	  debe	  ser	  valorado.	  Se	  estima	  que	  si	  no	  se	  aceptaran	  estos	  donantes	  pueden	  rechazarse	  injertos	  válidos	  que,	  en	  nuestro	  país,	  representarían	  más	  del	  10%	  de	  las	  posibles	  donaciones.	  El	  principal	  riesgo	  asociado	  a	  la	  utilización	  de	  estos	  injertos	  es	  el	  desarrollo	  de	  hepatitis	  B	  de	  novo	  en	  el	  receptor,	  que	  puede	  alcanzar	  el	  70%	  si	  el	  receptor	  no	  tiene	  anticuerpos	  frente	  al	  VHB,	  pero	  es	  del	  0-­‐18%	  si	  el	  receptor	  tiene	  anti-­‐HBs	  y/o	  anti-­‐HBc	  (103).	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No	  obstante,	  se	  ha	  observado	  que	  la	  administración	  profiláctica	  de	  lamivudina	  de	  forma	  aislada	  o	  asociada	  a	  inmunoglobulina	  específica	  frente	  al	  virus	  B	  controla,	  en	  gran	  parte,	  el	  riesgo	  de	  transmisión	  de	  la	  infección	  por	  VHB.	  	  	  En	   la	   situación	   actual,	   los	   órganos	   de	   donantes	   anti-­‐HBc	   +	   deben	   ser	  considerados	   par	   trasplante	   hepático.	   De	   forma	   general	   y	   de	   acuerdo	   con	   la	  bibliografía,	   los	   injertos	   anti-­‐HBc	   +	   deben	   ser	   implantados	   en	   receptores	   con	  anticuerpos	   frente	   al	   VHB	   y,	   asociar	   profilaxis	   con	   lamivudina	   y/o	  inmunoglobulina	  específica	  en	  función	  del	  riesgo.	  Los	  resultados	  del	  TH	  utilizando	  órganos	   procedentes	   de	   donantes	   anti-­‐HB	   +	   en	   receptores	   con	   cirrosis	   VHB	   no	  afecta	   a	   la	   supervivencia	   de	   paciente	   e	   injerto,	   sin	   embargo,	   sin	   tratamiento	  profiláctico	  el	  riesgo	  de	  recidiva	  de	  la	  enfermedad	  es	  2,5	  veces	  superior	  (104).	  Los	  receptores	   ideales	   para	   órganos	   anti-­‐HBc	   +	   son	   aquellos	   pacientes	   con	   cirrosis	  VHB	  en	  los	  que	  se	  ha	  iniciado	  tratamiento	  frente	  al	  VHB	  antes	  de	  recibir	  el	  injerto	  y	  que	  éste	  será	  mantenido	  en	  el	  pos-­‐trasplante.	  	  	  
4.2.	  Donantes	  con	  serología	  positiva	  para	  VHC	  La	   transmisión	   de	   la	   infección	   por	   el	   virus	   de	   la	   hepatitis	   C	   a	   través	   del	  trasplante	   a	   un	   receptor	   seronegativo	   es	  del	   100%;	  por	   ello,	   la	   utilización	  de	  un	  injerto	   VHC+	   en	   un	   receptor	   VHC-­‐	   sólo	   estaría	   justificada	   en	   situaciones	  excepcionales.	  	   	  
	   Sin	   embargo,	   la	   situación	   es	   diferente	   en	   los	   receptores	   VHC	   positivos;	   la	  utilización	   de	   estos	   órganos	   VHC+	   en	   estos	   receptores	   se	   sustenta	  fundamentalmente	  en	  dos	  hechos	  aceptados	  de	  forma	  unánime	  por	  la	  comunidad	  científica:	  por	  un	  lado,	  la	  cirrosis	  hepática	  asociada	  a	  VHC	  es	  la	  principal	  indicación	  de	  trasplante,	  y	  por	  otro,	  en	  estos	  receptores	  la	  recurrencia	  de	  la	  infección	  por	  el	  VHC	   tras	   el	   TH	   se	   produce	   de	   forma	   universal	   y	   su	   evolución	   a	   hepatopatía	   y	  cirrosis	   evoluciona	   de	   forma	   más	   rápida	   y	   agresiva	   que	   en	   los	   pacientes	  inmunocompetentes.	   Además,	   la	   incertidumbre	   inicial	   acerca	   del	   posible	   efecto	  deletéreo	  de	  la	  discordancia	  de	  genotipos	  entre	  donante	  y	  receptor	  se	  ha	  disipado	  debido	   a	   que	   se	   ha	   comprobado	   que	   los	   receptores	   en	   los	   que	   el	   genotipo	   del	  donante	   se	   vuelve	   dominante	   asocian	   una	   recidiva	   de	   la	   enfermedad	  más	   leve	   y	  tienen	  una	  supervivencia	  libre	  de	  enfermedad	  superior	  a	  los	  que	  mantienen	  la	  cepa	  
	   35	  
receptora	  original.	  Además,	   siempre	  que	  el	  genotipo	   I	  esté	  presente,	  ya	  sea	  en	  el	  donante	  o	  en	  el	  receptor,	  se	  vuelve	  dominante	  (105).	  	  	   En	   las	   series	   publicadas,	   con	   un	   número	   escaso	   de	   donantes,	   no	   se	  encuentran	   diferencias	   significativas	   en	   los	   resultados	   a	   los	   5	   años	   entre	   los	  receptores	  de	  TH	  infectados	  por	  el	  VHC	  que	  reciben	  un	  injerto	  VHC+,	  frente	  a	  los	  que	   reciben	   un	   injerto	   VHC-­‐.	   El	   análisis	   de	   datos	   del	   registro	   americano	   de	   TH	  (UNOS),	  incluyendo	  96	  donantes	  VHC+	  demuestra	  que	  el	  estado	  de	  la	  serología	  del	  donante	   frente	   al	   VHC	  no	   influye	   en	   la	   supervivencia	   del	   receptor	  VHC+	   a	   1	   y	   5	  años	  (105).	  	   Por	   tanto,	   ante	   la	   decisión	   de	   la	   posible	   utilización	   de	   estos	   órganos	   en	  receptores	   VHC+	   es	   necesaria	   una	   cuidadosa	   valoración	   del	   injerto,	   con	   biopsia	  hepática	  y	  una	  correcta	  información	  al	  receptor	  de	  los	  riesgos	  potenciales.	  	  	   Debido	  a	   la	  actual	  disponibilidad	  de	  fármacos	  antivirales,	   la	  posibilidad	  de	  eliminar	   casi	   en	   el	   100%	   de	   los	   casos	   el	   virus	   C	   postrasplante	   está	   haciendo	  reconsiderar	   la	   aceptación	   de	   donantes	   VHC+.	   De	   hecho	   la	   propia	   ONT	   ha	  promovido	   un	   comunicado	   entre	   las	   unidades	   de	   trasplante	   hepático	   de	   España	  para	   recabar	   qué	   equipos	   estarían	   dispuestos	   a	   aceptar	   este	   tipo	   de	   donantes,	  usándolos	  en	  receptores	  VHC-­‐.	  
	  
	   5.	  DONANTES	  CON	  NEOPLASIAS	  MALIGNAS	  
	   La	  incidencia	  de	  neoplasias	  malignas	  en	  los	  donantes	  es	  aproximadamente	  de	  un	  3%	  y	  el	  riesgo	  de	  transmitir	  malignidad	  con	  el	  trasplante	  de	  un	  órgano	  es	  del	  0,01%(106).	   Si	   bien,	   este	   riesgo	   aumenta	   con	   la	   edad	   de	   los	   donantes.	   La	  utilización	   como	   donantes	   de	   pacientes	   con	   historia	   previa	   de	   enfermedad	  neoplásica	   ha	   sido	   regulada	   mediante	   documentos	   de	   consenso	   editados	   por	   la	  ONT	   y	   la	   Comisión	   de	   Trasplantes	   del	   Consejo	   de	   Europa	   al	   objeto	   de	   evitar	   la	  transmisión	  tumoral	  con	  el	  trasplante.	  	  	   Actualmente	  se	  considera	  que	  los	  pacientes	  con	  antecedentes	  de	  neoplasias	  malignas	   pueden	   ser	   donantes	   de	   órganos	   siempre	   que	   hayan	   transcurrido	   al	  menos	  10	  años	  desde	  que	  se	  trató	  el	  tumor	  con	  intención	  curativa	  y	  que	  no	  exista	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evidencia	  de	  enfermedad	  activa.	  Sin	  embargo,	  ciertas	  neoplasias	  son	  excluidas	  ya	  que	  pueden	  progresar	  lentamente	  y	  presentar	  recidivas	  después	  de	  este	  tiempo	  de	  ser	  tratadas,	  como	  son	  el	  cáncer	  de	  mama,	  melanoma	  cutáneo	  y	  sarcoma	  de	  partes	  blandas.	  	  	   En	   cambio,	   existen	   otros	   tumores	   de	   crecimiento	   local	   y	   bajo	   riesgo	   de	  metástasis	  que	  no	  contraindican	  la	  donación.	  Entre	  ellos	  se	  encuentran	  carcinomas	  cutáneos	   (basocelular	   y	   espinocelular	  de	  pequeño	   tamaño),	   carcinoma	   in	   situ	  de	  cérvix	   uterino,	   tumores	   del	   SNC	   (excepto	   glioblastoma	   y	   meduloblastoma)	   y	  carcinoma	  de	  células	  renales	  inferior	  a	  4	  cm.	  	  	   Otra	   situación	   diferente	   es	   que	   el	   diagnóstico	   de	   la	   neoplasia	   ocurra	   de	  forma	  casual	  durante	   la	  evaluación	  del	  donante	  o	  durante	   la	  extracción	  hepática.	  En	   estos	   casos,	   la	   utilización	   del	   injerto	   estará	   supeditada	   a	   la	   posibilidad	   de	  obtener	  un	  diagnóstico	  histopatológico	  certero	  que	  corrobore	   la	  naturaleza	  de	   la	  neoplasia(107).	  	  	  
6.	  DONANTES	  CON	  PATOLOGÍA	  HEPÁTICA	  BENIGNA	  Los	   tumores	   hepáticos	   benignos	   se	   clasifican	   en	   quistes,	   tumores	  mesenquimales	  y	  tumores	  epiteliales.	  	  Los	  quistes	  simples	  suelen	  ser	  lesiones	  únicas	  que	  afectan	  a	  más	  del	  5%	  de	  la	   población.	   En	   función	   del	   tamaño,	   localización	   y	   de	   la	   posibilidad	   de	  defenestración	   in	   situ,	   no	   existe	   contraindicación	   para	   la	   utilización	   de	   estos	  injertos.	   En	   cambio,	   la	   poliquistosis	   hepática	   múltiple	   bilobar	   con	   quistes	  superiores	  a	  5	  cm	  de	  diámetro	  podría	  contraindicar	  la	  aceptación	  del	  injerto.	  	  Con	   respecto	   a	   los	   tumores	   mesenquimales,	   el	   hemangioma	   es	   el	   más	  frecuente.	  La	  mayoría	  son	  únicos	  y	  con	  un	  tamaño	  inferior	  a	  4	  cm.	  La	  existencia	  de	  un	   hemangioma	   en	   un	   hígado	   donante	   requiere	   una	   valoración	   cuidadosa	   del	  injerto	  y,	  posiblemente,	  la	  resección	  o	  enucleación	  in	  situ	  del	  mismo.	  	  Lesiones	   hepáticas	   sugestivas	   de	   adenomas	   o	   hiperplasia	   nodular	   focal	  deben	   ser	   resecadas	   y	   analizadas	   histológicamente	   antes	   de	   la	   aceptación	   del	  hígado,	  para	  evitar	  lesiones	  con	  potencial	  maligno.	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Los	   pacientes	   con	   lesiones	   hepáticas	   traumáticas	   pueden	   considerarse	  como	   donantes	   dependiendo	   de	   la	   gravedad	   de	   las	   mismas,	   fundamentalmente	  lesiones	  grado	  I	  y	  II	  de	  la	  clasificación	  de	  la	  American	  Association	  for	  the	  Surgery	  of	  Trauma.	  En	  el	  proceso	  de	  evaluación	  del	  injerto	  se	  ha	  de	  prestar	  especial	  interés	  en	  conseguir	   la	  hemostasia	  del	  parénquima	   lesionado	  y	  evaluar	  y	   reparar	   la	  posible	  presencia	  de	  fugas	  biliares.	  	  
	  
7.	  INJERTOS	  NO	  CONVENCIONALES	  	   Los	  injertos	  no	  convencionales	  son,	  según	  la	  ONT,	  aquellos	  que	  no	  obedecen	  a	   una	   ampliación	   de	   los	   criterios	   de	   selección	   de	   donante	   cadáver	   en	   muerte	  encefálica.	  En	  2012,	  en	  nuestro	  país	  este	  tipo	  de	  donantes	  representaron	  un	  5,6%	  del	  total,	  distribuyéndose	  de	  la	  siguiente	  forma	  (3):	  	  
	  
Figura	  11.	  Trasplantes	  de	  donante	  no	  convencional	  (2015).	  
	  
	   	  
	  
	  
	   38	  
7.1.	  DONANTES	  EN	  ASISTOLIA	  
	  
	   Son	   donantes	   en	   asistolia	   aquellos	   en	   los	   que	   la	   muerte	   se	   produce	   por	  parada	   cardíaca	   irreversible.	   El	   diagnóstico	   de	   muerte	   por	   criterios	   cardio-­‐respiratorios	   se	   basará	   en	   la	   constatación	   de	   la	   ausencia	   de	   latido	   cardíaco,	  demostrado	  por	  la	  ausencia	  de	  pulso	  central	  o	  por	  trazado	  electrocardiográfico,	  y	  de	  ausencia	  de	  respiración	  espontánea,	  ambas	  situaciones	  durante	  un	  periodo	  no	  inferior	  a	  5	  minutos.	  Probablemente	  este	   tipo	  de	  donantes	  representen	   la	  opción	  con	  mayores	  posibilidades	  de	  expansión.	  	  	   Según	  la	  clasificación	  de	  Maastricht	  (108),	  se	  definen	  4	  tipos	  de	  donantes	  en	  asistolia:	  
-­‐ Tipo	  I:	  ingresa	  cadáver	  en	  el	  hospital,	  sin	  maniobras	  de	  reanimación.	  
-­‐ Tipo	   II:	   parada	   cardíaca	  presenciada	   con	   reanimación	   cardiopulmonar	   sin	  éxito.	  
-­‐ Tipo	  III:	  parada	  cardíaca	  tras	  la	  limitación	  del	  soporte	  vital.	  	  
-­‐ Tipo	   IV:	   parada	   cardíaca	   producida	   después	   del	   diagnóstico	   de	   muerte	  cerebral,	   a	   la	   espera	   de	   realizar	   la	   extracción	   de	   órganos	   en	   un	   sujeto	   ya	  definido	  como	  donante.	  	  Los	  grupos	  I	  y	  II	  se	  consideran	  no	  controlados,	  y	  el	   III	  y	  IV	  controlados;	  éstos	  últimos	  se	  consideran	  con	  menor	  riesgo	  de	  sufrir	  lesión	  isquémica	  hepática,	  y	  una	  mejor	   función	  postoperatoria.	   En	   cualquiera	  de	   las	  dos	   situaciones,	   controlado	  o	  no	   controlado,	   los	   órganos	   están	   sujetos	   a	   un	   periodo	   variable	   de	   isquemia	  caliente,	  lo	  que	  predispone	  a	  un	  mayor	  riesgo	  de	  no	  función	  primaria,	  retraso	  de	  la	  misma	  o	  colangiopatía	  isquémica.	  Esto	  hizo	  que	  en	  las	  primeras	  publicaciones	  con	  este	   tipo	  de	  donantes	   los	  resultados	   fuesen	  peores	  que	  con	  aquellos	  donantes	  en	  muerte	  encefálica.	  Sin	  embargo,	  diversas	  medidas	  han	  hecho	  posible	  lograr	  buenos	  resultados	  con	  donantes	  en	  asistolia,	  con	  tasas	  de	  no	  función	  primaria	  por	  debajo	  del	   15%	   y	   una	   menor	   incidencia	   de	   complicaciones	   biliares.	   Estas	   medidas	  incluyen	  una	  exhaustiva	  selección	  de	  los	  donantes,	  reducir	  el	  tiempo	  isquemia	  fría	  y	   caliente	   al	   mínimo	   posible,	   preservación	   del	   órgano	   mediante	   recirculación	  
	   39	  
extracorpórea	   normotérmica	   y	  mejorar	   las	   condiciones	   del	   donante	  mediante	   el	  mantenimiento	  con	  ventilación	  mecánica,	  masaje	  cardíaco	  con	  cardiocompresor	  o	  maniobras	  de	  contrapulsación	  abdominal.	  	  Se	  prevé	  que	  este	  año	  2017	  el	  incremento	  de	  donantes	  DCD	  estará	  en	  torno	  al	  40%,	   sin	   detrimento	   del	   porcentaje	   de	   DBD,	   situación	   totalmente	   inédita	   con	  respecto	   a	   otros	   países	   europeos,	   como	   Reino	   Unido	   o	   Bélgica,	   en	   el	   que	   el	  incremento	  de	  DCD	  se	  ha	  balanceado	  negativamente	  con	  un	  descenso	  de	  DBD.	  	  
7.2.	  INJERTOS	  PROCEDENTES	  DE	  “SPLIT”	  O	  BIPARTICIÓN	  HEPÁTICA	  
	   	  En	   1988	   se	   publicó	   el	   primer	   caso	   de	   trasplante	   hepático	   split,	   injertando	   el	  lóbulo	  hepático	  derecho	  a	  un	  adulto	  y	  el	  izquierdo	  a	  un	  receptor	  pediátrico	  (109).	  Con	  las	  mejoras	  de	  la	  técnica	  y	  la	  mejor	  selección	  donante-­‐receptor	  los	  resultados	  desde	   esta	   primera	   bipartición	   han	   mejorado	   considerablemente.	   De	   hecho,	  actualmente	  los	  resultados	  usando	  injertos	  hepáticos	  parciales	  son	  comparables	  o	  inclusive	  mejores	  a	  los	  obtenidos	  usando	  injertos	  hepáticos	  totales	  para	  trasplante	  hepático	   en	   la	   edad	   pediátrica	   (110).	   Este	   procedimiento	   se	   ha	   adoptado	  rutinariamente	  en	  los	  centros	  de	  trasplante	  hepático	  con	  experiencia,	  y	  ha	  tenido	  éxito	   en	   disminuir	   el	   tiempo	   de	   espera	   para	   receptores	   pediátricos	   y,	   así,	   han	  disminuido	   la	   necesidad	  de	   realizar	   trasplantes	   hepáticos	   con	   injertos	   obtenidos	  de	  donantes	  vivos	  (111).	  Bismuth	  y	  colaboradores	  presentaron,	  en	  1989,	  el	  primer	  caso	  de	  dos	  pacientes	  adultos	   trasplantados	   usando	   el	   hígado	   de	   un	   solo	   donante	   cadáver	   (112).	   Los	  primeros	  casos	  publicados	  estaban	  asociados	  a	  una	  alta	  tasa	  de	  morbilidad,	   	   fallo	  del	   injerto,	   síndrome	   de	   “small	   for	   size”	   (injerto	   pequeño	   para	   el	   tamaño	   del	  receptor),	   complicaciones	   biliares,	   trombosis	   de	   arteria	   hepática	   y	   problemas	  de	  drenaje	   venoso,	   siendo	   más	   frecuentes	   en	   comparación	   con	   los	   trasplantes	   de	  hígado	  entero	   (113).	   Sin	  embargo,	   el	   refinamiento	  de	   la	   técnica	  quirúrgica	  y	  una	  selección	   más	   cuidadosa	   de	   los	   donantes	   y	   los	   receptores	   han	   permitido	   lograr	  mejores	   resultados.	  Por	   ejemplo,	   el	   split	   fue	  originariamente	   realizado	  ex	   vivo,	   el	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split	   in	  situ	   fue	  introducido	  para	  reducir	  el	  tiempo	  de	  isquemia	  fría	  y	  prevenir	  las	  pérdidas	  de	  sangre	  tras	  la	  reperfusión.	  	  Azoulay	  y	  colaboradores	  describieron	  resultados	  en	  34	  receptores	  de	   split	   en	  los	   que	   que	   la	   supervivencia	   de	   los	   pacientes	   que	   reciben	   los	   injertos	  correspondientes	  al	  lóbulo	  hepático	  izquierdo	  fue	  significativamente	  menor	  que	  la	  de	  los	  que	  recibieron	  injertos	  hepáticos	  totales,	  en	  un	  seguimiento	  de	  dos	  años	  (43	  y	  85%,	  respectivamente;	  p	  0,003)	  (114).	  Además,	  esta	  técnica	  permitió	  aumentar	  el	   número	   de	   receptores	   en	   un	   62%	   comparado	   con	   el	   trasplante	   de	   injerto	  completo.	  Broering	  y	  colaboradores	  publicaron	  su	  serie	  con	  una	  supervivencia	  del	  paciente	  y	  del	  injerto	  para	  el	  lóbulo	  hepático	  derecho	  del	  87	  y	  75%	  y	  del	  89	  y	  79%	  para	  el	  lóbulo	  hepático	  izquierdo,	  respectivamente	  (115).	  Estos	  resultados	  fueron	  similares	  a	  los	  obtenidos	  en	  pacientes	  que	  recibieron	  injertos	  hepáticos	  totales.	  Un	  índice	  de	  peso	  del	  injerto	  sobre	  el	  peso	  corporal	  del	  receptor	  <0,8%	  se	  considera	  la	  principal	  causa	  de	  fallo	  del	  injerto.	  	  	  Un	  estudio	  multicéntrico	  italiano	  describió	  los	  resultados	  de	  323	  injertos	  split	  con	  una	  mediana	  de	  seguimiento	  de	  22	  meses.	  El	  estudio	  multivariante	  reveló	  que	  la	  edad	  del	  donante	  mayor	  de	  60	  años,	  el	  uso	  de	  injertos	  de	  hígado	  derecho,	  el	  bajo	  volumen	  de	  trasplantes	  anuales	  (<50),	  el	  trasplante	  urgente	  (UNOS	  status	  I	  y	  IIA),	  el	  tiempo	  de	  isquemia	  fría	  prolongado	  (>7	  horas)	  y	  el	  retrasplante	  fueron	  factores	  predictores	  independientes	  de	  fallo	  del	  injerto	  y	  pobre	  supervivencia	  del	  paciente	  (116).	  	  
7.3	  INJERTOS	  PROCEDENTES	  DE	  DONANTE	  VIVO	  
	   El	  TH	  de	  donante	  vivo	  (THDV)	  surge	  como	  un	  intento	  de	  solucionar	  la	  escasez	  de	   órganos	   adecuados	   para	   los	   receptores	   pediátricos,	   lo	   que	   motivaba	   una	  mortalidad	   	   en	   lista	   de	   espera	   del	   30	   al	   40%.	   El	   primer	   THDV	   con	   éxito	   fue	  realizado	  en	  1990	  en	  Australia	  por	  Strong	  (117).	  	  El	  éxito	  obtenido	  en	  el	  receptor	  infantil	  permitió	  la	  reproducción	  del	  THDV	  en	  el	   paciente	   adulto.	   La	   expansión	   de	   esta	   técnica	   en	   el	   adulto	   se	   impulsó	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principalmente	  en	  Asia,	  donde	  por	  razones	  culturales	  no	  se	  admite	  el	  concepto	  de	  muerte	  cerebral,	  por	   lo	  que	   la	  disponibilidad	  de	   injertos	  de	  cadáver	  es	  mínima	  o	  inexistente,	   aunque	   se	   extendió	   rápidamente	   a	   Europa	   y	   América	   para	   tratar	   de	  solventar	  el	  problema	  de	  la	  mortalidad	  en	  la	  lista	  de	  espera.	  Una	   de	   las	   principales	   ventajas	   del	   THDV	   es	   el	  menor	   tiempo	   de	   espera	   que	  necesita	   un	   paciente	   para	   recibir	   un	   hígado	   nuevo,	   asegurando	   así	   un	   mejor	  resultado,	  especialmente	  en	  aquellos	  pacientes	  que	  tienen	  un	  alto	  riesgo	  de	  fallecer	  sin	  un	  trasplante	  a	  corto	  plazo.	  Un	  estudio	  multicéntrico	  realizado	  en	  9	  centros	  en	  Estados	  Unidos,	  en	  los	  que	  se	  realizaron	  385	  THDV	  adulto-­‐adulto,	  mostraron	  una	  supervivencia	   al	   año	   del	   89%,	   precisando	   el	   9,6%	   un	   retrasplante.	   La	  supervivencia	  al	  año	  del	  injerto	  fue	  del	  81%	  y	  fracasaron	  el	  13%	  de	  los	  injertos	  en	  los	   primeros	   90	   días.	   Las	   causas	  más	   frecuentes	   de	   fracaso	   del	   injerto	   fueron	   la	  trombosis	  vascular,	   la	  disfunción	  primaria	  y	  la	  sepsis.	  Las	  complicaciones	  biliares	  eran	  frecuentes	  (el	  30%	  precoz	  y	  el	  11%	  tardío)	  (118).	  Este	  mismo	  grupo,	  en	  2011	  publicó	  un	  estudio	  en	  el	  que	  se	  analizaban	  más	  de	  dos	  mil	  THDV	  para	   identificar	  factores	   predictores	   de	   mortalidad	   o	   fallo	   del	   injerto.	   Se	   identificaron	   como	  factores	   de	   riesgo	   el	   tiempo	   de	   isquemia	   fría	   >4.5	   horas,	   escasa	   experiencia	   del	  centro	  (<15	  casos),	  edad	  avanzada	  del	  receptor	  y	  el	  donante,	  cifras	  de	  creatinina	  elevadas,	   diagnóstico	   de	   VHC	   o	   HCC,	   estancia	   en	   UCI	   u	   hospitalización	   pre-­‐trasplante	  (119).	  La	  supervivencia	  a	  corto	  plazo	  después	  del	  THDV	  es	  similar	  a	   la	  obtenida	  con	  un	  donante	  cadáver.	  La	  mayoría	  de	  los	  grupos	  europeos	  y	  americanos	  refieren	  una	  supervivencia	  global	  cercana	  al	  90%.	  Si	  bien,	  de	  forma	  global,	  los	  injertos	  hepáticos	  parciales	  procedentes	  de	  donante	  vivo	   se	  deberían	   considerar	   como	   injertos	   con	  criterios	   extendidos	   con	  más	   complicaciones	   técnicas	   y	   un	   riesgo	   aumentado	   de	  fallo	  del	  injerto.	  	  El	  principal	  inconveniente	  del	  THDV	  es	  la	  morbilidad	  y	  mortalidad	  reconocidas	  del	   donante.	   Un	   problema	   mayor,	   el	   síndrome	   “small	   for	   size”,	   puede	   evitarse	  normalmente	  mediante	  un	  emparejamiento	  cuidadoso	  de	  tamaños	  entre	  donante	  y	  receptor.	  Sin	  embargo,	  pueden	  ocurrir	  complicaciones	  biliares	  hasta	  en	  el	  30%	  de	  ellos	  debido	  a	   la	  posible	  devascularización	  biliar	  y	  a	   la	  mayor	  cantidad	  de	  hígado	  expuesto	  durante	   la	  transección.	  El	  riesgo	  de	  muerte	  del	  donante	  vivo	  es	  de	  gran	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importancia,	   ya	   que	   el	   donante	   no	   necesita	   someterse	   a	   cirugía	   mayor.	  Afortunadamente,	   el	   número	   de	   muertes	   publicadas	   en	   donantes	   vivos	   ha	   sido	  muy	  bajo,	  en	  Estados	  Unidos	  se	  ha	  publicado	  una	  mortalidad	  en	  donantes	  inferior	  al	  0,14%	  y	  en	  Japón	  inferior	  al	  0,05%.	  	  	  
7.4.	  TRASPLANTE	  HEPÁTICO	  SECUENCIAL	  O	  DOMINÓ	  
	   	  El	   trasplante	   hepático	   dominó	   o	   secuencial	   en	   el	   que	   se	   encadenan	   dos	  trasplantes	   hepáticos	   a	   partir	   de	   un	   único	   injerto	   procedente	   de	   cadáver.	   Un	  paciente	   con	   una	   hepatopatía	   crónica	   o	   un	   tumor	   hepático	   primario	   (receptor	  dominó)	  recibe	  un	  órgano	  completo	  procedente	  de	  un	  donante	  vivo	  que	  presenta	  una	   enfermedad	   metabólica.	   A	   su	   vez,	   este	   donante	   (donante	   dominó)	   es	  trasplantado	   con	   el	   injerto	   procedente	   del	   donante	   cadáver.	   Además	   es	   posible	  combinar	  el	  trasplante	  dominó	  con	  la	  técnica	  de	  la	  bipartición	  hepática,	  de	  manera	  que	   a	   partir	   del	   órgano	   obtenido	   del	   paciente	   con	   la	  metabolopatía,	   pueden	   ser	  trasplantados	  otros	  dos	  enfermos	  con	  un	  injerto	  hepático	  parcial.	  	  En	  la	  mayoría	  de	  los	  casos	  descritos	  en	  la	  literatura	  la	  enfermedad	  metabólica	  es	   una	   polineuropatía	   amiloidótica	   familiar	   (PAF)	   tipo	   I,	   aunque	   también	   se	   han	  comunicado	   casos	   en	   pacientes	   con	   hiperoxalosis,	   enfermedad	   de	   la	   orina	   de	  jarabe	  de	  arce	  y	  amiloidosis	  de	  cadena	  alfa	  del	  fibrinógeno.	  	  El	   paciente	   con	   la	   enfermedad	   metabólica	   tiene	   un	   hígado	   anatómicamente	  normal,	  pero	  produce	  una	  variante	  anómala	  de	  transtirretina,	  una	  proteína	  sérica	  que	   se	   deposita	   en	   los	   tejidos	   y	   da	   lugar	   a	   la	   formación	   de	   amiloide.	   El	   TH	  interrumpe	  el	  curso	  de	  la	  enfermedad	  y	  permite	  su	  estabilización	  e	  incluso	  ligera	  mejoría	   clínica,	  por	  ello	  es	   importante	   indicar	  el	   trasplante	  antes	  de	  que	  se	  haya	  producido	  un	  deterioro	  neurológico	  importante,	  para	  obtener	  buenos	  resultados.	  	  La	   transmisión	   del	   defecto	   metabólico	   al	   receptor	   dominó	   es	   constante,	   de	  hecho,	  en	  ellos	  se	  pueden	  detectar	  en	  sangre	  niveles	  de	  transtiretina	  alterada	  tras	  el	   trasplante.	   Sin	   embargo,	   dado	   que	   la	   historia	   natural	   de	   la	   enfermedad	   exige	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varias	  décadas	  para	  el	  inicio	  de	  las	  manifestaciones	  clínicas,	  el	  riesgo	  de	  que	  éstas	  se	  presenten	  en	  	  receptores	  de	  edad	  avanzada	  es	  muy	  bajo.	  	  Por	  la	  posibilidad,	  aunque	  pequeña,	  del	  desarrollo	  de	  la	  enfermedad	  metabólica	  en	   el	   receptor	   dominó,	   en	   los	   primeros	   trasplantes	   secuenciales	   el	   receptor	   se	  seleccionaba	   entre	   pacientes	   de	  más	   de	   60	   años,	   que	   padecían	   una	   enfermedad	  tumoral	   y	   que	   tenían	   pocas	   posibilidades	   de	   recibir	   un	   injerto	   de	   cadáver.	  Posteriormente,	   a	   la	   vista	   de	   los	   excelentes	   resultados	   obtenidos,	   se	   fueron	  ampliando	  las	  indicaciones	  en	  pacientes	  más	  jóvenes	  y	  con	  patología	  benigna.	  No	  obstante,	   la	   PAF	   es	   una	   enfermedad	   infrecuente,	   y	   el	   trasplante	   dominó	   es	   una	  contribuye	  de	  forma	  	  modesta	  a	  la	  expansión	  del	  pool	  de	  donantes.	  
	  
	  
MODELOS	  DE	  ASIGNACIÓN	  DONANTE-­‐RECEPTOR	  	  	   La	   política	   de	   asignación	   de	   hígados	   ha	   sufrido	   cambios	   desde	   sus	  comienzos	  para	  ir	  evolucionando	  desde	  un	  modelo	  con	  criterios	  arbitrarios	  hacia	  modelos	   de	   priorización	   objetivos	   y	   bien	   establecidos.	   Este	   rápido	   desarrollo	   ha	  provocado	   la	   coexistencia	   en	   el	   tiempo	  de	   diferentes	  modelos,	   cada	   uno	   con	   sus	  ventajas	  y	  sus	  inconvenientes.	  	  Los	   resultados	   del	   TH	   han	   mejorado	   mucho	   en	   los	   últimos	   veinte	   años,	  debido	  a	  un	  perfeccionamiento	  de	   la	   técnica	  quirúrgica,	  de	   la	   inmunosupresión	  y	  de	   los	   cuidados	   post-­‐trasplante.	   Este	   hecho,	   unido	   al	   ya	   conocido	   déficit	   de	  donantes	  disponibles,	  ha	  conducido	  a	  un	  incremento	  de	  pacientes	  con	  enfermedad	  hepática	  terminal	  a	  la	  espera	  de	  recibir	  un	  hígado.	  Las	  muertes	  en	  lista	  de	  espera	  han	   llevado	   a	   los	   equipos	   de	   trasplante	   a	   maximizar	   cada	   órgano	   ofertado	   y	  aceptado	   para	   conseguir	   un	  mayor	   beneficio	   post-­‐trasplante.	   Además,	   el	   uso	   de	  donantes	  con	  criterios	  expandidos	  ha	  puesto	  de	  manifiesto	  que	  los	  resultados	  del	  trasplante	  dependen	  de	   factores	   tanto	  del	   receptor	   como	  del	  donante	   (120).	  Por	  este	   motivo,	   cuando	   evaluamos	   los	   factores	   de	   riesgo	   de	   un	   determinado	  trasplante,	  debemos	  tener	  en	  cuenta	  en	  conjunto	  las	  características	  del	  donante	  y	  las	  del	  receptor.	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El	  intento	  de	  las	  políticas	  de	  asignación	  de	  órganos	  ha	  sido	  el	  de	  maximizar	  la	   utilización	   de	   los	   hígados	   ofertados,	   a	   la	   vez	   que	   se	   protegen	   los	   intereses	  individuales	  de	  cada	  receptor.	  Se	  ha	   trabajado	  mucho	  en	   las	  dos	  últimas	  décadas	  para	   tratar	   de	   hacer	   un	   buen	   “matching	   donante-­‐receptor”.	   Este	   “matching”	   se	  podría	   definir	   como	   la	   técnica	   para	   verificar	   que	   un	   par	   donante-­‐receptor	   (D-­‐R)	  está	   adecuadamente	   asociado	   según	   el	   tipo	   de	   donante	   y	   las	   características	   del	  receptor	  (121).	  A	  finales	  de	  la	  década	  de	  los	  90	  se	  realizaron	  estudios	  con	  modelos	  de	   regresión	   para	   estimar	   la	   asociación	   entre	   unas	   variables	   y	   otras	   y	   conocer	  cuáles	   de	   ellas	   mostraban	   una	   asociación	   independiente	   con	   un	   resultado	   en	  cuestión.	   Sin	   embargo,	   esto	   se	   consideró	   como	   un	   enfoque	   demasiado	   simplista	  para	  abordar	  una	  situación	  en	  la	  que	  confluyen	  múltiples	  variables	  de	  donante	  y	  de	  receptor.	   Por	   tanto,	   posteriormente	   se	   construyeron	   modelos	   más	   complejos	   y	  estratificados	   que	   aportaban	   un	   enfoque	   más	   realista	   y	   por	   tanto,	   scores	   más	  útiles.	  No	  obstante,	  el	  desarrollo	  de	  cada	  uno	  de	  estos	  nuevos	  modelos	  ha	  estado	  seguido	  de	  fuertes	  controversias	  y	  discrepancias	  (122).	  Las	   políticas	   de	   asignación	   actuales	   están	   basadas	   en	   características	  aisladas	   del	   donante	   o	   del	   receptor,	   o	   bien	   combinan	   características	   de	   ambos.	  Todos	  ellos	  se	  apoyan	  en	  tres	  pilares	  que	  aportarán	  tres	  conceptos	  diferentes	  en	  el	  “matching	   D-­‐R”	   y	   que	   son:	   el	   principio	   de	   urgencia	   (se	   favorece	   al	   paciente	  más	  enfermo),	   principio	   de	   utilidad	   (se	   trata	   de	   maximizar	   el	   beneficio	   total	   del	  trasplante)	   y	   beneficio	   social	   (que	   tiene	   en	   cuenta	   el	   coste-­‐efectividad	   de	   cada	  trasplante	  hepático).	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Figura	  12.	  Modelos	  de	  Asignación	  actuales	  para	  el	  “matching	  D-­‐R”	  basados	  en	  
características	  del	  donante	  (izquierda),	  del	  receptor	  (derecha)	  y	  combinados	  
donante-­‐receptor	  (centro)	  (121).	  COD	  (causa	  de	  muerte),	  CVA	  (accidente	  cerebrovascular),	  DCDD	  (donante	  en	  asistolia),	  PTV	  (trombosis	  portal).	  	  	  
1.	  MÉTODOS	  DE	  ASIGNACIÓN	  BASADOS	  EN	  CARACTERÍSTICAS	  DEL	  
RECEPTOR	  
	   El	  MELD	  es	  el	  modelo	  por	  excelencia	  de	  las	  políticas	  de	  asignación	  basadas	  en	  características	  del	  receptor.	  Es	  el	  usado	  actualmente	  por	  muchos	  grupos	  de	  TH	  para	  la	  asignación	  de	  un	  hígado	  ofertado	  a	  un	  receptor	  en	  lista	  de	  espera.	  Como	  ya	  se	  he	  comentado	  anteriormente,	  el	  MELD	  tiene	   la	  desventaja	  de	  que	  sólo	   incluye	  variables	  del	  receptor	  y	  no	  tiene	  en	  cuenta	  ninguna	  característica	  del	  donante.	  Con	  este	  modelo	  se	  asignará	  el	  órgano	  ofertado	  al	  primer	  receptor	  más	  enfermo	  en	  lista	  de	   espera,	   por	   tanto	   no	   se	   puede	   considerar	   un	   verdadero	   “matching	   donante-­‐receptor”,	  ya	  que	  una	  combinación	  concreta	  que	  se	  haría	  con	  ese	  método	  no	  tiene	  por	  qué	   ser	   la	  mejor	   combinación	  donante-­‐receptor	  en	   términos	  de	   resultados	  y	  
	   46	  
supervivencia	   post-­‐trasplante.	   Esto	   se	   hace	  mucho	  más	   evidente	   entre	   pacientes	  con	   puntuaciones	   MELD	   muy	   similares,	   que	   no	   significa	   que	   vayan	   a	   tener	   los	  mismos	   resultados	   con	  el	   trasplante,	  más	  aún	   con	   la	   tendencia	   actual	  del	  uso	  de	  donantes	  con	  criterios	  extendidos.	  	  	  Además,	   sabemos	   que	   el	   modelo	   MELD	   es	   capaz	   de	   estimar	   la	  supervivencia	  de	  un	  paciente	  en	   lista	  de	  espera,	  pero	  es	  un	  débil	  predictor	  de	   la	  supervivencia	  del	  paciente	  post-­‐trasplante.	  	  	   Se	  han	  desarrollado	  varios	  scores	  derivados	  del	  modelo	  MELD	  para	  intentar	  sustituirlo,	  como	  son	  el	  MELD-­‐Na,	  delta-­‐MELD,	  D-­‐MELD,	  MELD-­‐IX	  y	  MELD-­‐género.	  Todos	   ellos,	   excepto	   el	   D-­‐MELD,	   que	   tiene	   en	   cuenta	   la	   edad	   del	   donante,	  consideran	   solamente	   características	   del	   receptor.	   Ninguno	   de	   estas	   variaciones	  del	  MELD	  ha	  alcanzado	  suficiente	  importancia	  como	  para	  reemplazarlo	  (123).	  	   Por	   todos	   los	  motivos	   expuestos,	   el	  MELD	   es	   una	   herramienta	   subóptima	  para	  el	  “matching	  donante-­‐receptor”	  ya	  que	  no	  fue	  diseñado	  para	  ello	  y	  el	  objetivo	  de	  la	  combinación	  donante-­‐receptor	  que	  realiza	  no	  es	  el	  de	  mejorar	  los	  resultados	  post-­‐trasplante.	  	  	   Teniendo	  en	  cuenta	  el	  principio	  de	  utilidad	  del	  TH,	  surge	  en	  el	  año	  2005	  una	  nueva	  política	  de	  asignación	  de	  órganos,	  que	  daría	  prioridad	  para	  trasplantarse	  a	  aquellos	   receptores	   que	   tendrían	   mejores	   resultados	   pos-­‐trasplante	   y	   restaría	  importancia	  a	  la	  mortalidad	  en	  lista	  de	  espera.	  Este	  nuevo	  modelo	  es	  el	  basado	  en	  el	   concepto	   de	  Beneficio	   de	   Supervivencia	   (BS),	   que	   en	   un	   principio	   también	  tenía	  en	  cuenta	  sólo	  características	  del	  receptor.	  Como	  ya	  se	  ha	  demostrado	  existe	  una	   pobre	   correlación	   entre	   la	   gravedad	   de	   la	   enfermedad	   pre-­‐trasplante	   y	   los	  resultados	   pos-­‐trasplante,	   y	   por	   tanto,	   el	  MELD	   carece	   de	   utilidad	   para	   predecir	  resultados	  después	  del	  trasplante.	  	  	   El	   concepto	   de	   BS	   tiene	   en	   cuenta	   ambos	   principios,	   el	   de	   urgencia	  (mortalidad	  en	  lista	  de	  espera)	  y	  el	  de	  utilidad	  (mortalidad	  post-­‐trasplante)	  (124).	  El	  BS	  se	  define	  como	  la	  diferencia	  entre	  la	  supervivencia	  de	  un	  paciente	  con	  y	  sin	  un	   trasplante	   hepático.	   Este	   nuevo	   sistema	   de	   asignación	   pretende	  minimizar	   el	  número	  de	   trasplantes	   con	  malos	   resultados,	   priorizando	   a	   aquellos	   pacientes,	   a	  los	  que	  se	  predice	  que	  van	  a	  ganar	  más	  tiempo	  de	  vida	  con	  el	  TH.	  Bajo	  una	  política	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de	   asignación	   basada	   en	   el	   Beneficio	   de	   Supervivencia	   individual,	   un	   injerto	  hepático	  sería	  asignado	  a	  aquel	  receptor	  en	  lista	  de	  espera	  en	  el	  que	  se	  estime	  una	  mayor	   diferencia	   entre	   la	   predicción	   de	   supervivencia	   tras	   el	   trasplante	   y	   la	  predicción	  de	  la	  supervivencia	  de	  ese	  receptor	  en	  lista	  de	  espera	  (125).	  	   Para	  el	  desarrollo	  de	  este	  nuevo	  modelo,	  Merión	  (124)	  analizó	  el	  riesgo	  de	  mortalidad	  post-­‐trasplante	   (con	   trasplante)	   y	   el	   riesgo	  de	  mortalidad	   en	   lista	   de	  espera	   (sin	   trasplante).	   De	   este	   primer	   análisis	   se	   dedujeron	   conclusiones	  importantes:	   (1)	   El	   TH	   proporciona	   una	   ventaja	   global	   sobre	   el	   hecho	   de	  permanecer	  en	  lista	  de	  espera,	  (2)	  El	  BS	  se	  incrementa	  con	  los	  MELD	  más	  altos.	  (3)	  Como	   consecuencia,	   hay	   un	   grupo	   de	   pacientes	   en	   lista	   de	   espera	   que	   no	   se	  beneficiarían	  del	  TH	  y	  que	  pueden	  ser	  excluidos	  de	  la	  lista.	  Se	  ha	  propuesto	  que	  el	  umbral	  para	  obtener	  un	  BS	  tras	  el	  TH	  es	  una	  puntuación	  de	  MELD	  en	  torno	  a	  15	  (126).	  	  
	  
	   	  Figura	  	  13.	  Relación	  del	  MELD	  y	  el	  Beneficio	  de	  Supervivencia(126).	  
	  
	   En	  esta	  gráfica	  también	  podemos	  observar	  que	  dos	  pacientes	  con	  la	  misma	  puntuación	   MELD	   pueden	   tener	   un	   BS	   muy	   diferente	   con	   el	   trasplante.	   Por	  ejemplo,	  un	  paciente	  con	  un	  MELD	  30	  podría	  tener	  un	  BS	  inferior	  a	  otro	  paciente	  con	  MELD	  20.	  El	  grado	  de	  correlación	  entre	  el	  MELD	  y	  el	  BS	  se	  estima	  que	  es	  de	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0,67,	  lo	  cual	  es	  muy	  	  bajo,	  teniendo	  en	  cuenta	  que	  la	  correlación	  perfecta	  sería	  1	  y	  que	  los	  dos	  modelos	  pretender	  realizar	  la	  misma	  función,	  asignar	  órganos	  (126).	  	   Dos	   limitaciones	   han	   sido	   achacadas	   al	   BS,	   que	   son	   el	   no	   considerar	   el	  impacto	  de	   la	  calidad	  del	  donante,	  y	  por	  otro	   lado,	  que	  el	   tiempo	  de	  seguimiento	  post-­‐trasplante	  para	  su	  estimación	  era	  sólo	  de	  un	  año.	  	  	   Shcaubel	  y	  colaboradores	  (127)	  estudiaron	  cómo	  se	  modificaba	  el	  beneficio	  de	   supervivencia	   al	   tener	   en	   cuenta	   el	   índice	   de	   riesgo	   del	   donante	   (DRI).	  Estimaron	  el	  BS	  emparejando	  la	  puntuación	  MELD	  de	  un	  candidato,	  con	  el	   índice	  de	   riesgo	   atribuido	   respectivamente	   a	   su	   donante.	   Ellos	   observaron	   que	   los	  pacientes	   con	   MELD	   más	   alto	   tienen	   un	   BS	   significativo	   con	   el	   TH,	  independientemente	  del	  DRI,	  sin	  embargo,	  los	  candidatos	  con	  MELD	  más	  bajos	  que	  reciben	  un	  órgano	  con	  un	  DRI	  alto	   tienen	  una	  alta	  mortalidad	  y	  no	  muestran	  un	  claro	   BS.	   Con	   esto	   demostraron	   que	   este	   escore	   se	   ve	   influenciado	   tanto	   por	   el	  MELD	  como	  por	  el	  DRI.	  Además,	  también	  observaron	  que	  los	  órganos	  con	  un	  DRI	  alto	  suelen	  ser	   trasplantados	  a	  receptores	  con	  puntaciones	  de	  MELD	  más	  bajas	  y	  viceversa,	   como	   podemos	   observar	   en	   la	   figura	   14.	   Esta	   consecuencia	   no	  intencionada,	   que	   surge	   de	   la	   política	   de	   asignación	   del	   modelo	   MELD	   trata	   de	  evitar	   la	   adición	   de	   factores	   de	   riesgo	   del	   donante	   y	   del	   receptor,	   pero	   se	  acompaña	  de	  un	  deterioro	  en	  la	  supervivencia	  post-­‐trasplante	  (128).	  
	  	   	  
Figura	  14.	  Relación	  entre	  MELD	  y	  DRI(127)	  	   Recientemente,	   también	   se	   han	   aportado	   cambios	   en	   cuanto	   al	   tiempo	  de	  seguimiento	   post-­‐trasplante	   para	   mejorar	   el	   concepto	   de	   beneficio	   de	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supervivencia.	  Así	  actualmente	  representa	  el	  balance	  entre	   la	  mortalidad	  en	   lista	  de	  espera	  y	  post-­‐trasplante	  a	  los	  5	  años,	  combinando	  características	  del	  donante	  y	  del	  receptor	  (126).	  Probablemente,	  la	  aportación	  más	  importante	  de	  este	  score	  no	  es	   el	   beneficio	   individual	   de	   un	   paciente,	   sino	   el	   beneficio	   colectivo.	   En	   este	  contexto,	   el	   principio	   de	   beneficencia	   podría	   ser	   equiparado	   al	   principio	   de	  utilidad	  (129),	  si	  bien,	  carece	  del	  principio	  de	  justicia.	  	  	  	   Se	   ha	   propuesto	   que	   cambiando	   el	   MELD	   por	   un	   sistema	   de	   asignación	  basado	   en	   el	   beneficio	   de	   supervivencia	   se	   salvarían	  más	   de	   2000	   años	   de	   vida	  considerando	   un	   seguimiento	   de	   5	   años	   (125).	   Ésta	   es	   quizás	   la	   ventaja	   más	  considerable	   de	   este	   modelo,	   ya	   que	   considera	   el	   pronóstico;	   su	   objetivo	   es	  conseguir	  más	  años	  de	  vida,	  no	  salvar	  más	  número	  de	  vidas.	  	  	  	   Sin	   embargo,	   pese	   a	   las	   ventajas	   expuestas	   anteriormente,	   este	   modelo	  también	  tiene	  sus	  inconvenientes	  por	  lo	  que	  finalmente	  no	  ha	  sido	  implantado.	  Por	  una	   parte,	   este	   score	   tiende	   a	   favorecer	   a	   los	   pacientes	   más	   enfermos	  independientemente	   de	   la	   calidad	   del	   donante	  mientras	   que	   los	   candidatos	  más	  sanos,	  incluso	  emparejándolos	  con	  órganos	  con	  un	  bajo	  DRI,	  estarían	  penalizados	  ya	  que	  los	  primeros	  ganarían	  más	  años	  de	  vida	  con	  el	  TH	  que	  el	  segundo	  supuesto.	  Por	   otra	   parte,	   se	   le	   podrían	   achacar	   al	   beneficio	   de	   supervivencia	   parte	   de	   los	  impedimentos	  del	  MELD	  ya	  que	  fue	  elaborado	  a	  partir	  de	  éste,	  como	  por	  ejemplo	  que	   sólo	   considera	   tres	   variables	   del	   receptor.	   Por	   último,	   otra	   limitación	  importante	  del	  beneficio	  de	  supervivencia	  es	  que	  no	   incluye	   la	  edad	  del	  receptor	  en	   su	   valoración,	   siendo	   éste	   un	   parámetro	   muy	   influyente	   en	   la	   supervivencia	  tanto	  pre	  como	  post-­‐trasplante.	  	  	  	  
2.	  MÉTODOS	  DE	  ASIGNACIÓN	  BASADOS	  EN	  CARACTERÍSTICAS	  DEL	  
DONANTE	  La	  utilización	  cada	  vez	  más	  aceptada	  de	  órganos	  con	  criterios	  expandidos,	  debido	   al	   desequilibrio	   entre	   la	   oferta	   y	   la	   demanda	   en	   el	   TH,	   llevó	   a	   tomar	  conciencia	   del	   potencial	   impacto	   negativo	   de	   éstos,	   en	   los	   resultados	   de	  supervivencia	  del	  injerto	  y	  del	  receptor.	  Tradicionalmente,	  se	  habían	  considerado	  donantes	  con	  criterios	  expandidos	  aquellos	  que	  tenían	  algún	  factor	  de	  riesgo	  para	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la	  no	  función	  o	  pobre	  función	  primaria	  del	  injerto.	  Sin	  embargo,	  de	  esta	  definición	  surgen	   controversias	   por	   los	   siguientes	   motivos:	   (1)	   Un	   injerto	   con	   criterios	  expandidos,	   no	   tiene	   por	   qué	   tener	   necesariamente	  malos	   resultados,	   ya	   que	   la	  supervivencia	   del	   injerto	   y	   el	   receptor	   depende	   de	   múltiples	   factores;	   (2)	   Los	  criterios	  considerados	  como	  de	  riesgo	  van	  evolucionando	  con	  el	  tiempo	  y	  a	  veces	  tienen	  un	  “umbral”	  subjetivo,	  por	  ejemplo,	  un	  donante	  de	  50	  años	  se	  consideraba	  de	  riesgo	  en	   la	  década	  de	   los	  90	  mientras	  que	  hoy	  se	  considera	  a	  uno	  de	  80;	   (3)	  Algunos	   criterios	   de	   riesgo	   potencian	   su	   efecto	   cuando	   están	   combinados	   en	   un	  mismo	  donante,	  así	  un	   injerto	  añoso	  y/o	  esteatósico	  se	  verá	  más	  afectado	  por	  el	  tiempo	  de	  isquemia	  fría.	  	  Estas	   consideraciones	   pusieron	   de	   manifiesto	   la	   necesidad	   de	   analizar	   el	  impacto	  específico	  de	  las	  características	  del	  donante	  en	  el	  riesgo	  de	  DPI	  y	  con	  ello,	  poder	   establecer	   el	   riesgo	   relativo	   de	   fallo	   del	   injerto	   para	   cada	   donante	  comparado	  con	  el	  donante	  ideal,	  tal	  y	  como	  se	  podía	  determinar	  para	  los	  donantes	  renales	  desde	  el	  año	  2002	  (130).	  	  Briceño	  y	  colaboradores	  (131)	  desarrollaron	  en	  el	  año	  2000	  un	  score	  para	  valorar	  el	  efecto	  de	  la	  adición	  de	  factores	  de	  riesgo	  para	  los	  injertos	  hepáticos.	  Se	  incluyeron	  en	  el	  score	  las	  siguientes	  características:	  edad	  del	  donante,	  estancia	  en	  UCI,	  tiempo	  de	  isquemia	  fría,	  hipotensión,	  bilirrubina,	  AST,	  ALT,	  sodio	  sérico	  y	  uso	  de	   dopamina.	   Los	   pacientes	   con	   órganos	   trasplantados	   con	   un	   score	   de	   3	   o	  superior	  mostraron	   una	   disminución	   en	   la	   supervivencia	   del	   injerto	   y	   un	  mayor	  índice	  de	  DPI.	  	  
	   	  	  	  Feng	   y	   colaboradores	  describieron	   el	   concepto	  de	   Índice	  de	  Riesgo	  del	  
Donante	  (DRI)	  (132).	  Éste	  es	  un	  score	  que	  valora	  de	  forma	  cuantitativa,	  continua	  y	  objetiva	  la	  calidad	  del	  donante,	  basándose	  en	  características	  del	  mismo	  que	  son	  conocidas	  en	  el	  momento	  de	  la	  oferta.	  Para	  su	  elaboración	  se	  realizó	  un	  análisis	  de	  regresión	   de	   Cox	   para	   identificar	   los	   predictores	   de	   DPI.	   Se	   identificaron	   7	  características	   del	   donante	   y	   del	   injerto	   asociadas	   de	   forma	   significativa	   e	  independiente	   con	   un	   incremento	   del	   riesgo	   de	   DPI.	   La	   edad	   del	   donante,	   la	  utilización	  de	   injertos	   parciales	   o	   “split”	   y	   los	   donantes	   en	   asistolia	   se	   asociaron	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fuertemente	   con	  DPI	   [siendo	   la	   edad	  el	   factor	  de	   riesgo	  más	   importante	   (con	  un	  riesgo	   relativo	   	   de	   1,53	   y	   1,65	   para	   donantes	   de	   entre	   61	   y	   70años,	   y	   >70,	  respectivamente];	   la	   raza	   afro-­‐americana,	   la	   baja	   estatura	   del	   donante	   y	   el	  accidente	  cerebrovascular	  u	  otras	  causas	  de	  muerte	  distintas	  al	  trauma	  y	  la	  anoxia,	  se	  asociaron	  de	   forma	  moderada	  con	   la	  DPI.	  Además	  dos	   factores	  del	   trasplante,	  como	   son	   el	   tiempo	   de	   isquemia	   fría	   y	   la	   procedencia	   del	   injerto	   fuera	   del	   área	  local	  del	  trasplante,	  también	  se	  identificaron	  como	  factores	  de	  riesgo	  para	  DPI.	  De	  hecho,	   estos	   dos	   últimos	   factores	   se	  mostraron	   independientes,	   sin	   que	   hubiese	  una	  interacción	  significativa	  entre	  ellos.	  A	  diferencia	  de	  otros	  scores	  previos	  de	  valoración	  de	  riesgo	  del	  donante,	  el	  DRI	  ofrece	  un	  valor	  cuantitativo	  para	  cada	  donante,	  que	  permite	  la	  posibilidad	  de	  comparar	   resultados.	   Además,	   el	   DRI	   ha	   sido	   validado	   recientemente	   en	   Europa	  (133),	  si	  bien,	  algunas	  discrepancias	  en	  cuanto	  a	  la	  población	  europea	  respecto	  de	  la	  americana,	  han	  limitado	  su	  aplicabilidad	  universal	  (134).	  	  Es	  un	  modelo	  que	  incluye	  variables	  conocidas	  o	  que	  se	  pueden	  vaticinar	  en	  el	  momento	  de	   la	   oferta	  del	   donante,	   por	   tanto	  puede	   ser	  útil	   para	  decidir	   si	   un	  injerto	  hepático	  determinado	  se	  acepta	  o	  no	  para	  un	  receptor,	  en	  función	  del	  valor	  que	  tenga	  este	  índice	  de	  riesgo.	  Sin	  embargo,	  varias	  limitaciones	  se	  han	  atribuido	  al	   DRI,	   entre	   ellas:	   el	   score	   se	   desarrolló	   con	   datos	   de	   la	   era	   pre-­‐MELD,	   es	  muy	  dependiente	  de	  la	  edad	  del	  donante	  y	  carece	  de	  variables	  del	  receptor,	  por	  lo	  que	  per	  sé	  es	  una	  herramienta	  subóptima	  para	  el	  “matching	  D-­‐R”.	  	  Otro	  de	  los	  inconvenientes	  que	  se	  han	  achacado	  al	  DRI	  es	  que	  la	  esteatosis	  hepática	   no	   se	   consideró	   en	   su	   análisis.	   Varios	   estudios	   han	   sugerido	   que	   es	   un	  factor	  importante	  que	  influye	  en	  los	  resultados	  postrasplante.	  Un	  estudio	  con	  más	  de	  veinte	  mil	   trasplantes	   llevado	  a	  cabo	  por	  Spitzer	  y	  colaboradores	  concluyeron	  que,	   en	  un	  grupo	  de	  donantes	   con	  un	  DRI	  alto,	   la	   estatosis	  macrovesicular	  es	  un	  factor	   de	   riesgo	   independiente	   para	   la	   supervivencia	   del	   injerto,	   junto	   con	   otros	  factores	  del	  DRI	   incluyendo	   la	   edad,	   raza	  del	  donante,	   tiempo	  de	   isquemia	   fría	   y	  donación	  en	  asistolia	  (135).	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3.	  MÉTODOS	  DE	  ASIGNACIÓN	  BASADOS	  EN	  CARACTERÍSTICAS	  DE	  
DONANTE	  Y	  RECEPTOR	  
	  
	   En	   la	   última	   década	   se	   han	   propuesto	   varios	   modelos	   que	   combinan	  variables	   del	   donante	   y	   del	   receptor,	   con	   un	  mismo	   fin,	   que	   es	   la	   asignación	  del	  injerto.	  Los	  podemos	  clasificar	  según	  el	  objetivo	  principal	  en	  el	  que	  se	  basa	  cada	  uno	  de	  ellos.	  
	   3.	  1.	  Basados	  en	  el	  principio	  de	  utilitarismo	  
	   Amin	   y	   colaboradores	   construyeron	   un	  Modelo	   de	   Decisión	   de	  Markov	  para	   estimar	   la	   supervivencia	   al	   año	  del	   TH,	   comparando	   receptores	   que	   se	   han	  trasplantado	   con	   órganos	   con	   criterios	   extendidos	   de	   forma	   inmediata,	   versus	  receptores	  que	  esperan	  la	  llegada	  de	  un	  donante	  estándar	  (136).	  Bajo	  este	  modelo,	  los	   pacientes	   con	   un	   MELD	   mayor	   de	   20	   tendrían	   mejores	   resultados	   si	   se	  trasplantan	   con	   un	   donante	   subóptimo	   que	   si	   esperan	   la	   llegada	   de	   un	   donante	  estándar.	   En	   cambio,	   para	   pacientes	   con	   un	   MELD	   bajo,	   el	   beneficio	   de	  supervivencia	   depende	   del	   riesgo	   de	   FPI	   asociado	   al	   órgano	   donado.	   Estos	  resultados	  apoyan	  el	  concepto	  teórico	  del	  beneficio	  de	  supervivencia.	  Sin	  embargo,	  el	   estudio	   estaba	   basado	   en	   una	   simulación	   y	   la	   veracidad	   de	   sus	   resultados	   se	  apoyaba	  en	  suposiciones	  difíciles	  de	  verificar,	  como	  la	  posibilidad	  de	  recuperación	  de	  DFI,	  la	  tasa	  de	  retrasplante	  por	  FPI,	  la	  falta	  de	  consideración	  de	  fallo	  del	  injerto	  tardío	  o	  la	  disponibilidad	  de	  un	  donante	  hepático	  estándar.	  	   Tanto	  este	  modelo	   como	  el	  Beneficio	  de	  Supervivencia	  Global	   (127),	   ya	  referido	  previamente,	  que	  estima	  el	  BS	   teniendo	  en	   cuenta	  el	  MELD	   junto	   con	  el	  DRI	  de	  cada	  pareja	  D-­‐R,	  se	  basan	  en	  el	  principio	  de	  utilidad	  y	  tienen	  más	  en	  cuenta	  el	  beneficio	  colectivo	  que	  el	  propiamente	  individual.	  	  	  	  	  	  
	   3.	  2.	  Basados	  en	  el	  principio	  de	  urgencia	  y	  pronóstico	  
	   En	  2006	  Loannou	  (137)	  publicó	  un	  estudio	  en	  el	  que	  desarrolló	  un	  modelo	  para	  predecir	  supervivencia	  tras	  el	  TH,	  con	  una	  base	  de	  datos	  de	  la	  UNOS	  de	  la	  era	  pre-­‐MELD,	  en	  el	  que	  se	  incluyeron	  20.301	  pacientes	  sometidos	  a	  TH	  entre	  19994	  y	  2003.	  Mediante	  un	  análisis	  multivariante	  identificó	  4	  variables	  del	  donante	  y	  9	  del	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receptor	   capaces	   de	   predecir	   adecuadamente	   supervivencia	   después	   del	   TH	   en	  pacientes	  sin	  VHC,	  desarrollando	  un	  modelo	  ligeramente	  diferente	  para	  pacientes	  sin	   el	   virus.	  El	  modelo	   también	  describió	  un	   score	  de	   riesgo	  del	  donante	   con	   las	  cuatro	  variables	  incluidas	  en	  el	  modelo	  de	  supervivencia,	  llamado	  “Score	  of	  Liver	  
Donor	  (SOLD)”.	  En	  definitiva,	  este	  estudio	  sólo	  aportó	  un	  conjunto	  de	  factores	  de	  riesgo,	   sin	   desarrollar	   un	   score	   compuesto	   (excepto	   el	   modelo	   de	   riesgo	   del	  donante).	   Además,	   una	   estratificación	   excesiva	   de	   las	   variables	   y	   de	   categorías	  incluidas	  lo	  hace	  ineficaz	  para	  su	  uso.	  	   Dos	  años	  más	  tarde,	  Rana	  y	  colaboradores	  (138)	  desarrollaron	  otro	  modelo	  muy	  ambicioso	  para	  predecir	  supervivencia	  a	  los	  tres	  meses	  del	  trasplante,	  con	  la	  intención	   de	   complementar	   al	   MELD	   como	   predictor	   de	   mortalidad	   en	   lista	   de	  espera.	   Basándose	   en	   un	   análisis	  multivariante	   de	   21.673	   pacientes	   sometidos	   a	  TH	  en	   la	  región	  de	   la	  UNOS,	  se	   identificaron	  4	  características	  del	  donante,	  13	  del	  receptor	  y	  1	  relacionada	  con	  la	  cirugía	  (tiempo	  de	  isquemia	  fría)	  como	  predictores	  de	  mortalidad	  a	  los	  tres	  meses	  tras	  el	  TH.	  En	  total,	  18	  factores	  de	  riesgo	  conocidos	  en	   el	   momento	   de	   la	   oferta	   se	   utilizaron	   para	   crear	   el	   score	   SOFT	   (Survival	  
Outcomes	   Following	   Liver	   Transplant).	   Se	   diseñaron	   dos	   scores	  complementarios:	   el	   P-­‐SOFT	   (un	   score	   de	   pre-­‐asignación,	   para	   predecir	   la	  supervivencia	  del	  receptor	  tras	  el	  TH)	  y	  el	  SOFT,	  que	  resulta	  de	  añadir	  al	  P-­‐SOFT	  en	  el	  momento	  de	  la	  aceptación	  del	  órgano,	  los	  puntos	  adjudicados	  a	  los	  criterios	  del	   donante,	   una	   característica	   del	   receptor	   (sangrado	   portal	   en	   las	   48	   horas	  previas	   al	   TH)	   y	   dos	   factores	   logísticos	   (el	   tiempo	   de	   isquemia	   y	   la	   asignación	  nacional).	  	  	   Estos	  dos	  modelos	  combinan	  el	  principio	  de	  urgencia,	  primero	  el	  paciente	  más	  enfermo	  (el	  MELD	  fue	   incluido	  en	  su	  análisis	  de	  regresión)	  y	  el	  principio	  de	  pronóstico	   (calculan	   la	   mortalidad	   a	   tres	   meses),	   aunque	   el	   beneficio	   de	  supervivencia	  no	  es	  considerado.	  	  	   El	  SOFT	  combinado	  con	  el	  MELD	  teóricamente	  permitirían	  tomar	  decisiones	  en	   tiempo	   real	   de	   una	   oferta	   particular,	   sobre	   qué	   candidato	   debería	   ser	  trasplantado.	  Sin	  embargo,	  se	  deben	  tener	  en	  cuenta	  algunas	  consideraciones:	  (1)	  los	  puntos	  fueron	  asignados	  a	  cada	  factor	  de	  riesgo	  dependiendo	  de	  su	  odds	  ratio	  (se	   asignó	   un	   punto	   positivo	   o	   negativo	   a	   cada	   variable	   por	   cada	   incremento	   o	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descenso	   en	   su	   valor	   de	   un	   10%),	   lo	   cual	   parece	   ser	   arbitrario;	   (2)	   el	   modelo	  incluye	   variables	   dependientes	   del	   observador	   (encefalopatía,	   ascitis	   pre-­‐trasplante),	  modificables	  en	  el	  tiempo	  (albúmina	  del	  receptor),	  y	  dependientes	  del	  tratamiento	  aplicado	  (diálisis	  previa	  al	  TH,	  estado	  físico	  pre-­‐trasplante,	  ingresado	  en	  el	  hospital	  o	  en	  UCI	  previo	  al	  trasplante);	  (3)	  el	  peso	  de	  las	  variables	  del	  P-­‐SOFT	  simplemente	  se	  suma	  al	  de	   las	  variables	   incluidas	  en	  el	  momento	  de	   la	  oferta,	   lo	  cual	  es	  una	  presunción	  empírica;	  (4)	  el	  tiempo	  de	  isquemia	  caliente	  fue	  eliminado	  del	  modelo	   (OR	   2.3),	   ya	   que	   no	   se	   puede	   predecir	   previo	   al	   TH;	   (5)	   el	   rango	   de	  puntos	  de	  los	  grupos	  de	  riesgo	  en	  el	  score	  SOFT	  es	  desigual	  de	  forma	  arbitraria.	  	  	   Un	   nuevo	  modelo	   que	   optimiza	   el	   pronóstico	   y	   el	   principio	   de	   justicia	   ha	  sido	   descrito	   recientemente,	   el	   “Balance	   of	   risk	   score”	   (BAR)	   (139).	   Se	  incluyeron	  37.255	  trasplantes	  de	  la	  base	  de	  datos	  de	  la	  UNOS	  y	  tras	  una	  regresión	  logística	   se	   identificaron	   seis	   variables	   predictoras	   de	   supervivencia	   a	   los	   tres	  meses	  post-­‐trasplante:	  MELD,	  edad	  del	  receptor,	  retrasplante,	  dependencia	  para	  la	  vida	   diaria	   previa	   al	   trasplante,	   edad	   del	   donante	   y	   tiempo	   de	   isquemia	   fría.	   El	  predictor	   más	   fuerte	   de	   mortalidad	   a	   los	   tres	   meses	   fue	   el	   MELD,	   seguido	   del	  retrasplante.	  Este	  modelo	  discrimina	  en	  términos	  de	  supervivencia	  global,	  según	  la	  puntuación	  de	  una	  pareja	  donante-­‐receptor	  por	  encima	  o	  por	  debajo	  de	  18	  puntos.	  En	  la	  región	  de	  la	  UNOS	  sólo	  el	  3%	  de	  todos	  los	  TH	  tenían	  una	  puntuación	  del	  BAR	  >	  18.	  Por	  tanto,	  todos	  los	  candidatos	  a	  TH	  que,	  junto	  con	  un	  donante	  dado,	  reúnan	  menos	   de	   18	   puntos	   serían	   considerados	   un	   buen	   “matching	   D-­‐R”,	  independientemente	  de	  otros	  factores	  del	  donante	  y	  del	  receptor	  no	  incluidos	  en	  el	  modelo.	  Además,	  no	  incluye	  factores	  que	  influyen	  en	  los	  resultados	  a	   largo	  plazo,	  ya	  que	  su	  variable	  dependiente	  es	  mortalidad	  a	  los	  tres	  meses	  del	  TH.	  	  
	  
	   3.	  3.	  Basados	  en	  el	  pronóstico	  	  
	   Combinando	   el	   principal	   factor	   de	   riesgo	   del	   receptor	   (MELD	  preoperatorio),	   y	   el	   factor	   de	   riesgo	   más	   influyente	   del	   donante	   (la	   edad),	  Halldorson	   y	   colaboradores	   desarrollaron	   el	   D-­‐MELD,	   un	   modelo	   objetivo,	  transparente	  y	  fácil	  de	  aplicar	  que	  puede	  ayudar	  a	  tomar	  la	  decisión	  de	  aceptar	  o	  no	   un	   órgano	   para	   un	   determinado	   receptor	   (140).	   El	   producto	   de	   estas	   dos	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variables	   cuantitativas	   (la	   edad	   y	   el	   valor	   del	   MELD,	   calculado	   con	   variables	   de	  laboratorio)	   resulta	   en	   un	   gradiente	   de	   riesgo	   de	   mortalidad	   y	   complicaciones	  post-­‐trasplante,	   como	   la	   estancia	   postoperatoria.	   Para	   ello,	   se	   realizó	   un	   estudio	  retrospectivo	   incluyendo	  17.942	  pacientes	  de	   la	  base	  de	  datos	  e	   la	  UNOS,	  que	  se	  siguieron	  hasta	  4	  años	  después	  del	  TH	  y	  se	  realizaron	  curvas	  de	  Kaplan-­‐Meier	  por	  estratos	  de	  400	  puntos	  del	  D-­‐MELD.	  Con	  un	  punto	  de	  corte	  de	  1600	  puntos	  en	  el	  score	  D-­‐MELD	  se	   identifica	  un	  subgrupo	  de	  parejas	  donante-­‐receptor	  con	  peores	  resultados	   a	   corto	   y	   largo	   plazo,	   por	   tanto,	   según	   estos	   resultados	   se	   deberían	  evitar	   aquellos	   trasplantes	   en	   los	   que	   este	   producto	   fuese	   ≥	   1600.	   Esta	   medida	  mejoraría	  los	  resultados	  en	  grupos	  de	  alto	  riesgo,	  como	  receptores	  con	  MELD	  ≥	  30	  ó	   trasplantes	   realizados	   con	   donantes	   añosos.	   Sin	   embargo,	   en	   un	   área	   con	   baja	  tasa	  de	  donación	  los	  receptores	  de	  alto	  riesgo	  se	  verían	  perjudicados	  a	  la	  hora	  de	  acceder	  al	  TH,	  ya	  que	  por	  ejemplo,	  un	  donante	  de	  65	  años	  sería	  rechazado	  para	  un	  candidato	   con	   un	  MELD	   de	   25,	   ya	   que	   su	   puntuación	   D-­‐MELD	   alcanza	   los	   1625	  puntos.	  	  	   Según	  la	  teoría	  de	  que	  un	  trasplante	  en	  el	  que	  la	  expectativa	  de	  vida	  a	  los	  5	  años	   sea	   inferior	   al	   50%	   no	   debería	   realizarse,	   para	   evitar	   un	   mal	   uso	   de	   los	  órganos	  disponibles	  (141),	  un	  estudio	  italiano	  intentó	  establecer	  un	  punto	  de	  corte	  del	   D-­‐MELD	   a	   partir	   del	   cual	   se	   diera	   esta	   circunstancia.	   Para	   ello,	   el	   D-­‐MELD	   y	  otros	   factores	   pronósticos	   fueron	   analizados	   en	   una	   base	   de	   datos	   de	   5946	  trasplantes	   hepáticos	   procedentes	   de	   21	   centros	   italianos.	   Este	   punto	   de	   corte	  capaz	  de	  predecir	  que	  la	  supervivencia	  del	  TH	  a	  los	  5	  años	  cae	  por	  debajo	  del	  50%,	  sólo	  se	  logró	  identificar	  para	  receptores	  con	  VHC,	  que	  alcanzan	  una	  puntuación	  del	  D-­‐MELD	  ≥	  1750	  (142).	  	  	  	  	   De	   lo	   expuesto	   hasta	   ahora	   se	   deduce	   que	   no	   existe	   un	   modelo	   de	  emparejamiento	   donante-­‐receptor	   ideal.	   Cunado	   tratamos	   de	   guiarnos	   por	   el	  principio	   de	   urgencia,	   podemos	   penalizar	   el	   beneficio	   de	   supervivencia;	   si	  elegimos	   un	   modelo	   basado	   en	   la	   antigüedad,	   sacrificamos	   el	   principio	   de	  prioridad.	   Sin	   embargo,	   desde	   un	   punto	   de	   vista	   matemático,	   el	   problema	   del	  
matching	   donante-­‐receptor	   es	   un	   problema	   de	   clasificación,	   siendo	   la	   variable	  resultado	  la	  supervivencia	  o	  no	  del	  receptor	  y/o	  injerto.	  Por	  ello,	  procede	  abordar	  este	   problema	   desde	   un	   punto	   de	   vista	   más	   objetivo,	   separándolo	   de	   las	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REDES	  NEURONALES	  ARTIFICIALES	  
INTRODUCCIÓN	  	   La	   mayoría	   de	   las	   decisiones	   clínicas	   que	   se	   toman	   en	   medicina	   están	  basadas	   en	  más	   de	   un	   ítem,	   ya	   que	   es	  muy	   raro	   que	   un	   único	   síntoma,	   signo	   o	  medición	   sean	   patognomónicos,	   sin	   que	   se	   solapen	   con	   otras	   enfermedades.	   Al	  hacer	  predicciones	  diagnósticas,	   se	   toman	  decisiones	   asignando	  diferente	  peso	   a	  los	  datos	  conocidos,	  normalmente	  de	  forma	  inconsciente,	  y	  eligiendo	  la	  predicción	  más	   probable.	   Se	   va	   aprendiendo	   la	   importancia	   relativa	   y	   especificidad	   de	   los	  síntomas	  y	  signos	  con	  la	  experiencia	  de	  ver	  pacientes,	  recoger	  datos	  de	  los	  mismos	  y	  hacer	  predicciones	  diagnósticas	  y	   luego,	   compararlas	  con	   los	   resultados	   reales.	  Es	  por	  ello,	  que	  los	  médicos	  con	  experiencia	  es	  más	  probable	  que	  tomen	  decisiones	  correctas	  que	  aquellos	  que	  no	  la	  tienen.	  Cuando	  tratamos	  de	  resolver	  este	  tipo	  de	  problemas,	   para	   los	   que	  no	   se	  puede	   aplicar	  un	   tratamiento	   logarítmico,	   es	  muy	  útil	   la	   experiencia	   acumulada;	   por	   ello	   para	   tratar	   de	   resolverlos	   se	   podrán	  emplear	   sistemas	   que	   sean	   capaces	   de	   reproducir	   esta	   característica	   humana,	  como	   son	   los	   métodos	   de	   Inteligencia	   Artificial.	   Para	   el	   apoyo	   en	   este	   tipo	   de	  decisiones	  podría	  ser	  útil	  cualquier	  tipo	  de	  sistema	  estadístico	  o	  sistema	  basado	  en	  reglas	  que,	  aportándole	  una	  serie	  de	  datos,	  proporcione	  la	  mejor	  solución	  para	  un	  problema	  en	  concreto,	  como	  son	  las	  Redes	  Neuronales	  (143),	  que	  constituyen	  una	  de	  las	  áreas	  de	  la	  Inteligencia	  Artificial	  que	  más	  se	  han	  desarrollado	  en	  los	  últimos	  años	  (144).	  	  	  
DEFINICIÓN	  Y	  ESTRUCTURA	  	   Las	   redes	   neuronales	   artificiales	   (RNA)	   son	   algoritmos	   de	   cálculo	   que	  emulan	  el	  comportamiento	  del	  cerebro	  humano,	  es	  decir	  reproducen	  la	  capacidad	  de	   aprendizaje,	   de	   memorizar	   y	   de	   asociar	   hechos	   del	   sistema	   nervioso,	   de	   tal	  manera,	   que	   la	   red	   neuronal	   identifica	   un	   patrón	   a	   seguir	   entre	   las	   variables	   de	  entrada	  y	  las	  de	  salida.	  Las	  entradas	  serían	  los	  valores	  de	  un	  conjunto	  de	  variables	  predictoras	   y	   las	   salidas	   serían	   los	   estados	   de	   la	   variable	   que	   se	   considera	  dependiente	  de	  las	  anteriores.	  Las	  RNA	  consisten,	  desde	  un	  punto	  de	  vista	  técnico,	  en	   un	   grupo	  de	   unidades	   de	   proceso	   (nodos)	   que	   se	   asemejan	   a	   las	   neuronas	   al	  estar	  interconectadas	  en	  paralelo	  por	  un	  entramado	  de	  relaciones	  (análogas	  a	  las	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conexiones	   sinápticas	   en	   el	   sistema	   nervioso)	   (145).	   De	   forma	   simplificada,	  podemos	  decir	   que	   la	   red	  neuronal	   se	   compone	  de	  unidades	   llamadas	  neuronas,	  donde	  cada	  una	  de	  ellas	  recibe	  una	  serie	  de	  entradas	  que	  se	  propagan	  a	  través	  de	  interconexiones,	   y	   dependiendo	   del	   peso	   de	   esas	   conexiones,	   emite	   una	   salida.	  Cada	   neurona	   es	   una	   simple	   unidad	   procesadora	   que	   recibe	   y	   combina	   señales	  desde	  y	  hacia	  otras	  neuronas.	  	  
	  
Figura	  15.	  Esquema	  de	  Red	  Neuronal	  Artificial	  En	  la	  figura	  	  	  	  se	  representa	  una	  RNA	  tipo	  Perceptron,	  que	  es	  el	  tipo	  de	  red	  neuronal	  más	  estudiada	  y	  utilizada	  (146).	  La	  arquitectura	  de	  una	  RNA	  es	  la	  manera	  en	  que	  se	  disponen	  sus	  nodos	  y	  conexiones.	  Consta	  de	  varias	  capas:	  
• Capa	   de	   entrada:	   con	   n	   neuronas	   (nodos	   de	   entrada),	   que	   reciben	   las	  señales	   de	   entrada	   a	   la	   red.	   Son	   los	   valores	   de	   las	   variables	  independientes	  del	  modelo.	  
• Capa	  de	  salida:	  puede	  estar	  formada	  por	  una	  o	  más	  neuronas	  (nodos	  de	  salida),	  que	  emiten	  la	  respuesta	  de	  la	  red	  al	  exterior,	  es	  decir,	  el	  valor	  de	  la	  variable	  dependiente	  del	  modelo.	  
• Capa	   oculta:	   puede	   haber	   una	   o	   más	   capas	   intermedias	   en	   las	   que	   se	  agrupan	   el	   resto	   de	   nodos,	   formada	   por	  m	   neuronas	   (nodos	   ocultos).	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Normalmente	   se	   suelen	  utilizar	  RNAs	  con	  una	   sola	   capa	  oculta,	   aunque	  puede	  haber	  varias.	  	  Cada	  capa	  agrupa	  neuronas	  que	  reciben	  sinapsis	  de	  las	  neuronas	  de	  la	  capa	  anterior	  y	  emiten	  salidas	  hacia	  las	  neuronas	  de	  la	  capa	  siguiente.	  	  Al	  igual	  que	  el	  cerebro,	  una	  RNA	  se	  compone	  de	  un	  conjunto	  masivamente	  paralelo	  de	  unidades	  de	  proceso	  muy	   simples	  y	   es	   en	   las	   conexiones	  entre	   estas	  unidades	   donde	   reside	   la	   inteligencia	   de	   la	   red.	   Biológicamente,	   un	   cerebro	  aprende	   mediante	   la	   reorganización	   de	   las	   conexiones	   sinápticas	   entre	   las	  neuronas	  que	  lo	  componen.	  De	  la	  misma	  manera,	  las	  RNA	  tienen	  un	  gran	  número	  de	   procesadores	   virtuales	   interconectados	   que	   de	   forma	   simplificada	   simulan	   la	  funcionalidad	  de	  las	  neuronas	  biológicas.	  	  En	  esta	  simulación,	  la	  reorganización	  de	  las	   conexiones	   sinápticas	  biológicas	   se	  modela	  mediante	  un	  mecanismo	  de	  pesos,	  que	   son	   ajustados	   durante	   la	   fase	   de	   aprendizaje.	   En	   una	   RNA	   entrenada,	   el	  conjunto	  de	   los	  pesos	  determina	  el	  conocimiento	  de	  esa	  RNA	  y	  tiene	   la	  propiedad	  de	  resolver	  el	  problema	  para	  el	  que	  la	  RNA	  ha	  sido	  entrenada.	  En	   las	   RNAs,	   la	   unidad	   análoga	   a	   la	   neurona	   biológica	   es	   el	   elemento	  procesador	   (EP)	   o	   neurona	   artificial,	   que	   son	   las	   unidades	   básicas	   de	   la	   red	   que	  reciben	  información	  de	  varias	  entradas	  y	  la	  combina,	  normalmente	  con	  una	  suma	  básica.	  La	  suma	  de	  las	  entradas	  es	  modificada	  por	  una	  función	  de	  transferencia	  y	  el	  valor	  de	  la	  salida	  de	  esta	  función	  de	  transferencia	  se	  pasa	  directamente	  a	  la	  salida	  del	  elemento	  procesador	  y	  se	  va	  a	  transmitir	  a	  múltiples	  neuronas	  posteriores.	  Por	  tanto,	   las	   neuronas	   de	   la	   capa	   oculta	   de	   la	   estructura	   de	   la	   red	   se	   modelan	  mediante	   unidades	   de	   proceso	   o	   nodos	   del	   modelo.	   Cada	   unidad	   de	   proceso	   se	  compone	   de	   un	   conjunto	   de	   conexiones	   de	   entrada,	   una	   función	   de	   activación	  (encargada	  de	  computar	   la	  entrada	   total	  combinada	  de	   todas	   las	  conexiones),	  un	  núcleo	   central	   de	   proceso	   (encargado	   de	   aplicar	   la	   función	   de	   activación)	   y	   una	  salida	  o	  función	  de	  transferencia	  (por	  donde	  se	  transmite	  el	  valor	  de	  activación	  a	  otras	  unidades).	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Figura	  16.	  Diagrama	  de	  una	  Neurona	  Artificial	  (EP)	  
	  Las	   neuronas	   están	   unidas	   entre	   sí	   por	   unas	   conexiones	   llamadas	   pesos	  sinápticos.	  Este	  peso	  o	  fuerza	  sináptica	  será	  un	  valor	  numérico	  correspondiente	  a	  la	  eficacia	  de	  la	  sinapsis	  de	  las	  conexiones	  neuronales.	  Cada	  entrada	  a	  la	  neurona	  se	  multiplica	  por	  su	  “peso”	  o	  ponderación	  correspondiente	  al	  grado	  de	  conexión	  de	  la	  sinapsis.	  Cuando	  se	  evalúa	  una	  neurona	  se	  debe	  calcular	  el	  conjunto	  de	  todas	  las	  fuerzas	   que	   reciben	   por	   sus	   entradas	   (denominado	   NET).	   Una	   vez	   calculado	   el	  valor	   conjunto	  de	   todas	   las	   entradas	   se	   aplica	   una	   función	  de	   activación	   (F)	   que	  determinará	  el	  valor	  del	  estado	  interno	  de	  la	  neurona	  y	  producirá	  la	  señal	  de	  salida	  de	   la	  neurona	  (OUT).	  La	   función	  F	  puede	  ser	  una	   función	   lineal	  o	  una	   función	  no	  lineal	   que	   simula	   con	   mayor	   exactitud	   las	   características	   de	   transferencia	   no	  lineales	  de	  las	  neuronas.	  La	   combinación	   de	   las	   señales	   que	   recibe	   una	   neurona	   se	   puede	   calcular	  como	  muestra	  la	  siguiente	  ecuación:	  
NET	  =	  X*W	  
Donde	  X	  es	  el	  vector	  de	  la	  variable	  de	  entrada	  y	  W	  el	  vector	  de	  pesos	  de	  las	  conexiones.	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   Existen	  distintas	   formas	  de	   transmisión	  de	   la	   información	  entre	   los	  nodos	  de	  una	  RNA,	  que	  determinan	  la	  naturaleza	  de	  la	  misma.	  De	  este	  modo,	  los	  tipos	  de	  transmisión	  son	  los	  siguientes:	  
§ Transmisión	   hacia	   delante:	   Este	   tipo	   de	   transmisión	   (también	   llamada	  transmisión	  feedforward)	  se	  produce	  desde	  los	  nodos	  de	  la	  capa	  de	  entrada	  hasta	   los	  nodos	  de	   la	  capa	  de	  salida.	  Las	  RNAs	  que	  presentan	  este	   tipo	  de	  transmisión	   se	   denominan	   redes	   feedforward	   o	   redes	   con	   transmisión	   de	  
información	  hacia	  delante.	  
§ Transmisión	  lateral:	  Este	  tipo	  de	  transmisión	  se	  produce	  entre	  nodos	  de	  la	  misma	   capa.	   Las	   RNAs	   que	   presentan	   este	   tipo	   de	   transmisión	   se	  denominan	  redes	  con	  transmisión	  lateral.	  
§ Transmisión	   hacia	   atrás:	   Este	   tipo	   de	   transmisión	   (también	   llamada	  transmisión	  feedback)	  se	  produce	  desde	  los	  nodos	  de	  la	  capa	  de	  salida	  hasta	  los	   nodos	   de	   la	   capa	   de	   entrada.	   Las	   RNAs	   que	   presentan	   este	   tipo	   de	  transmisión	  se	  denominan	  redes	  con	  realimentación	  o	  redes	  recurrentes.	  	   La	  forma	  general	  de	  una	  RNA	  es	  la	  de	  un	  modelo	  de	  caja	  negra	  en	  el	  sentido	  de	  que	  la	  interpretabilidad	  de	  las	  relaciones	  no	  lineales	  causa-­‐efecto	  no	  se	  obtiene	  fácilmente.	  	  	  La	  linealidad	  de	  un	  sistema	  permite	  a	  los	  investigadores	  hacer	  ciertas	  suposiciones	  matemáticas	  y	  aproximaciones,	  permitiendo	  un	  cálculo	  más	  sencillo	  de	  los	  resultados.	  Ya	  que	  los	  sistemas	  no	  lineales	  no	  son	  iguales	  a	  la	  suma	  de	  sus	  partes,	  usualmente	  son	  difíciles	  (o	  imposibles)	  de	  modelar,	  y	  sus	  comportamientos	  con	  respecto	  a	  una	  variable	  dada	  es	  extremadamente	  difícil	  de	  predecir.	  	  	   El	   enfoque	   adoptado	   a	   la	   hora	   de	   interpretar	   la	   salida	   de	   una	   RNA	   es	   un	  enfoque	  probabilístico.	  Se	  considera	  un	  esquema	  de	  codificación	  “1	  de	  Q”,	  siendo	  Q	  el	   número	   de	   clases	   del	   problema.	   Una	   nueva	   observación	   se	   asigna	   a	   la	   clase	  correspondiente	   al	   valor	   de	   salida	  más	   grande	   de	   cada	   una	   de	   las	   neuronas	   que	  componen	   la	   capa	   de	   salida	   (existe	   una	   neurona	   por	   cada	   clase).	   Ese	   valor	   se	  calcula	  en	  base	  a	  la	  función	  softmax,	  que	  viene	  dado	  por	  la	  siguiente	  fórmula:	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  Siendo	   gq(x,Θq)	   la	   probabilidad	   de	   que	   el	   patrón	   X	   pertenezca	   a	   la	   clase	   q.	   La	  transformación	   softmax	   produce	   estimaciones	   positivas	   en	   todas	   las	   salidas,	   de	  forma	  que	  la	  suma	  de	  todas	  ellas	  es	  la	  unidad,	  lo	  que	  hace	  que	  las	  salidas	  puedan	  ser	  interpretadas	  como	  la	  probabilidad	  de	  pertenencia	  a	  la	  clase	  correspondiente.	  	   Al	   tratarse	   de	   probabilidades	   de	   pertenencia	   a	   una	   clase,	   no	   es	   necesario	  calcularlas	   todas,	   ya	   que,	   por	   ejemplo,	   la	   última	   probabilidad	   	  gq(x,Θq)	   se	   puede	  calcular	   en	   función	   del	   resto	   como	   .	   De	   esta	   foma	   podemos	  simplificar	   el	  modelo	   definiendo	   la	   salida	   de	   una	   de	   las	   neuronas	   de	   la	   capa	   de	  salida	  con	  un	  valor	  constante	  e	  igual	  a	  0,	  es	  decir,	  	  fQ	  (x,ΘQ)	  =	  0.	  	   Para	  la	  salida	  de	  una	  señal	  de	  cada	  neurona	  se	  dan	  tres	  tipos	  de	  funciones:	  
1.	  Función	  de	  propagación	  o	  de	  excitación:	  hace	  el	  papel	  de	  las	  conexiones	  sinápticas.	  La	  existencia	  de	  conexiones	  determina	  si	  es	  posible	  que	  un	  nodo	  influya	  sobre	  otro,	  mientras	  que	  el	  valor	  de	  los	  pesos	  y	  el	  signo	  de	  los	  mismos	  definen	  el	  tipo	  y	  la	  intensidad	  de	  la	  influencia.	  Si	  el	  peso	  es	  positivo,	  la	  conexión	  se	  denomina	  excitatoria	  y	  si	  es	  negativo,	  se	  denomina	  inhibitoria.	  
2.	  Función	  de	  activación:	   calcula	  el	  valor	  de	  base	  o	  entrada	   total	  al	  nodo,	  generalmente	   como	   simple	   suma	   ponderada	   de	   todas	   las	   entradas	   recibidas,	   es	  decir,	   de	   las	   entradas	  multiplicadas	   por	   el	   peso	   o	   valor	   de	   las	   conexiones.	   Es	   la	  encargada	  de	  relacionar	  la	  información	  de	  entrada	  de	  la	  neurona	  con	  el	  siguiente	  estado	  de	  activación	  que	  tenga	  esa	  neurona.	  	  3.	   Función	   de	   salida	   o	   de	   transferencia:	   calcula	   la	   salida	   del	   nodo	   en	  función	  de	  la	  activación	  del	  mismo.	  Se	  utiliza	  para	  acotar	  la	  salida	  de	  la	  neurona	  y	  generalmente	   viene	   dada	   por	   la	   interpretación	   que	   queramos	   darle	   a	   dichas	  salidas.	  Se	  usan	  diferentes	  tipos	  de	  funciones,	  desde	  simples	  funciones	  de	  umbral	  a	  funciones	  no	  lineales.	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   En	   general,	   hay	   dos	   tipos	   de	   funciones	   de	   activación	   de	   neuronas	   o	  nodos,	  las	  aditivas	  y	  las	  multiplicativas.	  	  
• 	  Modelo	  aditivo:	  es	  el	  caso	  usado	  con	  más	  frecuencia	  dentro	  de	  la	  teoría	  de	  las	  redes	  neuronales.	  La	  elección	  de	  la	  función	  de	  transferencia	  da	  lugar	  a	  distintos	  tipos	   de	   nodos	   aditivos,	   entre	   los	   cuales	   caben	   destacar	   las	   neuronas	   umbral	   o	  perceptrón	  (147).	  
• 	  Modelo	   multiplicativo:	   es	   un	   modelo	   más	   reciente,	   que	   intenta	   afrontar	  aquellos	  casos	  en	  los	  que	  existe	  una	  interacción	  entre	  las	  variables	  y	  las	  regiones	  de	  decisión	  no	  pueden	  separarse	  por	  hiperplanos	  (148).	  Por	   otro	   lado,	   se	   pueden	   considerar	   dos	   tipos	   fundamentales	   de	  funciones	  de	  transferencia	  en	  una	  RNA:	  
§ 	  Funciones	   de	   ventana:	   son	   funciones	   de	   entorno	   local,	   como	   son	   las	  unidades	   de	   base	   radial.	   Poseen	   una	   mayor	   capacidad	   de	   aproximar	   datos	  anómalos	   aislados,	   pero	   una	   mayor	   dificultad	   de	   aproximar	   datos	   en	   entornos	  globales	  o	  cuando	  el	  número	  de	  entradas	  es	  demasiado	  alto.	  	  
§ 	  Funiones	  de	  proyección:	  son	  funciones	  de	  entorno	  global,	  como	  las	  unidades	  de	   base	   sigmoide	   o	   las	   de	   producto.	  Al	   ser	   globales,	   presentan	  dificultades	   en	   la	  aproximación	  de	  datos	  aislados	  pero	  suelen	  actuar	  mejor	  en	  problemas	  donde	  el	  número	  de	  variables	  es	  alto.	  	  	  
CLASIFICACIÓN	  	  	  	  Dependiendo	   de	   la	   función	   de	   transferencia	   asociada	   a	   la	   capa	   de	   salida,	  podemos	  obtener	  diferentes	  tipos	  de	  redes	  neuronales.	  	  
1.	  Redes	  Neuronales	  de	  Unidad	  Sigmoide.	  	  Están	   formadas	   por	   nodos	   tipo	   Unidad	   Sigmoide	   en	   su	   capa	   oculta,	   los	  cuales	  siguen	  un	  modelo	  aditivo	  de	  proyección	  con	  la	  siguiente	  función	  de	  salida:	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   Este	  tipo	  de	  redes	  tienen	  una	  serie	  de	  propiedades	  importantes	  (149,150):	  	  
• Son	  fáciles	  de	  entrenar,	  aunque	  se	  obtienen	  con	  frecuencia	  óptimos	  locales.	  
• Se	  obtienen	  modelos	  eficientes	  en	  entornos	  alisados.	  
• Son	  aproximadores	  universales.	  
• Son	  funciones	  acotadas.	  
• Pueden	  aproximar	  cualquier	  función	  continua	  con	  suficiente	  precisión.	  Esta	  propiedad	   ha	   sido	   esencial	   para	   el	   desarrollo	   del	   estudio	   y	   de	   las	  aplicaciones	  de	  las	  RNAs.	  	  
2.	  Redes	  Neuronales	  de	  Unidad	  Producto.	  
	  
	   Son	  aquellas	  que	  están	  formadas	  por	  nodos	  de	  tipo	  Unidad	  Producto	  en	  su	  capa	   oculta,	   los	   cuales	   siguen	   el	   modelo	   multiplicativo	   de	   proyección	   con	   la	  siguiente	  función	  de	  salida:	  	  
	  	   Entre	  las	  ventajas	  de	  estas	  redes	  se	  encuentran	  las	  siguientes	  (151):	  
ü La	  posibilidad	  de	  usar	  exponentes	  negativos	  permite	  expresar	   cocientes	  y	  ratios	  entre	  las	  variables.	  	  
ü Poseen	   	   una	   capacidad	   de	   generalización	   similar	   a	   las	   redes	   neuronales	  perceptrones	  multicapa.	  
ü Son	  aproximadores	  universales.	  
ü Los	   exponentes	   del	   modelo	   son	   números	   reales.	   Esta	   característica	   tiene	  especial	  importancia,	  sobre	  todo	  si	  se	  tiene	  en	  cuenta	  que	  son	  frecuentes	  las	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situaciones	  en	  el	  modelado	  de	  datos	  reales	  en	   las	  que	  la	  relación	  entre	   las	  variables	  responde	  a	  una	  estructura	  de	  tipo	  potencial,	  donde	  las	  potencias	  no	  están	  restringidas	  a	  los	  números	  naturales	  o	  enteros.	  
ü La	  capacidad	  de	  información	  de	  una	  única	  unidad	  de	  tipo	  producto	  (medida	  como	  la	  capacidad	  de	  aprendizaje	  de	  patrones)	  es	  aproximadamente	  igual	  a	  3N,	   comparado	   con	   el	   valor	   de	  2N	   que	   corresponde	   a	   una	  unidad	  de	   tipo	  aditivo,	  siendo	  N	  el	  número	  de	  entradas	  de	  la	  unidad.	  
ü Permiten	   implementar	   funciones	   polinómicas	   de	   orden	   superior.	   Han	  demostrado	  buenos	  resultados	  en	  el	  modelado	  de	  datos	  en	  los	  que	  existen	  interacciones	  de	  diferentes	  órdenes	  entre	   las	  variables	   independientes	  del	  problema.	  De	   esta	   forma,	   cuando	  existen	   interacciones	   entre	   las	   variables	  que	   intervienen	   en	   un	   determinado	   fenómeno,	   las	   redes	   neuronales	  basadas	   en	   unidades	   de	   producto	   permiten	   obtener	   modelos	   más	  simplificados.	  
ü Las	  funciones	  derivadas	  parciales	  del	  modelo	  obtenido	  a	  partir	  de	  este	  tipo	  de	  redes	  son	  funciones	  del	  mismo	  tipo.	  	  Esto	  ayuda	  al	  estudio	  de	  las	  tasas	  de	  cambio	  de	   la	  variable	  dependiente	  del	  modelo	  con	  respecto	  a	  cada	  una	  de	  las	  variables,	  facilitando	  la	  interpretabilidad	  de	  los	  modelos.	  	  	  Sin	  embargo,	  presentan	  un	   inconveniente	   importante:	  La	  estructura	  potencial	  del	   modelo	   provoca	   que	   pequeños	   cambios	   en	   los	   exponentes	   tengan	   como	  consecuencia	  un	  cambio	  significativo	  en	  los	  valores	  de	  la	  función	  de	  activación	  y	  en	  la	   función	  de	  error.	  Así,	   los	   algoritmos	  de	  entrenamiento	  de	   redes	  basados	  en	  el	  gradiente	   quedan	   con	   frecuencia	   y,	   de	   forma	   especial,	   en	   este	   tipo	   de	   red,	  atrapados	  en	  óptimos	  locales.	  Esta	  dificultad	  relacionada	  con	  el	  entrenamiento,	  es	  una	  de	   las	   razones	  por	   las	  que,	   a	  pesar	  de	   las	   ventajas	   anteriormente	   señaladas,	  han	   tenido	  poco	  desarrollo	  y	  han	  sido	  menos	  utilizadas	   como	  herramientas	  para	  problemas	  de	  clasificación	  y	  de	  regresión	  que	  otros	  tipos	  de	  redes	  (152).	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3.	  Redes	  Neuronales	  de	  Función	  de	  Base	  Radial.	  
	  
	   Los	  nodos	  ocultos	  de	  este	   tipo	  de	  redes	  presentan	   funciones	  de	  activación	  de	   tipo	   ventana	   (153).	   Cada	   uno	   de	   los	   nodos	   realiza	   una	   aproximación	   local	  independiente	  del	  espacio	  de	  búsqueda,	  normalmente	  mediante	  una	  campana	  de	  Gauss.	  La	  capa	  de	  salida	  de	  tipo	  lineal	  aúna	  el	  efecto	  independiente	  de	  cada	  nodo,	  sumando	  cada	  valor	  obtenido.	  La	  idea	  es	  que	  cada	  nodo	  esté	  situado	  en	  un	  entorno	  del	   espacio	   de	   búsqueda	   formado	  por	   las	   variables	   de	   entrada	   y	   además	   con	   un	  radio	  determinado.	  El	  proceso	  de	  aprendizaje	  de	  esta	  red	  consistirá	  en	  ir	  moviendo	  dichos	   nodos	   a	   lo	   largo	   del	   espacio	   de	   búsqueda,	   modificando	   los	   centros	   y	   los	  radios	  de	  los	  mismos,	  para	  ajustarlos	  de	  la	  mejor	  forma	  a	  datos	  de	  entrenamiento.	  	  	   La	  función	  de	  transferencia	  será	  la	  siguiente:	  	  
	  Algunas	  características	  de	  este	  tipo	  de	  redes	  son:	  
Ø Se	  ha	  demostrado	  que	  son	  aproximadores	  universales.	  
Ø Tienen	  la	  ventaja	  de	  que	  cada	  nodo	  en	  la	  capa	  oculta	  es	  un	  elemento	  local	  en	  el	  modelo,	  lo	  que	  hace	  que	  para	  un	  determinado	  patrón	  sólo	  algunas	  unidades	  ocultas	  se	  activen.	  Esta	  característica	  facilita	  el	  entrenamiento,	  desapareciendo	  gran	  parte	  de	  las	  interacciones	  entre	  los	  pesos.	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PROPIEDADES	  	   Gracias	  al	  masivo	  paralelismo	  en	   la	  estructura	  de	   las	  RNAs	  con	  el	   sistema	  nervioso,	  principalmente	  el	  cerebro,	  gozan	  de	  una	  serie	  de	  ventajas:	  
§ Aprendizaje	  adaptativo.	  Aprendizaje	  significa	  que	  aquellos	  problemas	  que	  inicialmente	   no	   pueden	   resolverse,	   pueden	   ser	   resueltos	   después	   de	  obtener	  más	  información	  acerca	  del	  problema.	  Las	  RNAs	  tienen	  la	  habilidad	  de	   aprender	   a	   realizar	   tareas	   basadas	   en	   un	   entrenamiento	   o	   una	  experiencia	  inicial.	  Esta	  etapa	  de	  entrenamiento	  o	  aprendizaje,	  consiste	  en	  proporcionar	  a	  la	  RNA	  datos	  como	  entrada	  a	  su	  vez	  que	  se	  le	  indica	  cuál	  es	  la	  salida	  esperada.	  
§ Auto-­‐organización.	   Una	   red	   neuronal	   puede	   crear	   su	   propia	  representación	   de	   la	   información	   que	   recibe	   durante	   la	   etapa	   de	  aprendizaje.	  
§ Tolerancia	   a	   fallos.	   Gracias	   a	   almacenar	   la	   información	   de	   forma	  redundante,	   la	   destrucción	   parcial	   de	   una	   red	   puede	   conducir	   a	   una	  degradación	  de	  su	  estructura;	  sin	  embargo,	  algunas	  capacidades	  de	  la	  red	  se	  pueden	  retener,	  incluso	  sufriendo	  daños	  considerables.	  
§ Operación	  en	  tiempo	  real.	  La	  estructura	  de	  una	  red	  neuronal	  es	  paralela,	  por	   lo	   que	   al	   implementarlo	   con	   un	   software	   y	   dispositivos	   electrónicos	  específicos,	  se	  pueden	  obtener	  respuestas	  en	  tiempo	  real.	  	  
§ Capacidad	  de	  generalización.	  Ante	  la	  entrada	  de	  datos	  nuevos	  es	  capaz	  de	  producir	  resultados	  coherentes	  de	  acuerdo	  con	  la	  naturaleza	  del	  problema	  para	  el	  cual	  la	  red	  neuronal	  ha	  sido	  entrenada.	  	  Las	  RNAs	  gracias	  a	  estas	  propiedades,	  no	  sólo	  se	  parecen	  al	  cerebro,	  sino	  que	  presentan	   características	   propias	   del	   cerebro:	   aprenden	   de	   la	   experiencia,	  generalizan	  de	  ejemplos	  previos	  a	  ejemplos	  nuevos	  y	  abstraen	   las	  características	  principales	  de	  una	  serie	  de	  datos.	  	  Pero	  los	  sistemas	  neuronales	  no	  están	  exentos	  de	  ciertos	  inconvenientes.	  Uno	  importante	  es	  que	  habitualmente	  realizan	  un	  complejo	  procesamiento	  que	  supone	  millones	   de	   operaciones,	   por	   lo	   que	   no	   es	   posible	   seguir	   paso	   a	   paso	   el	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razonamiento	  que	  les	  ha	  llevado	  a	  extraer	  sus	  conclusiones.	  Sin	  embargo,	  en	  redes	  pequeñas,	   mediante	   simulación	   o	   por	   el	   estudio	   de	   los	   pesos	   sinápticos	   si	   es	  posible	  saber,	  al	  menos,	  qué	  variables	  de	  las	  introducidas	  han	  sido	  relevantes	  para	  tomar	  la	  decisión.	  	  	  
CREACIÓN	  Y	  DESARROLLO	  DE	  UNA	  RED	  Las	   fases	  necesarias	  para	   el	   desarrollo	  de	  una	  RNA	  comprende	   las	   siguientes	  etapas:	  	  
• Diseño	  de	  la	  arquitectura	  
• Entrenamiento	  de	  la	  red	  
• Validación	  de	  la	  red	  	  
1.	  Diseño	  de	  la	  Arquitectura	  
	   En	   esta	   fase,	   también	   llamada	   diseño	   de	   la	   topología,	   se	   determina	   el	  número	   de	   neuronas	   que	   tendrá	   la	   red.	   A	   partir	   de	   un	   análisis	   de	   los	   datos	   del	  problema,	   se	   determinan	   cuántas	   entradas	   y	   salidas	   tiene	   la	   red,	   así	   como	   el	  número	  de	  neuronas	  y	   cómo	  éstas	   están	  distribuidas	  en	   capas	  e	   interconectadas	  entre	   sí.	   Asimismo,	   también	   se	   determinan	   las	   funciones	   de	   activación	   y	  transferencia	  de	  las	  neuronas	  que	  se	  usarán	  (habitualmente,	  las	  mismas	  para	  todas	  las	  neuronas).	  La	  topología	  de	  la	  red	  determina	  la	  capacidad	  de	  representatividad	  de	  la	  misma	  y	  se	  debe	  adecuar	  al	  problema	  a	  resolver.	  	  	  
2.	  Entrenamiento	  de	  la	  Red	  El	  entrenamiento	  neuronal	   lo	  podemos	  definir	  como	  el	  proceso	  por	  el	  que	  los	  parámetros	  de	  la	  red	  se	  adecuan	  a	  la	  resolución	  de	  cada	  problema.	  El	  objetivo	  de	   esta	   fase	   es	   conseguir	   que	   una	   aplicación	   determinada,	   para	   un	   conjunto	   de	  entradas	  produzca	  el	  conjunto	  de	  salidas	  deseadas	  o	  mínimamente	  consistentes.	  El	  proceso	   de	   entrenamiento	   consiste	   en	   la	   aplicación	   secuencial	   de	   diferentes	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conjuntos	   o	   vectores	   de	   entrada	   para	   que	   se	   ajusten	   los	   pesos	   de	   las	  interconexiones	   según	   un	   procedimiento	   predeterminado.	   Durante	   la	   sesión	   de	  entrenamiento,	  la	  red	  va	  modificando	  los	  pesos	  sinápticos,	  de	  tal	  forma	  que	  se	  van	  adaptando	  paulatinamente	  para	  que	  la	  respuesta	  de	  la	  red	  ante	  cada	  entrada	  que	  le	  presenten	  produzca	  una	  salida	  con	  una	  respuesta	  correcta.	  	  Los	   algoritmos	   de	   entrenamiento	   o	   los	   procedimientos	   de	   ajuste	   de	   los	  valores	   de	   las	   conexiones	   de	   las	   ANN	   se	   pueden	   clasificar	   en	   dos	   grupos:	  Supervisado	  y	  No	  Supervisado.	  
Entrenamiento	  Supervisado:	  esta	  técnica	  consiste	  en	  presentarle	  a	  la	  red	  repetitivamente	  patrones	  de	  entrada	  con	  su	  correspondiente	  patrón	  de	  salida.	  Al	  realizar	  el	  entrenamiento	  la	  respuesta	  que	  da	  la	  red	  a	  cada	  patrón	  se	  compara	  con	  la	   respuesta	   correcta	   ante	   dicho	   patrón,	   y	   en	   virtud	   de	   esta	   comparación,	   se	  reajustan	  los	  pesos	  sinápticos.	  El	  reajuste	  de	  los	  pesos	  está	  orientado	  a	  que,	  ante	  el	  patrón	  de	  entrada,	  la	  red	  se	  acerque	  cada	  vez	  más	  a	  la	  respuesta	  correcta.	  Después	  de	   sucesivas	   y	   cíclicas	   presentaciones	   de	   todos	   los	   patrones	   a	   la	   red,	   los	   pesos	  sinápticos	  de	  todas	  las	  neuronas	  se	  estabilizan	  en	  torno	  a	  unos	  valores	  óptimos.	  Se	  calcula	  el	  error	  y	  el	  ajuste	  de	  los	  pesos	  por	  cada	  pareja	  hasta	  que	  el	  error	  para	  el	  conjunto	   de	   entrenamiento	   entero	   sea	   un	   valor	   pequeño	   y	   aceptable,	   se	   dice	  entonces	  que	  el	  algoritmo	  de	  aprendizaje	  converge	  y	  la	  red	  se	  considera	  entrenada.	  
Entrenamiento	   No	   Supervisado:	   En	   este	   tipo	   de	   aprendizaje,	   no	   se	  especifica	   a	   la	   red	   cuál	   debe	   ser	   la	   respuesta	   correcta;	   es	   decir,	   no	   hay	   una	  comparación	  entre	  la	  respuesta	  de	  la	  red	  y	  la	  respuesta	  deseada.	  Además,	  en	  este	  modelo	  de	  aprendizaje	  no	  existe	  ninguna	  influencia	  externa	  a	  la	  red,	  puesto	  que	  no	  se	   le	   informa	   de	   si	   un	   resultado	   fue	   correcto	   o	   no;	   tan	   sólo	   se	   le	   suministran	  grandes	   cantidades	   de	   datos	   con	   los	   que	   la	   red	   pueda	   construir	   sus	   propias	  asociaciones.	   Se	   necesita,	   por	   tanto,	   una	   cantidad	  mucho	  mayor	   de	   patrones	   de	  entrada	  durante	  el	  entrenamiento	  para	  que	  la	  red	  pueda	  ajustar	  correctamente	  sus	  pesos	  sinápticos.	  En	  este	  tipo	  de	  aprendizaje,	   lo	  que	  de	  hecho	  se	  está	  haciendo	  es	  exigirle	  a	  la	  red	  que	  capte	  por	  sí	  misma	  alguna	  de	  las	  características	  presentes	  en	  los	  datos	  de	  entrada.	  Se	  pretende	  que	  las	  neuronas	  se	  auto-­‐organicen	  aprendiendo	  a	  captar	  las	  regularidades	  de	  los	  datos	  de	  entrada	  sin	  suministrarles	  ningún	  tipo	  de	  criterio	   o	   ayuda	   externa	   que	   dirija	   dicha	   auto-­‐organización.	   Estos	   modelos	   de	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aprendizaje	  son	  más	   lógicos	  desde	  el	  punto	  de	  vista	  biológico,	  ya	  que	  muchos	  de	  los	  aprendizajes	  básicos	  que	  realizan	  los	  recién	  nacidos	  son	  de	  este	  tipo.	  	  	  
3.	  Validación	  de	  la	  Red	  Tras	  la	  fase	  de	  entrenamiento	  viene	  la	  fase	  de	  ejecución,	  durante	  la	  que	  se	  le	  pedirá	  a	   la	  red	  que	  responda	  a	  estímulos	  diferentes	  a	   los	  presentados	  durante	   la	  fase	  de	  entrenamiento.	  Gracias	  a	  los	  ejemplos	  aprendidos,	  la	  red	  deberá	  ser	  capaz	  de	   generalizar	   y	   dar	   respuestas	   correctas	   ante	   patrones	   de	   estímulos	   nuevos.	  Durante	   esta	   fase	   se	   usa	   la	   red	   como	   si	   se	   tratara	   de	   cualquier	   otro	   programa	  informático	  convencional.	  
Para	  operar	  con	  una	  red	  entrenada,	  el	  proceso	  es	  el	  mismo	  que	  cuando	  se	  realizaba	  el	  entrenamiento.	  Se	  le	  sigue	  suministrando	  información	  de	  entrada	  a	  la	  red,	   pero	   ahora	   no	   se	   realizará	   ningún	   ajuste	   en	   los	   pesos	   sinápticos.	   La	   red	  reconocerá	   o	   evaluará	   y	   dará	   una	   respuesta	   a	   partir	   de	   los	   pesos	   establecidos	  durante	  el	  entrenamiento.	  
Para	   conseguir	   el	   mejor	   rendimiento	   de	   generalización,	   los	   datos	   usados	  para	  el	   entrenamiento	  deben	   cubrir	  un	   rango	  de	  hechos	   suficientemente	  amplio.	  En	  general,	  cuanto	  mayor	  es	  el	  tamaño	  y	  la	  variedad	  de	  los	  datos	  de	  entrada,	  mejor	  será	   la	  capacidad	  de	  generalizar	  de	   la	  red,	  ya	  que	  si	   los	  datos	  de	  un	  problema	  se	  diferencian	  demasiado	  de	  los	  patrones	  de	  entrenamiento,	  la	  red	  tendrá	  dificultades	  para	  encontrar	  la	  respuesta	  correcta.	  
Por	   otra	   parte,	   a	   una	   red	   evaluadora	   es	   importante	   mostrarle	   tanto	   los	  patrones	   de	   entrada	   que	   llevan	   a	   evaluaciones	   positivas,	   como	   los	   patrones	   de	  entrada	   que	   llevan	   a	   evaluaciones	   negativas.	   Lo	   ideal	   es	   preparar	   una	   colección	  amplia	  de	  hechos	  de	  entrenamiento	  que	  cubran	  todos	   los	  problemas	  a	   los	  que	  se	  pueda	  tener	  que	  enfrentar	  la	  red.	  	  En	   definitiva,	   los	   modelos	   de	   clasificación	   obtenidos	   mediante	   RNAs	  predicen	  la	  clase	  de	  pertenencia	  de	  los	  patrones	  a	  los	  que	  se	  aplican,	  a	  partir	  de	  los	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valores	   numéricos	   obtenidos	   para	   las	   variables	   independientes	   o	   de	   entrada	   del	  problema	  en	  estudio.	  	  Frecuentemente	   un	   número	   de	   objetivos	   contrapuestos	   tienen	   que	   ser	  tratados	  para	  obtener	  una	  solución	  viable	  a	  un	  problema,	  a	  menudo	  sin	  ningún	  tipo	  de	  conocimiento	  a	  priori	  de	  como	  los	  objetivos	  interactúan	  entre	  sí.	  Esta	  situación	  la	  encontramos	  en	  problemas	  del	  tipo:	  maximizar	  beneficios	  y	  minimizar	  costes	  de	  un	   producto,	   maximizar	   supervivencia	   y	   minimizar	   mortalidad,	   etc.	   A	   estos	  problemas	   se	   les	   llama	   problemas	   de	   optimización	  multiobjetivo	   (Multiobjective	  
Optimization	  Problems,	  MOPs)	  (155,156).	  La	  curva	  (para	  dos	  objetivos)	  o	  superficie	  (para	  más	  de	  dos	  objetivos)	  que	  describe	   la	  compensación	  óptima	  entre	   los	  objetivos	  es	  conocida	  como	  Frente	  de	  Pareto	  (157),	  de	  tal	  manera	  que,	  una	  solución	  factible	  del	  frente	  no	  puede	  mejorar	  un	   objetivo	   sin	   degradar	   al	   menos	   uno	   de	   los	   restantes.	   El	   objetivo	   de	   los	  algoritmos	  multiobjetivo	  es	  localizar	  el	  Frente	  de	  Pareto	  dentro	  de	  la	  población	  de	  soluciones.	   No	   existen	   muchos	   trabajos	   relacionados	   con	   el	   uso	   de	   RNAs	   para	  clasificación	  usando	  técnicas	  	  multiobjetivo	  basadas	  en	  la	  dominancia	  de	  Pareto.	  	  El	   uso	   de	   redes	   neuronales	   en	   clasificación	   tiene	   las	   siguientes	   ventajas	  sobre	  otro	  tipo	  de	  clasificadores:	  
• Las	   redes	   neuronales	   son	   entrenadas	  mediante	  métodos	   auto-­‐adaptativos	  que	   se	   ajustan	   a	   sí	   mismos	   a	   una	   serie	   de	   datos	   de	   entrada	   sin	   ninguna	  especificación	  explícita	  de	  forma	  funcional	  para	  el	  modelo.	  
• Son	   aproximadores	   universales,	   con	   lo	   cual	   pueden	   aproximar	   cualquier	  función	  con	  precisión.	  
• 	  Son	   modelos	   no-­‐lineales,	   lo	   cual	   las	   hace	   flexibles	   en	   el	   modelado	   de	  problemas	  del	  mundo	  real.	  
• Las	  redes	  neuronales	  son	  capaces	  de	  estimar	  probabilidades	  a	  posteriori,	  lo	  cual	   proporciona	   la	   base	   para	   establecer	   reglas	   de	   clasificación	   y	   realizar	  análisis	  estadísticos.	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APLICACIONES	  DE	  LAS	  REDES	  NEURONALES	  	   Las	  RNAs	  se	  consideran	  sistemas	  que	  resuelven	  eficazmente	  problemas	  de	  emparejamiento	   y	   clasificación.	   Su	   ventaja	   con	   respecto	   a	   otros	   sistemas	  informáticos	  para	  estas	  aplicaciones	  reside	  en	  el	  procesado	  paralelo,	  adaptativo	  y	  no	  lineal.	  	   Entre	   las	   áreas	   de	   aplicación	   de	   las	   redes	   se	   encuentran	   las	   siguientes:	  Análisis	   Financiero;	   Predicciones	   en	   Meteorología;	   Industria	   y	   Defensa;	  Reconocimiento	  de	  textos	  manuscritos;	  Diagnóstico	  Comercial;	  Robótica	  y	  Control;	  Reconocimiento	  de	  patrones	  y	  Síntesis	  de	  Voz;	  Clasificación	  de	  Datos	  provenientes	  de	  sensores;	  Compresión	  y	  Codificación	  de	  Información;	  Medicina.	  	   En	  el	  ámbito	  de	   la	  Medicina	  se	  han	  utilizado	  para	  procesado	  de	   imágenes,	  diagnóstico,	   propuestas	   terapéuticas,	   desarrollo	   de	   scores,	   predicción	   de	  resultados	  o	  pronósticos,	  etc.	  	   En	  el	  análisis	  de	  imágenes	  se	  han	  utilizado,	  por	  ejemplo,	  para	  ayudar	  a	  los	  radiólogos	   en	   la	   diferenciación	   entre	   nódulos	   pulmonares	   benignos	   o	   malignos,	  mejorando	  la	  discriminación	  de	  este	  tipo	  de	  hallazgos	  en	  las	  radiografías	  de	  tórax	  (158).	   También	   para	   el	   análisis	   de	   imágenes	   de	   mamografías,	   ultrasonidos,	  resonancias,	   PET,	   SPECT	   y	   en	   la	   interpretación	   de	   electrocardiogramas,	  electroencefalogramas	  y	  fonocardiografías.	  Asimismo,	  se	  han	  empleado	  en	  análisis	  bioquímicos,	   analizando	   muestras	   de	   orina	   y	   sangre,	   para	   determinar	   niveles	  iónicos	  en	  fluidos	  corporales	  y	  detectar	  condiciones	  tales	  como	  tuberculosis.	  	  	  	   En	  el	  área	  de	  diagnóstico,	  Ellenius	  y	  colaboradores	  (159)	  diseñaron	  una	  RN	  que	  	  les	   	  facilitaba	  	  el	   	  diagnóstico	  temprano	  	  de	  un	  	  infarto	   	  agudo	  de	  	  miocardio	  	  (IAM),	  	  la	  	  predicción	  el	  	  tamaño	  	  aproximado	  del	  mismo	  y	  la	  estimación	  	  del	  tiempo	  de	   evolución.	   También	   se	   pueden	   citar	   aplicaciones	   en	   el	   diagnóstico	   de	  apendicitis,	   demencia,	   epilepsia,	   enfermedades	   pulmonares	   y	   coronarias	   y	  alteraciones	  psiquiátricas	  entre	  otras	  (160,161).	  	  	   En	  cuanto	  a	  aplicaciones	  terapéuticas,	  se	  han	  empleado	  en	  el	  desarrollo	  de	  drogas	   para	   tratar	   neumonías	   (162),	   cáncer(	   163),	   sida	   o	   en	   la	   predicción	   de	   la	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sensibilidad	  de	  tumores	  a	  ciertos	  fármacos.	  También	  se	  han	  utilizado	  para	  evaluar	  el	  pronóstico	  del	  riesgo	  de	  metástasis	  y	  mortalidad	  en	  pacientes	  con	  cáncer	  renal	  (164).	  	  	  	   En	   el	   campo	   del	   Trasplante	   Hepático	   también	   se	   han	   llevado	   a	   cabo	  diferentes	  estudios	  con	  RNAs.	   	  Ya	  en	   la	  década	  de	   los	  90,	  Doyle	  y	  colaboradores.	  publicaron	  un	  estudio	  en	  el	  que	  utilizaban	  RNAs	  para	  predecir	   supervivencia	  del	  injerto	   tras	   el	   TH	   en	   el	   que	   concluían	   que	   los	   resultados	   eran	   prometedores,	  especialmente	   cuando	   se	   comparaban	   con	   el	   rendimiento	   de	   los	   modelos	  multivariantes	  más	  tradicionales	  	  con	  el	  mismo	  conjunto	  de	  datos.	  	  Ya	  se	  apuntaba	  que	   las	   RNAs	   son	   herramientas	   útiles	   para	   el	   desarrollo	   de	   modelos	   clínicos	  predictivos	   (165).	  Esto	  ocurría	  en	   la	  era	  pre-­‐MELD	  y	  el	   concepto	   “matching	  D-­‐R”	  era	  inexistente.	  	  	   Posteriormente	  se	  han	  empleado	  con	  otros	  objetivos,	  como	  son:	  identificar	  la	  presencia	  de	  hepatocarcinoma	  en	  pacientes	  cirróticos	  que	  van	  a	  ser	  sometidos	  a	  trasplante,	  siendo	  capaces	  de	  clasificar	  bien	  a	  estos	  pacientes	  hasta	  en	  un	  90%	  de	  los	   casos	   (166);	   predecir	   la	   concentración	   sanguínea	   de	   tacrolimus	   en	   pacientes	  trasplantados	  y	  seleccionar	   las	  variables	  clínicamente	  relevantes	  en	  este	  aspecto,	  demostrando	  que	  dichos	  niveles	  son	  predecibles	  usando	  RNAs	  (167,168);	  para	   la	  identificación	   del	   rechazo	   agudo	   post-­‐TH	   (169);	   predecir	   mortalidad	   al	   año	   de	  pacientes	  con	  cirrosis	  hepática,	  demostrando	  su	  superioridad	  al	  compararlas	  con	  otros	  modelos	   de	   regresión	   logística,	   con	   el	   score	   de	   Child-­‐Pugh	   (170)	   y	   con	   el	  MELD	  (171);	  valorar	  si	  un	  injerto	  con	  macroesteatosis	  es	  apropiado	  para	  TH	  (172);	  desarrollar	  un	  modelo	  predictivo	  para	  los	  hepatocarcinomas	  (173,174),	  predecir	  la	  recurrencia	   de	   los	   mismos	   tras	   el	   TH	   (175);	   valorar	   la	   fibrosis	   hepática	   en	  pacientes	   con	   recurrencia	   del	   VHC	   tras	   el	   TH	   a	   partir	   de	   variables	   clínicas	   para	  evitar	  métodos	   invasivos	  como	   la	  biopsia	  hepática	   (176);	  predecir	   los	   resultados	  del	  TH	  infantil	  por	  fallo	  hepático	  agudo	  (177).	  	  	  	  	  	  	   En	   el	   año	   2007	   Cuccheti	   et	   al.	   publicaron	   un	   artículo	   que	   evaluaban	   la	  posibilidad	  de	  predecir	  mejor	  la	  supervivencia	  en	  pacientes	  en	  LE	  aplicando	  redes	  neuronales	   artificiales.	   La	   ventaja	   de	   esta	   aplicación	   sería	   la	   posibilidad	   de	  correlacionar	   muchas	   variables	   proporcionando	   un	   análisis	   de	   factores	  pronósticos	   más	   complejo	   que	   las	   técnicas	   estadísticas	   habituales.	   Demostraron	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que	   es	   superior	   al	   MELD	   para	   predecir	   supervivencia	   a	   tres	   meses	   en	   una	  población	  de	  251	  pacientes	  en	  LE	  (171).	  Una	  de	  las	  limitaciones	  achacadas	  a	  este	  estudio	  es	  que	  no	  se	   incluyó	  el	  sodio	  sérico	  como	  variable	  de	  entrada,	  además	   lo	  que	  evalúa	  es	  mortalidad	  en	  LE,	  no	  post-­‐TH.	  	  	   En	   2014,	   se	   publicaron	   los	   resultados	   del	   estudio	   MADRE	   (Modelo	   de	  Asignación	   Donante	   Receptor	   España),	   un	   proyecto	   multicéntrico	   nacional	   de	  Briceño	   y	   cols.,	   que	   demuestra	   la	   utilidad	   de	   las	   RNAs	   como	   una	   herramienta	  óptima	  para	  el	   “matching	  D-­‐R”	  (178).	  Se	  basa	  en	  un	  sistema	  de	  redes	  neuronales	  que	  pretende	  asignar	  el	  órgano	  del	  donante	  a	  aquel	  receptor	  de	  los	  cinco	  primeros	  en	  lista	  de	  espera	  que	  tendría	  mejores	  resultados	  de	  supervivencia	  tras	  el	  TH.	  	  Para	  este	  estudio	  se	  recogieron	  datos	  de	  forma	  retrospectiva	  de	  1003	  parejas	  donante	  y	  receptor	  de	  TH	  consecutivos	  realizados	  en	  11	  unidades	  de	  TH	  españolas	  durante	  los	  años	  2007	  y	  2008.	  Por	  cada	  par,	   se	   incluyeron	  23	  variables	  del	  donante	  y	  34	  variables	  del	  receptor	  conocidas	  en	  el	  momento	  de	  la	  oferta	  de	  la	  donación.	  	  
	   El	   resultado	   del	   trasplante	   hepático,	   en	   cuanto	   a	   su	   clasificación,	   puede	  dividirse	  en	  dos	  posibles	  resultados:	  que	  el	  injerto	  sobreviva	  (clase	  mayoritaria;	  lo	  más	  frecuente	  en	  el	  95%	  de	  los	  casos)	  o	  que	  el	  injerto	  se	  pierda	  (clase	  minoritaria;	  frecuencia	  del	  5%).	  Los	  sistemas	  basados	  en	  regresión	  logística	  predicen	  muy	  bien	  la	  clase	  mayoritaria,	  pero	  son	  incapaces	  de	  predecir	   la	  clase	  minoritaria	  (pérdida	  del	   injerto),	   por	   ende,	   la	  más	   interesante	   de	   predecir	   a	   efectos	   clínicos.	   Por	   esta	  razón,	  se	  construyeron	  dos	  sistemas	  de	  redes	  neuronales	  con	  objetivos	  diferentes	  y	   no	   complementarios:	   un	  modelo	   de	   aceptación	   y	   otro	   de	   rechazo,	   	   capaces	   de	  predecir	  la	  probabilidad	  de	  supervivencia	  del	  injerto	  y	  la	  probabilidad	  de	  pérdida	  del	  injerto	  a	  los	  tres	  meses	  del	  trasplante,	  respectivamente.	  Para	  ello	  se	  emplearon	  algoritmos	   de	   programación	   evolutiva.	   Los	   algoritmos	   obtenidos	   fueron	  comparados	  con	  2	  algoritmos	  de	  regresión	  logística	  y	  tres	  sistemas	  híbridos.	  	   Ambos	   modelos	   obtuvieron	   muy	   buenos	   resultados	   en	   su	   capacidad	   de	  predicción,	  superando	  significativamente	  otros	  modelos	  de	  regresión	  logística.	  	   El	   Modelo	   de	   Aceptación	   mostró	   una	   capacidad	   de	   predicción	   de	  supervivencia	  del	  injerto	  para	  cada	  par	  D-­‐R	  del	  90,79%,	  ligeramente	  superior	  a	  los	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sistemas	  de	  regresión,	  pero	  muestra	  una	  clara	  ventaja	  en	  la	  capacidad	  de	  predecir	  la	   pérdida	   del	   injerto,	   que	   fue	   del	   22,22%	   frente	   al	   3,4%	   de	   otros	   modelos	   de	  regresión	   logística.	   Si	   bien,	   esta	  última	   sigue	   siendo	  baja	  desde	  el	  punto	  de	  vista	  clínico.	  	  	   Sin	   embargo,	   el	   Modelo	   de	   Rechazo	   muestra	   un	   bajo	   porcentaje	   en	   la	  capacidad	  de	  predecir	  supervivencia	  (72,41%),	  pero	   	   tiene	   la	  mejor	  capacidad	  de	  predicción	  de	  pérdida	  del	  injerto	  para	  cada	  para	  D-­‐R,	  alcanzando	  un	  71,42%,	  muy	  superior	  a	  los	  anteriores.	  	  
	  
Figura	  17.	  Comparación	  de	  los	  Modelos	  de	  Aceptación	  (NN-­‐CCR)	  y	  Rechazo	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OBJETIVOS	  
	   El	  objetivo	  principal	  de	  este	  estudio	  es:	  
§ Validar	   con	   una	   base	   de	   datos	   externa	   procedente	   de	   un	   centro	  extranjero	  (Hospital	  King’s	  College	  de	  Londres)	  los	  modelos	  de	  redes	  neuronales	  entrenados	  desde	  la	  base	  de	  datos	  de	  centros	  españoles,	  permitiendo	   así	   una	   generalización	   que	   puede	   ser	   el	   origen	   de	   un	  futuro	  modelo	  europeo	  de	  emparejamiento	  donante-­‐receptor	  basado	  en	  redes	  neuronales	  artificiales.	  	  	  Planteamos	  como	  objetivos	  secundarios:	  
§ Verificar	  si	  las	  redes	  neuronales	  tendrían	  un	  comportamiento	  similar	  al	  observado	  en	  el	  modelo	  MADRE	  en	  un	  sistema	  sanitario	  diferente.	  
§ Mejorar	  la	  capacidad	  de	  las	  redes	  neuronales	  de	  predecir	  la	  pérdida	  del	   injerto	   con	   respecto	   a	   la	   obtenida	   previamente,	   a	   través	   de	  métodos	  de	  aleatorización	  compleja	  y	  clasificación	  ordinal.	  	  
§ Utilizar	  recíprocamente	  las	  bases	  de	  datos	  española	  y	  británica,	  para	  ver	  la	  capacidad	  de	  entrenamiento	  y	  generalización	  de	  una	  en	  otra,	  y	  comparar	  los	  resultados	  con	  respecto	  al	  auto-­‐entrenamiento	  y	  auto-­‐testado	  con	  la	  misma	  base	  de	  datos.	  	  	  
§ Unificar	   ambas	   bases	   de	   datos	   para	   construir	   una	   red	   neuronal	  artificial	   combinada,	   lo	   que	   permitiría	   incrementar	   el	   número	   de	  patrones	  de	  la	  clase	  minoritaria	  y	  conseguir	  una	  mayor	  precisión	  de	  los	  modelos	  en	  el	  emparejamiento.	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PACIENTES	  Y	  MÉTODOS	  
Diseño	  del	  Estudio	  
	   Se	   trata	  de	  un	  estudio	  observacional,	   retrospectivo	  y	  analítico,	  de	  carácter	  multicéntrico	   en	   el	   que	   participaron	   siete	   unidades	   de	   trasplante	   hepático	   de	  hospitales	   españoles	   y	   una	   unidad	   británica,	   concretamente	   el	   hospital	   King’s	  College	  de	  Londres.	  	  	   Tras	   la	   construcción	   de	   ambas	   bases	   de	   datos	   y	   la	   recogida	   de	   variables	  relacionadas	  con	  el	  donante,	  receptor	  y	  peri-­‐trasplante	  (todas	  ellas	  conocidas	  en	  el	  momento	   de	   la	   oferta	   de	   la	   donación),	   construimos	   dos	   modelos	   de	   redes	  neuronales:	   modelo	   de	   aceptación	   y	   de	   rechazo.	   Para	   ayudar	   a	   utilizar	   ambos	  modelos,	   se	   diseñó	   un	   sistema	   basado	   en	   reglas,	   de	   manera	   que	   finalmente	   se	  desarrolla	  un	  modelo	  de	  asignación	  del	  órgano	  del	  donante	  al	  receptor	  más	  idóneo.	  	  	   Por	   último,	   se	   contrastarán	   los	   resultados	   obtenidos	   con	   los	   diferentes	  modelos	   de	   redes	   neuronales	   y	   con	   los	  métodos	   basados	   en	   regresión	   logística,	  árboles	   de	   decisión	   o	   redes	   bayesianas,	   para	   lo	   cual	   utilizaremos	   test	   de	  comparación	  de	  medias.	  	  	   	  	  
Selección	  del	  Hospital	  para	  la	  validación	  
	   De	   todos	   los	   hospitales	   europeos,	   realizamos	   la	   validación	   externa	   con	   la	  Unidad	   de	   Trasplante	   Hepático	   del	   Hospital	   King’s	   College	   de	   Londres	   (Reino	  Unido).	   Los	  motivos	  para	   elegir	   este	   centro	   fueron	  varios:	   en	  primer	   lugar,	   es	   el	  hospital	  de	  Europa	  con	  mayor	  volumen	  en	  este	  área	  (>200	  trasplantes	  hepáticos	  al	  año),	  con	  excelentes	  resultados	  y	  protocolos	  bien	  establecidos;	  en	  segundo	   lugar,	  se	  podría	   obtener	  un	   tamaño	  de	  muestra	   similar	   a	   la	   población	  utilizada	  para	   el	  modelo	   MADRE	   en	   un	   periodo	   de	   tiempo	   similar,	   lo	   que	   conlleva	   evitar	   sesgos	  derivados	   de	   periodos	   de	   tiempo	   largos	   o	   de	   la	   no	   estandarización	   del	   uso	   del	  MELD	  para	   enfermedad	  hepática	   en	   estadio	   terminal;	   en	   tercer	   lugar,	   asumimos	  que	  la	  recogida	  de	  datos	  es	  más	  estricta	  y	  homogénea	  y	  tendrá	  menor	  número	  de	  datos	   perdidos	   si	   la	   validación	   se	   realiza	   con	   un	   solo	   centro;	   y	   por	   último,	   esta	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unidad	  pertenece	  a	  un	  sistema	  de	  salud	  público	  (similar	  al	  español),	  aunque	  tiene	  claras	  diferencias	  en	  cuanto	  a	  donación	  y	  distribución	  de	  los	  centros	  de	  trasplante.	  	  Por	   todas	   estas	   razones,	   consideramos	   que	   las	   muestras	   española	   y	   británica	  serían	  bastante	  homogéneas	  para	  realizar	  la	  validación	  del	  modelo	  MADRE.	  	  	  
Criterios	  de	  Inclusión	  y	  Exclusión	  
	   Para	   llevar	   a	   cabo	   este	   estudio	   multicéntrico	   de	   asignación	   donante-­‐receptor	  en	  el	  trasplante	  hepático,	  se	  recogió	  información	  de	  pares	  D-­‐R	  de	  varios	  hospitales	   españoles,	   empleando	   la	   base	   de	   datos	   	   creada	   previamente	   para	   el	  estudio	  MADRE,	  y	  del	  hospital	  británico	  king’s	  College,	  dando	  lugar	  a	  un	  conjunto	  de	  datos	  que	  contiene	  615	  pares	  de	  TH	  españoles	  y	  822	  ingleses,	  con	  un	  total	  de	  1437	  patrones	  D-­‐R.	  
	   	  Base	  de	  datos	  española	  	   Del	  conjunto	  de	  datos	  previo	  constituido	  por	  1003	  pares	  donante-­‐receptor	  procedentes	   de	   once	   unidades	   de	  TH	   españolas,	   que	   se	   emplearon	   en	   el	   estudio	  MADRE,	   fue	  necesario	  excluir	  cuatro	  hospitales.	  El	  motivo	  de	  esta	  eliminación	  es	  que	   al	   utilizar	   por	   separado	   los	   datos	   de	   cada	   uno	   de	   estos	   hospitales	   para	  clasificar	  obteníamos	  un	  AUC	  inferior	  a	  un	  0.5,	  	  lo	  que	  quiere	  decir	  que	  para	  estas	  muestras,	   cualquier	   clasificador	   aleatorio	   sería	   incluso	   mejor	   que	   la	   regresión	  logística.	   Para	   ello	   se	   aplicó	   una	   regresión	   logística	   con	   todas	   las	   variables	   y	   se	  generó	  un	  modelo	  con	  los	  patrones	  de	  cada	  hospital.	  Se	  evaluó	  el	  área	  bajo	  la	  curva	  ROC	  obtenida	  para	  cada	  hospital	  y	  se	  eliminaron	  aquellos	  en	  los	  que	  era	  inferior	  a	  0.5.	  En	  algunos	  de	  ellos,	  la	  razón	  de	  esta	  mala	  clasificación	  está	  influenciada	  por	  la	  ausencia	   o	   datos	   insuficientes	   de	   patrones	   pertenecientes	   a	   la	   clase	   de	   no	  supervivencia.	  	   Finalmente	   contamos	   con	   615	   patrones	   D-­‐R	   españoles	   de	   trasplantes	  hepáticos	  realizados	  entre	  Enero	  de	  2007	  y	  Junio	  de	  2009	  en	  siete	  unidades	  de	  TH	  distribuidas	   por	   la	   geografía	   nacional:	   hospital	   Clinic	   de	   Barcelona,	   Virgen	   del	  Rocío,	  Gregorio	  Marañón,	  Puerta	  del	  Hierro,	  Juan	  Canalejo,	  Clínico	  Universitario	  de	  
	   89	  
Santiago	  y	  Reina	  Sofía.	  Hay	  que	  señalar	  también	  que	  las	  pérdidas	  de	  pares	  dentro	  de	  los	  hospitales	  elegidos	  seguía	  una	  distribución	  homogénea.	  
	  Base	  de	  datos	  Británica	  	  	   Para	   la	   generalización	   de	   este	   proyecto	   a	   nivel	   europeo	   se	   obtuvo	  información	  de	  otros	  cientos	  de	  pares	  donante-­‐receptor	  del	  Hospital	  king’s	  College	  de	   Londres.	   Con	   el	   objetivo	   de	   obtener	   un	   número	   similar	   de	   patrones	   a	   los	  españoles,	   se	   recogieron	   datos	   de	   los	   trasplantes	   hepáticos	   realizados	   en	   esta	  institución	  de	  forma	  consecutiva	  entre	  Enero	  de	  2002	  y	  Diciembre	  de	  2010.	  De	  un	  total	  de	  858	  pares	  recogidos	  inicialmente,	  	  tras	  el	  cribado	  de	  la	  base	  de	  datos	  y	  la	  eliminación	   de	   36	   patrones	   con	   más	   del	   10%	   de	   datos	   perdidos,	   el	   número	   de	  patrones	  ingleses	  D-­‐R	  con	  los	  que	  contamos	  son	  822.	  Todos	   los	  pacientes	   fueron	  seguidos	  desde	   la	   fecha	  del	   trasplante	  hasta	  el	  momento	  de	  su	  fallecimiento,	  pérdida	  del	  injerto	  o	  hasta	  completar	  un	  año	  tras	  el	  TH.	   Una	  vez	  creadas	  ambas	  bases	  de	  datos,	  española	  y	  británica,	   fue	  necesario	  realizar	  algunas	  modificaciones	  sobre	  ellas	  para	  poder	  proceder	  a	  su	  fusión,	  como	  por	   ejemplo,	   igualar	   la	   codificación	   de	   las	   variables,	   o	   añadir/suprimir	   alguna	  variable	   que	   en	   el	   estudio	   MADRE	   no	   fue	   considerada	   o	   no	   se	   encontraba	   bien	  recogida	  en	  alguna	  de	  las	  bases	  de	  datos.	  	  	  	  Criterios	  de	  exclusión	  	   Se	  excluyeron	  del	  estudio	  los	  trasplantes	  hepáticos	  realizados	  en:	  
• Receptores	  pediátricos	  (menores	  de	  18	  años)	  
• Receptores	  sometidos	  a	  retrasplante	  
• Receptores	  de	  un	  injerto	  procedente	  de	  donante	  vivo	  
• Receptores	  de	  un	  injerto	  de	  trasplante	  hepático	  dominó	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• Receptores	  cuya	  indicación	  principal	  de	  trasplante	  fue	  el	  carcinoma	  hepatocelular.	  Estos	   pacientes	   fueron	   excluidos	   porque	   siguen	   diferentes	   políticas	   de	  priorización	  en	   la	   lista	  de	  espera.	   	   Su	  asignación	  no	  depende	  estrictamente	  de	   la	  puntuación	  MELD,	  y	  además	  en	  el	  caso	  del	  carcinoma	  hepatocelular	  el	  MELD	  en	  el	  que	   se	   basa	   la	   priorización	   está	   influenciado	   por	   puntos	   adicionales	   según	   el	  tiempo	  en	  lista	  de	  espera	  y	  según	  criterios	  de	  alto	  o	  bajo	  riesgo	  del	  tumor.	  	  	  	  
Tratamiento	  de	  datos	  perdidos	  
	   Una	  vez	  que	  se	  recogieron	  los	  datos	  en	  ambas	  series,	  fue	  necesario	  realizar	  algunas	   técnicas	   de	   imputación	   de	   datos	   basándose	   en	   técnicas	   clásicas	   de	  sustitución	  de	  los	  valores	  perdidos.	  Estas	  técnicas	  son	  diferentes	  dependiendo	  del	  número	   de	   datos	   perdidos	   de	   una	   determinada	   variable.	   Para	   ello,	   cuando	   el	  porcentaje	  de	  datos	  perdidos	  de	  cualquier	  variable	  fue	  inferior	  al	  1%,	  éstos	  fueron	  sustituidos	   por	   su	   media	   en	   el	   caso	   de	   tratarse	   de	   variables	   cuantitativas	  continuas,	   y	   por	   su	  moda	   en	   el	   caso	   de	   variables	   cualitativas	  medidas	   en	   escala	  binaria.	  Cuando	  la	  ratio	  de	  datos	  perdidos	  para	  una	  variable	  se	  encuentra	  entre	  el	  1%	   y	   el	   10%,	   se	   realizaron	   análisis	   de	   regresión	   lineal	   y	   no	   lineal	   para	   la	  recuperación	  de	  esos	  datos.	  Por	  último,	  cuando	  el	  porcentaje	  de	  datos	  perdidos	  fue	  superior	  a	  un	  10%	  en	  el	  número	  de	  características	  para	  un	  mismo	  patrón,	  éstos	  no	  fueron	  considerados.	  	  
Variables	  del	  Estudio	  
	   En	  el	  momento	  de	  la	  oferta	  de	  un	  donante	  y	  en	  la	  decisión	  de	  su	  aceptación	  pueden	   intervenir	   multitud	   de	   variables	   relacionadas	   con	   el	   donante,	   con	   el	  receptor	   y	   con	   factores	   implicados	   en	   la	   propia	   intervención	   del	   trasplante.	   De	  todas	   estas	   características,	   que	   influirán	   en	   la	   supervivencia	   del	   injerto	   y	   del	  receptor	  en	  el	  pos-­‐trasplante,	  se	  han	  seleccionado	  aquellas	  que	  han	  demostrado	  en	  la	  literatura,	  más	  implicación	  en	  este	  resultado.	  También	  ha	  sido	  determinante	  en	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esta	   selección	  el	  hecho	  de	  que	   fueran	  variables	   conocidas,	  o	  al	  menos	   fácilmente	  estimables,	   en	   el	   momento	   de	   la	   oferta	   del	   órgano,	   ya	   que	   lo	   que	   pretendemos	  desarrollar	  es	  un	  modelo	  de	  asignación	  que	  pueda	  ser	  aplicable	  en	  ese	  momento.	  Asimismo,	   todas	  estas	  variables	   son	   fácilmente	  accesibles	  por	  parte	  de	   cualquier	  unidad	  especializada	  en	  trasplante	  hepático.	  	  	   En	   principio	   se	   recogieron	   veinte	   del	   receptor,	   veintidós	   del	   donante	   y	  dieciocho	  relacionadas	  con	  la	  cirugía,	  pero	  finalmente	  no	  todas	  se	  incluyeron	  en	  el	  modelo.	   Por	   ejemplo,	   variables	   como	   la	   esteatosis	   del	   injerto,	   el	   síndrome	   post-­‐reperfusión,	   la	   transfusión	   de	   hemoderivados	   o	   la	   lesión	   isquemia-­‐reperfusión,	  aunque	  es	  sabido	  que	  influyen	  en	  la	  supervivencia	  del	  injerto,	  no	  son	  conocidas	  en	  el	  momento	  de	  la	  oferta	  de	  la	  donación,	  por	  lo	  que	  fueron	  excluidas.	  	  Con	   las	   premisas	   anteriormente	   citadas,	   se	   incluyeron	   en	   el	   modelo	   y	   se	  recogieron	   de	   forma	   retrospectiva,	   mediante	   la	   revisión	   de	   historias	   clínicas:	  dieciséis	   variables	   relacionadas	   con	   el	   receptor,	   diecisiete	   relacionadas	   con	   el	  donante	   y	   cinco	   relacionadas	   con	   factores	   quirúrgicos	   implicados	   en	   el	   peri-­‐trasplante.	  Se	  creó	  una	  amplia	  base	  de	  datos	  en	  el	  programa	  informático	  Excel®,	  que	  posteriormente	  fue	  exportada	  a	  SPSS®.	  	   La	  variable	  resultado	  principal	  (end-­‐point)	  fue	  la	  Supervivencia	  del	  Injerto	  a	   los	   tres	   meses	   pos-­‐trasplante,	   medida	   como	   variable	   dicotómica	   (si/no).	   Se	  considera	  que	  el	  injerto	  no	  ha	  sobrevivido	  o	  se	  ha	  perdido	  cuando	  ha	  conllevado	  el	  fallecimiento	  del	  paciente	  o	  ha	  requerido	  un	  retrasplante.	  Se	  eligió	  esta	  variable	  de	  salida	  para	  equiparar	  los	  resultados	  a	  métricas	  convencionales	  como	  MELD,	  DRI	  o	  BAR.	  	   También	   se	   recogieron	   otras	   variables	   resultado	   como	   supervivencia	   del	  injerto	  a	   los	  6	  y	  12	  meses	  y	  supervivencia	  del	   receptor	  a	   los	  3,	  6	  y	  12	  meses.	  De	  igual	   modo	   se	   recogieron	   datos	   del	   evolutivo	   pos-­‐trasplante	   como:	   función	   del	  injerto	   (estratificada	   según	   Silberhumer	   (64)	   en	   buena,	   pobre	   o	   no	   función	  primaria),	   rechazo	   (hiperagudo,	   agudo	   o	   crónico),	   necesidad	   de	   retrasplante,	  recidiva	  de	  la	  enfermedad	  de	  base	  o	  complicaciones	  de	  la	  cirugía	  que	  conlleven	  la	  pérdida	  del	  injerto.	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Las	  variables	  predictivas	  incluidas	  en	  el	  modelo	  son	  las	  siguientes:	  Variables	  del	  RECEPTOR	  1. Edad	  del	  receptor:	  cuantitativa	  discreta,	  medida	  en	  años.	  2. Género	  del	  receptor:	  cualitativa,	  dicotómica	  (hombre/mujer)	  3. Índice	  de	  masa	  corporal	  (IMC):	  cuantitativa	  continua,	  media	  en	  kg/m2.	  4. Diabetes	  pre-­‐trasplante:	  cualitativa,	  dicotómica	  (si/no)	  5. Hipertensión	  arterial	  pre-­‐trasplante:	  cualitativa,	  dicotómica	  (si/no)	  6. Necesidad	  de	  diálisis	  pre-­‐trasplante:	  cualitativa,	  dicotómica	  (si/no)	  7. Etiología	  que	  justifique	  la	  indicación	  de	  trasplante:	  cualitativa	  nominal,	  con	  siete	  posibles	  opciones:	  a. Cirrosis	  secundaria	  a	  Virus	  hepatitis	  C	  (VHC)	  b. Cirrosis	  de	  origen	  etílico	  c. Cirrosis	  secundaria	  a	  Virus	  hepatitis	  B	  (VHB)	  d. Fallo	  hepático	  fulminante	  (FHF)	  e. Cirrosis	  biliar	  primaria	  (CBP)	  f. Colangitis	  esclerosante	  primaria	  (CEP)	  g. Otras	  8. Trombosis	  portal:	  cualitativa	  ordinal,	  con	  tres	  posibles	  categorías:	  a. Ausente	  b. Parcial	  c. Completa	  9. Tiempo	  en	  lista	  de	  espera:	  cuantitativa	  discreta,	  mediada	  en	  días.	  Desde	  la	  fecha	  de	  su	  inclusión	  en	  lista	  hasta	  la	  fecha	  del	  trasplante.	  	  10. MELD	   en	   el	   momento	   de	   la	   inclusión	   en	   lista	   de	   espera:	   cuantitativa	  discreta.	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11. MELD	  en	  el	  momento	  del	  trasplante:	  cuantitativa	  discreta.	  12. Portador	   de	   TIPS	   (Shunt	   Porto-­‐sistémico	   Trasnyugular	   Intrahepático):	  cualitativa,	  dicotómica	  (si/no)	  13. Síndrome	  Hepatorrenal:	  cualitativa,	  dicotómica	  (si/no)	  14. Antecedentes	  de	  cirugía	  abdominal	  superior	  previa:	  cualitativa,	  dicotómica	  (si/no).	  15. Serología	   Citomegalovirus	   (CMV):	   cualitativa,	   dicotómica	  (positiva/negativa)	  16. Status	  pre-­‐trasplante:	  cualitativa	  ordinal,	  con	  cuatro	  posibles	  categorías:	  a. Paciente	  ambulatorio	  b. Paciente	  ingresado	  en	  planta	  hospitalaria	  c. Paciente	  ingresado	  en	  Unidad	  de	  Cuidados	  Intensivos	  (UCI)	  d. Paciente	  ingresado	  en	  UCI	  con	  necesidad	  de	  Ventilación	  Mecánica.	  	  Variables	  del	  DONANTE	  1. Edad	  del	  donante:	  cuantitativa	  discreta,	  medida	  en	  años.	  2. Género	  del	  donante:	  cualitativa,	  dicotómica	  (hombre/mujer).	  3. Índice	  de	  masa	  corporal	  (IMC):	  cuantitativa	  continua,	  medida	  en	  kg/m2.	  4. Diabetes	  mellitus:	  cualitativa,	  dicotómica	  (si/no)	  5. Hipertensión	  arterial:	  cualitativa,	  dicotómica	  (si/no)	  6. Causa	  del	  exitus:	  cualitativa,	  con	  cinco	  posibles	  causas:	  a. Traumática	  b. Accidente	   cerebro-­‐vascular	   (ACV):	   incluye	   isquémicos	   y	  hemorrágicos.	  c. Anoxia	  cerebral	  d. Asistolia	  e. Otras	  
	   94	  
7. Días	   de	   estancia	   en	   Unidad	   de	   Cuidados	   Intensivos	   (UCI):	   cuantitativa	  discreta,	  media	  en	  días.	  8. Hipotensión:	  cualitativa,	  dicotómica	  (si/no).	  Se	  considera	  positiva	  cuando	  el	  donante	  ha	  tenido	  episodios	  hipotensivos	  con	  tensión	  arterial	  sistólica	  por	  debajo	  de	  60	  mmHg	  durante	  al	  menos	  una	  hora.	  9. Uso	   de	   Inotropos:	   cualitativa,	   dicotómica	   (si/no),	   considerando	   drogas	  inotropas	  la	  dopamina,	  noradrenalina,	  adrenalina	  o	  dobutamina.	  10. 	  Creatinina	  sérica:	  cuantitativa	  continua,	  medida	  en	  mg/dl.	  11. Sodio	  sérico:	  cuantitativa	  continua,	  medida	  en	  mEq/l.	  12. Aspartato	  aminotransferasa	  (AST):	  cuantitativa	  continua,	  medida	  en	  UI/l.	  13. Alanino	  aminotrasnferasa	  (ALT):	  cuantitativa	  continua,	  medida	  en	  UI/l.	  14. Bilirrubina	  total:	  cuantitativa	  continua,	  medida	  en	  mg/dl.	  15. Serología	  virus	  hepatitis	  B:	  categórica,	  dicotómica	  (positiva/negativa)	  16. Serología	  virus	  hepatitis	  C:	  categórica,	  dicotómica	  (positiva/negativa)	  17. Serología	   Citomegalovirus	   (CMV):	   categórica,	   dicotómica	  (positiva/negativa)	  	  Variables	  Peri-­‐Trasplante	  1. Extracción	  multiorgánica:	  cualitativa,	  dicotómica	  (si/no).	  Se	  ha	  considerado	  multiorgánica	   cuando	   se	   extrae	   algún	   otro	   órgano,	   además	   de	   hígado	   y	  riñones.	  2. Injerto	  parcial	  o	  completo:	  cualitativa,	  dicotómica	  (parcial/completo)	  3. Tiempo	  de	   isquemia	   fría:	  cuantitativa	  continua,	  medido	  en	  minutos,	  desde	  la	   infusión	   del	   líquido	   de	   preservación	   hasta	   la	   retirada	   del	   injerto	   del	  medio	  frío	  para	  su	  implante.	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4. Compatibilidad	   sanguínea	   ABO:	   cualitativa	   dicotómica	   (Si:	   Isogrupo,	  receptor-­‐donante	   del	   mismo	   grupo	   /	   No:	   Compatibles,	   receptor-­‐donante	  con	  grupos	  sanguíneos	  compatibles)	  5. Trasplante	  combinado:	  cualtitativa	  dicotómica	  (si/no).	  Se	  considera	  cuando	  se	  implantan	  dos	  o	  más	  órganos	  a	  un	  mismo	  individuo.	  	  	  	  
Análisis	  estadístico	  
	   El	  análisis	  estadístico	  se	  realizó	  con	  el	  programa	  informático	  SPSS®	  versión	  18,	  al	  que	  fueron	  exportados	  los	  datos	  desde	  el	  programa	  Excel.	  	  
	  
a)	  Estudio	  descriptivo	  de	  las	  variables	  
	   Para	  describir	  las	  variables	  independientes	  que	  se	  incluyeron	  en	  el	  modelo,	  se	  utilizaron	  los	  siguientes	  estadísticos:	  
-­‐ Las	   variables	   cuantitativas	   se	   expresaron	   mediante	   su	   media	   y	   su	  desviación	  típica.	  	  
-­‐ Las	  variables	  cualitativas	  se	  expresaron	  mediante	  su	  frecuencia	  relativa,	  es	  decir,	  el	  porcentaje	  con	  respecto	  al	  total	  de	  cada	  categoría.	  	  	  
b)	  Estudio	  comparativo	  entre	  el	  grupo	  español	  y	  británico	  
	   Con	   el	   objetivo	   de	   determinar	   la	   homogenidad	   en	   la	   distribución	   de	   las	  distintas	  variables	  incluidas	  en	  ambos	  grupos	  (español	  e	  inglés),	  se	  realizaron	  las	  siguientes	  pruebas:	  
-­‐ Prueba	  Chi-­‐Cuadrado	  para	  comparar	  proporciones	  de	  variables	  cualitativas	  o	  categóricas.	  
-­‐ Prueba	  T	  de	  Student	  para	  muestras	  independientes:	  para	  la	  comparación	  de	  medias	  de	  las	  variables	  cuantitativas.	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Para	   evaluar	   la	   normalidad	   de	   la	   muestra	   se	   empleó	   la	   prueba	   de	  	  Kolmogorov-­‐Smirnov,	   aceptando	   la	   hipótesis	   nula	   y	   asumiendo	   la	   distribución	  normal	  del	   conjunto	  de	  datos.	   Por	   tanto,	   se	  han	   empleado	  pruebas	  paramétricas	  para	  realizar	  esta	  comparación.	  	  
c)	  Estudio	  de	  Supervivencia	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Construcción	  de	  la	  Red	  Neuronal	  Artificial	  
a)	  Construcción	  de	  la	  Red	  Neuronal	  Artificial:	  Modelo	  de	  Asignación	  
Donante-­‐Receptor	  
	  
	   La	  metodología	  del	  estudio	  tiene	  como	  finalidad	  el	  desarrollo	  de	  un	  sistema	  de	  asignación	  del	  órgano	  del	  donante	  al	  receptor	  más	  idóneo,	  es	  decir,	  con	  mejor	  pronóstico.	   Para	   poder	   determinar	   el	   patrón	   que	   siguen	   los	   pares	   donante-­‐receptor	  con	  una	  supervivencia	  del	   injerto	  a	   tres	  meses,	  es	  necesario	  obtener	  un	  modelo	  matemático,	   en	   este	   caso	   una	  RNA,	   que	   consiga	   clasificar	   correctamente	  tanto	  los	  pares	  D-­‐R	  que	  sobrevivan	  a	  los	  tres	  meses	  como	  aquellos	  que	  no	  lo	  hagan.	  Para	  ello,	  se	  construyeron	  dos	  modelos	  de	  redes	  neuronales	  para	  cada	  par	  D-­‐R	  en	  función	   de	   las	   treinta	   y	   ocho	   variables	   incluidas	   en	   el	   modelo.	   La	   variable	  dependiente	   para	   la	   red	   neuronal	   será	   la	   supervivencia	   del	   injerto	   a	   tres	  meses.	  Ésta	  es	  una	  variable	  binaria	  (0:	  no	  supervivencia,	  1:	  supervivencia	  del	  injerto),	  por	  lo	   tanto	   	   el	   problema	   que	   tratamos	   de	   resolver	   con	   la	   red,	   es	   un	   problema	   de	  clasificación	  binaria.	  	  Para	  obtener	  el	  mejor	  conocimiento	  en	  cuanto	  al	  pronóstico	  de	  cada	  pareja	  D-­‐R,	   se	   calcularon	   dos	   probabilidades	   para	   cada	   par:	   la	   probabilidad	   de	  supervivencia	   del	   injerto	   y	   la	   probabilidad	   de	   no	   supervivencia	   o	   pérdida	   del	  injerto.	   Por	   lo	   tanto,	   para	   cada	   par	   D-­‐R	   se	   crearon	   dos	  modelos	   diferentes	   y	   no	  complementarios:	  un	  modelo	  de	  aceptación	  y	  un	  modelo	  de	  rechazo.	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1.	  Modelo	  de	  Aceptación,	   al	   cual	   llamaremos	  NN-­‐C:	  este	  modelo	  consiste	  en	   una	   red	   neuronal	   que	   predice	   la	   probabilidad	   de	   supervivencia	   del	  injerto	   a	   los	   tres	   meses	   del	   trasplante.	   Este	   modelo	   de	   RNA	   trata	   de	  maximizar	   la	   probabilidad	   de	   que	   un	   par	   D-­‐R	   pertenezca	   a	   la	   Clase	   de	  Supervivencia	   del	   Injerto.	   Utiliza	   el	   concepto	   matemático	   de	   “Correct	  Classification	   Rate”	   (CCR)	   o	   precisión,	   definido	   como	   el	   porcentaje	   de	  patrones	  de	  entrenamiento	  correctamente	  clasificados.	  	  	  
2.	  Modelo	  de	  Rechazo,	  al	  cual	  llamamos	  NN-­‐MS:	  consiste	  en	  un	  modelo	  de	  red	  neuronal	  que	  predice	  la	  probabilidad	  de	  no-­‐supervivencia	  o	  pérdida	  del	  injerto	   a	   los	   tres	  meses	  del	   trasplante.	   Este	  modelo	   trata	  de	  maximizar	   la	  probabilidad	  de	  que	  un	  par	  D-­‐R	  pertenezca	  a	  la	  Clase	  de	  No	  Supervivencia	  del	  Injerto.	  Usa	  el	  concepto	  matemático	  de	  “Minimum	  Sensitivity”	  o	  mínima	  sensibilidad	   (MS),	   definido	   como	   el	   valor	  mínimo	  de	   las	   sensibilidades	  de	  cada	  una	  de	  las	  clases.	  Este	  modelo	  maximiza	  la	  MS	  a	  costa	  de	  disminuir	  el	  valor	  de	  CCR.	  	  	  Medidas	  de	  un	  multiclasificador:	  Mínima	  sensibilidad	  y	  Precisión	  	  	  La	   comunidad	   que	   investiga	   en	   las	   áreas	   de	   estadística	   y	   de	   “machine	  
learning”	  ha	   utilizado	   tradicionalmente	   el	   porcentaje	   de	   patrones	   correctamente	  clasificados	  o	  precisión	  (Correct	  Classification	  Rate,	  CCR)	  como	  métrica	  para	  medir	  el	  rendimiento	  de	  un	  clasificador,	  obviando	  por	  lo	  general	  el	  porcentaje	  de	  buena	  clasificación	   por	   clase.	   Sin	   embargo	   esta	   forma	   de	   presentar	   sólo	   el	   nivel	   de	  clasificación	   global	   ha	   sido	   criticado	   por	   diferentes	   autores,	   sobre	   todo	   en	  problemas	  multiclase	  y/o	  no	  balanceados;	  puesto	  que	  la	  medida	  de	  la	  precisión	  no	  puede	   capturar	   los	   diferentes	   aspectos	   de	   un	   clasificador,	   sobre	   todo	   si	  comparamos	  varios	  de	  ellos.	  Suponiendo	  que	  el	  coste	  de	  una	  mala	  clasificación	  es	  igual	  y	  que	  no	  tenemos	  preferencia	   en	   la	   clasificación	   de	   una	   determinada	   clase,	   entenderemos	   que	   un	  buen	  clasificador	  es	  aquel	  que	  presenta	  un	  alto	  nivel	  de	  precisión	  a	  la	  vez	  que	  un	  considerable	  nivel	  de	  buena	  clasificación	  para	  cada	  una	  de	  las	  clases.	  En	  problemas	  reales	  estos	  dos	  objetivos	  están	  en	  conflicto	  puesto	  que	  para	  alcanzar	  un	  alto	  nivel	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de	  precisión	  por	   lo	   general	   es	  necesario	   sacrificar	   el	   nivel	   de	  precisión	  de	  una	  o	  varias	  clases,	  sobre	  todo	  en	  problemas	  no	  balanceados	  o	  con	  múltiples	  clases.	  Para	  entender	  esto,	  ponemos	  el	  siguiente	  ejemplo:	  suponemos	  que	  hay	  100	  patrones	   (95	   de	   clase	   0	   y	   5	   de	   clase	   1),	   podemos	   tener	   dos	   clasificadores	   que	  tienen	  el	  mismo	  valor	  de	  C	  (ambos	  el	  95%),	  pero	  pueden	  tener	  comportamientos	  diferentes.	  Uno	  de	  ellos	  podría	  clasificar	  correctamente	  a	  todos	  los	  patrones	  de	  la	  clase	   0,	   haciendo	   caso	   omiso	   a	   todos	   los	   patrones	   de	   clase	   1,	   esto	   es	   lo	   que	   se	  conoce	  como	  clasificador	  trivial.	  Por	  otro	  lado,	  el	  otro	  clasificador	  podría	  clasificar	  correctamente	   a	   todos	   los	   patrones	   de	   clase	   1	   y	   a	   90	   de	   la	   clase	   0.	   Este	   último	  clasificador	   no	   ignora	   la	   clase	   1,	   por	   lo	   tanto	   sería	   preferible	   al	   primero.	   Para	  resolver	  este	  problema,	  se	  deben	  de	  usar	  dos	  medidas	  de	  rendimiento	  para	  cada	  clasificador	  (C	  y	  MS).	  	  	   La	  precisión	  (C	  o	  CCR)	  se	  define	  como:	  
	  donde	  N	  es	  el	  número	  de	  patrones	  en	  el	  grupo	  de	  entrenamiento	  o	  generalización,	  J	  es	   el	   número	   de	   clases,	   y	   njj	   es	   el	   número	   de	   patrones	   de	   clase	   j-­‐th	   que	   son	  correctamente	  clasificados.	  	  El	  número	  de	  patrones	  correctamente	  predichos	  de	  una	  clase	  con	  respecto	  al	  número	  total	  de	  patrones	  de	  dicha	  clase	  es	  lo	  que	  se	  define	  como	  sensibilidad	  de	  clase.	   Así,	   la	   sensibilidad	   para	   una	   clase	   determinada	   es	   un	   estimador	   de	   la	  probabilidad	   de	   predecir	   correctamente	   la	   clasificación	   de	   un	   patrón	   de	   dicha	  clase.	  	   A	   partir	   de	   las	   sensibilidades	   de	   todas	   las	   clases,	   definimos	   la	   mínima	  sensibilidad	  (MS)	  del	  clasificador	  como	  el	  mínimo	  de	  las	  sensibilidades	  de	  cada	  una	  de	   las	   clases,	   es	   decir,	   el	   porcentaje	   más	   bajo	   de	   patrones	   correctamente	  clasificados	  como	  pertenecientes	  a	  cada	  clase.	  La	  mínima	  sensibilidad	  se	  definirá	  como:	  
	   100	  
	  	  
Donde	   	   	   es	   el	   porcentaje	   de	   ejemplos	   correctamente	  clasificados	   como	   pertenecientes	   a	   la	   clase	   i-­‐th	   (i=1,2),	   siendo	   ni	   el	   número	   de	  patrones	  en	  la	  clase	  i-­‐th.	  La	  selección	  de	  MS	  como	  una	  medida	  complementaria	  a	  CCR	  se	   justifica	  si	  consideramos	   que	   CCR	   es	   una	   medida	   ponderada	   de	   las	   sensibilidades	   de	   las	  clases.	   CCR	   y	   MS,	   serán	   respectivamente	   la	   precisión	   y	   mínima	   sensibilidad	  asociadas	  a	  un	  clasificador	  g,	  entonces,	  	  MS	  ≤	  C	  ≤	  1	  –	  (1-­‐MS)	  p	  *	  donde	  p*	  es	  la	  mínima	  probabilidad	  estimada,	  que	  viene	  dada	  por:	  
	  	   	  	   Un	  buen	  clasificador	  debería	  cumplir	   la	  premisa	  de	   tener	  una	  alta	   tasa	  de	  clasificación	  global	  para	   el	   conjunto,	   así	   como	  un	  nivel	   aceptable	  de	   clasificación	  para	  cada	  clase.	  	  Por	   tanto,	   cada	   clasificador	   se	   puede	   representar	   como	   un	   punto	   en	   la	  región	  blanca	  de	   la	   figura	  18,	  donde	  podemos	  visualizar	   los	  resultados	  obtenidos	  independientemente	   del	   número	   de	   clases	   del	   problema.	   La	   zona	   exterior	   al	  triángulo	  blanco	  se	  marca	  como	   inviable.	  En	  un	  principio,	  podríamos	  pensar	  que	  las	  medidas	  MS	  y	  C	  están	  correlacionadas	  positivamente.	  Sin	  embargo,	  esto	  podría	  ser	  cierto	  para	  valores	  pequeños,	  pero	  no	  ocurre	  lo	  mismo	  cuando	  los	  valores	  de	  MS	  y	  C	   se	   aproximan	  al	  punto	   (1,1),	   donde	   los	  objetivos	  entran	  en	   conflicto.	  Por	  tanto,	  podemos	  decir	  que	  un	  clasificador	  (un	  punto	  en	  el	  espacio	  (MS;C))	  domina	  a	  otro	  si	  está	  por	  encima	  y	  a	  la	  derecha	  en	  la	  región	  blanca,	  esto	  es,	  si	  tiene	  mayor	  C	  y	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mejor	   MS.	   La	   mínima	   sensibilidad	   es	   particularmente	   útil	   en	   problemas	   no	  balanceados,	  ya	  que	  evita	  los	  clasificadores	  triviales.	  	  	  
	  	  
Figura	  18.	  Región	  factible	  en	  el	  espacio	  bidimensional	  (MS,	  C)	  para	  un	  
problema	  de	  clasificación.	  	  (179)	  	  
	   Los	   dos	   modelos	   de	   RN	   construidos,	   de	   aceptación	   y	   de	   rechazo,	   se	  corresponden	   con	   ambos	   extremos	   del	   frente	   de	   Pareto	   obtenido	   en	   el	  entrenamiento	   de	   los	   modelos	   de	   red	   cuando	   optimizamos	   conjuntamente	   la	  precisión	  global	  o	  CCR	  y	  la	  precisión	  de	  la	  clase	  peor	  clasificada	  o	  MS.	  	  	  
b)	  Construcción	  de	  la	  Red	  Neuronal	  Artificial:	  Proceso	  de	  
entrenamiento	  y	  generalización.	  
	   Sabemos	   que	   los	   humanos	   somos	   capaces	   de	   aprender.	   Aprendizaje	  significa	  que	  aquellos	  problemas	  que	   inicialmente	  no	  somos	  capaces	  de	  resolver,	  pueden	   ser	   resueltos	   después	   de	   obtener	  más	   información	   acerca	   del	   problema.	  Así,	   las	   RNAs	   constan	   de	   unidades	   de	   procesamiento	   que	   intercambian	   datos	   o	  información,	  adquiriendo	  la	  capacidad	  de	  aprender	  patrones.	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   En	  el	  objetivo	  de	  lograr	  el	  aprendizaje	  de	  las	  RNAs,	  antes	  de	  enfrentarlas	  a	  un	   problema	   real,	   se	   requiere	   un	   proceso	   previo	   de	   entrenamiento	   que	   nos	  asegure	  que	  van	  a	  tener	  una	  buena	  capacidad	  de	  predicción	  para	  todos	  los	  casos,	  es	  decir,	  que	  el	  modelado	  sea	  eficaz.	  	  
	   Para	   la	   construcción	   de	   la	   RNA	   se	   utilizó	   una	   herramienta	   computacional	  para	  el	  diseño	  de	  redes	  neuronales,	  concretamente	  la	  plataforma	  de	  programación	  y	  ejecución	  WEKA®	  (Waikato	  Environment	   for	  Knowledge	  Analysis)	  (180).	  Con	   la	  utilización	  de	  esta	  herramienta,	  lo	  más	  importante	  es	  la	  elección	  de	  la	  arquitectura	  o	  estructura	  de	   la	  red	  y	   la	  selección	  y	  el	  procesado	  de	   los	  datos	  presentados	  a	   la	  red	  para	  el	  entrenamiento	  y	  el	  test.	  	  	   Se	  deben	  definir	  los	  ficheros	  o	  conjuntos	  de	  datos	  de	  entrada	  de	  la	  red	  (las	  treinta	  y	  ocho	  variables	  recogidas	  del	  receptor,	  donante	  y	  factores	  peri-­‐trasplante)	  y	   la	   variable	   de	   salida	   (supervivencia	   o	   pérdida	   del	   injerto	   a	   los	   tres	  meses	   del	  trasplante.	   Los	   valores	   de	   las	   conexiones	   entre	   las	   variables	   y	   la	   estructura	   del	  modelo	   son	   definidos	   por	   un	   algoritmo	   evolutivo	   empleado	   por	   la	   plataforma	  WEKA.	  Para	  el	  ajuste	  de	  estas	  conexiones	  hay	  que	  someter	  a	  la	  red	  neuronal	  a	  un	  proceso	  de	  entrenamiento,	  que	   consiste	  en	   la	   aplicación	   secuencial	  de	  diferentes	  conjuntos	   o	   vectores	   de	   entrada	   para	   que	   se	   ajusten	   los	   pesos	   de	   las	  interconexiones.	   Durante	   la	   sesión	   de	   entrenamiento,	   la	   red	   va	   modificando	   los	  pesos	   sinápticos,	   de	   tal	   forma	   que	   se	   van	   adaptando	   paulatinamente	   y	   los	  parámetros	  de	  la	  red	  se	  adecuan	  a	  la	  resolución	  del	  problema.	  Para	  este	  proceso	  de	  aprendizaje,	   la	   red	   será	   entrenada	   con	   un	   subconjunto	   de	   datos	   (conjunto	   de	  entrenamiento)	   y	   probada	   con	   el	   resto	   de	   la	   base	   de	   datos	   (conjunto	   de	  generalización).	  
	   Para	   la	   fase	  de	  entrenamiento	  de	   la	   red	  neuronal,	   los	   expertos	  en	  análisis	  computacional	   utilizaron	   la	   metodología	   de	   validación	   cruzada	   10-­‐fold.	  Brevemente,	   esto	   significa	   que	   todo	   el	   conjunto	   de	   datos	   es	   dividido	   al	   azar,	   de	  manera	  que	  el	  90%	  de	  ellos	  se	  utilizan	  para	  la	  fase	  del	  entrenamiento,	  dejando	  el	  10%	  para	  la	  fase	  final	  de	  generalización.	  Posteriormente	  el	  algoritmo	  se	  ejecuta	  3	  veces	   por	   pares	   de	   ficheros	   (lo	   que	   supone	   aleatorizar	   la	   base	   de	   datos	   de	   30	  maneras	   diferentes	   sucesivas),	   de	   esta	   manera	   conseguimos	   que	   todos	   los	  patrones	   participen	   en	   la	   fase	   de	   entrenamiento,	   disminuyendo	   al	   máximo	   	   la	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posibilidad	  de	  error	  de	  inclusión	  de	  los	  patrones	  de	  la	  clase	  minoritaria	  (clase	  de	  no	  supervivencia)	  para	  el	  entrenamiento	  de	  la	  red.	  	  	   Después	  de	  este	  proceso	  obtenemos	  30	  resultados,	  de	  los	  cuales	  elegiremos	  los	  mejores	  modelos	   en	   CCR	   y	  MS.	   Los	   dos	  mejores	  modelos	   serán	   aquellos	   que	  clasifiquen	   correctamente	  el	  mayor	  número	  de	  parejas	  D-­‐R	  en	  ambas	   categorías,	  de	  supervivencia	  del	  injerto	  y	  de	  pérdida	  del	  injerto.	  	  	   Además,	   para	   llevar	   a	   cabo	   este	   entrenamiento,	   se	   hace	   uso	   de	   distintos	  métodos	  de	  búsqueda	  local	  y/o	  global	  de	  los	  modelos,	  tanto	  en	  relación	  a	  los	  pesos	  (valor	  de	  las	  conexiones),	  como	  a	  la	  estructura	  de	  dichas	  redes	  (número	  de	  capas,	  número	   de	   nodos,	   número	   de	   conexiones).	   Los	   algoritmos	   de	   búsqueda	   local	  presentan	  ciertos	  problemas	  como	  la	  lentitud	  en	  obtener	  la	  convergencia	  hacia	  el	  óptimo.	  Para	  evitar	  esto	  usamos	  los	  Algoritmos	  Evolutivos.	  Éstos	  son	  métodos	  de	  búsqueda	   global	   basados	   en	   poblaciones	   de	   soluciones,	   que	   incorporan	   la	  semántica	  de	  evolución	  natural	  a	  los	  procesos	  de	  optimización,	  convirtiéndose	  en	  métodos	  de	  búsqueda	  de	  soluciones	  cuasi-­‐óptimas.	  	  “Optimizar”	   significa	   encontrar	   una	   solución	   tal	   que	   proporcione	   valores	  para	   todos	   los	   objetivos	   que	   resulten	   aceptables	   para	   el	   decisor.	   El	   primer	   paso	  para	   resolver	  un	  problema	  de	  optimización	   es	  determinar	   si	   existe	  un	   algoritmo	  diseñado	   específicamente	   para	   el	   problema	   en	   cuestión.	   Los	   algoritmos	   clásicos	  son	   insuficientes	   cuando	   la	   función	   objetivo	   posee	   características	   como:	   no	  linealidad,	   alta	   dimensionalidad,	   existencia	   de	   múltiples	   óptimos	   locales	   y	   no	  diferenciabilidad	  o	  ruido.	  	  Los	   algoritmos	   evolutivos	   trabajan	   con	  un	   conjunto	  de	  RNAs	   (que	   son	   las	  soluciones	   al	   problema)	   y	   éstas	   son	   sometidas	   a	   una	   serie	   de	   transformaciones	  para	  obtener	  nuevas	  soluciones	  y	  a	  un	  proceso	  de	  selección	  orientado	  a	  favorecer	  a	  los	   mejores	   modelos.	   De	   esta	   forma,	   las	   RNAs	   irán	   evolucionando	   para	   ir	  mejorando	  y	  llegar	  a	  obtener	  una	  buena	  solución	  al	  problema.	  Por	  lo	  tanto,	  usamos	  los	   algoritmos	   evolutivos	   para	   la	   optimización	   de	   las	   RNAs	   y	   es	   a	   lo	   que	   se	  denominan	   Redes	   Neuronales	   Artificiales	   Evolutivas.	   Éstas	   redes	   son	   las	   que	  utilizamos	   para	   resolver	   problemas	   de	   clasificación	   con	   objetivos	   contrapuestos	  (181,182).	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Dentro	  de	  los	  Algoritmos	  Evolutivos,	  y	  en	  	  base	  	  a	  	  la	   	  combinación	  	  de	  sus	  tres	   paradigmas	   principales	   (programación	   evolutiva,	   estrategias	   evolutivas	   y	  algoritmos	   genéticos)	   y	   	   a	   la	   incorporación	   de	  mecanismos	   de	   otros	   campos	   de	  estudio	   (aprendizaje	  automático,	  algoritmos	  de	  búsqueda,	  estructura	  de	  datos,…)	  obtenemos	   diferentes	   tipos	   entre	   los	   que	   encontramos	   la	   Evolución	   Diferencial.	  Así,	   la	  Evolución	  Diferencial	  es	  un	  tipo	  de	  técnica	  de	  optimización	  global	  que	  usa	  un	  novedoso	  esquema	  simple	  de	  mutación	  auto-­‐adaptada,	  selección	  y	  cruce,	  como	  sus	   operadores	   primarios	   para	   la	   	   optimización	   de	   problemas	   sobre	   dominios	  continuos.	   Tiene	   la	   capacidad	   de	   manejar	   funciones	   objetivo	   no	   lineales,	   no	  diferenciables	  y	  multimodales.	  	  Estos	  algoritmos	  de	  evolución	  diferencial	  son	  por	  tanto,	   los	  que	  utilizamos	  en	  el	  entrenamiento	  de	  las	  RNAs	  multiobjetivo.	  	  	  
c)	  Construcción	  de	  la	  red	  neuronal	  artificial:	  Algoritmos	  usados.	  	  
	   Una	   red	   neuronal	   es	   un	   modelo	   matemático	   inspirado	   en	   el	   cerebro	  humano,	   concretamente	   en	   el	   comportamiento	  biológico	  de	   las	  neuronas	  para	   el	  aprendizaje,	   que	   se	   usa	   para	   predecir	   una	   variable	   resultado	   a	   partir	   de	   un	  conjunto	  de	  datos	  de	  entrada	  que	  se	  le	  aportan	  (en	  nuestro	  caso,	  las	  características	  del	  receptor,	  donante	  y	  otros	  factores	  peri-­‐trasplante	  considerados).	  	  En	   nuestro	   trabajo,	   el	   proceso	   evolutivo	   del	   MOEA	   fue	   guiado	   por	   dos	  funciones	   objetivo	   diferentes	   y	   competitivas.	   La	   primera	   función	   objetivo	  considerada	  fue	  la	  precisión	  o	  CCR	  y	  la	  segunda	  el	  MS.	  En	  este	  sentido,	  el	  CCR	  nos	  informará	  de	  la	  precisión	  en	  la	  clasificación	  global,	  mientras	  que	  el	  MS	  se	  centrará	  en	  la	  precisión	  de	  la	  clasificación	  de	  la	  clase	  minoritaria	  (en	  nuestro	  caso,	  la	  clase	  de	  no	  supervivencia).	  Sin	  embargo,	  para	  establecer	  la	  bondad	  de	  los	  modelos	  de	  redes	  neuronales	  entrenados,	   consideraremos	  dos	  medidas	   como	   funciones	  objetivo	  para	  medir	   la	  bondad	  del	  sistema:	  la	  entropía	  cruzada	  (E)	  y	  la	  mínima	  sensibilidad.	  	  	   La	  razón	  por	  la	  que	  empleamos	  la	  entropía	  cruzada	  como	  función	  de	  aptitud	  en	   lugar	   del	   porcentaje	   de	   patrones	   bien	   clasificados	   sobre	   el	   conjunto	   de	  entrenamiento,	  es	  porque	  C	  es	  una	  función	  discontinua,	  sobre	  todo	  en	  problemas	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con	   un	   número	   pequeño	   de	   patrones,	   lo	   cual	   hace	   más	   difícil	   la	   convergencia	  durante	  el	  proceso	  de	  optimización.	  En	  cambio,	   como	  E	  es	  una	   función	  continua,	  pequeños	  cambios	  en	  los	  pesos	  de	  la	  red	  producen	  pequeños	  cambios	  en	  el	  valor	  de	  la	  métrica	  E,	  lo	  cual	  hace	  que	  la	  convergencia	  sea	  más	  robusta.	  	  	   La	  entropía	  cruzada	  es	  una	  función	  de	  error	  basada	  en	  las	  probabilidades	  de	  pertenencia	  de	  cada	  uno	  de	  los	  patrones	  de	  un	  conjunto	  de	  datos	  a	  cada	  una	  de	  las	  clases	  que	  componen	  un	  determinado	  problema:	  
	  	   Así,	   como	   primera	   función	   objetivo	   a	   maximizar,	   usaremos	   la	  transformación	  estricta	  decreciente	  de	  E	  (g,	  Θ),	  definida	  como:	  
	  Donde	  g	  es	  la	  función	  multievaluada	  
	  	   La	   segunda	   función	   objetivo	   a	   maximizar	   es	   la	   mínima	   sensibilidad	   del	  clasificador.	   Esto	   es,	   maximizar	   la	   menor	   de	   las	   sensibilidades	   del	   clasificador	  sobre	  el	  conjunto	  de	  entrenamiento,	  y	  quedaría	  definida	  como:	  	  
	  	   Hemos	   empleado	   redes	   neuronales	   Perceptron	   Multicapa	   estándar,	   con	  propagación	  de	   la	   información	  hacia	  delante	   (feed-­‐forward),	   con	   función	  de	  base	  sigmoidea,	  que	   tienen	  una	   capa	  de	  entrada	   con	   las	   variables	   independientes	  que	  hemos	  aportado	  a	  la	  red,	  una	  capa	  oculta	  con	  nodos	  ocultos	  sigmoideos	  y	  una	  capa	  de	  salida,	  con	  las	  respuestas	  de	  la	  red.	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   Para	  obtener	  una	  solución	  viable	  a	  nuestro	  problema	  de	  asignación	  D-­‐R,	  dos	  objetivos	  contrapuestos	  tiene	  que	  ser	  tratados	  (supervivencia	  y	  pérdida	  del	  injerto	  pos-­‐trasplante).	  A	  estos	  problemas	  se	  les	  llama	  problemas	  de	  optimización	  multi-­‐objetivo	   y	   una	   forma	   de	   resolver	   este	   tipo	   de	   situaciones	   es	   por	   medio	   de	  Algoritmos	  Evolutivos	  Multi-­‐objetivo	  (155),	  que	  junto	  con	  las	  RNAs	  forman	  lo	  que	  conocemos	   con	   RNAs	   Evolutivas	   Multi-­‐Objetivo	   (181).	   En	   este	   estudio,	   para	   la	  construcción	  y	  el	  entrenamiento	  de	  nuestras	  redes	  neuronales	  hemos	  empleado	  un	  Algoritmo	  Evolutivo	  Multiobjetivo	  (MOEA).	  Los	  pesos	  de	   las	  conexiones	  de	   la	  red	  son	   ajustados	  por	   este	   algoritmo	  durante	   el	   proceso	  de	   entrenamiento.	   La	   curva	  (para	   dos	   objetivos)	   o	   superficie	   (para	   más	   de	   dos	   objetivos)	   que	   describe	   la	  compensación	  óptima	  entre	  los	  objetivos	  es	  conocida	  como	  Frente	  de	  Pareto,	  de	  tal	  manera	   que,	   una	   solución	   factible	   del	   frente	   no	   puede	   mejorar	   un	   objetivo	   sin	  degradar	  al	  menos	  uno	  de	  los	  restantes.	  	  Una	  asignación	  se	  define	  como	  “Pareto	  eficiente”	  o	  	  “Pareto	  óptima”	  cuando	  no	  pueden	  lograrse	  nuevas	  	  mejoras	  de	  Pareto.	  	  Desafortunadamente,	  el	  óptimo	  	  de	  Pareto	  casi	  siempre	  produce	  no	  una,	  sino	  un	  conjunto	  de	  soluciones	  a	   las	  que	   	  se	  les	   llama	  no	   inferiores	  o	  no	  dominadas.	  Al	  conjunto	  de	  alternativas	   	  optimas	  que	  satisfacen	   la	   condición	   de	   no	   poder	   satisfacer	   mejor	   uno	   de	   los	   objetivos	   sin	  empeorar	  algún	  otro	  se	  le	  denomina	  “conjunto	  de	  Pareto”,	  “Frontera	  de	  Pareto”	  o	  “Frente	  de	  Pareto”.	  Asi,	  el	  propósito	  de	  los	  algoritmos	  multi-­‐objetivo	  es	  localizar	  el	  Frente	   de	   Pareto	   formado	   por	   los	   individuos	   no	   dominados	   	   por	   alguno	   de	   los	  objetivos	  que	  se	  buscan.	  	  Decimos	  que	  un	  punto	  	  x	  *	  E	  	  F	  es	  un	  óptimo	  de	  Pareto	  si	  	  	  	  
	  
	   O	  hay	   al	  menos	   una	   i	  E	   	   I	   (siendo	   I	  el	   conjunto	   de	   funciones	   objetivo	   del	  problema)	  tal	  que	   .	  	   Esta	  definición	  afirma	  que	  x*	  	  es	  un	  óptimo	  de	  Pareto	  si	  no	  existe	  un	  vector	  factible	  x	  que	  	  decremente	  	  algún	  criterio	  sin	  causar	  un	  incremento	  simultaneo	  en	  al	  menos	  uno	  de	  ellos.	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Los	  algoritmos	  que	  utilizan	  el	   concepto	  de	  óptimo	  de	  Pareto	  para	  obtener	  un	   conjunto	   de	   soluciones,	   que	   representan	   un	   compromiso	   entre	   los	   distintos	  objetivos	  a	  optimizar,	  pueden	  dividirse,	  de	  forma	  general,	  en	  métodos	  no	  elitistas	  y	  elitistas,	   o	   en	   métodos	   de	   primera	   generación	   y	   de	   segunda	   generación,	  respectivamente.	  Se	  entiende	  por	  método	  elitista	  aquél	  que	  utiliza	  de	  una	  manera	  u	  otra	  al	  mejor	  o	  mejores	  individuos	  de	  una	  población	  para	  avanzar	  en	  el	  proceso	  de	  evolución,	  mientras	  que	  los	  métodos	  no	  elitistas	  no	  suelen	  retener	  las	  mejores	  soluciones	   de	   una	   generación	   a	   otra,	   o	   formar	   conjuntos	   externos	   de	   mejores	  soluciones	  que	  sustituyan	  a	  individuos	  de	  la	  población	  en	  determinados	  momentos	  de	  la	  evolución.	  	  De	   entre	   las	   técnicas	   populares	   que	   podemos	   encontrar	   en	   la	   literatura,	  tenemos:	  1.	  Métodos	  No	  Elitistas.	  Son	  fáciles	  de	  entender	  y	  sencillos	  de	  implementar,	  y	   algunos	   de	   ellos	   convergen	   bien	   y	   encuentran	   un	   conjunto	   de	   soluciones	   de	  Pareto	  bien	  distribuidas	  y	  diversas.	  	  
§ Multiobjective	  Genetic	  Algorithm,	  MOGA.	  
§ Niched	  Pareto	  Genetic	  Algorithm,	  NPGA.	  
§ Nondominated	  Sorting	  Genetic	  Algorithm,	  NSGA.	  2.	  Métodos	  Elitistas.	  Por	  norma	  general	  obtienen	  mejores	  soluciones	  que	  los	  algoritmos	  de	  primera	  generación,	  ya	  que	   la	  probabilidad	  de	  que	   la	  población	  de	  hijos	  mejores	  de	  una	  generación	  a	  otra	  mediante	  operadores	  de	  selección,	  cruce	  y	  mutación	  adecuados	  es	  mayor.	  	  
§ Pareto	  Archived	  Evolution	  Strategy,	  PAES.	  
§ Stregh	  Pareto	  Evolutionary	  Algorithm	  SPEA,	  SPEA2.	  
§ Pareto	  Envelope-­‐based	  Selection	  Algorithm,	  PESA.	  
§ Nondominated	  Sorting	  Genetic	  Algorithm	  II,	  NSGA2.	  
§ Micro	  Genetic	  Algorithm,	  µGA,	  µGA2.	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§ Pareto	  Differential	  Evolution,	  PDE.	  
§ Memetic	  Pareto	  Evolutionary	  Approach	  to	  ANNs,	  MPANN.	  	  	   El	  algoritmo	  evolutivo	  multiobjetivo	  seleccionado	  para	  el	  entrenamiento	  de	  esta	   red	   neuronal	   fue	   el	   MPENSGA2	   (Memetic	   Pareto	   Evolutionary	   Approach	  basado	   en	   el	   algoritmo	   evolutivo	   NSGA2),	   ya	   que	   ha	   demostrado	   conseguir	   un	  rendimiento	  competitivo	  con	  un	  coste	  computacional	   limitado	  (183).	  Éste	  es	  una	  adaptación	  del	  original	  algoritmo	  NSGA2	  (184).	  	  	   Con	  este	  algoritmo,	   se	  hará	  de	   forma	  simultánea	   la	  evolución	   tanto	  de	   los	  pesos	   como	   de	   la	   arquitectura	   de	   la	   RNA	   (185,186).	   	   El	   algoritmo	   tratará	  directamente	  las	  soluciones	  al	  problema	  y	  no	  una	  representación	  de	  las	  mismas,	  es	  decir,	  utilizará	  las	  redes	  neuronales	  en	  sí	  y	  no	  una	  codificación	  directa	  de	  sus	  pesos	  y/o	  estructura.	  De	  esta	  forma,	  la	  información	  de	  cada	  individuo	  determina	  tanto	  la	  estructura	  de	  la	  red	  que	  representa,	  como	  sus	  pesos	  o	  coeficientes.	  Utilizando	  esta	  representación,	   los	   individuos	   son	   sometidos	   a	   las	   operaciones	   de	   replicación	   y	  mutación.	  	   El	  algoritmo,	  al	  aplicarse	  a	  problemas	  de	  clasificación	  (binaria	  y	  multiclase)	  utiliza	   una	   función	   para	   obtener	   la	   aptitud	   de	   los	   individuos	   que	   es	   una	  transformación	  estrictamente	  decreciente	  del	  error	  de	  entropía	  cruzada,	  dada	  por	  la	  siguiente	  expresión:	  	  
	   	  
de	  forma	  tal	  que	   .	  	   	  El	   algoritmo	   MPENSGA2	   mejora	   con	   la	   introducción	   de	   un	   algoritmo	   de	  búsqueda	   local,	   que	   ayuda	   a	   resolver	   problemas	   de	   optimización	  computacionalmente	   difíciles.	   El	   algoritmo	   de	   búsqueda	   local	   se	   mueve	   de	   una	  solución	  a	  otra	  en	  el	  espacio	  de	  las	  soluciones	  candidatas	  (el	  espacio	  de	  búsqueda)	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hasta	   que	   encuentran	   la	   solución	   que	   consideran	   óptima	   o	   hasta	   que	   ha	  transcurrido	   el	   plazo	   de	   tiempo.	   Se	   sabe	   que	   ciertos	   procedimientos	   locales	   son	  capaces	   de	   encontrar	   el	   óptimo	   local	   cuando	   la	   búsqueda	   se	   realiza	   en	   una	  pequeña	  región	  del	  espacio	  de	  soluciones.	  Por	  lo	  tanto,	  con	  la	  combinación	  de	  los	  algoritmos	   evolutivos	   y	   los	   procedimientos	   locales,	   los	   algoritmos	   evolutivos	  podrían	   realizar	   una	   búsqueda	   global	   dentro	   del	   espacio	   de	   soluciones,	   localizar	  las	   RNAs	   que	   estén	   cerca	   del	   óptimo	   global,	   y	   después	   un	   procedimiento	   local	  encontraría	  de	  forma	  rápida	  y	  eficiente	  la	  mejor	  solución.	  Este	  tipo	  de	  algoritmos	  reciben	  el	  nombre	  de	  Memetic	  o	  híbridos	  (187).	  El	  esquema	  general	  del	  algoritmo	  para	  un	  problema	  de	  clasificación	  es	  el	  siguiente:	  1.	   Comienza	   con	   la	   generación	   aleatoria	   de	   N	   individuos.	   Se	   generan	  inicialmente	   10Np	   modelos	   de	   redes,	   siendo	   Np	   el	   número	   de	   individuos	   de	   la	  población	  durante	  el	  proceso	  evolutivo.	  	  Los	  pesos	  de	  los	  enlaces	  son	  establecidos	  de	   forma	  aleatoria	  dentro	  de	  un	   intervalo	   [-­‐2,	  2]	  para	   los	  pesos	  entre	   la	   capa	  de	  entrada	   y	   la	   capa	   oculta	   (para	   prevenir	   que	   unas	   entradas	   hagan	   sombra	   sobre	  otras),	   y	   [-­‐10,	   10]	   para	   los	   pesos	   entre	   la	   capa	   oculta	   y	   de	   salida.	   También	  realizamos	  una	  normalización	  de	  los	  datos	  de	  entrada	  entre	  [-­‐2,	  2]	  y	  las	  variables	  categóricas	  han	  sido	  transformadas	  en	  binarias	  cuando	  ha	  sido	  posible.	  	  2.	   Cuando	   se	   genera	   la	   población	   inicial,	   ésta	   es	   evaluada	   mediante	   el	  entrenamiento	   en	   ambas	   funciones	   objetivo,	   MS	   y	   la	   función	   de	   error	   E.	   El	  algoritmo	  realiza	  una	  selección	  en	  cada	  generación,	  que	  consiste	  en	  tomar	  el	  10%	  de	  las	  mejores	  redes	  de	  la	  población	  y	  sustituirlas	  por	  el	  10%	  de	  las	  peores	  redes	  de	   la	  misma,	  de	  modo	  que	   la	  población	  se	  divide	  en	  varios	   frentes	  de	  Pareto.	  De	  este	  modo,	  el	  número	  de	  redes	  Np	  de	  la	  población	  permanece	  constante	  a	  lo	  largo	  de	   la	   evolución.	   Esta	   secuencia	   proporciona,	   en	   primer	   lugar	   la	   población	   de	  padres	  y	  el	  proceso	  de	  selección	  genera	  una	  nueva	  población	  de	  hijos	  en	   los	  que	  también	   se	   evalúan	   ambas	   funciones	   objetivo.	   Cuando	   se	   evalúa	   la	   población	  descendiente	  s	  une	  a	  la	  de	  los	  padres,	  por	  lo	  que	  se	  crea	  una	  población	  de	  tamaño	  2N.	  A	  continuación	  se	  aplica	  un	  nuevo	  proceso	  de	  selección	  a	  esta	  nueva	  población.	  	  Se	  repite	  el	  proceso	  evolutivo	  hasta	  que	  se	  alcance	  un	  número	  máximo	  de	  generaciones	  G	  o	  se	  cumpla	  la	  condición	  de	  parada	  (cuando	  transcurre	  un	  número	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de	  generaciones	  sin	  mejorar	  la	  media	  de	  aptitud	  del	  10%	  de	  los	  mejores	  individuos	  y	  la	  aptitud	  del	  mejor	  individuo):	  A)	   Se	   aplica	   mutación	   paramétrica	   al	   10%	   de	   mejores	   individuos	   de	   la	  población	   y	   mutación	   estructural	   al	   90%	   restante	   de	   individuos.	   Las	  mutaciones	   paramétricas	   afectan	   a	   los	   pesos	   de	   la	   red,	   mientras	   que	   las	  mutaciones	  estructurales	  afectan	  a	  su	  topología	  (nodos	  ocultos	  y	  enlaces).	  B)	  Se	  calcula	  la	  aptitud	  de	  cada	  individuo	  de	  la	  población.	  C)	  Se	  añade	  el	  mejor	  individuo	  en	  aptitud	  y	  el	  mejor	  individuo	  en	  CCR	  de	  la	  última	  generación.	  D)	  Se	  ordenan	  los	  individuos	  según	  su	  aptitud.	  E)	  El	  10%	  de	  los	  mejores	  individuos	  son	  replicados	  y	  sus	  réplicas	  sustituyen	  al	  10%	  de	  los	  peores	  individuos.	  3.	  Se	  selecciona	  el	  mejor	  individuo	  en	  CCR	  y	  el	  mejor	  individuo	  en	  aptitud,	  devolviendo	  ambos	  como	  soluciones	  factibles	  al	  problema.	  	  Cuando	   se	   unen	   la	   población	   de	   padres	   e	   hijos	   es	   cuando	   se	   aplica	   el	  algoritmo	   de	   búsqueda	   local.	   En	   concreto,	   hemos	   utilizado	   el	   algoritmo	   iRprop+,	  que	  selecciona	  los	  individuos	  del	  primer	  frente	  de	  Pareto(188).	  Este	  algoritmo	  es	  una	  mejora	  del	  algoritmo	  Rprop	  (Resilient	  Back	  Propagation),	  el	  cual	  es	  una	  de	  las	  mejores	  técnicas	  conocidas	  en	  términos	  de	  velocidad	  de	  convergencia,	  precisión	  y	  robustez	   con	   respecto	   a	   sus	  parámetros.	   iRprop+	   es	  un	  procedimiento	  basado	  en	  gradiente,	  difiriendo	  de	   las	   técnicas	  clásicas	  de	  propagación	  hacia	  atrás	  del	  error	  en	   que,	   las	   derivadas	   parciales	   de	   la	   función	   error,	   sólo	   son	   usadas	   para	  determinar	  el	  sentido	  en	  que	  deben	  ser	  corregidos	  los	  pesos	  de	  la	  red,	  pero	  no	  las	  magnitudes	  de	  los	  ajustes(189).	  El	  algoritmo	  iRprop+	  se	  aplica	  tres	  veces	  durante	  el	  proceso	  evolutivo.	  Se	  realiza	  la	  primera	  búsqueda	  local	  una	  vez	  que	  el	  algoritmo	  se	  ha	  estabilizado;	  la	  segunda	  se	  aplica	  en	  una	  generación	  cercana	  a	  mitad	  de	  camino	  del	  proceso	  evolutivo;	  y	  el	  tercero	  se	  realiza	  al	  final	  de	  la	  evolución.	  De	  esta	  forma,	  se	  reduce	  de	  forma	  considerable	  el	  coste	  computacional,	  ya	  que	  el	  procedimiento	  local	  no	  es	  aplicado	  a	  toda	  la	  población	  mutada.	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El	  método	  de	   actualización	   de	   cada	   peso	   	  wij	  de	   una	  ANN	  viene	   dado	  por	  
wij(t+1)=	  wij(t+1)+	   Δwij(t+1),	   donde	   Δwij(t+1)	   se	   estima	   con	   una	   función	   de	   cambio	   de	  signo	  de	   la	  derivada	  del	   error	   entre	   las	   iteraciones	   (t)	   y	   (t	   -­‐	  1),	   y	   en	   función	  del	  tamaño	   de	   paso	   para	   los	   pesos	   Δij	   ,	   tal	   como	   se	   realiza	   tradicionalmente	   con	   las	  técnicas	  basadas	  en	  gradiente.	  Así,	  si	  el	  signo	  de	  la	  derivada	  no	  cambia	  en	  las	  dos	  últimas	   iteraciones,	   el	   tamaño	   de	   paso	   es	   incrementado	   en	   un	   factor	   n+	   pero	  limitado	   a	   que	   su	   valor	   máximo	   no	   supere	   Δmax,	   que	   corresponde	   al	   tamaño	  máximo	  de	  la	  modificación	  de	  wij	  .	  Si	  la	  derivada	  es	  cero	  no	  se	  modifica	  y	  si	  cambia	  de	  signo,	  el	  tamaño	  de	  paso	  es	  reducido	  en	  un	  factor	  n-­‐	  pero	  limitando	  el	  tamaño	  mínimo	   de	  modificación	   de	  wij	   a	   un	   valor	   Δmin.	   iRprop+	   	   aplica	   una	   estrategia	   de	  
backtracking	  para	  decidir	   la	   dirección	  de	   corrección	  del	   valor	   de	   los	   pesos	   de	   la	  red,	   concretamente	   la	   idea	   es	   que	   la	   actualización	   de	   los	   pesos	   dependa	   de	   la	  evolución	   del	   error.	   De	   esta	   manera,	   el	   esquema	   de	   entrenamiento	   combina	  información	   local	  con	   información	  global	  (por	  ejemplo,	  el	  valor	  del	  error	  en	  cada	  iteración)	  a	  la	  hora	  de	  decidir	  si	  se	  debe	  modificar	  los	  pesos.	  Un	  cambio	  de	  signo	  en	  una	  derivada	  parcial	  significa	  que	  se	  ha	  saltado	  un	  mínimo	  local.	  Se	  ha	  demostrado	  mediante	   problemas	   de	   prueba	   o	   benchmarks,	   que	   iRprop+	   consigue	   mayor	  rendimiento	  que	  su	  versión	  original.	  iRprop+	  sólo	  se	  ha	  aplicado	  en	  una	  dirección	  de	  las	  dos	  funciones	  objetivo.	  Dado	  que	  MS,	  en	  general	  no	  es	  derivable,	  sólo	  se	  ha	  aplicado	  a	  la	  función	  objetivo	  que	  es	  continua	  y	  diferenciable,	  es	  decir	  la	  función	  de	  entropía	  cruzada.	  	  
	  
Figura	  19.	  Esquema	  del	  procedimiento	  de	  búsqueda	  local	  (179).	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   Una	  vez	  que	  se	  completa	  el	  proceso	  evolutivo	  del	  algoritmo,	  se	  seleccionan	  los	   dos	   mejores	   modelos	   (uno	   para	   el	   CCR	   y	   otro	   para	   el	   MS)	   como	   posibles	  soluciones	  al	  problema.	  	  	   La	   forma	   de	   obtener	   resultados	   estadísticos	   del	   frene	   de	   Pareto	  proporcionado	   por	   el	   algoritmo	   MPENSGA2	   es	   la	   siguiente.	   Una	   vez	   que	   se	  construye	  el	   frente	  de	  Pareto	  en	   la	  última	  generación	  de	  entrenamiento,	   se	  usan	  dos	  estrategias	  como	  métodos	  de	  selección	  para	  elegir	   los	   individuos	  (las	  RNAs).	  La	   primera	   estrategia	   selecciona	   el	   mejor	   modelo	   de	   la	   entropía,	   que	   es	   el	  individuo	  superior	  del	  frente	  de	  Pareto,	  la	  EI	  (Entropía	  Individual).	  A	  este	  método	  de	   selección	   se	   le	   llama	  MPENSGA2-­‐E.	   La	   segunda	   estrategia	   selecciona	   el	  mejor	  modelo	   en	   MS,	   que	   es	   el	   individuo	   inferior	   del	   frente	   de	   Pareto,	   MSI	   (Mínima	  Sensibilidad	  Individual).	  A	  este	  método	  de	  selección	  se	   le	   llama	  MPENSGA2-­‐MS	  y	  han	   mostrado	   buenos	   resultados	   en	   comparación	   con	   otros	   para	   obtener	   los	  mejores	  modelos	  del	  frente	  de	  Pareto.	  	  	   Debido	   a	   que	   el	   algoritmo	   MPENSGA2	   es	   estocástico,	   se	   ejecutó	   treinta	  veces	  y	   se	  obtuvo	   la	  media	  y	   la	  desviación	  estándar	  de	  EI	   y	  MSI	  para	   los	   treinta	  individuos.	   Después	   de	   seleccionar	   los	   extremos	   opuestos	   del	   frente	   de	   Pareto,	  obtenemos	  los	  valores	  de	  C	  y	  MS	  para	  estos	  dos	  modelos.	  	  	  	  
d)	  Proceso	  de	  Validación	  
	   El	   estudio	   MADRE	   (Modelo	   para	   la	   Asignación	   Donante-­‐Receptor	   en	  España)	   fue	   validado	   con	   un	   centro	   externo	   Europeo	   con	   un	   alto	   volumen	   en	  trasplantes	  hepáticos	   (Unidad	  de	  Trasplante	  Hepático	  del	  Hospital	  King’s	  College	  de	  Londres-­‐KCH).	  	   Se	   realizaron	   tres	  procesos	  de	  validación	  diferentes	  para	  cumplir	   con	   tres	  objetivos	  diferentes:	  
1. Entrenamiento	  con	  KCH→	  Generalización	  con	  KCH.	  En	  este	  modelo,	  la	   metodología	   es	   completamente	   nueva,	   con	   respecto	   al	   estudio	  MADRE,	   utilizando	   los	   datos	   del	   hospital	   británico	   King’s	   College.	   De	  esta	   manera,	   construimos	   un	   nuevo	   modelo	   de	   asignación	   donante-­‐
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receptor	   para	   este	   centro.	   El	   objetivo	   de	   este	  modelo	   es	   descubrir	   en	  primer	   lugar,	   si	   la	   RNA	   desarrolla	   bien	   su	   función	   con	   una	   población	  diferente	   dentro	   de	   Europa.	   Según	   las	   indicaciones	   previas	   para	   el	  estudio	  MADRE,	   obtuvimos	  modelos	   de	   supervivencia	   del	   injerto	   a	   los	  tres	  meses	  y	  al	  año	  después	  del	  TH.	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2. Entrenamiento	  con	  MADRE	  →	  Generalización	  con	  KCH.	  Este	  sería	  el	  proceso	   de	   validación	   “puro”	   en	   el	   que	   el	   modelo	   MADRE	   se	   prueba	  directamente	   en	   la	   población	   KCH.	   Al	   igual	   que	   en	   el	   modelo	  MADRE	  original,	  las	  variables	  resultado	  fueron	  la	  probabilidad	  de	  supervivencia	  del	  injerto	  a	  tres	  meses	  y	  la	  probabilidad	  de	  pérdida	  del	  mismo.	  
	  	  
3. Combinación	  MADRE	  +	  KCH	  (Entrenamiento	  con	  MADRE	  +	  KCH	  →	  
Generalización	   con	   MADRE	   +	   KCH).	   	   El	   objetivo	   principal	   de	   este	  modelo	   fue	   investigar	   si	   con	   un	   modelo	   construido	   con	   un	   mayor	  volumen	  de	  patrones	  mejoraría	  todos	  los	  resultados	  obtenidos	  hasta	  la	  fecha,	   además	   de	   comprobar	   si	   podríamos	   potencialmente	   sugerir	   un	  único	   modelo	   de	   asignación	   donante-­‐receptor	   en	   el	   TH	   en	   Europa	  (MADR-­‐Eu).	  
	   114	  
	  	  









S	  1437	   1293	   144	   38	   2	   1287	   150	  	  
	  
Sistema	  basado	  en	  Reglas	  	  
	   Visto	   todo	   lo	  anterior,	   el	  modelo	  basado	  en	  CCR	  y	  el	  modelo	  basado	  en	   la	  Mínima	   Sensitividad	   ofrecen	   una	   probabilidad	   numérica	   cuya	   utilidad	   clínica	   es	  matizable.	  Por	  ejemplo,	  desde	  un	  punto	  de	  vista	  clínico	  una	  probabilidad	  de	  perder	  un	  injerto	  del	  2%	  es,	  esencialmente,	  igual	  que	  una	  del	  2,1%.	  Sin	  embargo,	  para	  el	  computador	   el	   segundo	   de	   los	   resultados	   es	   peor	   que	   el	   primero.	   Dicho	   de	   otra	  forma,	  es	  preciso	  programar	  en	  el	  ordenador	  en	  qué	  medida	  vamos	  a	  considerar	  una	   diferencia	   de	   probabilidad	   como	   una	   diferencia	   con	   valor	   clínico.	   Por	   ello,	  como	   parte	   del	   trabajo,	   se	   diseñó	   un	   sistema	   basado	   en	   reglas	   para	   ayudar	   a	   la	  utilización	  de	  los	  modelos	  de	  RNAs	  creados.	  Por	  regla	  se	  entiende	  una	  proposición	  lógica	   que	   relaciona	   dos	   o	   más	   objetos	   e	   incluye	   dos	   partes,	   la	   premisa	   y	   la	  conclusión:	  SI	  (premisa)	  y	  ENTONCES	  (conclusión).	  El	  objetivo	  de	  estos	  sistemas	  es	  emular	  el	  razonamiento	  de	  un	  experto,	  utilizado	  por	  lo	  tanto	  como	  un	  sistema	  de	  apoyo	  a	  la	  toma	  de	  decisiones.	  	  Será	   la	   herramienta	   que	   facilitará	   la	   decisión	   de	   asignar	   un	   determinado	  órgano	  a	  un	  determinado	  receptor	  en	  lista	  de	  espera,	  que	  tendrá	  el	  mejor	  resultado	  posible	  de	  supervivencia	  del	  injerto,	  sin	  perder	  los	  criterios	  de	  equidad	  y	  justicia.	  Esto	   lo	   conseguimos	   manteniendo	   el	   MELD	   como	   base	   fundamental	   de	   esta	  asignación;	   así	   en	   caso	   de	   empate,	   cuando	   la	   red	   neuronal	   no	   es	   capaz	   de	  determinar	  diferencias	  significativas	  de	  supervivencia	  o	  pérdida	  del	   injerto	  entre	  dos	  pares	  D-­‐R,	  la	  asignación	  se	  llevará	  a	  cabo	  por	  puntuación	  MELD.	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El	   sistema	   basado	   en	   reglas	   está	   formado	   por	   dos	   reglas	   previas	   y	   cinco	  reglas	  de	  aplicación	  de	  los	  modelos.	  	  Condiciones	  previas	  del	  Sistema	  de	  Reglas	  asociadas	  a	  la	  aplicación	  conjunta	  de	  los	  modelos	  CCR	  y	  MS.	  
§ SI	  no	  hay	  diferencias	  significativas	  en	  las	  probabilidades	  de	  pertenencia	  a	  la	  clase	  de	  Supervivencia	  del	  injerto	  en	  el	  modelo	  CCR	  (dado	  en	  %),	  
ENTONCES	  se	  considera	  que	  estos	  pares	  D-­‐R	  son	  igualmente	  probables	  en	  su	  pertenencia	  a	  dicha	  clase.	  
§ SI	  no	  hay	  diferencias	  significativas	  en	  las	  probabilidades	  de	  pertenencia	  a	  la	  clase	  No	  Supervivencia	  del	  injerto	  en	  el	  modelo	  MS	  (dado	  en	  %),	  
ENTONCES	  se	  considera	  que	  estos	  pares	  D-­‐R	  son	  igualmente	  probables	  en	  su	  pertenencia	  a	  dicha	  clase.	  	  Reglas	  del	  sistema	  asociadas	  a	  la	  aplicación	  conjunta	  de	  los	  modelos	  CCR	  y	  MS	  1. SI	  un	  par	  D-­‐R	  tiene	  la	  probabilidad	  significativa	  más	  alta	  de	  pertenencia	  a	  la	  clase	   de	   Supervivencia	   en	   el	   modelo	   CCR	   y	   SI	   tiene	   la	   probabilidad	  significativa	   más	   baja	   de	   pertenencia	   a	   la	   clase	   No	   Supervivencia	   en	   el	  modelo	  MS,	  
ENTONCES	  se	  elige	  ese	  par.	  2. SI	  un	  par	  D-­‐R	  tiene	  la	  probabilidad	  significativa	  más	  alta	  de	  pertenencia	  a	  la	  clase	   de	   Supervivencia	   en	   el	   modelo	   CCR	   y	   SI	   no	   hay	   diferencias	  significativas	   con	   otros	   pares	   con	   respecto	   a	   la	   pertenencia	   a	   la	   clase	   No	  Supervivencia	  en	  el	  modelo	  MS,	  
ENTONCES	  se	  elige	  ese	  par.	  	  	  	  3. SI	  un	  par	  D-­‐R	  no	  tiene	  diferencia	  significativa	  con	  otros	  pares	  con	  respecto	  a	   la	   pertenencia	   a	   la	   clase	   Supervivencia	   en	   el	   modelo	   CCR	   y	   SI	   es	  significativamente	   más	   baja	   con	   respecto	   a	   la	   pertenencia	   a	   la	   clase	   No	  Supervivencia	  en	  el	  modelo	  MS,	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ENTONCES	  se	  elige	  ese	  par.	  	  4. SI	  no	  hay	  diferencia	  significativa	  en	  las	  probabilidades	  de	  pertenencia	  de	  un	  par	  D-­‐R	   a	   la	   clase	   Supervivencia	   en	   el	  modelo	  CCR	  y	  SI	   no	  hay	  diferencia	  significativa	   en	   las	   probabilidades	   de	   pertenencia	   de	   un	   par	   a	   la	   clase	  No	  Supervivencia	  en	  el	  modelo	  MS,	  	  
ENTONCES	  se	  elige	  el	  par	  cuyo	  receptor	  tenga	  mayor	  puntuación	  de	  MELD.	  5. SI	  hay	   diferencia	   significativa	   en	   las	   probabilidades	   de	   pertenencia	   de	   un	  par	   D-­‐R	   a	   la	   clase	   Supervivencia	   en	   el	   modelo	   MS	   y	   SI	   hay	   diferencia	  significativa	   en	   las	   probabilidades	   de	   pertenencia	   a	   la	   clase	   No	  Supervivencia	  en	  el	  modelo	  MS	  de	  un	  par	  D-­‐R	  diferente,	  
ENTONCES	  se	  elige	  el	  par	  cuyo	  receptor	  tenga	  mayor	  puntuación	  MELD.	  	  	  
Comparaciones	  con	  otros	  Scores	  
	   Para	   comparar	   la	   precisión	   de	   las	   redes	   neuronales	   en	   predecir	   la	  supervivencia	   y	   pérdida	  del	   injerto,	   se	   compararon	   los	   resultados	   obtenidos	   con	  los	  diferentes	  modelos	  de	  RNA	  y	  con	  los	  métodos	  basados	  en	  Regresión	  Logística,	  Árboles	  de	  Decisión,	  Redes	  Bayesianas,	  etc.	  Para	  este	  propósito	  hicimos	  uso	  de	  test	  estadísticos	  de	  comparación	  de	  medias	  de	  resultados,	  de	  forma	  tal	  que	  utilizamos	  contrastes	   paramétricos	   (ANOVA,	   test	   de	   comparaciones	   múltiples,	   etc)	   y	   no	  paramétricos	  (contrastes	  de	  Fredman,	  de	  Bonferroni-­‐Duhm,	  etc).	  	   Las	  diferentes	  comparaciones	  se	  realizaron	  con:	  	  
-­‐ MultiLogistic	   (MLogistic):	   es	   un	   algoritmo	   utilizado	   en	   la	   construcción	   de	  modelos	  de	  regresión	  logística	  multinominal	  con	  un	  estimador	  ridge	  para	  evitar	  el	  sobreentrenamiento	  penalizando	  grandes	  coeficientes.	  Para	  encontrar	  el	  vector	  se	  usa	   	   un	   método	   de	   optimización	   local	   basado	   en	   el	   gradiente	   (Quasi-­‐Newton)	  (190).	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-­‐ SimpleLogistic	  (SLogistic):	  está	  basado	  en	  la	  aplicación	  del	  algoritmo	  Logi-­‐Boost	  con	  funciones	  de	  regresión	  simple	  lineal	  y	  en	  la	  determinación	  de	  un	  número	  óptimo	  de	  repeticiones	  mediante	  un	  proceso	  de	  validación	  cruzada	  (x5)	  (191).	  
-­‐ Random	   Tree:	   Son	   árboles	   de	   decisión	   que	   fueron	   introducidos	   por	   Leo	  Breiman	  y	  Adele	  Cutler.	  Es	  un	  algoritmo	  que	  puede	  hacer	   frente	  a	  problemas	  de	  clasificación	   y	   de	   regresión.	   Es	   una	   combinación	   de	   árboles	   predictores	   tal	   que	  cada	   árbol	   depende	   de	   los	   valores	   de	   un	   vector	   aleatorio	   probado	  independientemente	  y	   con	   la	  misma	  distribución	  para	   cada	  uno	  de	  estos.	  Es	  una	  modificación	   sustancial	  de	  bagging	   que	   construye	  una	   larga	   colección	  de	  árboles	  no	   correlacionados	   y	   luego	   los	   promedia.	   La	   idea	   esencial	   del	   bagging	   es	  promediar	   muchos	   modelos	   ruidosos	   pero	   aproximadamente	   imparciales,	   y	   por	  tanto	  reducir	   la	  variación.	  Los	  árboles	  son	  los	  candidatos	  ideales	  para	  el	  bagging,	  dado	  que	  ellos	  pueden	  registrar	  estructuras	  de	  interacción	  compleja	  en	  los	  datos,	  y	  si	   crecen	   suficientemente	   profundo,	   tienen	   relativamente	   baja	   parcialidad.	   Dado	  que	  los	  árboles	  son	  notoriamente	  ruidosos,	  ellos	  se	  benefician	  al	  promediar.	  	  Para	  la	   predicción,	   un	   nuevo	   caso	   es	   empujado	   hacia	   abajo	   por	   el	   árbol.	   Luego	   se	   le	  asigna	  la	  etiqueta	  del	  nodo	  terminal	  y	  este	  proceso	  es	  iterado	  por	  todos	  los	  árboles	  en	  el	   ensamblado,	   y	   la	   etiqueta	  que	  obtenga	   la	  mayor	   cantidad	  de	   incidencias	  es	  reportada	  como	  la	  predicción	  (192).	  	  
-­‐ C4.5:	   este	   algoritmo	   genera	   un	   árbol	   de	   decisión	   a	   partir	   de	   los	   datos	  mediante	   particiones	   realizadas	   recursivamente.	   Se	   basa	   en	   la	   utilización	   del	  criterio	  ratio	  de	  ganancia.	  De	  esta	  manera	  se	  consigue	  evitar	  que	  las	  variables	  con	  mayor	   número	   de	   posibles	   valores	   salgan	   beneficiadas	   en	   la	   selección.	   Además,	  incorpora	  una	  poda	  del	  árbol	  de	  clasificación	  una	  vez	  que	  éste	  ha	  sido	  inducido.	  La	  poda	  está	  basada	  en	  la	  aplicación	  de	  un	  test	  de	  hipótesis	  que	  trata	  de	  responder	  a	  la	  pregunta	  de	   si	  merece	   la	  pena	  expandir	  o	  no	  una	  determinada	   rama	   (193).	  El	  umbral	  de	  confianza	  es	  0.25	  y	  el	  número	  mínimo	  de	  ejemplos	  por	  hoja	  (conjuntos	  ya	  clasificados	  de	  ejemplos	  y	  etiquetados	  con	  el	  nombre	  de	  una	  clase)	  es	  de	  2.	  	  
-­‐ Logistic	  Model	  Tree	  (LMT):	  es	  un	  algoritmo	  usado	  para	  resolver	  problemas	  de	  clasificación	  que	  utiliza	  una	  estructura	  de	  árbol	  y	  la	  combina	  con	  un	  modelo	  de	  regresión	  logística.	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-­‐ RBF	  (redes	  neuronales	  de	  función	  de	  base	  radial):	  en	  este	  tipo	  de	  RNAs	  los	  nodos	  ocultos	  presentan	   funciones	  de	  activación	  de	   tipo	  ventana(153).	  Cada	  uno	  de	   los	   nodos	   realiza	   una	   aproximación	   local	   independiente	   del	   espacio	   de	  búsqueda,	  normalmente	  mediante	  una	  campana	  de	  Gauss.	  La	  capa	  de	  salida	  de	  tipo	  lineal	  aúna	  el	  efecto	  independiente	  de	  cada	  nodo,	  sumando	  cada	  valor	  obtenido.	  El	  proceso	   de	   aprendizaje	   de	   esta	   red	   consistirá	   en	   ir	  moviendo	   dichos	   nodos	   a	   lo	  largo	  del	  espacio	  de	  búsqueda,	  modificando	  los	  centros	  y	  los	  radios	  de	  los	  mismos,	  para	  ajustarlos	  de	  la	  mejor	  forma	  a	  datos	  de	  entrenamiento.	  	  La	  función	  de	  transferencia	  será	  la	  siguiente:	  	  
	  Asimismo,	  también	  se	  compararon	  los	  resultados	  obtenidos	  con	  las	  RNAs	  y	  otros	  scores	  actuales	  ya	  validados,	  disponibles	  en	  la	  literatura.	  Para	  ello,	  para	  cada	  score	  se	  obtuvieron	  curvas	  ROC	  (Receiver	  Operating	  Characteristics	  o	  Característica	  Operativa	   del	   Receptor)	   para	   ambos	   objetivos	   (supervivencia	   y	   pérdida	   del	  injerto)	  y	  se	  compararon	  con	  ambos	  modelos	  de	  redes	  neuronales:	  CCR	  y	  MS.	  Tras	  la	  revisión	  de	  la	  literatura	  actual,	  los	  scores	  para	  los	  que	  fueron	  calculadas	  dichas	  curvas	  y	  con	  los	  que	  se	  realizó	  la	  comparación	  fueron:	  MELD	  (33),	  D-­‐MELD	  (141),	  DRI	  (132),	  P-­‐SOFT,	  SOFT	  (138)	  y	  BAR	  (139).	  	  	   El	   uso	   de	   estas	   curvas	   ROC	   es	   una	   técnica	   común	   cuando	   se	   quiere	  comparar	  el	  rendimiento	  de	  dos	  clasificadores	  binarios,	  especialmente	  usado	  para	  toma	   de	   decisiones	  médicas	   (194).	   A	  menudo	   se	   utiliza	   para	   comprobar	   que	   un	  clasificador	  es	  mejor	  o	  peor	  que	  otro	  y	  siempre	  de	  forma	  gráfica,	  para	  obtener	  una	  comparación	   visual.	   El	   área	   bajo	   la	   curva	   (AUC)	   es	   usada	   para	   llevar	   a	   cabo	   un	  análisis	  probabilístico	  y	  para	  la	  comparación	  numérica.	  	  
	   El	   desarrollo	   de	   las	   redes	   neuronales,	   así	   como	   la	   comparación	   de	   los	  modelos	   obtenidos	   con	   otros	   clasificadores	   inteligentes	   y	   modelos	   de	   regresión	  logística,	   ha	   sido	   llevado	   a	   cabo	   por	   el	   departamento	   de	   Informática	   y	   Análisis	  Numérico,	   del	   área	   de	   Ciencias	   de	   la	   Computación	   e	   Inteligencia	   Artificial	   de	   la	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Universidad	   de	   Córdoba,	   (Dr.	   Hervás-­‐Martínez,	   Dr.	   Cruz-­‐Ramírez	   y	   Dra.	   Pérez-­‐Ortiz).	  	  	  	   A	  modo	  de	   resumen,	   podemos	  decir	   que	   nuestro	   objetivo	   fundamental	   es	  validar	  el	  comportamiento	  de	  las	  RNAs	  del	  estudio	  MADRE	  en	  un	  sistema	  de	  salud	  diferente	   a	   nivel	   europeo.	   Nuestro	   problema	   particular	   de	   clasificación	   es	   el	   de	  pertenencia	   a	   la	   clase	   “supervivencia	   del	   injerto	   a	   tres	   meses”	   o	   a	   la	   clase	   “no	  supervivencia	   del	   injerto	   a	   tres	   meses”.	   	   Tratamos	   de	   resolverlo	   mediante	   la	  construcción	  de	  RNAs	  para	   la	   cohorte	  de	  patrones	  del	  hospital	  king’s	  College,	  de	  forma	   independiente,	   en	   combinación	   con	   los	   patrones	   españoles	   y	  mediante	   el	  entrenamiento	   de	   los	   pares	   D-­‐R	   españoles	   y	   la	   generalización	   con	   KCH.	   De	   esta	  manera	  validamos	  la	  metodología	  basada	  en	  RNAs	  con	  otro	  centro.	  Empleamos	  un	  algoritmo	   evolutivo	   multi-­‐objetivo	   que	   entrene	   redes	   neuronales	   de	   unidad	  sigmoide,	  donde	  la	  precisión	  y	  la	  mínima	  sensibilidad,	  entre	  otras,	  son	  las	  medidas	  que	   	   hemos	   considerado	   para	   evaluar	   el	   rendimiento	   del	   modelo.	   Los	   modelos	  obtenidos	   y	   entrenados	   mediante	   el	   algoritmo	   MPEMAGA2	   darán	   lugar	   al	  desarrollo	   de	   un	   sistema	   basado	   en	   reglas;	   el	   cual	   facilitará	   la	   interpretación	   y	  aplicación	  de	  los	  resultados	  obtenidos	  con	  las	  mencionadas	  redes	  neuronales.	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RESULTADOS	  
5.1.	  Análisis	  Descriptivo	  
	   Se	  analizaron	  un	  total	  de	  1437	  pares	  D-­‐R	  sometidos	  a	  TH,	  de	  los	  cuales	  615	  	  corresponden	   a	   los	   trasplantes	   hepáticos	   llevados	   a	   cabo	   entre	   los	   años	   2007	   y	  2009	   en	   las	   siete	   unidades	   españolas	   incluidas	   en	   el	   estudio,	   y	   822	   pares	   D-­‐R	  fueron	   los	   realizados	   en	   la	   unidad	   de	   trasplante	   hepático	   del	   hospital	   King’s	  College	  de	  Londres,	  entre	  los	  años	  2002	  y	  2010.	  	  	  	   Para	  cada	  par	  D-­‐R,	  se	  recogieron	  y	  analizaron	  un	  total	  de	  38	  variables,	  de	  las	  cuales	  16	  corresponden	  a	  características	  del	  receptor	  (demográficas,	  relativas	  a	  la	  co-­‐morbilidad,	   status	   pre-­‐trasplante	   y	   datos	   de	   laboratorio)	   	   17	   pertenecen	   a	  propiedades	   del	   donante	   (demográficas,	   de	   morbi/mortalidad,	   estado	  hemodinámico	   y	   parámetros	   analíticos)	   y	   5	   son	   variables	   implicadas	   en	   el	   peri-­‐trasplante	   (extracción-­‐implante).	   Todas	   estas	   variables	   han	   demostrado	   en	  estudios	  previos	  su	  implicación	  en	  la	  supervivencia	  pos-­‐trasplante.	  	  	  	  	   Además	  se	   recogieron	  datos	  del	  evolutivo	  pos-­‐trasplante	  a	   los	   tres	  y	  a	   los	  doce	  meses,	  siendo	  la	  variable	  resultado	  fundamental	  la	  supervivencia	  del	  injerto	  a	  tres	  meses	  del	  TH.	  	  Todas	  las	  variables	  nominales	  y	  ordinales	  fueron	  transformadas	  en	  binarias,	  para	  facilitar	  el	  análisis.	  Para	  una	  descripción	  adecuada	  de	  los	  datos,	  los	  hemos	  representado	  en	  una	  tabla	  por	  grupos:	  los	  pertenecientes	  al	  grupo	  MADRE	  (los	  pares	  D-­‐R	  españoles),	  al	  grupo	  KCH	  (los	  pares	  D-­‐R	  británicos)	  y	  el	  global.	  Las	  variables	  cuantitativas	  se	  han	  expresado	  mediante	  su	  media	  y	  su	  desviación	  estándar	  y	  las	  cualitativas	  mediante	  su	   frecuencia	   relativa,	   es	   decir,	   el	   porcentaje	   con	   respecto	   al	   total	   de	   cada	  categoría.	   En	   esta	   misma	   tabla,	   hemos	   aportado	   el	   resultado	   del	   análisis	  comparativo	   de	   las	   variables	   entre	   los	   dos	   grupos,	   entendiendo	   que	   existen	  diferencias	  significativas	  entre	  ambos	  cuando	  su	  nivel	  de	  p	  es	  ≤	  0,005.	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Edad	  (x1)	   49,6	  ±12	   50,5	  ±	  11	   49	  ±	  12	   0,053	  
Género	  (masculino)(x2)	   64,6%	   65,9%	   63,6%	   0,36	  
IMC	  (x3)	   31,4	  ±6	   29,9	  ±	  6	   32,6	  ±	  5	   0,017	  
Diabetes	  (x4)	   15,8%	   14,8%	   16,65	   0,35	  
Hipertensión	  arterial	  (x5)	   16,6%	   14,1%	   18,5%	   0,027	  
Diálisis	  Pre-­‐trasplante	  (x6)	   2,7%	   2,4%	   2,9%	   0,57	  
Etiología	  
• 	  VHC	  (x7)	  
• 	  Etílica	  (x8)	  
• 	  VHB	  (x9)	  
• 	  FHF	  (x10)	  
• 	  CBP	  (x11)	  
• 	  CEP	  (x12)	  
• 	  Otras	  (x13)	  
	  21,4%	  25%	  5,2%	  13,6%	  5,6%	  7,7%	  21,4%	  
	  24,7%	  25,6%	  5,2%	  11,9%	  3,7%	  8,1%	  20,8%	  
	  18,9%	  24,5%	  5,2%	  15%	  7,1%	  7,4%	  21,9%	  
0,016	  
Trombosis	  portal	  
• Ausente	  (x14)	  
• Parcial	  (x15)	  
• Completa	  (x16)	  
	   88%	  11,6%	  0,8%	  
	   87,7%	  11,2%	  1,1%	  
	   87,6%	  11,9%	  0,5%	  
0,35	  
Días	  en	  lista	  de	  espera	  
(x17)	  
165	  ±	  200	   167	  ±	  211	   164	  ±	  192	   0,56	  
MELD	  (de	  inclusión)	  (x18)	   17,5	  ±	  7,8	   18	  ±	  7,4	   17,1	  ±	  8	   0,029	  
MELD	  (al	  trasplante)	  (x19)	   18,9	  ±	  8,2	   19,2	  ±	  7,4	   18	  ,6	  ±	  8,5	   0,002	  
TIPS	  (x20)	   3,8%	   4,4%	   3,3%	   0,28	  
Síndrome	  Hepatorrenal	  
(x21)	  
10,4%	   10,6%	   10,4%	   0,9	  
Cirugía	  Abdominal	  
superior	  (x22)	  
11%	   12,8%	   9,6%	   0,055	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Status	  Pre-­‐trasplante	  	  
• Ambulatorio	  (x23)	  
• Ingresado	  en	  planta	  
(x24)	  
• Ingresado	  en	  UCI	  (x25)	  
• Ingresado	  en	  UCI	  con	  
ventilación	  mecánica	  
(x26)	  
	  65,6%	  18,3%	  4%	  12%	  
	  66,9%	  18,8%	  4,9%	  9,4%	  
	  64,7%	  17,9%	  3,4%	  14%	  
0,038	  
	  Serología	  CMV	  +	  (x27)	   71,5%	   74,2%	   69,4%	   0,048	  
	  









Edad	  (x28)	   49,8	  ±	  16	   52,6	  ±	  16	   47,8	  ±	  15	   0,12	  
Género	  (Masculino)	  (x29)	   53,3%	   54,1%	   52,7%	   0,62	  
IMC	  (x30)	   26,2	  ±	  4	   26,5	  ±	  4	   25,8	  ±	  4	   0,052	  
Diabetes	  (x31)	   7,7%	   8,3%	   7,3%	   0,49	  
Hipertensión	  arterial	  (x32)	   22%	   25,3%	   19,55	   0,08	  
Causa	  del	  exitus	  (x33-­‐37)	  
• 	  Traumática	  
• 	  ACV	  
• Anoxia	  cerebral	  
• 	  Asistolia	  
• 	  Otras	  
	  17,5%	  68,1%	  7,1%	  1,7%	  12,7%	  
	  19,2%	  68,5%	  4,4%	  1,5%	  10,9%	  
	  16,2%	  67,8%	  9,1%	  1,8%	  14,1%	  
0,005	  
Días	  en	  UCI	  (x38)	   2,8	  ±	  3,9	   2,9	  ±	  3,6	   2,8	  ±	  4,1	   0,85	  
Hipotensión	  (x39)	   15,9%	   17,7%	   14,6%	   0,11	  
Uso	  de	  Inotropos	  (x40)	   76,5%	   77,4%	   75,9%	   0,49	  
Creatinina	  (x41)	   1,02	  ±	  0,6	   1,04	  ±	  0,6	   1	  ±	  0,6	   0,12	  
Sodio	  (x42)	   147,1	  ±	  8	   147,4	  ±	  8	   146,9	  ±	  8	   0,65	  
AST	  (x43)	   60,2	  ±	  91	   55,4	  ±	  71	   63,8	  ±	  103	   0,04	  
ALT	  (x44)	   51,9	  ±	  91	   52,3	  ±	  87	   51,7	  ±	  93	   0,87	  
	   126	  
Bilirubina	  (x45)	   0,7	  ±	  0,48	  	   0,7	  ±	  0,4	   0,69	  ±	  0,4	   0,95	  
Hepatitis	  B	  (Ac-­‐VHBc	  +)	  
(x46)	  
5,6%	  	   5,7%	   5,5%	   0,87	  
Hepatitis	  C	  (Ac-­‐VHC	  +)	  
(x47)	  
1%	   1,5%	   0,6%	   0,1	  













48,3%	   58,1%	   40,9%	   0,001	  
Trasplante	  combinado	  
(x50)	  
3,1%	   4,1%	   2,3%	   0,058	  
Injerto	  parcial	  (x51)	   6,9%	   3,9%	   9,1%	   0,001	  





	  	  26,7%	  44,3%	  28,9%	  
	  	  58,7%	  39,7%	  1,6%	  







94,2%	   94,8%	   93,8%	   0,41	  
Tabla	  3.	  Características	  basales	  de	  la	  población	  española	  (MADR-­‐E)	  y	  
británica	  (KCH).	  Aunque	   existen	   algunas	   diferencias	   en	   algunas	   variables	   entre	   ambos	  grupos,	  en	  general,	  podemos	  decir	  que	  los	  dos	  grupos	  son	  bastante	  homogéneos	  en	  su	  distribución.	  Además,	  observando	  detenidamente	   las	  variables	  con	  diferencias	  estadísticamente	   significativas,	   apreciamos	   que	   las	   diferencias	   observadas	   en	   la	  mayoría	   de	   ellas,	   no	   son	   muy	   marcadas	   en	   términos	   absolutos,	   por	   lo	   que	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pensamos	   que	   el	   amplio	   tamaño	   muestral	   ha	   favorecido	   que	   algunas	   de	   estas	  variables	  alcancen	  la	  significación	  estadística.	  	  	  
5.2.	  Análisis	  de	  Supervivencia	  Con	  respecto	  a	  la	  variable	  resultado,	  analizamos	  la	  supervivencia	  del	  injerto	  a	   los	   tres	   meses	   del	   TH.	   Fue	   muy	   similar	   en	   ambos	   grupos,	   un	   90%	   de	  supervivencia	   del	   injerto	   a	   3	   m	   en	   el	   grupo	   KCH	   frente	   a	   un	   89%	   en	   el	   grupo	  MADRE.	  	  Considerando	  en	  números	  absolutos	  los	  pares	  pertenecientes	  a	  cada	  clase:	  supervivencia/no	   supervivencia	   del	   injerto,	   hubo	   548/67	   pares	   en	   el	   grupo	  MADRE	   y	   739/83	   en	   el	   grupo	   KCH.	   Un	   total	   de	   1287/150	   pares	   D-­‐R	   fueron	  	  incluidos	   de	   cada	   clase	   en	   el	   grupo	   combinado.	   En	   la	   siguiente	   tabla	   podemos	  observar	  la	  distribución	  de	  patrones	  en	  ambas	  clases,	  desglosada	  en	  las	  8	  unidades	  de	  trasplante	  hepático	  que	  han	  participado	  en	  el	  estudio.	  	  




España	   Juan	  Canalejo	   77	   9	  Clínico	  Barcelona	   119	   9	  Clínico	  Santiago	   70	   4	  Gregorio	  Marañón	   66	   5	  Puerta	  del	  Hierro	   43	   5	  Reina	  Sofía	   101	   18	  Virgen	  del	  Rocío	   72	   17	  
Reino	  
Unido	  
King’s	  College	   739	   83	  
	   Total	  pares	  D-­‐R	   1287	   150	  
Tabla	  4.	  Distribución	  de	  los	  pares	  D-­‐R	  en	  ambas	  clases	  según	  centro.	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   La	   curva	   de	   supervivencia	   acumulada	   de	   kaplan-­‐Meier	   se	   muestra	   en	   la	  siguiente	  figura:	  	  
	  
Figura	  20.	  Curva	  de	  supervivencia	  del	  injerto	  al	  año	  en	  grupos	  KCH	  y	  MADRE.	  	  	   	  	  Si	  consideramos	  la	  supervivencia	  del	  injerto	  al	  año	  post-­‐trasplante,	  también	  observamos	   que	   ambos	   grupos	   continúan	   teniendo	   resultados	  muy	   similares.	   El	  grupo	  MADRE	  muestra	  una	  supervivencia	  del	  83%	  al	  año	  frente	  al	  86%	  del	  grupo	  KCH.	   Si	   los	   desglosamos	   como:	   clase	   no	   supervivencia/supervivencia	   al	   año	  tenemos	  un	  global	  de	  214/1223	  para	  el	  grupo	  combinado;	  102/513	  para	  el	  grupo	  MADRE	  Y	  112/710	  para	  el	  KCH.	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En	   la	   siguiente	   figura	   podemos	   observar	   cómo	   a	   los	   15	   días	   y	   a	   los	   tres	  meses	  post-­‐trasplante,	  se	  observan	  los	  puntos	  de	  mayor	  inflexión	  en	  la	  pendiente	  de	  la	  curva	  del	  número	  de	  injertos	  que	  se	  pierden.	  	  	  
	   	  
Figura	  21.	  Frecuencia	  acumulada	  de	  Pérdida	  del	  injerto	  (Global:	  MADRE	  +	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5.3	  Modelos	  de	  RNAs	  
a)	  	  Modelo	  de	  Exportación	  (MADRE→KCH)	  
	   Este	   es	   el	   modelo	   de	   validación	   puro	   que	   planteamos,	   para	   lo	   cual	   se	  emplearon	   los	  pares	  D-­‐R	  del	  modelo	  español	  previo	  para	  el	   entrenamiento	  de	   la	  red	   neuronal,	   y	   se	   le	   aportaron	   los	   nuevos	   pares	   D-­‐R	   británico	   para	   la	  generalización.	  	  	   Los	  modelos	   obtenidos	   con	   las	   RNAs	  mostraron	  muy	   buena	   capacidad	   de	  predecir	  supervivencia	  y	  pérdida	  del	  injerto	  al	  compararlos	  con	  métodos	  basados	  en	   regresión	   logística	   (MLogistic	   y	   SLogistic)	   y	   otros	   clasificadores	   inteligentes	  (C4.5,	  MLP,	  RBF	  y	  Random	  Tree).	  	  	  	   El	   modelo	   de	   aceptación	   (NN-­‐CCR)	   que	   maximiza	   la	   probabilidad	   de	  supervivencia	  del	  injerto	  clasifica	  de	  forma	  correcta	  al	  89,05%	  de	  los	  pares	  D-­‐R	  de	  esta	  clase,	  lo	  cual	  aunque	  es	  un	  buen	  rendimiento,	  es	  un	  resultado	  muy	  similar	  al	  obtenido	   por	   los	   otros	   clasificadores,	   como	   podemos	   ver	   en	   la	   figura	   22.	   Sin	  embargo,	   desde	   el	   punto	   de	   vista	   clínico,	   este	  modelo	   tiene	   una	   capacidad	   nula	  para	  predecir	  la	  pérdida	  del	  injerto,	  al	  igual	  que	  los	  demás	  clasificadores.	  Por	  otro	  lado,	   tenemos	   el	   modelo	   de	   rechazo	   (NN-­‐MS),	   que	   rinde	   pobremente	   en	   la	  predicción	  de	  patrones	  correctamente	  clasificados	  en	  la	  clase	  de	  supervivencia	  del	  injerto	   (63,01%),	  pero	  presenta	   la	  mejor	  capacidad	  de	  predicción	  de	  pérdida	  del	  injerto	  (53,01%),	   frente	  al	  20%	  del	  mejor	  de	   los	  otros	  clasificadores	   inteligentes,	  concretamente	  el	  Random	  Tree.	  	  	  	   Así,	   empleando	   de	   forma	   conjunta	   los	   dos	   modelos	   obtenidos	   de	   redes	  neuronales,	  NN-­‐CCR	  y	  NN-­‐MS	  obtenemos	  muy	  buena	  capacidad	  de	  predicción	  de	  supervivencia	  del	  injerto	  y	  la	  mejor	  capacidad	  de	  predicción	  de	  pérdida	  del	  injerto	  a	  tres	  meses.	  Esto	  es	  muy	  importante	  desde	  el	  punto	  de	  vista	  clínico,	  porque	  ante	  la	  misma	   probabilidad	   de	   supervivencia	   del	   injerto,	   nos	   interesará	   seleccionar	   a	  aquel	   par	   D-­‐R	   que	   tenga	   el	   menor	   valor	   en	   el	   modelo	   MS	   y	   así	   la	   menor	  probabilidad	  de	  perder	  el	  injerto.	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Figura	  22	  .	  Comparación	  de	  los	  modelos	  de	  RNAs	  MADRE→KCH	  con	  otros	  
clasificadores.	  Asimismo,	   ambos	   modelos	   de	   RNAs	   (CCR	   y	   MS)	   mostraron	   la	   mejor	  capacidad	   de	   predecir	   supervivencia	   y	   pérdida	   del	   injerto	   al	   compararlos	   con	  demás	  scores	  de	   la	   literatura.	  El	  área	  bajo	   la	  curva	  ROC	  obtenido	  para	  el	  modelo	  CCR	   fue	   de	   0,6400	   y	   para	   el	   modelo	   MS	   fue	   0,6235,	   siendo	   ambos	   ligeramente	  superiores	  al	  mejor	  de	   los	  demás	  scores,	  que	  corresponde	  al	  BAR	  con	  un	  AUC	  de	  0,6034.	  
Modelo	  
MADRE→KCH	  
CCR	  generalización	   	  MS	  generalización	  	  
	  
AUC	  generalización	  	  
NN-­‐CCR	   0.8905	   0.0	   0.6400	  
NN-­‐MS	   0.6301	   0.5301	   0.6235	  
MELD	   0,7384	   0,3855	   0.6029	  
DMELD	   0,8406	   0,1807	   0.5765	  
SOFT	   0,8880	   0,0843	   0.5903	  
P-­‐SOFT	   0,8990	   0,0	   0.5700	  
DRI	   0,8990	   0,0	   0.5259	  
BAR	   0,7700	   0,3012	   0.6034	  
Tabla	  5.	  Resultados	  estadísticos	  para	  diferentes	  modelos	  en	  generalización	  
(MADRE→KCH)	  .	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Figura	  23.	  Comparación	  de	  nuestro	  Modelo	  de	  Aceptación	  MADRE→KCH	  y	  
otros	  scores.	  	  
	  
Figura	  24.	  Comparación	  de	  nuestro	  Modelo	  de	  Rechazo	  MADRE→KCH	  con	  
otros	  scores.	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   Las	   fórmulas	   obtenidas	   por	   ambos	   modelos	   de	   RNAs	   (C	   y	   MS)	   para	  MADRE→KCH	  son	  las	  siguientes:	  	  Para	  el	  Modelo	  CCR:	  La	  probabilidad	  de	  que	  un	  par	  D-­‐R	  definido	  por	  X	  pertenezca	  a	  la	  clase	  de	  supervivencia	  a	  3	  meses	  (SC,3M,M→KCH),	  es	  la	  siguiente:	  	  







-­‐= +-­‐ 	  Para	  el	  Modelo	  MS,	  la	  probabilidad	  de	  que	  un	  par	  D-­‐R	  definido	  por	  X	  pertenezca	  a	  la	  clase	  de	  supervivencia	  a	  tres	  meses	  (SMS,3M,M→KCH),	  es	  la	  siguiente:	  	  
	  donde	  	  fMS,3M,M→KCH	  (X)=	  2.67	  –	  4.74	  *	  B2	  ,	  B2,MS,3M,M→KCH=	  1	  /(1	  +	  EXP{-­‐5.91–11.46*(x2)-­‐9.33*(x3)	  -­‐0.22*(x4)	  +	  2.68*(x5)	  -­‐0.90*(x7)	  -­‐	  0.34*(x8)	  –	  11.74*(x9)	  –	  0.51*(x10)	  +	  1.10*(x12)	  –	  0.77*(x15)	  -­‐0.66*(16)	  -­‐0.12	  *(x18)	  -­‐	  3.88*(x19)	  –	  0.07*(x20)	  –	  0.85*(x21)	  -­‐4.30*(x22)	  –	  0.34*(x23)	  -­‐0.09*(x24)	  -­‐3.06	  *(x25)	  +	  8.09*(x29)	  +	  0.58*(x31)	  +	  1.66*(x32)	  –	  0.51*(x33)	  –	  0.02*(x34)	  -­‐0.70*(x35)	  +	  12.32*(x38)	  -­‐	  0.41*(x39)	  -­‐0.76*(x40)	  –	  0.75*(x41)	  –	  0.55*(x42)	  -­‐3.24*(x44)	  –	  0.66*(x45)	  –	  6.63*(x46)	  -­‐	  0.06*(x47)	  –	  0.70*(x49)	  –	  0.88*(x51)	  +	  2.43*(x52)	  +	  8.05*(x53)})	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b)	  Modelo	  KCH	  a	  3	  meses	  (KCH-­‐3m)	  





CCR	  generalización	   MS	  Generalización	   AUC	  generalización	  
NN-­‐CCR	   0.9024	   0.0000	   0.9375	  
NN-­‐MS	   0.6585	   0.6216	   0.9274	  
MELD	   0.7683	   0.5000	   0.7517	  
DMELD	   0.8659	   0.3750	   0.7297	  
SOFT	   0.8902	   0.1250	   0.8159	  
P-­‐SOFT	   0.9024	   0.0000	   0.7230	  
DRI	   0.9024	   0.0000	   0.6571	  
BAR	   0.8780	   0.5000	   0.8446	  	  
Tabla	  6.	  Resultados	  estadísticos	  para	  diferentes	  modelos	  en	  generalización	  
(KCH-­‐3m)	  .	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   El	  mejor	  modelo	  de	  aceptación	  obtuvo	  un	  AUC	  de	  0,9375	  y	  el	  mejor	  modelo	  de	  rechazo	  0,934,	  valores	  un	  10%	  superiores	  al	  mejor	  de	  los	  demás	  scores,	  que	  en	  este	  caso	  también	  fue	  el	  BAR,	  con	  un	  área	  bajo	  la	  curva	  ROC	  DE	  0,8446.	  	   Si	   comparamos	   este	  modelo	   con	   el	   obtenido	   previamente	   para	   el	  MADRE	  (sólo	  los	  pares	  D-­‐R	  españoles),	  observamos	  que	  el	  modelo	  KCH	  mejora	  claramente	  la	   capacidad	   de	   predicción,	   con	   un	   incremento	   mayor	   del	   11%,	   en	   el	   cual	   los	  modelos	   CCR	   y	   MS	   lograban	   un	   AUROC	   =	   0,8060	   y	   AUROC	   =	   0,8215,	  respectivamente.	   	  
	  
	  
Figura	  25.	  Comparación	  ambos	  modelos	  CCR	  y	  MS	  (KCH-­‐3m)	  con	  otros	  
scores.	  	  
	  
	   Las	  fórmulas	  obtenidas	  por	  ambos	  modelos	  de	  RNAs	  (C	  y	  MS)	  para	  KCH-­‐3m	  son	  las	  siguientes:	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Para	  el	  Modelo	  CCR:	  La	  probabilidad	  de	  que	  un	  par	  D-­‐R	  definido	  por	  X	  pertenezca	  a	  la	  clase	  de	  supervivencia	  a	  3	  meses	  (SC,3M,KC),	  es	  la	  siguiente:	  	  
	  donde	  	  
	   	  B1,C,3M,KC(x,w1)=	  1/(1+EXP{-­‐9.06	  -­‐0.17	  *	  (	  X6	  )	  +1.78	  *	  (X7)	  -­‐7.25	  *	  (X8)	  -­‐16.99	  *	  (X10	  )-­‐5.14	   *	   (X11	   )	   -­‐5.25	   *	   (X15	   )	   -­‐3.92	   *	   (X21	   )	   -­‐0.31	   *	   (X22	   )	   -­‐10.46	   *	   (X24	   )	   -­‐3.77	   *	   (X30	   )	  +15.82	  *	  (X32	  )	  +10.65	  *	  (X33	  )	  -­‐5.15	  *	  (X34	  )	  -­‐6.28	  *	  (X35	  )-­‐11.23	  *	  (X43	  )	  -­‐5.25	  *	  (X44	  )	  -­‐0.28	  *	  (X48	  )	  +2.74	  *	  (X50	  )	  -­‐6.30	  *	  (X51	  )})	  	  B2,C,3M,KC(x,w2)=	  1/(1+EXP{-­‐6.05	  -­‐7.72	  *	  (	  X2	  )	  -­‐3.47	  *	  (X10	  )	  +7.99	  *	  (X20	  )	  -­‐1.17	  *	  (X31	  )	  -­‐4.98	  *	  (X48	  )	  -­‐6.44	  *	  (X49	  )	  +9.17	  *	  (X53	  )})	  	  B3,C,3M,KC(x,w3)=	  1/(1+EXP{-­‐9.12-­‐2.66	  *	  (X9)	  +11.41	  *	  (X17	  )	  +6.02	  *	  (X18	  )	  -­‐9.84	  *	  (X19	  )	  +3.32	  *	  (X20	  )	  +1.68	  *	  (X24	  )	  -­‐2.81	  *	  (X27	  )-­‐1.02	  *	  (X33	  )	  -­‐6.24	  *	  (X34	  )	  +7.77	  *	  (X36	  )	  -­‐0.36	  *	  (X38	  )	  +6.83	  *	  (X49	  )	  +5.49	  *	  (X55	  )})	  	  	  
	  Para	  el	  Modelo	  MS,	  la	  probabilidad	  de	  que	  un	  par	  D-­‐R	  definido	  por	  X	  pertenezca	  a	  la	  clase	  de	  supervivencia	  a	  tres	  meses	  (SMS,3M,KC),	  es	  la	  siguiente:	  	  
	  donde	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  B1,MS,3M,KC(x,w1)=	  1/(1+EXP{10.07	  -­‐0.36	  *	  (	  x6	  )	  -­‐3.20	  *	  (	  x7	  )	  -­‐7.49	  *	  (	  x8	  )	  -­‐7.39	  *	  (	  x9	  )	  -­‐17.18	  *	  (	  x10	  )	  -­‐5.61	  *	  (	  x11	  )	  -­‐7.57	  *	  (	  x15	  )	  -­‐6.20	  *	  (	  x21	  )	  -­‐0.66	  *	  (	  x22	  )	  -­‐9.32	  *	  (	  x24	  )	  +0.82	  *	  (	  x29	  )	  -­‐3.97	  *	  (	  x30	  )	  +17.83	  *	  (	  x32	  )	  +0.52	  *	  (	  x33	  )	  -­‐1.05	  *	  (	  x34	  )	  -­‐8.58	  *	  (	  x35	  )	  -­‐7.83	  *	  (	  x43	  )	  -­‐1.92	  *	  (	  x44	  )	  -­‐3.25	  *	  (	  x47	  )	  +1.26	  *	  (	  x48	  )	  -­‐0.69	  *	  (	  x49	  )	  +1.66	  *	  (	  x50	  )	  -­‐0.96	  *	  (	  x51	  )})	  	  B2,MS,3M,KC(x,w2)=	  1/(1+EXP{-­‐12.31	  -­‐0.20	  *	  (	  x2	  )	  -­‐0.59	  *	  (	  x3	  )	  +2.27	  *	  (	  x9	  )	  +17.57	  *	  (	  x17	  )+6.46	  *	  (	  x18	  )	  -­‐11.40	  *	  (	  x19	  )	  +4.07	  *	  (	  x20	  )	  -­‐0.77	  *	  (	  x24	  )	  -­‐3.55	  *	  (	  x27	  )	  -­‐0.70	  *	  (	  x32	  )	  -­‐0.09	  *	  (	  x33	  )	  -­‐0.50	  *	  (	  x35	  )	  +6.75	  *	  (	  x36	  )	  -­‐4.50	  *	  (	  x38	  )	  -­‐0.08	  *	  (	  x42	  )	  -­‐0.97	  *	  (	  x43	  )	  -­‐0.86	  *	  (	  x44	  )	  -­‐1.84	  *	  (	  x47	  )	  +6.88	  *	  (	  x49	  )	  +0.53	  *	  (	  x55	  )})	  B3,MS,3M,KC(x,w3)=	  1/(1+EXP{-­‐8.84	  +6.20	  *	  (	  x4	  )	  -­‐1.55	  *	  (	  x6	  )	  -­‐1.44	  *	  (	  x8	  )	  +9.43	  *	  (	  x9	  )	  -­‐3.64	  *	  (	  x10	  )	  +2.57	  *	  (	  x11	  )+0.85	  *	  (	  x12	  )	  -­‐0.87	  *	  (	  x13	  )	  +1.57	  *	  (	  x14	  )	  +1.57	  *	  (	  x17	  )	  -­‐6.80	  *	  (	  x18	  )	  -­‐7.52	  *	  (	  x19	  )	  -­‐0.82	  *	  (	  x20	  )	  -­‐4.63	  *	  (	  x21	  )	  -­‐9.82	  *	  (	  x22	  )	  -­‐0.16	  *	  (	  x24	  )	  -­‐1.28	  *	  (	  x25	  )	  -­‐5.92	  *	  (	  x26	  )	  -­‐2.50	  *	  (	  x27	  )-­‐5.35	  *	  (	  x29	  )+7.24	  *	  (	  x31	  )	  +4.61	  *	  (	  x32	  )	  +5.26	  *	  (	  x33	  )	  +8.30	  *	  (	  x36	  )	  -­‐0.90	  *	  (	  x38	  )	  +3.00	  *	  (	  x40	  )	  -­‐0.22	  *	  (	  x42	  )	  +3.97	  *	  (	  x43	  )	  -­‐8.94	  *	  (	  x45	  )	  -­‐6.60	  *	  (	  x46	  )	  -­‐0.75	  *	  (	  x47	  )	  -­‐0.14	  *	  (	  x48	  )	  -­‐6.68	  *	  (	  x49	  )	  -­‐0.73	  *	  (	  x51	  )	  +0.16	  *	  (	  x52	  )	  -­‐4.95	  *	  (	  x54	  )	  +4.89	  *	  (	  x55	  )})	  	  
	  
c)	  Modelo	  KCH	  a	  1	  año	  (KCH-­‐1Y)	  El	   mejor	   de	   los	   modelos	   de	   redes	   neuronales	   obtenidos	   entrenando	   y	  generalizando	   con	   KCH	   (técnica	   10-­‐folds)	   para	   analizar	   la	   supervivencia	   D-­‐R	   a	  largo	  plazo,	  se	  expone	  a	  continuación.	  	  	  	  






CCR	  generalización	   MS	  Generalización	   AUC	  generalización	  
NN-­‐CCR	   0.89024	   0.10000	   0.78333	  
NN-­‐MS	   0.57317	   0.51389	   0.81528	  
MELD	   0.74390	   0.50000	   0.65972	  
DMELD	   0.85366	   0.30000	   0.63056	  
SOFT	   0.91463	   0.40000	   0.64861	  
P-­‐SOFT	   0.87805	   0.00000	   0.64167	  
DRI	   0.87805	   0.00000	   0.41111	  
BAR	   0.80488	   0.40000	   0.70972	  
Tabla	  7.	  Resultados	  estadísticos	  para	  diferentes	  modelos	  en	  generalización	  
(KCH-­‐1Y).	  
	  
	   El	  modelo	  CCR	  fue	  capaz	  de	  clasificar	  correctamente	  el	  89%	  de	  los	  pares	  D-­‐R	  pertenecientes	   a	   la	   clase	  de	   supervivencia,	   siendo	   superado	  por	   el	   score	   SOFT	  que	  lo	  hizo	  en	  el	  91%	  de	  los	  casos.	  Sin	  embargo,	  fue	  el	  modelo	  MS	  fue	  el	  mejor	  en	  clasificar	   la	   clase	   de	   pérdida	   del	   injerto,	   con	   un	   51,38%	   de	   buena	   clasificación	  frente	  al	  50%	  obtenido	  por	  el	  MELD	  o	  el	  40%	  del	  SOFT	  o	  el	  BAR.	  	  	   Si	   nos	   centramos	   en	   analizar	   el	   área	   bajo	   la	   curva	   ROC,	   observamos	   que	  ambos	   modelos	   obtuvieron	   los	   mejores	   resultados	   en	   la	   predicción	   de	  supervivencia	   y	   no	   supervivencia	   al	   año,	   con	   AUROC	   de	   0,7833	   y	   0,81528,	  respectivamente;	  frente	  a	  la	  mejor	  predicción	  alcanzada	  por	  el	  siguiente	  score,	  que	  fue	  el	  BAR	  con	  un	  AUROC	  de	  0,70972.	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Figura	  26.	  Comparación	  de	  ambos	  modelos	  (CCR	  y	  MS)	  KCH-­‐1Y	  con	  otros	  
scores.	   	  Las	   fórmulas	   obtenidas	   por	   ambos	   modelos	   de	   RNAs	   para	   KCH-­‐1Y	   son	   las	  siguientes:	  	  Para	  el	  Modelo	  CCR:	  La	  probabilidad	  de	  que	  un	  par	  D-­‐R	  definido	  por	  X	  pertenezca	  a	  la	  clase	  de	  supervivencia	  a	  3	  meses	  (SC,1Y,KC),	  es:	  
	  donde	  	  
	  	  B1,C,1Y,KC(x,w1)=	   	   1/(1+EXP{-­‐7.25+9.91	   *	   (	   x1	   )	   -­‐9.12	   *	   (	   x2	   )	   -­‐3.56	   *	   (X3)	  +11.50	   *	   (X4)	  +10.75	  *	  (	  x5	  )	  -­‐1.42	  *	  (	  x6	  )	  -­‐5.43	  *	  (X10	  )	  -­‐0.64	  *	  (X11	  )	  +4.60	  *	  (X14	  )	  -­‐7.69	  *	  (X15	  )	  -­‐12.71	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*	  (X17	  )	  +2.69	  *	  (X20	  )	  -­‐19.91	  *	  (X22	  )+2.88	  *	  (X23	  )	  +1.92	  *	  (X25	  )	  +18.65	  *	  (X27	  )	  +17.36	  *	  (X29	  )	  -­‐1.02	  *	  (X30	  )	  +8.68	  *	  (X31	  )+5.40	  *	  (X32	  )	  -­‐7.17	  *	  (X33	  )-­‐2.09	  *	  (X36	  )	  -­‐5.13	  *	  (X37	  )	  +7.32	  *	  (X38	  )	  +1.09	  *	  (X40	  )	  +11.29	  *	  (X41	  )	  +0.78	  *	  (X46	  )	  +3.05	  *	  (X48	  )	  -­‐2.52	  *	  (X49	  )	  +11.77	  *	  (X50	  )	  +8.08	  *	  (X52	  )	  +3.56	  *	  (X53	  )	  -­‐0.62	  *	  (X54	  )	  -­‐7.46	  *	  (X55	  )})	  B1,C,1Y,KC(x,w2)=	  	  1/(1+EXP{-­‐6.28	  +5.47	  *	  (	  x2	  )	  +12.22	  *	  (X3)	  -­‐10.72	  *	  (X4)	  +3.46	  *	  (X7)	  -­‐7.26	  *	  (X9)	  +16.46	  *	  (X11	  )	  +5.15	  *	  (	  x12	  )	  -­‐0.29	  *	  (X13	  )	  +0.20	  *	  (X14	  )	  +13.09	  *	  (X15	  )	  -­‐0.07	  *	  (X17	  )	  +6.02	  *	  (X18	  )	  +4.79	  *	  (X19	  )	  -­‐26.00	  *	  (X20	  )	  +10.24	  *	  (X21	  )	  -­‐11.58	  *	  (X22	  )	  -­‐5.55	  *	  (X23	  )	  +5.67	  *	  (X26	  )	  -­‐4.93	  *	  (X29	  )	  -­‐0.10	  *	  (X32	  )-­‐32.80	  *	  (X36	  )	  +16.27	  *	  (X37	  )	  -­‐7.34	  *	  (X38	  )	  +2.31	  *	  (X39	  )	   -­‐7.76	  *	  (X40	  )	  +7.86	  *	  (X41	  )	  +6.79	  *	  (X42	  )	   -­‐8.42	  *	  (X45	  )	   -­‐17.47	  *	  (X46	  )	  +7.49	  *	  (X47	  )	  +5.43	  *	  (X49	  )	  -­‐2.49	  *	  (X50	  )	  -­‐8.57	  *	  (X52	  )})	  	  	  
Para	  el	  Modelo	  MS,	  la	  probabilidad	  de	  que	  un	  par	  D-­‐R	  definido	  por	  X	  pertenezca	  a	  la	  clase	  de	  supervivencia	  a	  tres	  meses	  (SMS,1Y,KC),	  es	  la	  siguiente:	  	  
	  
donde	  
	  	   	  
B1,MS,1Y,KC(x,w1)=	   	  1/(1+EXP{-­‐1.83	  -­‐1.03	  *	  (	  X2	  )	  -­‐0.84	  *	  (X3)	  -­‐3.29	  *	  (X4)	  -­‐3.59	  *	  (	  x5	  )	  -­‐0.96	  *	  X6	  	  +7.10	  *	  (X7)	  +4.67	  *	  (X9)+0.51	  *	  (X10	  )	  +0.92	  *	  (X11	  )	  -­‐0.62	  *	  (	  x12	  )	  +2.40	  *	  (X14	  )	  +5.83	  *	  (X15	  )	  -­‐0.58	  *	  (X17	  )	  -­‐7.36	  *	  (X18	  )	  +8.72	  *	  (X19	  )	  -­‐0.48	  *	  (	  X22	  )	  -­‐6.53	  *	  (	  X23	  )	  +0.50	  *	  (	  X24	  )	  -­‐1.93	  *	  (	  X25	  )	  -­‐0.31	  *	  (	  X26	  )	  +0.90	  *	  (	  X29	  )	  +1.50	  *	  (X31	  )	  +0.45	  *	  (X33	  )	  +1.24	  *	  (X37	  )	  +3.34	  *	  (X38	  )	  +0.03	  *	  (X39	  )	  -­‐1.37	  *	  (X41	  )	  +0.60	  *	  (X42	  )	  -­‐7.17	  *	  (X43	  )	  -­‐8.36	  *	  (X44	  )	  +0.59	  *	  (X48	  )	  -­‐0.22	  *	  (X49	  )	  -­‐8.76	  *	  (X52	  )	  -­‐1.64	  *	  (X53	  )	  +0.91	  *	  (X54	  )})	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d)	  Modelo	  Combinado	  MADRE	  +	  KCH	  (MKC-­‐3m)	  





CCR	  generalización	   MS	  Generalización	   AUC	  generalización	  
NN-­‐CCR	   0.9028	   0.0000	   0.7791	  
NN-­‐MS	   0.5486	   0.5385	   0.7016	  
MELD	   0.8403	   0.2857	   0.5885	  
DMELD	   0.8264	   0.1429	   0.5588	  
SOFT	   0.9097	   0.1429	   0.5780	  
P-­‐SOFT	   0.9028	   0.0000	   0.5830	  
DRI	   0.9028	   0.0000	   0.4901	  
BAR	   0.8819	   0.2857	   0.5973	  
	  
Tabla	  8.	  Resultados	  estadísticos	  para	  diferentes	  modelos	  en	  generalización	  
(MKC-­‐3m).	  
	  
	   El	  modelo	  CCR	  logra	  clasificar	  de	  forma	  correcta	  el	  90,28%	  de	  los	  patrones	  que	  sobreviven	  a	  los	  tres	  meses	  y	  el	  modelo	  MS	  clasifica	  correctamente	  el	  53,85%	  de	  los	  que	  pierden	  el	   injerto,	  siendo	  ambos	  resultados	  mejores	  que	  los	  obtenidos	  por	  los	  demás	  scores.	  	   Con	  respecto	  al	  MADRE→KCH,	  este	  modelo	  mantiene	  el	  CCR	  (de	  0,89	  a	  0,90)	  y	  el	  MS	  (de	  0,53	  a	  0,78).	  En	  cambio,	  mejora	  el	  AUC	  en	  el	  modelo	  CCR	  (de	  0,64	  pasa	  a	  0,78)	  y	  en	  el	  MS	  (pasando	  de	  0,62	  a	  0,70).	  	  Al	  igual	  que	  en	  los	  casos	  previos,	  los	  mejores	  resultados	  son	  alcanzados	  por	  las	   redes	   neuronales,	   seguidas	   del	   score	   BAR.	   Tanto	   el	   modelo	   CCR	   (AUROC	   =	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0,7791)	   como	   el	   MS	   (AUROC	   =	   0,7016)	   lograron	   excelentes	   probabilidades	   de	  predicción,	   superando	   casi	   un	   20%	   la	   mejor	   puntuación	   actual	   (BAR,	   AUROC	   =	  0,5973).	  	  
	  
	  
Figura	  27.	  Comparación	  de	  ambos	  modelos	  de	  RNAs	  (CCR	  y	  MS)	  MCK-­‐3m	  con	  
otros	  scores.	  	   	  	  Las	   fórmulas	   obtenidas	   por	   ambos	   modelos	   de	   RNAs	   para	   MKC-­‐3m	   son	   las	  siguientes:	  	  Para	  el	  Modelo	  CCR:	  La	  probabilidad	  de	  que	  un	  par	  D-­‐R	  definido	  por	  X	  pertenezca	  a	  la	  clase	  de	  supervivencia	  a	  3	  meses	  (SC,3M,MKC),	  es:	  
	  donde	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  B1,C,3M,MKC(x,w1)=	  1/(1+EXP{-­‐8.79-­‐2.84	  *	  (	  x3	  )	  +5.86	  *	  (	  x6	  )	  +4.02	  *	  (	  x7	  )	  +7.83	  *	  (	  x8	  )-­‐0.53	  *	  (	  x9	  )	  +3.18	  *	  (	  x10	  )	  -­‐1.87	  *	  (	  x11	  )	  +3.42	  *	  (	  x15	  )	  +3.29	  *	  (	  x17	  )	  +8.72	  *	  (	  x19	  )	  -­‐4.65	  *	  (	  x20	  )	  -­‐8.48	  *	  (	  x21	  )	  -­‐9.32	  *	  (	  x23	  )	  -­‐2.62	  *	  (	  x24	  )	  +0.53	  *	  (	  x25	  )	  +1.80	  *	  (	  x26	  )	  +5.97	  *	  (	  x28	  )	  +7.76	  *	  (	  x30	  )	  +6.23	  *	  (	  x31	  )	  +1.02	  *	  (	  x32	  )	  +1.07	  *	  (	  x33	  )	  -­‐2.51	  *	  (	  x34	  )	  -­‐8.31	  *	  (	  x37	  )-­‐0.50	  *	  (	  x38	  )	  -­‐1.13	  *	  (	  x40	  )-­‐0.94	  *	  (	  x45	  )-­‐4.42	  *	  (	  x46	  )	  +9.43	  *	  (	  x49	  )	  -­‐0.92	  *	  (	  x50	  )	  +2.20	  *	  (	  x51	  )	  })	  	  B2,C,3M,MKC(x,w2)=	  1/(1+EXP{-­‐	  3.45+6.46	  *	  (	  x2	  )+3.98	  *	  (	  x4	  )	  +5.57	  *	  (	  x5	  )	  -­‐2.24	  *	  (	  x7	  )	  -­‐2.73	  *	  (	  x8	  )	  +2.81	  *	  (	  x11	  )	  -­‐6.87	  *	  (	  x12	  )	  -­‐6.76	  *	  (	  x13	  )	  -­‐5.67	  *	  (	  x15	  )	  -­‐6.38	  *	  (	  x16	  )	  +4.48	  *	  (	  x18	  )	  -­‐1.73	  *	  (	  x19	  )+8.97	  *	  (	  x20	  )	  +9.43	  *	  (	  x21	  )	  +6.49	  *	  (	  x23	  )+9.16	  *	  (	  x24	  )	  -­‐4.91	  *	  (	  x25	  )	  -­‐4.52	  *	  (	  x26	  )	  -­‐0.99	  *	  (	  x27	  )	  +10.12	  *	  (	  x28	  )	  +6.15	  *	  (	  x29	  )	  +11.03	  *	  (	  x30	  )	  +7.02	  *	  (	  x31	  )	  -­‐7.38	  *	  (	  x34	  )	  +4.25	  *	  (	  x35	  )	  +6.50	  *	  (	  x36	  )	  -­‐3.18	  *	  (	  x37	  )	  +1.01	  *	  (	  x39	  )	  -­‐6.08	  *	  (	  x41	  )	  +4.85	  *	  (	  x42	  )	  -­‐6.28	  *	  (	  x43	  )	  +5.46	  *	  (	  x47	  )	  +2.45	  *	  (	  x48	  )	  +7.67	  *	  (	  x49	  )	  +3.60	  *	  (	  x50	  )	  +7.78	  *	  (	  x51	  )	  -­‐6.48	  *	  (	  x52	  )	  -­‐5.42	  *	  (	  x53	  )	  +11.33	  *	  (	  x55	  )})	  	  B3,C,3M,MKC(x,w3)=	  1/(1+EXP{4.82	  +4.74	  *	  (	  x10	  )	  +3.99	  *	  (	  x14	  )	  +1.84	  *	  (	  x15	  )	  -­‐1.11	  *	  (	  x16	  )	  -­‐0.15	  *	  (	  x17	  )	  -­‐3.64	  *	  (	  x25	  )	  +6.57	  *	  (	  x29	  )	  +1.08	  *	  (	  x31	  )	  +0.83	  *	  (	  x32	  )	  +7.36	  *	  (	  x34	  )	  +1.06	  *	  (	  x36	  )	  -­‐8.70	  *	  (	  x37	  )	  +2.95	  *	  (	  x38	  )	  +7.11	  *	  (	  x42	  )	  -­‐3.49	  *	  (	  x45	  )	  -­‐6.90	  *	  (	  x46	  )	  +10.59	  *	  (	  x48	  )	  -­‐4.40	  *	  (	  x50	  )	  -­‐0.06	  *	  (	  x51	  )	  -­‐6.33	  *	  (	  x52	  )	  -­‐4.87	  *	  (	  x55	  )})	  	  Para	  el	  Modelo	  MS,	  la	  probabilidad	  de	  que	  un	  par	  D-­‐R	  definido	  por	  X	  pertenezca	  a	  la	  clase	  de	  supervivencia	  a	  tres	  meses	  (SMS,3M,MKC),	  es:	  
	  donde	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5.4.	  Sistema	  basado	  en	  Reglas.	  Ejemplos.	  	  
	   Con	   las	   redes	   neuronales	   hemos	   calculado	   la	   probabilidad	   más	   alta	   de	  pertenencia	  a	   la	  clase	  Supervivencia	  del	   injerto	  para	  cada	  par	  D-­‐R,	  con	  el	  modelo	  CCR;	  y	  la	  probabilidad	  más	  baja	  de	  pertenencia	  a	  la	  clase	  No	  Supervivencia	  con	  el	  modelo	   MS.	   Mediante	   la	   combinación	   de	   estos	   dos	   modelos	   y	   la	   utilización	   del	  sistema	   basado	   en	   reglas,	   elegimos	   un	   receptor	   concreto	   para	   un	   donante	  determinado.	  	  	   Como	   se	   ha	   descrito	   anteriormente	   el	   sistema	   basado	   en	   reglas	   está	  formado	  por	  dos	  condiciones	  previas	  y	  cinco	  reglas	  que	  nos	  ayudan	  a	  seleccionar	  el	  par	  D-­‐R	  con	  mejor	  pronóstico.	  	  	   Las	   dos	   condiciones	   previas	   las	   utilizamos	   para	   determinar	   si	   existen	  diferencias	   significativas	   entre	   las	   posibilidades	  de	  pertenencia	   a	   cada	   clase,	   con	  ello	  nos	  aseguramos	  de	  que	  se	  elige	  el	  par	  D-­‐R	  con	  diferencias	  biológicas	  reales,	  y	  no	   sólo	  matemáticas.	  Así,	   estas	  diferencias	   se	  definen	  por,	   al	  menos,	   el	   3%	  en	  el	  modelo	  CCR	  y	  el	  5%	  en	  el	  modelo	  MS.	  Estas	  probabilidades	  vienen	  determinadas	  por	   la	   desviación	   estándar	   de	   la	   probabilidad	   de	   pertenencia	   a	   la	   clase	   de	  supervivencia	  del	   injerto	  en	  el	  modelo	  CCR	  (SD	  =	  2,86%)	  o	  No	  Supervivencia	  del	  injerto	  en	  el	  modelo	  MS	  (SD	  =	  5,56%).	  	   Por	  lo	  tanto,	  si	  la	  diferencia	  en	  las	  probabilidades	  de	  pertenecer	  a	  la	  case	  de	  Supervivencia	  de	  dos	  pares	  D-­‐R,	  es	  menor	  o	   igual	  al	  3%,	  consideramos	  que	  estos	  pares	  tienen	  la	  misma	  probabilidad	  de	  pertenecer	  a	  dicha	  clase.	  Y	  si	   la	  diferencia	  en	  las	  probabilidades	  de	  pertenecer	  a	  la	  clase	  de	  No	  Supervivencia	  de	  dos	  pares	  D-­‐R,	   es	   menor	   o	   igual	   al	   5%,	   consideramos	   que	   esos	   pares	   tienen	   la	   misma	  probabilidad	  de	  pertenecer	  a	  dicha	  clase.	  	  	   Para	  ejemplificar	  el	  modelo,	  hemos	  aplicado	  el	   sistema	  basado	  en	  reglas	  a	  cinco	   receptores	   en	   lista	   de	   espera	   con	   MELD	   entre	   23	   y	   27,	   con	   diez	   posibles	  donantes	  aleatorios	  en	  el	  modelo	  KCH.	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MODELO	  CCR.	  PROBABILIDD	  SUPERVIVENCIA	  INJERTO	  3	  MESES	  RECEPTOR	  (MELD)	   Don1	   Don2	   Don3	   Don4	   Don5	   Don6	   Don7	   Don8	   Don9	   Don10	  Receptor1(27)	   93.19	   91.43	   93.19	   94.26	   94.13	   93.19	   94.26	   94.13	   94.26	   94.27	  Receptor	  2(26)	   84.37	   84.30	   84.37	   94.25	   85.28	   84.37	   92.95	   85.28	   92.95	   94.26	  Receptor	  3(23)	   92.95	   90.95	   92.95	   94.26	   94.10	   92.95	   94.26	   94.10	   94.26	   94.27	  Receptor	  4(23)	   84.35	   84.30	   84.35	   94.24	   85.28	   84.35	   92.95	   85.28	   92.95	   94.26	  Receptor	  5(23)	   84.18	   84.27	   84.18	   94.09	   84.33	   84.18	   87.05	   84.33	   87.05	   94.13	  
	   	   	   	   	   	   	   	   	   	   	  MODELO	  MS.	  POBABILIDAD	  NO-­‐SUPERVIVENCIA	  INJERTO	  3	  MESES	  	  	   Don1	   Don2	   Don3	   Don4	   Don5	   Don6	   Don7	   Don8	   Don9	   Don10	  Receptor	  1(27)	   74.85	   76.37	   75.60	   19.69	   25.31	   74.16	   18.91	   76.36	   73.31	   13.75	  Receptor	  2(26)	   75.83	   76.39	   76.11	   30.29	   41.08	   75.58	   28.50	   76.38	   75.24	   15.13	  Receptor	  3(23)	   49.29	   75.74	   60.16	   13.26	   13.52	   42.41	   13.23	   75.60	   36.03	   13.00	  Receptor	  4(23)	   68.76	   76.25	   72.39	   14.29	   15.46	   65.63	   14.13	   76.22	   61.67	   13.12	  Receptor	  5(23)	   76.40	   76.40	   76.40	   74.95	   75.61	   76.40	   74.73	   76.40	   76.38	   64.57	  
	   	   	   	   	   	   	   	   	   	   	  Asignación:	   R3	   R1	   R3	   R3	   R3	   R3	   R3	   R1	   R3	   R1	  
Tabla	  9.	  Simulación	  de	  la	  asignación	  D-­‐R	  por	  las	  RNAs.	  	   En	  esta	  tabla	  podemos	  observar	  la	  probabilidad	  de	  supervivencia	  del	  injerto	  para	  cada	  par	  receptor	  con	  cada	  donante	  en	  su	  parte	  superior	  (Modelo	  CCR)	  y	   la	  probabilidad	  de	  no	  supervivencia	  del	  injerto	  para	  cada	  receptor	  con	  cada	  donante	  en	  su	  parte	  inferior	  (Modelo	  MS).	  Para	  el	  modelo	  CCR,	  se	  ha	  marcado	  en	  negrita	  la	  probabilidad	  más	  alta	  de	  Supervivencia	  y	  enmarcado	  en	  color	  rosa	  cuando	  no	  hay	  diferencias	  significativas	  entre	  ellas.	  Para	  el	  modelo	  MS,	  se	  ha	  marcado	  en	  negrita	  la	   probabilidad	  más	  baja	   de	  No	   Supervivencia	   e	   igualmente	   se	   ha	   enmarcado	   en	  color	   rosa	   cuando	   no	   existen	   diferencias	   significativas	   para	   esas	   probabilidades.	  Finalmente,	   el	   receptor	   asignado	   para	   cada	   donante	   por	   el	   sistema	   basado	   en	  reglas	  puede	  verse	  en	  la	  última	  fila	  de	  la	  tabla.	  	  	   En	   nuestro	   modelo	   teórico,	   el	   receptor	   1	   fue	   el	   seleccionado	   para	   los	  donantes	  2,	  8	  y	  10.	  Por	  ejemplo,	  para	  el	  donante	  10,	  los	  receptores	  1	  y	  3	  tenían	  la	  misma	   probabilidad	   de	   supervivencia,	   sin	   que	   hubiera	   diferencia	   significativas	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entre	   ninguno	   de	   los	   cinco	   posibles	   receptores,	   	   y	   tampoco	   había	   diferencias	  significativas	   en	   la	   probabilidad	   de	   no	   supervivencia	   del	   injerto,	   entre	   los	  receptores	  1,	  2,	  3	  y	  4,	  por	  lo	  tanto	  según	  la	  regla	  número	  4	  del	  sistema	  basado	  en	  reglas,	   el	   receptor	   asignado	   por	   la	   RNA	   es	   el	   1,	   ya	   que	   es	   el	   que	   tiene	   mayor	  puntuación	  MELD	  (y	  por	  tanto,	  mayor	  probabilidad	  de	  muerte	  en	  lista	  de	  espera).	  	   Otro	   ejemplo	   posible	   es	   el	   que	   ofrece	   el	   donante	   2.	   Para	   este	   caso,	   el	  receptor	   1	   es	   el	   que	   tiene	   mayor	   probabilidad	   de	   supervivencia,	   sin	   que	   haya	  diferencias	  estadísticamente	  significativas	  en	  la	  probabilidad	  de	  pérdida	  del	  injerto	  entre	   los	   distintos	   receptores,	   por	   lo	   que	   según	   la	   regla	   número	   2,	   se	   asigna	   el	  receptor	  1.	  	   Sin	  embargo,	  podemos	  observar	  que	  el	  receptor	  3,	  que	  tiene	  una	  puntuación	  MELD	  más	  baja	  que	  el	  1	  e	   incluso	  que	  el	  2,	   fue	  el	  elegido	  para	   la	  mayoría	  de	   los	  donantes.	  	   Por	   ejemplo,	   para	   el	   donante	   6,	   en	   el	   que	   los	   receptores	   1	   y	   3	   no	   tienen	  diferencias	   significativas	   en	   la	   probabilidad	   de	   supervivencia,	   pero	   el	   receptor	   3	  muestra	   la	  probabilidad	  más	  baja	  de	  no	   supervivencia,	  por	   lo	  que	   según	   la	   regla	  número	  3	  del	  sistema	  basado	  en	  reglas,	  éste	  será	  el	  receptor	  asignado.	  Lo	  mismo	  ocurre	   en	   el	   caso	   de	   los	   donantes	   1,	   3	   y	   9,	   a	   los	   que	   también	   se	   les	   asigna	   el	  receptor	  3	  por	  el	  mismo	  motivo.	  	  	   Para	  el	  caso	  del	  donante	  5,	  el	  receptor	  1	  muestra	  la	  probabilidad	  más	  alta	  de	  supervivencia,	   sin	   diferencias	   significativas	   con	   respecto	   al	   receptor	   3;	   pero	   el	   3	  muestra	   la	   probabilidad	   más	   baja	   de	   no	   supervivencia	   (sin	   diferencias	  significativas	   con	   respecto	   al	   4),	   por	   lo	   tanto	   el	   receptor	   3	   es	   el	   asignado	   por	   la	  RNA.	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DISCUSIÓN	  
En	   el	  momento	   de	   la	   oferta	   de	   un	   donante	   surge	   un	   escenario	   clínico	  muy	  complejo,	   en	   el	   que	  más	   de	   100	   variables	   pueden	   entrar	   en	   consideración	   para	  decidir	   su	   aceptación	   o	   rechazo	   para	   un	   determinado	   receptor.	   Esta	   decisión	   se	  toma	  considerando	  factores	  de	  riesgo	  del	  donante,	  puntuación	  MELD	  del	  receptor,	  tiempo	   en	   lista	   de	   espera,	   supervivencia	   global,	   beneficio	   de	   supervivencia	  esperado	  con	  el	  trasplante	  y	  la	  experiencia	  del	  equipo	  de	  TH.	  En	  esta	  situación,	  no	  debemos	   infraestimar	   el	   riesgo	   de	   subjetividad	   de	   tal	   decisión,	   así	   como	   la	  ausencia	   de	   uniformidad	   entre	   equipos	   de	   trasplante	   e	   incluso	   entre	   distintos	  miembros	  de	  un	  mismo	  grupo.	   Por	   todo	   ello,	   el	  manejo	  de	   la	   lista	   de	   espera	  del	  trasplante	  hepático	  es	  una	  tarea	  altamente	  complicada.	  	  	  
Debemos	  tener	  en	  cuenta	  también	  que	  el	  número	  de	  candidatos	  a	  TH	  es	  cada	  vez	  mayor,	  e	  incluso	  podría	  aumentar	  más	  si	  se	  admitieran	  para	  trasplante	  ciertas	  indicaciones	   expandidas	   como	   son	   las	   metástasis	   hepáticas	   de	   carcinoma	  colorrectal,	  el	  colangiocarcinoma	  o	  criterios	  más	  flexibles	  para	  el	  hepatocarcinoma.	  Además,	   si	   consideramos	   el	   hecho	   de	   que	   no	   disponemos	   de	   ningún	   sistema	   o	  máquina	   que	   reemplace	   la	   función	   del	   hígado	   en	   un	   paciente	   con	   enfermedad	  hepática	  terminal	  a	  la	  espera	  de	  trasplante,	  el	  problema	  se	  agrava.	  	  
Así	  pues,	  la	  ausencia	  de	  un	  sistema	  definitivo	  y	  universal	  que	  nos	  ayude	  en	  el	  emparejamiento	  donante-­‐receptor,	  unido	  al	  contexto	  actual	  de	  escasez	  de	  órganos	  y	  muertes	  en	   lista	  de	  espera	  nos	   lleva	  a	   la	  necesidad	  de	  buscar	  una	  herramienta	  que	   combine	   tres	   características	   fundamentales:	   objetividad	   (para	   evitar	   la	  subjetividad	  humana	  en	  el	  manejo	  de	  la	  lista	  de	  espera),	  optimización	  (para	  logar	  el	  mejor	  beneficio	  de	  supervivencia	  post-­‐TH	  posible)	  y	  justicia	  (dar	  la	  oportunidad	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de	  recibir	  un	  trasplante	  a	  todos	  los	  pacientes	  con	  enfermedad	  hepática	  avanzada).	  Además,	  esta	  herramienta	  debería	  ser	  flexible	  y	  capaz	  de	  adaptarse	  a	  los	  sistemas	  de	  asignación	  de	  distintos	  países	  con	  sus	  propias	  peculiaridades.	  	  
Nuestro	   grupo	   ya	   desarrolló	   un	   modelo	   titulado	   MADRE	   (Modelo	   de	  Asignación	  Donante-­‐Receptor	  en	  España),	  basado	  en	  una	  red	  neuronal	  de	  ámbito	  nacional,	  que	  ayuda	  a	  comprender	  cómo	  esta	  herramienta	  sería	  capaz	  de	  generar	  múltiples	  modelos	  únicos	  e	  individuales	  (178).	  Nuestros	  resultados	  apoyan	  que	  el	  mejor	   sistema	  de	  emparejamiento	  D-­‐R	  hasta	   la	   fecha	   sería	  un	  modelo	  basado	  en	  redes	   neuronales	   ayudado	   por	   un	   sistema	   basado	   en	   reglas	   para	   la	   toma	   de	  decisiones,	   que	   sea	   entrenado,	   testado	   y	   optimizado	   en	   cada	   sistema	   de	   salud	  diferente.	  
A	   lo	   largo	   de	   la	   historia	   del	   TH	   se	   han	   propuesto	   múltiples	   sistemas	   de	  asignación	  de	  órganos,	  con	  el	  objetivo	  de	  mejorar	  el	  manejo	  de	  la	  lista	  de	  espera	  y	  la	  supervivencia	  del	  injerto,	  intentando	  siempre	  siempre	  los	  principios	  de	  equidad,	  utilidad	  y	  justicia.	  Sin	  embargo,	  hasta	  la	  fecha	  carecemos	  de	  un	  sistema	  eficaz	  para	  predecir	   antes	   del	   trasplante	   qué	   pareja	   donante-­‐receptor	   desarrollará	   malos	  resultados	  de	  supervivencia	  tras	  el	  TH.	  
La	  supervivencia	  del	  injerto	  y	  del	  paciente	  tras	  el	  TH	  viene	  determinada	  por	  factores	   del	   donante,	   del	   propio	   receptor,	   así	   como	   variables	   que	   ocurren	   en	   el	  mismo	  momento	  del	  trasplante.	   	  Así	  la	  función	  inicial	  del	  injerto	  puede	  ser	  pobre	  con	   una	   incidencia	   que	   varía	   entre	   8,7%	   y	   24,7%	   o	   incluso	   presentar	   una	   no	  función	   primaria,	   en	   un	   rango	   que	   oscila	   entre	   el	   0,9%	   y	   un	   7,2%	   en	   diferentes	  series	  de	  TH	  (195,196).	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El	  score	  MELD	  (22)	  es	  actualmente	  el	  más	  usado	  en	  muchos	  países	  con	  el	  fin	  de	  gestionar	  la	  lista	  de	  espera	  del	  TH,	  presenta	  muy	  buena	  capacidad	  de	  predecir	  mortalidad	  a	  3	  meses	  de	  candidatos	  en	  LE	  con	  un	  AUC	  de	  0,83	  (197),	  pero	  es	  un	  pobre	  predictor	  de	  la	  supervivencia	  a	  tres	  meses	  tras	  el	  trasplante	  con	  un	  AUC	  de	  0,54	  (31,	  198).	  Las	  evoluciones	  del	  sistema	  MELD,	  como	  MELD-­‐Na	  (50,51),	  i-­‐MELD	  (52)	   y	   otros	   (55-­‐61),	   tampoco	   alcanzaron	   un	   rendimiento	   aceptable	   en	   la	  predicción	   de	   supervivencia	   pos-­‐trasplante.	   Recientemente	   se	   ha	   intentado	  complementar	   el	   sistema	   MELD	   con	   pruebas	   cuantitativas	   de	   función	   hepática,	  como	  el	  aclaramiento	  de	  verde	  de	  indocianina,	  resultando	  un	  nuevo	  score	  conocido	  como	  MELD-­‐ICG,	  que	  ha	  demostrado	  predecir	  mejor	  la	  supervivencia	  en	  pacientes	  con	  puntuación	  MELD	   intermedia	   (entre	  10	  y	  30),	  permitiendo	  un	  mejor	  manejo	  de	  estos	  pacientes	  en	  LE	  (199),	  aunque	  tampoco	  ha	  sido	  diseñado	  para	  realizar	  un	  “matching	   D-­‐R”.	   De	   la	  misma	  manera,	   la	   prueba	   del	   aclaramiento	   en	   plasma	   del	  verde	  de	  indocianina	  puede	  ser	  útil	  en	  el	  donante,	  ya	  que	  su	  realización	  antes	  de	  la	  extracción	   del	   injerto	   hepático	   ha	   demostrado	   ser	   un	   factor	   predictor	   de	  supervivencia	   del	   injerto	   a	   los	   7	   días	   post-­‐TH,	   lo	   cual	   nos	   podría	   ayudar	   en	   la	  decisión	  de	  aceptar	  o	  no	  dicho	  injerto	  (200)	  .	  
Considerar	   las	   características	   del	   donante	   también	   es	   fundamental	   para	  optimizar	  el	  “matching	  D-­‐R”	  y	  predecir	  los	  resultados	  del	  TH.	  Feng	  y	  colaboradores	  (132)	  propusieron	  el	  DRI	  con	  el	  objetivo	  de	  establecer	  el	  riesgo	  cuantitativo	  que	  se	  asocia	   a	   una	   combinación	   de	   características	   del	   donante,	   pero	   le	   falta	   la	  contribución	   de	   variables	   del	   receptor	   y	   por	   sí	   solo	   predice	   muy	   mal	   la	  supervivencia	  post-­‐TH	  con	  un	  AUC	  de	  0,53	  cuando	  se	  aplicó	  en	  la	  base	  de	  datos	  de	  la	  UNOS.	  Cameron	  y	  colaboradores	  (90)	  desarrollaron	  también	  un	  “score”	  de	  riesgo	  para	  donantes	  con	  criterios	  expandidos,	  que	  también	  demostró	  una	  discriminación	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insuficiente	   en	   la	   predicción	   de	   supervivencia	   a	   corto	   plazo	   del	   injerto	   y	   del	  paciente	  (201).	  
Al	  combinar	  variables	  del	  donante,	  del	  receptor	  y	  quirúrgicas	  se	  han	  obtenido	  modelos	  que	  pueden	  lograr	  una	  mejor	  predicción	  de	  la	  supervivencia	  tras	  el	  TH.	  A	  este	  respecto	  se	  han	  descrito	  los	  scores	  SOFT	  (138),BAR	  (139)	  o	  D-­‐MELD	  (140).	  El	  primero	   de	   ellos	   identificó	   18	   factores	   predictores	   de	   supervivencia	   a	   los	   tres	  meses	   del	   TH,	   mostrando	   un	   AUC	   de	   0,70.	   El	   BAR	   es	   un	   score	   más	   simple,	   que	  incluye	  6	  variables	  y	  que	  demostró	  una	  alta	  especificidad	  para	  identificar	  pacientes	  con	   alto	   riesgo	   de	  mortalidad.	   Sin	   embargo,	   ninguno	   de	   ellos	   fue	   diseñado	   para	  realizar	   el	   “matching	   D-­‐R”,	   	   todos	   mostraron	   bajo	   poder	   de	   predicción	   de	  supervivencia	   post-­‐TH	   a	   corto	   plazo,	   limitando	   su	   uso	   en	   casos	   individuales	  (202,203)	  y	  tampoco	  han	  sido	  validados,	  probablemente	  debido	  a	   la	  aparición	  de	  varios	  factores	  de	  confusión.	  Además,	  algunos	  de	  estos	  estudios	  se	  centran	  sólo	  en	  los	   resultados	   del	   paciente,	   sin	   proporcionar	   información	   concreta	   sobre	   la	  supervivencia	  del	   injerto	   la	   función	  del	  mismo,	   lo	  que	   los	  hace	   insuficientes	  para	  valorar	  tal	  propósito(204).	  	  
El	   Beneficio	   de	   Supervivencia	   (124),	   que	   tiene	   en	   cuenta	   la	   gravedad	   del	  receptor	   junto	  con	   la	  calidad	  del	  donante,	   supone	  una	  alternativa	  a	   la	  asignación	  basada	   en	   el	   principio	   de	   urgencia,	   con	   una	   utilidad	   adicional	   en	   términos	   de	  eficiencia	   y	   equidad.	   Sin	   embargo,	   la	   principal	   limitación	   de	   esta	   política	   de	  asignación	  viene	  determinada	  por	  considerar	  únicamente	  la	  puntuación	  MELD	  y	  el	  DRI	  como	  las	  únicas	  variables	  compuestas	  que	  influirían	  en	  la	  supervivencia	  post-­‐TH.	  Como	  sugiere	  Schaubel	  y	  colaboradores	  (127),	  las	  características	  no	  incluidas	  de	  donante	  o	  receptor	  podrían	  alterar	  estos	  resultados.	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Asimismo,	  la	  técnica	  quirúrgica	  y	  el	  manejo	  anestésico	  tienen	  influencia	  en	  la	  función	   del	   injerto	   y	   en	   la	   supervivencia	   del	   paciente.	   Nuestro	   grupo	   demostró	  recientemente	  que	  la	  disfunción	  primaria	  del	  injerto	  se	  basa	  en	  una	  correlación	  no	  lineal	   entre	   la	   puntuación	   MELD	   del	   receptor	   y	   la	   probabilidad	   de	   una	   lesión	  severa	  de	   isquemia-­‐reperfusión	   (205).	  También	   se	  ha	  demostrado	  que	   tienen	  un	  alto	   impacto	   en	   la	   función	   inicial	   del	   injerto:	   la	   duración	   de	   la	   intervención,	   la	  dificultad	   de	   la	   anastomosis	   arterial,	   la	   pérdida	   sanguínea,	   la	   necesidad	   de	  transfusión	   (206),	   la	   inestabilidad	   hemodinámica	   intraoperatoria	   (207)	   o	   el	  tiempo	  de	  isquemia	  fría	  y	  caliente	  (208-­‐210).	  	  
El	   principal	   inconveniente	   con	   el	   que	   nos	   encontramos	   en	   todos	   estos	  modelos	  es	  que	  están	  basados	  en	  análisis	  de	  regresión	  logística	  (RL).	  Este	  análisis	  de	   regresión	  multivariante	   es	   un	  método	   estadístico	   que	   establece	   una	   relación	  matemática	  entre	  un	  conjunto	  de	  variables	  independientes	  o	  factores	  de	  estudio	  y	  una	   variable	   dependiente,	   que	   habitualmente	   en	   el	   campo	   de	   la	   medicina	   es	  dicotómica	  como	  por	  ejemplo	  vivo/muerto,	   tratándose	  de	  una	  regresión	   logística	  binaria.	   Lo	   que	   se	   pretende	   mediante	   la	   regresión	   logística	   es	   expresar	   la	  probabilidad	   de	   que	   ocurra	   un	   evento	   en	   función	   de	   ciertas	   variables,	   que	   se	  consideran	   influyentes.	   	   Además,	   con	   este	   método	   obtenemos	   un	   coeficiente	   de	  regresión	  (β)	  para	  cada	  una	  de	  las	  variables	  independientes	  incluidas	  en	  el	  modelo,	  a	  partir	  del	   cual	  podemos	  obtener	   su	   “odds	   ratio”	   (OR),	  que	  es	  un	  parámetro	  de	  cuantificación	   de	   riesgo	   de	   desarrollar	   el	   evento	   según	   el	   valor	   de	   la	   variable	  independiente.	  La	  RL	  ofrece	  resultados	  en	  forma	  de	  probabilidad,	  es	  decir,	  predice	  la	  proporción	  de	  sujetos	  con	  respuesta	  0	  ó	  1	  (por	  ejemplo	  vivo/muerto)	  para	  cada	  valor	  de	  la	  variable	  independiente.	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Otro	  hecho	  importante	  que	  conlleva	  la	  RL	  es	  que	  para	  la	  construcción	  de	  un	  modelo	   predictivo	   realiza	   primero	   un	   análisis	   univariante	   de	   las	   variables	  independientes	   y	   sólo	   aquellas	   que	   alcanzan	   valores	   de	   significación	   estadística	  son	  seleccionadas	  para	  ser	   incluidas	  en	  el	  análisis	  multivariante.	  Ello	   implica	  que	  aquellas	  variables	  con	  menos	  peso	  desde	  el	  punto	  de	  vista	  estadístico,	  pero	  quizás	  con	   influencia	   importante	   desde	   el	   punto	   de	   vista	   clínico,	   queden	   relegadas	   del	  modelo,	  y	  por	  tanto	  queda	  restringida	  la	  información	  que	  éstas	  puedan	  aportar	  al	  resultado	  global.	  	  
Además,	   los	   análisis	   de	   RL	   aceptan	   que	   existe	   una	   relación	   lineal	   entre	   las	  variables	   predictoras	   y	   la	   variable	   dependiente,	   así	   en	   nuestro	   caso	   deberíamos	  asumir	  que	  existe	  una	  relación	  de	  linealidad	  entre	  las	  características	  del	  donante,	  del	   injerto,	   del	   receptor	   y	   la	   función	   de	   supervivencia.	   Frecuentemente,	   los	  fenómenos	  biológicos	  como	  el	  que	  tratamos	  de	  resolver	  siguen	  un	  patrón	  no	  lineal,	  al	  igual	  que	  muchos	  otros	  sistemas	  para	  toma	  de	  decisiones	  complejas,	  por	  lo	  que	  la	   RL	   supone	   un	   enfoque	   demasiado	   simplista	   para	   afrontar	   el	   problema	   de	  clasificación	  que	  nos	  ocupa.	  
En	  cambio,	   las	  RNAs	  son	  modelos	  matemáticos	  complejos,	  que	  emulando	  el	  comportamiento	   del	   sistema	   nervioso,	   permiten	   hacer	   predicciones	   para	   la	  resolución	   de	   problemas	   complejos	   a	   partir	   de	   amplios	   conjuntos	   de	   datos,	   con	  relaciones	  complejas	  y	  no	  lineales	  entre	  las	  variables	  implicadas.	  	  
En	  nuestro	  caso,	  sabemos	  que	  las	  variables	  introducidas	  en	  el	  modelo	  no	  son	  independientes	  entre	  sí	  y	  están	  interconectadas	  y	  relacionadas	  de	  forma	  compleja	  y	  multidimensional	  (211).	  Además,	  en	  nuestra	  base	  de	  datos	  existen	  relaciones	  no	  lineales	  entre	  las	  variables	  de	  entrada	  incluidas	  en	  el	  modelo,	  así	  como	  entre	  éstas	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y	   la	   supervivencia	   o	   no	   del	   injerto	   o	   el	   receptor.	   	   Estos	   factores	   son	   los	   más	  importantes	  para	  explicar	  la	  superioridad	  de	  las	  redes	  neuronales	  frente	  a	  la	  RL,	  ya	  que	   las	   primeras	   son	   capaces	   de	   detectar	   relaciones	   más	   complejas,	   ajustando	  durante	   el	   proceso	   de	   entrenamiento	   de	   forma	   automática	   los	   pesos	   de	   las	  distintas	   conexiones	   y	   pueden	   por	   tanto	   ofrecer	   una	   mayor	   precisión	   en	   la	  predicción	   de	   los	   resultados.	   Por	   otro	   lado,	   mientras	   que	   los	   modelos	   de	   RL	  identifican	  sólo	  relaciones	  lineales	  entre	  cada	  variable	  y	  el	  resultado,	  necesitando	  una	   búsqueda	   explícita	   de	   las	   relaciones	   complejas	   no	   lineales	   en	   estudio	   y	   una	  compleja	   transformación	   de	   las	   variables	   implicadas;	   las	   RNAs	   se	   adaptan	   para	  detectar	   relaciones	   no	   lineales	   existentes	   entre	   la	   variable	   de	   entrada	   y	   el	  resultado	   (212),	   con	   lo	   que	   consiguen	   una	   mejor	   aproximación	   al	   complejo	  proceso	  del	  trasplante	  hepático	  y	  sus	  resultados.	  	  
Otra	   diferencia	   importante	   de	   las	   redes	   neuronales,	   con	   respecto	   a	   los	  modelos	  de	  RL	  es	  que	  las	  primeras	  incluyen	  todas	  las	  variables	  de	  estudio,	  con	  lo	  cual	  todas	  aportan	  información	  al	  modelo.	  	  
Por	   otra	   parte,	   en	   cuanto	   al	   resultado	   del	   TH,	   nos	   encontramos	   con	   un	  problema	   de	   clasificación	   no	   balanceado,	   con	   dos	   posibles	   salidas:	   1)	  Supervivencia	  del	  injerto,	  que	  sería	  lo	  más	  frecuente	  (la	  clase	  mayoritaria)	  y	  2)	  No	  Supervivencia	   del	   injerto,	   que	   sería	   menos	   frecuente	   (la	   clase	   minoritaria).	   Los	  modelos	  basados	  en	  RL	  suelen	  clasificar	  de	   forma	  adecuada	   la	   clase	  mayoritaria,	  pero	  sin	  embargo	  su	  precisión	  para	  clasificar	  la	  clase	  minoritaria	  es	  muy	  pobre,	  lo	  cual	  es	  extremadamente	  importante	  para	  evitar	  la	  pérdida	  de	  injertos.	  
Así	  la	  mayor	  rentabilidad	  de	  las	  RNAs	  en	  la	  predicción	  de	  resultados	  a	  partir	  de	  bases	  de	  datos	  complejas	  como	  la	  utilizada	  en	  nuestro	  caso,	  se	  justifica	  por	  las	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características	   de	   los	   datos	   clínicos	   y	   del	   problema	   en	   cuestión	   que	   queremos	  predecir,	  y	  las	  limitaciones	  que	  presentan	  los	  análisis	  de	  RL.	  	  
En	  nuestro	  trabajo,	  basado	  en	  redes	  neuronales	  multiobjetivo	  obtenemos	  dos	  probabilidades	  a	  tiempo	  real	  para	  cada	  par	  D-­‐R:	  la	  probabilidad	  de	  pertenecer	  a	  la	  clase	   de	   supervivencia	   y	   la	   probabilidad	   de	   pertenecer	   a	   la	   clase	   de	   no	  supervivencia.	  Con	  la	  ayuda	  del	  sistema	  basado	  en	  reglas,	  nos	  permiten	  seleccionar	  el	  par	  D-­‐R	  que	  muestra	  la	  posibilidad	  más	  alta	  de	  supervivencia	  y	  la	  más	  baja	  de	  no	  sobrevivir.	  Así,	  con	  un	  determinado	  donante,	  la	  RNA	  es	  capaz	  de	  discriminar	  entre	  candidatos	  con	  distinta	  puntuación	  MELD	  y	  también	  entre	  aquellos	  con	   la	  misma	  categoría	   de	   MELD,	   para	   obtener	   la	   mayor	   ventaja	   posible	   en	   cuanto	   a	  supervivencia	  y	  la	  menor	  desventaja	  posible	  en	  cuanto	  a	  no	  supervivencia.	  	  	  
La	   gran	   ventaja	   que	   ofrecen	   las	  RNAs	   sobre	   otros	  modelos	  matemáticos	   es	  que	  no	  son	  fórmulas	  estáticas,	  sino	  dinámicas.	  Se	  trata	  de	  métodos	  de	  cálculo	  que	  se	  pueden	  aplicar	  a	  cualquier	  población	  de	  estudio,	  siendo	  entrenadas	  y	  validadas	  dentro	  de	  la	  misma	  población.	  Otra	  cuestión	  que	  podemos	  considerar	  una	  ventaja	  es	   que,	   a	   pesar	   de	   que	   los	  modelos	  matemáticos	   con	   redes	   neuronales	   se	   hacen	  más	   complejos	   a	   medida	   que	   aumenta	   el	   número	   de	   variables	   incluidas,	   más	  efectiva	  será	  la	  red	  ya	  que	  será	  capaz	  de	  detectar	  todas	  las	  posibles	  interacciones	  entre	  variables,	  lo	  que	  nos	  permitirá	  considerar	  parámetros	  que,	  en	  el	  contexto	  de	  la	  oferta	  de	  un	  donante,	  podrían	  no	  ser	  adecuadamente	  valoradas.	  Esto	  es	  posible	  gracias	   a	   la	   capa	  oculta	  presente	   en	   estos	  modelos.	   	   En	  nuestro	  modelo	   además,	  todas	   las	   variables	   incluidas	   pueden	   ser	   recogidas	   de	   forma	   sencilla	   y	   son	  conocidas	  o	  se	  pueden	  vaticinar	  en	  el	  momento	  de	  la	  oferta	  del	  donante.	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Las	   RNAs	   a	   pesar	   de	   ser	   herramientas	   computacionales	   complejas,	   ya	   han	  sido	  empleadas	  con	  éxito	  en	  modelos	  biomédicos,	  como	  ya	  se	  ha	  descrito	  durante	  dos	  décadas	  (158-­‐177)	  y	  siguen	  ganando	  protagonismo	  en	  la	  literatura	  médica	  en	  los	   últimos	   años.	   Sin	   embargo,	   en	   el	   campo	   del	   trasplante	   hepático	   no	   han	   sido	  muy	  explotadas,	   siendo	  algunas	  de	  estas	  publicaciones	  son	  de	   la	  era	  pre-­‐MELD	  y	  otras	  más	  recientes	  se	  centran	  por	  ejemplo,	  en	  la	  mortalidad	  en	  LE	  pre-­‐TH	  o	  en	  la	  probabilidad	  de	  rechazo	  agudo	  tras	  el	  TH.	  	  
	   No	  obstante,	   aunque	  está	  aumentando	  el	   empleo	  de	  RNAs	  en	  biomedicina	  como	   alternativa	   a	   otros	   métodos	   de	   clasificación,	   probablemente	   la	   mayor	  facilidad	  de	  estadísticos	  más	   comunes	  para	   la	   comunidad	  médica	  podría	   ser	  una	  limitación	   para	   su	   uso.	   El	   personal	   médico	   tiene	   un	   acceso	   más	   limitado	   a	   los	  recursos	   informáticos	   y	  matemáticos	   necesarios	   para	   desarrollar	   estos	  modelos,	  además	   en	   comparación	   con	   la	   RL	   presentan	   una	   mayor	   dificultad	   de	  interpretación,	   habiéndose	   considerado	   como	   cajas	   negras	   en	   el	   campo	   de	   la	  Medicina	   (213).	   La	   falta	   de	   compresión	   y	   de	   términos	   simples	   que	   permitan	  explicar	   el	   resultado	   dado	   por	   la	   red,	   es	   motivo	   de	   desconfianza	   en	   muchas	  ocasiones.	   Sin	   embargo,	   esto	   no	   debe	   llevarnos	   a	   que	   prevalezcan	   los	   modelos	  multivariantes	   sobre	   las	   RNAs,	   que	   son	   herramientas	   validadas	   y	  más	   rigurosas	  (214,215).	  	  
Lo	  que	  si	  podemos	  considerar	  una	  limitación	  de	  las	  RNAs	  es	  el	  hecho	  de	  que	  sean	  modelos	  de	  cajas	  negras,	  lo	  que	  nos	  dificulta	  el	  conocimiento	  de	  las	  variables	  con	  mayor	  peso	  y	  que	  contribuyen	  en	  mayor	  medida	  a	  un	  determinado	  resultado.	  Esta	   falta	   de	   interpretabilidad	   entre	   las	   relaciones	   de	   las	   variables	   de	   entrada	   y	  salida	  puede	  hacer	  estos	  modelos	  inaceptables	  en	  función	  del	  propósito,	  ya	  que	  si	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la	   intención	   del	  modelo	   fuese	   explicativa,	   no	   sería	   aceptable	   (216).	   	   Si	   lo	   que	   se	  trata	  es	  de	  establecer	  una	  predicción,	  como	  en	  nuestro	  caso,	  que	  lo	  que	  tratamos	  es	  de	   predecir	   que	   par	   D-­‐R	   tendrá	   una	   supervivencia/no	   supervivencia	   del	   injerto,	  	  representan	  una	  gran	  alternativa	  a	  los	  modelos	  de	  RL.	  
A	   pesar	   de	   las	   ventajas	   arriba	   mencionadas,	   actualmente	   no	   podemos	  predecir	  que	  los	  equipos	  de	  trasplante	  vayan	  a	  emplear	  las	  redes	  neuronales	  en	  la	  asignación	  D-­‐R	  en	  un	  futuro,	  pero	  es	  una	  herramienta	  esperanzadora	  que	  evitaría	  las	   cuatro	   limitaciones	   comunes	   que	   comparten	   los	   modelos	   de	   asignación	  descritos	  hasta	  la	  fecha	  en	  la	  literatura:	  1)	  Son	  modelos	  heterogéneos,	  ninguno	  de	  ellos	  proporciona	  una	  visión	  global	  del	  estado	  del	  donante	  y	  del	  receptor,	  ya	  que	  sólo	   consideran	   algunas	   variables	   de	   ellos;	   2)	   las	   variables	   consideradas	  influyentes	   en	   un	   país	   pueden	   no	   ser	   válidas	   en	   otros,	   o	   tener	   mediciones	  diferentes,	   lo	   que	   disminuye	   el	   potencial	   de	   exportación	   de	   estos	   modelos;	   3)	  algunos	   de	   ellos	   son	   sistemas	   del	   “todo	   o	   nada”	   para	   los	   que	   sólo	   una	   parte	   de	  pacientes	   pueden	   ser	   discriminados,	   ya	   que	   los	   métodos	   comunes	   de	   análisis	  multivariante	   se	   basan	   principalmente	   en	   modelos	   positivos,	   logrando	   tasas	   de	  predicción	  aceptables	  para	  la	  supervivencia	  del	  injerto,	  pero	  no	  para	  la	  pérdida	  del	  injerto,	   un	   concepto	   que	   convierte	   la	   inteligencia	   artificial	   en	   una	   herramienta	  extremadamente	  útil;	  y	  4)	  algunos	  de	  estos	  modelos	  predictivos	  de	  supervivencia	  descritos	  no	  han	  sido	  validados	  en	  poblaciones	  diferentes.	  Estos	  modelos	  ganarían	  en	   robustez	   si	   fueran	   actualizados	   con	   nuevos	   datos,	   con	   características	   más	  actuales	  de	  los	  donantes	  y	  receptores,	  y	  en	  diferentes	  unidades	  de	  trasplante.	  	  
Otra	  desventaja	  que	  presentan	  estos	  modelos,	  y	  que	  somos	  conscientes	  que	  tampoco	   se	   ve	   solventada	   con	   nuestro	   estudio,	   es	   el	   hecho	   de	   que	   el	   acceso	   al	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trasplante	  no	  está	  igualmente	  garantizado	  en	  enfermos	  con	  indicaciones	  especiales	  de	  trasplante.	  Es	  decir,	  pacientes	  que	  no	  reúnen	  criterios	  mínimos	  de	  inclusión	  por	  gravedad	   de	   su	   función	   hepática,	   pero	   se	   acepta	   que	   tienen	   indicación	   para	   ser	  trasplantados	  por	  encefalopatía	  hepática,	  hemorragia	  digestiva	  recurrente	  o	  ascitis	  refractaria,	  por	  ejemplo.	  Esto	  se	  podría	  resolver	  al	  construir	  una	  base	  de	  datos	  más	  amplia,	   con	  más	   variables,	   para	   que	   la	   RNA	   pudiera	   aprender	   también	   de	   estas	  situaciones.	  
Para	   dar	  mayor	   solidez	   a	   nuestros	   resultados,	   hemos	   calculado	   en	   nuestra	  base	   de	   datos	   el	   rendimiento	   en	   cuanto	   a	   predicción	   de	   supervivencia/no	  supervivencia	   del	   injerto	   a	   3	   meses	   del	   TH,	   que	   tendrían	   los	   principales	   scores	  utilizados	   por	   los	   grupos	   de	   trasplante	   para	   la	   gestión	   de	   la	   lista	   de	   espera	   y	   la	  asignación	   D-­‐R:	   MELD,	   DRI,	   D-­‐MELD,	   SOFT,	   P-­‐SOFT	   y	   BAR.	   La	   precisión	   de	   un	  modelo	   predictivo	   viene	   determinada	   por	   su	   capacidad	   para	   modificar	   los	  resultados	  atribuibles	  al	  azar,	  y	  hemos	  comparado	  la	  capacidad	  discriminatoria	  de	  los	  mismos	  (posibilidad	  de	  cada	  uno	  de	  ellos	  de	  clasificar	  correctamente	  un	  par	  D-­‐R	  como	  vivo/no	  vivo).	  Para	  ello,	  hemos	  obtenido	  curvas	  ROC	  para	  cada	  uno	  de	  los	  scores	  mencionados,	  así	  como	  para	  nuestros	  modelos	  de	  RNAs	  de	  aceptación	  y	  de	  rechazo.	   Para	   obtener	   dichas	   curvas,	   se	   calcularon	   primero	   los	   valores	   de	  sensibilidad	  y	  especificidad	  obtenidos	  con	  cada	  uno	  de	  los	  valores	  observados.	  Una	  vez	  obtenidas	  dichas	  curvas,	  calculamos	  el	  área	  bajo	  la	  curva	  de	  cada	  una	  de	  ellas,	  que	  es	   la	  mejor	   forma	  numérica	  de	  comparar	  de	  manera	  global	  esa	  capacidad	  de	  discriminación.	  	  
Con	  este	  trabajo	  pretendemos	  validar	  la	  metodología	  de	  las	  RNAs.	  El	  modelo	  MADRE,	  obtenido	  de	  la	  base	  de	  datos	  multicéntrica	  española,	  demostró	  muy	  buena	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capacidad	  de	  clasificación	  de	  las	  parejas	  D-­‐R	  en	  las	  clases	  de	  supervivencia	  y	  lo	  que	  es	  más	  importante	  en	  la	  clase	  de	  no	  supervivencia	  del	  injerto.	  Esto	  representa	  una	  de	  las	  claves	  del	  éxito	  de	  nuestra	  investigación,	  ya	  que	  el	  resto	  de	  scores	  descritos	  hasta	  la	  fecha	  no	  han	  logrado	  una	  buena	  discriminación	  de	  esta	  clase	  minoritaria,	  con	  la	  consiguiente	  pérdida	  de	  órganos	  que	  acarrea.	  
Para	   esta	   validación	   metodológica,	   hemos	   desarrollado	   una	   nueva	   red	  neuronal	   en	   una	   institución	   diferente	   con	   un	   sistema	   de	   salud	   diferente,	  concretamente	   con	   pares	   D-­‐R	   de	   la	   unidad	   de	   trasplante	   hepático	   del	   Hospital	  King’s	   College,	   de	   Londres.	   La	   RNA	   para	   el	   KCH	   presentó	   una	   capacidad	   de	  predicción	  excelente	  en	  ambos	  grupos,	  de	  hecho	  es	  el	  mejor	  modelo	  de	  RNA	  que	  	  hemos	   obtenido,	   incluso	   mejora	   los	   resultados	   aportados	   previamente	   por	   el	  MADRE.	  Esto	  lo	  achacamos	  a	  que	  la	  base	  de	  datos	  del	  KCH	  al	  tratarse	  de	  un	  centro	  único	  es	  mucho	  más	  uniforme,	  menos	  heterogénea	  y	  tiene	  menos	  valores	  perdidos	  que	   la	   base	   de	   datos	   española,	   que	   proviene	   de	   la	   recogida	   de	   datos	   de	   varios	  centros.	  Así,	  la	  RNA	  del	  KCH	  se	  ha	  entrenado	  y	  se	  ha	  validado	  a	  sí	  misma	  con	  pares	  D-­‐R	  de	  características	  más	  homogéneas.	  Estos	  resultados	  apoyan	  la	  validación	  de	  la	  metodología	  de	  las	  redes	  como	  una	  herramienta	  óptima	  para	  el	  “matching	  D-­‐R”,	  de	  hecho	  esta	  primera	  validación	  podría	  suponer	  el	  paso	  preliminar	  para	   futuras	  validaciones,	   y	   optimizar	   el	   modelo	   cuando	   se	   disponga	   de	   nuevos	   datos	  procedentes	  una	  unidad	  de	  trasplante	  diferente.	  	  
Al	   construir	   la	   RNA	   para	   el	  modelo	   de	   exportación	   (entrena	   con	  MADRE	   y	  generaliza	   con	   KCH)	   los	   resultados	   fueron	   mucho	   menos	   satisfactorios,	   aunque	  aún	  así	   ambos	  modelos	   (aceptación	  y	   rechazo)	  mostraron	   la	  mejor	   capacidad	  de	  predicción	  al	  compararlos	  con	  el	  resto	  de	  scores.	  La	  explicación	  para	  esto	  se	  debe	  a	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que	   hemos	   construido	   una	   misma	   RNA	   para	   sistemas	   de	   salud	   diferentes	   y	   las	  variables	   de	   entrada	   que	   hemos	   aportado	   a	   la	   red	   son	   distintos,	   por	   ejemplo,	  varían	   las	   características	   de	   los	   donantes,	   la	   proporción	   de	   razas	   es	   distinta,	   los	  motivos	  de	  indicación	  de	  trasplante	  también	  muestra	  proporciones	  diferentes…	  
	  Construimos	  también	  una	  RNA	  unificando	  ambas	  bases	  de	  datos,	  la	  española	  y	   la	   británica,	   al	   que	   llamamos	  modelo	   combinado.	   Este	  modelo	   aportó	  mejores	  resultados	  que	  el	  modelo	  de	  exportación	  en	  ambos	  grupos,	  pero	  sobretodo	  en	  el	  grupo	  de	  no	  supervivencia	  del	  injerto.	  A	  pesar	  de	  lograr	  mejor	  tasa	  de	  predicción	  que	   el	   resto	   de	   scores	   descritos	   hasta	   la	   fecha,	   con	   los	   que	   se	   ha	   comparado,	   no	  alcanza	   tan	   buena	   precisión	   como	   el	   modelo	   MADRE	   o	   el	   modelo	   KCH.	   Para	  nosotros,	  esto	   tiene	   la	  misma	  explicación	  de	  heterogeneidad	  de	   los	  datos	  con	   los	  que	  está	  aprendiendo	  y	  generalizando	  la	  red	  neuronal.	  	  
	  Estos	  hallazgos	  vienen	  a	  confirmar	  la	  premisa	  de	  que	  los	  mejores	  resultados	  son	  obtenidos	  cuando	  la	  RNA	  es	  entrenada,	  testada	  y	  optimizada	  para	  un	  propósito	  específico,	  en	  una	  única	  población.	  	  
El	  modelo	  de	  RNA	  construido	  a	  un	  año	  post-­‐TH	  también	  ha	  obtenido	  buena	  capacidad	  discriminatoria	  para	  ambas	  clases,	  mejorando	  el	  resto	  de	  scores,	  aunque	  ciertamente	   es	   menos	   preciso	   que	   el	   modelo	   a	   3	   meses	   pos-­‐TH.	   Esto	   muy	  probablemente	   tenga	   su	   explicación	   en	   que	   las	   interacciones	   donante-­‐receptor	  tienen	  un	  mayor	  impacto	  en	  la	  supervivencia	  a	  corto	  plazo	  pos-­‐trasplante,	  que	   	  a	  medio-­‐largo	  plazo,	  ya	  que	  empiezan	  a	  tener	  más	   influencia	   	  otras	  variables	  como	  las	  complicaciones	  post-­‐TH,	   la	  enfermedad	  de	  base	  del	  receptor,	   los	  efectos	  de	   la	  inmunosupresión...	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El	   hecho	   de	   que	   las	   RNAs	   tengan	   un	   comportamiento	   dinámico	   es	   muy	  determinante	  a	   la	  hora	  de	  su	  construcción	  e	   interpretación,	  en	  el	   sentido	  de	  que	  para	   cada	   población	   específica	   la	   red	   aprenderá	   de	   sí	   misma	   mejorando	   sus	  resultados	   caso	  a	   caso,	   es	  decir	   siendo	  entrenada	  y	   validada	  dentro	  de	   la	  misma	  población.	  Esto	  es	  especialmente	  importante	  a	  la	  hora	  de	  realizar	  la	  validación,	  ya	  que	   se	   trata	   de	   hacerlo	   con	   una	   metodología	   útil	   para	   cualquier	   país,	   con	   sus	  propias	  peculiaridades,	  como	  queda	  reflejado	  en	  los	  resultados	  obtenidos	  con	  los	  distintos	  modelos.	  	  
La	   utilidad	   potencial	   de	   nuestro	   modelo	   necesitaría	   evaluarse	   con	   una	  población	   mucho	   mayor	   utilizando	   grandes	   bases	   de	   datos	   multinacionales.	   Sin	  embargo,	   parece	   que	   utilizar	   un	   único	   modelo	   global	   en	   todo	   el	   mundo	   sería	  mucho	  menos	  útil	  y	  menos	  preciso,	  debido	  a	  la	  heterogeneidad	  de	  los	  datos	  entre	  unos	  países	  y	  otros	  (por	  ejemplo,	  el	  tiempo	  de	  isquemia	  fría	  no	  sería	  lo	  mismo	  y	  no	  tendría	  el	  mismo	  impacto	  en	  una	  amplia	  área	  geográfica	  de	  Estados	  Unidos,	  que	  en	  un	   pequeño	   país	   europeo).	   Por	   tanto,	   resulta	  más	   atractiva	   la	   idea	   de	   que	   cada	  programa	   de	   trasplante	   analizara	   sus	   propios	   datos	   y	   construyera	   su	   propio	  modelo,	   ya	   que	   hemos	   demostrado	   que	   funcionan	   mejor	   al	   aprender	   con	   sus	  propios	   datos.	   Así,	   dispondríamos	   de	   un	   modelo	   de	   RNA	   para	   cada	   unidad	   de	  trasplante	   de	   cada	   país,	   que	   generara	   su	   software	   específico	   para	   apoyar	   la	  decisión	  del	  “matching	  D-­‐R”.	  
Hoy	  en	  día,	   las	   redes	  neuronales	   son	  utilizadas	  diariamente	  en	  multitud	  de	  ámbitos	  para	  predecir	  situaciones	  muy	  complejas	  y	  controlan	  un	  gran	  número	  de	  procesos	   en	   todo	   el	   mundo.	   Hay	   muchos	   ejemplos	   como	   control	   de	   plagas,	  comportamiento	   de	   vuelos,	   controles	   del	   nivel	   de	   agua	   embalses,	   apertura	   de	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muelles	  o	  pronósticos	  meteorológicos	  (217,218).	  Para	  gran	  parte	  de	  ellos,	  se	  han	  utilizado	   cientos	   de	   variables	   registradas	   cada	   día	   durante	   varios	   años	   para	  construir	   estas	   herramientas,	   con	   excelentes	   capacidades	   de	   predicción	   no	  alcanzables	   por	   la	   mente	   humana	   y	   muy	   lejos	   de	   los	   métodos	   estadísticos	  convencionales.	   Cada	   uno	   de	   estos	   modelos	   está	   diseñado	   específicamente	   para	  cada	   proceso	   individual.	   Por	   ejemplo,	   la	   RNA	   diseñada	   para	   la	   predicción	  meteorológica	  de	  un	  lugar	  no	  es	  la	  misma	  que	  para	  otro	  lugar,	  ni	  la	  que	  se	  diseña	  para	  controlar	  las	  variables	  que	  afectan	  a	  un	  vuelo	  de	  un	  tipo	  de	  avión	  se	  pueden	  utilizar	  para	  otro	  tipo	  de	  avión	  distinto.	  	  
Aún	  sabiendo	  que	  la	  inteligencia	  artificial	  ha	  demostrado	  clara	  superioridad	  al	   comportamiento	   del	   sistema	   nervioso	   humano,	   nos	   encontraremos	   en	   la	  práctica	  clínica	  con	  situaciones	  especiales	  a	  las	  que	  no	  se	  pueda	  adaptar.	  Incluso	  el	  robot	  más	  sofisticado	  es	  improbable	  que	  sea	  capaz	  de	  modelar	  de	  forma	  adecuada	  ciertos	  factores	  individuales	  y	  temas	  éticos.	  Por	  ejemplo,	  un	  candidato	  que	  va	  a	  ser	  sometido	  a	  un	  tercer	  re-­‐trasplante	  por	  un	  fallo	  primario	  del	  injerto	  del	  primero	  y	  una	   trombosis	   arterial	   del	   segundo,	   es	   posible	   que	   la	   RNA	   no	   lo	   considere	  adecuado	   para	   asignarle	   ningún	   donante	   debido	   a	   que	   se	   esperan	   muy	   malos	  resultados	   post-­‐TH.	   Para	   solventar	   este	   tipo	   de	   situaciones	   tendríamos	   dos	  opciones:	   bien	   crear	   una	  RNA	  que	   fuese	   específica	   para	   retrasplantes,	   o	   bien	   no	  considerar	  el	  resultado	  generado	  por	  la	  RNA	  y	  generar	  un	  modelo	  mixto	  en	  el	  que	  coexistirían	  el	  factor	  humano	  y	  la	  inteligencia	  artificial.	  	  
Algo	  similar	  sucede	  cuando	  la	  gestión	  de	  la	  LE	  del	  TH	  se	  basa	  estrictamente	  en	  el	  MELD,	  ya	  que	  puede	  conllevar	  a	  políticas	  de	  asignación	  inflexibles.	  Con	  este	  tipo	  de	  políticas,	  el	  primer	  donante	  disponible	  se	  le	  asigna	  al	  primer	  candidato	  que	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hay	  en	  la	  lista	  de	  espera	  (el	  más	  enfermo,	  el	  que	  tiene	  mayor	  puntuación	  de	  MELD).	  Sin	  embargo,	  con	  el	  empleo	  de	  las	  RNAs,	  podríamos	  decidir	  si	  ese	  mismo	  donante	  se	   lo	  asignamos	  a	  otro	   receptor	  de	   la	  LE,	  mientras	  que	  para	  ese	  primer	  receptor	  esperaríamos	  otro	  donante	  con	  características	  más	  idóneas	  para	  él,	  mejorando	  así	  el	   beneficio	   de	   supervivencia	   que	   obtendríamos.	   Un	   buen	   ejemplo	   de	   ello	   es	   el	  hecho	   que	   ya	   conocemos	   de	   que	   los	   receptores	   con	   VHC	   presentan	   malos	  resultados	   post-­‐TH	   cuando	   se	   combinan	   con	   donantes	   con	   esteatosis	  macovesicular	   moderada.	   Para	   evitar	   esta	   combinación,	   se	   han	   generado	   reglas	  específicas	  en	  los	  equipos	  de	  trasplante,	  de	  manera	  que	  aunque	  se	  siga	  una	  política	  de	  asignación	  por	  MELD	  se	  permite	  realizar	  este	  matching	  a	  los	  grupos	  de	  TH.	  Pues	  bien,	  las	  RNAs	  son	  capaces	  de	  predecir	  otras	  posibles	  interacciones	  entre	  donantes	  y	   receptores	   con	   malos	   resultados,	   que	   nosotros	   ni	   siquiera	   conocemos	   y	   que	  tampoco	   se	   han	   detectado	   con	   los	   análisis	   estadísticos	   convencionales.	   De	   esta	  manera	   la	   RNA	   nunca	   asignará	   un	   determinado	   donante	   a	   un	   determinado	  receptor,	  mientras	  que	  una	  decisión	  humana	  si	  lo	  haría.	  	  
El	  modelo	  de	   emparejamiento	  D-­‐R	  generado	  por	   la	   inteligencia	   artificial	   ha	  demostrado	  una	  evidencia	  robusta	  en	  el	  tema	  más	  controvertido	  en	  el	  trasplante,	  que	   es	   lograr	   los	   mejores	   resultados	   posibles	   post-­‐TH	   combinando	   las	  características	   del	   donante	   y	   del	   receptor.	   Esta	  metodología	   además	   combina	   lo	  mejor	  del	  sistema	  MELD	  con	  el	  beneficio	  de	  supervivencia,	  usando	  para	  ello	  RNAs	  con	  un	  sistema	  basado	  en	  reglas,	  con	  lo	  que	  resulta	  en	  un	  enfoque	  más	  objetivo	  en	  términos	  de	  equidad,	  utilidad	  y	  eficiencia.	  Además,	  nuestro	  modelo	  evita	  la	  visión	  individualista	   de	   las	   teorías	   del	   beneficio	   de	   supervivencia	   para	   aportar	   este	  beneficio	  a	  todos	  los	  receptores	  potenciales	  con	  una	  puntuación	  MELD	  similar.	  En	  el	  caso	  de	  que	  la	  RNA	  genere	  resultados	  similares	  para	  más	  de	  una	  pareja	  D-­‐R,	  el	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sistema	  basado	  en	  reglas	  asigna	  el	  órgano	  al	  paciente	  con	  la	  puntuación	  MELD	  más	  alta.	  Esto	   los	   convierte	   en	   sistemas	   complementarios	  para	  un	  mismo	  objetivo	  en	  lugar	  de	  competitivos.	  
	  
	   Somos	   conscientes	   de	   que	   hemos	   comparado	   una	   RNA	   generada	   en	   una	  única	  institución	  con	  otra	  que	  se	  construyó	  a	  partir	  de	  una	  base	  de	  datos	  nacional.	  Esto	   es	   quizás	   la	   primera	   limitación	   de	   nuestro	   estudio,	   ya	   que	   podría	   no	  considerarse	   una	   validación	   real,	   pero	   por	   el	   contrario	   nos	   ha	   permitido	  corroborar	   la	  necesidad	  de	  que	  es	   imprescindible	  que	   la	  RNA	  aprenda	  con	  datos	  los	  más	  homogéneos	  posibles	  y	  se	  teste	  y	  generalice	  con	  esos	  mismos	  datos,	  para	  alcanzar	  la	  mejor	  precisión	  posible.	  	  
Otra	   de	   las	   principales	   limitaciones	   que	   podemos	   encontrar	   en	   nuestro	  estudio	   es	   que	   las	   RNAs	   han	   sido	   construidas	   sobre	   datos	   observacionales	  recogidos	  de	   forma	  retrospectiva,	  con	  el	  consiguiente	  sesgo	  de	  selección	  que	  ello	  puede	   conllevar,	   aunque	   el	   número	   de	   pares	   D-­‐R	   es	   muy	   elevado	   tanto	   en	   el	  MADRE	   como	   en	   el	   KCH.	   Así,	   un	   área	   potencial	   para	   progresar	   en	   esta	  investigación	   sería	   construir	   una	   RNA	   de	   forma	   prospectiva	   utilizando	   un	   gran	  número	  de	  variables	  pre	  y	  post-­‐trasplante.	  Como	  sabemos	  y	  ha	  sido	  demostrado,	  las	  RNAs	  aprenden	  con	   sus	  propios	  datos	  y	   son	  capaces	  de	  mejorar	   su	  precisión	  cuando	  aumentamos	  el	  número	  de	  datos	  incluidos.	  	  
También	   se	   podría	   considerar	   que	   se	   aporta	   un	   gran	   número	   de	   variables,	  para	  pocos	  pares	  D-­‐R	  y	  que	  por	   tanto	  existe	   riesgo	  de	   sobreentrenamiento	  de	   la	  red.	  Para	  obtener	  un	  modelo	  coherente	  ciertamente	  debemos	   impedir	  que	   la	  red	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memorice	   el	   conjunto	   de	   patrones	   que	   utiliza	   para	   el	   entrenamiento,	   lo	   que	  implicaría	  que	  la	  red	  más	  que	  aprender	  de	  los	  ejemplos	  se	  adaptase	  demasiado	  a	  los	   datos,	   reduciendo	   así	   su	   capacidad	   de	   generalización.	   Sin	   embargo,	   este	  fenómeno	   lo	  hemos	  evitado	  al	  emplear	   la	   técnica	  de	  validación	  cruzada,	  es	  decir,	  hemos	  dividido	  a	  su	  vez	  el	  grupo	  de	  entrenamiento	  en	  conjuntos	  de	  aprendizaje	  y	  	  validación.	  	  
Comparte	  una	  de	  las	  limitaciones	  con	  el	  modelo	  MELD	  y	  es	  que	  continuamos	  sin	  tener	  una	  forma	  objetiva	  de	  priorizar	  a	   los	  pacientes	  en	  LE	  para	  TH	  incluidos	  por	   hepatocarcinoma,	   de	   hecho	   éste	   es	   uno	   de	   nuestros	   criterios	   de	   inclusión.	  	  Actualmente,	  a	  estos	  pacientes	  se	  les	  asigna	  puntos	  adicionales	  por	  antigüedad	  en	  LE.	  Al	  ser	  nuestro	  modelo	  complementario	  al	  MELD,	  y	  no	  ser	  “real”	  la	  puntuación	  de	  estos	  enfermos	  es	  el	  motivo	  por	  el	  cual	  decidimos	  su	  exclusión.	  Recientemente,	  Kensinger	   y	   colaboradores	   (219)	   han	   realizado	   un	   estudio	   para	   tratar	   de	  desarrollar	  un	  sistema	  de	  asignación	  de	  puntos	  adicionales	  basado	  en	  datos	  más	  objetivos	  e	  imparciales	  para	  los	  pacientes	  con	  HCC,	  de	  forma	  que	  se	  puedan	  igualar	  mejor	   el	   acceso	   al	   trasplante	   entre	   estos	   pacientes	   y	   aquellos	   a	   los	   que	   se	   les	  calcula	   el	   MELD	   estrictamente	   por	   valores	   de	   laboratorio.	   Concluye	   que	   para	  igualar	   la	   probabilidad	   de	   presentar	   un	   evento	   adverso	   en	   LE,	   la	   puntuación	  adecuada	   para	   incluir	   a	   un	   paciente	   en	   LE	   por	   HCC	   es	   de	   16,	   sumando	  aproximadamente	  un	  punto	  al	  mes.	  	  
	  
Por	  otra	  parte,	  aunque	  hemos	  desarrollado	  una	  RNA	  para	  el	  KCH	  al	  año	  del	  TH,	   nuestro	   estudio	   se	   centra	   básicamente	   en	   la	   construcción	   de	   RNAs	   para	  discriminar	   supervivencia	   a	   los	   3	   meses	   post-­‐TH.	   Esto	   ha	   sido	   así	   porque	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consideramos	  que	  la	  supervivencia	  a	  6	  y	  12	  meses	  está	  más	  influenciada	  por	  otros	  factores	   como	   por	   ejemplo	   la	   inmunosupresión,	   las	   infecciones	   o	   las	  complicaciones	   post-­‐TH,	   y	   aunque	   podría	   ser	   otra	   línea	   de	   investigación	  interesante,	  no	  es	  nuestro	  principal	  objetivo.	  El	  impacto	  de	  un	  buen	  matching	  D-­‐R,	  realizado	  de	  forma	  pre-­‐trasplante,	  se	  ve	  reflejado	  de	  una	  forma	  más	  pura	  y	  menos	  sesgada	  en	  los	  resultados	  a	  los	  3	  meses	  post-­‐TH.	  	  
	  
Para	   la	   utilización	   de	   los	   modelos	   generados	   por	   las	   RNAs	   en	   la	   práctica	  clínica	  diaria,	  lo	  que	  se	  pretende	  sería	  la	  incorporación	  del	  software	  a	  los	  sistemas	  sanitarios,	  de	  forma	  que	  el	  proceso	  sería	  prácticamente	  el	  mismo	  que	  el	  utilizado	  hasta	  ahora.	  El	  coordinador	  local	  de	  donantes,	  al	  ofertar	  un	  órgano	  introduciría	  los	  datos	   en	   un	   sistema	   centralizado,	   que	   seleccionaría	   el	   receptor	   con	   mejor	  resultado	  post-­‐TH.	  Aún	  así,	  para	   facilitar	   la	  aplicabilidad	  clínica	  de	  este	  complejo	  modelo	   estamos	   considerando	   como	  un	  objetivo	   futuro	   crear	  una	   aplicación	  que	  estaría	   conectada	   a	   la	   web,	   en	   la	   que	   ya	   estarían	   incluidos	   los	   datos	   de	   los	  receptores	   en	   lista	   de	   espera,	   y	   se	   le	   aportarían	   en	   el	  momento	   de	   la	   oferta	   los	  datos	   del	   donante	   y	   aquellos	   que	   podríamos	   predecir	   de	   la	   cirugía.	   Con	   toda	   la	  información	   disponible,	   la	   aplicación	   también	   seleccionará	   a	   los	   mejores	  candidatos	  para	  el	  trasplante,	  lo	  que	  supone	  tomar	  una	  decisión	  más	  centralizada	  y	  objetiva,	   que	   aquella	   que	   tomaría	   cada	   cirujano	   en	   particular	   al	   ofertarle	   un	  órgano.	  	  	  
Como	   ya	   se	   ha	   mencionado,	   actualmente	   las	   RNAs	   controlan	   múltiples	  procesos	  que	  pueden	  condicionar	  la	  supervivencia	  de	  miles	  de	  personas	  todos	  los	  días.	  Si	  bien,	  en	  el	  campo	  de	  la	  Medicina	  les	  queda	  un	  largo	  camino	  por	  recorrer.	  La	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CONCLUSIONES	  
1. El	   empleo	   de	   Redes	   Neuronales	   Artificiales	   para	   la	   Asignación	   Donante-­‐Receptor	  en	  el	  Trasplante	  Hepático	  ha	  demostrado	  excelentes	  capacidades	  de	  predicción	  de	  Supervivencia	  y	  No	  Supervivencia	  del	  injerto	  a	  los	  3	  meses	  post-­‐Trasplante,	   al	   ser	   validadas	   en	   un	   sistema	   de	   salud	   distinto	   de	   otro	  país,	   por	   lo	   tanto	   la	   metodología	   de	   la	   Inteligencia	   Artificial	   ha	   quedado	  claramente	  validada	  como	  herramienta	  óptima	  para	  el	  “matching	  D-­‐R”.	  
	  
2. Nuestros	   resultados	   apoyan	   que	   los	   distintos	   equipos	   de	   Trasplante	  Hepático	  consideren	  las	  Redes	  Neuronales	  Artificiales	  como	  el	  método	  más	  exhaustivo	  y	  objetivo	  descrito	  hasta	   la	   fecha	  para	   el	  manejo	  de	   la	   lista	  de	  espera	  del	  Trasplante	  Hepático,	  evitando	  criterios	  subjetivos	  y	  arbitrarios	  y	  maximizando	  los	  principios	  de	  equidad,	  utilidad	  y	  eficiencia.	  
	  
3. Nuestro	  modelo	  de	  validación,	  es	  decir,	  la	  RNA	  generada	  con	  pares	  D-­‐R	  del	  Hospital	   King’s	   College	   de	   Londres	   ha	   logrado	   la	   máxima	   capacidad	   de	  predicción,	  superando	  el	  resto	  de	  modelos	  y	  apoyando	  el	  hecho	  de	  que	  cada	  RNA	  debe	  ser	  entrenada,	  testada	  y	  optimizada	  para	  un	  propósito	  específico,	  en	  una	  única	  población.	  Así,	   cada	  programa	  de	  TH	  debería	  disponer	  de	  su	  propio	  modelo	   construido	   con	   sus	   propios	   datos,	   para	   apoyar	   la	   decisión	  del	  “matching	  D-­‐R”.	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4. El	  modelo	  de	  Asignación	  D-­‐R	  generado	  por	  las	  RNAs	  combina	  lo	  mejor	  del	  sistema	  MELD	  con	  el	  Beneficio	  de	  Supervivencia	  Global,	  usando	  para	  ello	  un	  sistema	   basado	   en	   reglas,	   maximizando	   la	   utilidad	   de	   los	   injertos	  disponibles.	   Esto	   los	   convierte	   en	   sistemas	   complementarios	   para	   un	  mismo	  fin,	  en	  lugar	  de	  considerarlos	  competitivos.	  
	  
5. Para	  dar	  mayor	  robustez	  a	  nuestros	  hallazgos,	  sería	  necesario	  realizar	  una	  validación	   metodológica	   prospectiva	   mediante	   un	   ensayo	   en	   el	   que	   se	  construyera	   una	   Red	   Neuronal	   Artificial	   en	   una	   población	   grande	   con	   un	  gran	   número	   de	   pares	   Donante-­‐Receptor	   a	   la	   que	   se	   aportarán	  múltiples	  variables	   de	   entrada	   del	   donante,	   del	   receptor	   y	   de	   la	   cirugía	   de	   forma	  prospectiva,	  así	  como	  de	  los	  resultados	  post-­‐Trasplante	  Hepático.	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Background: In 2014, we reported a model for Donor-Recipient matching (D-R) 
in liver transplantation (LT) based on artificial-neural-networks (ANN) from a 
Spanish multicentre study (MADR-E: Model for Allocation of Donor and 
Recipient in España). The aim is to test the ANN-based methodology in a 
different European-healthcare system in order to validate it.   
Methods: An ANN model was designed using a cohort of patients from King’s 
College Hospital (KCH) (N=822). The ANN was trained and tested using KCH 
pairs for both 3- and 12-months survival models. Endpoints were probability of 
graft survival (CCR) and non-survival (MS). The final model is a rule-based-
system for facilitating the decision about the most appropriate D-R matching.  
Results: Models designed for KCH had excellent prediction capabilities for both 
3-months (CCR-AUC=0.9375; MS-AUC=0.9374) and 12-months (CCR-
AUC=0.7833; MS-AUC=0.8153), almost 15% higher than the best obtained by 
other known scores such as MELD and BAR.  Moreover, these results improve 
the previously reported ones in the multicentric MADR-E database.  
Conclusions: The use of ANN for D-R matching in LT in other healthcare 
systems achieved excellent prediction capabilities supporting the validation of 
these tools. It should be considered as the most advanced, objective and useful 
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 Liver transplantation (LT) offers the best outcome for several end-stage 
liver disorders. Thanks to its wide applicability and excellent outcomes, the 
number of candidates continues to grow. The number of donors is not enough to 
satisfy the current demand. As a consequence, death and drop-out from the 
waiting list continue to be significant. Over the last 20 years, criteria for 
considering a suitable graft for transplantation have changed and the use of 
extended criteria donors (ECD) is widely accepted in the transplant community. 
However, the balance between waiting list, ECD and outcomes after 
transplantation is fragile and care is required to maintain outcomes after LT on an 
intention to treat basis (1). 
It is well-known that donor and recipient matching (D-R matching) is 
important in determining outcomes after LT and several ‘scores’ have been 
proposed (2-4). The use of high-risk-donors in high-risk-recipients is a complex 
combination which is not always advantageous (5-7). Similarly, others have 
analyzed the impact of some factors in some recipients but not for others (i.e. 
donor macrosteatosis and hepatitis-C (HCV) vs non-HCV recipients) (8). D-R 
matching is not only important in terms of individual outcomes; it is also of 
interest when considering the benefit for the overall population. An optimal D-R 
matching is the key for an allocation system that intends to be objective and equal 
for every patient (9). 
In 2014, the Spanish liver transplant groups reported the utility of a rule-
based system based on artificial neural networks (ANN) as an optimal D-R 
matching system (MADR-E.- Model for the Assignment of Donor and Recipient in 
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España) for LT in a large multicentre cohort of D-R pairs (10). In this study, ANN 
were superior to all other scores published to date in predicting graft survival and 
graft loss for the Area Under the Curve (AUC) metric. The manuscript included a 
model in which it was possible to observe how donor livers were allocated to 
recipients in both standard and extended criteria groups. The developed system 
used a well-known MOEA technique for training an ANN model. Using this strategy, 
we also constructed a probabilistic rule-based system for D-R matching, using the 
first five recipients on the waiting list according to MELD for assigning the graft. In 
this way, the objectives are to maximize the survival probability for 3- and 12-
months and minimize the non-survival probability. If the probability for the first 
recipient is not significant with respect to the rest, the MELD criterion is 
considered. Therefore, our syst m combines both the survival and justice 
principles. 
It was suggested that a validation of this methodology would be further 
needed in order to analyze if the results obtained in MADR-E could be duplicated 
elsewhere in Europe. The aim of our study is to analyze if our rule-based system 
has a similar behavior in a different healthcare system and whether it would be a 
powerful tool for D-R matching in comparison to other current models.  
 
PATIENTS AND METHODS 
a. Hospital selection. From the whole spectrum of hospitals in Europe, we 
performed the external validation with King’s College Hospital NHSFT (KCH) 
in London-United Kingdom. The reasons for choosing this centre were: first, 
it is one of the highest-volume centre (>200 transplant per year) in Europe 
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with excellent results and protocols; second, data collection seems fairly 
more strict, homogeneous and with less amount of missing data if 
validation comes from a single Unit; and third, KCH belongs to a public 
healthcare system (similar to Spain) but with clear differences in terms of 
donation and allocation policies.  
b. Patient selection.  
1. King’s College Hospital dataset.- To obtain a similar number of 
patterns, only reported pairs from January 2002 to December 2010 
were included. Thereby, a dataset containing 858 English D-R pairs 
was collected. 
2. Exclusion criteria: Paediatric liver transplants, living donor liver 
transplants and hepatocellular carcinoma (HCC). These last 2 
exclusion criteria were because they follow different allocation 
policies not strictly ruled by MELD score or random MELD score 
points additions according to time on waiting list or high/low risk 
HCC criteria.  
c. Missing values. Imputation techniques. Once the data were collected, it 
was necessary to perform some classical techniques of data imputation in 
order to replace all the missing values. To do so, first, when the ratio of 
missing values for any variable was <1%, those were substituted by the 
mean (in the case of a continuous and quantitative variable) and by the 
mode (in the case of a binary and qualitative variable). When the ratio of 
missing values was >1% and <10%, a linear and nonlinear regression 
analysis was performed for recover those missing values. Finally, patterns 
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with a percentage of missing values >10% were not considered for the 
study.  
d. Building the artificial neural networks: Models of donor-recipient 
matching. In order to obtain the best knowledge of D-R prognosis, a new 
system was developed for graft assignment. For each D-R pair, two 
probabilities were calculated using 2 different and non-complementary 
models: the positive-survival model and the negative-loss model.  
1. The positive-survival	 model consists of a neural network, which 
predicts the probability of 3-months graft survival after LT. This 
model uses the mathematical concept of Correct Classification Rate 
(CCR), or Accuracy, defined as the percentage of correctly classified 
training patterns. This model tries to maximize the probability that a 
D-R pair has of belonging to the "graft survival" class. 
2. The negative-loss	 model consists of a neural network giving the 
probability of non-survival of the graft 3 months following the 
transplant. This model uses the mathematical concept of Minimum 
Sensitivity (MS), defined as the minimum value of the sensitivities of 
each of the classes. This model tries to maximize the probability that 
a D-R pair has of belonging to the “non-graft-survival” class. 
e. Building the artificial neural networks: the training/testing process.  
The values of the connections and the structure of the models are 
determined by an evolutionary algorithm. To verify that the individuals 
obtained by the evolutionary algorithm are efficient, the coefficients of the 
individual neural network models are trained with a subset of the database 
(training set) and tested with the rest of the database (generalization set) 
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(11). As it is common in the area of artificial intelligence, a 10-fold cross-
validation experimental design is used. Briefly, the whole dataset is 
randomly divided, and 90% of the patients are used for the training step, 
leaving 10% for the final testing. This process is performed 10 times, in this 
sense, all patterns are considered in the testing phase. In this paper, we 
analyse the best CCR and MS models are chosen. The two "best models" are 
those that correctly classify the highest number of pairs in both categories 
of graft survival and graft loss. 
f. Building the artificial neural networks: Algorithms used. The positive-
survival and negative-loss models are ANN models. An ANN is a 
mathematical model inspired by biological neural networks used to learn 
and predict the end-point variable from a given set of input data (in this 
case, characteristics of recipients, donors and other operative factors were 
considered).  The interest in ANN models for predicting outcome after liver 
transplantation dates back to two decades ago (12). In this manuscript, a 
Multiobjective Evolutionary Algorithm (MOEA) was used to train and 
optimize these ANN models. The weights and structure of the ANNs were 
adjusted by different operators employed by the MOEA during the 
evolutionary process. Both the operators and the MOEA are inspired by 
biological evolution, performing methodologies such as reproduction, 
mutation or selection. In our work, the evolutionary process of the MOEA 
was guided by two different competing objective functions. The former 
function considered was the accuracy or CCR (maximizing the belonging to 
the survival class) and the latter was the MS (maximizing the belonging to 
the non-survival class), which reports the minimum classification rate per 
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class of all of the classes in the problem. Thus, the CCR metric will be 
focused on overall classification, whereas MS will focused on the minority 
class classification (in our cases, non-survival class) (13). The MPENSGA2 
algorithm (Memetic Pareto Evolutionary approach based on the NSGA2 
evolutionary algorithm) was selected as MOEA in this paper in order to 
train the ANN models, since it has been shown to achieve competitive 
performance with a limited computational cost (13). Once the evolutionary 
process of the algorithm has been completed, the best models (one for CCR 
and one for MS) have been selected as potential solutions to the problem. 
g. Experiments.  In this paper, the rule-based system is constructed using 
data from an European high-volume liver transplant Unit (KCH). According 
to previous suggestions, 3- and 12-months graft survival models were 
obtained. Note that a new D-R matching classification model is created for 
KCH, as this is the common procedure in artificial intelligence (given that 
the data characteristics of KCH are similar, but not entirely identical). With 
this model, the aim is to study whether ANNs work well in a different 
population within Europe. This implies that the D-R matching model 
developed using KCH data is not universally applicable for clinicians all 
around the world, although ANNs are considered as universal 
approximations and can be successfully used for this purpose. Note that, for 
the sake of robustness, any multivariate or artificial intelligence models 
(such as logistic regression (14,15) or ANNs) should be re-trained when a 
new significant number of data is available. The creation of a supranational 
model which combines data from multiple transplantation units is desirable, 
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and the proposed ANN-based methodology, as shown in this paper, appears 
adequate for this aim.  
h. The Rule-based system. With the two models obtained, a rule-based 
decision support system was designed, with the MELD score as the 
cornerstone of this model. Therefore, in the case of draw, i.e. when the ANN 
is not capable of determining significant differences in probability of 
survival (3%) and non-survival (5%), the D-R matching is allocated by 
MELD. These probabilities were chosen from the standard deviations from 
the probabilities of belonging to the class of graft survival (SD=2.86%) or 
not-survival (SD=5.56%). 
i. Comparisons against other scores. To test the accuracy of our ANN-based 
model in predicting both graft-survival and –loss, comparisons with other 
current validated scores were performed using the same KCH data 
partitions. Receiver-operating-characteristics (ROC) curves (and the 
corresponding AUC values) were obtained for every score to predict both 
end-points and compared against CCR and MS models. According to current 
literature, MELD(16), D-MELD(17), DRI(2), P-SOFT, SOFT(3) and Bar(4) 
scores were calculated. To compare classifiers it is desirable to reduce ROC 
performance to a single scalar, and the most common method is to calculate the 
area under the ROC curve (AUC), which can be interpreted as the probability 
that a classifier will assign a higher score to a randomly chosen positive pattern 
than to a negative one. The best algorithm should produce the dominant curve, 
which also has the largest AUC (18). 
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j. Ethical and humanae considerations. Every procedure, including 
obtaining informed consent, was conducted in accord with the ethical 
standards of the Committee on Human of the Helsinki Declaration of 1975. 
RESULTS 
a. Descriptive analysis. Considering the surviving/non-surviving graft 
classes, there were 739/83 in the KCH database. For each pair, several 
variables were selected, more specifically, 16 variables concerning the 
recipient, 17 concerning the donor and finally, 5 related to the surgery. 
Nominal variables were transformed into binary ones, resulting in a set of 
55 variables. Independent baseline results, comparisons between MADR-E 
and KCH are depicted in Table 1.  
b. ANN for KCH (3-months graft survival model) (Supplemental Digital 
Content 1). The ANN models clearly improved the potential prediction of 
graft survival and graft non-survival at 3-months after the transplant. The 
CCR (AUC=0.9375) and MS (AUC=0.9374) models improved up to a 10% 
with respect to the second best score (BAR score; AUC=0.8446) (Figure 1). 
As observed, the prediction capability is excellent and clearly better 
(increase >11%) than in the previous original MADR-E model in which CCR 
and MS models predicted AUC=0.8060 and AUC=0.8215, respectively. 
c. ANN for KCH (12-months graft survival model) (Supplemental Digital 
Content 2). The impact of D-R matching on graft survival was also analyzed 
in the long-term setting. One-year probability of graft (AUC=0.7833) and 
non-graft (AUC=0.8153) survivals were better predicted by ANNs 
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compared to the best prediction achieved by other scores (BAR score; 
AUC=0.7097) (Figure 2).  
d. Simulation of D-R selection using the rule-based model. For the 
application of the rule-based model, 5 random real recipients and 10 
random potential donors were selected. The ANN calculated the highest 
probability of graft survival (CCR model) and the lowest probability of graft 
non-survival (MS model). By combining both of them and using the rule-
based system, a recipient was chosen for a specific donor. In our theoretical 
model, R1 was the preferential selection for donors 2, 8 and 10. For 
example, when donor 10 was selected, R1 and R3 had equal survival and 
non-survival probabilities, but highest MELD score (and thus, highest 
probability of death on waiting list) ruled the decision from the ANN. For 
example, when donor 6 was selected, R1 and R3 had similar graft surviving 
rates but R3 had the lowest probability of non-survival and then, it was 
selected by the computer (Table 2).  
DISCUSSION. 
 The management of the waiting list for liver transplantation is not an easy 
task. The number of candidates is increasing and it would be even higher if 
expanded indications were accepted for diseases as colorectal liver metastases, 
flexible HCC criteria or cholangiocarcinoma. Considering that patients with liver 
disease do not have the availability of a machine that could replace liver function, 
LT is a life-threatening procedure in which the scarcity of donors increases its 
complexity. The medical community needs a tool that could combine 3 unique 
features: objectivity (to avoid human subjectivity in the management of waiting 
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list), optimization (to achieve highest post-transplant survival rates) and justice 
(to give the chance to be transplanted with advanced disease). Our findings 
confirm that the an optimal D-R matching system would be an ANN-guided system 
trained, tested and optimized for each healthcare system. 
  Several systems have been proposed for D-R matching in LT. All of them 
have been built using multivariate models or statistical findings. Certainly, all of 
them have worked well and have highlighted the fact that donor and recipient, 
rather than running parallel, combine in a complex manner. However, it is difficult 
to believe that any of these models can be used robustly in different healthcare systems 
worldwide. The reasons for this include their heterogeneity, the different variables used 
and that some of them are all-or-none systems in which only a small number of patients 
can be discriminated. For the sake of robustness and precision, these models should be 
updated when new data and different characteristics are available at the different 
transplant units. A further disadvantage is that access to transplantation may not be 
equally guaranteed in indications that do not meet ‘minimum listing criteria’, such as 
recurrent encephalopathy or refractory ascites (9). 
Our MADR-E worked well in the Spanish database grouping data from 
several centres. In this sense, the development of an ANN for KCH had excellent 
prediction capability, which was even better than the original MADR-E. The 
validation of our methodology as a tool for optimal D-R matching is supported by 
these findings. The authors would like to highlight the necessity of optimizing this 
model when new data (e.g. from a different transplant unit) are available. The 
explanation for this would include that input variables could be very different 
(different donors, indications, race proportions, …). Therefore each ANN model 
would be trained for a specific purpose in a single distinctive population. The 
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results of the 12-months ANN are also useful, but less accurate than the 3-months 
model. This is probably because D-R interactions may not have such a direct 
impact on mid-term survival as they do on short-term outcomes. 
The potential utility of our model needs to be evaluated with a much larger 
population using large multinational databases. It is an attractive idea to think that 
it may be possible to find an ANN model for each liver transplant program in every 
country. However, it should be possible for each transplant program to analyze 
their data by building their own decision support system model and generating 
specific D-R matching software. Note that ANN could potentially work better if 
they could be developed using previously recorded data with no missing values. A 
potential area of research would be to prospectively build an ANN using hundreds 
of pre-transplant variables and hundreds of post-transplant variables. 
Conventional regression analyses use historical data and try to fit them to 
some function. The drawback here is the difficulty of selecting an appropriate 
function capable of capturing all forms of data relationships as well as 
automatically modifying output in case of additional information, because the 
performance of a candidate is influenced by a number of factors. This 
influence/relationship is not likely to be represented by a simple known 
regression model. An ANN, which mimics the human brain in problem solving, is a 
more general approach that can handle this type of problem by adapting itself, 
learning from every candidate and modifying in every situation. 
Artificial neural networks are complex tools. They can predict several 
important situations from which the life of human populations is decided. For 
example, during emergencies such as flood and drought seasons, reservoirs act as 
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defense mechanisms to reduce the risk of flooding and to maintain water supply. 
During this period, decisions regarding water release is critical (19). Another 
example is the prediction of water levels at Kainji Dam, which supplies water to 
Nigeria’s largest hydropower generation station in which ANN were built to 
generate a more efficient power supply (20). All the models used hundreds of 
variables recorded daily for several years to build extremely accurate tools that 
have led to excellent prediction capabilities not reachable by the human mind and 
far from simplistic common statistical models. Nowadays, a huge number of 
processes are predicted worldwide, controlled and guided by ANNs. These models 
are all specifically designed for each individual process. For example, the ANN 
designed for forecast prediction in one place is not the same for another, or the one 
that controls the variables affecting flight status of one type of plane is not usable 
for another. 
It is extremely difficult to predict human behaviour and medical processes. 
But it is more complex to modify human feelings and to adapt them to artificial 
intelligence. Even the most sophisticated robot may not accurately consider 
individual factors. For example, an ANN would be unlikely to consider an adequate 
donor for a third-graft recipient that developed a primary graft non-function in his 
first transplant and a late arterial thrombosis after his second transplant. It is 
likely that this recipient would never be allocated to a donor, due to the reduced 
outcomes. The solution to this problem would be to create a specific ANN for 
retransplants or to bypass the ANN solution generating a mixed model in which 
artificial intelligence and human factors would coexist.  
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The research field that our group has started has a very long way to go. 
Leaving the decision of who will get a graft and who will not, and thus, who will die 
to software will not satisfy everyone. But there are now many examples such as 
plague control, flight behavior, water level controls, dock openings or weather 
forecasting that are ANN-controlled and may lead to the survival of thousands of 
people everyday. The medical community has to explore the interface between 
human decisions and software-guided analysis, which is moving in favor of 
complex computational tools. A prospective trial may be the next step to make the 
transplant community consider these tools and to further apply the results of our 
analysis that shows that ANN may accurately predict graft outcomes and guide 
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Figure 1. ANN model to predict 3-months graft survival using KCH and 
comparisons against other scores.  
 
Figure 2. ANN model to predict 12-months graft survival using KCH and 




Additional Supporting Information may be found in the online version of this 
article. 
Supplemental Digital Content 1. Formulae obtained from the artificial 
neural network model to predict 3-months graft survival developed using 
the KCH population for both training and testing and comparisons against 
other scores. C: correct classification rate; MS: minimum sensitivity. 
 
Supplemental Digital Content 2. Formulae obtained from the artificial 
neural network model to predict 1-year graft survival developed using the 
KCH population for both training and testing and comparisons against 
other scores. C: correct classification rate; MS: minimum sensitivity. 
 
Page 22 of 32








































































Age (x1) 53.0±9.9 49.0 ± 12.0 0.001 
Gender (x2) 72.2% 63.6% 0.001 
BMI (x3) 26.8±4.4 32.6 ± 5.0 0.761 
Diabetes (x4) 19.8% 16.6 0.001 
Hypertension (x5) 13.4% 18.5% 0.001 
Pre-transplant dialysis (x6) 2.5% 2.9% 0.938 
Aetiology 
•  HCV (x7) 
•  ALCOHOL (x8) 
•  HBV (x9) 
•  ALF (x10) 
•  PBC (x11) 
•  PSC (x12) 


















Portal vein thrombosis 
• Absent (x14) 
• Partial (x15) 










Days on waiting list (x17) 183.4 ± 198.8 164.0 ± 192.0 0.926 
MELD (at inclusion) (x18) 16.5 ± 6.6 17.1 ± 8.0 0.001 
MELD (at transplant) (x19) 17.4 ± 7.0 18.6 ± 8.5 0.001 
TIPS (x20) 4.7% 3.3% 0.025 
Hepatorenal syndrome (x21) 7.8% 10.4% 0.006 
Abdominal surgery (x22) 18.5% 9.6% 0.001 
Pre-transplant status 
• Ambulatory (x23) 
• Admitted ward (x24) 
• ITU (x25) 
















CMV status (x27) 74,2% 69.4% 0.048 
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Age (x28) 54.1 ± 17.3 47.8 ± 15.0 0.000 
Gender (Male) (x29) 58.3% 52.7% 0.000 
BMI (x30) 26.4 ± 4.0 25.8 ± 4.0 0.003 
Diabetes (x31) 11.3% 7.3% 0.000 
Hypertension (x32) 37.1% 19.5 0.000 
Cause of death 
• Trauma (x33) 
• CVA (x34) 
• Anoxia (x35) 
• DCD (x36) 














Hypertension (x32) 37.1% 19.5 0.000 
Days on ICU (x38) 3.3 ± 4.2 2.8 ± 4.1 0.001 
Hypotensive episode (x39) 22.2% 14.6% 0.001 
Inotropes (x40) 84.1% 75.9% 0.001 
Creatinine (x41) 0.9 ± 0.5 1.0 ± 0.6 0.004 
Sodium (x42) 148.2 ± 9.9 146.9 ± 8.0 0.001 
AST (x43) 54.0 ± 89.6 63.8 ± 103.0 0.602 
ALT (x44) 50.2 ± 94.7 51.7 ± 93.0 0.185 
Bilirubin (x45) 0.8 ± 0.5 0.69 ± 0.4 0.022 
Hepatitis B (HBcAb +) (x46) 12.4% 5.5% 0.001 
Hepatitis C (HCV +) (x47) 1.6% 0.6% 0.010 
CMV status (x48) 63,3% 58.0% 0.040 
PERI-TRANSPLANT VARIABLES 
Multiorgan donor (x49) 73.2% 40.9% 0.001 
Combined transplant (x50) 2.3% 2.3% 0.488 
Partial graft (x51) 0.9% 9.1% 0.001 
















ABO compatibility (x55) 98.5% 93.8% 0.001 
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Table 2. Simulation of D-R allocation by the developed model. The probability 
of survival (CCR) and non-survival (MS) were calculated randomly choosing 5 
potential recipients with MELD score 23-27 and 10 random donors. After this, the 
rule-based system is used to select a D-R pair.  
CCR MODEL.- 3-MONTHS PROBABILITY OF GRAFT SURVIVAL 
 Recipient (MELD) Don1 Don2 Don3 Don4 Don5 Don6 Don7 Don8 Don9 Don10 
Recipient 1(27) 93.19 91.43 93.19 94.26 94.13 93.19 94.26 94.13 94.26 94.27 
Recipient 2(26) 84.37 84.30 84.37 94.25 85.28 84.37 92.95 85.28 92.95 94.26 
Recipient 3(23) 92.95 90.95 92.95 94.26 94.10 92.95 94.26 94.10 94.26 94.27 
Recipient 4(23) 84.35 84.30 84.35 94.24 85.28 84.35 92.95 85.28 92.95 94.26 
Recipient 5(23) 84.18 84.27 84.18 94.09 84.33 84.18 87.05 84.33 87.05 94.13 
           
MS MODEL.- 3-MONTHS PROBABILITY OF NON-GRAFT SURVIVAL 
  Don1 Don2 Don3 Don4 Don5 Don6 Don7 Don8 Don9 Don10 
Recipient 1(27) 74.85 76.37 75.60 19.69 25.31 74.16 18.91 76.36 73.31 13.75 
Recipient 2(26) 75.83 76.39 76.11 30.29 41.08 75.58 28.50 76.38 75.24 15.13 
Recipient 3(23) 49.29 75.74 60.16 13.26 13.52 42.41 13.23 75.60 36.03 13.00 
Recipient 4(23) 68.76 76.25 72.39 14.29 15.46 65.63 14.13 76.22 61.67 13.12 
Recipient 5(23) 76.40 76.40 76.40 74.95 75.61 76.40 74.73 76.40 76.38 64.57 
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Figure 1. ANN model to predict 3-months graft survival using KCH and comparisons against other scores.  
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Figure 2. ANN model to predict 12-months graft survival using KCH and comparisons against other scores.  
 
254x366mm (72 x 72 DPI)  
 
 
Page 28 of 32




































































































C,3 , ( )
,3 , 2,C,3 ,
3,C,3 ,
 1.39 1.40* , 1.12* ,
                           
1


























+$$#$%!" , -./&01*)2 )3 4  &2   .35 4 &3  367 4 &5  2** 4
&) 784& 7674&7 #*64&6 )#4&66 )824&68 #33
4&#) .7564&#6 .)274&## 774&#8 2654&#7 6#4&8# 
7674&88 )654&85 .6384&7) 2#)4&7 9 
+6$$#$%!"# ,-./&012)73364&6 #834&) .3**4&6) 34
&# 8*54&85 2884&8* .*34&7# 9 
+#$$#$%!" ,-./&01*66224&* .84&3 .2)64&5 *584
&* .##64&6) .254&68 654&63 )64&## 2684&#8 .333












Page 29 of 32
































































( ) ( ) ( )
( )
,3 ,







 1.42 0.48* , 16.34* ,




( ) ,  
1 MS M KC
M
























+$$#$%!" ,-./&01))3)#24:2 #6)4:3 38*4:5 3#*4
:* 354:) 724: 3734:7 26)4:6 )224:66 
*#64:68 .)564:6* #*34:#) .35#4:#6 .)764:## )74
:#8 5754:#7 35#4:8# *64:88 #674:83 .624:85 
)2*4:8* .224:7) )*24:7 9 
+6$$#$%!"# ,-./&016#)6)4:6 )7*4:# .6634:* .373
4:3 .2824:5 8)4:* .8)34:6) )334:68 #774:63 
)3)4:#6 ))*4:## )7)4:#7 .2374:#2 87)4:#5  ))54
:86 )*34:8# )524:88 584:83 .2554:8* .)7#4:77 9 
+#$$#$%!" ,-./&01558.26)4:8 774:2 884:5 .*8#4
:* #284:) .6734: .)574:6  )534:# .734:8 
.734:3 25)4:5 3764:* )564:6) 82#4:6 *564
:66 )24:68 654:67 7*64:62 67)4:63 7#74:6* .368
4:# .824:#6 .7624:## .5#)4:#2 )*)4:#5 .#))4:8) 
)664:86 .#*34:8# 5*84:87 22)4:82 )374:83  )84
:85 2254:8* )3#4:7 .)24:76 8*74:78 .85*4:77 9 


Page 30 of 32

































































Supplemental Digital Content 2. Formulae obtained from the artificial neural 
network model to predict 1-year graft survival developed using the KCH 
population for both training and testing and comparisons against other 
scores. C: correct classification rate; MS: minimum sensitivity. 
The probability that a pair (D-R) designed by x belongs to 1 year survival class 
SC,1Y,KC is (all variables Xi are normalized between 0.1 and 0.9): 
( ) ( ) ( )
,1 ,
C,1 ,
,1 , ( )








C Y KC f
Y KC Y KCY KC
P S
e






x x w x w
x
 
B1,C,1Y,KC(x,w1)=  1/(1+EXP{-7.25+9.91 * ( x1 ) -9.12 * ( x2 ) -3.56 * (X3) +11.50 * 
(X4) +10.75 * ( x5 ) -1.42 * ( x6 ) -5.43 * (X10 ) -0.64 * (X11 ) +4.60 * (X14 ) -7.69 * 
(X15 ) -12.71 * (X17 ) +2.69 * (X20 ) -19.91 * (X22 )+2.88 * (X23 ) +1.92 * (X25 ) 
+18.65 * (X27 ) +17.36 * (X29 ) -1.02 * (X30 ) +8.68 * (X31 )+5.40 * (X32 ) -7.17 * 
(X33 )-2.09 * (X36 ) -5.13 * (X37 ) +7.32 * (X38 ) +1.09 * (X40 ) +11.29 * (X41 ) 
+0.78 * (X46 ) +3.05 * (X48 ) -2.52 * (X49 ) +11.77 * (X50 ) +8.08 * (X52 ) +3.56 * 
(X53 ) -0.62 * (X54 ) -7.46 * (X55 )}) 
B1,C,1Y,KC(x,w2)=  1/(1+EXP{-6.28 +5.47 * ( x2 ) +12.22 * (X3) -10.72 * (X4) +3.46 * 
(X7) -7.26 * (X9) +16.46 * (X11 ) +5.15 * ( x12 ) -0.29 * (X13 ) +0.20 * (X14 ) +13.09 
* (X15 ) -0.07 * (X17 ) +6.02 * (X18 ) +4.79 * (X19 ) -26.00 * (X20 ) +10.24 * (X21 ) -
11.58 * (X22 ) -5.55 * (X23 ) +5.67 * (X26 ) -4.93 * (X29 ) -0.10 * (X32 )-32.80 * 
(X36 ) +16.27 * (X37 ) -7.34 * (X38 ) +2.31 * (X39 ) -7.76 * (X40 ) +7.86 * (X41 ) 
+6.79 * (X42 ) -8.42 * (X45 ) -17.47 * (X46 ) +7.49 * (X47 ) +5.43 * (X49 ) -2.49 * 
(X50 ) -8.57 * (X52 )})  
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The probability that a pair (D-R) designed by x belongs to 1 year survival class 
SMS,1Y,KC is (all variables Xi are normalized between 0.1 and 0.9): 
( ) ( )
,1 ,
,1 ,,1 , 1, ,1 , 1( )
1













x x wx  
B1,MS,1Y,KC(x,w1)=  1/(1+EXP{-1.83 -1.03 * ( X2 ) -0.84 * (X3) -3.29 * (X4) -3.59 * 
( x5 ) -0.96 * X6  +7.10 * (X7) +4.67 * (X9)+0.51 * (X10 ) +0.92 * (X11 ) -0.62 * 
( x12 ) +2.40 * (X14 ) +5.83 * (X15 ) -0.58 * (X17 ) -7.36 * (X18 ) +8.72 * (X19 ) -
0.48 * ( X22 ) -6.53 * ( X23 ) +0.50 * ( X24 ) -1.93 * ( X25 ) -0.31 * ( X26 ) +0.90 * 
( X29 ) +1.50 * (X31 ) +0.45 * (X33 ) +1.24 * (X37 ) +3.34 * (X38 ) +0.03 * (X39 ) -
1.37 * (X41 ) +0.60 * (X42 ) -7.17 * (X43 ) -8.36 * (X44 ) +0.59 * (X48 ) -0.22 * 
(X49 ) -8.76 * (X52 ) -1.64 * (X53 ) +0.91 * (X54 )})  
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a b s t r a c t 
Liver transplantation is a promising and widely-accepted treatment for patients with terminal liver dis- 
ease. However, transplantation is restricted by the lack of suitable donors, resulting in signiﬁcant waiting 
list deaths. This paper proposes a novel donor-recipient allocation system that uses machine learning to 
predict graft survival after transplantation using a dataset comprised of donor-recipient pairs from the 
King’s College Hospital (United Kingdom). The main novelty of the system is that it tackles the imbal- 
anced nature of the dataset by considering semi-supervised learning, analysing its potential for obtaining 
more robust and equitable models in liver transplantation. We propose two different sources of unsuper- 
vised data for this speciﬁc problem (recent transplants and virtual donor-recipient pairs) and two meth- 
ods for using these data during model construction (a semi-supervised algorithm and a label propagation 
scheme). The virtual pairs and the label propagation method are shown to alleviate the imbalanced distri- 
bution. The results of our experiments show that the use of synthetic and real unsupervised information 
helps to improve and stabilise the performance of the model and leads to fairer decisions with respect 
to the use of only supervised data. Moreover, the best model is combined with the Model for End-stage 
Liver Disease score (MELD), which is at the moment the most popular assignation methodology world- 
wide. By doing this, our decision-support system considers both the compatibility of the donor and the 
recipient (by our prediction system) and the recipient severity (via the MELD score), supporting then the 
principles of fairness and beneﬁt. 
© 2017 Elsevier B.V. All rights reserved. 
1. Introduction 
In the last decades, new trends in biomedicine have used ma- 
chine learning as a useful tool for a wide range of problems, result- 
ing in remarkable applications for science [32,33] . Nowadays, liver 
transplantation represents a promising and accepted treatment for 
patients with end-stage liver disease. Nevertheless, transplantation 
is greatly hampered by the unavailability of suitable liver donors. 
Several methods have been developed and applied to ﬁnd a better 
allocation system, able to prioritise recipients on the waiting list. 
The ﬁrst developed system for this purpose is the Donor Risk 
Index (DRI) [12] , that establishes the quantitative risk of the trans- 
∗ Corresponding author. 
E-mail addresses: mariaperez@uloyola.es , i82perom@uco.es (M. Pérez-Ortiz), 
pagutierrez@uco.es (P.A. Gutiérrez), chervas@uco.es (C. Hervás-Martínez). 
plant considering only donor information. On the other hand, the 
Model for End-stage Liver Disease (MELD) [20] is a widely vali- 
dated methodology, globally considered as the cornerstone of the 
current policy for transplant allocation. This index is based on the 
“sickest-ﬁrst” principle and uses only information of the recipient. 
Fig. 1 graphically represents the current process for organ alloca- 
tion (ﬁgure restructured from [28] ). Note that computational mod- 
els are used for this purpose as a decision support system. As pre- 
viously mentioned, donors are generally assigned to the candidates 
at greatest-risk (computed by the MELD score), a policy that does 
not allow the transplant team to do the matching according to the 
principles of fairness and survival beneﬁt (i.e. pre-transplant and 
post-transplant mortality), which could lead to a risk of uncon- 
scious gaming when trying to match marginal donors to urgent 
candidates [25] . The method proposed here for organ allocation 
seeks to minimize futile liver transplantation, giving primary at- 
http://dx.doi.org/10.1016/j.knosys.2017.02.020 
0950-7051/© 2017 Elsevier B.V. All rights reserved. 
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Fig. 1. Graphic representing the organ allocation process. 
tention to patients with the best predicted lifetime gained due to 
transplantation. Under a survival beneﬁt model, an allocated graft 
goes to the patient with the greatest difference between the pre- 
dicted post-transplant life-time and the predicted waiting list life- 
time for this speciﬁc donor. 
As shown in previous research, there are different donor char- 
acteristics which result in an increased risk and/or graft losses [4] . 
These risks and characteristics should be carefully considered and 
included in the decision support system, since the combination of 
several of these risk factors can result in graft loss [3] . Moreover, 
it has been noted that there are some factors (concerning both the 
donor and the recipient) that inﬂuence the outcome of transplan- 
tation to a great extent [25] . Because of this, these ﬁrst approaches 
cannot be considered good predictors of graft failure after trans- 
plantation, since they only take into consideration either charac- 
teristics of donors or recipients (but not both). New methods have 
emerged in the last years to deal with these issues. Rana et al. 
[27] devised a scoring system (named SOFT) that predicts survival 
3 months after liver transplantation, to complement MELD waiting 
list mortality by making use of both donor and recipient charac- 
teristics. Dutkowski et al. [11] recently proposed a balance of risk 
(BAR) score based on donor and recipient characteristics. Finally, 
in [2,10] , a rule-based system was developed to determine graft 
survival one year after the transplant using data from different 
Spanish liver transplantation units, showing that the use of ma- 
chine learning substantially improves the prediction capabilities of 
all previous approaches. In this case, the input of this rule-based 
system was the response of two artiﬁcial neural networks trained 
with donor, recipient and transplant organ characteristics (all of 
these sources of information being used in this paper) and us- 
ing evolutionary computation. One of the main limitations of the 
approaches developed in [2,10] is that, in order to approach the 
imbalanced nature of the data, speciﬁc ﬁtness functions are ap- 
plied for tuning the neural network weights and structure through 
the use of multi-objective evolutionary algorithms, thus the corre- 
sponding computational cost is very high. 
Although the good performance of machine learning methods 
has been assessed for donor-recipient matching, the imbalanced 
nature of the data is still a handicap, as the results for the minor- 
ity class tend to be worse (with respect to the majority one). Class 
imbalance is indeed one of the most common problems found 
in medical applications (and also in machine learning in general 
[15,24] ), where one or several classes have a much lower prior 
probability in the training set (in the context of this paper the less 
frequent class is graft loss, although correctly predicting a failure 
is the main objective). This fact needs to be taken into account in 
the model construction phase, because, otherwise, one could ob- 
tain accurate but trivial models (i.e. that always predict the ma- 
jority class). The approaches developed over the years for tackling 
the class imbalance problem can be categorised in two groups: 
sampling [7,15] and algorithmic approaches [6] . Sampling concerns 
those methods that rely on a modiﬁcation of the dataset (e.g. by 
over-sampling new data or by under-sampling) and algorithmic ap- 
proaches modify the classiﬁer (e.g. using a cost-sensitive method). 
Although both over-sampling and under-sampling approaches have 
been shown to improve classiﬁer performance over imbalanced 
datasets, it has been shown in different studies that over-sampling 
is more useful than under-sampling [18] , especially for highly im- 
balanced and small datasets. Concerning cost-sensitive approaches, 
several works have shown that a replication of data or an imposi- 
tion of higher weights for some patterns could result in over-ﬁtting 
[14,26] . 
In this paper, our main focus is to develop different strategies to 
improve the classiﬁcation of the minority class, based on simpler 
implementations than the ones used in previous research [2,10] . 
At the same time, we evaluate the applicability of this strategy 
to other transplant units, by considering a liver transplant dataset 
obtained from the King’s College Hospital in the United Kingdom. 
Speciﬁcally, we tackle the imbalanced nature of the dataset by tak- 
ing advantage of virtual donor-recipient pairs to improve the ac- 
curacy on the minority class. This new perspective for alleviat- 
ing the imbalance problem in transplantation datasets is based on 
the use of semi-supervised learning. Important unsupervised in- 
formation is available at the hospital and can be introduced dur- 
ing model construction by two ideas: exploiting very recent trans- 
plants (those whose follow-up time is not completed) and gen- 
erating non-real or virtual matchings from other pairs that have 
been already transplanted (i.e. using potential organ transplanta- 
tions that could have occurred in the past but did not). Most 
existing semi-supervised learning methods assume a balance be- 
tween negative and positive samples in both the labelled and unla- 
belled data [21] . Unfortunately, the issue of semi-supervised learn- 
ing with imbalanced data has been barely studied in the litera- 
ture [17,21,23] , only mainly from the under-sampling and ensemble 
points of view. The proposed unsupervised data generation (vir- 
tual or real) can reduce the bias of the obtained classiﬁers towards 
the majority class. Although the number of successful techniques 
to approach class imbalance is large, we compare our proposals to 
two well-known ideas: over-sampling and cost-sensitive learning 
[7,36] , which are also the techniques that have been seen to per- 
form better with Support Vector Machines [22] (the classiﬁcation 
paradigm used in this paper). 
In summary, this paper studies different hypotheses concerning 
imbalanced data in semi-supervised scenarios: (1) whether a large 
amount of unlabelled data could help tackling the imbalanced clas- 
siﬁcation problem, (2) whether the ratio of positive/negative unla- 
belled patterns affects the results of the semi-supervised method, 
and (3) whether it is possible to successfully label unlabelled data 
and balance the class distribution. Therefore, apart from consid- 
ering two sources of unlabelled data, this paper also explores 
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two approaches for using these data during model construction (a 
semi-supervised algorithm and a label propagation scheme). Con- 
cerning the application to transplantation data, our contributions 
are also noteworthy: (1) The analysis of our results with a new set 
of data obtained from the King’s College hospital, (2) the inclusion 
of expert knowledge in the system (e.g. using extended donors), 
(3) a thorough analysis of the best model, including a study of 
the most important variables and a simulation of the system in 
a controlled environment. The performance reported in this paper 
shows that the use of unsupervised data (both synthetic and real) 
generally results in a signiﬁcant improvement of the models and 
leads to very promising performance when predicting survival af- 
ter 3 and 12 months post-transplant. 
The paper is organised as follows: Section 2 shows a de- 
scription of the semi-supervised methodology used in this work; 
Section 3 presents the constructed dataset and analyses the results 
of the experiments; in Section 4 , a simulation of the proposal is 
performed; and ﬁnally, Section 5 outlines some conclusions and 
future work. 
2. Methodology 
The recently coined term weak supervision [16] refers to those 
machine learning problems where the labelling information is not 
as accessible as in the fully-supervised problem (where, in the 
case of classiﬁcation, a label is associated to each pattern). Semi- 
supervised learning (i.e. learning from both labelled and unlabelled 
observations) is an example that has been the focus of many ma- 
chine learning researchers in the past years. This is because, in 
many real-world applications, obtaining labelled patterns can be 
a challenging task, while unlabelled examples might be available 
with little or no cost. The main idea behind semi-supervised learn- 
ing is to take advantage from unlabelled data when constructing 
a classiﬁer. These learning approaches have been empirically and 
theoretically studied in the literature and represent a suitable so- 
lution for such circumstances. Semi-supervised learning has being 
studied mainly for binary classiﬁcation [5,8] and regression [37] . 
This paper tackles the use of semi-supervised data for construct- 
ing a donor-recipient matching in liver transplantation, where the 
data distribution is highly imbalanced. 
This section establishes the terminology and notation that will 
be used throughout the entire work, as well as the classiﬁcation 
methodologies considered. The goal in classiﬁcation is to assign 
an input vector x to a discrete label y = C k , where k ∈ { 1 , . . . , K} . 
All the experiments in this paper cover the binary classiﬁcation 
case, where k ∈ { + , −} , “ - ” representing graft failure and “ + ” a 
successful transplant. A formal framework for the semi-supervised 
learning problem could be introduced by considering a set of l la- 
belled points L = (x 1 , y 1 ) , . . . , (x l , y l ) and u unlabelled points U = 
x l+1 , . . . , x l+ u , where the labels in L are known and the ones in U 
are unknown. Typically, l  u . Let n = l + u be the total number of 
data points. 
In the next subsections, we describe different proposals for ex- 
ploiting unsupervised information when predicting transplant fail- 
ure. Firstly, two strategies for generating unsupervised data are 
introduced (which in most applications would be not necessary, 
given that unsupervised data would be already available). Although 
our study is focused on liver transplantation, the scheme for gen- 
erating unsupervised information (using virtual pairs) can be ap- 
plicable to other types of transplants, or even applications where 
the aim is to compute the long-term compatibility of two or more 
individual and separate entities (e.g. when trying to compute the 
response that a patient will have to different treatments, where the 
ﬁrst entity would be the information of the patient and the second 
one the characteristics of the treatment). Then, two approaches are 
considered to exploit this unsupervised data: 1) the most common 
one where available unlabelled patterns are included in the clas- 
siﬁer construction step, and 2) a new proposal where the aim is 
to label unlabelled patterns and complement the dataset with the 
data that belong to the minority class. Note that this second ap- 
proach can be used in any semi-supervised and imbalanced en- 
vironment to label minority class patterns and create a fully su- 
pervised dataset. All the methods take into account the imbalance 
nature of the dataset, where the number of failures is considerably 
lower than the number of successful transplants. 
2.1. Strategies to capture unsupervised data 
Two sources of unsupervised data are used in this paper. The 
former considers available transplants with an unknown outcome. 
The latter exploits transplants which have not been performed (i.e. 
what is called virtual donor-recipient pairs). The main hypothe- 
sis of this paper is that both sources of information help to im- 
prove the performance of standard supervised algorithms and lead 
to more robust models for imbalanced data (especially in the case 
of virtual pairs, where the number of unlabelled data would be 
much higher than for recent transplants). Finally, we also propose 
to exploit the severity information of the donors (for more details 
see Section 2.1.3 ) to obtain virtual pairs that better represent the 
minority class (taking therefore advantage of expert knowledge). 
2.1.1. Recent transplants 
Unsupervised data correspond in this case to those matchings 
whose follow-up time post-transplant is not completed, because 
the outcome is costly in terms of time (i.e. we could exploit those 
transplants before including them as supervised knowledge, since 
we do not know the output of the transplant). Note also that it 
is generally easier to gather information about past transplants 
(donor and recipient characteristics) than to gather information 
about the post-transplant follow-up, because follow-up informa- 
tion differs from country to country, while donor and recipient 
information is stored similarly in all countries. Nonetheless, the 
number of transplants for which the outcome is still unknown is 
generally low. Therefore, the idea would be to combine this ap- 
proach with other of the methods tested in this paper. 
2.1.2. Virtual donor-recipient pairs 
Apart from the traditional semi-supervised approach, where 
unlabelled data is usually available, we consider that there are 
other applications where semi-supervised knowledge can be ex- 
tracted from what we denominate as “potential” or “virtual” pat- 
terns. These patterns represent potential situations that have not 
occurred. In this case, unsupervised data makes use of non- 
real transplants (based however, on real individuals). This is, 
we take into account potential organ transplantations that could 
have occurred in the past (but have not). To do so, if a given 
donor D i was originally assigned to recipient R i we consider 
all the patterns (or potential transplantations) joining D i and 
{ R 1 , . . . , R i −1 , R i +1 , . . . , R l } . Note that this idea is applicable to other 
ﬁelds in which each pattern is composed of a set of individual 
units. 
In other words, unlabelled data U is extracted from different 
donor-recipient combinations from L . For example, consider the 
situation in which the transplant unit had to evaluate two recip- 
ients R 1 and R 2 for a given donor D 1 . For some reason, the unit 
transplant decided that R 1 was more suitable for the organ (and 
this was the pair registered in the dataset). However, there exists 
a potential allocation ( D 1 , R 2 ), which was not performed and for 
which we cannot possibly know the outcome of the procedure. 
This potential assignment can be used to complement the model 
in a semi-supervised manner (since it is not totally synthetic, but 
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Fig. 2. Graphical representation of the matching performed: original matches (ob- 
tained from the dataset) and virtual ones (generated rotating donors and recipi- 
ents). Two main ideas are explored: whether donor-recipient compatibility can be 
predicted by machine learning and whether semi-supervised learning can help to 
improve this compatibility model. 
based on individual and real-world entities). Summarising, the un- 
labelled set of data is formed of virtual patterns, which we obtain 
by rotating donors and recipients. 
For the ease of understanding, see Fig. 2 , where this idea is 
represented. The original matchings are used as supervised knowl- 
edge and the synthetic or virtual ones as unsupervised data to 
complement the dataset. Our hypothesis is that this information 
would not only help to improve the general performance of the 
base supervised classiﬁer, but also the classiﬁcation of minority 
classes, whose low representability results in a low classiﬁcation 
rate (sometimes leading to a trivial classiﬁer). Note that the num- 
ber of generated unsupervised pairs depends on the number of la- 
belled ones (if l is the number of labelled patterns, we would have 
l · (l − 1) unlabelled pairs). This makes necessary the use of large- 
scale and linear algorithms or methods for pattern selection. In our 
opinion, the inclusion of these virtual pairs should not introduce 
noise into the model, given that they represent an allocation that 
could have taken place (all of their values being real). These virtual 
allocations were not performed by the transplant team. This could 
be because, according to the different scores or their medical ex- 
pertise they were not appropriate (meaning that they could have 
resulted in graft loss). However, they could have been very helpful 
to better represent the minority class, improving its separation. 
We have compared three versions of this idea. The ﬁrst one 
uses only 10% of the possible virtual pairs as unsupervised knowl- 
edge, the second one uses 50% of the data, while the last one uses 
all the data (100%). This comparison intends to analyse the inﬂu- 
ence of the quantity of unsupervised information in the classiﬁer 
performance. 
2.1.3. Use of extended donors 
The previous section is based on the idea that virtual semi- 
supervised learning could contribute not only to the global cor- 
rect classiﬁcation rate but also to the discrimination of minority 
classes. However, it is clear that the discrimination of these minor- 
ity classes would improve depending on the quality and quantity 
of unlabeled patterns that hypothetically belong to those classes. 
Because of this, we also propose the use of expert knowledge (in 
this case in the form of extended donors) as part of all virtual 
unlabelled patterns. Extended donors present at least two charac- 
teristics that are considered of risk and usually lead to a higher 
probability of graft failure. These characteristics are: extreme val- 
ues of age, high number of days in the intensive care unit or ICU, 
inotropic drug usage, high body mass index or BMI and high cold 
ischemia time. Thus, in this case, the number of generated virtual 
patterns would be much lower (as we only use the combination 
of extended donors with the rest of recipients), but, theoretically, 
the ratio of patterns from the non-survival class would be higher. 
Large scale methods are also preferred, given that the number of 
virtual patterns would also signiﬁcant. 
This experiment analyses the inﬂuence of the ratio of patterns 
belonging to the minority class with respect to the majority one in 
a semi-supervised and highly imbalanced classiﬁcation problem. 
2.2. Approaches to incorporate unsupervised data 
The unsupervised data generated with the strategies in 
Section 2.1 are now considered during the classiﬁer construction 
to obtain more reliable models. Two different approaches are used 
for this purpose. 
2.2.1. Standard semi-supervised method 
First of all, we consider the common semi-supervised learning 
setting, where unsupervised data are incorporated into the learn- 
ing process, without assuming labels for these data. As it is com- 
mon in this paradigm, and given the large-scale nature of the ex- 
periments performed, a light reformulation of Support Vector Ma- 
chines (SVMs), which is especially designed for large-scale semi- 
supervised learning, has been chosen [29] for all the experiments. 
The reason for this is that SVMs have been tested to a great extent 
in the case of semi-supervised learning and that the large number 
of data generated by our proposals makes impossible the appli- 
cation of any method that has not been speciﬁcally designed for 
large-scale problems. Note that large scale learning is often realis- 
tic only in a semi-supervised setting where a small set of labelled 
examples is available together with a large collection of unlabelled 
data. Because of this, in many applications, linear classiﬁers are 
preferred, given their easy implementation and interpretability and 
their empirical performance. 
Some details are now given about the SVM version consid- 
ered [29,30] . An intuitive approach for using unlabelled data is 
to treat unknown labels as additional optimisation variables. For 
margin-based loss functions, this can be done by attempting to 
learn low-density separators. However, this results in a hard op- 
timisation problem when unlabelled data is abundant (transduc- 
tive SVMs have been used for this purpose, although they are sus- 
ceptible to local minima). Because of this, a previously proposed 
global optimisation framework is considered, which handles these 
issues. Deterministic annealing is used to simplify the problem 
which is parametrically deformed to the original hard formulation 
and where the minimisers are smoothly tracked [30] . This method 
has been also successfully reformulated for large-scale and sparse 
scenarios [29] . 
For appropriate comparisons, in the experiments of this paper, 
we compare this semi-supervised and linear SVM approach (which 
we will refer as SS-LSVC) with the original supervised and linear 
version of SVM. 
2.2.2. Label propagation for minority-class over-sampling 
Label propagation is one of the most widely used methods in 
semi-supervised applications [35] . Labels are propagated from the 
labelled patterns to the unlabelled ones making use of a neigh- 
bourhood graph. Note that, this approach presents three advan- 
tages: (1) a semi-supervised classiﬁcation strategy is not needed, 
since the main idea is that the labelled set is augmented using 
unlabelled data, (2) non-linear classiﬁcation methods can be used 
(as the number of training patterns does not grow to such an ex- 
tent) and (3) this technique is applicable to all imbalanced semi- 
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supervised scenarios in which we can label data for the minority 
class and include it as supervised knowledge. 
Usually, a label propagation method present two problems in 
an application like the one considered. Firstly, when the class dis- 
tribution is skewed, propagated labels would perpetuate this im- 
balance. Secondly, since the label propagation step involves an it- 
erative process (or matrix operations including an inversion), its 
cost can be very high when a large number of patterns is avail- 
able. These two issues make the application of the original label 
propagation scheme impossible. To solve this, we propose a two- 
step technique, that ﬁrst selects potential patterns for the minority 
class using a neighbourhood analysis and afterwards applies the 
label propagation scheme. By doing this, we solve the high compu- 
tational cost and minimize the bias towards the majority class (i.e. 
we select those patterns with the highest probability of belonging 
to the minority class). 
We propose a new method based on label propagation. The 
strategy involves two steps, in order to alleviate the computational 
cost of the procedure and to ensure that selected patterns are from 
the minority class: 
1. Selection of potential patterns for the minority class : Given the 
high computational cost of the label propagation method when 
a large number of patterns is available, the well-known k - 
nearest neighbour ( k -nn) method is chosen for performing a 
pre-selection of the patterns. In this sense, the patterns in L 
(set of labelled data) are used to classify the patterns in U (set 
of unlabelled data) using a k -nn approach, and those classiﬁed 
as minority class ones are selected for the next step of the pro- 
cedure (represented by P ). This step facilitates the computation 
of the label propagation method. 
2. Label propagation step : The method in [35] is used to propa- 
gate the labels of labelled patterns L to the pre-selected unla- 
belled ones P . From this step, a matrix containing the probabil- 
ity that each pattern has of belonging to each class is obtained. 
The patterns in P with the highest probability of belonging to 
the minority class are chosen and included as supervised data 
in the minority class (i.e. included in the set L as new labelled 
data). In this case, the ﬁnal number of patterns chosen is the 
one needed to balance the pattern distribution. 
This method can be seen as a similar approach to over-sampling 
and sample selection techniques, since new data are obtained and 
labelled by studying the neighbourhood of supervised data, which 
is common in both settings. In this case, instead of generating new 
synthetic data from a combination of patterns, we select those un- 
labelled patterns with a high probability of belonging to the mi- 
nority class (or we under-sample potential data from the major- 
ity class). The most widely used over-sampling approach has been 
included in the experiments for comparison purposes. Linear and 
non-linear SVM methods are tested, in this case, using the new 
augmented labelled set. 
3. Experimental study and results 
In this section, the experiments are described and the results 
are discussed. A complete description of the liver transplantation 
dataset is ﬁrstly given, followed by a presentation of the relation 
of the methods to be compared, the measures evaluated and the 
experimental design. Finally, two different experiments are con- 
ducted to analyse the goodness of the proposed semi-supervised 
approaches. The ﬁrst experiment considers the application of semi- 
supervised learning using recent transplants as unsupervised infor- 
mation. The second experiment considers the use of virtual donor- 
recipient pairs, where new unlabelled data are generated, mixing 
donor and recipient pairs and creating new matches not present in 
the original dataset. 
3.1. Dataset description 
A retrospective analysis of an English liver transplant unit 
(King’s College Hospital, in the United Kingdom) was made. Recip- 
ient and donor characteristics were reported at the time of trans- 
plant. Patients undergoing partial, split or living-donor liver trans- 
plantation and those undergoing combined or multivisceral trans- 
plants were excluded from the study. All patients were followed 
from the date of transplant until either death, or graft loss prior 
to one year after transplantation. Only those pairs with recipi- 
ents over eighteen years of age between January 2002 and De- 
cember 2010 were included. Thus, a dataset containing 822 donor- 
recipient pairs was collected. Several variables were selected: 16 
recipient variables, 17 donor variables and 4 surgically related vari- 
ables (which, for convenience, will be included in the donor and 
recipient groups depending on their meaning). The variables se- 
lected for the dataset can be seen in Table 1 . 
Every procedure, including obtaining informed consent, was 
conducted in accordance with the ethical standards of the local 
Human Research Ethics Committee and in accordance with the 
ethical standards of the 1975 Declaration of Helsinki. 
Note that 3 of the transplant variables were included in the 
donor set of characteristics (combined transplant, complete or par- 
tial graft and cold ischemia time) because they are related to and 
depend primarily on the donor. The same applies to the multi- 
organ harvesting variable, which is included in the recipient set 
of features. 
For our study, we consider two datasets (each one representing 
a different period of time to control graft failure). More speciﬁcally, 
we consider graft failure before 3 months (KC3M dataset) and be- 
fore 12 months (KC12M). The choice of class limits for the dataset 
(3 and 12 months) has been made by experts as the most perti- 
nent (being these considered for previous studies in Briceño et al. 
[2] , Cruz-Ramírez et al. [10] , Pérez-Ortiz et al. [25] ). 
Note that, even under the case that the model derived would be 
successful, it would not be universal, but rather a demonstration 
that machine learning techniques can be used to derive a donor- 
recipient matching model. 1 
3.2. Methods compared 
Different methods have been compared for this study, some of 
them especially indicated for imbalanced classiﬁcation. On the one 
hand, the following supervised methods are used, based only on 
the original supervised information: 
• SVC and LSVC: Non-linear and linear versions of the well- 
known Support Vector Classiﬁer (SVC) [6,9] . 
• CS-SVC and CS-LSVC: Non-linear and linear versions of the cost- 
sensitive SVC [6] , where different class-weights are used for 
imbalanced classiﬁcation (i.e. a higher cost is set for minority 
classes based on the imbalance ratio). In this way, the weights 
are set according to the ratio of minority class patterns with 
respect to the majority class ones. 
• SVC+SMOTE and LSVC+SMOTE: Non linear and linear versions 
of SVC combined with a standard over-sampling approach [7] , 
which is one of the most popular techniques for approaching 
imbalanced classiﬁcation. The number of synthetic patterns to 
be generated is that needed to balance the class distribution. 
• MPENSGA2-E and MPENSGA2-MS: Neural network models ob- 
tained from the Pareto front built by a multi-objective evolu- 
tionary algorithm (MPENSGA2). The ﬁrst model is the extreme 
corresponding to maximum entropy (obtaining optimal values 
1 The next issue being how to create a supranational model or how to train the 
model using the information of each liver transplantation unit. 
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Table 1 
Principal characteristics of the dataset: features considered, number of patterns and classes, etc. 
Number of patterns: 822, number of classes: 2, number of features: 37, class distribution: {81, 
741} (KC3M), {112, 710} (KC12M) 
Atribute name Type Value 
Recipient (R) 
Age (A-R) Numeric [18 ,76] 
Gender (G-R) Binary 0 = male; 1 = female 
Body mass index (BMI-R) Numeric [26 ,68.3] 
Diabetes mellitus (DM-R) Binary 0 = absence; 1 = presence 
Arterial hypertension (AH-R) Binary 0 = absence; 1 = presence 
Dialysis at transplant (DT-R) Binary 0 = absence; 1 = presence 
Etiology (E-R) Nominal 0 = virus C cirrhosis; 1 = alcohol; 2 = 
virus B cirrhosis; 3 = fulminant hepatic 
failure; 4 = primary biliary cirrhosis; 5 
= primary sclerosing cholangitis; 6 = 
others 
Portal thrombosis (PT-R) Ordinal 0 = no; 1 = partial; 2 = complete 
Waiting list time (WLT-R) Numeric [0 ,1021] 
MELD (inclusion) (MI-R) Numeric [1 ,46] 
MELD (at transplant) (MT-R) Numeric [6 ,50] 
TIPS at transplant (TT-R) Binary 0 = absence; 1 = presence 
Hepatorrenal syndrome (HS-R) Binary 0 = absence; 1 = presence 
Upper abdominal surgery 
(UAS-R) 
Binary 0 = absence; 1 = presence 
Pretransplant status 
performance (PSP-R) 
Nominal 0 = at home; 1 = hospitalized; 2 = 
hospitalized in ICU; 3 = hospitalized in 
ICU with mechanical ventilation 
Cytomegalovirus (C-R) Binary 0 = absence; 1 = presence 
Multi-organ harvesting 
(MOH-R) 
Binary 0 = no; 1 = yes 
Donor (D) 
Age (A-D) Numeric [11 ,86] 
Gender (G-D) Binary 0 = male; 1 = female 
Body mass index (BMI-D) Numeric [14 .38,53.35] 
Diabetes mellitus (DM-D) Binary 0 = absence; 1 = presence 
Arterial hypertension (AH-D) Binary 0 = absence; 1 = presence 
Cause of exitus (CE-D) Nominal 0 = brain trauma; 1 = cerebral 
vascular accident; 2 = anoxia; 3 = 
deceased vascular after cerdiac death; 
4 = others 
Hospitalization length in ICU 
(HL-D) 
Numeric [0 ,58] 
Hypotension episodes (HE-D) Binary 0 = absence; 1 = presence 
High inotropic drug use 
(HIDU-D) 
Binary 0 = absence; 1 = presence 
Creatinine plasma level (CPL-D) Numeric [0 .1,9.5] 
Sodium plasma level (SPL-D) Numeric [123 ,181] 
Aspartate transaminase level 
(ATL-D) 
Numeric [1 ,1090] 
Alanine aminotransferase 
plasma level (AAPL-D) 
Numeric [2 ,974] 
Total bilirubin (TB-D) Numeric [0 .1,3.4] 
Hepatitis B (HB-D) Binary 0 = absence; 1 = presence 
Hepatitis C (HC-D) Binary 0 = absence; 1 = presence 
Cytomegalovirus (C-D) Binary 0 = absence; 1 = presence 
Combined transplant (CT-D) Binary 0 = no; 1 = yes 
Complete or partial graft 
(CPG-D) 
Binary 0 = no; 1 = yes 
Cold ischemia time (CIT-D) Ordinal 0 = < 6h.; 1 = 6-12h.; 2 = > 12h. 
The end-point variable is the time leading up to liver failure. We consider two cases: (1) Before 
and after 3 months (dataset KC3M) and (2) before and after 12 months (dataset KC12M). 
All nominal and ordinal variables are transformed into binary ones. 
in Accuracy), while the second model is the extreme corre- 
sponding to maximum minimum sensitivity. Both models are 
used in [10] as a decision support system for donor-recipient 
matching in liver transplantation, in such a way that the prob- 
ability of belonging to the survival class is maximised and the 
probability of belonging to the non-survival class is minimised. 
On the other hand, the following semi-supervised methods are 
used, based on both the original supervised data and unsupervised 
sources of information: 
• SS-LSVC: Semi-supervised linear version of SVC (presented in 
Section 2.2.1 ) using unsupervised patterns. For the ﬁrst experi- 
ment, unsupervised patterns come from unlabelled data (as ex- 
plained in Section 2.1.1 , typically, because the transplant is very 
recent, and the outcome is yet unknown), while, for the second 
experiment, the unsupervised data is synthetically generated as 
virtual donor-recipient pairs (as explained in Section 2.1.2 ). 
• SS-LSVC-Ext: Semi-supervised linear version of SVC using only 
extended donors for the computation of the synthetic unsuper- 
vised data (see Section 2.1.3 ). As stated before, these donors 
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present a series of characteristics that are considered of risk 
and usually lead to a higher probability of graft failure, which 
makes it interesting for improving the classiﬁcation of the mi- 
nority class. Extended criteria donors are those that present at 
least two of the following restrictions: age > 75 years; hospi- 
talisation length in ICU > 4 days; high inotropic drug use = 1; 
BMI > 30; Cold Ischemia Time = 2 ( > 12 h). 
• SVC-LP and LSVC-LP: Non-linear and linear versions of SVC 
using the label propagation strategy for labelling unsuper- 
vised synthetic patterns and use them as supervised ones 
( Section 2.2.2 ). More speciﬁcally, the label from supervised pat- 
terns is propagated to unsupervised patterns. Then, those ex- 
amples with a higher probability of belonging to the minor- 
ity class are chosen and labelled (with the label of the minor- 
ity class). After the pattern selection process, the standard SVC 
strategy is considered, but, in this case, the class distribution 
is balanced. Note that, from all possible unsupervised virtual 
pairs, as many patterns as needed to balance the distribution 
are labelled. 
3.3. Evaluation metrics 
Several metrics can be considered for evaluating classiﬁers. The 
most common one in machine learning is the Accuracy ( Acc ) or 
correct classiﬁcation rate. However, this measure is not the best 
option for some classiﬁcation scenarios (e.g. in the presence of 
class imbalance). Because of this, we complement accuracy ( Acc ) 
with the geometric mean of the sensitivities ( GM ), which is espe- 
cially designed for imbalanced classiﬁcation [22] . The metrics used 
can be deﬁned as follows: 
• Acc : The correct classiﬁcation rate or accuracy is the ratio of 
correctly classiﬁed patterns: 




(I(y ∗i = y i )) , 
where I ( ·) is the zero-one loss function, y i is the desired out- 
put for pattern i , y ∗
i 
is the prediction of the model, and N is the 
total number of patterns in the dataset. Acc values vary from 0 
to 1, and it represents the global performance in the classiﬁca- 
tion task. This metric has many disadvantages, especially when 
imbalanced problems are considered. 
• GM : The geometric mean of the sensitivities is an average of the 
percentage of the correct classiﬁcation of each of the classes: 




S k , 
where S k = 1 N k 
∑ N k 
i =1 (I(y 
∗
i 
= y i )) is the sensitivity of the k th 
class, i.e. the percentage of patterns correctly predicted as be- 
longing to the k th class with respect to the total number of 
examples in this class. For all the datasets considered in this 
paper, we have K = 2 , i.e. two classes, graft survival and failure. 
The joint use of the Acc and GM metrics is diﬃcult, because Acc 
is usually opposite to any metric designed for imbalanced learning 
[13,31] . Detecting the minority class often comes at the expense 
of a decrease in global accuracy, which is the price to pay for a 
non-trivial classiﬁer. The combination of both metrics helps then to 
detect trivial classiﬁers (i.e. where the same label is predicted for 
all inputs) and supports the individual classiﬁcation rate of both 
classes, as well as the global accuracy. A balance between these 
two metrics means that (1) the classiﬁer is accurate on the whole 
and (2) it distinguishes successfully between the classes of the 
problem. If we exclusively focus on the minority class, we could 
introduce other type of error (the one where a safe transplant is 
classiﬁed as problematic). Because of this, we consider the use of 
the GM metric, that takes all the classes in the problem into ac- 
count, aiming at a good result on the whole. However, this error 
is still possible, and because of this, the allocation system should 
take into account other factors, e.g. that no recipient remains in- 
deﬁnitely in the waiting list. 
3.4. Experiment conﬁguration 
For the evaluation of the results, a stratiﬁed 10-fold technique 
has been applied to divide the data. The results are taken as the 
mean and standard deviation of the two metrics for the 10 test 
sets. 
The parameters of each algorithm were chosen using a 5-fold 
nested validation with each of the 10 training sets. Although GM 
seems to be the most appropriate metric for this problem, both 
options were considered. In this way, the ﬁnal parameter combi- 
nation was the one resulting in the highest Acc or GM in the vali- 
dation set (as can be checked in Table 3 ), so that the importance of 
considering the GM in this application can be analysed. The kernel 
selected for all the non-linear kernel methods is the Gaussian one, 
K(x , y ) = exp 
(
−‖ x −y ‖ 2 
σ 2 
)
, where σ is the kernel width. The ker- 
nel width was selected within the values { 10 −3 , 10 −2 , . . . , 10 3 } , as 
was the cost parameter C associated to all supervised SVM meth- 
ods (linear and non-linear versions). The k parameter associated to 
the k -nn (for SVC+SMOTE, LSVC+SMOTE, SVC-LP and LSVC-LP) was 
also cross-validated in the range {1, 3, 5}. For all the methods us- 
ing large-scale semi-supervised SVMs Sindhwani and Keerthi [29] , 
the regularisation parameters w and u were optimised within the 
values { 10 −4 , 10 −3 , 10 −2 , 10 −1 , 10 0 } . 
The same parameter conﬁguration as in [10] has been used 
for the multi-objective evolutionary methods MPENSGA2-E and 
MPENSGA2-MS. 
3.5. Experimental results 
Finally, the experiments are presented and discussed in this 
section. Statistical tests are performed to determine the signiﬁ- 
cance of the differences observed. 
3.5.1. First experiment 
In order to check whether real unlabelled data (coming from, 
for example, recent transplants) can be beneﬁcial for model con- 
struction, the ﬁrst experiment considers the labels of a given per- 
centage of training data, using the rest as unsupervised informa- 
tion. The results are included in Table 2 , where the effect of the 
amount of supervised information is studied. Both supervised and 
semi-supervised approaches are compared using a linear model 
(L SVC and SS-L SVC). The percentage of supervised data varies from 
2.5% to 50%. The ﬁrst method (LSVC) is the linear version of SVM 
using the speciﬁed percentage of supervised patterns. The second 
method (SS-LSVC) is also a linear version of the semi-supervised 
approach of SVM and uses the remaining data as unsupervised in- 
formation to complement the learning. 
As can be seen in Table 2 even when very few labelled pat- 
terns are used (e.g. consider the case of 10% of supervised data), 
the semi-supervised methodology obtains better results in terms 
of GM , aiming at a more balanced classiﬁcation. Moreover, it gen- 
erally maintains a relatively competitive Acc . These results high- 
light the importance of using all available information about trans- 
plants even when the label is unknown, i.e. when the follow-up 
time post-transplant has not been completed. The variances are, in 
general, very high, which is a common case when using the GM 
metric, because of its deﬁnition. One of the conclusions that can 
be extracted from this is that the quantity of unlabelled patterns 
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Table 2 
Results of the ﬁrst experiment: Mean ± Standard deviation 
results obtained ( Acc and GM for the test sets) for LSVC and 
SS-LSVC. 
Graft survival at 3 months: KC3M 
Sup. data Method Acc GM 
2 .5% LSVC 89 .17 ± 2.11 3 .44 ± 10.87 
SS-LSVC 86 .13 ± 2.95 10 .19 ± 16.41 
5% LSVC 87 .46 ± 4.28 6 .80 ± 14.34 
SS-LSVC 85 .65 ± 3.32 17 .72 ± 23.26 
10% LSVC 79 .68 ± 6.75 28 .05 ± 22.65 
SS-LSVC 79 .55 ± 5.15 30 .35 ± 24.27 
30% LSVC 82 .12 ± 3.82 28 .38 ± 26.35 
SS-LSVC 82 .13 ± 4.99 34 .90 ± 22.38 
50% LSVC 88 .20 ± 2.73 10 .19 ± 16.41 
SS-LSVC 84 .91 ± 5.23 26 .25 ± 24.93 
Graft survival at 12 months: KC12M 
2 .5% LSVC 85 .28 ± 2.26 2 .91 ± 9.19 
SS-LSVC 80 .16 ± 4.91 11 .53 ± 19.20 
5% LSVC 80 .77 ± 7.99 16 .98 ± 22.98 
SS-LSVC 70 .29 ± 6.12 39 .73 ± 18.13 
10% LSVC 68 .36 ± 4.71 36 .34 ± 16.45 
SS-LSVC 73 .10 ± 5.28 41 .44 ± 10.81 
30% LSVC 78 .83 ± 4.49 23 .32 ± 16.97 
SS-LSVC 79 .68 ± 3.69 34 .85 ± 16.39 
50% LSVC 85 .89 ± 1.53 0 .00 ± 0.00 
SS-LSVC 80 .40 ± 4.89 30 .04 ± 12.78 
The best result is in bold face. 
is not as important as the quality of those (which also justiﬁes the 
high variance of the results and the difference between the per- 
centages). 
3.5.2. Second experiment 
The second experiment complements the available supervised 
information with the construction of virtual pairs. In this case, the 
number of unlabelled patterns to include in the model for SS-LSVC 
is set to 10%, 50% and 100% of all possible pairs, 2 in order to anal- 
yse the effect of this number in the performance of the method. 
The results of all the methods for this experiment are included in 
Table 3 . From these results, some conclusions can be drawn, but in 
order to do so, the imbalanced nature of the dataset must be taken 
into account (i.e. the need to correctly classify the minority class). 
It is well-known that Acc presents some problems when dealing 
with imbalanced data, thus the GM metric (or a balance between 
both of them) should be the priority. 
From the results of this second experiment ( Table 3 ), it can be 
seen that the models with the highest accuracy are trivial models 
(i.e., they ignore the classiﬁcation of the minority class, i.e. GM = 
0% ). As seen, this metric is also essential in the cross-validation 
process, leading to more fair models. As stated before, to repre- 
sent successfully the good performance of a classiﬁer, we need, 
in this case, a balance between Acc and GM . Note that two classi- 
ﬁers could have the same value on GM but very different Acc , and 
the same Acc but different GM. GM does not take the number of 
patterns that compose each class into account, whereas Acc does. 
For example, we could have a classiﬁer that classiﬁes correctly a 
75% of the minority class and only 15% of the majority one. In 
this case, these measures would be approximately GM = 33 . 5% and 
Acc = 20% . However, if we switch the class percentages, we would 
have GM = 33 . 5% and Acc = 69% . Different errors are committed in 
each case. However, in absence of speciﬁc costs for the problem 
considered in this paper, we set the same costs for each type of 
errors: (1) type I error, where a safe transplant is said to be prob- 
lematic, and (2) type II error, where a problematic transplant is 
2 Note that the number of virtual pairs is l · (l − 1) (i.e. in this case using the 90% 
of the data for train we obtain around 560.0 0 0 unlabelled pairs). 
Table 3 
Results of the second experiment: Mean ± Standard deviation results ob- 
tained ( Acc and GM for the test sets) for the different methodologies con- 
sidered. The effect of the cross-validation metric used for optimising the 
parameters is also studied (C. Metric). 
Graft survival at 3 months: KC3M 
Method C. Metric Acc GM 
SVC Acc 90 .15 ± 0.35 0 .00 ± 0.00 
SVC GM 82 .72 ± 2.22 11 .57 ± 14.93 
LSVC Acc 90 .15 ± 0.35 0 .00 ± 0.00 
LSVC GM 90 .15 ± 0.35 0 .00 ± 0.00 
CS-SVC Acc 86 .38 ± 0.44 0 .00 ± 0.00 
CS-SVC GM 68 .36 ± 4.54 36 .99 ± 18.36 
CS-LSVC Acc 30 .63 ± 28.61 19 .56 ± 18.38 
CS-LSVC GM 48 .43 ± 11.65 49 .57 ± 8.19 
SVC + SMOTE GM 81 .63 ± 3.00 34 .83 ± 28.88 
LSVC + SMOTE GM 55 .38 ± 22.21 40 .77 ± 19.78 
MPENSGA2-E – 89 .29 ± 1.76 7 .02 ± 14.81 
MPENSGA2-MS – 59 .26 ± 6.65 47 .79 ± 20.86 
Semi-supervised approaches 
SS-LSVC-10% GM 79 .07 ± 4.73 40 .33 ± 24.52 
SS-LSVC-50% GM 69 .59 ± 5.92 52 .41 ± 16.88 
SS-LSVC-100% GM 80 .53 ± 4.06 41 .02 ± 25.09 
SS-LSVC-Ext GM 80 .05 ± 3.73 47 .85 ± 21.77 
SVC-LP GM 76 .16 ± 3.02 50 .35 ± 15.04 
LSVC-LP GM 78 .47 ± 2.90 49 .99 ± 21.26 
Best Model LSVC-LP GM 76 .83 76 .01 
Graft survival at 12 months: KC12M 
Method C. Metric Acc GM 
SVC Acc 86 .25 ± 0.53 0 .00 ± 0.00 
SVC GM 86 .99 ± 2.28 13 .65 ± 17.64 
LSVC Acc 86 .38 ± 0.44 0 .00 ± 0.00 
LSVC GM 86 .38 ± 0.44 0 .00 ± 0.00 
CS-SVC Acc 90 .15 ± 0.35 0 .00 ± 0.00 
CS-SVC GM 56 .82 ± 6.88 55 .09 ± 9.10 
CS-LSVC Acc 47 .73 ± 33.63 18 .70 ± 19.00 
CS-LSVC GM 51 .48 ± 18.18 43 .76 ± 18.86 
SVC + SMOTE GM 77 .85 ± 3.07 30 .73 ± 23.40 
LSVC + SMOTE GM 51 .73 ± 14.00 48 .28 ± 11.66 
MPENSGA2-E – 85 .16 ± 1.47 5 .81 ± 12.27 
MPENSGA2-MS – 59 .38 ± 7.39 50 .57 ± 10.88 
Semi-supervised approaches 
SS-LSVC-10% GM 68 .02 ± 6.87 45 .94 ± 13.57 
SS-LSVC-50% GM 76 .28 ± 5.07 40 .84 ± 8.55 
SS-LSVC-100% GM 77 .49 ± 4.50 39 .52 ± 7.96 
SS-LSVC-Ext GM 77 .00 ± 4.30 44 .59 ± 12.39 
SVC-LP GM 71 .29 ± 2.30 52 .74 ± 11.80 
LSVC-LP GM 69 .58 ± 3.16 49 .12 ± 11.18 
Best Model LSVC-LP GM 75 .90 63 .36 
The best result is in bold face and the second best result is in italics . 
predicted to be safe. Both cases could be said to be equally impor- 
tant, because a type I error may result in deaths in the waiting list, 
while type II errors may end with graft loss. It can be seen that us- 
ing this measure, the non-linear SVC model is capable of achieving 
more balanced classiﬁers (reaching results of GM of 11% and 13% 
for KC3M and KC12M respectively). Nonetheless, the linear version 
(LSVC) does not distinguish both classes successfully. 
Concerning cost-sensitive approaches (CS-SVC and CS-LSVC), 
these models show a better performance in the minority class, 
at the cost, however, of sacriﬁcing Acc (obtaining in some cases 
results of Acc around or lower than 50%, a result similar to 
that of a random classiﬁer). The models based on over-sampling 
(SVC+SMOTE and LSVC+SMOTE) present better performance in 
general, which is consistent with the ﬁndings of the literature [14] , 
where it is shown that over-sampling is generally preferred to non 
sampling strategies. However, again, the linear version does not 
present satisfactory results. 
Comparing semi-supervised approaches to supervised ones, one 
can observe that the virtual simulation of patterns is a helpful tool 
for stabilizing the model and for the correct classiﬁcation of the 
minority class. A reason for this could be that this technique gen- 
M. Pérez-Ortiz et al. / Knowledge-Based Systems 123 (2017) 75–87 83 
erates more incompatible donor-recipient pairs that would not be 
considered in real life when using the MELD score or the knowl- 
edge of the medical community, and this helps the classiﬁcation of 
the minority class (in a similar manner to over-sampling). 
Moreover, the use of additional data (even when it is unsuper- 
vised) simpliﬁes the classiﬁcation task and alleviates the imbal- 
ance problem (which, as seen in previous works, does not only 
depends on the imbalance ratio but also on the number of pat- 
terns, Barandela et al. [1] , Japkowicz and Stephen [19] ). Therefore, 
it could be said that the use of this virtual information (without 
any restriction, i.e. the methods SS-L SVC-10%, SS-L SVC-50% and SS- 
LSVC-100%) results generally in more robust and accurate models, 
at both KC3M and KC12M. 
The number of semi-supervised data (i.e. SS-LSVC-10%, SS- 
L SVC-50% and SS-L SVC-100%) is a signiﬁcant parameter, leading 
to different results in each case. In particular, it seems that the 
choices of the patterns to be included are in some cases more im- 
portant than the number of patterns itself (at least to improve the 
classiﬁcation of the minority class), although a more stable solu- 
tion is obtained when using all data (a better trade-off between 
Acc and GM ). Recall that the semi-supervised models used in this 
case are all linear (given the large amount of unsupervised pat- 
terns used). However, these models obtain better results that other 
non-linear models that only consider labelled data. Concerning the 
results of especially designed methods for imbalanced learning (i.e. 
CS-SVC and SVC+SMOTE and their variants), these do not obtain a 
good balance between the two metrics, at opposed to our semi- 
supervised approaches. It can be inferred then that the used of vir- 
tual pairs (composed of real individual entities) is preferable than 
synthetic over-sampling. 
The use of extended donors for generating the synthetic semi- 
supervised pairs (SS-LSVC-Ext method) also improves the stability 
of the ﬁnal model (achieving promising balance between the two 
metrics). This could mean that the ratio of unlabelled data from 
each class is also a determining factor when approaching a prob- 
lem with semi-supervised learning. In this case, the ratio could be 
more equitable, given the use of extended donors, which have been 
linked in the literature to a higher probability of graft failure. Our 
last approaches (SVC-LP and LSVC-LP) make use of a label propa- 
gation technique for obtaining a new set of supervised data (only 
for the minority class) to complement the dataset. These method- 
ologies obtain the models that could be consider as the best ones 
for this application. In this case, linear models obtain very similar 
performance to non-linear ones, which shows that the inclusion of 
semi-supervised information and unlabelled data can help to sim- 
plify the decision boundaries. 
Finally, we compare our results to MPENSGA2-E and 
MPENSGA2-MS [10] , which are the ones previously used in 
the literature for solving the same problem of donor-recipient 
matching. Two acceptable models are obtained for both methods, 
the former focusing on global accuracy and the latter on the 
accuracy for all classes, which could be then jointly used as a 
decision support system. Comparing, for example, LSVC-LP and 
MPENSGA2-MS, it can be appreciated that a better trade-off can 
be expected from our semi-supervised approach (i.e. better results 
in terms of Acc for similar GM ), even when the models are linear 
(such as LSVC-LP). This has to be taken into account together with 
the fact that our algorithms are simpler and can be applied to a 
wide range of semi-supervised and supervised algorithms. 
Note that the best models for LSVC-LP have been also included 
in Table 3 , both showing outstanding results. Since these models 
are linear, the weights can be used for interpretability purposes 
and will be later studied. 
Now, we study whether the differences found in both experi- 
ments are signiﬁcant. Each pair of algorithms has been compared 
by means of the non-parametric and signed-rank Wilcoxon test 
Table 4 
Wilcoxon statistical test results (W or wins, D or draws 
and L or loses) for the different experiments consid- 
ered. Both datasets (KC3M and KC12M) are considered 
for these results. 
Metric Acc GM 
Method C. Metric W/D/L W/D/L 
First experiment 
LSVC GM 5/4/1 0/7/3 
SS-LSVC GM 1/4/5 3/7/0 
Second experiment 
SVC Acc 27/6/1 0/10/24 
SVC GM 24/0/10 0/12/22 
LSVC Acc 27/6/1 0/10/24 
LSVC GM 31/3/0 0/10/24 
CS-SVC Acc 27/6/1 0/10/24 
CS-SVC GM 4/3/27 19/11/4 
CS-LSVC Acc 0/9/25 9/6/19 
CS-LSVC GM 1/5/28 16/17/1 
SVC + SMOTE GM 17/5/12 12/14/8 
LSVC + SMOTE GM 1/6/27 15/17/2 
MPENSGA2-E – 26/3/5 0/11/23 
MPENSGA2-MS – 3/4/27 18/16/0 
SS-LSVC-10% GM 11/5/18 14/17/3 
SS-LSVC-50% GM 12/6/16 16/14/4 
SS-LSVC-100% GM 15/7/12 15/15/4 
SS-LSVC-Ext GM 15/6/13 16/17/1 
SVC-LP GM 10/4/20 19/15/0 
LSVC-LP GM 9/8/17 18/16/0 
[34] , using the 10 results of the 10-fold design. A popular way 
to compare the overall performances of algorithms is to count the 
number of cases on which an algorithm is the overall winner. Us- 
ing this test, each pair of methods was compared for each dataset 
(KC3M and KC12M) and the total number of statistically signiﬁcant 
wins or losses was recorded, together with the number of draws 
(or absence of statistically signiﬁcant differences). For the ﬁrst ex- 
periment, the number of wins, draws and losses is 10: we compare 
ﬁve versions of the dataset (2.5%, 5%, 10%, 30% and 50%) with two 
different conﬁgurations for the target variable (KC3M and KC12M). 
For the second experiment, 34 comparisons are included (2 con- 
ﬁgurations for the target variable and 17 methods to compare each 
method against). A level of signiﬁcance of α = 0 . 10 has been con- 
sidered. The results of these tests for Acc and GM are shown in 
Table 4 , where the number of wins (W), draws (D) and loses (L) is 
shown. 
In relation to the ﬁrst experiment, the best results in GM are 
obtained by the semi-supervised approach, while the supervised 
method shows improvements in Acc . However, these good results 
in Acc are obtained at the cost of performing trivial classiﬁcations 
in some cases, as shown in Table 2 . 
For the second experiment, semi-supervised approaches are the 
ones which obtain the best balance between wins in Acc and wins 
in GM (e.g. analyse the results of SS-L SVC-100%, SS-L SVC-Ext and 
SVC-LP). Supervised standard SVM approaches (e.g. SVC and LSVC) 
obtain the best results in term of Acc but the worst results for 
GM , which shows again the diﬃculty in optimising both metrics at 
the same time without speciﬁc methods. Cost-sensitive and over- 
sampling based techniques seem to perform better (especially in 
the case of CS-SVC and CS-LSVC cross-validated by GM ). However, 
their number of wins for Acc is still relatively low in comparison to 
the semi-supervised methods. A great difference can be observed 
between cost-sensitive and over-sampling based approaches when 
cross-validated by the two metrics, which shows the need of prop- 
erly tuning the parameters for the methods used. In relation with 
MPENSGA2-based methods, MPENSGA2-E does not obtain accept- 
able results in terms of GM , as opposed to MPENSGA2-MS (which 
obtains comparable results in GM to our proposals SVC-LP and 
LSVC-LP, but with worse results for Acc ). Concerning the quantity 
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Table 5 
Best model weights per variable (graft survival prediction at 3 months). 
Rank Binary variable Weight Rank Binary variable Weight 
1 AH-R −0 .429 28 CIT-D = 0 −0 .089 
2 PSP-R = 3 0 .325 29 A-D −0 .088 
3 MT-R 0 .307 30 PSP-R = 2 0 .088 
4 DM-R −0 .293 31 HC-D 0 .083 
5 PSP-R = 0 −0 .279 32 CIT-D = 1 −0 .078 
6 E-R = 3 −0 .246 33 CPG-D 0 .074 
7 G-R 0 .233 34 HS-R 0 .064 
8 CE-D = 2 −0 .209 35 HB-D −0 .054 
9 TT-R −0 .191 36 CE-D = 1 −0 .051 
10 A-R 0 .191 37 HIDU-D −0 .041 
11 BMI-R 0 .183 38 PSP-R = 1 −0 .039 
12 C-R −0 .175 39 BMI-D 0 .033 
13 UAS-R 0 .170 40 DT-R −0 .033 
14 E-R = 0 0 .148 41 SPL-D 0 .032 
15 CE-D = 3 −0 .144 42 AAPL-D −0 .031 
16 MI-R 0 .126 43 G-D 0 .021 
17 E-R = 6 0 .115 44 AH-D 0 .020 
18 E-R = 2 −0 .109 45 ATL-D 0 .017 
19 E-R = 1 0 .107 46 WLT-R −0 .015 
20 PT-R = 0 0 .106 47 CPL-D −0 .011 
21 PT-R = 1 −0 .106 48 E-R = 5 −0 .007 
22 CIT-D = 2 0 .106 49 DM-D 0 .006 
23 HL-D 0 .094 50 CT-D 0 .003 
24 E-R = 4 −0 .094 51 HE-D 0 .003 
25 CE-D = 4 0 .093 52 CE-D = 0 0 .0 0 0 
26 TB-D −0 .091 53 C-D 0 .0 0 0 
27 MOH-D −0 .089 54 PT-R = 2 0 .0 0 0 
of unlabelled data, it can be seen that more data results in a more 
robust model, without explicitly harming any of the selected met- 
rics. Finally, it can be seen that both linear and non-linear models 
based on label propagation (i.e. SVC-LP and LSVC-LP) obtain similar 
performance in statistical terms, so that we can conclude that un- 
labelled data complements perfectly the supervised data and leads 
to more easily separable decision regions. 
In general, the following ideas can be extracted from our ex- 
periments: (1) The quantity of unsupervised patterns is crucial, 
but the quality of those is also of vital importance. In the case of 
an imbalanced distribution, expert knowledge can make the dif- 
ference. (2) When the set of data is large, non-linear methods 
do not show a great improvement over linear ones. (3) Virtual 
pairs (based on real data) help to improve the performance of ma- 
chine learning methods in the detection of minority examples to a 
greater extent than totally synthetic information. (4) Labelling un- 
supervised data to augment the proportion of supervised patterns 
is a simple and suitable strategy that shows very promising results, 
helping to achieve a trade-off between both metrics. 
In order to analyse the most important variables for predict- 
ing graft survival after transplantation we study the inﬂuence of 
each variable in the best model (using SVC-LP) in Table 3 at 3 
months after transplantation (KC3M). The linear weights obtained 
are included in Table 5 . Note that all the binary variables are in- 
cluded in this case (54 variables that are the result of decompos- 
ing the original 37 ones). The variables have been ranked consid- 
ering the absolute value of their weights. Note that the variables 
can have a positive or negative impact on the output (where the 
survival at 3 months represent the positive class). The bias of the 
model is −0.985. It can be seen that the most inﬂuential vari- 
ables are mostly the ones related to the recipient, although there 
are some variables related to the donor that also have an impact 
on the model (thus justifying the need to use both sources of in- 
formation). The most important variables for the characterisation 
of the survival are: arterial hypertension (recipient), pretransplant 
status performance (recipient), MELD (at transplant), diabetes mel- 
litus (recipient), recipient etiology (virus), gender (recipient), cause 
of exitus of donor (anoxia), tips at transplant (recipient) and other 
Fig. 3. Pseudocode of the proposed liver allocation system. 
factors such as age and body mass index (recipient). This shows 
that although the MELD variable has an inﬂuence in our model 
(being an important factor) there are other variables with greater 
or similar impact. These ﬁndings are consistent with the results 
reported in literature where the age is an important factor con- 
tributing to the donor risk index. Similarly, prolonged ICU hospi- 
talization is a strong predictor of early graft dysfunction and poor 
initial functioning that increased post-transplant hospital costs. 
4. Discussion and proposed system for organ allocation 
Donor-recipient (D-R) matching is performed at the moment of 
organ procurement. However, since MELD does not consider donor 
characteristics, the organ is assigned to the patient listed ﬁrst on 
the list of the most ill, a strategy that cannot be truly considered 
as a matching. Therefore, using MELD a concrete D-R combination 
does not necessarily result in the best combination in terms of util- 
ity. Because of this, and based on the best model obtained in the 
previous subsection, a novel liver allocation system is proposed. 
The ﬁrst stage of the system is the selection of the ﬁrst k -recipients 
on the waiting list (i.e. the k sickest patients, since patients on the 
waiting list are sorted according to the MELD score). In case of 
draws, the time spent on the waiting list is considered. After this, 
graft survival after transplantation is predicted for these k recipi- 
ents using the best model obtained in our experiments. Then, the 
organ is assigned to the recipient whose predicted survival is the 
highest (in this case, we only consider two classes, but the prob- 
ability of belonging to the survival class could be considered for a 
ﬁner grain discrimination). In case of draws between two or more 
recipients, the one with the highest MELD is selected. This new 
system complements the assignment of the MELD score, by tak- 
ing into account donor and operative factors. Fig. 3 underlines the 
general ideas of the proposed liver allocation system. 
A simulation of our proposed system (and of the two best mod- 
els obtained in this paper) is included in Table 8 where the recipi- 
ents listed in Table 6 and the donors in Table 7 are used. The result 
of each combination of pairs donor-recipient is evaluated with the 
best models and the output of the system is included in the Table 
(- if the matching belongs to the non-survival class and + other- 
wise). The number of times that each recipient and organ results 
in survival is also reported in the Table. Several conclusions can 
be extracted from these results. Firstly, it can be seen that both 
models (at 3 and 12 months) are robust and agree in the output 
of the transplant in most cases. Note that, the only incongruence 
that these two models show is when the model at 3 months pre- 
dict that the match will lead to graft failure but the model at 12 
months predict that the match will be successful. This is because 
the rest of options (e.g. that the model at 3 months predicts sur- 
vival and the model at 12 months predicts non-survival) are vi- 
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Table 6 
Characteristics of the recipients selected from the dataset used to test the allocation system. 
Rec. A G BMI DM AH DT E PT WLT MI MT TT HS UAS PSP C MOH 
R1 69 1 40 .06 1 1 0 6 1 357 11 18 0 0 1 0 1 0 
R2 51 0 29 .86 1 0 0 0 0 48 15 15 0 0 0 0 1 0 
R3 71 0 30 .52 0 0 0 5 0 18 12 12 0 0 0 1 1 0 
R4 18 1 38 .10 0 0 0 6 0 344 6 8 0 0 0 0 0 1 
R5 42 0 32 .65 0 0 0 0 0 628 4 6 0 0 0 0 0 1 
R6 37 1 35 .43 0 0 0 3 0 3 25 29 0 0 0 3 1 0 
R7 57 1 40 .06 0 1 1 6 0 768 24 26 0 0 0 0 1 0 
R8 27 0 37 .18 0 0 0 6 0 84 25 24 0 0 1 0 1 0 
R9 47 0 33 .03 0 1 0 6 1 34 23 23 1 0 1 0 1 0 
R10 50 1 47 .56 1 0 0 4 1 477 13 22 0 0 0 0 1 0 
R11 34 0 27 .70 0 0 0 3 0 5 43 50 0 0 0 3 1 0 
R12 39 1 32 .65 1 0 0 3 1 1 34 40 0 0 0 3 1 0 
R13 37 0 37 .18 0 0 0 0 0 70 35 36 1 0 0 0 0 1 
R14 22 1 44 .44 0 0 0 3 0 1 30 33 0 0 0 3 0 1 
R15 66 0 31 .92 1 1 0 5 0 270 27 31 0 1 0 0 1 0 
R16 19 1 34 .60 0 0 0 3 0 2 25 27 0 0 0 3 0 1 
R17 57 1 44 .44 0 0 0 4 0 10 28 27 0 1 0 0 0 0 
R18 68 0 31 .92 0 0 0 6 0 297 8 27 0 0 0 0 1 0 
R19 64 0 38 .10 0 1 0 6 0 413 27 27 0 0 0 0 1 1 
R20 46 0 30 .86 1 0 0 3 0 3 24 27 0 0 0 3 1 0 
Abbreviations: A: age; G: gender; BMI: body mass index; DM: diabetes mellitus; AH: arterial hypertension; DT: dialysis at 
transplant; E: etiology; PT: portal thrombosis; WLT: waiting list time; MI: MELD score at listing; MT: MELD score at transplant; 
TT: TIPS at transplant; HS: hepatorrenal syndrome; UAS: upper abdominal surgery; PSP: status performance pretransplant; C: 
cytomegalovirus; MOH: Multi-organ harvesting. 
Table 7 
Donor and other surgery factors from the set of patterns used to test the allocation system. 
D. A G BMI DM AH CE HL HE HIDU CPL SPL ATL AAPL TB HB HC C CT CPG CIT 
D1(E) 21 1 21 .61 0 0 0 6 1 1 1 .00 142 815 .00 204 0 .50 0 0 0 0 0 1 
D2(E) 81 1 22 .58 0 0 1 2 0 1 1 .30 145 45 .00 30 1 .00 0 0 0 0 0 1 
D3(E) 58 0 27 .76 1 1 1 4 0 1 1 .10 143 49 .00 11 0 .50 0 0 1 1 0 2 
D4(E) 26 0 18 .94 1 0 1 7 0 1 0 .80 134 27 .00 21 2 .20 0 0 1 0 1 2 
D5(E) 64 0 24 .05 0 0 0 1 0 1 1 .20 146 38 .00 23 0 .50 1 0 1 0 0 2 
D6 55 1 24 .80 0 1 1 6 0 1 0 .60 156 41 .75 38 0 .30 0 1 0 0 0 1 
D7 19 0 22 .34 0 0 2 10 0 0 0 .70 142 80 .91 82 0 .20 0 0 0 0 1 0 
D8 68 0 26 .99 0 0 1 6 0 1 1 .20 141 18 .51 14 0 .60 0 0 0 0 0 0 
D9 34 0 22 .09 0 0 1 1 0 0 1 .00 143 27 .00 15 0 .80 0 0 1 0 1 1 
D10 38 1 25 .10 0 0 1 8 0 0 0 .40 134 48 .92 50 0 .30 0 0 0 1 0 2 
Abbreviations: A: age; G: gender; BMI: body mass index; DM: diabetes mellitus; AH: arterial hypertension; CE: cause of exitus; HL: hospitalisation length in 
intensive care unit; HE: hypotension episodes > 1hr < 60mmHg; HIDU: high inotropic drug use; CPL: creatinine plasma level; SPL: sodium plasma level; ATL: 
aspartate transaminase level; AAPL: alanine aminotransferase plasma level; TB: total bilirubin; HB: hepatitis B (core Ab positive); HC: hepatitis C (positive 
serology); C: cytomegalovirus; CT: combined transplant; CPG: complete or partial graft; CIT: cold ischemia time. 
able options. Moreover, this incongruence only occurs in 6% of the 
matches. On the other hand, it can be seen that the MELD score is 
in some cases related to the output of the transplant, meaning this 
that recipients with a low MELD (as the situation 1 tested) have in 
general a satisfactory post-transplant output and potential incom- 
patibilities (i.e. the probability of graft failure) increases with the 
MELD range (e.g. compare the number of graft loses for recipients 
with MELD < 20 and MELD > 30). This fact motivates the use of 
an allocation system that predicts match compatibilities, which is 
vital to maximize the organ utility. As can be seen, our model will 
agree with the MELD score in the vast majority of situations, how- 
ever, it will also help the medical community to detect situations 
in which the allocation is not secure. 
Concerning extended donors, the one that represents the most 
secure approach is D1 (resulting in graft loss only 2 times). It can 
be seen that this donor, compared to the rest, presents a low age 
and a normal BMI, it does not present diabetes mellitus, arterial 
hypertension or hepatitis and the cold ischemia time is medium. 
On the other hand, D3 is the one that results in non-survival more 
times. This donor presents diabetes mellitus, arterial hypertension, 
cytomegalovirus and a high cold ischemia time. Furthermore, com- 
paring D2 and D4 it can be seen that D2 results in predicted sur- 
vival more times than D4 (despite the age of the donors). D4 is 
only 26 years old but has a relatively low BMI and diabetes melli- 
tus. This donor was also 7 days in the intensive care unit and the 
organ has a high cold ischemia time. In relation to non-extended 
donors, the one that present the highest survival rate are D7 and 
D8 (which have very low cold ischemia time and do not present 
diabetes, arterial hypertension or cytomegalovirus, variables that 
have been shown to be discriminative in the model interpretation 
phase). The one that has the lowest failing rate is D10. 
Concerning the recipients, there are many of them that have a 
high survival rate. However, the one which could be most interest- 
ing is R13, which has a 100% survival rate but belongs to the group 
of recipients with MELD > 30. The main difference with the rest of 
recipients of the group is the etiology, the lack of diabetes melli- 
tus, cytomegalovirus, hepatorrenal syndrome and the pretransplant 
state (at home against at ICU with mechanical ventilation). 
Note that at the moment of the implementation of this alloca- 
tion system more conservative factors can be introduced. For ex- 
ample, the probability of graft survival can be computed (e.g. in 
SVM using the distance of the projected pattern to the bias) and 
used for the system considering a statistical test that gives us in- 
formation about signiﬁcant differences in the probabilities. By do- 
ing this, the organ would be assigned to the recipient with the 
highest probability of survival (given that the difference in proba- 
bility with respect to the rest of recipients is signiﬁcantly higher). 
If this is not the case, the MELD score should be considered. On 
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Table 8 
Simulation of the proposed system, where different situations are considered. The predicted values of the system are reported, where - corresponds to the non-survival 
class (at 3 or 12 months) and + to the survival class. The number of times that an organ or a recipient results in a survival output is also included to ease the analysis. 
Survival at 3 months Survival at 12 months 
Rec.(MELD) D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 Total( + ) Rec.(MELD) D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 Total( + ) 
Situation 1: recipients with MELD values lower than 20 
R1(18) + + + + + + + + + + 10 R1(18) + + – + + + + + + + 9 
R2(15) + + + + + + + + + + 10 R2(15) + + + + + + + + + + 10 
R3(12) + + + + + + + + + + 10 R3(12) + + + + + + + + + + 10 
R4(8) + + + + + + + + + + 10 R4(8) + + + + + + + + + + 10 
R5(6) + + + + + + + + + + 10 R5(6) + + + + + + + + + + 10 
Situation 2: recipients with MELD values between 20 and 30 
R6(29) + – – – + – – + – – 3 R6(29) + + – – + + + + + – 7 
R7(26) + + + + + + + + + + 10 R7(26) + + + + + + + + + + 10 
R8(24) + + – – + + + + – – 6 R8(24) + + – + + + + + + – 8 
R9(23) + + + + + + + + + + 10 R9(23) + + + + + + + + + + 10 
R10(22) + + + + + + + + + + 10 R10(22) + + + + + + + + + + 10 
Situation 3: recipients with MELD values greater than 30 
R11(50) + – – – + – – – – – 2 R11(50) + – – – – – + + – – 3 
R12(40) + + + + + + + + + + 10 R12(40) + – – – – – + + – – 3 
R13(36) + + + + + + + + + + 10 R13(36) + + + + + + + + + + 10 
R14(33) + – – – + – – – – – 2 R14(33) + + – – – + + + – – 5 
R15(31) + + + + + + + + + + 10 R15(31) – – – – – – + + – – 2 
Situation 4: recipients with the same MELD value (MELD = 27) 
R16(27) + + – – + + + + – – 6 R16(27) + + – – + + + + + – 7 
R17(27) + + – – + + + + – – 6 R17(27) – – – – – – – – – – 0 
R18(27) + + + + + + + + + + 10 R18(27) + + + + + + + + + + 10 
R19(27) + + + + + + + + + + 10 R19(27) + + + + + + + + + + 10 
R20(27) + + + + + + + + + + 10 R20(27) + + + + + + + + + + 10 
Total( + ) 20 17 14 14 20 17 17 18 14 14 Total( + ) 18 16 11 13 15 16 19 19 15 12 
the other hand, a constraint can be included in the system so that 
no recipient remains forever in the waiting list. To do so, a formu- 
lation that considers the number of times that the recipient was 
selected in the k ﬁrst recipients but not selected (i.e. the times 
where the recipient was considerably ill but not allocated an or- 
gan) can be implemented. Finally, as a clinical test of our proposal 
is not feasible, we propose to analyse ﬁrstly our methodology in a 
more controlled environment comparing the choices of MELD and 
our system. 
5. Conclusions 
This paper studies different sources of unsupervised informa- 
tion to improve the performance of binary classiﬁcation models 
for the problem of liver transplantation outcome prediction. The 
two sources identiﬁed are those transplants whose follow-up pro- 
cess has not been completed and virtual transplants combining 
donor and recipients which were not matched during the alloca- 
tion. Unsupervised data are introduced in the learning process by 
considering two methods: standard semi-supervised learning and 
a speciﬁc label propagation scheme. The imbalanced nature of the 
datasets (where the number of failures is signiﬁcantly lower than 
that of successful transplants) is taken into account, both during 
synthetic unsupervised data generation and during the label prop- 
agation step. Supervised methods (including both standard classi- 
ﬁers and different mechanisms for imbalanced data) are compared 
against our proposals, using a dataset from the liver transplanta- 
tion unit of the King College’s hospital (UK), where two different 
versions of the binary problem are considered (predicting the graft 
failure after 3 months or after 12 months). 
The results obtained show that the imbalanced nature of the 
dataset must be taken into account in order to avoid trivial clas- 
siﬁers, and that the popular techniques used for dealing with 
imbalanced distributions (such as cost-sensitive learning or over- 
sampling methods) do not obtain acceptable results. However, we 
show how the use of unsupervised data (real or virtual) results in 
more robust and fair models, both for the minority and the major- 
ity class, and how, the proportion of majority/minority examples 
and the quality of those could be more important than the quan- 
tity itself. The label propagation method is found to focus consis- 
tently on the minority class virtual pairs. Moreover, by forcing the 
virtual pairs to include extended criteria donors, the results are 
also improved. Concerning the simulation of the proposed system, 
it can be seen that our model agrees to a large extent with the 
MELD score, but can also help to detect incompatibilities between 
donors and recipients. 
Future work comprises the extension of this semi-supervised 
classiﬁcation idea to the multiclass approach (where a ﬁner grain 
classiﬁcation is performed) and to other hospitals with the aim of 
constructing a supranational model. 
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Decision-making
a  b  s  t  r  a  c  t
Liver  transplantation  is  nowadays  a widely-accepted  treatment  for patients  who  present  a terminal  liver
disease.  Nevertheless,  transplantation  is  greatly  hampered  by the  un-availability  of  suitable  liver  donors;
several  methods  have  been  developed  and  applied  to ﬁnd  a  better  system  to prioritize  recipients  on  the
waiting  list,  although  most  of them  only  consider  donor  or recipient  characteristics  (but not  both).  This
paper  proposes  a novel  donor–recipient  liver  allocation  system  constructed  to  predict  graft  survival  after
transplantation  by  means  of  a dataset  comprised  of  donor–recipient  pairs  from  different  centres  (seven
Spanish  and one  UK  hospitals).  The  best model  obtained  is  used  in  conjunction  with  the Model  for  End-
stage  Liver  Disease  score  (MELD),  one  of the  current  assignation  methodology  most  used  globally.  This
problem  is  assessed  using  the  ordinal  regression  learning  paradigm  due  to the  natural  ordering  in the
classes  of  the  problem,  via  a  cascade  binary  decomposition  methodology  and  the  Support  Vector  Machine
methodology.  The  methodology  proposed  has  shown  competitiveness  in  all the  metrics  selected,  when
compared  to other  machine  learning  techniques  and  efﬁciently  complements  the  MELD  score  based  on
the  principles  of  efﬁciency  and  equity.  Finally,  a simulation  of the  proposal  is  included,  in  order to visualize
its  performance  in realistic  situations.  This  simulation  has  shown  that  there  are  some  determining  factors
in  the characterization  of  the  survival  time  after transplantation  (concerning  both  donors  and  recipients)
and  that  the  joint  use  of  these  sets of  information  could  be,  in  fact,  more  useful  and  beneﬁcial for  the
survival  principle.  Nonetheless,  the  results  obtained  indicate  the  true complexity  of  the  problem  dealt
within  this  study  and  the fact that  other  characteristics  that have  not  been  included  in  the dataset  may
be  of  importance  for the  characterization  of the dependent  variable  (survival  time  after  transplantation),
thus  starting  a promising  line  of future  work.
©  2013  Elsevier  B.V.  All  rights  reserved.
1. Introduction
During the last few decades, new trends in biomedicine have
considered using some machine learning techniques as classiﬁ-
cation methods [1,2], which has worked well in a great number
of problems and resulted in remarkable applications for science
[3,4]. Liver transplantation is an accepted treatment for patients
who present end-stage liver disease. However, transplantation
is restricted by the lack of suitable liver donors; this imbalance
∗ Corresponding  author at: Department of Computer Science and Numerical Anal-
ysis, University of Córdoba, Rabanales Campus, Albert Einstein Building 3rd Floor,
14071 Córdoba, Spain. Tel.: +34 957 218 349; fax: +34 957 218 630.
E-mail  addresses: i82perom@uco.es (M.  Pérez-Ortiz), mcruz@uco.es
(M.  Cruz-Ramírez), lolesat83@hotmail.com (M.D. Ayllón-Terán),
nigel.heaton@nhs.net (N. Heaton), rubenciria@hotmail.com (R. Ciria),
chervas@uco.es (C. Hervás-Martínez).
between supply and demand resulting in signiﬁcant waiting list
death. In order to cope with this situation, several methods have
been developed and applied to ﬁnd a better system to prioritize
recipients on the waiting list.
The ﬁrst attempt at developing a system was  the Donor Risk
Index (DRI) [5], aimed at establishing the quantitative risk asso-
ciated with the transplant when considering donor information.
Another widely validated methodology that is the cornerstone of
current allocation policy, is the Model for End-stage Liver Disease
(MELD) [6], which is based on the “sickest-ﬁrst” principle, where
the only aspect considered is information concerning the recipient.
The use of expanded criteria donors (donors with extreme values
of age, days in the intensive care unit (ICU), inotrope usage, body
mass index (BMI) and cold ischemia time) results in an increased
risk of recipient and/or graft losses compared to the risk associated
with the use of livers from non-extended criteria donors [7]. These
risks should be carefully analysed since the combination of several
of these risk factors can result in graft loss [8]. Nevertheless, these
1568-4946/$ – see front matter © 2013 Elsevier B.V. All rights reserved.
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Fig. 1. Graphic representing the organ allocation process.
methods can not be considered good predictors of graft failure
after transplantation since they only take into consideration either
characteristics of donors or of recipients (but not both), when
there could actually be more complex factors involved in the
situation (donor, recipient and transplant organ characteristics).
In order to deal with this problem, Rana et al. [9] devised a scoring
system (SOFT) that predicted recipient survival 3 months after
liver transplantation, which is intended to complement MELD-
predicted waiting list mortality rates by making use of both donor
and recipient characteristics. P. Dutkowski et al. recently proposed
a balance of risk (BAR) score [10] based on donor and recipient
characteristics. A rule-based system was used to determine graft
survival 1 year after the transplant [11]. The input of this rules-
based system being the response of two artiﬁcial neural networks
trained with donor, recipient and transplant organ characteristics.
Fig.  1 graphically represents the process of organ allocation (ﬁg-
ure restructured from [12]). Generally, donors are assigned to the
candidates under the greatest-risk according to the MELD score.
This policy does not allow the liver transplant team to match the
donor to the recipient according to principles of fairness and bene-
ﬁt. This could lead to a risk of unconscious gaming when trying to
match marginal donors to urgent candidates.
In the same vein, this paper considers a liver transplant dataset
obtained from seven different Spanish hospitals and King’s College
Hospital in the UK and includes characteristics of donors, recipients
and transplant organs, with the aim of developing and constructing
a supranational system for predicting graft survival, by means of
intelligent classiﬁcation techniques. Although this problem has
been tackled successfully before by means of a binary classiﬁca-
tion task [11], a signiﬁcant contribution of this paper is that the
classiﬁcation problem is addressed using an ordinal regression
point of view since the classes are ordered taking into account
the time leading up to liver failure (in case of failure) providing
therefore more information about the hypothetical graft failure.
The classiﬁcation problem could be also tackled by a multiclass
classiﬁcation problem but this approach will ignore the ordering
information present in the output space. The classes involved in
the dataset are: (1) failure of the graft within the ﬁrst 15 days after
transplantation, (2) failure between 15 days and 3 months, (3)
failure between 3 months and 1 year, and (4) no failure presented.
These intervals have been highlighted by experts as being the most
pertinent in early graft loss. Several issues need to be taken into
account in order to exploit the presence of this order structure.
First of all, the learner (classiﬁer, in this case) could beneﬁt from
this implicit ordering in order to construct more robust and fairer
decision regions for the data, since the classiﬁcation errors to be
minimized vary from the ones considered in the nominal clas-
siﬁcation paradigm (the zero-one loss function). Secondly, with
the ﬁnal aim of evaluating the performance of those classiﬁers,
different measures or metrics could be developed and used.
In  order to clarify the differences among these paradigms, the
problem of classifying tumour cells given the labels: {normal cell,
dysplastic cell, tumor cell, metastatic cell} could be considered.
Clearly,  an order among the categories can be appreciated, and
there are also some misclassiﬁcation errors that should be more
penalized. For example, misclassifying a metastasis cell with a nor-
mal cell should be far more penalized than misclassifying it as a
tumor cell. Since this is a common learning issue, several approaches
to tackle this paradigm (known as ordinal regression or ordinal
classiﬁcation) have been proposed in the domain of pattern recog-
nition and machine learning over the years, ever since the ﬁrst
work applying logistic regression dating back to 1980 [13]. This
issue has generally been addressed by transforming ordinal scales
into numeric values and solving the problem as one of standard
regression or multinomial classiﬁcation. However, there are several
problems within this approach: on the one hand, the fact that, with-
out a priori knowledge, the distance between different classes is
unknown, thus the assumption of equidistant labels when perform-
ing standard regression may  not hold; on the other hand, as nominal
classiﬁcation does not consider this order information, misclassiﬁ-
cation errors are treated equally. Nonetheless, other works have
approached the paradigm considering the order information by
means of threshold methods [14–16] which are based on the idea
that some underlying real-valued outcomes exist (also called latent
variable), although they are unobservable.
However, there is still a major group of classiﬁcation techniques
specially designed for approaching ordinal regression which are
based on the idea of decomposing the original problem into a set
of binary classiﬁcation tasks [17,18], or by formulating the original
problem as one of extended binary classiﬁcation [19,20]. Each sub-
problem can be solved in this case either by a single model or by
a multiple set. The subproblems are deﬁned in this case by a very
natural methodology, considering whether a pattern x belongs to
a class greater than a ﬁxed k [21], and ﬁnally combining the binary
predictions into a unique ordinal label. The idea of decomposing
the target variable in simpler classiﬁcation tasks has demonstrated
to be very powerful in the context of ordinal regression.
In this paper, due to the complexity of the classiﬁcation prob-
lem, which presents an ordinal and highly unbalanced nature
leading to difﬁculties in the classiﬁcation of the three minority
categories (note that from class 1 to 4 the number of patterns
per class are respectively {76, 76, 62, 1223}), a binary decom-
position method for ordinal regression known as OneVsPrevious
is considered by using the well-known Support Vector Machine
classiﬁer (SVM) and two  different approaches to combine the
classiﬁer outputs. Note that, although other base methodologies
could be used for the decomposition method, such as artiﬁcial
neural networks, the SVM paradigm has been chosen in order to
provide a fair comparison in the experiments performed since
most of the methods proposed for ordinal classiﬁcation are based
on SVMs [16,19,18]. Therefore, a SVM model is created for each
subproblem by solving a global optimization problem seeking for
the optimal separating hyperplane for the data and optimizing the
parameters using a nested cross-validation over the parameters
space. The methodology, which shows competitive results when
compared to other ordinal and nominal approaches (based on
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SVM [16,19], artiﬁcial neural networks [29] and logistic regression
[15]), is then used to develop a complete system of liver allocation,
in conjunction with the MELD system known worldwide.
The  paper is organized as follows: Section 2 shows a description
of the ordinal regression methodology used in this work; Section 3
thoroughly explains the constructed dataset and the experiments
to be performed; Section 4 presents and analyses the results of
the above-mentioned experiments. In Section 5, a simulation of the
proposal is performed and, ﬁnally, Section 6 outlines some conclu-
sions and future work.
2.  Methodology
This section establishes the terminology and notation that will
be used throughout the entire work, as well as the ordinal regres-
sion method used. The goal in classiﬁcation is to assign an input
vector x to one of K discrete classes Ck, where k ∈ {1, . . .,  K}. A formal
framework for the ordinal regression problem could be introduced
by considering an input space X  ∈ Rd, where d is the data dimen-
sionality. To do so, an outcome space Y  = {C1, C2, . . .,  CK } is deﬁned,
where the labels are ordered due to the data ranking structure (i.e.
C1 ≺ C2 ≺ · · · ≺ CK , where ≺ denotes this order information) thus
being Y  a non-metric space. Let N be the number of patterns in the
sample and Nk the number of samples for the kth class. The objec-
tive in this kind of problem is to ﬁnd a prediction function f : X  → Y
by  using an i.i.d. sample D = {xi, yi}Ni=1 ∈ X  × Y.
2.1.  Base methodology
The  Support Vector Machine paradigm (SVM) [22,23] is perhaps
the most common kernel learning method for statistical pattern
recognition due to its good generalization ability and freedom from
local minima. The basic idea behind this technique is the separation
of two different classes through a hyperplane which is speciﬁed by
a normal vector w and a bias b. The optimal separating hyperplane
is the one which maximizes the distance between the hyperplane
and the nearest points in both classes (called margin). Beyond the
application of kernel techniques to allow non-linear decision dis-
criminants (the kernel trick), another generalization was made to
replace hard margins with soft margins [23], using the so-called
slack-variables i in order to avoid inseparability, relax the con-
straints and handle noisy data. Therefore, this algorithm seeks a
classiﬁer f : Rd → R  of the form f(x) = w · (x) + b ( being the map-








for  some parameter C and subject to the constraints:
yi((w · (xi)) + b) ≥ 1 − i, i ≥ 0, ∀i ∈ {1, . . .,  N}.
2.2. Binary decomposition
The  binary decomposition method known as the cascade linear
utility model [25] is used in this case. This procedure considers K − 1
models D  (each model Di will be comprised in this case of a pro-
jection w and a threshold bi), in such a way that model k separates
classes C1 ∨ · · · ∨ CK−k−1 from class CK−k, so that not all the classes
are  considered in the computation of each model (as can be seen
in Fig. 2, where the decomposition is described graphically). This
methodology was mainly used to balance some projections, due to
the highly unbalanced character of the liver transplantation sam-
ple constructed in this paper, which leads to the misclassiﬁcation
of minority classes for the sake of good overall performance, which
Fig. 2. Binary decompositions performed for a 4-category dataset, where Xk is
deﬁned as the patterns belonging to class k, wi represents the ith projection and bi
the bias associated with that projection. White-shadowed ﬁgures represent the neg-
ative class, and black-shadowed ones the positive class, while the shape represents
the  original category.
in this case can be achieved with a trivial classiﬁer that always pre-
dicts the majority category. It is also noteworthy that the classes
could be inversely decomposed by making use of the OneVsFollow-
ers decomposition [26], although, in this situation, it would not be
advisable because the class imbalance will increase, since the ﬁrst
classes are the most unbalanced ones.
The training set for model or decision maker Dk = {wk, bk} is
speciﬁed by {X(i|i<k), X(i|i=k)}. Therefore, a coding matrix M(K−1×K)
associated to the K − 1 binary decompositions of the cascade utility
model can be deﬁned as follows:
M =
⎛
⎝−1 −1 −1 +1−1 −1 +1 0
−1 +1 0 0
⎞
⎠ ,
where the label −1 is assigned to patterns corresponding to the
negative class, the label +1 to patterns belonging to the positive
class, and ﬁnally, the patterns associated with label 0 are excluded
for the training process. This matrix can be obtained by means of
a single model (by using neural networks for example) or by a
multiple set of models (training a binary classiﬁer for each sub-
problem, as in this paper). Thus, once the model or models have
been trained, a set of K − 1 decision values f(x) are obtained for
pattern x. At that point, and concerning the prediction phase, two
different alternatives have been considered in this work:
• Hierarchical  approach: This method was  originally proposed for
prediction in the cascade utility model [25], which operates in
a forward manner, starting the prediction phase with the ﬁrst
model  and going forward, until the model predicts one class that
is not decomposed in the following models.
• Error-Correcting  Output Codes framework (ECOC): Although the
hierarchical approach may  work well in a great number of prob-
lems,  prediction depends on the projections evaluated in the ﬁrst
stage, and is thus biased towards those classes. Because of that, a
different proposal to be considered in the prediction phase is also
evaluated in this paper. Based on these concepts, many efforts
have  been made by the machine learning community in order
to  reformulate binary classiﬁers to the multinomial case, result-
ing  in methods such as the OneVsOne or OneVsAll paradigms.
Nonetheless, other proposals can also be found in the state-
of-the-art literature, such as the Error-Correcting Output Codes
methodology [27]. The principal idea is to associate each class
k  ∈ Y  with a column of a binary coding matrix M ∈ { − 1, + 1}l×K
for a given l (note that in our case l will be preassigned to K − 1,
i.e.  the number of binary decompositions performed). The binary
algorithm  is run once for each row of the matrix in the induced
binary  classiﬁcation problem, f yielding as many hypotheses as
l. Prediction is then accomplished by choosing the column of M
closest to the set of decision values f(·) = f1(·), . . .,  fl(·). A slightly
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Fig. 3. Summarization of the two  testing proposals for the cascade utility training model.
modiﬁed version of this proposal is given in [28], where the cod-
ing  matrix is taken instead from the set M ∈ { − 1, 0, + 1}l×K (as the
one  previously deﬁned for our decomposition problem), leading
to  an indifferent condition in the prediction phase for patterns
with  label 0. The main handicap within this paradigm is the choice
of  a suitable loss function for the binary classiﬁer chosen as the
base  method. In this case, due to the choice of the 1-norm SVM
paradigm  as the base method, the hinge-loss function is chosen,
which  is the most commonly used for SVM. In order to see this,
let  us formulate Eq. (1) in terms of the error:
1
2






︸  ︷︷  ︸
error
,
where the error function chosen is usually the hinge-loss (for
L1-SVM),  or its square (for L2-SVM):
H(xi) = (1 − yi · f (xi))+ = max(0,  1 − yi(w · (xi) + b)) = i.
The different possibilities for yi(w · (xi) + b) are:
– yi(w · (xi) + b) > 1: the point is well-classiﬁed and outside the
margin.
– yi(w · (xi) + b) = 1: the point is on the margin.
– yi(w · (xi) + b) < 1: the point is within the margin or misclassi-
ﬁed.
Hence, one of the main advantages of this methodology is that real
values  for prediction are used instead of binary predicted class
values;  thus the model will be provided with additional informa-
tion  which may  be useful for improving its performance. Indeed,
the  real values used are related with the distance to the threshold,
a  measure usually used in this cases for estimating the probability
of  belonging to a class.
With comparison and clariﬁcation purposes, Fig. 3 presents a
summary of the two proposals of the paper.
3. Experiments performed
In  this section, a complete description of the multi-state liver
transplantation dataset is given, followed by the methods to be
compared and the measures evaluated.
3.1. Dataset description
First  of all, a multi-centred retrospective analysis was made of 7
Spanish Liver Transplant units. Recipient and donor characteristics
were reported at the time of transplant. Patients undergoing partial,
split or living-donor liver transplantation and patients undergo-
ing combined or multivisceral transplants were excluded from the
study. All patients were followed from the date of transplant until
either death, or graft loss prior to 1 year after transplantation. Liver
Transplantation units were homogeneously distributed throughout
Spain. The dataset constructed has 634 patterns (donor–recipient
pairs) corresponding to the years 2007 and 2008. In addition, the
dataset was completed with information about donor–recipient
pairs from the King’s College Hospital (London), to perform a
supranational study of donor–recipient allocation in liver trans-
plantation. To obtain a similar number of patterns, only reported
pairs of recipients over 18 years of age between January 2002
and December 2010 were included. Thus, a dataset containing 858
English donor–recipient pairs were collected. In order to merge the
datasets, several variables were selected, 16 recipient variables, 17
donor variables and 5 surgically related variables. Furthermore, all
patients were followed from the date of transplant until death, graft
loss or completion of the ﬁrst year after the liver transplant.
Once  the data was  collected, it was necessary to perform some
classical techniques of data imputation in order to replace all the
missing values. To do so, ﬁrst, when the ratio of missing values for
any variable was  under 1%, these were substituted by the mean
(in the case of a continuous and quantitative variable) and by the
mode (in the case of a binary and qualitative one). When the ratio
of missing values was over 1% and under 10%, a linear and non-
linear regression analysis was  performed to recover the missing
values. Finally, patterns with over 10% of missing values were not
considered for the study; 19 and 36 patterns were discarded after
applying the techniques of data imputation, leaving a total of 615
Spanish patterns and 822 English patterns, respectively. Therefore,
the resulting dataset was  comprised of 1437 patterns.
To  solve the donor–recipient matching problem, the dependent
variable is the class label which is equal to 1 when representing
graft loss up to the ﬁrst 15 days after the transplant, equal to 2 if
the loss occurs between 15 days and 3 months, equal to 3 when the
loss is after 3 months and before a year, and, ﬁnally, the last class
corresponds to the patterns which do not present graft loss after
the ﬁrst year and is represented by label 4. The variables selected
for the dataset can be seen in Table 1.
The choice of class limits for the dataset were not arbitrary (15
days, 3 months and a year); in addition to being considered as the
most pertinent, Fig. 4 shows that the cumulative frequency slope
of the graft loss curve changes strongly somewhere around those
class limits. An important point is the limit located at 15 days since
it is deﬁned by experts as a critical point for survival or loss.
By  analysing Fig. 4, it can be seen that the application of a
regression-based technique is not suitable for the problem, due to
the high number of points belonging to the more than 1 year cate-
gory, which do not incorporate any knowledge about the real value
of the number of days until either graft loss or death.
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Table  1
Principal characteristics of the dataset: features considered, number of patterns and classes, etc. (number of patterns: 1437; number of classes: 4; number of features: 38;
class  distribution: {76, 76, 62, 1223}).
Attribute name Type Value
Recipient
Age Numeric [18, 76]
Gender Binary 0 = male; 1 = female
Body mass index Numeric [14, 68.3]
Diabetes mellitus Binary 0 = absence; 1 = presence
Arterial hypertension Binary 0 = absence; 1 = presence
Dialysis at transplant Binary 0 = absence; 1 = presence
Etiology Nominal 0 = virus C cirrhosis; 1 = alcohol; 2 = virus B
cirrhosis; 3 = fulminant hepatic failure; 4 =
primary biliary cirrhosis; 5 = primary
sclerosing cholangitis; 6 = others
Portal  thrombosis Ordinal 0 = no; 1 = partial; 2 = complete
Waiting list time Numeric [0, 1978]
MELD (inclusion) Numeric [1, 46]
MELD (at transplant) Numeric [5, 50]
TIPS at transplant Binary 0 = absence; 1 = presence
Hepatorrenal syndrome Binary 0 = absence; 1 = presence
Upper abdominal surgery Binary 0 = absence; 1 = presence
Pretransplant status performance Nominal 0 = at home; 1 = hospitalized; 2 = hospitalized
in ICU; 3 = hospitalized in ICU with mechanical
ventilation
Cytomegalovirus  Binary 0 = absence; 1 = presence
Donor
Age Numeric [10, 86]
Gender Binary 0 = male; 1 = female
Body mass index Numeric [14.38, 53.35]
Diabetes mellitus Binary 0 = absence; 1 = presence
Arterial hypertension Binary 0 = absence; 1 = presence
Cause of exitus Nominal 0 = brain trauma; 1 = cerebral vascular
accident; 2 = anoxia; 3 = deceased vascular
after cardiac death; 4 = others
Hospitalization length in ICU Numeric [0, 58]
Hypotension episodes Binary 0 = absence; 1 = presence
High inotropic drug use Binary 0 = absence; 1 = presence
Creatinine plasma level Numeric [0.1, 9.5]
Sodium plasma level Numeric [98, 187]
Aspartate transaminase level Numeric [1, 1090]
Alanine aminotransferase plasma level Numeric [2, 1400]
Total bilirubin Numeric [0.06, 4.2]
Hepatitis B Binary 0 = absence; 1 = presence
Hepatitis C Binary 0 = absence; 1 = presence
Cytomegalovirus Binary 0 = absence; 1 = presence
Operative factors
Multi-organ harvesting Binary 0 = no; 1 = yes
Combined transplant Binary 0 = no; 1 = yes
Complete or partial graft Binary 0 = no; 1 = yes
Cold ischemia time Ordinal 0 = <6 h; 1 = 6–12 h; 2 = >12 h
AB0  compatible transplant Binary 0 = no; 1 = yes
The end-point variable is the time leading up to liver failure: (1) Before 15 days, (2) Between 15 days and 3 months, (3) Between 3 months and a year and (4) No graft
failure  presented after the ﬁrst year.
All nominal and ordinal variables are transformed into binary ones.
3.2. Methods compared
The  methods developed based on the cascade utility model
using the SVM paradigm are the following:
• H-CascadeSVM: Hierarchical approach for the cascade utility
model  using SVM.
• ECOC-CascadeSVM: ECOC approach for the cascade utility model
using  SVM.
The results obtained have been compared with some of the
most frequently used state-of-the-art nominal and ordinal meth-
ods, such as:
• Support  Vector Classiﬁcation with one-vs-one methodology
(SVM(1v1)) and one-vs-all formulation (SVM(1vA)) [24]. These
are the two main approaches for dealing with multiclass prob-
lems  when using binary classiﬁers, and are also based on
decomposing the original classiﬁcation problem.
• Support Vector formulations for Ordinal Regression [16] (apply-
ing  both implicit constraints (SVORIM) and explicit ones
(SVOREX) depending on how the slack-variables are consid-
ered).  These methodologies are commonly used in the ordinal
regression paradigm, showing good generalization ability when
considering  ordinal measures. Their main idea is the computation
of  K − 1 parallel discriminant hyperplanes and a set of ordered
thresholds in order to separate the data.
• The  Extended Binary Classiﬁcation framework (EBCSVM) [19]:
Reduction  methodology that solves a set of binary problems by a
single model by deﬁning an extended binary dataset.
• The Extreme Learning Machine for Ordinal Regression (ELMOR)
[29].  The Extreme Learning Machine paradigm has also been
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Fig. 4. Graphic showing the cumulative frequency of graft loss.
reformulated to deal with ordinal information by transforming
the  outputs of the model.
• The  Proportional Odds Model (POM) [13]. This was the ﬁrst
threshold  method applied to ordinal regression problems and it
is based on a linear projection jointly trained with a set of thresh-
olds  by using a technique similar to that considered for nominal
logistic  regression.
The CascadeSVM proposals were implemented using Matlab, as
well as the POM model available through the mnrfit function.
The authors of SVORIM and SVOREX provide publicly available
software,1 as well as those by REDSVM.2 The well-know libsvm
implementation3 was considered for all the different versions of
SVM. The Matlab code for ELM4 was adapted to implement ELMOR.
3.3. Evaluated measures
Several measures can be considered for evaluating ordinal
classiﬁers. The most common ones in machine learning are the
Mean Absolute Error (MAE)  and the Mean Zero-one Error (MZE)
[16,14,30,31], being MZE  = 1 − Acc, where Acc is the accuracy or cor-
rect classiﬁcation rate. However, as previously mentioned, these
measures may  not be the best option, for example, when measur-
ing performance in the presence of class imbalances [32] and/or
when the costs of different errors vary markedly. Because of this,
the work makes use of measures of a different nature to evaluate
classiﬁer performance: accuracy (Acc) which measures overall per-
formance, the geometric mean of the sensitivities (GMS) which is
specially designed for unbalanced classiﬁcation, the average mean
absolute error (AMAE) which is a version of the ordinal MAE mea-
sure for unbalanced classiﬁcation and, ﬁnally, Kendall’s b which is
a correlation measure.
The  metric used can be deﬁned as follows:
• Acc:  The correct classiﬁcation rate or accuracy is the percentage
of  correctly classiﬁed patterns:









where I(·) is the zero-one loss function, yi is the desired out-
put  for pattern i, y∗
i
is the prediction of the model and N is the
total  number of patterns in the dataset. Acc values vary from 0
to  1 and it represents global performance in the classiﬁcation
task. Apart from not taking into account category order, it has
many  disadvantages, especially where unbalanced problems are
considered.
• GMS:  The geometric mean of the sensitivities of each class is an
average  of the percentage of the correct classiﬁcation of each of
the classes:









= yi)) is the sensitivity of the kth
class, i.e. the percentage of patterns correctly predicted as belong-
ing  to the kth class with respect to the total number of examples in
this class. This metric is of vital importance for evaluating the clas-
siﬁers  performance due to the highly imbalanced nature of the
classiﬁcation  problem. In this case, the GMS  will provide us with
valuable  information about which methods should be considered
as  trivial classiﬁers (i.e. a value of 0 for this metric indicates that
the  model is totally obviating at least one of the classes of the
problem).
• AMAE:  The average mean absolute error is the mean of MAE  clas-
siﬁcation  errors throughout the classes where MAE  is the average
absolute  deviation of the predicted class from the true class (i.e.
average  absolute deviation in number of categories on the ordinal
scale).  AMAE was  proposed by Baccianella et al. [32] to mitigate
the  effect of unbalanced class distributions. Let MAEk be the MAE






|O(yi) − O(y∗i )|, 1 ≤ k ≤ K,
where O(Ck) = k, 1 ≤ k ≤ K, i.e. O(yi) is the order of class label yi.
Then,  the AMAE measure can be deﬁned in the following way:





MAE values range from 0 to K − 1, as do those of AMAE.
• b: The Kendall’s  is a statistic used to measure the association































) for i, j = 1, . . .,  n, and similar for cij. b values ran-
ging from −1 (maximum disagreement between the prediction
and  the true label), to 0 (no correlation between them) and to 1
(maximum  agreement).
3.4. Evaluation and model selection
For the evaluation of the results, a 4-fold technique (stratiﬁed
by the class and liver transplantation unit) to divide the data has
been applied 10 times, using 75% of the patterns for training the
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model, and the remaining 25% for testing it. Hence, the results are
taken as the mean and standard deviation of the measures over the
40 test sets.
The  parameters of each algorithm are chosen using a 5-fold
nested validation with each of the 40 training sets. The ﬁnal param-
eter combination chosen is the one which obtains in mean the
best average performance for the validation sets, where the met-
ric used is the geometric mean of the sensitivities per class (GMS).
The kernel selected for all the kernel methods is the Gaussian one,
K(x, y) = exp(− ‖ x − y ‖ 2/2) where  is the kernel width. For every
tested kernel method the kernel width was selected within these
values {10−3, 10−2, . . .,  103}, as was the cost parameter associated
to the SVM methods. For the ELMOR methodology, the sigmoidal
base unit is used, and the number of hidden networks within the
values H ∈ {5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100}.
4. Experimental results
Finally,  the experiments are presented and discussed in this sec-
tion, showing the results obtained and performing statistical tests
in order to determine the statistical signiﬁcance of the differences
observed in the methods used.
The results of all the methods are included in Table 2. From these
results, some conclusions can be drawn, but in order to do so, the
unbalanced nature of the dataset must be taken into account along
with the need to correctly classify minority classes. In this sense,
recent results [34] have highlighted the problems of Acc and MAE
when dealing with unbalanced and ordinal data.
4.1. Discussion
As  stated above, several conclusions can be drawn from the
results obtained (Table 2). First, one should take into account that
several of the methodologies tested can be considered as trivial
classiﬁers (for example the ELMOR method), since all the patterns
are predicted to be in class 4. This can be seen by analysing the
AMAE measure; speciﬁcally a mean AMAE of 1.5 means that all
the patterns are classiﬁed in one of the extreme classes, being
then in this case, MAE1 = 3, MAE2 = 2, MAE3 = 1 and MAE4 = 0 (where
MAEk is the MAE  measure for class k), thus being the value of the
AMAE = (3 + 2 +1 + 0)/4 =1.5. The fact that they are all classiﬁed in
class 4 and not in class 1 is supported by the Acc value (85.11%),
which is the one achieved by classifying only those patterns from
class 4. In this situation, also the worst GMS  possible is obtained: a
value of 0.00%, which means that at least one class is totally mis-
classiﬁed for all the test sets. The SVM(1V1) and SVM(1VA) methods
can also be considered trivial classiﬁers, since their mean AMAE and
Acc are very close to the ones previously mentioned, as well as the
POM method, which obtained even worse values for Acc and AMAE
and a negative value of b, which means that the predictions and
true labels are negatively correlated.
On the other hand, it can be seen that the use of techniques
specially designed for ordinal regression helped to improve the per-
formance (in terms of GMS,  AMAE and b) of some state-of-the-art
nominal methods like SVM(1V1) and SVM(1VA). In particular, the
decrease that has been seen in the AMAE measure means that fewer
serious ordinal errors are committed. Furthermore, the computa-
tion of a more complex model by combining some simpler ones
(like the proposal used in this paper or the REDSVM methodology)
seemed to help to improve the performance of the ordinal algo-
rithms, due to the great complexity and unbalanced nature of the
dataset.
Indeed, the application of the ECOC framework in the cascade
utility model with the hinge-loss function has proved to work better
than the hierarchical model in this speciﬁc application (in terms of
GMS, AMAE and b). As mentioned previously, this can be attributed
to the fact that the hierarchical model would be ideally biased
towards the 4th class which is actually the majority one, achiev-
ing then better mean accuracy but worse values in the remaining
metrics; it can also be due to the choice of the hinge-loss function,
which is more appropriate for SVM models.
In order to choose the method that performs best for this appli-
cation, one should take into consideration that obviously, although
ELMOR, SVM(1V1), SVM(1VA) and POM obtained the best results in
terms of accuracy, these algorithms should not be considered since
the ﬁnal classiﬁcation is very biased towards class 4. Furthermore,
the Acc measure do not contribute much information in this situa-
tion, although it is still necessary for the application to achieve an
acceptable accuracy value. Due to these reasons and on analysing
the results, the ECOC-CascadeSVM is considered to be the one with
the best performance, and the best model obtained (that can also be
seen in Table 2) is chosen for the construction of the organ allocation
system.
Nonetheless, the results obtained (for example the low b values
achieved, even for the best model) indicate: the true complexity
of the problem dealt within this study; also the fact that other
characteristics that have not been included in the dataset may  be
of importance for the characterization of the dependent variable
(survival time after transplantation).
Finally, by comparing the results with those obtained in a pre-
liminary study using ordinal regression [35], it can be seen that the
use of the combined information from Spanish and English hos-
pitals help to obtain better and more robust models than those
obtained only from Spanish hospitals, demonstrating then that the
information has been properly combined and that a transnational
model could be more robust and, therefore, could better generalize
on unseen data.
4.2.  Statistical tests
In  order to determine the statistical signiﬁcance of the differ-
ences observed in the methods used, statistical tests have been
performed for each metric selected (Acc, GMS,  AMAE and b). First of
all, there has been an analysis to determine whether each of the dif-
ferent performance metrics selected for all the methods followed a
normal distribution. In none of these cases can a normal distribu-
tion be assumed by using a Kolmogorov–Smirnov’s test (KS-test)
at a signiﬁcance level  ˛ = 0.05. As a consequence, a non-parametric
Friedman’s test for dependent samples was selected in order to
check if the method applied does signiﬁcantly affect the results
obtained. The test concludes that these differences in ranking are
signiﬁcant (with a p-value = 0.00). Hence, the statistical analysis
ends applying the Wilcoxon’s signed-rank test for all pairs of algo-
rithms. For this test, the signiﬁcance level was adjusted to control







where nAlgs is the number of algorithms used [36]. The results
obtained can be seen in Table 3. For each algorithm these results
include the number of algorithms statistically outperformed (Wins,
W),  the number of draws (non-signiﬁcant differences, D) and
the number of losses (number of algorithms that outperform the
method, L).
On  analysing the results, it can be seen that the methods obtain-
ing the best performance in Acc can not be considered acceptable
solutions for the problem, due to the triviality of the models
obtained; consequently, they do not present wins (in terms of
statistical differences) in any of the other metrics selected. In
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Table  2
Means and standard deviations (MeanSD) for the different methods selected in the test sets.
Method Acc(%) GMS(%) AMAE b
Nominal methods
SVM(1V1) 84.821.32 0.000.00 1.4970.017 0.0010.014
SVM(1VA) 84.431.95 0.000.00 1.4940.022 0.0040.028
Ordinal methods
SVORIM 79.998.51 1.034.64 1.4450.096 0.0180.036
SVOREX 79.998.52 1.034.64 1.4450.096 0.0190.037
REDSVM 79.938.62 1.074.82 1.4450.096 0.0170.035
POM 83.350.63 0.000.00 1.5040.025 −0 .0320.030
ELMOR 85.110.24 0.000.00 1.5000.000 0.0000.000
H-CascadeSVM 78.305.57 3.806.36 1.4350.058 0.0330.043
ECOC-CascadeSVM 64.182.94 7.469.47 1.3450.083 0.0370.043
Best model
ECOC-CascadeSVM 65.46 24.69 1.154 0.092
The best result is in bold face and the second best result is in italics.
Table  3
Number of wins (W), draws (D) and losses (L) when comparing the different methods
using the Wilcoxon’s signed-rank test with  ˛ = 0.05.
Wilcoxon’s signed-rank test (W/D/L)
Acc GMS AMAE b
SVM(1V1) 6/2/0 0/6/2 0/3/5 1/5/2
SVM(1VA) 3/5/0 0/6/2 0/6/2 1/5/2
SVORIM 1/5/2 0/8/0 3/4/1 2/6/0
SVOREX 1/5/2 0/8/0 3/4/1 2/6/0
REDSVM 1/5/2 0/8/0 3/4/1 2/6/0
POM 2/3/3 0/6/2 0/3/5 0/0/8
ELMOR 6/2/0 0/6/2 0/3/5 1/2/5
H-CascadeSVM 1/3/4 4/4/0 4/3/1 4/4/0
ECOC-CascadeSVM 0/0/8 4/4/0 8/0/0 4/4/0
The best result is in bold face and the second best result in italics.
general, the methods which stand out as being the most competi-
tive approaches are the ECOC-CascadeSVM and the H-CascadeSVM
methods. The ﬁrst of these methods obtains the best performance
in 3 out of the 4 metrics analysed and the second one obtains the
best performance in 2 metrics and a second best result. Comparing
these two methods, it can be observed that the hierarchical model
obtains better results in Acc than the ECOC version, but presents a
dismal performance in AMAE compared to the ECOC version; this
may  be due to the unbalanced nature of the dataset. For all these
reasons, in our opinion, the ECOC-CascadeSVM method is the best
solution for the problem, since it presents an acceptable balance in
all metrics, thus showing competitiveness in all aspects due to the
different nature of the metrics selected.
5. Proposed system for organ allocation
D–R matching occurs at the time of organ procurement. How-
ever, since the MELD score obviates donor characteristics, the
assignment of a donor to the patient listed ﬁrst on the list of
the most seriously ill can not be considered true D–R matching.
Therefore, in a MELD-based allocation policy, a concrete D–R com-
bination does not necessarily provide the best combination in terms
of outcome. Based on the best model obtained in the present study,
a novel liver allocation system is proposed. The ﬁrst stage of the
system is the selection of the ﬁrst k recipients on the waiting list
(in our case, we consider the case of k = 5). Note that patients on
the waiting list are sorted according to the MELD score, and in case
of draws by considering the length of time spent on the waiting
list. After this, these k recipients are evaluated with the best model
obtained in order to predict graft survival after transplantation. The
allocation is performed by choosing the recipient with the highest
predicted class (i.e. the patient that presents the highest predicted
time leading up to graft failure). In case of draws between two  or
more recipients, the one with a higher MELD value is selected. This
new system is intended to complement the assignment of the MELD
score and to take donor and operative factors into account. Fig. 5
underlines the general ideas of the proposed liver allocation system.
5.1. Example of how the system works
In this subsection, the proposed system is confronted with ﬁve
different situations in order to analyse its response and behaviour.
These situations are made up of ﬁve randomly selected recipi-
ents chosen from the dataset with MELD values between 9 and 35
points. The characteristics of the recipients are presented in Table 4
(recipients 1 to 25). More speciﬁcally, the following situations were
tested: recipients with MELD value lower than 20, recipients with
MELD values between 20 and 23, recipients with values between
24 and 26, recipients with values between 28 and 35 and recipi-
ents with the same MELD value (in this case, a value of 27). The
responses of the recipients in these situations were tested with ten
potential donors with non-extended (1–5) and extended criteria
(6–10), randomly selected from the dataset. Note that extended
criteria donors are those that present at least two  of the follow-
ing restrictions: Age >75 years; hospitalization length in ICU > 4
days; high inotropic drug use = 1; BMI  > 30; Cold Ischemia Time =
2 (>12 h). The characteristics of the selected donors are shown in
Table 5.
The  result of simulating the system in the ﬁve previously
deﬁned situations can be seen in Table 6, where graft survival after
transplantation is predicted for each donor–recipient pair. Several
conclusions can also be drawn from this experiment. Concerning
1. Initialize the number of patients to consider in the system (k)
2. Sorted_list: Sort Waiting_list by MELD and waiting list time
3. Possible_recipients: Select first k recipients of Sorted_list
4. Predictions: Evaluate Possible_recipients with Best_model
and Donor_characteristics
5. Best_recipients: Recipients with highest survival time predicted
6. MELD_values: Compute MELD for selected Best_recipients
7. Selected_recipient: Select recipient of Best_recipients with
greater MELD
8. Assign organ to Selected_recipient
Proposed allocation process
1: Characteristics of patients in waiting list
2: Characteristics of donor with organ to be allocated
3: Best model obtained from previous training
Information needed for the allocation
Fig. 5. Pseudocode of the proposed liver allocation system.
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Table  4
Recipients selected from the dataset used to exemplify the allocation system (recipient characteristics).
A G BMI  DM AH D E PT WT M MO  TT HS UAS  SP C
Rec1 66 0 29.86 0 1 0 1 0 133 19 19 0 1 0 0 1
Rec2  64 0 26.49 0 0 0 0 0 533 9 18 1 0 0 1 1
Rec3  58 0 29 0 0 0 2 1 159 11 14 0 0 1 0 1
Rec4  67 1 38.10 0 0 0 1 0 106 7 9 0 1 0 0 1
Rec5  65 1 23 0 0 0 5 1 23 9 9 0 0 1 0 1
Rec6  47 0 30.86 0 0 0 5 0 243 9 23 0 0 0 0 1
Rec7  19 1 29.21 0 1 0 5 0 95 23 23 0 0 0 0 0
Rec8  66 0 25.68 0 0 0 0 1 14 22 22 0 0 0 0 1
Rec9  51 1 25.34 0 0 0 0 0 333 14 21 0 0 0 1 1
Rec10  56 0 33.41 0 0 0 5 0 2 21 20 0 0 1 0 1
Rec11  32 0 29.21 0 0 0 3 0 1 27 27 0 0 0 3 0
Rec12  57 1 40.05 0 1 1 6 0 768 24 26 0 0 0 0 1
Rec13  58 0 28.73 0 0 0 5 0 43 25 25 0 0 0 0 1
Rec14  63 1 34.60 0 1 0 3 0 2 26 25 0 0 1 2 1
Rec15  61 0 25.43 0 0 0 0 0 121 24 24 0 0 0 0 1
Rec16  28 0 28.90 0 0 0 3 0 2 33 35 0 0 0 3 1
Rec17  58 1 29.13 1 0 1 6 0 2 34 34 0 1 1 2 1
Rec18  46 1 35.43 0 1 0 3 0 1 32 32 0 0 0 3 1
Rec19  50 0 41 0 0 0 1 0 3 29 29 0 0 0 1 1
Rec20  36 0 30.86 0 1 0 6 1 1 28 28 0 0 0 3 1
Rec21  51 0 30.52 0 1 0 1 0 73 27 27 0 0 0 1 1
Rec22  44 0 35.43 0 0 0 1 0 63 13 27 0 1 0 0 0
Rec23  51 0 26 0 0 0 1 0 32 24 27 0 0 0 0 0
Rec24  57 1 44.44 0 0 0 4 0 10 28 27 0 1 0 0 0
Rec25  52 0 41.62 0 0 0 0 0 7 26 27 0 1 0 1 1
A: age; G: gender; BMI: body mass index; DM:  diabetes mellitus; AH: arterial hypertension; D: dialysis at transplant; E: etiology; PT: portal thrombosis; WT:  waiting list
time;  M: MELD score at listing; MO:  MELD score at the operation; TT: TIPS at transplant; HS: hepatorrenal syndrome; UAS: upper abdominal surgery; SP: status performance
pretransplant; C: cytomegalovirus.
Table  5
Donors and surgery factors selected from the dataset used to exemplify the allocation system (donor and operation characteristics).
A G BMI  DM AH CE ICU Hy In Cr NA AST ALT TB AHB HCV C MU CT CP CIT AB0
Don1 39 0 26.42 0 0 1 0 0 1 0.9 141 30 45 1 1 0 0 0 0 1 0 1
Don2  73 1 29.61 0 1 1 1 0 0 1.2 136 29 29 1.2 1 0 1 1 0 0 1 1
Don3  46 0 24.05 0 0 4 0 0 0 0.73 142 19 20 0.31 0 0 1 1 0 0 0 1
Don4  55 1 21.08 0 0 1 1 0 0 0.7 139 28 21 1.6 0 0 1 0 0 0 1 1
Don5  25 0 21.60 0 0 0 1 1 0 1 148 112 83 0.9 0 0 0 1 0 0 1 1
Don6  78 1 41.11 0 0 1 8 0 0 0.85 159 42 30 0.3 0 0 1 1 0 0 1 1
Don7  75 0 31.14 0 0 0 8 0 0 0.7 139 29 36 1 0 0 1 0 0 0 1 1
Don8  79 0 28.08 0 1 1 3 1 1 0.8 152 25 27 1 0 0 1 1 0 0 1 1
Don9  35 0 31.14 0 0 0 6 0 1 0.8 150 105 80 0.7 1 0 1 1 0 0 2 1
Don10  67 0 31.14 0 1 1 30 0 1 1.1 158 363 300 2.6 1 0 1 1 0 0 0 1
A: age; G: gender; BMI: body mass index; DM: diabetes mellitus; AH: arterial hypertension; CE: cause of exitus; ICU: hospitalisation length in intensive care unit; Hy:
hypotension episodes >1 h <60 mmHg; In: high inotropic drug use; Cr: creatinine plasma level; NA: sodium plasma level; AST: aspartate transaminase level; ALT: alanin
aminotransferase plasma level; TB: total bilirubin; AHB: hepatitis B (core Ab positive); HCV: hepatitis C (positive serology); C: cytomegalovirus; MU:  multi-organ harvesting;
CT:  combined transplant; CP: complete or partial graft; CIT: cold ischemia time; AB0: AB0 compatible transplant.
donors, it can be seen that there are clearly some donor character-
istics that favour graft survival after transplantation, independently
in most of the cases of recipient characteristics (the case of Don1
and Don5). It is remarkable in this case that these donors do not
present extended criteria (i.e. donors that do not present the com-
bination of several marginal factors that can result in graft loss),
and the fact that there seems to be some incompatibilities with
some recipients (see for example Don5, that almost always shows
good performance with any recipient, except for Rec4, Rec5 and
Rec17). In contrast, Don7 and Don10, that are extended criteria
donors, present poor predicted graft survival in general for any
recipient. Analysing these donors, they are seen to be of consider-
ably advanced age, and have experienced long hospitalisation stays
in the intensive care unit. These data are consistent with results
reported in literature where age is an important factor contribut-
ing to the donor risk index. Similarly, prolonged ICU hospitalization
is a strong predictor of early graft dysfunction and poor initial func-
tioning that increased post-transplant hospital costs.
With  regard to recipients, it can also be seen that some patients
appear to be compatible with almost all donors (this is the case of
Rec12). Nevertheless, some incompatibilities can be found when
performing  the matching (Rec12 and Don10), which simply indi-
cates the need to take into account both donor and recipient
characteristics. These mismatches can not be detected under a
MELD policy because it only includes recipient characteristics and
the donor–recipient pairs are not well-categorized in accordance
with the net beneﬁt of their combinations. MELD was not designed
for D–R matching and therefore it is a suboptimal tool for this task.
In addition, recipients presenting a high MELD value are compati-
ble with different donors too (see Rec16, who presents the highest
MELD and is compatible with Don1, Don2, Don3, Don5, Don6 and
Don8). This is congruent with the current survival beneﬁt allocation
system, which considers both waiting list mortality (urgency prin-
ciple) and post-transplant mortality (utility principle). The survival
beneﬁt (SB) computes the difference between the mean lifetime
with and without a liver transplantation (LT). This new allocation
system seeks to minimize futile LT, giving primary attention to
patients with the best predicted lifetime gained due to transplan-
tation. Under a SB model, an allocated graft goes to the patient with
the greatest difference between the predicted post-transplant life-
time and the predicted waiting list lifetime for this speciﬁc donor. A
conclusion about the survival beneﬁt is that higher-MELD patients
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Table  6
Simulation examples of the proposed system, where different situations are considered. The predicted values of the system are reported, where 1 corresponds to the “less
than  15 days survival” class, 2 to the “between 15 days and 3 months”, 3 to the “between 3 months and 1 year”, and ﬁnally, 4 represents the “over 1 year survival” group.
Rec(MELD) Don1 Don2 Don3 Don4 Don5 Don6 Don7 Don8 Don9 Don10
Situation 1: recipients with MELD values lower than 20
Rec1(19)  4 2 4 4 4 2 2 4 3 2
Rec2(18)  4 3 4 4 4 3 2 2 4 2
Rec3(14)  4 4 1 4 4 4 2 4 4 4
Rec4(9)  4 4 4 4 2 2 2 4 3 2
Rec5(9)  4 2 2 2 2 2 2 4 1 2
Allocation  Rec1 Rec3 Rec1 Rec1 Rec1 Rec3 Rec1 Rec1 Rec2 Rec3
Situation  2: recipients with MELD values between 20 and 23
Rec6(23)  4 3 4 3 4 4 3 2 3 2
Rec7(23)  4 3 4 3 4 4 3 3 4 3
Rec8(22)  4 4 1 4 4 4 2 4 1 4
Rec9(21)  4 2 1 2 4 4 2 4 4 4
Rec10(20)  4 2 1 2 4 2 2 2 3 2
Allocation  Rec6 Rec8 Rec6 Rec8 Rec6 Rec6 Rec6 Rec8 Rec7 Rec8
Situation  3: recipients with MELD values between 24 and 27
Rec11(27)  4 3 4 3 4 4 3 2 3 2
Rec12(26)  4 4 4 4 4 4 4 4 4 2
Rec13(25)  4 4 1 4 4 4 2 4 1 4
Rec14(25)  4 2 1 2 4 4 2 4 4 4
Rec15(24)  4 2 1 2 4 2 2 2 3 2
Allocation  Rec11 Rec12 Rec11 Rec12 Rec11 Rec11 Rec12 Rec12 Rec12 Rec13
Situation  4: recipients with MELD values between 28 and 35
Rec16(35)  4 4 4 1 4 4 1 4 1 2
Rec17(34)  4 2 2 2 2 4 2 2 2 4
Rec18(32)  4 4 4 4 4 4 2 4 4 2
Rec19(29)  4 1 1 1 4 1 1 1 1 2
Rec20(28)  4 4 4 4 4 4 1 4 4 2
Allocation  Rec16 Rec16 Rec 16 Rec18 Rec16 Rec16 Rec17 Rec16 Rec18 Rec17
Situation  5: recipients with the same MELD values (MELD value = 27)
Rec21(27) 4 1 4 1 4 1 1 1 4 2
Rec22(27)  4 3 4 3 4 3 3 3 3 3
Rec23(27)  4 2 4 2 4 4 2 2 4 2
Rec24(27)  4 4 4 4 4 2 3 4 3 3
Rec25(27)  4 1 1 4 4 2 2 2 2 4
Allocation  Rec21 Rec24 Rec21 Rec24 Rec21 Rec23 Rec22 Rec24 Rec21 Rec25
have a signiﬁcant SB from transplantation regardless of the donor
risk index; also lower-MELD candidates who receive higher-DRI
organs experience higher mortality and do not demonstrate signif-
icant SB.
As  a ﬁnal remark, it can be seen that the predicted outputs
of this model are diverse for the most part, and thus could be
useful for breaking a deadlock in case of draws (as in situation
5). Furthermore, although it has been seen that considering the
characteristics of donors and recipients independently can be
useful for predicting graft survival (since it has been noticed that










Fig. 6. Pie chart of the assignment percentage corresponding to each recipient.
both sources of information could be more useful and beneﬁcial
for the survival principle.
Fig.  6 shows the assignment percentage corresponding to each
recipient. This ﬁgure shows that the new system proposed works
well according to the MELD score in 50% of the cases. However,
the remaining recipients with lower MELD scores have a better
chance than the most urgent candidates with some donors. The
system proposed ensures that no recipient will remain indeﬁnitely
on the waiting list. In other words, this new system essentially
considers the urgent principle (MELD), but gives opportunities
to healthier recipients with better potential outcomes (utility or
beneﬁt principle).
6.  Conclusions
Ordinal regression analysis and the Support Vector Machine
paradigm have been used as machine learning techniques for pre-
dicting graft survival after liver transplantation taking into account
donors and recipients characteristics and other operative factors
concerning the transplant, through the construction of a dataset
compound of donor–recipient pairs from Spanish and UK hospi-
tals. More speciﬁcally, the classiﬁcation model has been designed
to deal with imbalanced and ordinal data to provide a fairer decision
maker when allocating an organ to a recipient and the evaluation of
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the different classiﬁers has been accomplished by considering a set
of four metrics designed for imbalanced and ordinal classiﬁcation
problems to avoid trivial solutions focused on improving overall
error. The best model obtained from the whole set of methodolo-
gies tested was used in conjunction with the MELD score, which is
the cornerstone of the current allocation policy globally. The exper-
iments show that, although it is a really complex problem which
may need more information in order to perform perfectly, the pro-
posal is able to generalize well on unseen data, helps to avoid draws
caused by the MELD score and does seem to work well in more real-
istic situations. The ﬁnal rule-based system, which as said uses the
MELD score and the best performing machine learning model, will
consider the allocation of the organ to one of the ﬁrst recipients in
waiting list (these patients being ranked using the MELD score to
estimate the patients severity) and the decision is made selecting
the patient that presents a higher survival probability (note that we
considered 4 different levels of time survival after transplantation).
As future work, a sensitivity analysis of the best model can
be developed in order to determine the most important variables
for the end-point variable. Moreover, this study can be extended
by considering other liver transplantation centres in the Euro-
pean Union to unify the procedure and create a more generic
supranational organ allocation system. Finally, a different source
of information concerning the transplant could be also used (post-
transplant information) by reformulating the proposed algorithm
to use the so-called privileged sources of information (note that
this information can not be used directly in the model because it
will not be available when deciding the matching).
Acknowledgments
This work has been partially subsidized by the TIN2011-22794
project of the Spanish Ministerial Commission of Science and Tech-
nology (MICYT), FEDER funds and the P11-TIC-7508 project of the
“Junta de Andalucía” (Spain). Manuel Cruz-Ramírez’s research has
been subsidized by the FPU Predoctoral Program (Spanish Min-
istry of Education and Science), grant reference AP2009-0487. The
authors M.  Pérez-Ortiz, M.  Cruz-Ramírez and M.D. Ayllón-Terán
have contributed equally to the preparation of this paper.
References
[1] S.B. Kotsiantis, I.D. Zaharakis, P.E. Pintelas, Machine learning: a review of classi-
ﬁcation and combining techniques, Artiﬁcial Intelligence Review 26 (3) (2006)
159–190.
[2]  A. Yardimci, Soft computing in medicine, Applied Soft Computing 9 (3) (2009)
1029–1043.
[3]  M.-H. Tseng, H.-C. Liao, The genetic algorithm for breast tumor diagnosis – the
case of DNA viruses, Applied Soft Computing 9 (2) (2009) 703–710.
[4] C.-J. Su, C.-Y. Wu,  Jade implemented mobile multi-agent based, distributed
information platform for pervasive health care monitoring, Applied Soft Com-
puting 11 (1) (2011) 315–325.
[5] S. Feng, N. Goodrich, J. Bragg-Gresham, D. Dykstra, J. Punch, M.  DebRoy, S.
Greenstein, R. Merion, Characteristics associated with liver graft failure: the
concept of a donor risk index, American Journal of Transplantation 6 (4) (2006)
783–790.
[6]  P. Kamath, W.  Kim, The Model for End-stage Liver Disease (MELD), Hepatology
45 (3) (2007) 797–805.
[7] R.W. Busuttil, K. Tanaka, The utility of marginal donors in liver transplantation,
Liver Transplant 9 (7) (2003) 651–663.
[8]  J. Bricen˜o, G. Solorzano, C. Pera, A proposal for scoring marginal liver grafts,
Transplant International 13 (2000) S249–S252.
[9]  A. Rana, M.A. Hardy, K.J. Halazun, D.C. Woodland, L.E. Ratner, B. Samstein,
J.V. Guarrera, R.S. Brown, J.C. Emond, Survival outcomes following liver trans-
plantation (SOFT) score: a novel method to predict patient survival following
liver  transplantation, American Journal of Transplantation 8 (12) (2008) 2537–
2546.
[10]  P. Dutkowski, C. Oberkoﬂer, K. Slankamenac, M.  Puhan, E. Schadde, B. Mllhaupt,
A. Geier, P. Clavien, Are there better guidelines for allocation in liver transplan-
tation? A novel score targeting justice and utility in the model for end-stage
liver disease era, Annals of Surgery 254 (5) (2011) 745–753.
[11] M.  Cruz-Ramírez, C. Hervás-Martínez, J. Fernandez-Caballero, J. Bricen˜o, M.  de
la  Mata, Multi-objective evolutionary algorithm for donor–recipient decision
system in liver transplants, European Journal of Operational Research 222 (2)
(2012) 317–327.
[12] D.E. Schaubel, M.K. Guidinger, S.W. Biggins, J.D. Kalbﬂeisch, E.A. Pomfret,
P. Sharma, R.M. Merion, Survival beneﬁt-based deceased-donor liver allo-
cation, American Journal of Transplantation 9 (4 Pt 2) (2009) 970–981,
http://dx.doi.org/10.1111/j.1600-6143.2009.02571.x.
[13] P. McCullagh, Regression models for ordinal data, Journal of the Royal Statistical
Society, Series B (Methodological) 42 (2) (1980) 109–142.
[14] B.-Y. Sun, J. Li, D.D. Wu,  X.-M. Zhang, W.-B. Li, Kernel discriminant learning for
ordinal regression, IEEE Transactions on Knowledge and Data Engineering 22
(2010) 906–910.
[15] P. McCullagh, J.A. Nelder, Generalized Linear Models, 2nd Edition, Monographs
on Statistics and Applied Probability, Chapman & Hall/CRC, 1989.
[16] W.  Chu, S.S. Keerthi, Support vector ordinal regression, Neural Computation 19
(3)  (2007) 792–815.
[17] E. Frank, M.  Hall, A simple approach to ordinal classiﬁcation, in: Proceedings
of the 12th European Conference on Machine Learning, EMCL’01, 2001, pp.
145–156.
[18]  W.  Waegeman, L. Boullart, An ensemble of weighted support vector machines
for ordinal regression, International Journal of Computer Systems Science and
Engineering 3 (1) (2009) 7–11.
[19] L. Li, H.T. Lin, Ordinal regression by extended binary classiﬁcation, Advances in
Neural Information Processing Systems 19 (2007) 865–872.
[20] J.S. Cardoso, J.F.P. da Costa, Learning to classify ordinal data: the data replication
method, Journal of Machine Learning Research 8 (2007) 1393–1429.
[21] H.-T. Lin, L. Li, Reduction from cost-sensitive ordinal ranking to weighted binary
classiﬁcation, Neural Computation 24 (5) (2012) 1329–1367.
[22] B. Boser, I. Guyon, V. Vapnik, A training algorithm for optimal margin
classiﬁers, in: D. Haussler (Ed.), Proceedings of the Fifth Annual ACM Work-
shop on Computational Learning Theory, ACM Press, Pittsburgh, PA, 1992,
pp. 144–152.
[23]  C. Cortes, V. Vapnik, Support-vector networks, Machine Learning 20 (3) (1995)
273–297.
[24]  C.-W. Hsu, C.-J. Lin, A comparison of methods for multi-class support vector
machines, IEEE Transaction on Neural Networks 13 (2) (2002) 415–425.
[25] H. Wu,  H. Lu, S. Ma, A practical SVM-based algorithm for ordinal regression in
image retrieval, in: Proceedings of the eleventh ACM international conference
on Multimedia (Multimedia 2003), 2003, pp. 612–621.
[26] Y. Kwon, I. Han, K. Lee, Ordinal pairwise partitioning (opp) approach to neural
networks training in bond rating, Intelligent Systems in Accounting Finance
and Management 6 (1) (1997) 23–40.
[27]  T.G. Dietterich, G. Bakiri, Solving multiclass learning problems via error-
correcting output codes, Journal of Artiﬁcial Intelligence Research 2 (1) (1995)
263–286.
[28] E.L. Allwein, R.E. Schapire, Y. Singer, Reducing multiclass to binary: a unifying
approach for margin classiﬁers, Journal of Machine Learning Research 1 (2001)
113–141.
[29]  W.-Y. Deng, Q.-H. Zheng, S. Lian, L. Chen, X. Wang, Ordinal extreme learning
machine, Neurocomputation 74 (1-3) (2010) 447–456.
[30] P.A. Gutiérrez, M.  Pérez-Ortiz, F. Fernandez-Navarro, J. Sánchez-Monedero,
C. Hervás-Martínez, An experimental study of different ordinal regression
methods and measures, in: 7th International Conference on Hybrid Artiﬁcial
Intelligence Systems (HAIS), 2012.
[31]  M.  Cruz-Ramírez, C. Hervás-Martínez, J. Sánchez-Monedero, P.A. Gutiérrez, A
preliminary study of ordinal metrics to guide a multi-objective evolutionary
algorithm, in: 11th International Conference on Intelligent Systems Design and
Applications (ISDA2011), 2011, pp. 1176–1181.
[32]  S. Baccianella, A. Esuli, F. Sebastiani, Evaluation measures for ordinal regression,
in: Proceedings of the Ninth International Conference on Intelligent Systems
Design and Applications, ISDA’09, 2009, pp. 283–287.
[33] M.G. Kendall, Rank Correlation Methods, Hafner Press, New York, 1962.
[34] J.S. Cardoso, R. Sousa, Measuring the performance of ordinal classiﬁcation,
International Journal of Pattern Recognition and Artiﬁcial Intelligence 25 (8)
(2011) 1173–1195.
[35] M.  Pérez-Ortiz, P.A. Gutiérrez, C. Hervás-Martínez, J. Bricen˜o, M.  de la Mata,
An ensemble approach for ordinal threshold models applied to liver transplan-
tation, in: Proceedings of the 2012 International Joint Conference on Neural
Networks (IJCNN), 2012, pp. 2795–2802.
[36] J. Demsar, Statistical comparisons of classiﬁers over multiple data sets, Journal
of Machine Learning Research 7 (2006) 1–30.
Ordinal Evolutionary Artificial Neural
Networks for Solving an Imbalanced Liver
Transplantation Problem
Manuel Dorado-Moreno1(B), Mar´ıa Pe´rez-Ortiz2,3,
Mar´ıa Dolores Ayllo´n-Tera´n3, Pedro Antonio Gutie´rrez1,
and Cesar Herva´s-Mart´ınez1
1 Department of Computer Science and Numerical Analysis, University of Co´rdoba,
Rabanales Campus, Albert Einstein Building, 14071 Co´rdoba, Spain
{i92domom,pagutierrez,chervas}@uco.es
2 Department of Mathematics and Engineering,
Universidad Loyola Andaluc´ıa, Co´rdoba, Spain
i82perom@uco.es
3 Liver Transplantation Unit, Reina Sof´ıa Hospital, Co´rdoba, Spain
lolesat83@hotmail.com
Abstract. Ordinal regression considers classiﬁcation problems where
there exists a natural ordering among the categories. In this learning
setting, thresholds models are one of the most used and successful tech-
niques. On the other hand, liver transplantation is a widely-used treat-
ment for patients with a terminal liver disease. This paper considers
the survival time of the recipient to perform an appropriate donor-
recipient matching, which is a highly imbalanced classiﬁcation problem.
An artiﬁcial neural network model applied to ordinal classiﬁcation is used,
combining evolutionary and gradient-descent algorithms to optimize its
parameters, together with an ordinal over-sampling technique. The evo-
lutionary algorithm applies a modiﬁed ﬁtness function able to deal with
the ordinal imbalanced nature of the dataset. The results show that the
proposed model leads to competitive performance for this problem.
Keywords: Ordinal regression · Artiﬁcial neural networks · Imbalanced
classiﬁcation · Liver transplantation · Donor-recipient matching
1 Introduction
Liver transplantation is an accepted treatment for patients who present end-
stage liver disease. However, transplantation is restricted by the lack of suitable
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liver donors and this imbalance results in signiﬁcant waiting list deaths. Besides
clinical judgement on whether, when and how to transplant, clinical scores such
as the Model for End-stage Liver Disease score (MELD) may aid clinical deci-
sion. MELD is based on the “sickest-ﬁrst” principle, where the only aspect con-
sidered is information concerning the recipient. However, these scores rely on
conventional statistical methodologies that carry inherent limitations [1], possi-
bly leading to suboptimal performance. The development of machine learning
(ML) algorithms accounting for a multiplicity of factors led to the generation
of robust and accurate prediction models. In this way, new trends in biomedi-
cine have considered ML techniques [2–5]. There has been recent research using
conventional statistical methods in donor-recipient problems [6,7] and also using
some ML techniques [8–10]. Several methods have been developed and applied
to ﬁnd a better system to prioritize recipients on the waiting list [11–13]. In
this sense, this paper presents a new model for computing donor-recipient best
compatibility via evolutionary artiﬁcial neural networks.
The classiﬁcation of patterns into naturally ordered labels is referred to as
ordinal regression or ordinal classiﬁcation. This learning paradigm, although
still mostly unexplored, is spreading rapidly and receiving a lot of attention
from the pattern recognition and machine learning communities [14], given its
applicability to real world problems. Thresholds models [14–16] are one of the
most common methodologies for ordinal classiﬁcation. These methodologies try
to estimate two elements:
– A function g(x) to predict the nature of the latent variable.




0 , . . . , β
J−1
0
) ∈ RJ−1 (where J is the number
of classes in the problem) to represent the intervals in the range of g(x), where
β10 ≤ β20 ≤ . . . ≤ βJ−10 .
For example, if the categories of an ordinal regression problem associated to the
size of a tumor are {very small, small, medium, big, very big}, a threshold model
would try to uncover the latent variable, and the thresholds would divide this
latent variable into the considered categories.
There has been a great deal of work on probabilistic linear regression models
for ordinal response variables [16,17]. These models are known as Cumulative
Link Models (CLMs) and they are based on the idea of modelling the cumu-
lative probability of each pattern to belong to a class lower than or equal to
the class which is being considered. The proportional odds model (POM) [16]
is the ﬁrst model in this category, being a probabilistic model which leads to
linear decision boundaries, given that the latent function g(·) is a linear model.
This probabilistic model resembles the threshold model structure, although the
linearity of g(·) can limit its applicability for real datasets. POM is commonly
used in medicine, and several articles consider it when dealing with ordinal data,
e.g. endometriosis [18], medical scoring systems [19] or imsomnia problems [20].
On the other hand, the classiﬁcation paradigm when one or several categories
present a much lower prior probability is known as imbalanced classiﬁcation
[21,22], and it generally poses a serious hindrance for the learning process of
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ML algorithms. Diﬀerent perspectives have been considered for this topic: sam-
pling data approaches (over-sampling groups of interesting and rare examples or
under-sampling majority classes) and algorithmic ones (e.g. cost-sensitive learn-
ing).
Concerning previous studies, cost-sensitive learning has been proved to lead
to over-ﬁtting [23], thus data approaches are usually preferred. In the same vein,
some studies suggest that over-sampling is more useful and powerful than under-
sampling for highly imbalanced and complex datasets [22], given the potential
loss of meaningful information.
Recently, a new over-sampling methodology has been proposed for ordinal
problems [24], where the data is over-sampled considering the order among
the categories. This technique is used in this paper to deal with the imbal-
anced nature of the liver transplantation problem considered. The classiﬁcation
model considered is an evolutionary artiﬁcial neural network, which is optimized
using an evolutionary algorithm with a modiﬁed ﬁtness function, adding specif-
ically designed costs to deal with the characteristics of the dataset. The results
obtained combining the over-sampling technique with the imbalanced ﬁtness
function are better than those of the original methodologies and competitive
with respect to state-of-the-art methods.
The rest of the paper is organised as follows: Sect. 2 presents the methodology
proposed, while Sect. 3 presents and discusses the experimental results. The last
section summarises the main contributions of the paper.
2 Methodology
This section describes the classiﬁcation algorithm proposed and the over-
sampling techniques used to deal with the imbalanced nature of the data.
The goal in ordinal classiﬁcation is to assign an input vector x to one of J
discrete classes Cj , j ∈ {1, . . . , J}, where there exists a given ordering among
the labels C1 ≺ C2 ≺ · · · ≺ CJ , ≺ denoting this order information. Hence, the
objective is to ﬁnd a prediction rule, C : X → Y , by using an i.i.d. training
sample X = {xi, yi}Ni=1, where N is the number of training patterns, xi ∈ X ,
yi ∈ Y, X ⊂ Rk is the k-dimensional input space, and Y = {C1, C2, . . . , CJ} is
the label space.
2.1 Proposed Ordinal Classifier
An adaptation of the POM to artiﬁcial neural networks is used in this work.
This adaptation is based on two elements: the ﬁrst one is a second hidden linear
layer with only one node whose inputs are the non-linear transformations of the
ﬁrst hidden layer. The task of this node is to project the values into a line,
to impose an order. Apart from this one-node linear layer, an output layer is
included with one bias for each class, whose objective is to set the optimum
thresholds to classify the patterns in the class they belong to.
The structure of our model is presented in Fig. 1 which has two main
parts. The part at the bottom is formed by sigmoidal unit (SU) neurons,
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Fig. 1. Neural Network model for ordinal classiﬁcation
where x = (x1, ... , xk), is the vector of input variables, and k is the num-
ber of variables in the database. W = {w1 . . .wM} is the matrix of weights of
the connections from the input nodes to the hidden layer SU nodes (for each
neuron, wj = {wj0, wj1, . . . wjk}, wj0 being the bias of the neuron), and σ is the
sigmoidal function.
The upper part of the ﬁgure shows a single node in the second hidden layer of
the model, which is the one that performs the linear transformation of the POM
model. Its result, f(x,θ), where θ = {W, β1, . . . , βM}, is connected, together with
a second bias, to the output layer, where J is the number of classes, and β00 , ... ,
βJ−10 are the thresholds for the diﬀerent classes. These J − 1 thresholds are able
to separate the J classes, but they have to fulﬁll the order constraint shown in the
ﬁgure. Finally, the output layer obtains the outputs of the model, fj(x,θ, β
j
0), for
j ∈ {1, . . . , J−1}. These outputs are transformed into a probability (gj(x,θ, βj0)),
using the POM model structure. gj(x,θ, β
j
0) is the probability that each pattern
has to belong to the diﬀerent classes, and the class with the greatest probability
is the one selected by the neural network.
2.2 Training Algorithm and Proposed Fitness Function
In this section, the hybrid algorithm to estimate the architecture and parameters
of the model is presented. The objective of the algorithm is to design a hybrid
neural network with optimal structure and weights for each ordinal classiﬁcation
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problem. The details about the algorithm can be found in [25], where an evo-
lutionary programming (EP) method is combined with a local search function.
In this paper, we modify the ﬁtness function of the EP method to deal with
the problem of imbalanced classiﬁcation. The ﬁtness function is a mean squared
error with ordinal costs, which is given by the following expression:


















i , . . . , y
(J)
i ) is a 1-of-J
encoding vector of the label from pattern xi (i.e. y
(j)
i = 1 if the pattern xi
belongs to class j, and 0 otherwise), yi is the corresponding index (i.e. yi =
argj(y
(j)
i = 1)), β0 = (β
1
0 , ..., β
J−1
0 ) and θ are the vector of biases and the vector
of parameters of the ranking function, respectively, and c(yi, j) is an ordinal cost
function in the following form:
c(yi, j) =
{
(J/2)(J − 1), if yi = j
|yi − j|, if yi = j
. (2)
This cost function gives higher importance to the errors of the classiﬁer as
the number of classes between predicted and true ranks increases. The value
(J/2)(J − 1) corresponds to the maximum sum of the costs for a class (i.e. the
sum of the costs for the extreme classes). IM(Cj) is the main proposal of this
paper, a modiﬁcation of the ﬁtness function in order to deal with the imbalanced
nature of the problem, returning a higher cost when missclassifying a pattern
which belongs to a minority class. IM(Cj) is given by the following expression:
IM(Cj) =
1 − NjN∑J
j=1 1 − NjN
=
N − Nj
N(J − 1) , j = 1, . . . , J, (3)
where Nj corresponds to the number of patterns of class j. This corresponds to
the normalized imbalance ratio of the class.
2.3 Ordinal Over-Sampling
Three over-sampling techniques are used to preprocess the dataset. Their main
idea is to generate new synthetic patterns in a space where there exists an order-
ing relation among the classes. These methods are based on a graph perspective,
to easily include the ordering information in the synthetic pattern generation
process.
Roughly speaking, the over-sampling techniques considered make use of dif-
ferent graph operations to create a representative data-driven manifold that
exploits the order of the classes [24]. The strategies tested in this paper are:
1. Ordinal Graph-based Over-sampling via Neighbourhood information using
a probability function for the Intra-class edges (OGO-NI). In this case, the
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manifold structure is constructed based on a simple neighbourhood analysis,
and new synthetic patterns are created using a probabilistic approach.
2. Ordinal Graph-based Over-sampling via Shortest Paths using a probability
function for the intra-class edges (OGO-SP). The manifold is constructed
using the previous mentioned neighbourhood analysis, but it is reﬁned com-
puting the shortest paths in the graph.
3. Ordinal Graph-based Over-sampling via Interior Shortest Paths (OGO-ISP).
The technique for constructing the graph is the same than in OGO-SP but
in this case the probabilistic approach for constructing new patterns is also
used.
Speciﬁc details about these methods can be consulted in [24].
3 Experiments
In this section, a description of the multi-state liver transplantation dataset is
given, followed by the methods compared, the measures evaluated and the results
obtained.
3.1 Dataset Description
First of all, a multi-centred retrospective analysis of 7 Spanish Liver Trans-
plant units was made. Recipient and donor characteristics were reported at the
time of transplant. Patients undergoing partial, split or living-donor liver trans-
plantation and patients undergoing combined or multivisceral transplants were
excluded from the study. Liver Transplantation units were homogeneously dis-
tributed throughout Spain. The dataset constructed has 634 patterns (donor-
recipient pairs) corresponding to the years 2007 and 2008.
In addition, the dataset was completed with information about donor-
recipient pairs from the King’s College Hospital (London), to perform a supra-
national study of donor-recipient allocation in liver transplantation. To obtain a
similar number of patterns, only reported pairs of recipients over eighteen years
of age between January 2002 and December 2010 were included. Thus, a dataset
containing 858 English donor-recipient pairs were collected. In order to merge
the datasets, several variables were selected, 16 recipient variables, 17 donor vari-
ables and 5 surgically related variables. Furthermore, all patients were followed
from the date of transplant until death, graft loss or completion of the ﬁrst year
after the liver transplant. The resulting dataset was comprised of 1406 patterns.
To solve the donor-recipient matching problem, the dependent variable is the
class label which is equal to 1 when representing graft loss up to the ﬁrst 15 days
after the transplant, equal to 2 if the loss occurs between 15 days and 3months,
equal to 3 when the loss is after 3months and before a year, and, ﬁnally, the
last class corresponds to the patterns which do not present graft loss after the
ﬁrst year and is represented by label 4. Further details about the dataset and
the variables selected can be seen in [11].
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3.2 Evaluated Methodologies
To tackle the donor-recipent problem, the methodology described in Sect. 2 has
been referred to as IMbalanced Ordinal neural NETwork (IM-ORNET). The
experiments were designed to compare several methodologies with the proposal:
– Ordinal neural NETwork (ORNET). The algorithm presented in [25], where
the ﬁtness function is the one presented in Sect. 2 without considering the cost
IM(Cj).
– Support Vector Classiﬁer using the one-versus-one approach (SVC) [26].
– Proportional Odds Model (POM) [16].
– Extreme Learning Machine for Ordinal Regression (ELMOR) [27].
– Error Correcting output codes cascade model with Support Vector Machines
(ECSVM) [11].
– Kernel Discriminant Leaning for Ordinal Regression (KDLOR) [15].
– REDuction scheme for ordinal regression using Support Vector Machines
(REDSVM) [28].
3.3 Evaluation Metrics
Several measures can be considered for evaluating ordinal classiﬁers. The most
common ones in machine learning are the Mean Absolute Error (MAE) and
the Mean Zero-one Error (MZE) [14], being MZE = 1− Acc, where Acc is the
accuracy or correct classiﬁcation rate. However, these measures may not be the
best option, for example, when measuring performance in the presence of class
imbalances [29], and/or when the costs of diﬀerent errors vary markedly. In this
way, three diﬀerent metrics are used in this paper.






(I(y∗i = yi)), (4)
where I(·) is the zero-one loss function, yi is the desired output for pattern xi,
y∗i is the prediction of the model and N is the total number of patterns in the
dataset. Acc values vary from 0 to 1 and it represents global performance in the
classiﬁcation task. It does not take the category order into account and it is not
recommended for imbalanced datasets.
The geometric mean of the sensitivities of each class (GMS) is an average of












i = yi)) is the sensitivity of the j -th class, i.e. the ratio
of patterns correctly predicted as belonging to the j -th class.
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The average mean absolute error (AMAE) [29] is the mean of MAE classi-
ﬁcation errors throughout the classes, where MAE is the average absolute devi-
ation of the predicted class from the true class (in number of categories on the
ordinal scale). It is able to mitigate the eﬀect of imbalanced class distributions.






|O(yi) − O(y∗i )|, 1 ≤ j ≤ J, (6)
where O(Cj) = j, 1 ≤ j ≤ J , i.e. O(yj) is the order of class label yj . Then, the







MAE values range from 0 to J − 1, as do those of AMAE.
3.4 Experimental Setting
For evaluation of the results, a stratiﬁed 10-fold technique was used to divide
the data, and the results were taken as the mean and standard deviation of the
measures for the test sets over the 10 obtained models.
The parameters for all methods except ORNET and IM-ORNET were cho-
sen using a 5-fold nested cross-validation. The ﬁnal parameter combination was
the one which obtained, in mean, the best average performance for the valida-
tion sets, where the metric used was the GMS. The kernel selected for all the





where σ is the kernel width. For every tested kernel
method, the kernel width was selected within these values {10−3, 10−2, . . . , 103},
as was the cost parameter associated to the SVM methods. For the ELMOR
methodology, the sigmoidal units were used, and the number of hidden neurons
was selected within the values H ∈ {5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100}.
For the ORNET and IM-ORNET methodologies, the hidden layer was com-
posed by sigmoidal basis functions, the minimum number of hidden neurons
was 20 and the maximum was set to 30. In order to set these parameters, a
preliminary experiment was done with one partition of the dataset. A 5-fold
cross-validation (using only the training split) was performed and repeated with
the following minimum numbers of hidden nodes {5, 10, 15..., 30}. The maximum
number of hidden neurons was always set to 10 units more to give the evolu-
tionary algorithm enough freedom to search for the optimum classiﬁer. The
population size and the number of generations was set to 500.
Several works in the literature have considered the over-sampling of classes
that present an imbalanced ratio (IR) higher than 1.5 [30,31]. In this work
we consider the same threshold for deciding to apply over-sampling to a certain
class and for computing the number of necessary synthetic patterns. In this case,
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Table 1. Means and standard deviations (Mean ± SD) of Acc, GMS and AMAE for
the test sets
Method Dataset Acc GMS AMAE
Nominal methods
SVC Original 81.45 ± 5.56 0.00 ± 0.00 1.492 ± 0.033
SVC OGO-NI 76.81 ± 2.10 0.00 ± 0.00 1.468 ± 0.054
SVC OGO-SP 76.46 ± 1.74 0.00 ± 0.00 1.447 ± 0.078
SVC OGO-ISP 76.32 ± 2.94 0.00 ± 0.00 1.449 ± 0.056
Ordinal methods
ORNET Original 71.84 ± 3.15 0.00 ± 0.00 1.393 ± 0.078
ORNET OGO-NI 66.24 ± 3.05 5.03 ± 10.74 1.396 ± 0.116
ORNET OGO-SP 66.74 ± 3.21 4.4 ± 9.27 1.431 ± 0.089
ORNET OGO-ISP 68.23 ± 4.96 2.62 ± 8.28 1.393 ± 0.078
IM-ORNET Original 84.85 ± 0.91 0.00 ± 0.00 1.501 ± 0.002
IM-ORNET OGO-NI 69.08 ± 3.54 5.29 ± 11.17 1.367 ± 0.072
IM-ORNET OGO-SP 71.13 ± 2.99 7.47 ± 12.08 1.354 ± 0.113
IM-ORNET OGO-ISP 66.95 ± 6.09 2.66 ± 8.41 1.421 ± 0.092
POM Original 84.85 ± 0.91 0.00 ± 0.00 1.501 ± 0.002
POM OGO-NI 64.86 ± 3.20 0.00 ± 0.00 1.299 ± 0.083
POM OGO-SP 65.64 ± 4.44 0.00 ± 0.00 1.304 ± 0.084
POM OGO-ISP 62.10 ± 11.17 0.00 ± 0.00 1.301 ± 0.096
ELMOR Original 85.21 ± 0.27 0.00 ± 0.00 1.500 ± 0.000
ELMOR OGO-NI 62.09 ± 3.94 0.00 ± 0.00 1.336 ± 0.063
ELMOR OGO-SP 64.58 ± 2.87 2.13 ± 6.72 1.294 ± 0.101
ELMOR OGO-ISP 61.39 ± 8.81 0.00 ± 0.00 1.322 ± 0.087
ECSVM Original 66.28 ± 4.08 2.28 ± 7.20 1.333 ± 0.109
ECSVM OGO-NI 83.00 ± 1.67 0.00 ± 0.00 1.493 ± 0.057
ECSVM OGO-SP 83.00 ± 2.16 0.00 ± 0.00 1.503 ± 0.044
ECSVM OGO-ISP 83.00 ± 1.25 0.00 ± 0.00 1.503 ± 0.041
KDLOR Original 50.50 ± 3.96 5.22 ± 11.05 1.355 ± 0.159
KDLOR OGO-NI 54.56 ± 4.31 2.79 ± 8.81 1.206 ± 0.064
KDLOR OGO-SP 54.70 ± 4.85 0.00 ± 0.00 1.240 ± 0.078
KDLOR OGO-ISP 54.27 ± 5.33 3.05 ± 9.63 1.224 ± 0.085
REDSVM Original 83.35 ± 5.95 0.00 ± 0.00 1.481 ± 0.061
REDSVM OGO-NI 66.00 ± 3.64 0.00 ± 0.00 1.295 ± 0.047
REDSVM OGO-SP 64.65 ± 3.09 0.00 ± 0.00 1.336 ± 0.027
REDSVM OGO-ISP 64.23 ± 3.42 0.00 ± 0.00 1.320 ± 0.056
The best result is in bold face and the second best result is in italics.
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we over-sample the ﬁrst three classes of the dataset, which present a pattern
distribution of {69, 75, 64}, as opposed to the majority class which is composed
of 1198.
3.5 Results
Table 1 shows the results obtained for the diﬀerent algorithms considered with
the four versions of the dataset (the original one and three versions obtained
by applying the three over-sampling methods presented in Sect. 2.3). Observing
the results in Table 1, diﬀerent methods can be emphasized depending on the
evaluation metric considered. In this dataset, it is important to obtain a trade-oﬀ
between all the metrics included, aiming then at an accurate model that also
respects the classiﬁcation and order of minority classes. Note that a GMS = 0%
means that at least one class is always misclassiﬁed. If we only focus on Acc, the
best model is obtained by ELMOR using the original dataset, but this result,
examining GMS and AMAE scores, shows that nearly all the patterns are
classiﬁed in the predominant class, obtaining what is known as a trivial classiﬁer.
Note that most classiﬁers are in this case trivial ones, showing the diﬃculty of
the considered application.
The best AMAE model is obtained by KDLOR using the OGO-NI technique.
The corresponding GMS score is 2.79% in average (which is, at least, higher
than 0%), and its AMAE shows that this classiﬁer tends to respect the order of
the label space (i.e., generally, it will not missclassify a pattern belonging to class
0 in class 3, for example). The results of the nominal methodology (SVC) shows
a bad AMAE score, because these methodologies do not consider the order
of the classes. Finally, combining IM-ORNET with the OGO-SP over-sampling
technique, the best GMS score is obtained. In other words, it is the combination
which better classiﬁes all the classes in mean. Acc and AMAE scores are also
competitive.
Finally, it can be concluded that the application of the diﬀerent over-sampling
techniques tends to improve GMS results, especially when used in conjunction
with the neural network methodologies proposed in this paper (ORNET and IM-
ORNET), and that the results obtained in this paper by IM-ORNET improves
those obtained for the same problem in previous studies [11] by the ECSVM
methodology.
4 Conclusions
This paper proposes a new ﬁtness function for an evolutionary artiﬁcial neural
network in imbalanced problems, together with the application of an ordinal
over-sampling technique to palliate the skewness of the distribution of the pat-
terns belonging to each class. The proposal (IM-ORNET) is evaluated in a
extremely imbalanced liver transplantation problem and it improves the results
with respect to previous works [11], obtaining a good balance in performance
for all the metrics considered. The application of the ordinal over-sampling tech-
niques is able to improve the results for minority classes, without harming the
ordinal structure of the dataset.
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Some future researching lines include extending the database to include more
European hospitals and applying the model in a real environment to check its
performance when compared to the use of the MELD score. Another possible
future research line is to dynamically adjust the weights introduced for each class
(IM(Cj)) depending on the average performance of the population for each of
the classes, instead of using static weights.
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LIVER TRANSPLANTATION BASED 
ON  ARTIFICIAL NEURAL NETWORKS 
R. Ciria1, M.D. Ayllon1, R. Valente2, M. Cruz-Ramirez3, M. Perez-Ortiz3, C. Hervas3, M. Rela4, J. O'Grady4, M. de la Mata5, 
N.D. Heaton4, J. Briceno1 
 
1. Unit of Hepatobiliary Surgery and Liver Transplantation. IMIBIC. Reina Sofía University Hospital, Cordoba, Spain,  
2. Department of Surgery, Royal Free Campus, UCL Medical School, London, UK 
3. Department of Computer Science and Numerical Analysis, University of Cordoba. Cordoba, Spain 
4. Institute of Liver Studies, King's College Hospital NHS Foundation Trust, London, UK 
5. Unit of Hepatology and Liver Transplantation. IMIBIC. CIBERehd 
BACKGROUND & AIMS 
Donor-recipient matching (D-Rm) remains a difficult skill. We 
designed a pioneer model based on artificial-neural-networks 
(ANN) by a multicenter Spanish study (MADRE=Model for the 
Assignment of Donor and Recipient in Europe). The aim was to 









PATIENTS & METHODS 
Retrospective analysis including 1437 
D-R pairs (615-Spanish (11 hospitals) 
2007-2008 and 822-British [King`s 
College Hospital-London] 2002-2010). 
Two reciprocal models (training 
MADRE-testing King´s and vice versa) 
were performed. A third combined 
model was also created.  
For each pair, 38 "a-priori" donor, 
recipient and surgical variables were 
collected. Two non-complementary 3-
months and 1-year endpoint models of 
probability-of-graft-survival (CCR) and 
probability-of-non-graft-survival (MS) 
were developed. Randomisation was 
performed by a 10-fold. Comparisons 
with MELD, D-MELD, DRI, SOFT, P-
SOFT and BAR were performed. WEKA 


















THE RULE-BASED SYSTEM 
NN-C model NN-MS RESULT 
Higher probability Lower probability D-R pair chosen 
Higher probability No difference D-R pair chosen 
No difference Lower probability D-R pair chosen 
No difference No difference D-R pair chosen by MELD 
Higher probability Lower probability D-R pair chosen by MELD 
CONCLUSIONS 
Our ANN-based model of D-Rm is the 
most advanced tool to date. Improved 
outcomes avoiding human mistakes 
and subjectivity in D-Rm could be 
















	   212	  
49th	  annual	  Meeting	  of	   the	  European	  Association	   for	   the	  Study	  of	   the	  Liver	  
(EASL)	  –	  2014	  
	  
	  
