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Résumé
Les données permettant de décrire des phénomènes spatio-temporels sont de plus en plus nom-
breuses. Ces nouvelles données peuvent alors être éloignées de celles habituellement observées
pour l'étude de certains phénomènes. Leur analyse, selon une approche hypothético-déductive
telle qu'elle est majoritairement eﬀectuée en statistique et dans les SIG, peut ainsi passer sous
silence certaines informations insoupçonnées, mais pertinentes, sur les dynamiques de ces phé-
nomènes spatio-temporels.
Il peut alors être intéressant de simplement donner à voir les données, pour observer ce
qu'elles ont à montrer, avant de les analyser. Ce principe est celui de l'analyse exploratoire : le
procédé est de permettre à un utilisateur d'eﬀectuer une exploration libre des données, au moyen
de représentations visuelles, aﬁn de mettre en lumière des structures ou des relations insoupçon-
nées. Aujourd'hui, l'analyse exploratoire est notamment possible au moyen d'environnements de
visualisation, intégrant diﬀérentes représentations graphiques et cartographiques interactives.
Les environnements de visualisation sont majoritairement développés de manière ad hoc, dans
le cadre d'une thématique particulière. Or l'émergence constante de nouvelles données incite à
promouvoir des méthodes d'analyse applicables à des phénomènes de diﬀérentes natures. En
fonction de la problématique dans laquelle s'insèrent ces derniers, les dynamiques sur lesquelles
va se focaliser l'analyse diﬀèrent. Analyser un phénomène météorologique dans un but de prévi-
sion implique de s'intéresser aux récurrences cycliques du phénomène. Analyser l'évolution d'une
population pour la mise en place de politiques publiques implique d'analyser ce phénomène sur
le temps long et selon diﬀérentes zones de l'espace.
Notre objectif est de proposer une méthode d'analyse exploratoire des phénomènes spatio-
temporels et de leurs dynamiques, indépendante du thème traité. Pour cela, nous proposons
un environnement de géovisualisation, GrAPHiST (Géovisualisation pour l'Analyse des PHé-
nomènes Spatio-Temporels), permettant l'analyse de diﬀérentes dynamiques, selon diﬀérentes
échelles spatiales et temporelles (linéaires ou cycliques). Développer cet environnement implique
de s'interroger sur la modélisation du changement dans l'espace, la nature des dynamiques spatio-
temporelles à étudier, et les outils visuels et interactifs permettant de les identiﬁer.
Ainsi, les contributions de notre recherche se situent à plusieurs niveaux :
 une modélisation générique des phénomènes spatio-temporels, sous la forme de séries évé-
nementielles ;
 de nouvelles méthodes de représentations graphiques et interactives, autorisant la recherche
et l'identiﬁcation des dynamiques spatio-temporelles, notamment :
 l'introduction de diagrammes temporels interactifs permettant la recherche visuelle
de récurrences cycliques dans les données spatio-temporelles ;
 l'utilisation de règles de symbologie permettant la visualisation des relations entre les
composantes temporelle et spatiale des phénomènes ;
 de nouvelles méthodes de représentations des agrégats d'événements proches, permet-
tant d'identiﬁer des structures dans leur distribution spatio-temporelle ;
 la formalisation d'une approche d'analyse exploratoire des dynamiques spatio-temporelles,
déclinée en plusieurs scénarios selon l'objectif poursuivi.
Nous validons notre approche en l'appliquant à l'analyse de diﬀérents jeux de données. L'ob-
jectif est de vériﬁer la possibilité d'identiﬁer des dynamiques, relatives au temps linéaire ou
cyclique, au moyen de GrAPHiST, et d'illustrer le caractère générique de l'approche, ainsi que
les opportunités d'analyse oﬀertes par l'environnement.

Abstract
Datasets allowing the description of spatio-temporal phenomena are becoming ever more
numerous. These new data can be very diﬀerent from those usually observed for studying spatio-
temporal phenomena. An analysis through a hypothetic-deductive approach, like is mainly done
in statistic and GIS domains, can lead to miss some unsuspected, but relevant, information about
the dynamics of these spatio-temporal phenomena.
It can be interesting then, to just present the data, to observe what they have to show, before
analysing them. This is the principle of the exploratory data analysis : the process is to allow
a user to freely explore data, through visual representations, in order to highlight unsuspected
structures or relationships. Today, exploratory data analysis is possible through visualization
environments, which integrate diﬀerent graphic or cartographic interactive representations.
Visualization environments are mainly developed in an ad hoc manner, in the context of a
particular thematic ﬁeld. However, the constant appearance of new data encourages promoting
analysis methods, which could be applied to several types of phenomena. According to the do-
main related to these phenomena, the analysis will be focused on diﬀerent dynamics. Analysing
a meteorological phenomenon, in a forecasting purpose, implies a focus on the cyclic recurrences
of the phenomenon. Analysing the increase of a population, for the purpose of deciding public
policies, implies an analysis of the phenomenon on a long-term, through diﬀerent spatial areas.
Our objective is to propose a method for the exploratory analysis of spatio-temporal pheno-
mena and their dynamics, which would be independent of the topic. In order to achieve this, we
propose a geovisualization environment, GrAPHiST (Géovisualisation pour l'Analyse des PHé-
nomènes Spatio-Temporels ; Geovisualization for spatio-temporal phenomena analysis), allowing
the analysis of several dynamics, through diﬀerent spatial and temporal (linear or cyclic) scales.
Developing this environment implies to focus on how spatial changes are modelled, on the nature
of the spatio-temporal dynamics we have to study, and on the visual and interactive tools, which
allow the identiﬁcation of these dynamics.
So, the contributions of our research can be found at several levels :
 a generic modelling approach of spatio-temporal phenomena, in the form of event series ;
 new graphical and interactive representation methods, which allow the investigation and
the identiﬁcation of spatio-temporal dynamics, including :
 the introduction of interactive temporal diagrams, which allow the visual research of
cyclic recurrences in spatio-temporal data ;
 the use of symbology rules, which allow the visualization of relationships between the
spatial and temporal components of phenomena ;
 new methods to represent aggregated closed events, which allow to identify structures
in their spatio-temporal distribution ;
 the formalization of an exploratory approach for the spatio-temporal dynamics analysis,
divided into several scenarios, according to the purpose of the analysis.
We validate our proposition by applying it to the analysis of several datasets. The objective
is to verify the possibility to identify dynamics, related to linear or cyclic time, through the
use of GrAPHiST, and to illustrate the generic aspect of the approach, as well as the analysis
opportunities given by the environment.
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Contexte et problématique
Aujourd'hui, de plus en plus de données, intégrant les dimensions temporelles et spatiales et
relatives à diﬀérents domaines, sont disponibles et en constante augmentation. Cette augmen-
tation s'explique par la conjonction de plusieurs facteurs. Tout d'abord, le développement et
l'accumulation au cours du temps de bases de données spatiales. Ensuite, la multiplication d'ap-
pareils de mesures permettant de créer ces données spatio-temporelles. Enﬁn, une disponibilité
croissante de ces données, au travers de portails de données consultables sur le Web (Open Data).
Ces données peuvent permettre une description des changements aﬀectant l'environnement
géographique. Ceux-ci sont généralement décrits dans la littérature comme la conséquence de phé-
nomènes géographiques dynamiques, aussi appelés phénomènes spatio-temporels [Haddad, 2009].
Un phénomène géographique peut être considéré comme un ensemble de faits et de caractéris-
tiques observables et localisables dans l'espace. Le terme dynamique renvoie à l'évolution de ces
faits et caractéristiques au cours du temps.
L'étude des dynamiques spatio-temporelles des phénomènes consiste alors à identiﬁer com-
ment ces derniers évoluent dans l'espace au cours du temps. Ces dynamiques peuvent se traduire
sous diﬀérentes formes : augmentation de l'intensité d'un phénomène au cours du temps, selon
diﬀérentes zones de l'espace ; propagation spatiale d'un phénomène au cours du temps ; réap-
paritions cycliques localisées d'un phénomène ; etc. L'étude de ces dynamiques permet alors de
répondre à diﬀérents besoins et enjeux, en fonction de la problématique dans laquelle s'insère le
phénomène. L'étude du changement dans l'espace constitue ainsi un pan des notions fondamen-
tales de la géographie depuis les années 1970 [Morrill, 1970, Lefebvre, 1974].
En parallèle de l'émergence constante de nouvelles données spatio-temporelles, on observe
depuis une vingtaine d'années le développement de l'analyse exploratoire (exploratory data ana-
lysis).
L'étude des données eﬀectuée en statistiques et dans les SIG suit majoritairement une dé-
marche hypothético-déductive [Andrienko and Andrienko, 2006] : l'analyse doit valider une hy-
pothèse, énoncée à priori sur les données étudiées. Cette approche convient à l'étude de données
connues de l'analyste, dans le cadre d'une problématique de recherche clairement déﬁnie. Elle
devient cependant plus complexe lorsque les données sont inconnues de l'analyste, que ce dernier
ne sait pas quoi y chercher, et souhaite juste découvrir ce que les données pourraient lui donner
à voir.
Permettre cette deuxième approche est l'objectif de l'analyse exploratoire [Andrienko and
Andrienko, 2006]. Le principe est de rendre possible une exploration libre des données, dans le
but d'y identiﬁer des structures ou des relations insoupçonnées. Ainsi, l'analyse exploratoire n'est
pas basée sur la validation d'hypothèses énoncées à priori, mais sur la génération d'hypothèses
au cours de l'analyse [Tukey, 1977, Andrienko and Andrienko, 2006].
Dans le cadre de l'apparition croissante de nouvelles données spatio-temporelles, l'analyse ex-
ploratoire apparait alors comme une solution permettant d'étudier ces nouvelles données, pouvant
être éloignées de celles habituellement utilisées pour étudier les phénomènes spatio-temporels, et
pour lesquelles il est diﬃcile d'émettre des hypothèses sur ce qu'il faut y chercher.
L'analyse doit permettre à l'utilisateur de répondre à une série de questions, énoncées au
cours de l'analyse et de plus en plus spéciﬁques, en partant d'un point de vue global sur les don-
nées, jusqu'à aborder un point de vue de plus en plus détaillé [Klir, 1985, Shneiderman, 2003, An-
drienko and Andrienko, 2006]. L'analyse exploratoire s'eﬀectue ainsi au travers d'environnements
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interactifs, mettant à disposition de multiples outils devant permettre à l'utilisateur de répondre
à l'ensemble des questions qu'il peut être appelé à formuler [Andrienko and Andrienko, 2006].
Ces outils peuvent provenir de diﬀérents domaines, tels que la statistique, l'analyse multicritère,
l'analyse visuelle, etc.
Les environnements d'analyse exploratoire sont ainsi basés sur trois principes fondamentaux :
 l'utilisation combinée de plusieurs outils de représentation graphiques de la donnée [Tufte,
1983, Andrienko and Andrienko, 2006] ;
 la place centrale de l'analyste (l'utilisateur) dans le procédé de recherche [Tukey, 1977,
Andrienko and Andrienko, 2006] ;
 les relations d'interaction entre l'utilisateur et la représentation graphique.
Proposer une analyse exploratoire des phénomènes spatio-temporels passe alors par l'élabo-
ration d'un environnement de visualisation, permettant à un utilisateur d'explorer des données
spatio-temporelles et d'y identiﬁer des patterns. Cet environnement de visualisation n'est pas un
outil de retranscription, permettant d'aﬃcher les résultats d'une analyse, mais un outil par lequel
l'utilisateur eﬀectue son processus de recherche [Card et al., 1999, Spence, 2001, Andrienko and
Andrienko, 2006].
Plusieurs travaux portent sur l'élaboration de tels environnements [Andrienko and Andrienko,
2006, Aigner et al., 2007, Aigner et al., 2011, Kaddouri et al., 2014]. Certains proposent une for-
malisation des diﬀérents outils de représentation graphique pouvant être intégrés dans les envi-
ronnements de visualisation de données spatio-temporelles [Andrienko and Andrienko, 2006]. Ces
travaux permettent la mise en place d'une méthodologie générique pour la conception d'environ-
nements d'analyse exploratoire, déﬁnissant les approches de représentation graphique à utiliser
en fonction des données analysées et des besoins de l'étude.
On observe cependant que les environnements de visualisation des données spatio-temporelles
sont le plus souvent implémentés de manière ad hoc [Kaddouri et al., 2014]. Ces environnements
sont développés de manière à proposer une analyse exploratoire de données spatio-temporelles
dans le cadre de projets portant sur une thématique particulière. Les données analysées peuvent
alors présenter une structure propre, être analysées au travers d'échelles temporelles et spatiales
spéciﬁques, et être observées à travers une représentation du temps linéaire ou cyclique, selon le
sujet d'étude.
Notre problématique est de proposer une approche d'analyse exploratoire de données spatio-
temporelles indépendante du thème traité, autorisant une étude des dynamiques spatio-temporelles
applicable à diﬀérents phénomènes, dans le cadre de diﬀérentes problématiques de recherche.
Verrous scientiﬁques
Notre recherche se positionne dans le domaine de la visualisation pour l'analyse exploratoire
de données spatio-temporelles.
Notre objectif est de proposer un ensemble de méthodes, permettant de donner à voir les
dynamiques de phénomènes, au sein d'un environnement de géovisualisation intégrant la di-
mension temporelle. Notre ambition est d'autoriser l'analyse de diﬀérents phénomènes, indé-
pendamment du sujet traité, et de permettre l'identiﬁcation de diﬀérents types de dynamiques
spatio-temporelles, selon diﬀérentes échelles spatiales et diﬀérentes échelles temporelles, linéaires
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Aﬁn de répondre à cet objectif, nous cherchons à proposer notre propre environnement de
visualisation de données spatio-temporelles. Pour concevoir ce dernier, nous devons nous intéres-
ser :
 aux approches de modélisation de la donnée spatio-temporelle, dans le but de proposer une
modélisation générique permettant l'étude de phénomènes de diﬀérentes natures au sein
d'un même environnement d'analyse ;
 aux approches de visualisation de la donnée spatio-temporelle, aﬁn de proposer des mé-
thodes de représentation graphique, interactives, permettant l'identiﬁcation de diﬀérentes
dynamiques, à travers diﬀérentes échelles spatiales et temporelles ;
 à la formalisation d'une stratégie d'analyse, décrivant les actions que doit accomplir un
utilisateur à travers cet environnement de visualisation, pour mener l'analyse exploratoire
de chaque dynamique spatio-temporelle.
Choix méthodologiques
Les dynamiques décrivant l'évolution des phénomènes spatio-temporels formant un ensemble
vaste, diﬃcilement traitable par un seul environnement de visualisation, nous nous sommes fo-
calisés sur quatre types de dynamiques spatio-temporelles dans le cadre de cette thèse. Cette
limitation de notre champ de recherche nous permet de réduire le nombre de questions que
l'analyste peut être amené à se poser sur les données, rendant plus aisée la création d'un en-
vironnement d'analyse exploratoire des phénomènes spatio-temporels. Ainsi, nous décidons de
nous focaliser sur 1 :
 l'existence de pics d'intensité d'un phénomène dans l'espace et dans le temps, selon une
échelle temporelle linéaire ou cyclique : une augmentation brusque de l'intensité sismique
le long d'une faille tectonique, entre le 25 août et le 10 septembre 2011 ; la variation du
nombre d'oiseaux dans une zone spatiale A en été, et dans une zone B en hiver (zone de
nidiﬁcation et zone d'hivernage) ;
 l'existence de tendances locales dans la variation d'intensité d'un phénomène durant un
intervalle de temps : augmentation, diminution ou stagnation du taux de criminalité, sur
une période de dix ans, selon diﬀérents quartiers d'une agglomération ;
 l'existence d'une évolution spatiale d'un phénomène au cours du temps : diﬀusion d'une
épidémie au cours du temps ;
 l'existence de récurrences cyclique d'un phénomène, localisées dans certaines zones de l'es-
pace : réapparition d'épisodes de fortes marées, tous les dix ans en un point A d'une façade
maritime, et tous les vingt ans en un point B d'une façade maritime.
Notre approche est basée sur la représentation du changement au travers de séries d'enti-
tés spatio-temporelles, limitées dans le temps et l'espace, et possédant un moment et un lieu
d'apparition. Ces entités peuvent représenter un accident routier, un cambriolage, un feu de fo-
rêt, etc. Nous désignons ces entités spatio-temporelles sous le nom d'événements spatio-temporels.
Cette approche permet de modéliser des phénomènes de diﬀérentes natures au travers de
séries événementielles, et redéﬁnit également les éléments que nous cherchons à identiﬁer lors
d'une analyse des dynamiques spatio-temporelles. Celle-ci consiste alors à étudier la distribution
des événements dans le temps et l'espace, aﬁn d'en dégager des structures, que nous nommons
patterns spatio-temporels. Ces derniers peuvent être :
1. Les exemples cités ici ont uniquement pour but d'illustrer notre propos. Ils ne correspondent pas nécessai-
rement à des cas réellement observés.
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 des clusters spatio-temporels, relatifs à une échelle linéaire ou cyclique, révélant l'existence
de pics, ou de tendances localisés, dans la variation d'intensité du phénomène ;
 des propagations d'événements dans l'espace au cours du temps, traduisant l'évolution
spatiale d'un phénomène au cours du temps ;
 des récurrences cycliques spatialisées dans la distribution des événements, reﬂétant les com-
posantes cycliques d'un phénomène.
Structure du mémoire
Notre recherche s'articule autour de quatre axes :
 la spéciﬁcation d'une approche générique pour la modélisation des données spatio-temporelles,
et la formalisation des éléments à rechercher pour permettre l'identiﬁcation de dynamiques
spatio-temporelles lors d'une analyse exploratoire ;
 l'identiﬁcation, à travers l'établissement d'un état de l'art des approches de visualisation des
données spatio-temporelles, des méthodes de représentation graphique susceptibles d'aider
à la mise en place de notre approche d'analyse exploratoire ;
 la conception d'un environnement de visualisation autorisant une analyse exploratoire de
données spatio-temporelles, en mesure d'identiﬁer les dynamiques citées précédemment, et
la formalisation de scénarios d'analyse pouvant être eﬀectuées au moyen de cet environne-
ment ;
 la validation de notre proposition par l'application de notre approche à diﬀérentes études
de cas.
La modélisation des phénomènes en séries d'événements, et la recherche de
patterns
La première partie de notre recherche (Partie I) s'est consacrée à la spéciﬁcation de nos choix
méthodologiques, concernant la modélisation des données spatio-temporelles et la formalisation
des éléments à identiﬁer lors d'une analyse exploratoire.
Un premier chapitre (Chapitre 1) présente les étapes du raisonnement qui nous a conduits à
opter pour une représentation du changement sous la forme de séries d'événements. Ces événe-
ments sont regroupés en phénomènes, rassemblant des événements similaires. Le phénomène du
volcanisme est constitué de plusieurs événements liés entre eux comme des événements de coulées
de lave et des événements sismiques. On peut ainsi considérer le phénomène comme représentant
l'ensemble d'une série d'événements traitant d'une problématique particulière.
Dans un second chapitre (Chapitre 2), nous avons spéciﬁé les dynamiques spatio-temporelles
auxquelles nous nous intéressons, puis nous formalisons les structures devant être identiﬁées
dans la distribution spatio-temporelle des événements pour permettre l'étude de ces dynamiques.
Dans ce chapitre, nous présentons également les raisons de ce positionnement dans le champ de
l'analyse exploratoire. Nous concluons en formalisant les objectifs de notre recherche, concernant
l'élaboration d'un environnement de géovisualisation permettant une analyse exploratoire des
phénomènes spatio-temporels.
État de l'art des approches de représentation de la donnée spatio-temporelle
Une seconde partie de notre recherche (Partie II) s'est consacrée à l'établissement d'un état
de l'art des approches de représentation graphique de la donnée spatiale et temporelle, dans le
but d'identiﬁer :
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 comment ces méthodes intègrent simultanément le temps et l'espace, et comment y sont
représentées les diﬀérentes composantes de la donnée spatio-temporelle ;
 quelles approches de représentation graphique et interactives permettent de rechercher et
d'identiﬁer des structures dans les distributions spatiale, temporelle, et spatio-temporelle
des séries d'événements ;
 quelles sont les limites des environnements de visualisation actuels pour l'analyse des phé-
nomènes spatio-temporels.
Un troisième chapitre (Chapitre 3) présente les étapes du raisonnement qui nous a conduits
à opter pour l'utilisation du principe du multi-fenêtrage, formalisé par Davoine [Davoine et al.,
2001, Davoine et al., 2004] et Kraak [Kraak and Ormeling, 2011].
Dans un quatrième chapitre (Chapitre 4), nous présentons les limites des environnements de
géovisualisation actuels pour l'analyse des phénomènes spatio-temporels. Nous montrons com-
ment les problèmes posés par ces environnements sont susceptibles d'être résolus au moyen
d'approches proposées dans d'autres travaux. Cet état de l'art nous a orientés vers l'utilisation
de diagrammes temporels de type timeline et timewheel et mixte (représentant le temps de ma-
nière linéaire et cyclique) [Edsall and Peuquet, 1997, Li, 2010], combinée à une carte d'inventaire
[Swedberg and Peuquet, 2017], ainsi que vers l'utilisation de règles de symbologie pour eﬀectuer
le lien entre les composantes temporelle et spatiale des événements représentés [Li, 2010, Bak
et al., 2009, Andrienko et al., 2011].
GrAPHiST
Une troisième partie de notre recherche (Partie III) s'est consacrée à l'élaboration d'une ap-
proche d'analyse exploratoire des phénomènes.
En parallèle de notre travail bibliographique, nous avons implémenté notre propre environne-
ment de géovisualisation, GrAPHiST, pour (environnement de) Géovisualisation pour l'Analyse
des PHénomènes Spatio-Temporels.
Le développement de ce dernier s'est eﬀectué selon une approche bottom up. L'implémentation
de GrAPHiST a été eﬀectuée d'entrée, avant que soient formalisés l'ensemble de ses fonctions et
objectifs. Le développement de GrAPHiST a ainsi suivi une trajectoire empirique : la structure
de l'environnement, et les diﬀérents outils qu'il intègre, ont évolué au cours de l'établissement de
notre état de l'art, de l'avancement du développement, et jusqu'à l'achèvement de notre phase
d'expérimentation. La formalisation des diﬀérentes composantes de l'environnement, a été eﬀec-
tuée une fois ce dernier implémenté.
Notre proposition s'inscrivant dans une approche exploratoire, l'utilisateur conserve un rôle
central dans l'analyse des dynamiques spatio-temporelles. La conception de GrAPHiST s'est ac-
compagnée de la formalisation de diﬀérents scénarios d'analyse, décrivant les diﬀérentes actions
que doit mener l'utilisateur au moyen de l'outil, pour identiﬁer chacune des dynamiques spatio-
temporelles citées précédemment lors d'une analyse exploratoire. La conception de GrAPHiST
ayant suivi une approche bottom up, la manière dont l'analyste interagit avec l'environnement,
pour trouver des patterns spatio-temporels, a évolué au cours de l'avancée du développement.
Un cinquième chapitre (Chapitre 5) est consacré à la structure et les diﬀérentes composantes
de GrAPHiST. Ce chapitre présente :
 le modèle de données développé pour l'environnement ;
 la structure générale de l'interface de GrAPHiST ;
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 comment les approches de visualisation, identiﬁées lors de l'établissement de l'état de l'art,
sont intégrées à l'interface ;
 comment GrAPHiST intègre l'utilisation de règles de symbologie, aﬁn de permettre l'iden-
tiﬁcation de patterns spatio-temporels.
Un sixième chapitre (Chapitre 6) présente les diﬀérents scénarios d'analyse exploratoire pou-
vant être eﬀectués au moyen de GrAPHiST.
Phase d'expérimentation
Dans le but de valider notre proposition, nous avons appliqué notre approche d'analyse ex-
ploratoire à diﬀérents cas d'étude. Cette phase d'expérimentation a en outre permis de parfaire
l'implémentation de GrAPHiST et la formalisation de son utilisation :
 L'analyse des diﬀérents cas d'étude a permis de révéler de nouveaux besoins, pour lesquels
de nouvelles fonctionnalités ont été intégrées à GrAPHiST.
 L'utilisation concrète de l'interface de GrAPHiST a permis de préciser les actions à eﬀec-
tuer pour accomplir une recherche de patterns.
La quatrième partie de ce mémoire (Partie IV) est consacrée aux diﬀérentes expérimentations
eﬀectuées aﬁn de valider notre proposition.
Un septième chapitre (Chapitre 7) présente une analyse de données historiques représentant
les lieux et dates des batailles de la Guerre de Sécession. L'objectif est de prouver la possibilité
d'identiﬁer des patterns relatifs au temps linéaire, en recréant un récit du conﬂit à partir de
l'analyse des données historiques, avant de comparer ce récit à celui produit par les historiens.
Un huitième chapitre (Chapitre 8) présente l'analyse de jeux de données simulées, présentant
chacun une part d'événements cycliques, localisés dans l'espace, et une part d'événements aléa-
toires. La période du cycle, et ses étendues temporelle et spatiale, sont déﬁnies aléatoirement et
gardées cachées jusqu'à l'achèvement de l'expérimentation. L'objectif est de prouver la possibilité
d'identiﬁer des patterns relatifs à une échelle cyclique, en identiﬁant ces récurrences cycliques
spatialisées, avant de comparer les résultats trouvés aux caractéristiques des jeux de données
créés.
Un neuvième et dernier chapitre (Chapitre 9) présente une application de notre proposition
à l'analyse de diﬀérents jeux de données réels, liées à des problématiques de diﬀérentes natures.
Cette expérimentation a pour objectif de montrer le caractère générique de notre approche,
et de présenter les opportunités oﬀertes par l'environnement dans l'analyse de données spatio-
temporelles.
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Introduction
Le changement dans l'espace est décrit dans la littérature comme la conséquence de phéno-
mènes spatio-temporels [Haddad, 2009]. Ces derniers peuvent être vus comme des objets limités
dans le temps et l'espace, pouvant décrire diﬀérents types de changements. Une éruption vol-
canique, un séisme, ou l'augmentation d'une population peuvent être décrits comme des phéno-
mènes spatio-temporels.
Le mécanisme de ces phénomènes, leurs variations, leur rythmes dans le temps et l'espace
sont décrits par les dynamiques spatio-temporelles de ces phénomènes. L'analyse de ces dernières
permet d'améliorer les connaissances existantes sur les phénomènes, d'eﬀectuer une prévision de
l'apparition ou de l'évolution de phénomènes semblables, et d'aider à la prise de décisions les
concernant. En fonction des phénomènes étudiés, et des problématiques qu'ils font intervenir,
l'analyse peut se concentrer sur certaines dynamiques spatio-temporelles. Ainsi :
 l'analyse de phénomènes volcaniques peut aider à la mise en place de politiques de préven-
tion du risque, et implique de s'intéresser aux récurrences cycliques du phénomène ;
 l'analyse de l'évolution d'une population peut aider à la mise en place de politiques pu-
bliques, et implique d'analyser les variations du phénomène sur le temps long selon diﬀé-
rentes zones de l'espace.
Les données disponibles, permettant de décrire le changement dans l'espace, sont aujourd'hui
en constante augmentation. Ces données recouvrent des problématiques diverses, permettent de
représenter diﬀérents types de phénomènes, et peuvent être éloignées des données habituellement
observées pour l'étude des phénomènes spatio-temporels. L'analyse de ces données peut cepen-
dant être génératrice de connaissances dans diﬀérents domaines d'étude.
La vaste étendue des phénomènes pouvant être représentés par ces données incite l'utilisation
d'approches d'analyse génériques, applicables à diﬀérents phénomènes dans le cadre de diﬀérentes
problématiques. Proposer ces approches implique de s'interroger sur :
 la modélisation du changement dans l'espace, de manière à proposer une modélisation
générique permettant de traiter diﬀérents types de phénomènes spatio-temporels ;
 la nature des diﬀérentes dynamiques spatio-temporelles à analyser, et la forme sous laquelle
elles se présentent selon le format de données adopté pour l'analyse ;
 quelles approches d'analyse permettent l'étude de données pouvant être éloignées de celles
habituellement observées pour l'étude des phénomènes spatio-temporels ;
 comment ces approches peuvent-elles oﬀrir la possibilité d'analyser diﬀérents types de dy-
namiques spatio-temporelles, aﬁn de répondre à diﬀérents objectifs, ces derniers étant liés
au phénomène observé et à la problématique de l'étude.
Dans un premier chapitre (1), nous passons en revue les diﬀérentes approches développées
au cours du temps pour modéliser les phénomènes et leurs conséquences dans l'environnement
spatial. À partir de cet état de l'art, nous proposons une approche générique de modélisation des
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phénomènes spatio-temporels. Ceux-ci sont modélisés au travers de séries d'événements spatio-
temporels limités dans le temps et l'espace.
Le phénomène est représenté comme une série d'événements traitant d'une même problé-
matique. Cette modélisation a pour but de permettre la mise en forme des données spatio-
temporelles relatives à diﬀérents cas d'étude sous un même format de modélisation, permettant
leur analyse dans un seul environnement d'analyse.
Dans une première partie d'un second chapitre (2), nous déﬁnissons les diﬀérentes dynamiques
spatio-temporelles sur lesquelles nous nous focalisons. Puis, nous déﬁnissons la forme prise par ces
dynamiques dans le cadre de notre proposition de modélisation des données spatio-temporelles.
Dans une seconde partie du chapitre 2, nous montrons comment l'approche exploratoire peut
répondre à nos besoins, en permettant une étude des phénomènes ne nécessitant pas l'énoncia-
tion d'hypothèses a priori sur la structure des données analysées, permettant ainsi l'analyse de
nouvelles données spatio-temporelles, inconnues de l'utilisateur. Nous montrons enﬁn quels sont
les travaux à mener pour permettre une analyse exploratoire des phénomènes spatio-temporels,
applicables à diﬀérents cas d'étude.
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La modélisation des phénomènes
spatio-temporels
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Selon certains auteurs, les notions fondamentales de la géographie sont l'espace, les relations
dans l'espace et les changements dans l'espace [Morrill, 1970]. Le terme changement sous-entend
la dimension temporelle. L'étude du changement dans l'espace consiste à décrire l'évolution de
l'environnement spatial d'un état initial à un autre, au travers d'une succession temporelle de
modiﬁcations [Haddad, 2009]. Dans la littérature, on considère le changement comme étant la
conséquence de phénomènes géographiques dynamiques.
En philosophie, un phénomène est un fait du monde physique (objet, action, etc.), psychique
(émotion, pensée, etc.) ou social (produit d'interactions sociales, etc.) qui se manifeste par lui-
même [Mathieu, 2015]. Un phénomène géographique est un ensemble de faits et de caractéristiques
observables, localisables sur la surface terrestre [Haddad, 2009]. Ces phénomènes géographiques
peuvent être statiques, et représenter un ensemble de faits stables, ﬁxes dans le temps, ou dyna-
miques et représenter le passage d'un état à un autre au cours du temps [Janet, 1885, Haddad,
2009]. Les phénomènes géographiques dynamiques sont également nommés phénomènes spatio-
temporels dans la littérature, pour souligner que le changement s'eﬀectue dans le temps et dans
l'espace [Haddad, 2009].
La modélisation (ou représentation) des phénomènes spatio-temporels est un domaine de re-
cherche relativement récent. Les modèles proposés pour représenter le changement ont souvent
été construits de manière à convenir à des problématiques particulières plutôt que selon une
approche théorique [Peuquet, 2002, Yuan, 2007, Haddad, 2009]. L'objet de ce chapitre est de dé-
ﬁnir quelles approches théoriques permettent d'oﬀrir une modélisation générique du changement
dans l'espace, dans le but d'analyser les dynamiques spatio-temporelles de diﬀérents phénomènes.
Comme le sous-entend leur nom, l'étude des phénomènes spatio-temporels implique l'étude
de ces deux dimensions. Dans un premier temps, nous nous intéressons à la modélisation de ces
deux composantes dimensionnelles, avant de nous intéresser à la modélisation de l'espace-temps.
1.1 La modélisation des dimensions temporelle et spatiale
La modélisation du changement dans l'espace pose la question de la modélisation de l'espace
et du temps, domaines initialement étudiés séparément dans la littérature. Nous donnons ici un
aperçu général sur les travaux portant sur ces deux dimensions.
1.1.1 La modélisation de la dimension spatiale
Les deux modèles conceptuels les plus utilisés pour la modélisation de l'espace [Couclelis,
1992, Goodchild, 1992] sont :
 l'approche objet-centrée, qui s'inscrit dans une perspective discrète de l'espace ;
 l'approche champ-centrée, qui s'inscrit dans une perspective continue.
L'adoption de l'un ou l'autre de ces deux points de vue dépend soit d'une posture a priori
du chercheur, soit de son choix face à un objectif précis [Mathian and Sanders, 2014], une même
problématique pouvant être approchée selon ces deux points de vue.
1.1.1.1 L'approche objet-centrée
L'approche objet-centrée consiste à représenter l'espace spatial en une composition d'objets
géographiques. Ces derniers sont des entités spatiales discrètes, localisées et limitées dans l'es-
pace. Chacun de ces objets possède une identité propre, une localisation, une géométrie (ils
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peuvent être ponctuels, linéaires ou surfacique) et des attributs thématiques.
Ces objets peuvent être simples, ou composites. Diﬀérents objets géographiques peuvent aussi
être liés selon une relation hiérarchique. Un objet géographique composite de rang n peut être
formé d'objets, simples ou composites, de rang n-1, eux-mêmes formés d'objets géographiques,
simples ou composites, de rang n-2. Par exemple, l'Union européenne est formée de plusieurs
pays, formés eux-mêmes par plusieurs régions. On modélise ainsi plusieurs catégories d'objets
qui sont généralement organisées hiérarchiquement [Haddad, 2009]. La notion de parties est sou-
vent liée à la notion de l'échelle spatiale considérée. Plus une échelle est grande, plus une même
entité géographique peut être modélisée comme composite, et formée de sous-parties.
Les objets géographiques peuvent correspondent à des entités concrètes, comme des rivières
ou des routes, ou à des entités abstraites, comme des communes ou des pays. La distinction entre
entités concrètes ou abstraites renvoie à l'aspect tangible ou abstrait des frontières de ces objets
[Smith et al., 1994]. Une route possède des frontières physiques, tangibles. Une commune pos-
sède des frontières abstraites, que des personnes ont déterminées. On parle, dans ces cas d'entités
concrètes, d'objets bona ﬁde 1, et dans le second cas, d'objets ﬁat 2 [Smith et al., 1994, Smith
and Varzi, 2000].
Chaque objet géographique est relié aux autres par des relations topologiques [Haddad, 2009]
(Figure 1.1).
Figure 1.1  Relations topologiques entre objets spatiaux [Haddad, 2009]
L'approche objet-centrée est la plus utilisée [Fonseca et al., 2002] et la plus facilement concep-
tualisable, car plus ancrée dans le langage commun [Galton, 2003, Mathian and Sanders, 2014].
Cette construction permet de déﬁnir des objets géographiques correspondant aux entités exis-
tantes dans notre représentation du monde (ville, route, etc.).
1.1.1.2 L'approche champ-centrée
Dans l'approche champ-centrée, appelé aussi location-based [Peuquet, 1988], l'espace est di-
visé en une grille de localisations réparties régulièrement, correspondant à une primitive spatiale
qui peut être un point ou une aire. Chacune de ces localisations est rattachée à des attributs pre-
nant une valeur spéciﬁque à la localisation considérée [Galton, 2004, Mathian and Sanders, 2014].
La densité de localisations permettant de couvrir l'espace géographique peut être déﬁnie
comme la granularité spatiale de la modélisation de l'espace. On appelle alors granules spatiaux
les localisations insécables réparties régulièrement sur l'espace. La granularité spatiale déﬁnit
ainsi la ﬁnesse de la modélisation de l'espace eﬀectuée.
1. du latin bona ﬁde : de bonne foi, utilisé en langue anglaise pour signiﬁer authentique
2. du latin ﬁat : qu'il soit fait, utilisé en langue anglaise pour faire référence à un ordre, un décret, une
autorisation
31
Partie I
L'espace géographique est ainsi conceptualisé comme une grille régulière permettant la repré-
sentation de la distribution spatiale d'une grandeur. L'approche champ-centrée est très utilisée,
par exemple, par les spécialistes en géosciences et en environnement [Mathian and Sanders, 2014],
car elle est appropriée pour représenter une information géographique se présentant sous la forme
d'une distribution spatiale continue d'une grandeur qualitative ou quantitative (occupation du
sol, précipitation, température).
1.1.1.3 L'implémentation des approches objet-centrée et champ-centrée dans les
systèmes d'information géographique
Un système d'information géographique SIG est un système informatique de matériels, de
logiciels, et de processus conçus pour permettre la collecte, la gestion, la manipulation, l'analyse,
la modélisation, et l'aﬃchage de données à référence spatiale aﬁn de résoudre des problèmes com-
plexes d'aménagement et de gestion [Moellering, 1988].
La dichotomie objet-centrée / champ-centrée se retrouve dans les SIG, au travers de la di-
chotomie de la représentation de la donnée géographique en formats vecteur et raster [Haddad,
2009] (Figure 1.2).
Figure 1.2  Le modèle vecteur vs le modèle raster [Haddad, 2009]
Le format vecteur est une implémentation du modèle objet-centrée, où l'espace est occupé par
des objets discrets, possédant un identiﬁant, une géométrie (ponctuelle, linéaire ou polygonale),
et une suite d'attributs.
Le format raster est une implémentation du modèle champ-centrée, où l'espace est divisé
selon une grille régulière et continue d'entités surfaciques élémentaires, dont l'aire, caractérisant
la granularité spatiale de la représentation, est déﬁnie par l'utilisateur. Chaque entité élémentaire,
ou granule, est rattachée à une valeur prise par une grandeur qualitative ou quantitative.
1.1.2 La modélisation de la dimension temporelle
Parmi les travaux portant sur la modélisation de l'écoulement du temps, on peut discer-
ner quatre distinctions philosophiques, complémentaires et non concurrentes, permettant d'ap-
préhender la dimension temporelle [Haddad, 2009]. Ces distinctions aboutissent sur diﬀérentes
propositions de représentations temporelles. Ces quatre distinctions sont :
 la distinction entre temps linéaire et temps cyclique ;
 la distinction entre temps absolu et temps relatif [Schmidt et al., 2003] ;
 la distinction entre temps ordinal, temps discret, et temps continu [Pelekis et al., 2004, So-
lana, 2014], accompagnée de la notion de granularité temporelle [Kakoudakis and Theo-
doulidis, 1996] ;
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 la distinction entre primitive temporelle ponctuelle, et primitive temporelle durative (pos-
sédant une durée) [Haddad, 2009].
1.1.2.1 Temps linéaire et temps cyclique
Dans une approche linéaire, l'écoulement du temps est conceptualisé comme la succession
chronologique de primitives temporelles (moments, ou intervalles temporels). On parle de repré-
sentation du temps au sein d'une échelle linéaire (Figure 1.3).
Dans une approche cyclique, l'écoulement du temps est conceptualisé comme la répétition
d'une même période temporelle, dont la durée correspond à un nombre ﬁxe de primitives tem-
porelles. On parle de représentation du temps au sein d'une échelle cyclique (Figure 1.3). On
appelle durée de l'échelle cyclique la durée de la période sur laquelle on projette l'écoulement du
temps.
Figure 1.3  Représentations linéaires et cycliques du temps
La représentation selon une échelle temporelle linéaire est prépondérante dans les modéli-
sations de données temporelles. Les bases de données temporelles, par exemple, utilisent un
étiquetage des données (une datation des données) selon leur moment d'apparition dans une
échelle temporelle linéaire. La représentation selon une échelle cyclique reste cependant intéres-
sante pour mettre en lumière la répétition de certains phénomènes, au travers du cycle des jours
ou des saisons par exemple.
Ces deux modélisations sont parfois utilisées de manières combinées, au travers de la re-
présentation du temps comme une succession chronologique d'instances d'une échelle cyclique :
l'écoulement du temps peut être représenté comme la succession chronologique de périodes cy-
clique d'une durée d'un an.
1.1.2.2 Temps absolu et temps relatif
La représentation du temps comme absolu consiste à représenter un moment temporel selon
sa "position" au sein d'une échelle temporelle, linéaire ou cyclique. Par exemple :
 le 17 novembre 2002, pour une échelle temporelle linéaire occidentale ;
 9h00, pour une échelle temporelle cyclique d'une journée.
La représentation du temps comme relatif consiste à représenter un moment temporel par
rapport à d'autres moments temporels. Cette représentation permet d'introduire les notions de
passé (deux jours avant un événement), du présent (au même moment qu'un événement), et du
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futur (deux jours après un événement).
Le temps relatif permet donc d'introduire des relations chronologiques entre diﬀérents instants
ou durées, semblables aux relations topologiques entre objets spatiaux. Celles-ci sont formalisées
dans les relations d'Allen [Allen, 1983] (Figure 1.4).
Figure 1.4  Les relations d'Allen [Allen, 1983]
1.1.2.3 Temps ordinal, temps discret et temps continu
La distinction entre temps ordinal et temps discret d'une part, et temps continu d'autre
part, est à rapprocher de la distinction entre les modélisations spatiales objet-centrée et champ-
centrée. Ce parallèle est notamment eﬀectué par Galton [Galton, 2004], lorsqu'il étend au temps
la dichotomie entre les approches objet-centrée et champ-centrée utilisées pour l'espace [Mathian
and Sanders, 2014].
La représentation temporelle ordinale consiste à considérer l'écoulement du temps comme
une chronologie de phases temporelles successives, dont on connait l'ordre de succession, mais ni
la durée, ni la position temporelle dans une échelle temporelle absolue [Solana, 2014]. Chaque
phase temporelle possède une identité propre, et peut être rattachée à des attributs. Un exemple
de représentation temporelle ordinale peut être la représentation d'une vie humaine au travers
de la succession des phases de l'enfance, de l'âge adulte, et de la vieillesse.
La représentation temporelle discrète consiste également à représenter l'écoulement du
temps comme la chronologie de phases temporelles successives, mais dont la durée et la position
temporelle sont connues. L'espace temporel peut ainsi être décrit comme occupé par des objets
temporels, limités dans le temps, pouvant être ponctuels ou étendus dans le temps, possédant
une identité propre, et pouvant être rattachés à des attributs.
La représentation discrète du temps est à rapprocher de la représentation objet-centrée de l'es-
pace. L'objet temporel distinct, limité dans le temps, et aux frontières temporelles déﬁnies peut
être comparé à l'objet spatial distinct, limité dans l'espace, et aux frontières spatiales déﬁnies.
De la même manière, les objets temporels peuvent être simples ou composites, et être organisés
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hiérarchiquement. Une conférence peut être représentée par un objet temporel occupant une cer-
taine portion du temps. Cette conférence peut être composée de plusieurs sous-objets temporels
représentant chaque jour de la conférence.
Le temps ordinal et le temps discret s'inscrivent tout deux dans une vision discrète, objet-
centrée du temps, où l'espace temporel est peuplé d'objets temporels. La représentation ordinale
décrit ces objets au travers d'une représentation relative du temps. La représentation discrète
décrit ces objets au travers d'une représentation absolue du temps.
Hewitt [Hewitt, 1983], Allen [Allen, 1983], DiBiase [DiBiase et al., 1992] et MacEachren
[MacEachren, 1994] décrivent six temporalités permettant de caractériser ces entités temporelles
discrètes 1.5.
Trois temporalités caractérisent la composante temporelle d'une entité temporelle en parti-
culier (Figure 1.5) :
 le moment d'apparition, l'instant temporel d'occurrence de l'entité ;
 la durée de l'entité ;
 la période de retour, représentant l'étendue temporelle entre deux instances du même type
d'entité temporelle. La notion de période de retour est ambiguë. Dans le domaine des
risques, la période de retour est considérée comme l'écart de temps probable entre deux
événements [Arnaud and Davoine, 2009]. La période de retour est une notion probabiliste.
Elle n'est pas à rapprocher de la période des phénomènes périodiques (comme la période
de la révolution de la Terre autour du Soleil).
Figure 1.5  Les temporalités caractérisant une entité temporelle [Hewitt, 1983][Allen, 1983,
DiBiase et al., 1992, MacEachren, 1994]
Trois temporalités caractérisent les relations temporelles entre plusieurs entités (Figure 1.6) :
 l'ordre, décrivant l'enchaînement chronologique de plusieurs entités temporelles ;
 l'espacement chronologique, l'étendue temporelle entre deux entités temporelles ;
 la synchronisation entre l'apparition de plusieurs entités temporelles.
Figure 1.6  Les temporalités caractérisent les relations temporelles entre entités [Hewitt,
1983][Allen, 1983, DiBiase et al., 1992, MacEachren, 1994]
Les trois dernières temporalités se rapprochent des relations d'Allen [Allen, 1983] (Figure
1.4), équivalents temporels des relations topologiques reliant entre eux les objets géographiques.
Certains travaux proposent d'autres temporalités telle la fréquence, représentant le nombre d'oc-
currences d'un objet temporel durant une période donnée [Arnaud and Davoine, 2009]. Cette
fréquence n'est pas à rapprocher de la période de retour, ou de la fréquence des phénomènes
périodiques, inverse de la période de réapparition de ces phénomènes.
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La représentation temporelle continue est à rapprocher de la modélisation champ-centrée
de l'espace. Dans cette représentation, il existe toujours, en théorie, un intervalle temporel divi-
sible entre deux points du temps. En pratique, le temps est divisé selon une grille régulière de
primitives temporelles, représentées par des instants ou des intervalles temporels de durée égale.
Chaque primitive est rattachée à une ou à des grandeurs prenant une valeur propre à l'instant
ou à l'intervalle de temps considéré.
À l'instar de la modélisation champ-centrée de l'espace, une granularité temporelle déﬁnit
la densité de primitives temporelles insécables, ou granule temporel, occupant l'espace temporel.
La granularité temporelle déﬁnit ainsi la ﬁnesse de la modélisation du temps eﬀectuée. Cette
approche permet ainsi la représentation d'une distribution temporelle continue d'une grandeur
qualitative ou quantitative.
Cette représentation du temps peut apparaître comme discrète, car il n'y a pas d'intervalle de
temps divisible entre deux primitives temporelles. Mais le caractère continu de la représentation
fait référence à la division régulière (continue) du temps selon une granularité temporelle, qui
s'oppose à la division du temps en diﬀérentes phases temporelles distinctes, aux frontières non
régulières, possédant une identité propre.
Cette distinction entre représentation continue et discrète du temps se retrouve dans la
construction de la donnée temporelle en séries temporelles et séries événementielles.
Une série temporelle consiste à étiqueter l'évolution de la valeur prise par une grandeur G,
observée selon un pas de temps régulier appelé pas d'échantillonnage (Figure 1.7). Une série
temporelle s'inscrit dans une représentation continue, le pas d'échantillonnage correspondant à
la granularité temporelle utilisée.
Figure 1.7  Exemple d'une série temporelle
Dans une série événementielle, chaque entrée d'information correspond à un moment tem-
porel où quelque chose de remarquable est observable (Figure 1.8). Ce peut être, par exemple,
lorsqu'une grandeur G atteint une certaine valeur, ou lorsque quelque chose de succinct est
observable.
Figure 1.8  Exemple d'une série événementielle
Les moments temporels des diﬀérentes entrées d'information se succèdent, mais sont séparés
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entre eux par des intervalles de temps irréguliers. Ce stockage d'information est à rapprocher
d'une représentation discrète du temps, chaque entrée d'information représentant un objet tem-
porel.
1.1.2.4 Primitive temporelle ponctuelle et primitive temporelle durative
La primitive temporelle constitue le plus petit élément, insécable, de représentation du temps.
Dans certains modèles [McCarthy and Hayes, 1969, McDermott, 1982, Haddad, 2009], l'unité
temporelle élémentaire est un instant ponctuel. Dans ce modèle, si l'on considère un instant
ponctuel T en particulier, il existe un état anté-T, et post-T. L'instant T ouvre ainsi un ou
plusieurs intervalles temporels pouvant se terminer à T', T, etc.
Entre deux instants successifs, on reste cependant dans un état ﬁgé. Si un changement a lieu
à l'instant T, ce changement a lieu à uniquement à l'instant T. On passe d'un état ﬁgé anté-T, à
un autre état ﬁgé post-T. Ainsi, s'il est possible de représenter des changements concurrents (dé-
marrant au même instant temporel), ces changements sont ponctuels. Les changements duratifs,
étendus dans le temps, ne peuvent pas être représentés en suivant cette approche [Worboys, 2005].
Dans d'autres modèles, comme celui d'Allen [Allen, 1984, Haddad, 2009], l'unité temporelle
élémentaire est un intervalle temporel. Cette approche permet ainsi de représenter un changement
s'étalant sur une durée, entre un état anté-changement et un état post-changement, séparés par
un état de transition lors duquel s'eﬀectue un changement. Cette approche ne permet cependant
pas de représenter des instants ponctuels [Galton, 1990], et donc des changements succincts.
1.2 La modélisation de l'information spatio-temporelle
1.2.1 L'approche endurante et l'approche perdurante
Les phénomènes spatio-temporels sont déﬁnis en utilisant deux concepts [Haddad, 2009] :
 d'une part, le changement résultant.
 d'autre part, l'entité spatio-temporelle qui est à l'origine de ce changement, c'est-à-dire un
événement ou un processus.
Ces deux concepts se retrouvent dans la vision du monde proposée par Grenon et Smith
[Grenon and Smith, 2004], qui proposent de classer les diﬀérentes entités du monde en entités
SNAP (Repère A de a Figure 1.9), et en entités SPAN (Repère B de a Figure 1.9).
Figure 1.9  Approches SNAP et SPAN de la modélisation de l'information spatio-temporelle
[Mathian and Sanders, 2014]
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1.2.1.1 Les entités SNAP
Les entités SNAP, appelées continuantes ou endurantes [Mathian and Sanders, 2014], sont
des entités spatiales capables de persister dans le temps (d'où le nom endurantes : ce sont des
entités qui endurent des changements).
Ces entités sont pérennes dans le temps, et par là même atemporelles : elles ne possèdent pas
de composante temporelle [Hawley, 2004]. Elles possèdent cependant une composante spatiale et
une composante thématique qui peut évoluer au cours du temps. Ces entités spatiales gardent
leur identité au cours du temps, et peuvent être observées dans leur entièreté à chaque instant
de leur existence, d'où le nom de SNAP qui se réfère au terme snapshot, exprimant l'observation
d'une de ces entités à un moment t.
Un cours d'eau, observé sur une étendue temporelle d'un siècle, peut être modélisé
comme une entité endurante :
 Sur une étendue temporelle d'un siècle, un cours d'eau peut être considéré comme
pérenne, atemporel.
 Ce cours d'eau possède une identité propre, qui reste inchangée sur toute l'étendue
temporelle d'observation.
 Il possède une dimension spatiale qui peut évoluer au cours du temps. Son étendue
spatiale peut ainsi évoluer à la suite d'une crue.
 Il possède une dimension thématique qui peut également évoluer au cours du
temps. Au cours d'une crue, son débit peut évoluer.
 Enﬁn ce cours d'eau, et ses composantes spatiales et thématiques, peuvent être
décrits dans leur intégralité, que l'on observe ce cours d'eau le 2 janvier 1920 ou
le 20 mars 1993.
Dans une approche de l'espace objet-centrée, les entités SNAP peuvent modéliser les objets
spatiaux recouvrant l'environnement géographique : forêts, route, ville, individus. Les propriétés
thématiques rattachées à ces objets (taille d'une forêt ou d'une ville, longueur d'une route, âge
d'un individu) peuvent également être considérées comme des entités SNAP [Mathian and San-
ders, 2014].
Dans une approche de l'espace champ-centrée, les entités SNAP peuvent modéliser des regrou-
pements de primitives spatiales, partageant une même propriété [Mathian and Sanders, 2014]. Un
tel regroupement déﬁnit une étendue spatiale associée à la propriété partagée par les primitives
spatiales (ensemble de points présentant une même occupation des sols). Cette étendue spatiale
peut alors être considérée comme une entité endurante dont on observe l'évolution au cours du
temps (évolution de la surface présentant une même occupation des sols).
1.2.1.2 Les entités SPAN
Les entités SPAN, appelées occurrentes ou perdurantes, sont des entités spatio-temporelles
limitées dans l'espace et le temps. Elles possèdent, à l'inverse des entités SNAP, une composante
temporelle (SPAN étant un anagramme de SNAP).
Ces entités possèdent une date de début et une date de ﬁn, entre lesquelles se succèdent des
parties temporelles [Grenon and Smith, 2004, Livet and Nef, 2009, Mathian and Sanders, 2014].
Chaque partie temporelle correspond à un état de l'entité, dans le temps et l'espace, cet état
n'évoluant pas durant l'écart de temps déﬁni par la partie temporelle. La succession des par-
ties temporelles correspond ainsi à l'enchaînement des diﬀérentes phases d'existence de l'entité
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spatio-temporelle.
Pour cette raison, ces entités ne sont pas observables dans leur entièreté à chaque instant
t, à la manière d'une entité SNAP. Aﬁn de décrire une entité SPAN dans son entièreté, il est
nécessaire de l'observer sur l'ensemble de son existence, et de décrire l'ensemble formé par les
parties temporelles de l'entité.
Une inondation peut être modélisée comme une entité occurrente :
 Elle est limitée dans le temps, et possède une date de début et une date de ﬁn.
 Elle est limitée dans l'espace, et possède une emprise spatiale.
 Entre les dates de début et de ﬁn, on peut diviser la durée d'existence de l'inon-
dation en diﬀérentes phases temporelles, chacune représentant un état diﬀérent
de l'inondation. Cette division peut reﬂéter les diﬀérentes extensions spatiales
de l'inondation au cours du temps, les diﬀérentes variations du débit d'un cours
d'eau au cours du temps, ou les diﬀérentes séquences de l'inondation (crue, sta-
bilisation, décrue).
 Enﬁn, il est nécessaire, pour déﬁnir l'entièreté de l'inondation, de l'observer sur
toute la durée de son existence. L'inondation ne peut être décrite dans son inté-
gralité à partir d'une observation à un instant t.
1.2.1.3 Complémentarité des deux approches
Souvent présentées comme opposées en philosophie, ces deux approches peuvent être vues
comme complémentaires [Mathian and Sanders, 2014]. Bittner et al. [Bittner et al., 2004, Ma-
thian and Sanders, 2014] soulignent que ces deux types d'entités sont liés. Des entités endurantes
existent et occupent l'environnement spatial de façon pérenne. Leurs composantes spatiale ou
thématique sont des entités endurantes qui subissent des modiﬁcations au cours du temps. Ces
modiﬁcations, et la trajectoire de vie formée par l'ensemble de ces changements, sont des entités
occurrentes.
Une rivière, entité endurante, est impactée par une inondation, entité occurrente. Le phéno-
mène de déforestation, entité occurrente, se manifeste par une diminution de l'étendue spatiale
des forêts, entités endurantes. Un navire est une entité endurante, son voyage d'un port à un autre
une entité occurrente. Dans le cadre d'une approche champ-centrée de l'espace, un agrégat de
primitives spatiales partageant une propriété est une entité endurante. L'évolution géométrique
de l'agrégat est une entité occurrente.
Selon Grenon et Smith [Grenon and Smith, 2004], on distingue ainsi deux relations possibles
entre ces entités, la participation et l' implication :
 les entités SNAP participent à des entités SPAN : un navire participe à une traversée de
la mer.
 les entités SPAN impliquent des entités SNAP : une inondation implique des parcelles
inondées.
1.2.2 Décrire les phénomènes au travers des entités SNAP et SPAN : les
modèles 3D+1 et 4D
Galton [Galton, 2004] fait un lien entre la dichotomie entre entités SNAP et SPAN et la
manière de conceptualiser l'espace et le temps[Mathian and Sanders, 2014].
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Ce parallèle est à rapprocher de celui que nous faisons précédemment entre l'approche spatiale
champ-centrée et l'approche temporelle temps-continu d'une part, et entre l'approche spatiale
objet-centrée et l'approche temporelle temps-discret d'autre part :
 l'approche champ-centrée consiste à représenter l'espace comme continu, au travers d'une
division de l'espace en granules spatiaux ; l'approche temps-continu consiste à représenter
le temps au travers d'une division régulière en granules temporels.
 l'approche objet-centrée consiste à représenter l'espace comme discret, et peuplé d'objets
limités dans l'espace ; l'approche temps-discret consiste à représenter le temps comme dis-
cret, et peuplé d'objets limités dans le temps, que nous nommons événements.
On peut alors étendre ce parallèle à la conceptualisation de l'espace-temps, en le considérant :
 soit comme étant continu et divisé en granules spatio-temporels.
 soit discret, et peuplé d'objets limités dans le temps et l'espace.
Cette réﬂexion de Galton aboutit à deux manières de représenter le changement. La première,
appelée 3D+1, s'inscrit dans une vision endurantiste, la seconde, appelée 4D, dans une vision
perdurantiste.
1.2.2.1 Le modèle 3D+1
L'approche 3D+1 consiste en une modélisation continue de l'espace-temps, au travers de la
déﬁnition d'entités SNAP occupant l'espace, dont on suit l'évolution temporelle dans une repré-
sentation continue du temps.
Ces entités SNAP, sont caractérisées par leur position dans l'espace (x,y,z ), qui forment le
terme 3D. La valeur de ces trois dimensions spatiales décrivent l'état de l'entité à un instant t.
Ces entités spatiales peuvent être rattachées à d'autres entités SNAP représentant leurs proprié-
tés thématiques. La dimension temporelle est représentée par le terme +1.
Les entités SNAP peuvent se référer à des objets spatiaux, à des granules spatiaux ou à
des regroupements de granules spatiaux. Chacune de ces entités possède, pour chaque granule
temporel, un état diﬀérent.
Le changement dans l'espace est représenté au travers de l'évolution temporelle des entités
SNAP pérennes, d'où le terme 3D+1, la dimension temporelle étant considérée comme orthogo-
nale à la dimension spatiale.
1.2.2.2 Le modèle 4D
L'approche 4D consiste en une modélisation discrète de l'espace-temps, peuplé d'entités
SPAN limitées dans le temps et l'espace.
Ces entités forment des hyperobjets, discrets, occupant l'espace-temps. Les dimensions tem-
porelles et spatiales sont mises sur un pied d'égalité, d'où le terme 4D. Chaque hyperobjet forme
un intervalle spatio-temporel dans lequel il n'y a pas de variation de l'état de l'espace au cours
du temps, cette variation étant inscrite dans la structure de l'hyperobjet.
Le modèle n'est ainsi pas basé sur la description du changement au travers de l'évolution
temporelle d'entités spatiales, mais sur la description du changement par une entité spatio-
temporelle distincte. Le changement dans l'espace est représenté directement au travers des
entités SPAN, que nous nommons événements spatio-temporels.
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1.2.3 Triad Model et Pyramid Model
Ces approches 3D+1 et 4D peuvent être illustrées au travers de deux modèles souvent cités
dans la littérature, le Triad Model de Peuquet [Peuquet, 1994] et le Pyramid Model de Mennis
[Mennis et al., 2000].
1.2.3.1 Le Triad Model de Peuquet
Le modèle de la triade, ou Triad Model [Peuquet, 1994], déﬁnit l'information spatio-temporelle
comme étant formée de trois dimensions : spatiale, temporelle et thématique (Figure 1.10).
La triade décrit les diﬀérentes façons d'aborder l'information spatio-temporelle, depuis trois
points de vue exprimés sous la forme de trois questions :
 Where ? (Où ? )
 When ? (Quand ? )
 What ? (Quoi ? )
Le Triad Model peut s'inscrire dans une représentation continue, endurante, de l'espace-
temps. Ce modèle permet d'illustrer comment est caractérisé le changement dans l'espace dans
une approche 3D+1, en décrivant les diﬀérentes entrées permettant d'observer l'évolution d'en-
tités endurantes :
Where = When + What Considérant un point dans l'espace, on peut observer l'évolution
temporelle de la valeur de diﬀérentes grandeurs thématiques observables en ce point.
When = Where + What Considérant un moment dans le temps, on peut observer la distri-
bution spatiale de diﬀérentes grandeurs thématiques observables à ce moment.
What = Where + When Considérant une valeur prise par une grandeur thématique, on peut
observer à quels points dans l'espace on observe cette valeur, et à quels moments dans le
temps.
Figure 1.10  Le Triad Model de Peuquet [Peuquet, 1994, Li, 2010]
1.2.3.2 Le Pyramid Model de Mennis
Le modèle de la triade fut par la suite étendu vers celui de la pyramide, ou Pyramid Model
[Mennis et al., 2000], dans lequel a été ajoutée aux trois composantes de l'information spatio-
temporelle, une composante de niveau supérieur : l'objet (spatio-temporel) (Figure 1.11).
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Le Pyramid Model peut s'inscrire dans une représentation discrète, occurrente, de l'espace-
temps. Ce modèle permet de décrire les trois composantes dimensionnelles (spatiale, temporelle
et thématique) des entités SPAN peuplant l'espace-temps dans le cadre d'une approche 4D. La
(méta-)composante objet du Pyramid Model introduit ainsi un quatrième point de vue,Whether ?
(Si ? ), interrogeant sur l'existence d'un objet spatio-temporel :
Where = When + What + Whether Considérant un point dans l'espace, on peut observer
quels objets spatio-temporels occupent cette position spatiale, et quelles sont ses compo-
santes temporelles et thématiques.
When = Where + What + Whether Considérant un moment dans le temps, on peut ob-
server quels objets spatio-temporels existent à ce moment temporel, et quelles sont ses
composantes spatiales et thématiques.
What = Where + When + Whether Considérant une valeur prise par une grandeur thé-
matique, on peut observer quels objets spatio-temporels possédant cette valeur existent, et
quelles sont ses composantes spatiales et temporelles.
Whether = Where + When + What Considérant un objet en particulier, on peut observer
quelles sont ses composantes spatiales, temporelles et thématiques.
Figure 1.11  Le Pyramid Model de Mennis [Mennis et al., 2000, Li, 2010]
1.3 Le phénomène spatio-temporel modélisé selon un point de
vue endurant
La représentation des phénomènes spatio-temporels selon une approche 3D+1 peut s'eﬀectuer
de deux manières, en modélisant implicitement ou explicitement les modiﬁcations apportées aux
entités SNAP, entrainant leur évolution dans le temps.
1.3.1 La modélisation implicite du changement
Dans une modélisation implicite du changement, la modiﬁcation apportée aux entités pé-
rennes n'est pas explicitement représentée. Le principe consiste à représenter diﬀérents états
temporels des entités SNAP, et d'en déduire le changement par la comparaison des diﬀérents
états. Nous présentons ici quelques exemples de modélisation basés sur cette approche.
1.3.1.1 Le modèle snapshot
Cette approche [Haddad, 2009] s'inspire des bases de données temporelles [Tansel et al., 1993].
Les premières solutions pour introduire l'information temporelle dans les bases de données furent
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d'étiqueter temporellement les tables [Gadia and Vaishnav, 1985], les tuples [Snodgrass and Ahn,
1985], ou les attributs d'objets[Gadia and Yeung, 1988].
L'extension de cet étiquetage temporel au spatio-temporel consiste à étiqueter les couches
spatiales (Modèles en snapshots [Armstrong, 1988]), les attributs (Composites spatio-temporels
[Langran and Chrisman, 1988]) et les objets spatiaux (Objets spatio-temporels [Worboys, 1992]).
Cet étiquetage permet des représentations de diﬀérents états de l'espace, représenté selon une
approche champ-centrée ou objet-centrée, pour diﬀérents instants temporels, qui sont appelés
snapshots temporels [Haddad, 2009].
L'évolution dynamique du territoire est alors représentée par une succession de snapshots
de la même région spatiale. Il n'existe pas une relation temporelle explicite entre les diﬀérents
snapshots. De ce fait, le changement n'est pas explicitement représenté, mais il doit être interprété
au travers de la comparaison de diﬀérents snapshots. Ce modèle demeure cependant redondant
et simpliste, l'ensemble des données relatives aux entités SNAP étant représentée dans chaque
snapshots, même dans le cas d'une absence de changement.
1.3.1.2 Les modèles des composites spatio-temporels et des objets spatio-temporels
Ce modèle, également appelé Space-Time Composite Model [Langran and Chrisman, 1988],
consiste à projeter diﬀérents états temporels de l'espace sur une seule couche spatiale, de manière
à déﬁnir de nouvelles entités SNAP appelées composites. Ces entités composites forment alors
un découpage de l'espace, où chaque région regroupe un ensemble de points présentant le même
historique (Figure 1.12). Chaque composite possède alors un historique diﬀérent de ses voisins.
Figure 1.12  Space-Time Composite Model [Langran and Chrisman, 1988, Renolen, 1995]
Le principe est donc de ne stocker que le vecteur de modiﬁcation de chaque entité SNAP
subissant une trajectoire de vie distincte. La position spatiale et l'historique de chaque composite
permettent de retranscrire l'état de l'espace pour n'importe quel instant temporel, en évitant le
stockage redondant de données de l'approche snapshot.
La modélisation du changement impactant la zone d'étude s'eﬀectue au travers de la modé-
lisation des diﬀérents états temporels de chaque composite (Figure 1.13).
Chaque composite est à considérer comme un objet SNAP, atemporel, mais pouvant passer
d'un état d'existence à un état de non-existence. Ce procédé reste ancré dans une modélisation
implicite du changement, car les changements en eux-mêmes (comment s'eﬀectue la modiﬁcation
portant sur les composites) ne sont pas représentés. Seuls sont représentés des états anté- et
post-changement des entités spatiales.
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Figure 1.13  Modélisation du changement dans le Space-Time Composite Model [Langran and
Chrisman, 1988, Mathian and Sanders, 2014]
Le modèle d'objets spatio-temporels de Worboys [Worboys, 1992] (Figure 1.14) peut être
considéré comme une version en trois dimensions du modèle des composites spatio-temporels, où
seul le vecteur de modiﬁcation d'entités à la trajectoire de vie distincte est stocké.
Figure 1.14  Objets spatio-temporels [Worboys, 1992, Yuan, 1999]
Dans la Figure 1.14, l'espace est divisé en trois zones, dont l'étendue temporelle évolue au
cours du temps :
 une zone agricole S.
 une zone urbaine T.
 une zone industrielle U.
Ces trois zones peuvent être considérées comme des entités SNAP. Les diﬀérents états temporels
de chacune des entités, entre les dates t1, t2 et t3 sont représentés par une version de l'entité
SNAP correspondante.
Les diﬀérents états temporels de chacune des zones sont cependant désignés sous le terme
d'atomes spatio-temporels [Haddad, 2009], occupant une zone de l'espace et du temps. Ce modèle
peut alors s'apparenter à une représentation occurrente du changement, où chaque atome est une
entité SPAN représentant une tranche de vie du territoire.
Cependant, ces atomes sont la représentation d'un état temporel d'un objet spatial de ré-
férence. L'entité spatio-temporelle à l'origine du changement entre deux états n'est jamais re-
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présentée dans ce modèle. Le changement est toujours représenté au travers d'une évolution des
objets de l'espace. Aussi, si ce modèle peut être considéré comme étant inscrit dans une approche
occurrente de la modélisation du changement, nous préférons le considérer comme inscrit dans
une approche endurante. Nous considérons alors ces atomes comme les états temporels d'un ob-
jet spatial atemporel.
Cet exemple montre cependant que la frontière entre modèles occurrents et perdurants peut
être diﬃcile à déﬁnir.
1.3.2 La modélisation explicite du changement
D'autres modèles, toujours inscrits dans la description de l'évolution temporelle d'entités
SNAP, et donc au travers de l'approche 3D+1, s'appliquent à représenter la nature du change-
ment aﬀectant les entités pérennes. Les modèles de cette famille partagent certaines caractéris-
tiques [Haddad, 2009] :
 Ces modèles sont basés sur une représentation de l'espace comme occupé par des objets
géographiques [Kuhn, 2001, Haddad, 2009]. La représentation peut porter sur l'évolution
temporelle d'un objet rivière.
 Au contraire de la modélisation implicite du changement, ces modèles ne mettent pas
l'emphase sur diﬀérents états des objets à diﬀérents instants temporels, mais sur les chan-
gements intervenant entre ces diﬀérents états. Une crue d'un objet rivière, entrainant un
élargissement de l'étendue du cours d'eau, n'est pas représentée par deux états temporels
de l'objet rivière, mais par une la datation d'un élargissement de l'objet rivière.
 Les changements aﬀectant les entités SNAP sont explicitement représentés, mais seule-
ment en tant que modiﬁcations portant sur ces entités. Les entités spatio-temporelles res-
ponsables de ces changements ne sont pas représentées [Haddad, 2009]. La modiﬁcation
aﬀectant l'objet rivière est représentée, mais la crue à l'origine de cette modiﬁcation ne
l'est pas.
Les modèles s'inscrivent toujours dans une approche 3D+1 et non dans une approche 4D.
L'emphase est mise sur la modélisation des changements aﬀectant des objets persistants [Hornsby
and Cole, 2007], ce qui inscrit ces modèles dans une vision endurante du changement. Ces mo-
dèles restent basés sur le principe que ces changements sont le résultat d'entités occurrentes,
mais ceux-ci ne sont pas explicitement modélisés.
Certains modèles tentent d'exprimer le changement en composants élémentaires, agissant sur
les composantes de l'information spatio-temporelle telles qu'elles sont décrites dans le modèle de
la triade de Peuquet [Peuquet, 1994, Mathian and Sanders, 2014, Haddad, 2009]. Ces modèles
étant basés sur l'étude de l'évolution d'entités atemporelles, le changement peut porter sur leur
composante spatiale (localisation / forme), et sur leur composante thématique (état d'un attribut
qualitatif / état d'un attribut quantitatif) [Mathian and Sanders, 2014].
À ces deux composantes, certains modèles ajoutent une catégorie de changement pouvant
porter sur l'identité de l'entité spatiale dont on suit l'évolution. Cette catégorie permet de ré-
pertorier des modiﬁcations portant sur l'apparition ou la disparition de ces objets spatiaux, ou
sur des relations de succession entre diﬀérents objets [Mathian and Sanders, 2014]. On peut faire
le parallèle entre cette catégorie de modiﬁcations et les modèles d'objets étiquetés de Hunter et
Williamson [Hunter and Williamson, 1990] et du Space-Time Cube de Langran [Langran, 1992],
modèles basés sur une représentation implicite du changement, et qui consistaient à étiqueter les
dates de création et de suppression des objets géographiques [Haddad, 2009].
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Il convient de noter que ces objets spatiaux ne sont pas considérés, au sein de ces modèles,
comme des objets spatio-temporels limités dans le temps. Ces modiﬁcations portant sur l'appari-
tion et la disparition d'objets spatiaux sont à interpréter comme des transitions d'entités SNAP
d'un état d'existence à un état de non-existence.
Dans le modèle proposé par Cheylan [Cheylan et al., 1994, Mathian and Sanders, 2014],
présenté dans la Figure 1.15, le suivi de l'évolution de l'objet est ainsi relatif à ces trois aspects :
au travers du mouvement de l'objet pour sa dimension spatiale, au travers de la vie de l'objet
pour sa dimension thématique, au travers de la généalogie de l'objet pour son identité.
Figure 1.15  Types de changements et catégorie des objets [Cheylan and Lardon, 1993]
D'autres modèles s'attachent à représenter comment s'eﬀectuent les modiﬁcations sur les dif-
férentes composantes des entités SNAP, et les relations entre diﬀérentes entités SNAP impliquées
dans la même modiﬁcation [Mathian and Sanders, 2014]. C'est le cas du modèle des processus
spatio-temporels de Claramunt et Theuriault [Claramunt and Thériault, 1995, Claramunt et al.,
1997, Claramunt et al., 1998], qui propose une typologie des modiﬁcations spatio-temporelles des
objets spatiaux (Figure 1.16).
Cette typologie est structurée en trois groupes [Mathian and Sanders, 2014] :
 les changements portant sur l'évolution d'un objet, que ce soit sur sa composante spatiale
ou thématique ;
 les changements portant sur la généalogie des objets et leur diﬀusion spatiale, faisant in-
tervenir des relations entre diﬀérents objets spatiaux (succession, duplication, etc.) ;
 les changements portant sur la structure spatiale d'un ensemble d'objets (modiﬁcation de
frontières entre diﬀérents objets contigus, etc.).
D'autres travaux s'intéressant à la modélisation des changements d'objets spatiaux ont abouti
à des typologies de changements similaires [Haddad, 2009]. Parmi eux se trouvent les travaux
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sur le modèle de graphe historique de Renolen [Renolen, 1996] (création d'un objet, cessation
d'un objet, etc.), ou le modèle de changement de régions spatiales de [Kauppinen et al., 2008]
(scission de régions, fusion de région, etc.).
Figure 1.16  Les processus spatio-temporels de Claramunt et Thériault [Claramunt and Thé-
riault, 1995]
1.3.3 Le choix de l'approche 4D
Certains auteurs aﬃrment que la représentation et le raisonnement sur les dynamiques géogra-
phiques nécessitent plus que l'introduction du temps dans une approche endurantiste [Mathian
and Sanders, 2014] et qu'il est nécessaire d'introduire des éléments occurrents dans les repré-
sentations des phénomènes spatio-temporels [Yuan, 2001, Renolen, 2000, Galton and Worboys,
2005, Worboys, 2005, Mathian and Sanders, 2014], et de représenter le changement au sein de
modèles 4D.
1.3.3.1 Limites de l'approche 3D+1
Dans le cadre de notre objectif d'analyse des dynamiques des phénomènes spatio-temporels,
la représentation des phénomènes au travers de l'évolution temporelle d'entités spatiales nous
pose principalement deux problèmes.
D'une part, l'emphase mise, dans les modèles 3D+1, sur la description des entités spatiales
pérennes et des modiﬁcations les impactant au cours du temps, occulte la modélisation des évé-
nements et processus à l'origine de ces modiﬁcations. Ces entités sont alors décrites de manière
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ad hoc pour des besoins spéciﬁques selon le cas d'étude, et non en se basant sur une approche
théorique [Peuquet, 2002, Yuan, 2007, Haddad, 2009]. En découlent des déﬁnitions diverses des
notions de processus et d'événements [Haddad, 2009].
Cette absence d'approches théoriques rend diﬃcile une modélisation générique des événe-
ments et processus à l'origine du changement, qui puisse être utilisée de manière indiﬀérenciée
sur diﬀérentes problématiques. Cette approche générique nous est pourtant nécessaire pour pro-
poser une méthode d'analyse des dynamiques des phénomènes spatio-temporels, pris au sens
large.
D'autre part, la représentation étant centrée sur l'évolution temporelle individuelle d'entités
spatiales, le changement est décrit au travers de l'ensemble de ces évolutions individuelles, plutôt
qu'au travers de la description d'un phénomène par une entité globale interagissant l'ensemble
des entités spatiales. Un phénomène se déroulant dans une région spatiale n'est observable qu'au
travers des évolutions de chaque entité SNAP peuplant la région considérée.
La modélisation du phénomène par une entité distincte des entités spatiales qu'il impacte
oﬀrirait une vision d'ensemble du phénomène, rendue diﬃcile dans une approche 3D+1 qui tend
au cloisonnement de la représentation par entité spatiale. La représentation utilisée serait centrée
sur les évolutions spatio-temporelles d'un phénomène dans son ensemble, et non sur l'évolution
temporelle de chaque entité spatiale traitée de manière distincte. Cette vision d'ensemble du
phénomène serait plus adaptée pour analyser les dynamiques spatio-temporelles de celui-ci.
Pour ces deux raisons, nous nous positionnons dans une approche occurrente de la repré-
sentation de l'espace-temps, nous permettant de représenter le changement au travers d'entités
spatio-temporelles distinctes. Ce choix présente également d'autres atouts.
1.3.3.2 Avantages du format de données événementiel
Un autre limite des approches 3D+1 provient de la nature des données à disposition, souvent
sous la forme de séries temporelles relatives à des objets spatiaux ﬁxes, comme des stations de
mesure où l'évolution d'une variable a été observée, ou des entités territoriales pour lesquelles
des données brutes événementielles ont été agrégées.
Baser notre représentation sur des entités spatio-temporelles, étendues dans le temps et l'es-
pace, permettrait de nous aﬀranchir du caractère "ﬁxe" des entités SNAP de référence, et per-
mettrait analyse des phénomènes où les dimensions temporelle et spatiale sont simultanément
prises en compte
L'approche 4D nous permet également d'étudier, directement au travers de données brutes,
certains phénomènes ne pouvant être enregistrés que sous un format événementiel (accidents,
feux de forêt, homicides, etc.). Les séries temporelles représentant ce type de phénomène sont
obtenues par agrégation de données événementielles brutes, selon une zone et une fréquence
d'échantillonnage.
Enﬁn l'approche 4D présente une certaine polyvalence, les données sous format événementiel
pouvant :
 soit provenir directement sous la forme de données brutes,
 soit être recréées à partir de données temporelles, en déﬁnissant comme événement remar-
quable le moment où une variable relative à une position spatiale de référence atteint un
certain seuil.
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1.4 Le phénomène modélisé selon un point de vue occurrent
Galton oppose à l'approche 3D+1, la représentation 4D [Galton, 2004]. L'emphase n'est plus
mise sur la représentation de l'évolution temporelle d'entités endurantes, mais sur la représenta-
tion d'entités occurrentes à l'origine du changement, appelées événements et processus. On peut
distinguer deux approches de cette représentation, reposant sur deux visions du monde géogra-
phique [Haddad, 2009].
La première approche, introduite par Grenon et Smith [Grenon and Smith, 2004], représente
de manière complémentaire des entités SPAN agissant sur la trajectoire de vie d'entités SNAP.
La seconde approche, introduite par Reitsma [Reitsma, 2005], se concentre sur la représentation
d'entités occurrentes, sans représenter les entités endurantes impactées.
1.4.1 Événements et processus
La construction d'approches 4D a engagé des débats sur la déﬁnition des termes événements
et processus, et en quoi ils diﬀèrent l'un de l'autre [Haddad, 2009].
Dans la littérature [Haddad, 2009], le processus est en général déﬁni comme l'entité respon-
sable du changement [Forbus, 1984, Claramunt et al., 1997, Thériault et al., 1999, Galton, 2001],
tandis que l'événement est souvent lié à l'apparition de quelque chose de remarquable pour le
domaine étudié [Peuquet, 1994, Galton, 2001, Worboys, 2001, Yuan, 2001]. Pierre Livet [Livet
et al., 2010, Mathian and Sanders, 2014] considère également les événements comme caractérisant
les apparitions, disparitions, et changements brusques des objets géographiques, et les processus
comme référant à ce qui fait changer les objets, leurs propriétés, et les relations entre objets au
cours du temps.
Le critère temporel a également été avancé pour eﬀectuer une distinction entre les deux
entités. Pour certains, les processus sont des intervalles temporels ouverts (ils ont un début,
mais n'ont pas de ﬁn), tandis que les événements sont des intervalles fermés [Yuan, 2001, Gal-
ton, 2006, Bennett and Fellbaum, 2006]. Pour d'autres, les processus sont étendus dans le temps,
alors que les événements sont des transitions instantanées [Grenon and Smith, 2004, Frank, 2007].
D'autres critères ont été proposés, tels que l'homogénéité [Mourelatos, 1978, Galton, 2006,
Bennett and Fellbaum, 2006, Galton, 2008] : les processus seraient homogènes, dans le sens que
les subdivisions temporelles d'un processus sont de la même nature que le processus lui-même :
le processus "courir" consiste à courir dans toutes ses subdivisions temporelles. À l'inverse, les
événements ne seraient pas homogènes . L'événement "excursion" est composé d'activités de
natures diﬀérentes (courir, nager, marche, etc.), représentées par diﬀérentes subdivisions tempo-
relles.
Comme prolongement de ces distinctions, des relations entre ces deux entités ont été propo-
sées[Haddad, 2009]. Certains considèrent l'événement comme composé de processus [Claramunt
et al., 1997, Yuan, 2001, McIntosh and Yuan, 2005, Galton, 2001, Galton, 2004, Galton, 2008],
d'autres considèrent que les processus sont composés d'événements [Worboys, 2001]. D'autres re-
lations, concernant les rapports entre plusieurs événements, ont également été proposées [Grenon
and Smith, 2004, Worboys and Hornsby, 2004, Galton and Worboys, 2005]. Un événement peut,
par exemple, causer (initier ou faciliter), bloquer ou terminer l'existence d'un autre événement.
La déﬁnition de processus et d'événement n'est pas tranchée et reste un sujet de débat.
Cependant tout comme la représentation du changement, la déﬁnition de ces termes dépend du
problème étudié [Galton, 2006, Bennett and Fellbaum, 2006, Galton, 2008, Haddad, 2009].
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1.4.2 L'approche de Grenon et Smith
L'approche de Grenon et Smith de la représentation 4D repose sur le principe que les ap-
proches endurantes et occurrentes de représentation des dynamiques spatio-temporelles sont
complémentaires [Mathian and Sanders, 2014]. Elle peut être associée à la modélisation explicite
du changement selon une approche 3D+1 [Haddad, 2009].
Dans ce modèle, le monde est composé d'entités SNAP, pérennes, et d'entités SPAN qui
existent et disparaissent. Les entités SNAP représentées sont des objets géographiques et les
propriétés thématiques de ces derniers. Les entités SPAN sont des événements et des proces-
sus. Comme le soulignent Grenon et Smith [Grenon and Smith, 2004], des objets géographiques
peuvent participer à des événements et des processus, des événements et des processus peuvent
impliquer des objets géographiques.
L'implication fait référence à l'eﬀet produit par une entité SPAN sur les entités SNAP. La
participation déﬁnit le rôle que joue une entité SNAP dans une entité SPAN [Haddad, 2009].
Ce critère permet de distinguer un type particulier d'entité SPAN : l'action. L'action est un
événement ou un processus initié ou terminé par un agent (un objet géographique) [Worboys
and Hornsby, 2004, Haddad, 2009]. Les événements ou processus, non initiés ou terminés par un
agent, ne font pas participer d'objets géographiques, mais en impliquent. Un individu (un objet
géographique) peut participer au processus courir, mais peut être impliqué par un événement
maladie.
Les objets géographiques sont donc représentés comme subissant les modiﬁcations apportées
par les événements et les processus, les deux types d'entités étant explicitement modélisés. Ce
modèle permet d'associer le suivi de l'évolution des objets géographiques, et une vision d'ensemble
des événements ou processus à l'origine de ces évolutions.
1.4.3 L'approche de Reitsma
La deuxième approche, introduite par Reitsma [Reitsma, 2005], se base sur la philosophie des
processus de Bohm [Bohm, 1980] qui stipule que le monde est composé uniquement de change-
ments appelés ﬂux.
Dans cette approche, seules les entités occurrentes sont représentées [Reitsma, 2005, Reitsma
and Albrecht, 2005], les objets géographiques pérennes constituant le monde ne sont pas modéli-
sés. Les entités occurrentes possèdent leurs propres attributs, une dimension temporelle (moment
d'apparition et/ou étendue temporelle), et une étendue spatiale (localisation et/ou étendue spa-
tiale).
Ce modèle présente la limite d'être adapté uniquement à la modélisation des processus phy-
siques (comme dans le cas de phénomènes météorologiques par exemple) [Reitsma and Dubayah,
2007, Haddad, 2009]. La vision de Grenon et Smith[Grenon and Smith, 2004] reste la plus ré-
pandue dans la littérature.
La vision de Reitsma peut cependant être satisfaisante dans le cas où l'on dispose d'informa-
tions sur des événements, mais non sur les objets impactés ou sur les objets agissant lors de ces
événements.
1.4.4 Le choix de l'approche de Reitsma
Nous choisissons de nous positionner sur une approche occurrente de la modélisation du chan-
gement, et de baser notre proposition sur une modélisation des données spatio-temporelles sous
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un format événementiel. La modélisation des événements suit la décomposition de l'objet spatio-
temporel en trois composantes, proposée par le Pyramid Model de Mennis [Mennis et al., 2000]
(Repère b de la Figure 1.17), lui-même issu du Triad Model de Peuquet [Peuquet, 1994](Repère
a de la Figure 1.17).
Les composantes de l'objet spatio-temporel peuvent également être décomposées (Repère c
de la Figure 1.17) :
 la composante spatiale peut être décomposée en coordonnées x, y et z, représentant les
trois axes de l'espace ;
 la composante temporelle peut être décomposée en temps d'observation (quand l'événement
est observé), temps de l'événement (quand l'événement a lieu), et temps de transaction
(quand l'événement est enregistré) ;
 la composante thématique peut être décomposée selon une liste d'attributs.
Figure 1.17  Du Triad Model au Pyramid Model [Peuquet, 1994, Mennis et al., 2000, Li, 2010]
Pour illustrer notre proposition, et aﬁn de déterminer une modélisation de la donnée spatio-
temporelle la plus générique possible, nous nous sommes intéressés à diﬀérents cas d'études, et
au format des données à disposition.
Nous nous sommes, entre autres, intéressés à des phénomènes d'accidentologie routière, de
criminologie, et à des phénomènes liés aux risques naturels, notamment des phénomènes liés au
volcanisme (coulées de lave, séismes), et des phénomènes d'inondation.
Pour chacune de ces problématiques, nous avions accès à des données sous la forme de séries
événementielles :
 Concernant les données relatives aux événements d'accidents de la route, nous disposions
pour chaque accident de la date et du lieu où avait eu lieu l'accident, ainsi que diverses in-
formations sur les circonstances de l'accident (voirie, visibilité, conditions météorologiques,
etc.), ainsi que sur les personnes et les véhicules impliqués.
 Concernant les données criminologiques, nous disposions d'une série de données événemen-
tielles comprenant, pour chaque entrée, une date et un lieu d'apparition, ainsi que des
informations sur les circonstances et la nature du délit ou du crime.
 Pour le cas des coulées des laves, nous disposions pour chaque coulée des dates de dé-
but et de ﬁn de l'éruption, de l'empreinte géométrique de la coulée en ﬁn d'éruption, et
d'informations sur la coulée de lave (débit, nature de la coulée, etc.).
51
Partie I
 Pour le cas des séismes, nous disposions de la date du séisme, de la position du foyer, et
d'informations sur le séisme (magnitude, etc.).
 Enﬁn pour le cas des inondations, nous disposions de la date et de la durée de l'inondation,
du barycentre de la (ou des) commune(s) touchée(s), et d'informations thématiques sur
l'événement.
Ces données événementielles concernent des problématiques métiers diﬀérentes, mais pré-
sentent un format proche, puisque nous disposons pour chaque entrée d'information :
 d'une date d'apparition, éventuellement d'une durée ;
 d'un lieu d'apparition, éventuellement d'une empreinte géographique ;
 d'une liste de données attributaires.
Les données à disposition ne font pas référence à des objets spatiaux pérennes, mais à des
entités limitées dans le temps et l'espace, sauf pour le cas des inondations, où la composante
spatiale portée par la donnée fait référence à des communes touchées.
Ce format de données s'inscrit dans une conceptualisation occurrentiste du temps. Le change-
ment est représenté de façon explicite par une série d'entités spatio-temporelles, et non de façon
implicite par la représentation de deux états de l'espace anté-changement et post-changement
ou par une série de modiﬁcations aﬀectant des objets spatiaux. Cependant, aucune, ou peu d'in-
formation est donnée sur la façon dont les entités représentées dans ces séries événementielles
aﬀectent les entités pérennes peuplant l'espace géographique.
Si l'on replace ces phénomènes dans le monde réel, il est évident qu'ils impactent des objets
persistants : une inondation impacte un territoire, peut impacter des zones urbaines ou des axes
de communication. Cependant, les données à disposition ne nous permettent pas de représenter
ces objets endurants et leur évolution dans le temps lors de l'apparition d'une entité modiﬁca-
trice. Les données à disposition s'inscrivent ainsi dans l'approche de la modélisation de la donnée
spatio-temporelle de Reitsma [Reitsma, 2005], où seuls sont représentées les entités SPAN, évé-
nements et processus, et non les entités SNAP impliquées ou participant aux événements et
processus.
L'étude des dynamiques de phénomènes, représentés au travers de séries d'entités spatio-
temporelles, ne nécessitant pas de représenter le suivi de l'évolution d'entités spatiales pérennes,
nous nous sommes positionnés sur une modélisation occurrente de la donnée spatio-temporelle
selon le modèle de Reitsma.
1.5 Événements et Phénomènes
1.5.1 L'Événement, entité spatio-temporelle représentant le changement
La déﬁnition des termes événements et processus n'étant pas tranchée dans la littérature, il
nous est nécessaire de préciser notre propre terminologie.
Notre approche est basée sur la représentation du changement au travers de séries d'entités
spatio-temporelles, limitées dans le temps et l'espace, et possédant une composante thématique,
conformément à la formalisation de l'objet spatio-temporel représentée dans le Pyramid Model
[Mennis et al., 2000]. Comme évoqué précédemment, cette entité spatio-temporelle peut être
simple, ou composite et formée de diﬀérentes sous-entités spatio-temporelles, correspondant à
diﬀérentes emprises spatiales de l'entité au cours du temps, ou à diﬀérentes valeurs portées par
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la composante thématique de l'entité au cours du temps.
Nous utilisons le terme d'événement (spatio-temporel) pour désigner ces entités spatio-temporelles
occurrentes. Les sous-entités des événements composites sont désignées par le terme de sous-
parties spatio-temporelles (des événements).
Le terme événement est, dans notre proposition, décorrélé du critère d'étendue temporelle :
un événement peut être ponctuel dans le temps, ou posséder une durée.
Il n'est également pas déﬁni selon un critère spatial. Un événement peut être ponctuel dans
l'espace ou posséder une emprise spatiale. Un événement peut également posséder une compo-
sante spatiale linéaire. L'événement "trajet de l'individu A" possède comme composante spatiale
la trajectoire linéaire de l'individu A durant la durée de l'événement. Diﬀérentes sous-parties
spatio-temporelles de cet événement peuvent décrire les diﬀérentes phases sur trajet de l'indi-
vidu A.
L'événement est également indépendant d'un critère "déclencheur", comme chez Pierre Livet
[Livet et al., 2010, Mathian and Sanders, 2014], où l'événement désigne les changements brusques
marquant les étapes d'une modiﬁcation des objets géographiques apportée par des processus. Le
terme processus est absent de notre terminologie, le terme événement étant utilisé pour désigner,
dans son ensemble, l'objet spatio-temporel responsable du changement.
L'événement désigne ainsi un objet spatio-temporel limité dans le temps et l'espace. Les
sous-parties spatio-temporelles de l'événement désignent les diﬀérents états spatio-temporels de
l'événement au cours de son existence. La représentation d'une entité spatio-temporelle en évé-
nement composé de sous-parties dépend des données à disposition, cette représentation n'étant
possible que si l'on connait les diﬀérents états d'une même entité spatio-temporelle au cours de
son existence.
Considérons comme événement la crue d'une rivière, d'une durée de trois jours. Si l'on connait
l'extension de la rivière pour chaque journée, l'événement peut être représenté comme composite,
et composé de trois sous-parties. Si l'on connait uniquement l'extension maximale de la rivière
durant ces trois jours, l'événement ne peut être représenté que comme simple.
1.5.2 Les Phénomènes, regroupements d'événements
Notre représentation de la donnée spatio-temporelle s'inscrit dans une approche générique,
où nous pourrions appliquer notre format de modélisation à diﬀérents cas d'études. Diﬀérents
types de changement pourraient être représentés de manière analogue par des événements spatio-
temporels. Les événements se rapportant au même type de changement sont alors regroupés dans
un ensemble que nous désignons par le terme phénomène.
Ce que nous appelons ici phénomène se rapporte plus à la déﬁnition d'un ensemble d'événements
spatio-temporels semblables, à un type d'événements, plutôt qu'à un événement en particulier.
Un séisme sur l'île de la Réunion le 19 août 1994 est un phénomène sismique, mais nous préférons
réserver le terme de phénomène à l'ensemble des séismes similaires plutôt que pour ce séisme en
particulier. Un séisme en particulier sera décrit par le terme événement.
La notion de phénomène est renvoyée à une vision globale du changement spatio-temporel.
L'entité phénomène et l'entité événement sont de même nature, mais il faut voir le phénomène
comme un méta-événement rassemblant plusieurs événements similaires ou liés entre eux : le
phénomène du volcanisme est constitué de plusieurs événements liés entre eux, comme plusieurs
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événements de coulées de lave combinés à plusieurs événements sismiques. On peut ainsi consi-
dérer le phénomène comme représentant l'ensemble d'une série événementielle traitant d'une
problématique particulière.
Cette similarité entre les événements d'un même phénomène s'établit avant tout sur un critère
thématique. On peut cependant considérer que des événements semblables sur le plan théma-
tique, mais apparaissant dans deux régions spatiales ou à deux époques distinctes, constituent
deux phénomènes.
La déﬁnition d'un phénomène est ainsi relative, et dépend du point de vue adopté par l'ob-
servateur, ainsi que des échelles spatiales et temporelles utilisées pour la représentation du chan-
gement.
La frontière entre ce qui relève du phénomène et de l'événement est également relative :
 À une échelle locale, on peut considérer comme phénomène un feu de forêt touchant une
région, et comme événements les diﬀérents départs de feu.
 À une échelle plus globale, on peut considérer comme phénomène l'ensemble des feux de
forêt, et comme événements chaque feu de forêt en particulier.
La distinction que nous eﬀectuons entre phénomène et événement n'est cependant pas la
même que celle que nous eﬀectuons entre événement et sous-partie d'un événement :
 Un phénomène regroupe des événements. C'est un ensemble de plusieurs entités spatio-
temporelles semblables, mais dont chaque membre est un objet distinct.
 Un événement est composé de sous-parties. C'est un seul et même objet, composite. Les
sous-parties représentent les diﬀérents états spatio-temporels d'un même objet spatio-
temporel.
Nous reviendrons sur les relations entre phénomènes, événement et sous-parties dans le chapitre
5.
1.5.3 Une modélisation générique du changement au travers des Phénomènes
Le format de modélisation choisi permet ainsi de représenter plusieurs types de changement,
au travers de séries d'entités spatio-temporelles, les phénomènes, dont les membres, les événe-
ments, suivent la structure représentée par le Pyramid Model de Mennis [Mennis et al., 2000]
(Figure 1.18). Chaque événement possède son identité propre, et trois composantes dimension-
nelles : spatiale, temporelle, et thématique.
On peut émettre l'hypothèse qu'au-delà des données auxquelles nous nous sommes intéres-
sés dans le cadre de notre proposition, des phénomènes spatio-temporels de diﬀérentes natures
peuvent être représentés au travers de ce format. Nous avons décidé, dans le cadre de notre pro-
position, de nous limiter aux phénomènes n'impliquant pas d'objets mobiles, dont nous devrions
analyser les trajectoires.
Ce caractère générique de la représentation des phénomènes pourrait ensuite être utilisé aﬁn
d'oﬀrir une analyse des dynamiques spatio-temporelles applicable à diﬀérents phénomènes et à
diﬀérentes problématiques métiers. L'analyse des phénomènes revient à analyser des séries d'évé-
nements dont la composante thématique a plus ou moins été ﬁxée.
L'analyse des dynamiques spatio-temporelles nécessite, non pas d'étudier l'évolution des évé-
nements formant un phénomène, mais d'étudier la distribution spatio-temporelle de cet ensemble
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aﬁn d'en dégager des structures. La déﬁnition de ces structures, et la description des procédés
utilisés pour les identiﬁer, font l'objet du chapitre 2.
Figure 1.18  Généricité de l'approche. Au centre, le Pyramid Model [Mennis et al., 2000].
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2.1 Les dynamiques de phénomènes modélisés par des séries évé-
nementielles
2.1.1 Les dynamiques spatio-temporelles, structures du phénomène dans le
temps et l'espace
Comme nous le précisons dans le chapitre 1, les phénomènes spatio-temporels, à l'origine du
changement dans l'espace, sont une autre dénomination des phénomènes géographiques dyna-
miques [Haddad, 2009].
Un phénomène géographique étant un ensemble de faits et de caractéristiques observables
et localisables dans l'espace géographique [Haddad, 2009], le terme dynamique fait référence
au changement de ces faits et caractéristiques dans l'espace au cours du temps. L'analyse des
dynamiques spatio-temporelles des phénomènes consiste alors à identiﬁer comment s'eﬀectuent
ces changements, à identiﬁer la structure et les variations du phénomène dans le temps et l'espace.
L'identiﬁcation de ces dynamiques peut ainsi oﬀrir une meilleure compréhension du méca-
nisme du phénomène observé, dans le but d'améliorer les connaissances existantes sur des phé-
nomènes semblables, d'eﬀectuer une prévision de leur apparition ou de leur évolution, et d'aider
à la prise de décisions les concernant.
Un phénomène pouvant être relié à diﬀérentes problématiques, l'analyse des dynamiques
spatio-temporelles peut répondre à plusieurs besoins et enjeux. Par exemple :
 L'analyse des dynamiques d'un phénomène sociétal peut permettre de suspecter les facteurs
sociaux impactant son mécanisme, et aider à la prise de décisions dans la politique publique.
 L'analyse des dynamiques d'un phénomène naturel permet d'en comprendre les rythmes, et
d'eﬀectuer une prévision de l'apparition et de l'évolution de phénomènes de même nature,
aﬁn d'aider à la mise en place de politiques de prévention des risques naturels.
 L'analyse de données historiques liées à épisode particulier de l'Histoire, représenté sous la
forme d'un phénomène spatio-temporel dont on étudie les dynamiques, permet de générer
des connaissances sur cet épisode historique, et de récréer un récit de celui-ci.
2.1.2 Les dynamiques spatio-temporelles dans le cadre de notre modélisation
événementielle du changement dans l'espace
Notre approche de modélisation du changement dans l'espace se base sur la construction de
séries d'événements, entités limitées dans le temps et l'espace, et possédant une entité propre
ainsi qu'une composante thématique. La structure de ces événements se conforme à la formali-
sation de l'objet spatio-temporel représentée dans le Pyramid Model [Mennis et al., 2000].
Ces événements sont regroupés en phénomènes, rassemblant des événements similaires. Cette
similarité entre les événements d'un même phénomène s'établissant avant tout sur un critère thé-
matique, les événements composant un phénomène sont tous plus ou moins proches selon cette
composante. L'analyse d'un phénomène s'eﬀectue ainsi dans un cadre où la dimension théma-
tique est plus ou moins ﬁxée. L'analyse des dynamiques spatio-temporelles porte alors sur les
dimensions temporelle et spatiale du phénomène.
L'analyse des dynamiques spatio-temporelles nécessite, non pas d'étudier l'évolution indivi-
duelle de chaque événement composant le phénomène, mais d'analyser la distribution spatio-
temporelle de l'ensemble d'événements formé par le phénomène aﬁn d'en dégager des structures,
d'identiﬁer des patterns, des tendances, ou des relations entre la distribution temporelle et la
58
Chapitre 2
distribution spatiale de cette série d'objets.
Les événements composant un phénomène sont des entités spatio-temporelles pouvant être
ponctuelles ou étendues dans le temps ou l'espace. Certaines dynamiques spatio-temporelles
peuvent ainsi être relatives à l'évolution de la durée des événements en fonction de leur localisa-
tion dans l'espace, ou relatives à l'évolution de la région impactée par des événements en fonction
de leur localisation dans le temps.
Nous eﬀectuons le choix de nous concentrer sur les dynamiques décrivant l'évolution de la
structure globale du phénomène. Nous ne cherchons pas à identiﬁer l'évolution moyenne des ca-
ractéristiques temporelles et spatiales individuelles des événements composant un phénomène,
mais à identiﬁer l'évolution spatio-temporelle et les rythmes du phénomène pris dans son en-
semble.
L'analyse de ces dynamiques spatio-temporelles demande alors d'étudier les possibles rela-
tions entre la localisation des événements et les temporalités déﬁnissant les relations entre ces
événements (l'ordre d'apparition, l'espacement temporel, et la synchronisation) à travers l'analyse
de leur distribution spatio-temporelle.
2.1.3 Les diﬀérents types de dynamiques sur lesquels nous nous focalisons
Les dynamiques spatio-temporelles que nous cherchons à analyser peuvent être relatives au
temps linéaire, ou relatives à une échelle temporelle cyclique, et représentent diﬀérentes évolutions
pouvant impacter la structure du phénomène. Nous cherchons ainsi à identiﬁer des variations de
l'intensité du phénomène dans le temps et l'espace, et à identiﬁer la possible propagation spatiale
d'un phénomène au cours du temps.
2.1.3.1 Analyse de variations de l'intensité du phénomène dans le temps et l'espace
Une variation d'intensité d'un phénomène dans le temps et l'espace correspond, dans le cadre
de notre modélisation, à une variation du nombre d'apparitions d'événements dans le temps et
l'espace. Nous cherchons à identiﬁer trois formes de variations de l'intensité d'un phénomène.
Analyse de pics d'intensité localisés dans le temps et l'espace. Nous cherchons dans
un premier temps à identiﬁer des variations brusques de l'intensité du phénomène, apparaissant
dans des zones restreintes de l'espace et durant un intervalle de temps limité.
L'observation peut s'eﬀectuer sur un intervalle de temps linéaire aﬁn de localiser, dans le
temps et l'espace, les pics d'intensité d'un phénomène au cours de son existence. L'analyse
d'accidents routiers peut, par exemple, permettre d'identiﬁer un pic du nombre d'accidents,
localisé dans le temps à l'instant T1, et dans l'espace au lieu-dit La Grande Motte (Figure 2.1).
Figure 2.1  Pics d'intensité du phénomène au travers d'une échelle temporelle linéaire
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Les variations de l'intensité d'un phénomène peuvent également être observées au travers
d'échelles temporelles cycliques. L'analyse d'accidents routiers peut ainsi être eﬀectuée au tra-
vers d'une échelle temporelle d'une année, aﬁn d'identiﬁer si l'arrivée de l'hiver coïncide avec
l'augmentation du nombre d'accidents survenant en zone de montagne, par rapport au nombre
d'accidents survenant en pleine vallée (Figure 2.2).
Figure 2.2  Pics d'intensité du phénomène relatifs à une échelle temporelle cyclique d'un an
L'utilisation d'une telle échelle n'a pas pour objectif d'identiﬁer le caractère cyclique d'un
phénomène, ou la fréquence de ce cycle. Le but est d'identiﬁer à quels moments de l'échelle re-
présentée ces phénomènes sont les plus actifs. L'analyse peut alors porter sur l'identiﬁcation des
pics d'intensité de phénomènes connus d'emblée comme étant cycliques.
Le phénomène des accidents routiers peut être considéré comme observant un cycle journalier,
car il est lié aux activités humaines. L'analyse de ce phénomène, au travers d'une échelle tempo-
relle d'une journée, peut permettre d'identiﬁer à quelles heures surviennent le plus d'accidents
routiers, et où se situent ces pics d'intensité dans l'espace (Figure 2.3).
Figure 2.3  Pics d'intensité du phénomène relatifs à une échelle temporelle cyclique d'une
journée
Les échelles temporelles utilisées peuvent ainsi être des échelles calendaires, reﬂétant les
rythmes de la nature et des sociétés humaines (heure, jour, semaine, mois, année). L'analyse
permet alors de mettre en comparaison les rythmes d'apparition de pics d'intensité du phéno-
mène avec les rythmes naturels et sociétaux représentés par ces échelles temporelles.
Analyse de tendances localisées au cours du temps. Dans un second temps, nous cher-
chons à identiﬁer, non pas des variations brusques, mais des tendances dans la variation de
l'intensité d'un phénomène durant un intervalle de temps linéaire : l'intensité du phénomène
augmente-t-elle ? diminue-t-elle ? est-elle en stagnation ?
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Ces tendances, globales sur le plan temporel, peuvent présenter des disparités selon l'espace :
l'intensité du phénomène augmente au cours du temps dans une zone spatiale A, et diminue
dans une zone spatiale B. L'analyse de tendances localisées dans des données d'accidents routiers
(Figure 2.4) doit ainsi permettre d'identiﬁer quelles sont les zones présentant une augmentation,
une diminution, ou une stagnation du nombre d'accidents.
Figure 2.4  Variations localisées du phénomène au cours du temps
Analyse de récurrences cycliques localisées. Dans un troisième temps, nous cherchons à
identiﬁer les possibles récurrences cycliques dans la variation d'intensité du phénomène. À l'in-
verse de l'analyse de la localisation de pics d'intensité d'un phénomène, au travers d'une échelle
temporelle cyclique déﬁnie, le but de cette analyse est d'identiﬁer si la variation d'un phénomène
est cyclique et quelle est la fréquence de ce cycle.
De la même manière que le sont les pics d'intensité du phénomène, ces variations cycliques
peuvent être localisées dans l'espace. Ceci peut se traduire par la circonscription du caractère cy-
clique de l'intensité du phénomène à une zone de l'espace, ou par l'existence de diﬀérentes zones
où cette évolution est cyclique, mais pour lesquelles la fréquence du cycle observé est diﬀérente.
L'analyse de récurrences cycliques spatialisées dans des données liées aux phénomènes na-
turels, comme des épisodes de fortes pluies (Figure 2.5), doit ainsi permettre d'identiﬁer les
fréquences de réapparition du phénomène selon diﬀérentes zones de l'espace.
Figure 2.5  Réapparition cyclique localisée d'un phénomène
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2.1.3.2 Analyse de l'évolution spatiale d'un phénomène au cours du temps
Nous cherchons enﬁn à identiﬁer des tendances globales dans l'évolution de l'extension spa-
tiale du phénomène, ou dans le déplacement de sa zone d'activité au cours du temps. Nous
cherchons notamment à identiﬁer de possibles axes et foyers de diﬀusion du phénomène.
Un possible cas d'application peut être l'analyse de la diﬀusion, au cours du temps, d'une
épidémie (Figure 2.10). L'analyse doit alors permettre d'identiﬁer les foyers de l'épidémie et ses
diﬀérents axes de diﬀusion.
Figure 2.6  Propagation spatiale d'un phénomène au cours du temps
2.1.3.3 Les patterns traduisant les dynamiques dans la distribution des événements
L'analyse des dynamiques spatio-temporelles des phénomènes consiste à mettre en lumière
certains motifs d'intérêts, que nous appelons patterns spatio-temporels, dans la distribution des
séries d'événements.
Clusters spatio-temporels. Un pic d'intensité d'un phénomène dans le temps et l'espace se
traduit, dans la série événementielle correspondante, par une concentration d'événements dans
une zone spatiale et durant un intervalle temporel. Nous nommons ce motif d'intérêt cluster
spatio-temporel. Selon que le temps soit représenté comme linéaire ou cyclique, ces patterns
prennent une forme diﬀérente.
Clusters relatifs au temps linéaire. Dans une représentation linéaire du temps, un
cluster se traduit par la concentration spatiale d'événements apparaissant durant les mêmes in-
tervalles temporels linéaires.
Des événements apparaissant sur le territoire de Grenoble peuvent être concentrés temporel-
lement dans la période allant du 24 mai 2012 au 30 mai 2012. Des événements apparaissant sur
le territoire de Lyon peuvent être concentrés temporellement dans la période allant du 10 août
2012 au 16 août 2012.
Ces deux groupes d'événements peuvent être considérés comme des clusters relatifs au temps
linéaire (Figure 2.7).
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Figure 2.7  Clusters spatio-temporels relatifs au temps linéaire
L'identiﬁcation de clusters spatio-temporels sur un intervalle temporel linéaire permet éga-
lement d'identiﬁer des tendances dans la variation d'intensité d'un phénomène selon diﬀérentes
zones de l'espace.
Dans ce cas précis, l'étude consiste à analyser la distribution temporelle des événements selon
diﬀérentes zones de l'espace, et à identiﬁer la proportion d'événements anciens ou récents (Figure
2.8) :
 Une zone spatiale présentant une majorité d'événements anciens et une minorité d'événe-
ments récents subit une augmentation de l'intensité du phénomène.
 Une zone spatiale présentant une minorité d'événements anciens et une majorité d'événe-
ments récents subit une augmentation de l'intensité du phénomène.
 Une zone spatiale présentant un nombre égal d'événements anciens et récents subit une
stagnation de l'intensité du phénomène.
Figure 2.8  Identiﬁcation de clusters relatifs au temps linéaire pour l'analyse de tendances
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Clusters relatifs au temps cyclique. Dans une représentation cyclique du temps, un
cluster se traduit par la concentration spatiale d'événements apparaissant durant les mêmes
intervalles temporels cycliques.
Figure 2.9  Clusters spatio-temporels relatifs au temps cyclique
Des événements apparaissant à Saint-Étienne peuvent être concentrés temporellement sur une
plage horaire journalière allant de 07 :55 à 8 :20. Des événements apparaissant à Paris peuvent
être concentrés temporellement sur une plage horaire journalière allant de 14 :25 à 14 :35. Ces
deux sous-groupes d'événements peuvent être considérés comme des clusters relatifs à une échelle
cyclique de 24 heures (Figure 2.9).
L'existence de ces clusters, à l'inverse des clusters relatifs au temps linéaire, dépend de l'échelle
temporelle utilisée. Ces clusters sont relatifs à une échelle cyclique donnée :
 Soit l'exemple d'événements d'accidents routiers. Selon une échelle temporelle cyclique
d'une semaine, il peut y avoir plus d'accidents vers 18h dans les zones d'activité (à forte
concentration d'emplois) que dans les zones résidentielles. Sur une échelle temporelle cy-
clique d'une année, il peut y avoir plus d'accidents en hiver dans les zones de montagne
que dans les zones de plaine ou urbaines.
 Soit l'exemple d'événements de cambriolages. Sur une échelle temporelle d'une journée, il
peut y avoir plus de cambriolages en journée dans les zones résidentielles, plus de cambrio-
lages durant la nuit dans les zones d'activité.
Propagation spatiale d'événements. Aﬁn d'identiﬁer une évolution spatiale d'un phéno-
mène au cours du temps, nous cherchons à repérer des patterns dans l'évolution de l'étendue
de la distribution spatiale des événements au cours du temps. Aﬁn notamment d'analyser les
possibles foyers et axes de diﬀusion du phénomène, nous cherchons à identiﬁer une propagation
spatiale des événements au cours du temps.
Dans le cas de l'analyse de données d'épidémie, le phénomène peut être modélisé par des évé-
nements représentant chaque cas de maladie. La diﬀusion de l'épidémie peut être identiﬁée par
la propagation des cas de maladie dans l'espace au cours du temps, depuis le foyer de l'épidémie
le long des axes de diﬀusion (Figure 2.10).
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Figure 2.10  Propagation spatiale d'un phénomène au cours du temps
Contrairement à la recherche de clusters spatio-temporels, la recherche d'une propagation
spatiale d'événements au cours du temps ne passe pas par l'identiﬁcation de concentration d'évé-
nements dans le temps et l'espace. Celle-ci passe par l'identiﬁcation d'une corrélation entre la
position spatiale des événements, les uns par rapport aux autres sur un axe directionnel, et leur
ordre d'apparition dans le temps.
Récurrences cycliques spatialisées d'événements. Aﬁn d'identiﬁer des récurrences cy-
cliques localisées dans la variation de l'intensité du phénomène, nous cherchons à repérer des
récurrences cycliques spatialisées dans la distribution des événements.
Celles-ci se caractérisent par la réapparition de clusters d'événements, relatifs à une échelle
cyclique dont la durée correspond à la période du cycle, présentant les caractéristiques suivantes :
 l'apparition des événements des diﬀérents clusters dans la même zone spatiale : les événe-
ments correspondants apparaissent tous dans la région de Grenoble ;
 l'apparition des événements des diﬀérents clusters durant le même intervalle temporel cy-
clique : les événements correspondants apparaissent tous durant le mois de juin ;
 l'apparition d'un cluster à chaque instance de l'échelle cyclique : les événements correspon-
dants apparaissent chaque année.
Si l'existence de récurrences cycliques fait l'objet d'une analyse temporelle des événements,
nous nous intéressons ici à la spatialité de ces récurrences cycliques. Ainsi, dans une série d'événe-
ments, ne réapparaissant pas de manière cyclique de manière globale, des événements circonscrits
à une zone spatiale peuvent réapparaitre de manière cyclique (Figure 2.11).
Cette spatialité peut se traduire de deux façons :
 les événements réapparaissant de manière cyclique sont circonscrits à une même zone spa-
tiale ;
 des événements réapparaissant de manière cyclique apparaissent dans diﬀérentes zones
spatiales, mais la période du cycle de réapparition diﬀère selon la zone d'apparition des
événements.
L'analyse diﬀère ici de la recherche de clusters spatio-temporels, où l'analyse a pour but
d'analyser des concentrations d'événements pour une échelle cyclique donnée, ﬁxée à l'avance.
Cette approche peut également conduire à l'identiﬁcation de cycles ayant pour période l'échelle
cyclique choisie pour l'analyse. L'analyse de récurrence spatialisée a au contraire pour objec-
tif l'identiﬁcation de l'échelle cyclique pour laquelle on observe une réapparition cyclique de
concentration d'événements dans le temps et l'espace.
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Figure 2.11  Récurrences cycliques spatialisées d'événements
2.2 Identiﬁer les dynamiques spatio-temporelles des phénomènes
au moyen de l'analyse exploratoire
2.2.1 L'analyse de données
2.2.1.1 L'analyse de données en statistique
Il existe diﬀérentes déﬁnitions de l'analyse de données dans la littérature. En statistique,
l'analyse de données est déﬁnie comme le procédé de calculer une série de synthèses et de valeurs
dérivées depuis une collection de données déﬁnie (d'après [Berthold and Hand, 2007, Andrienko
and Andrienko, 2006]).
L'analyse de données peut alors être séquentielle [Andrienko and Andrienko, 2006]. Une pre-
mière analyse peut être eﬀectuée sur les données au moyen d'une première technique analytique.
En fonction des résultats obtenus, une seconde analyse peut être eﬀectuée aﬁn d'examiner les
données selon un second point de vue, nécessitant parfois de modiﬁer les données. Une troisième
analyse peut être eﬀectuée en revenant au format de données d'origine en utilisant un outil
d'analyse diﬀérent (d'après [Berthold and Hand, 2007, Andrienko and Andrienko, 2006]).
Ce procédé peut alors être répété de nombreuse fois, chaque outil d'analyse donnant à voir un
aspect radicalement diﬀérent des mêmes données, dans le but de répondre à diﬀérentes questions
sur les données ([Berthold and Hand, 2007, Andrienko and Andrienko, 2006]).
2.2.1.2 L'analyse de données dans les Systèmes d'Information Géographiques
Dans le domaine des Systèmes d'Information Géographiques (SIG), l'analyse de données est
déﬁnie comme un procédé permettant de rechercher des patterns géographiques dans les données
spatiales, ainsi que des relations entre des entités spatiales (d'après [Mitchell, 1999, Andrienko
and Andrienko, 2006]).
Le procédé d'analyse a pour point de départ la formulation d'une question à laquelle l'analyse
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doit répondre, suivie du choix d'une méthode analytique correspondant à la question posée, au
type de données disponibles [Andrienko and Andrienko, 2006]. Les données sont ensuite mises
en forme pour permettre l'utilisation de la méthode analytique choisie.
Une fois l'analyse eﬀectuée, les résultats sont représentés dans l'interface visuelle du SIG
[Andrienko and Andrienko, 2006]. Cette représentation visuelle permet à l'analyste de décider
quelles sont les informations valides ou utiles parmi les résultats obtenus, et quelles analyses
doivent au contraire être réeﬀectuées, en modiﬁant les paramètres de l'analyse ou la méthode
d'analyse utilisée.
2.2.1.3 Point commun de ces deux approches : l'énonciation d'une hypothèse a
priori
Dans les deux domaines des statistiques et des SIG, le procédé d'analyse suit une structure
commune [Andrienko and Andrienko, 2006] :
 la formalisation d'une question à laquelle l'analyse doit répondre ;
 le choix d'une méthode d'analyse des données ;
 la mise en forme des données pour eﬀectuer l'analyse selon la méthode choisie ;
 l'application de la méthode d'analyse choisie ;
 l'interprétation et évaluation des résultats obtenus.
À partir des résultats obtenus, ce procédé peut être réitéré aﬁn d'approfondir l'analyse.
La diﬀérence entre l'analyse statistique et l'analyse de données eﬀectuée au moyen de SIG
semble alors liée aux données traitées et aux outils d'analyse proposés. Dans les deux cas, l'analyse
est orientée par une hypothèse formulée a priori, avant que l'analyse en elle-même ne renvoie de
l'information sur les données étudiées [Andrienko and Andrienko, 2006]. Les questions soulevées
par cette hypothèse sont la cause de l'analyse, mais orientent également le choix des données et
des outils d'analyses utilisés, ainsi que l'interprétation des résultats [Andrienko and Andrienko,
2006].
2.2.1.4 Le choix de l'analyse exploratoire
Ce procédé d'analyse, basé sur la validation d'une hypothèse énoncée a priori sur les données,
se justiﬁe dans le cadre de problématiques de recherche où la nature des données analysées est
connue, et où les éléments à identiﬁer sont précisément déﬁnis [Andrienko and Andrienko, 2006].
En revanche, cette approche pose problème dans le cas où les jeux de données à analyser,
ainsi que les éléments à identiﬁer, sont inconnus. Énoncer a priori une hypothèse à valider sur
les données, aﬁn d'opter pour la méthode d'analyse adéquate, nécessite d'être familier avec les
données étudiées [Andrienko and Andrienko, 2006].
Or, l'émergence constante de nouveaux éléments permettant de décrire les phénomènes peut
amener à observer des données pour lesquelles l'utilisateur ne sait pas dans quelle direction foca-
liser son analyse. Cette étude peut s'eﬀectuer dans le cadre d'un domaine de recherche connu de
l'utilisateur, mais pour lequel il n'a pas eu l'occasion d'analyser des jeux de données similaires
aux nouveaux éléments à disposition. L'utilisateur peut alors ne pas savoir quels éléments y
chercher. L'utilisateur doit d'abord devenir familier avec ces données, avant de déﬁnir sur quelle
dynamique spatio-temporelle il doit approfondir sa recherche.
Dans le cadre de notre proposition, la modélisation des phénomènes en séries d'entités spatio-
temporelles nous permet de déﬁnir, grossièrement, le format des données étudiées, et les structures
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recherchées dans la distribution spatio-temporelle des événements. Si les dynamiques à identiﬁer,
et les patterns correspondants, sont ﬁxés, leur déﬁnition reste relativement vague et ne portent
que sur la structure globale de ces patterns.
Or, le développement d'une analyse générique implique que les données représentées puissent
se référer à des phénomènes de diﬀérentes natures, s'inscrivant chacun dans des problématiques
particulières. La nature de ces données et les problématiques associées inﬂuant sur l'objectif de
l'analyse, les dynamiques à identiﬁer dans chaque cas d'étude diﬀèrent. Les patterns recherchés
peuvent être de nature diﬀérente, mais également varier dans leur étendue temporelle, spatiale,
ou dans le taux de variation d'intensité représenté.
Ce manque de précision dans la déﬁnition des patterns à identiﬁer, ainsi que la possibilité,
pour l'utilisateur, de faire face à des données dont il n'a pas l'expérience, rend diﬃcile l'éta-
blissement de méthodes d'analyse basées sur une approche hypothético-déductive. Ainsi, pour
oﬀrir une analyse des phénomènes, applicable à diﬀérents cas d'étude et permettant d'exploiter
l'apparition constante de nouveaux éléments décrivant les phénomènes, il peut être intéressant de
simplement montrer les données, de permettre de les explorer, et de montrer ce qu'elles peuvent
donner à voir.
Cette analyse, eﬀectuée sans a priori sur la structure des données analysées, permet, en outre,
à l'analyste de découvrir de nouvelles informations insoupçonnées [Tukey, 1977, Andrienko and
Andrienko, 2006], son raisonnement n'étant pas focalisé sur l'identiﬁcation d'éléments précisé-
ment déﬁnis en amont de l'analyse.
Dans le cadre de notre proposition, il faut donc que nous utilisions une approche d'analyse
autorisant l'étude de données inconnues, et permettant à l'analyste :
 dans un premier temps, de devenir familier avec les données observées ;
 dans un second temps, de déﬁnir les dynamiques spatio-temporelles sur lesquelles il doit
approfondir sa recherche.
Permettre ceci est l'objectif suivi par l'analyse exploratoire (exploratory data analysis) [Andrienko
and Andrienko, 2006].
2.2.2 L'analyse exploratoire
2.2.2.1 Principe originel : l'exploration des données pour la génération d'hypo-
thèses
Le principe de l'analyse exploratoire n'est pas de répondre à une question spéciﬁque, comme
en analyse statistique, mais d'explorer un jeu de données et de voir ce qu'il aurait à nous dire
[Andrienko and Andrienko, 2006].
L'analyse exploratoire ne représente pas un regroupement spéciﬁque d'outils d'analyse, mais
plutôt une philosophie diﬀérente sur la manière d'eﬀectuer l'analyse de données [Andrienko and
Andrienko, 2006].
John Tukey [Tukey, 1977, Andrienko and Andrienko, 2006] déﬁnit cette philosophie comme
une manière de contrebalancer un biais durablement installé dans le domaine de l'analyse sta-
tistique, qu'il attribue au recours quasi systématique au développement d'outils mathématiques,
dans le cadre de la validation d'hypothèses énoncées a priori. John Tukey considère l'analyse
exploratoire comme un retour au but originel de la statistique : la détection et la description de
patterns, de tendances et de relations dans les données, permettant de générer par la suite une
hypothèse sur ces données. Le principe de l'analyse exploratoire est ainsi basé, selon John Tukey,
68
Chapitre 2
sur la génération plutôt que sur la validation d'hypothèses. Si l'analyse de données eﬀectuée
dans les domaines de la statistique et des systèmes d'information géographique cherche à valider
une hypothèse énoncée a priori, l'analyse exploratoire cherche à permettre une exploration des
données dans le but de générer ces hypothèses a posteriori [Andrienko and Andrienko, 2006].
2.2.2.2 D'anciennes méthodes analogues
L'analyse des cas de choléra eﬀectuée par John Snow au moment de l'épidémie de Londres
en 1854 [Bonﬁm and Medeiros, 2008] peut être considérée comme un cas d'analyse exploratoire.
John Snow, considéré comme le créateur de l'épidémiologie moderne, est un médecin britan-
nique du XIXe siècle. En 1854, Londres est confrontée à une épidémie de choléra. Les autorités
locales, ne connaissant pas le mécanisme de propagation de la maladie, s'interrogent sur la ma-
nière de contenir l'épidémie.
Snow décide de représenter sur une carte de Londres l'ensemble des cas de choléra réper-
toriés (entités ponctuelles noires dans la carte de la Figure 2.12). En analysant visuellement la
distribution spatiale des cas de choléra, Snow identiﬁe une concentration des cas de choléra dans
l'espace. En analysant de plus près la zone spatiale où se situe ce cluster, Snow découvre que les
cas de choléra sont concentrés autour d'une pompe à eau publique installée sur Broad Street.
Snow émet alors l'hypothèse que le choléra se transmet par l'eau, et que l'eau contaminée fournie
par la pompe de Broad Street est à l'origine de la surreprésentation de cas de choléra dans cette
partie de la ville de Londres.
Figure 2.12  Carte de cas de choléra pendant l'épidémie de 1854 à Londres
Suite à cette analyse, la pompe de Broad Street est mise hors service. Cette action est com-
munément admise comme à l'origine de la ﬁn de l'épidémie, mais Snow observa que l'épidémie
pouvait déjà être en rapide déclin lors de la mise hors service de la pompe.
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Le principal reproche fait aux thèses de Snow sur la propagation du choléra est qu'il considère
l'eau comme seule responsable de la propagation de la maladie. Cependant, son analyse de l'épi-
démie de 1854 est un bon exemple de ce que l'analyse exploratoire permet lorsqu'un analyste fait
face à une série de données sans savoir quoi y chercher. Conformément à la philosophie de l'ana-
lyse exploratoire, l'analyse de Snow permet de générer une hypothèse à partir de l'exploration
libre des données.
2.2.2.3 Le besoin d'un objet d'étude et d'un objectif de recherche
D'après Klir [Klir, 1985, Andrienko and Andrienko, 2006], une recherche empirique implique
un objet d'investigation, un objectif d'investigation, et des contraintes imposées sur cette inves-
tigation.
Dans le cas de l'analyse eﬀectuée par Snow :
 L'objet d'investigation correspond aux cas de choléra sur la ville de Londres.
 L'objectif d'investigation est la découverte des vecteurs de propagation du choléra.
 Les contraintes imposées correspondent au format des données disponibles.
Si Klir n'utilise pas le terme d'analyse exploratoire dans son ouvrage, cette dernière, en tant
que recherche empirique de structures dans les données, nécessite également un objet d'étude et
un objectif de recherche, aussi global soit-il [Andrienko and Andrienko, 2006].
Les données collectées en vue d'une analyse exploratoire sont sélectionnées en regard d'un
certain objet d'étude, et l'analyste eﬀectue son exploration aﬁn de répondre à un certain objectif
de recherche.
Ben Shneiderman, dans son Information Seeking Mantra [Shneiderman, 2003, Andrienko and
Andrienko, 2006], déﬁnit le procédé général de l'analyse exploratoire selon un procédé en trois
étapes, Overview ﬁrst, zoom and ﬁlter, and then details on demand :
 La première étape consiste en une observation globale de l'ensemble d'un jeu de données.
 La seconde étape consiste en une focalisation de l'analyse sur des objets d'intérêt.
 La dernière étape consiste en une exploration plus poussée, focalisée sur les caractéristiques
des objets d'intérêts identiﬁés dans la précédente étape.
Ce procédé peut être répété plusieurs fois de manière itérative. Shneiderman ne précise pas
quels critères déﬁnissent les objets d'intérêts, que l'analyste doit identiﬁer, et sur lesquels doit
être eﬀectuée une analyse approfondie. Ces derniers sont choisis par l'analyste en fonction de son
objectif de recherche [Andrienko and Andrienko, 2006].
Ainsi, l'analyse exploratoire semble elle aussi être orientée dès le départ par une certaine hy-
pothèse, formulée par l'analyste. Cette hypothèse est à l'origine de la collecte du jeu de données,
et oriente l'analyste dans son exploration.
Cependant, l'analyse exploratoire se distingue de l'analyse de données eﬀectuée en statistiques
et au moyen des SIG [Andrienko and Andrienko, 2006] :
 l'analyse exploratoire a pour objectif de répondre, non pas à une question spéciﬁque, mais
à une série de questions dans le cadre d'un objectif de recherche global.
 les questions posées par l'analyse exploratoire varient en termes de niveaux de généralité.
Certaines sont très générales et portent sur l'ensemble du jeu de données, d'autres sont
plus spéciﬁques et portent sur une partie du jeu de données, identiﬁée lors de l'analyse.
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 la plupart des questions posées par l'analyse exploratoire sont formulées au cours de celle-
ci et non à l'avance. L'hypothèse générale permet de guider l'analyste dans les premiers
instants de son exploration. D'autres hypothèses, plus précises et plus spéciﬁques, sont
générées en cours d'analyse, à partir de l'interprétation par l'analyste de ce qu'il voit.
Ces particularités sont liées au caractère générique de l'analyse exploratoire. Elles rendent
cependant diﬃcile la formalisation d'une méthode universelle d'analyse exploratoire [Andrienko
and Andrienko, 2006], l'exploration eﬀectuée par l'analyste pouvant se révéler très diﬀérente se-
lon l'objet d'étude et l'objectif de recherche. De plus, la multiplicité des questions, pouvant être
posées par l'analyste au cours de sa recherche, implique de mettre à sa disposition de multiples
outils d'analyse permettant de répondre à chacune de ces questions [Andrienko and Andrienko,
2006]. L'approche idéale d'analyse exploratoire doit alors proposer diﬀérents outils permettant à
l'utilisateur de répondre à chaque hypothèse qu'il pourrait émettre au cours de sa recherche.
Les environnements d'analyse exploratoire sont ainsi souvent élaborés dans le cadre de do-
maines thématiques particuliers [Kaddouri et al., 2014], ce qui permet de réduire le nombre de
questions que l'utilisateur peut formuler au cours de l'analyse.
2.2.2.4 L'analyse exploratoire au service de la recherche de dynamiques spatio-
temporelles
Le caractère générique de l'analyse exploratoire apporte la possibilité d'une approche d'ana-
lyse des dynamiques applicable à diﬀérents phénomènes spatio-temporels. Chaque phénomène
constitue ainsi un objet d'étude, pour lequel des données spatio-temporelles peuvent être collec-
tées, en vue d'être analysées.
Ces données sont d'abord mises sous la forme de séries événementielles, conformément à l'ap-
proche de modélisation générique que nous présentions dans le chapitre 1. Cette modélisation
générique du changement dans l'espace, permettant de mettre en forme les données relatives à
diﬀérents types de phénomènes selon un même format, permet leur utilisation dans un même
outil d'analyse exploratoire.
L'objectif de recherche de chaque analyse exploratoire portant sur un phénomène est l'iden-
tiﬁcation de ses dynamiques. En fonction du phénomène analysé, des données utilisées, et de la
problématique métier dans laquelle elles s'inscrivent, les dynamiques recherchées peuvent être
diﬀérentes :
 Analyser des phénomènes naturels dans un but de prévention implique de s'intéresser aux
récurrences cycliques du phénomène.
 Analyser des phénomènes sociaux aﬁn d'aider à la mise en place de politiques publiques
implique d'analyser les variations du phénomène sur le temps long selon diﬀérentes zones
de l'espace.
Nous avons souligné qu'une approche d'analyse exploratoire idéale doit proposer les outils per-
mettant de répondre à n'importe quelles questions auxquelles l'utilisateur pourrait être confronté.
Le nombre de ces questions pouvant être inﬁni, un environnement d'analyse exploratoire per-
mettant de répondre à la totalité des objectifs d'analyse possibles ne pourra sans doute jamais
être proposé [Andrienko and Andrienko, 2006].
Cependant, en limitant le champ de recherche aux dynamiques spatio-temporelles que nous
présentons au début de ce chapitre, il nous est possible de proposer une méthode d'analyse ex-
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ploratoire permettant d'analyser ce type de structures.
Les diﬀérents patterns que nous cherchons à analyser au sein des données étant déﬁnis, il
nous est possible d'identiﬁer quels outils sont en mesure de permettre une analyse exploratoire
de chacune des dynamiques spatio-temporelles citées.
Combinée à notre modélisation générique des données spatio-temporelles, une interface d'ana-
lyse exploratoire doit alors permettre une analyse des dynamiques spatio-temporelles des phéno-
mènes, applicable à diﬀérentes données dans le cadre de diﬀérentes problématiques métier.
2.2.3 L'exploration des données au moyen de représentations graphiques
L'analyse exploratoire est fortement associée à l'utilisation de représentations graphiques des
données [Andrienko and Andrienko, 2006]. La plupart des techniques d'analyse exploratoire sont
ainsi de nature graphique.
Ces dernières sont parfois associées à des techniques d'analyse quantitatives. Des outils ma-
thématiques existent permettant l'analyse de gradients, de clusters, ou de récurrences cycliques
dans des jeux de données. Cependant, l'exploration visuelle des données peut mettre en lumière
certaines caractéristiques qui ne seraient pas directement décelables par une simple analyse ma-
thématique [Tufte, 1983].
La raison pour laquelle ces techniques reposent essentiellement sur des outils graphiques est
que le principe de base de ces analyses est l'exploration libre des données de la part de l'utilisa-
teur, sans que cette recherche soit orientée par un parti pris sur les données ou une problématique
de recherche particulière [Andrienko and Andrienko, 2006].
La représentation graphique, associée à la capacité naturelle que possède chaque utilisateur
dans la reconnaissance de patterns graphiques, se présente alors comme le meilleur moyen d'eﬀec-
tuer cette exploration libre, et de révéler des structures insoupçonnées dans les données [Heckert
and Filliben, 2003, Andrienko and Andrienko, 2006].
Il est ainsi établi que les outils d'analyse, oﬀerts par les environnements de visualisation,
contribuent à l'extraction d'informations utiles sur les structures et les relations présentes dans
les données spatiales [Kaddouri et al., 2014].
Cette possibilité d'analyse visuelle n'est cependant pas réservée à la représentation spatiale.
D'autres domaines se sont appliqués à fournir des méthodes d'analyses visuelles, permettant de
mettre en valeur des motifs d'intérêt dans des données de diﬀérentes natures [Kaddouri et al.,
2014]. Des domaines comme l'InfoViz ou la Dataviz ont ainsi produit des techniques de repré-
sentation graphique permettant une analyse visuelle de données statistiques.
Si la représentation visuelle de la donnée spatiale peut ainsi permettre une identiﬁcation de
patterns spatiaux, une représentation visuelle de la donnée spatio-temporelle pourrait permettre
une identiﬁcation de patterns spatio-temporels. Une telle représentation nécessite cependant
d'intégrer la dimension temporelle à la représentation cartographique.
2.2.3.1 Le manque de représentations graphiques applicables à l'analyse de phéno-
mènes liés à diﬀérentes thématiques
Plusieurs travaux ont porté sur l'élaboration d'environnements de visualisations pouvant
permettre d'eﬀectuer une analyse exploratoire des données spatio-temporelles [Andrienko and
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Andrienko, 2006, Aigner et al., 2007, Aigner et al., 2011, Kaddouri et al., 2014].
Certains travaux adoptent une approche généraliste et essayent de mettre en place une mé-
thode d'élaboration générale des environnements d'analyse exploratoire [Andrienko and An-
drienko, 2006], en recensant diﬀérentes méthodes de représentations graphiques pouvant être
intégrées dans un environnement de visualisation, et en classant celles-ci en fonction du format
des données étudiées, des patterns recherchés, etc.
Ces travaux permettent, en fonction des données étudiées et des besoins de l'analyse, de
sélectionner les méthodes de représentation les plus adéquates, et d'intégrer celles-ci au sein
d'un environnement de visualisation répondant à un cas particulier. Cependant, ces travaux ne
portent pas sur l'implémentation d'un environnement de visualisation oﬀrant la possibilité d'une
analyse exploratoire générale, applicable à diﬀérentes problématiques de recherche. La majorité
des environnements de visualisation existants sont ainsi développés de manière ad hoc, dans le
cadre de projets portant sur une thématique particulière [Kaddouri et al., 2014].
Peu d'environnements de visualisation oﬀrent ainsi la possibilité d'une analyse exploratoire
indépendante du thème traité. Or, l'émergence constante de nouvelles données, incite à l'utilisa-
tion d'environnement de visualisation permettant :
 d'une part la représentation de phénomènes de diﬀérentes natures ;
 d'autre part, l'analyse de diﬀérentes dynamiques spatio-temporelles, à travers la recherche
et l'identiﬁcation de diﬀérents patterns.
Si la représentation de phénomènes de diﬀérentes natures est permise par la modélisation géné-
rique que nous présentons dans le chapitre 1, permettre une analyse exploratoire, applicable à
diﬀérents phénomènes, implique de déﬁnir quelles méthodes de représentation graphiques auto-
risent l'analyse visuelle des diﬀérentes dynamiques spatio-temporelles, et peuvent être intégrées
au sein d'un même environnement de visualisation.
Un état de l'art des outils de visualisation des données temporelles et spatiales est ainsi né-
cessaire, aﬁn d'identiﬁer ces méthodes et outils. Cet état de l'art doit notamment porter sur les
techniques mises en place pour visualiser les relations entre les composantes temporelle et spa-
tiale des données. Il faut s'interroger sur les représentations graphiques utilisées, mais également
sur les fonctions d'interaction mises en place et sur la place de l'utilisateur dans l'utilisation de
ces outils visuels interactifs.
Enﬁn, cet état de l'art doit permettre d'identiﬁer quelles sont les limites rencontrées par
les environnements actuels dans l'analyse des phénomènes spatio-temporels, et comment notre
proposition peut dépasser ces limites.
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Nous adoptons une modélisation générique du changement dans l'espace, de manière à pou-
voir traiter des données représentant diﬀérents phénomènes spatio-temporels.
Cette modélisation est basée sur une vision occurrente du changement [Grenon and Smith,
2004, Galton, 2004], ce dernier étant représenté au travers d'entités spatio-temporelles limitées
dans le temps et l'espace, que nous nommons événements spatio-temporels. Nous choisissons,
conformément au modèle de Reitsma [Reitsma, 2005], à limiter notre modélisation aux événe-
ments spatio-temporels, sans représenter les objets spatiaux pérennes potentiellement impactés
par ces événements.
La structure de chaque événement découle du Pyramid Model de Mennis [Mennis et al.,
2000], et possède son identité propre, et trois composantes dimensionnelles : spatiale, temporelle,
et thématique.
Un phénomène spatio-temporel est considéré comme un regroupement d'événements traitant
du même objet d'étude. Ce regroupement s'eﬀectue principalement sur le plan thématique, mais
peut également s'eﬀectuer sur un plan spatial ou temporel. Les données relatives à un même objet
d'étude peuvent alors être collectées, et mises sous la forme d'une série d'événements composant
un même phénomène, en vue d'être analysées. Cette modélisation générique permet de mettre en
forme les données relatives à diﬀérents types de phénomènes sous un même format, permettant
leur utilisation dans un même environnement d'analyse.
Un phénomène peut être décrit comme un ensemble d'objets spatio-temporels semblables.
L'étude des dynamiques d'un phénomène revient alors à analyser la distribution spatio-temporelle
des événements le composant aﬁn d'y identiﬁer des structures. Ces dynamiques peuvent être
relatives au temps linéaire, ou relatives à une échelle temporelle cyclique. Nous cherchons à
identiﬁer :
 des pics d'intensité d'un phénomène, localisés dans le temps et l'espace ;
 des tendances dans la variation d'intensité du phénomène sur un intervalle de temps linéaire,
localisées dans diﬀérentes zones de l'espace ;
 l'évolution spatiale d'un phénomène au cours du temps ;
 des récurrences cycliques, localisées dans l'espace, dans la variation d'intensité du phéno-
mène.
Ces dynamiques sont observables par des motifs d'intérêt, que nous nommons patterns spatio-
temporels, présents dans la distribution spatio-temporelle des événements. Ceux-ci peuvent être :
 des clusters d'événements spatio-temporels, relatifs au temps linéaire ;
Ces clusters permettent d'identiﬁer des pics d'intensité localisés dans l'espace ou dans le
temps linéaire. L'analyse de la proportion d'événements récents et d'événements anciens se-
lon l'espace au moyen de ces clusters permet également d'identiﬁer des tendances localisées
dans la variation d'intensité du phénomène.
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 des clusters d'événements spatio-temporels, relatifs à une échelle temporelle cyclique ;
Ces clusters permettent d'identiﬁer des pics d'intensité localisés dans l'espace, et dans
certains intervalles temporels relatifs à une échelle temporelle cyclique déﬁnie.
 des propagations spatiales d'événements au cours du temps, permettant d'identiﬁer l'évo-
lution spatiale d'un phénomène au cours du temps, notamment sa diﬀusion ;
 des réapparitions cycliques localisées d'événements ;
Ces structures peuvent retranscrire une évolution périodique de l'intensité d'un phénomène,
circonscrite à une zone spatiale, ou présentant une fréquence diﬀérente selon la localisation
du phénomène.
En fonction du phénomène étudié et de la problématique dans laquelle il s'insère, les dy-
namiques recherchées et les patterns à identiﬁer diﬀèrent. De plus, l'émergence constante de
nouveaux jeux de données permettant de décrire les phénomènes spatio-temporels peut amener
un utilisateur à faire face à des données pour lesquelles il ne sait pas sur quelles dynamiques
focaliser son analyse. Ces deux critères rendent diﬃcile l'élaboration d'une analyse générique
des phénomènes spatio-temporels selon une approche hypothético-déductive. Proposer une ap-
proche d'analyse applicable à diﬀérents cas d'étude nécessite d'oﬀrir à l'utilisateur la possibilité
d'analyser un phénomène, sans être "familier" ce dernier. Pour cela, nous adoptons une approche
exploratoire.
Le principe est d'eﬀectuer l'exploration d'un jeu de données inconnu, de manière visuelle et
interactive, sans formuler d'hypothèse a priori sur la structure des données. L'analyste est amené
à identiﬁer des patterns, des tendances, ou des relations insoupçonnées dans les données, permet-
tant de générer des hypothèses sur les dynamiques du phénomène étudié [Tukey, 1977, Andrienko
and Andrienko, 2006].
L'analyse exploratoire est basée sur l'utilisation d'environnement de visualisation, permettant
d'explorer visuellement un jeu de données au moyen de représentations graphiques et interactives.
Or, si des travaux existent proposant de déﬁnir quelles sont les méthodes de visualisation les plus
adéquates en fonction des données étudiées et de l'objectif de recherche, la plupart des environ-
nements de visualisation proposant une analyse exploratoire des données spatio-temporelles sont
développés de manière ad hoc, pour répondre à une problématique particulière [Kaddouri et al.,
2014].
Une solution permettant d'oﬀrir une analyse exploratoire des dynamiques spatio-temporelles,
indépendante du thème traité, est alors l'élaboration d'un environnement de visualisation :
 utilisant notre proposition de modélisation générique du changement dans l'espace, permet-
tant d'analyser des phénomènes de diﬀérentes natures au sein d'un même environnement ;
 permettant une recherche visuelle des diﬀérents patterns spatio-temporels cités précédem-
ment, au sein de séries d'événements.
Les diﬀérents patterns que nous cherchons à analyser au sein des données étant déﬁnis, il
nous est possible d'identiﬁer quels outils graphiques et interactifs sont en mesure de permettre
une analyse exploratoire de chacune des dynamiques spatio-temporelles citées, au sein de notre
environnement.
Un état de l'art des approches de visualisation des données temporelles et spatiales est ainsi
nécessaire. Cet état de l'art a pour objectif d'identiﬁer les outils et techniques les plus adéquats
pour révéler des relations entre les composantes temporelle et spatiale des séries d'événements
spatio-temporelles, et ainsi permettre une analyse exploratoire des dynamiques des phénomènes.
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Cet état de l'art a également pour objectif d'identiﬁer les limites rencontrées par les environne-
ments de visualisation actuels, dans l'analyse des dynamiques spatio-temporelles citées précédem-
ment. L'état de l'art doit alors permettre d'identiﬁer des méthodes de représentation graphique,
pouvant être des sources d'inspiration pour dépasser ces limites.
Plusieurs domaines de recherche sont susceptibles de proposer de tels outils. On peut retrouver
parmi eux :
 la géovisualisation (geovisualization en anglais, contraction de geographic visualization), qui
renvoie à un ensemble d'outils et de techniques de représentation cartographique interactive
permettant la visualisation de données spatiales ;
 la DataViz (contraction de data visualization), qui renvoie à un ensemble d'outils et de
techniques permettant de représenter des données ou information sous la forme d'objets
visuels, dans le but d'améliorer leur compréhension par un utilisateur ;
 l'InfoViz (contraction d'info visualization), qui renvoie à un ensemble d'outils et de tech-
niques de représentation visuelle interactive permettant la visualisation de données abs-
traites, telles que des données numériques, textuelles ou géographiques.
Cependant si l'arrivée de l'informatique a permis d'introduire de nombreuses formes de re-
présentation des données temporelles et spatiales, les représentations graphiques portant sur ces
deux dimensions sont anciennes. Certaines de ces représentations permettent, comme le montre
l'exemple de l'analyse des cas de choléra par John Snow, une analyse exploratoire de données
spatiales.
Aussi, si les outils informatiques sont prépondérants dans les environnements d'analyse ex-
ploratoire et permettent une plus grande liberté dans l'exploration des données, les représenta-
tions graphiques et cartographiques classiques peuvent être une source d'inspiration permettant
de proposer de nouveaux outils, informatiques, de représentation et d'exploration des données
spatio-temporelles.
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Deuxième partie
La visualisation des phénomènes
spatio-temporels
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Introduction
L'analyse exploratoire de patterns dans les séries d'événements spatio-temporels nécessite
l'utilisation d'environnements de visualisation permettant une représentation visuelle de la dis-
tribution spatio-temporelle de séries d'événements [Andrienko and Andrienko, 2006]. Ces envi-
ronnements doivent également oﬀrir des procédés de représentation graphique et d'interaction
permettant d'explorer les séries événementielles, selon diﬀérents points de vue, aﬁn d'identiﬁer
les patterns.
Il est ainsi nécessaire de s'interroger :
 d'une part, sur les approches de représentation graphique permettant de représenter les
séries d'événements, en intégrant leurs diﬀérentes composantes dimensionnelles ;
 d'autre part, sur les catégories de représentation les plus adéquates pour permettre une
identiﬁcation visuelle de structures dans la distribution spatio-temporelle d'une série d'évé-
nements, et sur les diﬀérents outils d'interaction nécessaire à cette identiﬁcation.
Nous eﬀectuons dans un premier chapitre 3 un état de l'art des diﬀérentes méthodes de
représentations graphiques de l'information spatio-temporelles, pouvant être appliquées à la re-
présentation de séries d'événements. Notre déﬁnition du phénomène comme un regroupement
d'événements, traitant de la même problématique et souvent proches sur le plan thématique,
implique que nous devons particulièrement nous intéresser à la représentation graphique des
composantes temporelles et spatiales des événements. Nous nous intéressons dans ce chapitre à
des approches originaires de diﬀérents domaines de recherche, principalement axées sur l'intégra-
tion du temps dans les représentations cartographiques.
Nous présentons des approches issues de la geovisualisation, l'émergence de nouvelles tech-
nologies en informatique ayant permis l'intégration de la dimension temporelle, de diﬀérentes
manières, dans les représentations cartographiques [Kaddouri et al., 2014]. Cependant, le déve-
loppement de méthodes visant à représenter visuellement les phénomènes spatio-temporels est
un ancien sujet d'étude [Kaddouri et al., 2014]. Ainsi, nous nous intéressons également à des
méthodes plus anciennes de représentation du temps dans les cartes. Ce legs méthodologique
peut alors servir d'inspiration pour l'élaboration d'environnements de visualisation intégrant les
dimensions temporelle et spatiale.
Cet état de l'art doit nous permettre d'établir une liste de méthodes et de procédés nous per-
mettant de représenter visuellement des événements spatio-temporels. Cependant, eﬀectuer une
visualisation des données, dans le cadre d'une analyse exploratoire, ne se limite pas à représenter
graphiquement une série de données, ou à renvoyer visuellement le résultat d'une analyse. Faire
de la visualisation ne consiste pas à transmettre au sein d'une représentation graphique, fût-elle
interactive, le résultat d'un processus cognitif, mais à assister ce processus par la représentation
graphique pour la production d'un résultat. La visualisation des données n'est pas un but, mais
un moyen mis au service de l'analyse exploratoire [Spence, 2001], permettant le raisonnement de
l'analyste au travers de la représentation graphique [Card et al., 1999].
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Dans un second chapitre 4, nous eﬀectuons ainsi un second état de l'art, centré sur les
approches graphiques et les outils d'interaction permettant, au sein d'environnements de visuali-
sation intégrant les dimensions temporelle et spatiale, d'explorer visuellement les données dans le
but d'identiﬁer des patterns spatio-temporels. Nous nous intéressons dans cet état de l'art à des
approches traitant de données géographiques, mais également à d'autres procédés graphiques
interactifs traitant de données numériques ou abstraites. Nous présentons ainsi des approches
issues de la géovisualisation, mais aussi issues de la Data Visualization et de l'Info Visualization.
Nous nous intéressons également à des méthodes plus anciennes de représentation graphique de
la donnée, pouvant être des sources d'inspiration pour le développement d'outils d'analyse ex-
ploratoire des données spatio-temporelles. Ce second état de l'art doit nous permettre d'eﬀectuer
une synthèse des diﬀérents procédés pouvant être intégrés dans un environnement de visuali-
sation, aﬁn de rendre possible une analyse exploratoire des patterns spatio-temporels dans les
séries d'événements.
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Représentation graphique d'événements
spatio-temporels
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L'analyse exploratoire de données spatio-temporelles nécessite de mettre en place des repré-
sentations visuelles et interactives de ces données. Avant de s'intéresser aux outils d'interaction
permettant d'explorer les jeux de données spatio-temporelles dans le but d'y déceler des struc-
tures, des relations entre leurs composantes temporelle et spatiale, il faut s'interroger sur les
moyens permettant de représenter visuellement ces deux composantes.
Il faut donc dans un premier temps s'intéresser aux méthodes permettant de représenter
graphiquement la dimension spatiale et la dimension temporelle, et déﬁnir comment ces approches
intègrent les diﬀérentes composantes des séries d'événements. Dans ce chapitre, nous présentons
un état de l'art de ces diﬀérentes approches, et nous montrons lesquelles sont les plus adaptées
à l'analyse des données événementielles.
3.1 L'intégration du temps et de l'espace au sein de la même
représentation graphique
La représentation des données spatio-temporelles peut s'eﬀectuer au travers d'approches al-
liant dans une même représentation graphique les dimensions temporelle et spatiale. Ces ap-
proches sont majoritairement basées sur une représentation cartographique intégrant le temps,
mais d'autres disciplines tentent de représenter les interactions espace-temps par d'autres ap-
proches [Kaddouri et al., 2014].
3.1.1 Au travers d'une représentation non cartographique
De nombreux travaux en visual analytics ont pour thématique la représentation des dyna-
miques spatio-temporelle [Scharl and Tochtermann, 2009, Elmqvist et al., 2010], mais le caractère
spatial des informations à analyser n'est pas toujours considéré comme le point d'entrée privi-
légié pour visualiser l'information. Ainsi, à la carte peuvent se substituer d'autres dispositifs
graphiques [Kaddouri et al., 2014].
On retrouve également des exemples de représentations non cartographiques de données pos-
sédant une composante temporelle et une composante spatiale. L'horaire de train de Marey
[Marey, 1885] est considéré comme un des exemples les plus représentatifs des méthodes de
visualisation non cartographiques des phénomènes spatio-temporels [Tufte, 1991]. Marey repré-
sente dans ce graphique des temporalités (durée, vitesse) par de l'espace, tout en représentant
la composante spatiale, réduite à un espace à une dimension, par un autre axe spatial (Figure 3.1).
Le graphique se lit de la façon suivante :
 Verticalement, l'espace entre Paris et Lyon, entrecoupée de plusieurs sections séparées par
des gares intermédiaires.
 Horizontalement, le temps selon une échelle temporelle cyclique de 24 heures.
 Obliquement, les trains, de Paris vers Lyon (oblique vers la droite et vers le bas) et de Lyon
vers Paris (oblique vers la droite, de bas en haut).
 Chaque ligne tracée sur le diagramme correspond à un voyage en train.
 Chaque section oblique d'un tracé correspond à un voyage sur l'axe Paris-Lyon, vers Lyon
si la section est oblique à droite vers le bas, vers Paris si la section est oblique à droite vers
le haut.
 Les points de début et ﬁn d'une section oblique correspondent à la gare et à l'heure,
respectivement du début et de la ﬁn du voyage.
 L'angle qu'eﬀectue chaque section oblique avec l'horizontale indique la vitesse de chaque
train.
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 Chaque section horizontale d'un tracé représente une escale en gare, dont la durée corres-
pond à la longueur de la section.
Figure 3.1  L'horaire de train de Marey [Marey, 1885] [Tufte, 1991]
Chaque voyage en train peut être considéré comme un événement, limité dans l'espace et le
temps :
 Sa composante spatiale, consistant en un trajet entre deux villes, est représentée par l'axe
des ordonnées.
 Sa composante temporelle (les horaires de départ, d'arrivée, ainsi que la durée du trajet)
est représentée par l'axe des abscisses.
La représentation de Marey illustre un concept que Tufte appellera la règle du 1+1 = 3 [Kad-
douri et al., 2014]. En représentant, au travers des deux axes, deux données brutes de chaque
événement (sa composante et sa composante temporelle), ce diagramme permet la visualisation
d'informations supplémentaires. En représentant la distance et le temps sur son graphique, il
permet, entre autres, d'identiﬁer une troisième variable, la vitesse.
Ce diagramme permet ainsi de visualiser un nombre important d'informations :
 la durée des escales ;
 le nombre d'escales ;
 les horaires de chaque train ;
 la durée de chaque voyage ;
 la vitesse de chaque train ;
 le nombre de gares sur l'axe Paris-Lyon ;
 l'inﬂuence du nombre d'escales sur la durée totale d'un voyage ;
 la densité des départs et arrivées sur une durée de 24h.
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3.1.2 L'intégration du temps dans les représentations cartographiques
La composante spatiale des données peut également être visualisée au travers d'une repré-
sentation cartographique. La composante temporelle des données peut alors être traitée comme
une variable à cartographier.
3.1.2.1 La représentation du temps par la symbologie
L'utilisation des règles de sémiologie graphique de Bertin. Les travaux de Jacques
Bertin sur la sémiologie graphique [Bertin, 1973] ont permis de déﬁnir un ensemble de règles
d'utilisation des variables visuelles pour la représentation de variables thématiques, en fonction
de la nature des variables, et de l'implantation géométrique des objets géographiques représentés
(Figure 3.2).
Figure 3.2  Sémiologie graphique et variables visuelles proposées par Bertin [Bertin, 1973]
L'objectif de Bertin est de proposer des procédés visuels permettant de faciliter la lecture
et la compréhension de l'information au travers des cartes en faisant apparaitre des relations
d'association, de ressemblance, de diﬀérenciation, d'ordre, de proportionnalité entre les données
rattachées aux objets géographiques [Bertin, 1973, Kaddouri et al., 2014].
Les propositions de Bertin portent également sur la représentation des données temporelles
[Bertin, 1973]. Les variables visuelles sont alors utilisées pour représenter la composante tempo-
relle des objets représentés.
La caractéristique temporelle cartographiée peut alors être diﬀérente selon les données uti-
lisées et l'objectif de la carte. Aﬁn de visualiser l'évolution d'objets pérennes, Bertin propose
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l'utilisation de la variable visuelle de la valeur pour représenter le taux de changement d'un
attribut entre deux dates, ou le moment rattaché aux diﬀérentes positions spatiales d'un objet,
considérés comme des variables ordonnées (Figure 3.3).
L'utilisation de la valeur permet de visualiser l'ordre chronologique des diﬀérentes positions
spatiales de l'objet. L'utilisation de la transparence permet de pallier à une superposition des
diﬀérentes traces. Cette approche présente cependant des limites de lecture lorsque le nombre
d'éléments devient important [Davoine et al., 2012b].
Aﬁn de mieux visualiser le mouvement d'un objet ou son changement de position, Bertin
[Bertin, 1973] préconise également l'utilisation de cartes de ﬂux, utilisant des symboles ﬂèches
pour le mouvement.
Figure 3.3  Représentation de la trace d'un objet selon les règles préconisées par Bertin [Bertin,
1973]
Dans le cas d'événements limités dans le temps, les variables visuelles peuvent être utili-
sées pour représenter les temporalités de l'événement. Ainsi la valeur peut être utilisée pour
représenter la durée ou le moment d'apparition d'un événement, considérée comme des variables
ordonnées.
L'utilisation de plusieurs variables visuelles pour représenter le temps. L'application
des règles de la sémiologie graphique à la représentation du temps reste ambiguë, car elle dépend
de la manière de qualiﬁer les composantes temporelles en tant que variables à cartographier [Kad-
douri et al., 2014]. La cartographie du moment d'apparition des événements ne présentera pas
les mêmes caractéristiques selon que l'on considère le moment d'apparition comme caractérisant
l'objet en lui-même (variable qualitative utilisant la variable visuelle de la couleur), ou comme
une variable établissant une relation d'ordre entre diﬀérents événements (variable quantitative
utilisant la variable visuelle de la valeur).
L'utilisation d'échelles temporelles cycliques empêche également d'établir une relation d'ordre
entre les moments d'apparition de diﬀérents événements. D'autres variables visuelles peuvent
alors être utilisées pour représenter un moment d'apparition relatif à une échelle cyclique. Par
exemple :
 la couleur, pour représenter durant quelle saison apparait un événement (variation de cou-
leurs bleu, vert, jaune, rouge pour représenter les saisons hiver, printemps, été, automne) ;
 des symboles, pour représenter si un événement apparait en été (soleil) ou en hiver (ﬂocon) ;
 l'orientation, pour représenter à quelle heure apparait un événement au cours d'une jour-
née (une analogie peut être eﬀectuée entre l'orientation de l'objet graphique sur la carte et
l'orientation d'une aiguille sur une horloge).
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Certains auteurs analysent ainsi l'adaptation des variables visuelles de Bertin [Bertin, 1973]
dans la représentation des temporalités dans les représentations cartographiques [Köbben and
Yaman, 1996, Dukaczewski, 2005, Kaddouri et al., 2014](Figure 3.4).
Figure 3.4  Pertinence des variables visuelles dans des cartes dynamiques [Köbben and Yaman,
1996, Dukaczewski, 2005, Kaddouri et al., 2014]
La Figure 3.5 [Davoine et al., 2012b] illustre une approche utilisant deux variables visuelles
pour représenter la composante temporelle des données. La carte présente la chronologie d'une
série de coulées de lave survenue sur l'île de la Réunion entre 1972 et 2010. Aﬁn de visualiser
l'ordre d'apparition des diﬀérentes coulées de lave dans le temps, les auteurs ont choisi de consi-
dérer le moment d'apparition de chaque coulée comme une variable quantitative et d'utiliser la
variable visuelle de la valeur.
Figure 3.5  Évaluation de l'aléa volcanique du Piton de la Fournaise. L'impact des coulées de
lave [Cécile Saint-Marc, 2012].
88
Chapitre 3
Cependant, l'apparition de ces coulées de lave s'eﬀectue sur une période longue (38 ans), et les
coulées de lave sont représentées par année. Le nombre de modalités de la variable visuelle valeur
à représenter devient alors trop important pour proposer une carte lisible. Les auteurs choisissent
de regrouper les coulées de lave en cinq séquences de quatre à sept ans, et de considérer l'époque
de chaque séquence comme une variable qualitative. Les auteurs associent alors une couleur à
chaque séquence de coulées de lave, puis utilisent la valeur pour représenter l'ordre d'apparition
des coulées à l'intérieur de chaque séquence [Davoine et al., 2012b].
L'extension de la sémiologie graphique de Vasilev. Vasilev (cité par Cauvin [Cauvin
et al., 2008]) propose une extension de la sémiologie graphique (Figure 3.6), en tenant compte
de la géométrie de l'objet et de diﬀérentes caractéristiques temporelles à cartographier.
Celles-ci comprennent :
 le moment d'apparition d'un événement ;
 la durée (soit la durée d'un événement, soit l'espacement chronologique entre deux événe-
ments successifs) ;
 les composantes de ce que Vasilev nomme le temps structurant, comme la fréquence, ou le
temps comme distance, qui consiste en la quantiﬁcation d'une distance par un temps de
parcours.
Vasilev préconise ainsi, pour la représentation du moment d'apparition des événements, l'uti-
lisation d'informations textuelles. Ces propositions, apportant notamment une utilisation massive
des labels, impliquent un niveau de lecture plus détaillé que celui suggéré par Bertin [Kaddouri
et al., 2014]. Ce niveau détaillé de lecture rend plus diﬃcile l'identiﬁcation de patterns spatiaux
ou spatio-temporels [Kaddouri et al., 2014].
Figure 3.6  Sémiologie graphique pour la représentation du temps dans les cartes selon Vasilev
[Cauvin et al., 2008]
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La sémiologie dynamique. L'apparition de l'animation dans les représentations cartogra-
phiques a permis de reconsidérer la sémiologie graphique, l'animation permettant de déﬁnir
de nouvelles variables visuelles pour la représentation des temporalités [Kaddouri et al., 2014],
comme le mouvement ou le clignotement [Green, 1998], ou la date et la durée d'apparition d'ob-
jets graphiques [MacEachren, 2004].
L'analyse de l'adaptation des variables visuelles de Bertin [Bertin, 1973] dans la représenta-
tion des temporalités dans les représentations cartographiques [Kaddouri et al., 2014, Köbben and
Yaman, 1996, Dukaczewski, 2005](Figure 3.4), a montré que ces variables étaient peu adaptées
à la représentation de certaines temporalités comme la synchronisation de l'apparition d'évé-
nements, la période de retour, et la fréquence [Kaddouri et al., 2014]. Cette analyse conforte
les propositions de Dibiase [DiBiase et al., 1992], MacEachren [MacEachren, 1994, MacEachren,
2004] et de Green [Green, 1998] sur l'utilisation de variables visuelles dynamiques pour représen-
ter les temporalités [Kaddouri et al., 2014].
Cependant, dans le cadre d'une analyse exploratoire où nous cherchons à représenter, et à ex-
plorer visuellement la distribution spatio-temporelle de données brutes, des temporalités comme
la synchronisation, la période de retour ou la fréquence ne sont pas celles que la représentation
graphique doit permettre de montrer. Représenter visuellement que deux événements sont syn-
chronisés implique d'avoir connaissance de cette synchronisation a priori, ce qui va à l'inverse de
l'approche exploratoire.
L'accent doit être placé sur la représentation de la localisation des événements dans le temps,
soit leur moment d'apparition, voire leur durée, temporalités pouvant être représentées par les
variables préconisées par Bertin. À partir de la représentation de ces temporalités, d'autres
caractéristiques temporelles des données peuvent être analysées, illustrant la règle du 1+1 = 3
énoncée par Tufte [Kaddouri et al., 2014].
3.1.2.2 La représentation du temps par une variable spatiale : la Time-Geography
Pour parer à l'ambiguïté dans la représentation de la dimension temporelle dans un environ-
nement cartographique, une solution consiste à utiliser une dimension spatiale pour représenter
le temps. Cette approche prend donc la forme d'une représentation en trois dimensions, repré-
sentant l'espace sur un plan horizontal, et le temps sur un axe vertical.
Cette proposition s'inscrit dans le courant de la Time-Geography d'Hägerstrand [Hägers-
trand, 1970], et a été initialement utilisée pour traiter des problématiques de déplacements et de
mobilité. Les trajectoires d'individus peuvent alors être représentées dans l'espace sur un plan
horizontal, et dans le temps sur l'axe vertical. Cette solution a été implémentée sous le nom de
cube spatio-temporel.
La Figure 3.7 présente un exemple de la représentation d'un ﬂux de personne au travers
d'un cube spatio-temporel : la carte de la retraite de Russie de Charles Joseph Minard [Minard,
1980, Marey, 1878] (Repère A de la Figure 3.7), représentant la progression des troupes françaises
lors de la campagne de Russie en 1812 est projetée dans un cube spatio-temporel (Repère B de
la Figure 3.7).
Les règles de la sémiologie graphique peuvent être utilisées de concert avec le cube spatio-
temporel, pour renforcer la représentation des caractéristiques temporelles des objets représentés.
Elles peuvent également être utilisées pour représenter l'évolution de variables thématiques as-
sociées à des objets spatiaux pérennes évoluant dans le temps.
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Figure 3.7  Le temps représenté par une variable spatiale. Projection de la carte de Minard
dans le cube spatio-temporel [Minard, 1980, Marey, 1878, Kraak, 2003b].
S'inspirant des travaux de la Time-Geography, Andrienko [Andrienko et al., 2003b] et Ga-
talsky [Gatalsky et al., 2004] proposent une adaptation du cube spatio-temporel à des probléma-
tiques basées sur des données événementielles. Dans la Figure 3.8 [Gatalsky et al., 2004], une série
d'événements sismiques sont représentés par des points disposés dans un cube spatio-temporel.
Le lieu d'apparition des événements est ainsi représenté par la position des objets graphiques sur
le plan horizontal, tandis que le moment d'apparition est représenté par la position des objets
sur l'axe vertical.
Les variables visuelles proposées par la sémiologie graphique peuvent également être appli-
quées à la représentation de la composante thématique des événements. Dans la Figure 3.8, la
taille des objets graphiques représente la magnitude de chaque séisme.
Le cube spatio-temporel apparait ainsi comme une approche permettant de modéliser les
hyperobjets proposés par Galton [Galton, 2004] dans son approche de modélisation 4D du chan-
gement dans l'espace. L'axe vertical représentant le temps, un point sur cet axe représente un
moment, une distance y représente un intervalle de temps. Un événement étendu dans l'espace
et dans le temps peut alors être représenté dans le cube spatio-temporel par un objet en trois di-
mensions. Sa projection sur le plan horizontal représente sa composante spatiale, et sa projection
sur l'axe vertical correspond à sa composante temporelle.
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Figure 3.8  Cube spatio-temporel pour la représentation des événements [Gatalsky et al., 2004]
Cette proposition ouvre ainsi de nouvelles opportunités pour la représentation des dynamiques
spatio-temporelles, mais sa diﬃculté de lecture réserve son usage à des spécialistes [Kaddouri
et al., 2014].
3.2 L'intégration du temps et de l'espace à travers la structure
de l'environnement de représentation
Le temps peut ainsi être intégré aux représentations cartographiques en le considérant, soit
comme variable à cartographier, soit comme variable à représenter par une variable spatiale sup-
plémentaire aux deux dimensions de la carte, au sein d'un environnement en trois dimensions.
Le temps peut cependant être traité comme une variable orthogonale à la carte, qu'il convient
de représenter à travers la structure de l'environnement de représentations. Soit par la multi-
plication de supports, soit par l'ajout de variables autres que graphiques. Ces environnements
peuvent être construits autour d'une représentation cartographique, ou bien se baser sur d'autres
supports graphiques, combinés ou non à une représentation cartographique.
3.2.1 Les dispositifs small-multiples
3.2.1.1 Le temps comme composante projetée sur la carte : la collection de cartes
Une seconde approche proposée par Bertin dans la sémiologie graphique [Bertin, 1973, Kad-
douri et al., 2014] consiste à considérer le temps comme une composante orthogonale à la carte.
L'état de l'environnement géographique est représenté dans une carte, pour une primitive tempo-
relle (instant ou intervalle de temps), au sein d'une collection de cartes. Le changement est ainsi
représenté en produisant plusieurs cartes décrivant l'état de l'espace pour diﬀérentes primitives
temporelles, que celles-ci soient des instants ou des intervalles de temps.
Cette approche s'inspire des travaux d'observation des taches solaires de Christoph Scheiner
eﬀectués dans le premier quart du XVIe siècle [Kaddouri et al., 2014] (Figure 3.9). Scheiner
présente, côte à côte, une série de représentations de la surface du Soleil, à diﬀérents instants.
La succession de représentation de la surface du Soleil permet de visualiser l'évolution de la
distribution des tâches solaires au cours du temps. Ce format visuel sera plus tard baptisé small-
multiples par Tufte [Kaddouri et al., 2014].
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Figure 3.9  Observation des taches solaires par Christoph Scheiner
Dans le cas, majoritaire, où la primitive temporelle est un instant, la collection de cartes est
à rapprocher d'une collection de snapshots décrivant l'espace. La Figure 3.10 montre une série de
cartes, parue en 2012 dans le New York Times [The New York Times, 2012] utilisant le principe
des small-multiples. Ces cartes sont extraites d'une série de cartes représentant l'évolution des
États américains touchés par la sécheresse au XXe siècle.
Figure 3.10  États américains touchés par la sécheresse de 1960 à 1999 [The New York Times,
2012]
La représentation de données au travers de small-multiples relatifs à une primitive tempo-
relle ponctuelle est adaptée à la représentation de l'évolution d'entités spatiales pérennes, mais
ne permet pas la représentation de données événementielles.
En eﬀet, conformément à la déﬁnition des entités spatio-temporelles occurrentes par Grenon
et Smith [Grenon and Smith, 2004], celles-ci doivent être représentées dans leur intégralité. Hors
les représentations spatiales de small-multiples relatifs à une primitive ponctuelle représente des
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états instantanés de l'espace.
Une représentation utilisant des small-multiples relatifs à des intervalles temporels peut ce-
pendant permettre une représentation de la distribution spatiale d'événements apparaissant du-
rant diﬀérents intervalles de temps.
Cette représentation permet une vue d'ensemble des impacts du changement, mais présente
également une diﬃculté de lecture dans le cas d'un trop grand nombre de cartes [Kaddouri et al.,
2014].
3.2.1.2 L'espace comme composante projetée : la collection de diagrammes tempo-
rels
L'approche small-multiples peut être décrite comme une multiplication de supports de même
nature, représentant l'état d'une même dimension, pour plusieurs modalités, ﬁxées, d'une di-
mension particulière. La collection de cartes consiste en une multiplication de représentations
cartographiques, représentant l'état de l'espace, à diﬀérents instants ou intervalles temporels,
ﬁxés pour chaque carte.
L'approche small-multiples peut alors être mise en oeuvre, non plus en représentant l'espace
pour diﬀérentes modalités du temps, mais en représentant le temps pour diﬀérentes modalités
de l'espace. Le principe est alors de représenter par une série de représentations graphiques du
temps, comme des diagrammes temporels, l'historique de diﬀérentes régions de l'espace, corres-
pondant à des localisations ponctuelles ou à des zones étendues.
La Figure 3.11 présente un exemple d'une telle approche. EventViewer [Beard et al., 2008]
est un environnement développé dans le but de visualiser et d'explorer les dimensions spatiale,
temporelle et thématique dans les données de capteurs. Dans l'exemple de la Figure 3.11, chaque
capteur est associé à une localisation spatiale, et enregistre l'apparition d'épisodes de basse
pression atmosphérique ou de fort vent. L'historique des événements, enregistré pour chaque
localisation spatiale, est représenté par un diagramme temporel.
Figure 3.11  Copie d'écran d'EventViewer [Beard et al., 2008]
3.2.1.3 L'introduction de collections de diagrammes temporels dans la carte
Une alternative à la collection de diagrammes temporels, mais qui peut s'inscrire dans la lo-
gique des small-multiples consiste à intégrer la représentation du temps dans diﬀérentes régions
de l'espace à l'intérieur de la représentation cartographique.
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L'approche consiste toujours à représenter l'évolution temporelle d'une variable ou l'appari-
tion d'événements dans le temps, pour diﬀérentes régions de l'espace, au travers d'une collection
de diagrammes temporels. Cependant, les diagrammes sont ici intégrés directement dans la carte,
à la manière de symboles rattachés à des objets spatiaux. La carte devient alors un cartogramme
[Bertin, 1973].
La Figure 3.12 [Andrienko and Andrienko, 2004] montre l'évolution temporelle du nombre
de vols d'automobiles dans les diﬀérents États des États-Unis d'Amérique. Pour chaque État,
un diagramme temporel représente l'évolution du nombre de vols. Cependant, à l'inverse de
l'exemple de la Figure 3.11, chaque diagramme est placé sur la carte, superposé à la région
spatiale correspondant aux données représentées dans le diagramme. Cette représentation permet
ainsi une meilleure prise en compte de la composante spatiale des données.
Figure 3.12  Copie d'écran de Value Flow Map [Andrienko and Andrienko, 2004]
Cet exemple montre le cas d'une représentation de l'évolution temporelle d'objets spatiaux
pérennes. Cependant, une représentation graphique similaire peut être reproduite aﬁn d'être
appliquée aux données événementielles. Pour une série de régions spatiales, la distribution tem-
porelle des événements apparaissant dans chaque région peut être représentée au travers de
diagrammes temporels projetés sur la carte.
3.2.2 L'animation
L'animation est considérée comme une des solutions des plus récentes pour représenter les
évolutions d'objets dans l'espace en fonction du temps [Antoni et al., 2004, Kaddouri et al., 2014].
Le procédé consiste à aﬃcher, de façon successive et rapide, une série de cartes représentant
l'état de l'espace pour diﬀérentes primitives temporelles, en représentant ou non le passage entre
les diﬀérents instants de manière brute ou ﬂuide. Dans le cas de primitives temporelles ponc-
tuelles, l'animation peut être vue comme un aﬃchage successif et rapide de snapshots de l'espace.
Le temps est ainsi intégré aux représentations cartographiques par l'ajout d'une variable autre
que graphique : le temps de l'animation.
Cette succession permet de donner l'illusion d'un mouvement, d'un déplacement ou d'un
changement [Cauvin et al., 2008, Kaddouri et al., 2014], et l'impression d'une dynamique de
l'espace. Kraak [Kraak, 2003a] souligne que les animations sont très utiles pour clariﬁer des
tendances et des processus, aussi bien dans l'explication que pour donner un aperçu des relations
spatiales.
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3.2.2.1 La représentation continue du temps par le temps de l'animation
L'animation peut être utilisée aﬁn de représenter l'écoulement du temps de manière continue
au travers de l'écoulement de l'animation, en représentant le temps réel par le temps de l'ani-
mation. On parle alors d'animation de série chronologique ou d'animation par image [Kaddouri
et al., 2014].
Le temps réel est représenté selon des pas de temps relatifs à la granularité temporelle utilisée
pour modéliser l'information. Le pas de temps de l'animation est utilisé pour représenter le pas
de temps réel proportionnellement à la granularité utilisée. On peut par exemple représenter un
pas de temps réel d'une année par une seconde d'animation.
La série chronologique permet de visualiser les changements de localisation, de géométrie,
d'attributs d'objets spatiaux au cours du temps [Kaddouri et al., 2014]. L'animation d'une série
chronologique permet également de représenter l'apparition d'événements limités dans l'espace
et le temps. La Figure 3.13 suivante montre un arrêt sur image de l'animation d'une série chro-
nologique présentant l'apparition des principaux séismes apparus de 2001 à 2015.
Figure 3.13  Time Lapse des principaux tremblements de Terre sur les cent dernières années,
et sur les quinze dernières années [NOAA, 2016]
La représentation du temps par un pas de temps d'animation régulier et constant permet de
visualiser le moment d'apparition, la durée, et le rythme des phénomènes spatio-temporels. Il
est en revanche plus diﬃcile de voir un ordre de successions de diﬀérents événements, surtout si
beaucoup d'événements ont lieu durant un temps très court.
3.2.2.2 La représentation séquentielle des dynamiques spatio-temporelles par l'ani-
mation
L'animation peut également être utilisée aﬁn de représenter les phénomènes spatio-temporels
de manière séquentielle. Le principe n'est plus de représenter le temps réel par le pas de temps
de l'animation, mais de représenter diﬀérentes séquences des phénomènes spatio-temporels par
diﬀérentes séquences de l'animation.
Le temps de l'animation n'est donc plus proportionnel au temps réel. Il ne représente plus
le temps réel, mais l'enchainement temporel des séquences des phénomènes. L'animation doit ici
attirer l'attention de l'utilisateur sur chaque changement, déplacement, ou apparition d'événe-
ments induite par le phénomène, et sur l'enchainement de ces diﬀérentes séquences. Ceci peut
être eﬀectué de deux manières :
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 La première approche consiste à attirer l'attention de l'utilisateur en animant sur la carte
les entités spatio-temporelles impliquées par la séquence en question, par le clignotement
d'un objet ou son déplacement sur la carte. On nomme ainsi ce type d'animation animation
par objet [Kaddouri et al., 2014].
 La seconde approche consiste à animer la carte elle-même. Ce type d'animation inclut les
glissements de vue et des eﬀets de zoom pour attirer l'attention de l'utilisateur sur la zone
où quelque chose a lieu [Kaddouri et al., 2014].
Cette représentation séquentielle permet une visualisation des diﬀérentes phases des phéno-
mènes spatio-temporels et de leur enchainement dans le temps, mais nécessite de connaître les
diﬀérentes phases des phénomènes représentés. Ainsi, elle ne peut être utilisée dans le cadre d'une
analyse exploratoire.
3.2.2.3 Animation et small-multiples
L'animation peut être considérée comme une extension du dispositif small-multiples puis-
qu'il s'agit d'une représentation successive de diﬀérents états temporels de l'espace. L'animation
permet une meilleure perception du passage d'un état temporel à un autre, que dans une repré-
sentation en small-multiples [Kaddouri et al., 2014]. Il devient cependant diﬃcile d'eﬀectuer une
comparaison entre deux états temporels dans le cadre d'une animation, surtout si ces deux états
sont temporellement éloignés [Kaddouri et al., 2014]. Il peut être intéressant de considérer ces
deux solutions comme complémentaires, mais peu d'environnements proposent cette approche
mixte [Kaddouri et al., 2014].
Une étude de l`Université de Lausanne [Boyandin et al., 2012] cherchant à comparer l'impact
de ces deux représentations lors d'une analyse de données montre que la majorité du public favo-
rise les animations, mais obtient de meilleurs résultats au moyen des dispositifs small-multiples.
L'animation se révèle plus eﬃcace pour souligner et localiser des rythmes, des densités de chan-
gements, mais peu eﬃcace pour comparer des états distants dans le temps [Kaddouri et al.,
2014].
3.2.2.4 Animation et interaction
Si l'apparition de l'animation dans les représentations cartographiques et la formalisation de
nouvelles variables visuelles ont ouvert de nouvelles opportunités pour la prise en compte de la
dimension temporelle dans la carte, l'utilisation de l'animation ne peut être dissociée du principe
de l'interactivité utilisateur-interface pour être eﬃcace [Kaddouri et al., 2014].
L'animation à elle seule fournit à l'utilisateur une impression du mouvement, de la densité
de changement apporté par un phénomène, de l'enchainement temporel des diﬀérentes modi-
ﬁcations, mais sans retenir les diﬀérentes phases des phénomènes. L'utilisateur ne garde pas
en mémoire les diﬀérentes images, uniquement le mouvement [Ormeling, 1995, Kaddouri et al.,
2014]. L'animation seule reste peu eﬃcace pour mémoriser les diﬀérentes phases des phénomènes
spatio-temporels. Pour permettre une réelle prise en compte des diﬀérentes séquences des phéno-
mènes au cours du temps, il convient d'oﬀrir à l'utilisateur un moyen d'interagir avec l'animation.
La carte animée doit permettre à l'utilisateur d'interagir avec elle, et de modiﬁer les cri-
tères de l'animation, par exemple modiﬁer son rythme de déroulement, revenir sur un passage,
etc. Pour cela, l'animation doit s'inscrire dans un environnement de visualisation, permettant à
l'utilisateur d'interagir avec les données représentées [Kaddouri et al., 2014]. Au-delà cette pos-
sibilité d'interaction, il faut que l'utilisateur puisse contextualiser dans le temps ce qu'il voit sur
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la carte animée, aﬁn d'avoir une vision d'ensemble de l'agencement des modiﬁcations aﬀectant
l'environnement spatial dans le temps.
3.3 Les environnements de géovisualisation à multi-fenêtrage
L'émergence de nouvelles techniques de représentation de la donnée, combinées à de nouveaux
outils et méthodes d'interactivité, a permis le développement d'environnements de visualisation
dynamiques adaptés aux données géographiques. Ces outils se déﬁnissent comme des applications
de géovisualisation, et regroupent des outils plus ou moins complexes, allant de cartes animées
et interactives, à des environnements proposant une interface multidimensionnelle à plusieurs
fenêtres, utilisant diﬀérentes formes de représentation de l'information combinées à un niveau
élevé de possibilité d'interaction.
Ces environnements sont basés sur l'utilisation de nouvelles formes de cartographie, telles que
les cartes interactives, multimédias, voire animées, et sur l'association de diﬀérents supports de vi-
sualisation au sein d'une même interface. Ces supports pouvant être graphiques, cartographiques,
ou basés sur d'autres médias (son, etc.). Associées à la possibilité donnée à l'utilisateur d'eﬀec-
tuer des requêtes, visuelles ou non, sur les données représentées, ces applications permettent à
l'utilisateur de pousser l'analyse et l'exploration des données géographiques sur le plan spatial,
temporel, ou informationnel, et ce à diﬀérentes échelles [Kaddouri et al., 2014]. Les principaux
outils utilisés par les applications de géovisualisation sont donc l'interactivité, le multimédia, la
multiplication de support de visualisation, aussi appelée multifenêtrage, et la synchronisation.
3.3.1 Les caractéristiques de la géovisualisation
L'interactivité et le multimédia. La première caractéristique des environnements de visuali-
sation est l'intégration d'outils d'interaction permettant à l'utilisateur de modiﬁer les paramètres
de la représentation graphique [Kaddouri et al., 2014]. L'ajout de l'interactivité dans les applica-
tions de géovisualisation engendre la transformation de ces interfaces en interfaces multimédias,
permettant de relier les données représentées à des bases de données, des liens hypertextes, des
documents, permettant à l'utilisateur d'interroger les données par des requêtes visuelles [Kad-
douri et al., 2014]. Ces outils d'interaction permettent ainsi de modiﬁer la représentation des
données à l'intérieur de l'interface de visualisation, et font ainsi partie intégrante du processus
d'exploration des données au travers des environnements de géovisualisation.
Trois types d'outils d'interaction se distinguent parmi les possibilités oﬀertes par ces envi-
ronnements [Kaddouri et al., 2014] :
 les outils de navigation, permettant de modiﬁer les paramètres de la représentation gra-
phique, de changer l'emprise et l'échelle de représentation des données ;
 les outils de positionnement, permettant à l'utilisateur de se situer sur une carte ou sur un
diagramme ;
 les outils de sélection, permettant à l'utilisateur de sélectionner et d'interroger les données.
On peut rajouter à ces trois types d'interaction les outils permettant de modiﬁer la structure
même de l'interface de représentation des données. On peut citer par exemple les outils permet-
tant de modiﬁer le rythme de lecture d'une carte animée, des outils permettant de passer d'une
représentation en deux dimensions de l'espace à une représentation en trois dimensions, ou des
outils permettant de modiﬁer la représentation de l'espace d'une représentation cartographique
à une vue satellitaire.
On peut enﬁn rajouter à cette classiﬁcation les outils permettant d'eﬀectuer des analyses
quantitatives sur les données et de retourner les résultats sous une forme visuelle. On peut citer
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les fonctions de calcul d'itinéraires dans les outils de navigation, ou les fonctions d'interpolation
dans les SIG d'analyse de données spatiales.
L'utilisation de l'interactivité couplée à l'utilisation du multimédia présente donc l'intérêt
de permettre une exploration d'une masse importante de données sur diﬀérents critères et selon
diﬀérentes approches exploratoires. Elles oﬀrent la possibilité de contextualiser les données en
accédant à de l'information complémentaire sur les données représentées.
La multiplication de supports de représentation et la synchronisation. Une des inno-
vations majeures des environnements de géovisualisation concerne la structure même de l'inter-
face. L'application n'est plus pensée comme une version améliorée de la carte, mais comme une
fusion de diﬀérents supports de visualisation.
À la diﬀérence de l'approche small-multiples, la multiplication de supports ne concerne pas
des représentations de même nature, présentant l'état d'une dimension pour plusieurs modalités,
ﬁxées, d'une dimension particulière. Les diﬀérents supports concernent ici des représentations
graphiques de diﬀérentes natures, consacrées à la représentation de diﬀérentes dimensions de la
donnée. Le principe n'est plus de représenter une série de cartes représentant l'état de l'espace
pour diﬀérents intervalles temporels, mais d'associer une représentation graphique de l'espace
avec une représentation graphique du temps. Chaque support peut être mis en place au sein
d'une fenêtre dédiée de l'interface. On parle alors d'environnements à multi-fenêtrage [Kaddouri
et al., 2014].
Les environnements de géovisualisation utilisant l'animation intègrent ainsi des représenta-
tions interactives du temps permettant de contrôler l'animation, mais aussi de contextualiser
les diﬀérents instants de l'animation dans le temps (Figure 3.14) [Kraak et al., 1997, Peterson,
1999, Kaddouri et al., 2014]. Ces représentations du temps sont considérées comme des légendes
temporelles [Kaddouri et al., 2014].
Figure 3.14  Historique des coulées de lave du Piton de la Fournaise de 1972 à 2011 [Davoine,
2014]
Le lien entre la carte et ces légendes s'eﬀectue par la synchronisation entre ces représen-
tations. La légende temporelle sert d'outil de représentation du temps, mais également d'outil
d'interaction permettant de contrôler ce qui est représenté dans la carte [Kaddouri et al., 2014].
Cette synchronisation permet à l'utilisateur de faire le lien entre ce qui est représenté dans la
carte, et le temps.
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Chaque fenêtre est dédiée à la représentation d'une même dimension, mais chaque dimension
peut également être représentée au travers de diﬀérents supports de représentations, graphiques
ou non. Un outil de géovisualisation à multifenêtrage peut ainsi combiner plusieurs outils de re-
présentation dédiés à la dimension spatiale de l'information, et d'autres outils de représentation
dédiés à la dimension temporelle de l'information. La dimension spatiale peut être représentée au
travers d'une seule représentation cartographique, ou bien être représentée de manière combinée
par une carte et un cartogramme. La dimension temporelle peut être représentée au travers d'une
simple horloge, ou au moyen d'un ou de plusieurs diagrammes temporels.
La multiplication de supports de visualisation au sein d'une même interface, s'accompagne
de la synchronisation des diﬀérents supports entre eux, chaque fenêtre étant reliée aux autres
par des liens dynamiques. Chaque fenêtre oﬀre des possibilités d'interaction, et chaque action,
eﬀectuée par l'auteur dans une des fenêtres de l'interface, a une incidence dans les autres fenêtres.
La donnée représentée dans l'interface à multi-fenêtrage est représentée sous diﬀérentes formes
dans chacune des fenêtres de l'interface, et ces représentations, qu'elles soient graphiques, tex-
tuelles, cartographiques ou tabulaires sont liées entre elles. Ainsi la sélection d'une entité, au
travers de la sélection de l'élément le représentant dans une des fenêtres de l'interface, entraine
la sélection des éléments représentant l'entité dans les autres fenêtres de l'interface [Kaddouri
et al., 2014].
Ainsi, en fonction des objectifs d'analyse de l'environnement de géovisualisation, le format
d'application à multi-fenêtrage permet de combiner au sein d'un même environnement diﬀérents
supports cartographiques, graphiques ou tabulaires pour la visualisation de l'information. Ces
diﬀérents supports permettent de visualiser les diﬀérentes composantes dimensionnelles de l'in-
formation, selon diﬀérents procédés, et d'eﬀectuer une exploration visuelle des données selon
plusieurs axes d'approches.
Le choix du multi-fenêtrage. Comme nous l'évoquons précédemment, si la carte reste au
c÷ur des environnements de géovisualisation, ces derniers forment un ensemble vaste, allant
d'applications basiques de représentation cartographique de la donnée, à des environnements
beaucoup plus complexes, à haut degré d'interaction, permettant une analyse visuelle des don-
nées géographiques.
Cette diversité dans le nombre d'outils disponibles répond à une diversité dans les usages des
applications de géovisualisation, pouvant aller du besoin de localiser, de présenter ou de synthé-
tiser la donnée, jusqu'à des besoins d'analyse et d'exploration des données spatiales. MacEachren
[MacEachren, 1994] établit quatre usages des environnements de géovisualisation [Kaddouri et al.,
2014] :
 présenter la donnée et transmettre les résultats d'une étude à un public ;
 analyser une série de données ;
 synthétiser un ensemble d'observations ;
 explorer des données.
MacEachren déﬁnit dans le modèle User-Map [MacEachren, 1994] (Figure 3.15) la place de
ces diﬀérents usages selon trois dimensions :
 le niveau d'expérience de l'utilisateur, entre expert et novice (grand public) ;
 la connaissance des données représentées, déﬁnissant si l'objectif de l'environnement est de
présenter le connu ou de révéler l'inconnu ;
 le niveau d'interaction proposé à l'utilisateur, de faible à élevé.
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Figure 3.15  Géovisualisation au prisme de 3 dimensions [MacEachren, 1994]
On peut opposer, selon leur position dans les extrêmes du cube de MacEachren :
 d'une part les environnements de géovisualisation dont l'objectif est de transmettre une
information connue, peu interactifs et s'adressant à un large public ;
 d'autre part les environnements d'exploration, à haut niveau d'interactivité, s'adressant à
un public spécialisé, dont l'objectif est de révéler des structures dans des données inconnues.
Un environnement de géovisualisation permettant une analyse exploratoire de données spatio-
temporelles inconnues doit ainsi proposer une représentation de la donnée intégrant un haut
niveau d'interactivité.
Davoine [Davoine, 2014] eﬀectue une classiﬁcation des diﬀérentes options de représentation
et d'interaction oﬀertes par les environnements de géovisualisation, en fonction de leur objectif
(Figure 3.16).
Figure 3.16  Outils de l'interactivité et services rendus [Davoine, 2014]
Selon cette classiﬁcation, l'utilisation de diﬀérents supports de représentation synchronisés
s'impose pour permettre une exploration des données. Le multi-fenêtrage s'impose ainsi comme le
principe général dans le développement d'un environnement permettant une analyse exploratoire
de données spatio-temporelles.
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3.3.2 Le multi-fenêtrage pour représenter les données spatio-temporelles
Le multi-fenêtrage peut être utilisé pour représenter les diﬀérentes composantes de la donnée
spatio-temporelle telles qu'elles sont décrites dans le Triad Model [Peuquet, 1994] et le Pyramid
Model [Mennis et al., 2000].
Davoine [Davoine et al., 2001, Davoine et al., 2004] (Repère A de la Figure 3.17) et Kraak
[Kraak and Ormeling, 2011] (Repère B de la Figure 3.17) ont proposé une formalisation de la
structure des environnements de géovisualisation à multi-fenêtrage, permettant de représenter
au sein de fenêtres dédiées les trois composantes spatiale, temporelle et thématique de la donnée
spatio-temporelle.
L'environnement de géovisualisation est divisé en trois fenêtres. La composante spatiale de
l'information est retranscrite au travers d'une représentation cartographique occupant une des
fenêtres de l'environnement, tandis que les composantes temporelle et thématique sont représen-
tées dans deux autres fenêtres, occupées par des représentations graphiques ou tabulaires.
Ces diﬀérentes fenêtres sont synchronisées entre elles, et oﬀrent chacune des possibilités d'in-
teraction. Les actions eﬀectuées par l'utilisateur dans une des fenêtres de l'interface, donc selon
une de ses dimensions, se répercutent dans les autres fenêtres de l'interface. Ainsi, les résultats
d'une requête visuelle eﬀectuée dans une des fenêtres sont représentés sur les autres fenêtres de
façon dynamique. Si une sélection d'entités est eﬀectuée dans une des fenêtres, elle entraine la
sélection des entités correspondantes dans les autres fenêtres.
Figure 3.17  Formalisme des environnements de géovisualisation [Davoine et al., 2001, Davoine
et al., 2004, Kraak and Ormeling, 2011]
L'environnement de géovisualistion à multi-fenêtrage apparait donc, non seulement comme un
outil de visualisation de la donnée selon les trois dimensions de l'information spatio-temporelle,
mais également comme un outil permettant d'interroger la donnée selon ces trois dimensions, au
moyen de requêtes visuelles dans chacune des trois fenêtres de l'interface. Ces environnements
de géovisualisation consacrés à la représentation de l'information spatio-temporelle sont parfois
appelés Systèmes d'Information Spatio-Temporels, ou SIST.
Ce formalisme d'environnements de visualisation des données spatio-temporelles a été implé-
menté sous la forme de diﬀérents SIST, dont un des représentants est GenGHIS [Davoine et al.,
2012a, Kaddouri et al., 2014], développé par l'équipe Steamer du Laboratoire d'Informatique de
Grenoble (Figure 3.18).
102
Chapitre 3
GenGHIS est un environnement générique, permettant la création de SIST spéciﬁques à cer-
taines problématiques métier. L'interface générée permet une visualisation des trois composantes
dimensionnelles de la donnée, la production de cartes interactives et multimédias, et l'interroga-
tion des données via des requêtes spatiales, temporelles ou informationnelles.
Figure 3.18  Fonctionnement d'une interface de géovisualisation, l'exemple de GenGHIS [Da-
voine et al., 2012a, Kaddouri et al., 2014]
L'utilisation du multi-fenêtrage, par une représentation décomposée des dimensions tempo-
relle, spatiale, et thématique, permet de représenter les diﬀérentes composantes de l'information
géographique telles qu'elles sont décrites dans le Triad Model [Peuquet, 1994, Kaddouri et al.,
2014]. Chaque fenêtre peut alors être occupée par le support de représentation le plus adapté à
la composante de l'information à représenter (Figure 3.19).
Figure 3.19  De la Triade de Peuquet à la géovisualisation [Kraak and Ormeling, 2011, Kad-
douri et al., 2014]
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3.3.3 Les environnements de géovisualisation à multi-fenêtrage pour la re-
cherche de patterns spatio-temporels
L'approche la plus adaptée pour l'analyse exploratoire de données spatio-temporelles consiste
donc en un environnement de géovisualisation à multi-fenêtrage, à haut degré d'interaction. Cet
environnement doit ainsi permettre la visualisation et l'exploration des données selon diﬀérentes
composantes dimensionnelles.
Les événements que nous analysons étant rattachés à un même phénomène pour chaque cas
d'analyse, les modalités de leur dimension thématique sont plus au moins ﬁxées, aussi faut-
il surtout s'intéresser aux représentations des composantes spatiale et temporelle permettant
d'identiﬁer des structures dans les données spatio-temporelles.
Il nous faut donc, dans un premier temps, déﬁnir quelles sont les représentations graphiques
ou cartographiques les plus adéquates pour identiﬁer ces patterns dans les diﬀérentes fenêtres
d'un environnement à multi-fenêtrage :
 quelles sont les représentations graphiques ou cartographiques permettant de mettre en
évidence une concentration d'événements dans le temps ou dans l'espace ?
 quelles sont les représentations permettant d'identiﬁer une modiﬁcation de l'intensité d'un
phénomène dans le temps ou dans l'espace ?
 quelles sont les représentations graphiques permettant de repérer des récurrences cycliques
dans les données ?
Cependant, si l'utilisation du multi-fenêtrage permet une visualisation combinée des com-
posantes spatiales et temporelles, nous cherchons ici à repérer des structures dans la distribu-
tion spatio-temporelle des événements représentés, faisant intervenir des relations entre les deux
composantes de la donnée. Il nous faut donc nous interroger sur les diﬀérentes techniques de
représentation graphique et outils d'interaction permettant de mettre en évidence des relations
entre ces deux composantes.
À l'utilisation du multi-fenêtrage, permettant de représenter les composantes spatiale et tem-
porelle de la donnée en diﬀérentes fenêtres visuelles, peuvent alors s'ajouter diﬀérentes approches
présentées dans ce chapitre. Ces approches, utilisées de concert avec le multi-fenêtrage, per-
mettent de faire le lien entre ce qui est représenté dans les diﬀérentes fenêtres.
L'intégration d'un cube spatio-temporel, dans la fenêtre spatiale, permet de représenter la
composante temporelle des événements, également représentée dans la fenêtre temporelle. L'uti-
lisation de règles de symbologie peut permettre de représenter les éléments de la fenêtre spatiale
en fonction du temps pour les relier aux entités correspondantes dans la fenêtre temporelle. Une
approche small-multiples peut être utilisée, aﬁn de représenter l'état de l'environnement géogra-
phique pour diﬀérents moments temporels, au moyen de plusieurs supports de représentation
intégrés dans la fenêtre spatiale.
Chacune des fenêtres, temporelle ou spatiale, peut alors également servir d'outil d'interaction
permettant de contrôler la représentation des événements dans les autres fenêtres de l'environ-
nement, aﬁn de permettre de faire le lien entre ce qui est représenté dans chaque fenêtre.
Le chapitre suivant se concentre sur les diﬀérents outils de représentation et d'interaction
pouvant permettre une analyse exploratoire des patterns spatio-temporels au sein des environ-
nements à multi-fenêtrage. Nous nous intéressons :
 d'une part aux diﬀérentes méthodes de représentation du temps et de l'espace pouvant être
utilisées dans les fenêtres d'un environnement à multi-fenêtrage ;
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 d'autre part aux diﬀérents agencements des techniques représentées dans ce chapitre au
sein des environnements à multi-fenêtrage.
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L'utilisation du multi-fenêtrage permet une visualisation des diﬀérentes composantes d'une
série d'événements spatio-temporels. Pour permettre une identiﬁcation de structures dans leur
distribution spatio-temporelle, il est nécessaire de s'interroger :
 d'une part sur les représentations graphiques permettant d'identiﬁer des structures dans
ces composantes, au travers des diﬀérentes fenêtres d'un environnement à multi-fenêtrage ;
 d'autre part sur les approches de représentation et sur les outils d'interaction permettant
d'identiﬁer des relations entre ces diﬀérentes composantes.
L'identiﬁcation de patterns spatio-temporels dans les environnements à multi-fenêtrage peut y
être facilitée, si les diﬀérentes fenêtres permettent d'identiﬁer des motifs d'intérêts issus de la
projection des patterns sur un plan strictement temporel, ou spatial (tableau suivant).
L'identiﬁcation d'une propagation spatiale des événements au cours du temps, selon un axe
directionnel ou depuis un point dans l'espace, est impossible si l'analyse n'est pas eﬀectuée
conjointement sur les composantes temporelles et spatiales d'une série d'événements. À l'inverse,
l'existence de clusters dans la distribution spatio-temporelle des événements, et la réapparition de
clusters selon une période cyclique, peuvent se traduire par l'apparition de structures observables
sur un plan strictement temporel ou spatial :
 Un cluster spatio-temporel se traduit par l'apparition d'une concentration d'événements
dans l'espace (cluster spatial), et dans le temps (cluster temporel).
 Une récurrence cyclique spatialisée se traduit par une concentration spatiale d'événements
(cluster spatial), réapparaissant de manière cyclique dans le temps (récurrence cyclique).
Pattern spatio-temporel Pattern temporel Pattern spatial
cluster S.T. relatif au
temps linéaire
cluster temporel relatif au temps li-
néaire
cluster spatial
cluster S.T. relatif au
temps cyclique
cluster temporel relatif au temps cy-
clique
cluster spatial
récurrence cyclique spa-
tialisée
récurrence cyclique cluster spatial
L'utilisation de représentations cartographiques en deux dimensions ou de cubes spatio-
temporels, représentant l'ensemble d'une série événementielle, permet d'identiﬁer des concentra-
tions d'événements dans l'espace. Par contre, il faut déﬁnir quelles représentations des données
temporelles sont les plus adaptées pour fournir une analyse exploratoire de concentrations tem-
porelles ou de récurrences cycliques d'événements.
Dans ce chapitre, nous déﬁnissons dans un premier temps quelles sont les représentations du
temps les plus adéquates pour identiﬁer les structures temporelles correspondant aux diﬀérents
patterns spatio-temporels que nous souhaitons analyser.
Dans un second temps, nous nous intéressons à l'insertion de ces représentations temporelles
dans les environnements à multi-fenêtrage, et comment diﬀérentes méthodes de représentation
des données spatio-temporelles peuvent être conjuguées au multi-fenêtrage, pour permettre une
analyse exploratoire des structures spatio-temporelles dans les séries d'événements. Nous es-
sayons ensuite de déﬁnir quelles sont les limites des environnements existants pouvant permettre
une analyse exploratoire des dynamiques spatio-temporelles. Enﬁn, nous présentons quelques
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pistes d'amélioration, susceptibles de permettre le développement d'un environnement d'analyse
exploratoire palliant les défauts des environnements existants.
4.1 Les représentations graphiques au service de la recherche de
patterns temporels
4.1.1 Des légendes temporelles aux diagrammes des environnements de géo-
visualisation
4.1.1.1 La légende temporelle comme outil d'interaction et de contextualisation
des données temporelles
Comme évoqué dans le chapitre précédent (3), les représentations du temps associées aux
représentations cartographiques sont souvent considérées comme des légendes temporelles [Kad-
douri et al., 2014] permettant de contextualiser temporellement les éléments représentés dans
la carte. Ces légendes sont parfois interactives et permettent à l'utilisateur d'interagir avec la
composante temporelle projetée dans la carte.
Si l'utilisation d'une légende temporelle permet d'intégrer à une carte animée un outil d'inter-
action et de contextualisation temporelle, les légendes temporelles ne sont pas limitées au cadre
de l'animation. Des représentations cartographiques statiques peuvent également proposer des
légendes temporelles permettant de contextualiser temporellement des événements représentés
sur une carte.
La Figure 4.1 représente les diﬀérentes coulées de lave dues aux éruptions du Piton de la
Fournaise sur l'île de la Réunion, de 1972 à 2010. Le moment d'apparition de chaque coulée est
représenté dans la carte par l'utilisation de la symbologie. Un des objectifs de cette carte est de
représenter les diﬀérentes périodes d'activité du volcan représenté par une couleur diﬀérente dans
la carte. Cette dernière est associée à une ligne de temps, représentant les diﬀérentes séquences
temporelles où des coulées de lave ont lieu, et à un diagramme temporel représentant la valeur
de deux attributs associés à chaque coulée de lave. Ces deux légendes temporelles permettent de
contextualiser temporellement les couleurs représentées dans la carte.
Figure 4.1  Éruptions du Piton de la Fournaise [Saint-Marc et al., 2014]
Les légendes temporelles peuvent ainsi être utilisées dans des environnements utilisant une
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représentation cartographique interactive, dynamique, multimédia, et par extension dans les
environnements de géovisualisation à multi-fenêtrage.
4.1.1.2 Les diﬀérents types de légendes temporelles
Les légendes temporelles peuvent se présenter sous diﬀérentes formes dans les environnements
de géovisualiation [Kaddouri et al., 2014]. Selon plusieurs classiﬁcations des formes de représen-
tation du temps [Chi et al., 1998, Silva and Catarci, 2000, Andrienko et al., 2003a, Müller and
Schumann, 2003, Aigner et al., 2007, Li, 2010], cette multiplicité est en partie due aux diﬀérentes
manières d'appréhender la dimension temporelle, aux diﬀérentes manières de modéliser les don-
nées, et à la multiplicité des objectifs des environnements de géovisualisation.
Selon que le temps soit appréhendé de manière linéaire ou cyclique, que les données à repré-
senter soient sous la forme d'événements ou sous la forme de séries temporelles, que l'objectif soit
de communiquer une information ou d'explorer la donnée, la légende temporelle ne présentera
pas les mêmes caractéristiques.
Indépendamment de la représentation du temps et du format de modélisation des données,
les légendes temporelles peuvent présenter des diﬀérences sur leur structure même. Ces légendes
peuvent être [Cauvin et al., 2008] :
 numériques (compteur numérique, aﬃchage d'une date numérique) ;
 textuelles (aﬃchage d'une date textuelle) ;
 iconiques (horloge, calendrier, aﬃchage des saisons au moyen de symboles) ;
 graphiques (ligne de temps, diagramme temporel, barre de déﬁlement).
Diﬀérentes approches de représentation du temps peuvent être illustrées au travers de chacune
de ces formes de légende temporelle. Prenons l'exemple de la représentation du temps comme
linéaire ou cyclique :
 Dans le cas d'une représentation graphique, le temps linéaire peut être représenté par des
diagrammes de type timeline ou ligne de temps (Figure 4.5), le temps cyclique peut être
représenté par des diagrammes de type timewheel ou roue du temps (Figure 4.7) ;
 Dans le cas d'une représentation du temps dans un format textuel, une légende indiquant
le jour, le mois et l'année, soit sous la forme 3 mars 2017 représente le temps de manière
linéaire. À l'inverse, une légende indiquant le jour de la semaine représente le temps selon
une échelle cyclique d'une semaine.
Certaines légendes temporelles oﬀrent des possibilités d'interaction très limitées. D'autres
légendes temporelles présentent au contraire des niveaux très élevés d'interaction, permettant
de modiﬁer la forme de la représentation du temps, la granularité utilisée, l'échelle et l'emprise
temporelle de la représentation, et d'eﬀectuer, de manière graphique, des requêtes temporelles
sur les données.
Les légendes temporelles peuvent être simples et limitées à une forme de représentation du
temps, ou complexes et associer plusieurs supports de représentation [Edsall and Peuquet, 1997].
Certaines légendes oﬀrent ainsi la possibilité de combiner au sein de la même interface plusieurs
formes de représentation du temps. Certaines légendes temporelles proposent de représenter le
temps selon plusieurs granularités temporelles, selon plusieurs échelles, ou de représenter simul-
tanément le temps de manière cyclique et linéaire.
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La multiplicité des échelles et celle des granularités temporelles de représentation sont d'ailleurs
souvent liées, chaque échelle étant parfois rattachée à une certaine granularité. La modiﬁcation
dynamique de l'échelle de représentation dans un diagramme temporel peut alors s'accompagner
d'une modiﬁcation de la granularité utilisée. C'est le cas, par exemple, des diagrammes temporels
linéaires oﬀrant des possibilités de zoom temporel : lorsque l'emprise temporelle de la représen-
tation diminue, la granularité temporelle utilisée devient plus ﬁne.
Cette représentation de plusieurs échelles et de plusieurs granularités temporelles n'est pas
circonscrite à l'utilisation de légendes temporelles sous forme de diagrammes. Le temps peut éga-
lement être représenté grâce au croisement de représentations graphiques avec des représentations
numériques, textuelles, ou iconiques : une ligne de temps couvrant une étendue temporelle d'une
journée avec une granularité horaire peut être combinée avec une représentation numérique du
temps utilisant la minute comme granularité temporelle.
Ces procédés permettent de combiner des représentations du temps linéaire et du temps cy-
clique (selon plusieurs échelles). L'association de représentations linéaires et cycliques du temps
peut également s'eﬀectuer selon des granularités temporelles diﬀérentes. Un aﬃchage textuel
peut représenter un moment temporel selon une échelle linéaire ayant pour granule (unité élé-
mentaire) la journée, tandis qu'un aﬃchage numérique peut représenter ce moment temporel à
la minute près selon une échelle cyclique d'une journée.
La multiplication de supports de représentation, ou la possibilité de modiﬁer ceux-ci de ma-
nière interactive permet d'associer plusieurs formes de représentation de la donnée temporelle,
permettant d'étudier celle-ci selon diﬀérents points de vue (Figure 4.2).
La représentation d'une série événementielle peut ainsi donner à voir plusieurs informations
selon le diagramme utilisé :
 Une représentation sous la forme d'un nuage de points permet de représenter le moment
d'apparition de chaque événement, combinée à la représentation d'une valeur attributaire
portée par chaque événement (Repère A de la Figure 4.2).
 Une représentation sous la forme d'un histogramme permet de représenter le nombre d'évé-
nements apparaissant durant des intervalles temporels réguliers (Repère B de la Figure
4.2).
 Une représentation sous la forme d'un calendrier permet d'observer quelles sont les sé-
quences d'apparition et de non-apparition d'événements (Repère C de la Figure 4.2).
Figure 4.2  Diﬀérentes formes de légendes temporelles
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4.1.1.3 Le choix d'une représentation du temps par des diagrammes temporels
L'utilisation de diagrammes temporels semble être une solution largement utilisée dans les
outils de géovisualisation à multi-fenêtrage pour contextualiser les données dans le temps, ef-
fectuer des requêtes de manière visuelle sur la composante temporelle des données, et explorer
celle-ci aﬁn d'en dégager des patterns. Ces diagrammes peuvent également présenter diﬀérentes
formes, selon les données utilisées, la représentation du temps adoptée, et les objectifs de la
visualisation :
 Certains diagrammes s'appliquent à représenter le temps de manière linéaire, d'autres à
représenter le temps de manière cyclique.
 Certains diagrammes représentent des données modélisées sous la forme de séries tempo-
relles, d'autres des données prenant la forme de séries événementielles.
 Certains diagrammes représentent les données au travers des valeurs d'une ou de plusieurs
variables thématiques rattachées aux données, d'autres représentent le nombre d'événe-
ments apparaissant au cours du temps.
Plusieurs travaux ont porté sur la classiﬁcation des diﬀérentes méthodes de représentation
graphiques du temps, et se basent sur diﬀérents critères pour les diﬀérencier.
L'approche de Silva et Catarci [Silva and Catarci, 2000], basée sur la distinction entre temps
linéaire et temps cyclique, distingue trois classes de représentations :
 les représentations linéaires basées sur les timelines [Harrison et al., 1994, Karam, 1994,
Allen, 1995, Plaisant et al., 1996, Kumar et al., 1998] ;
 les représentations périodiques basées sur les représentations calendaires [Kincaid et al.,
1985, Beard et al., 1990, Mackinlay et al., 1991, Tessler, 1993, Mackinlay et al., 1994, Palen,
1999] ;
 les représentations périodiques basées sur les timewheels [Keim, 1996, Keim, 1997, Carlis
and Konstan, 1998, Elmasri and Lee, 1998].
L'approche de Muller [Müller and Schumann, 2003] propose une classiﬁcation basée sur deux
critères :
 la modélisation utilisée pour les données, qui peut être sous la forme de séries temporelles,
ou sous la forme de séries événementielles ;
 le caractère statique ou dynamique de la représentation graphique.
L'approche Geo-exploration d'Adrienko et d'Adrienko [Andrienko et al., 2003a] classent les
représentations selon deux critères :
 la forme des données représentées ;
 le type de tâches à eﬀectuer.
On peut enﬁn citer l'approche d'Aigner [Aigner et al., 2007] (Figure 4.3) qui propose une
classiﬁcation des méthodes de représentation des données temporelles selon trois critères :
 la manière dont le temps est représenté : temps linéaire ou temps cyclique ; primitive
temporelle ponctuelle ou étendue dans le temps ;
 les données représentées ;
 la forme générale prise par le diagramme.
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Figure 4.3  Modèle détaillé de classiﬁcation des représentations temporelles [Aigner et al.,
2007, Li, 2010]
Dans Visualisation of Time-Oriented Data, Aigner [Aigner et al., 2011] introduit trois critères
à prendre en compte pour la construction d'une représentation graphique des données tempo-
relles :
 Le type de donnée représenté, ou Data Level : What is presented ?
 Comment la donnée est représentée, ou Presentation Level : How is it presented ?
 Les tâches à accomplir, ou Task Level (Figure 4.4) : Why is it presented ?
Figure 4.4  Taxonomie des tâches de visualisation [Aigner et al., 2011]
Dans notre cas, les données à représenter sont sous la forme de séries événementielles. Notre
objectif est d'identiﬁer visuellement dans ces représentations graphiques les patterns temporels
suivants :
 une concentration d'événements dans le temps linéaire ;
 une concentration d'événements relative à une échelle temporelle cyclique ;
 une réapparition cyclique d'événements.
Nous devons donc nous interroger sur les diagrammes temporels permettant une représen-
tation des séries événementielles selon le temps linéaire et selon le temps cyclique, et permet-
tant l'identiﬁcation des diﬀérentes structures temporelles citées précédemment. L'usage des dia-
grammes temporels n'étant pas limité au domaine de la géovisualisation, d'autres formes déve-
loppées en Data Visualization ou en Info Visualization sont également étudiées, et peuvent être
des sources d'inspiration pour proposer des représentations graphiques permettant d'identiﬁer
des patterns temporels.
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4.1.2 Timelines et timewheels pour l'identiﬁcation de patterns
4.1.2.1 Timelines et timewheels dans les environnements de géovisualisation
Les timelines. Dans la plupart des méthodes de visualisation graphique du temps, ce dernier
est considéré comme linéaire et unidimensionnel [Li, 2010].
Selon Silva et Catarici [Silva and Catarci, 2000], la plupart des représentations visuelles du
temps linéaire sont basées sur la timeline. Dans ce diagramme, le temps est représenté selon un
axe linéaire, une position graphique X1 correspond à un instant temporel T1, et une longueur
graphique X correspond à une durée T (Figure 4.5).
Figure 4.5  Principe de la ligne de temps, ou timeline
La composante temporelle d'un événement est représentée dans ce diagramme par un objet
graphique. La position de l'objet graphique sur l'axe du diagramme représente son moment d'ap-
parition, et la longueur de l'objet selon ce même axe représente sa durée. Un événement ponctuel
dans le temps est ainsi représenté par une entité graphique ponctuelle.
Les timelines peuvent être réduites à un simple diagramme unidimensionnel où des événe-
ments sont représentés le long de l'axe. Les diagrammes timelines peuvent également se présenter
sous d'autres formes. La Figure 4.6 [Davoine, 2014] montre un exemple de timeline en nuage de
points, permettant de représenter sur un second axe la valeur d'un attribut porté par chaque
événement.
Figure 4.6  Capture d'écran de l'environnement SPHERE [Davoine, 2014]
Les timewheels. Il existe également plusieurs représentations cycliques du temps, développées
aﬁn de reﬂéter les rythmes de la nature ou de l'activité humaine [Hornsby and Egenhofer, 2002].
La timewheel est une forme de représentation couramment utilisée pour visualiser le temps
cyclique [Edsall et al., 1997, Edsall and Peuquet, 1997]. Dans ce diagramme, le temps est repré-
senté à travers une étendue temporelle, représentée par un cercle (Figure 4.7), que l'on considère
comme récurrente dans le temps linéaire (une heure, un jour, un mois).
Le temps est considéré comme cyclique, une timewheel représentant le temps sur une journée
ne représente pas, par défaut, une journée en particulier. Les diﬀérentes instances d'une échelle
cyclique d'une journée sont projetées sur la timewheel. Une position graphique X1 sur le cercle
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correspond au même instant temporel T1 dans chacune des instances de l'échelle cyclique re-
présentée. Un angle α formé par une section du cercle correspond à un intervalle de temps T
existant dans chacune des instances de l'échelle cyclique représentée.
Figure 4.7  Principe de la roue du temps, ou timewheel
La composante temporelle d'un événement est représentée dans ce diagramme par un objet
graphique. La position de l'objet graphique sur le cercle du diagramme représente son moment
d'apparition selon l'échelle cyclique représentée par le cercle, et l'angle formé par la section du
cercle occupée par l'objet graphique représente la durée de l'événement. Un événement ponctuel
dans le temps est ainsi représenté par une entité graphique ponctuelle.
La timewheel représentant une échelle cyclique, les événements représentés sur une timewheel
peuvent apparaitre durant diﬀérentes instances de la période cyclique représentée, mais être pro-
jetés sur un même diagramme. Une timewheel peut également être utilisée pour représenter par
un même objet graphique un événement récurrent, et apparaissant à chaque instance de l'échelle
cyclique représentée.
De la même manière que pour la timeline, une timewheel peut représenter l'existence d'événe-
ments sous la forme d'entités graphiques positionnées sur le cercle du diagramme, ou représenter
une valeur attributaire rattachée à l'événement, à la manière par exemple d'un diagramme en
nuage de point. L'axe radial est alors utilisé pour représenter la valeur de l'attribut correspondant.
La Figure 4.8 montre une capture d'écran de l'environnement Silhouette Graph [Harris, 2000].
Figure 4.8  Capture d'écran de l'environnement Silhouette Graph [Harris, 2000]
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Les données représentées sont constituées d'une série temporelle représentant l'évolution de
trois variables thématiques. Celles-ci sont représentées sur trois sections concentriques d'une
timewheel, transformant celle-ci en triple timewheel. L'axe radial est utilisé dans chaque section
concentrique pour représenter la valeur de la variable correspondante au cours du temps.
L'association des timelines et des timewheels. Dans une approche à multi-fenêtrage, le
temps est représenté par un graphique temporel, majoritairement de type timeline ou timewheel
[Edsall et al., 1997, Edsall and Peuquet, 1997], selon que le temps soit appréhendé de façon
linéaire ou cyclique. Certaines analyses nécessitent cependant une approche du temps à la fois
linéaire et cyclique.
Plusieurs environnements de géovisualisation ont cherché à intégrer ces deux types de dia-
grammes au sein d'une même interface. L'application TEMPEST développée par Edsall et Peu-
quet [Edsall and Peuquet, 1997] combine une timeline à une timewheel dans le même environ-
nement de géovisualisation. La combinaison d'une timeline et d'une timewheel peut ainsi servir
à localiser un événement, à la fois de manière absolue dans le temps linéaire, et selon une ou
plusieurs échelles cycliques.
La Figure 4.9 montre une capture d'écran de TEMPEST. Le temps est représenté avec une
granularité d'un mois par une timeline, et par une timewheel selon une échelle cyclique d'une
durée d'un an. L'interface de contrôle permet de modiﬁer l'échelle cyclique représentée par la
timewheel, pour diﬀérentes échelles calendaires.
Figure 4.9  Combinaison de la timeline et de la timewheel dans TEMPEST [Edsall and Peu-
quet, 1997]
La combinaison d'une timeline et d'une timewheel peut également permettre de représenter
le temps selon deux granularités temporelles imbriquées :
 Le temps peut être représenté dans une timeline avec une granularité correspondant à une
durée G.
 L'étendue temporelle G peut être représentée à une granularité plus ﬁne de manière cy-
clique dans une timewheel. La durée de l'échelle cyclique représentée par la timewheel est
égale à celle d'un granule utilisé dans la timeline.
Cette représentation permet de situer le moment d'apparition d'un événement dans le temps
linéaire en utilisant la granularité la plus adaptée, tout en utilisant la timewheel pour situer le
moment d'apparition de l'événement avec une granularité plus ﬁne.
4.1.2.2 Identiﬁcation de clusters relatifs au temps linéaire dans une timeline
L'identiﬁcation d'une concentration temporelle d'événements selon le temps linéaire, dans une
timeline prenant la forme d'une simple ligne de temps, revient à identiﬁer des concentrations
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d'objets graphiques le long de l'axe temporel (Figure 4.10). L'identiﬁcation d'un cluster peut
également s'eﬀectuer sur un diagramme linéaire en nuage de point, par l'identiﬁcation d'une
concentration d'entités graphiques dans une tranche verticale du diagramme temporel.
Figure 4.10  Identiﬁcation d'un cluster dans la distribution temporelle linéaire des événements
dans une timeline
L'identiﬁcation d'un cluster peut cependant devenir malaisée lorsque l'on représente un grand
nombre d'événements. Les objets graphiques les représentant se superposent, et les frontières des
intervalles temporels comportant un nombre élevé d'événements peuvent ne pas être visibles
de façon nette. Deux solutions permettent de rendre plus visible l'existence d'un nombre élevé
d'événements dans une section de temps restreinte.
La première solution consiste à agréger les événements temporellement proches, et à les
représenter par une unique entité graphique :
 Les événements dont l'espacement temporel est inférieur à une valeur seuil sont agrégés
entre eux.
 Chaque agrégat est représenté par une entité graphique.
 Une variable visuelle peut être utilisée pour représenter le nombre d'événements agrégés
représentés par une entité graphique.
Dans l'hypothèse d'une agrégation d'événements ponctuels, les événements sont représentés
par des entités ponctuelles dont la taille est fonction du nombre d'événements agrégés. Ce pro-
cédé permet l'identiﬁcation de fortes concentrations d'événements grâce à la taille des entités
graphiques (Figure 4.11).
Figure 4.11  Identiﬁcation d'un cluster dans la distribution temporelle linéaire des événements
dans une timeline avec agrégation des événements temporellement proches
La seconde solution consiste à mettre en forme la série événementielle de manière à créer
une série temporelle représentant le nombre d'apparitions d'événements au cours du temps, et à
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représenter cette dernière série dans un diagramme temporel.
Pour ce faire, les événements sont agrégés selon le temps linéaire, cependant l'espacement
temporel entre deux événements n'est pas le critère pris en compte pour leur agrégation. Le
temps est divisé en une succession d'intervalles temporels de même durée, correspondant à une
fréquence d'échantillonnage. Pour chaque intervalle, les événements y apparaissant sont agrégés.
L'évolution du nombre d'événements apparaissant dans chaque intervalle constitue une série
temporelle, ayant pour pas de temps la durée de l'intervalle d'échantillonnage. Cette série tem-
porelle est alors représentée dans un diagramme temporel, au moyen de courbes temporelles ou
d'histogrammes (Figure 4.12).
Figure 4.12  Identiﬁcation d'un cluster dans la distribution temporelle linéaire des événements
dans une timeline avec agrégation des événements selon un pas d'échantillonnage
4.1.2.3 Identiﬁcation de clusters relatifs à une échelle cyclique dans une timewheel
L'identiﬁcation d'une concentration temporelle d'événements relative à une échelle cyclique
peut s'eﬀectuer en identiﬁant une concentration d'objets graphiques dans une section angulaire
d'une timewheel représentant cette échelle cyclique (Figure 4.13). Le même procédé peut être
utilisé pour une timewheel en nuage de point.
Figure 4.13  Identiﬁcation d'un cluster dans la distribution temporelle des événements selon
une échelle cyclique dans une timewheel
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Comme pour la timeline, l'identiﬁcation d'un cluster dans la distribution temporelle des
événements au sein d'une timewheel peut devenir malaisée lorsque l'on manipule un nombre im-
portant d'événements. Les mêmes procédés d'agrégation que ceux cités précédemment peuvent
être utilisés pour identiﬁer une forte concentration d'événements dans une section restreinte de
l'échelle temporelle cyclique.
Les événements peuvent être agrégés selon leur proximité temporelle relative à l'échelle cy-
clique utilisée, et être représentés par des entités graphiques uniques, en utilisant une variable
visuelle pour représenter le nombre d'événements agrégés. L'identiﬁcation de clusters s'eﬀectue
en identiﬁant sur la timewheel, les entités graphiques représentant un important nombre d'évé-
nements agrégés.
Les événements peuvent également être agrégés selon un intervalle temporel cyclique d'échan-
tillonnage, aﬁn de recréer une série temporelle représentant le nombre d'apparitions d'événements
en fonction du temps, selon l'échelle cyclique représentée. La série temporelle créée peut être re-
présentée sur un diagramme circulaire s'inspirant de la timewheel.
La Figure 4.14 montre un exemple ancien de diagramme temporel circulaire représentant
l'évolution d'une variable dans le temps cyclique. Ce type de diagramme est appelé Rose Chart
ou Polar Area Graph. Ce diagramme, créé par Florence Nightingale, présente l'évolution du
nombre de morts dans le corps expéditionnaire franco-britannique durant la guerre de Crimée,
ayant eu lieu au milieu du XIXe siècle [Nightingale, 1858].
Figure 4.14  Diagramme des causes de mortalité dans les forces expéditionnaires dans la Guerre
de Crimée [Nightingale, 1858]
L'échelle cyclique représentée est d'une durée d'une année, et la granularité choisie est le
mois. On peut considérer que les événements décès d'un soldat ayant eu lieu durant l'étendue de
temps analysée ont été agrégés selon le mois. La Figure 4.14 présente deux diagrammes, chacun
représentant une instance d'une échelle cyclique d'une année. Ces deux diagrammes représentent
le nombre de décès survenus durant deux années du conﬂit, au travers d'une échelle cyclique
d'un an. Le nombre de décès survenus durant ces deux années peut également être projeté sur
un même diagramme.
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Chaque diagramme se lit de la manière suivante :
 Chaque section angulaire du diagramme représente un mois de l'année.
 Le nombre de décès est représenté par l'axe radial du diagramme. Pour chaque section, le
rayon de la section représente le nombre de décès ayant eu lieu durant le mois de l'année
correspondant.
 Chaque section du diagramme est subdivisée en sous-sections radiales. Chaque sous-section
représente une cause de décès diﬀérente. La largeur de chaque sous-section radiale indique
le nombre de décès liés, pour le mois correspondant, à la cause de décès représentée. La
proportion des sous-sections radiales à l'intérieur d'une section angulaire montre la pro-
portion des diﬀérentes causes de décès dans le nombre de morts pour le mois correspondant.
Ces diagrammes sont également nommés (Circular) Sector Graphs [Harris, 2000] (Figure
4.15), ou diagrammes polaires [Bertin, 1973].
Figure 4.15  Sector Graph de Harris [Harris, 2000]
Le diagramme Sector Graph, proposé par Harris [Harris, 2000], ne présente pas de subdivi-
sions radiales des sections du diagramme, comme le Rose Chart de Florence Nightingale, mais
utilise également chaque section angulaire du diagramme pour représenter un intervalle temporel
relatif à une échelle cyclique.
L'utilisation de tels diagrammes permet de repérer les intervalles temporels cycliques présen-
tant de fortes concentrations d'événements, symbolisées par un rayon plus important.
L'analyse de l'existence d'un cluster relatif à une échelle cyclique n'est rendue possible, par
ces procédés, que pour l'échelle cyclique représentée par le cercle de la timewheel. Aﬁn de pouvoir
analyser l'existence de clusters relatifs à diﬀérentes échelles temporelles cycliques, il est nécessaire
de pouvoir représenter le temps selon des échelles cycliques de durées diﬀérentes. Il faut donc
proposer un environnement de géovisualisation combinant plusieurs timewheels, ou permettre à
l'utilisateur de modiﬁer dynamiquement l'échelle cyclique représentée dans la timewheel.
4.1.2.4 Identiﬁcation d'une récurrence cyclique dans l'apparition des événements
Si l'identiﬁcation de clusters dans la distribution temporelle des événements, selon le temps
linéaire ou selon une ou plusieurs échelle(s) cyclique(s), est rendue possible dans les outils de
types timeline et timewheel, l'identiﬁcation d'une récurrence cyclique d'événements au travers de
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ces outils est plus délicate.
Une récurrence cyclique dans l'apparition des événements peut prendre la forme :
 d'une réapparition périodique d'un événement ;
 d'une réapparition périodique d'un nombre plus important d'événements, ce qui peut être
interprété comme une réapparition périodique d'un cluster dans le temps linéaire.
La réapparition périodique d'un événement ou d'un cluster peut être identiﬁée sur les dia-
grammes temporels basés sur les timelines. Cependant, ces derniers n'intégrant pas de repré-
sentation du temps selon une échelle cyclique, l'identiﬁcation visuelle d'une récurrence cyclique
implique que l'utilisateur identiﬁe (Figure 4.16) :
 une série de motifs graphiques similaires le long de l'axe temporel de la timeline (concen-
tration d'entités graphiques, entités graphiques de même taille pour le cas d'une agrégation
des événements, hautes valeurs d'un histogramme ...) ;
 la séparation de chaque motif graphique similaire par une distance graphique régulière x.
L'utilisation d'une graduation du temps permet de projeter sur l'axe linéaire la succession
d'instances d'une échelle cyclique (projection des mois de l'année sur l'axe linéaire), permettant
d'aider l'utilisateur à identiﬁer ces intervalles graphiques réguliers entre les concentrations ré-
currentes d'événements. Cependant cette identiﬁcation visuelle au travers d'une timeline reste
délicate.
Figure 4.16  Identiﬁcation visuelle de récurrences cycliques dans les timelines
L'existence d'une récurrence cyclique dans les séries d'événements implique donc qu'il existe
une échelle temporelle cyclique pour laquelle les événements récurrents apparaissent au voisinage
d'un même moment temporel. Une récurrence cyclique dans les apparitions d'événements im-
plique donc l'existence d'un cluster relatif à une échelle cyclique de durée égale à la période du
cycle de réapparition des événements. Ce cluster peut être identiﬁé au travers d'un diagramme
de type timewheel.
Cependant, l'existence d'une récurrence cyclique dans les apparitions d'événements implique
également que les événements récurrents réapparaissent pour chaque instance du cycle, donc
pour chaque instance de l'échelle cyclique représentée par la timewheel.
Or, si une timewheel permet l'identiﬁcation visuelle d'une concentration temporelle des événe-
ments selon une échelle cyclique, la timewheel ne permet pas une visualisation de chaque instance
de l'échelle cyclique représentée, nécessaire pour vériﬁer si l'existence d'un cluster correspond à
une récurrence cyclique des événements (Figure 4.17).
Les événements correspondants peuvent :
 n'apparaitre que dans une seule instance de l'échelle cyclique représentée (Repère 1 de la
Figure 4.17) ;
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 apparaitre dans des instances de l'échelle cyclique séparées entre elles par des durées irré-
gulières (Repère 2 de la Figure 4.17) ;
 présenter un comportement cyclique, mais d'une période correspondant à un harmonique
de la période correspondant à l'échelle cyclique représentée dans la timewheel (Repère 3 de
la Figure 4.17).
L'identiﬁcation d'une récurrence cyclique dans les séries d'événements implique ainsi une analyse
des événements au travers d'une représentation linéaire du temps.
Figure 4.17  Diﬃculté de l'identiﬁcation d'une récurrence cyclique au travers d'une timewheel
L'identiﬁcation de comportements récurrents dans les données temporelles peut être facili-
tée en soutenant l'analyse visuelle par des analyses quantitatives eﬀectuées sur les données en
arrière-plan.
Le principe consiste à intégrer dans l'environnement de géovisualisation des outils d'analyse
mathématique eﬀectuant, sans demander d'action de la part de l'utilisateur, une recherche des
possibles récurrences dans les données temporelles, de leurs possibles fréquences, etc. Les résul-
tats de ces analyses sont ensuite renvoyés à l'utilisateur, de manière graphique et intégrée à la
représentation temporelle, aﬁn d'orienter l'utilisateur dans sa recherche des possibles récurrences
cycliques dans les données.
La Figure 4.18 montre une capture d'écran de l'environnement Arc Diagram [Wattenberg,
2002], dont le sujet d'étude est l'analyse de patterns dans les séries de valeurs séquentielles. Cet
environnement combine :
 un outil d'analyse mathématique permettant d'identiﬁer des répétitions cycliques dans des
séries de valeurs dont le format de modélisation est proche de celui des séries temporelles ;
 une représentation graphique des données, proche de la timeline, permettant de représenter
visuellement les récurrences cycliques identiﬁées ;
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Les données d'une série de valeurs, numériques ou non, sont intégrées dans l'environnement
et sont analysées mathématiquement aﬁn de détecter des séquences de valeurs répétitives. Par
exemple, dans une série de caractères alphanumériques, l'outil d'analyse peut détecter la répéti-
tion de la chaîne de caractères AAE.
La série de valeurs est ensuite projetée sur un axe linéaire, et la répétition de séquences
semblables est représentée par des arcs de cercle reliant les séquences concernées sur le diagramme.
La largeur d'un arc de cercle correspond à la durée de la séquence récurrente, et le rayon de l'arc
à l'espacement temporel entre les deux séquences.
Figure 4.18  Arc Diagrams : identiﬁcation de récurrences cycliques dans les timelines, assistée
par des analyses mathématiques [Wattenberg, 2002]
Appliquée à la représentation d'une série temporelle, cette application permettrait de vi-
sualiser des répétitions de séries de valeurs semblables. La présence d'une série d'arcs de cercle
semblables et successifs, de même rayon et de même largeur, correspondrait à la répétition cy-
clique d'une série de valeurs selon une période temporelle correspondant au rayon des arcs de
cercle.
Cette proposition pourrait être appliquée à des séries événementielles, ou appliquée à l'analyse
d'une série temporelle représentant l'évolution du nombre d'événements au cours du temps.
D'autres approches permettant d'intégrer des analyses mathématiques de récurrences cycliques
dans les environnements de géovisualisation, et d'exporter les résultats de ces analyses dans les
représentations du temps, pourraient également être développées.
4.1.3 La recherche de récurrences cycliques au travers des diagrammes tem-
porels mixtes
4.1.3.1 Principe du diagramme temporel mixte
Une approche permettant d'identiﬁer visuellement l'existence d'une récurrence cyclique de
période P consiste à représenter graphiquement, dans un même diagramme, une série d'instances
de la période P, et à repérer pour chaque instance l'existence d'un cluster localisé dans le même
intervalle temporel, relativement à une échelle cyclique de durée P. L'utilisation de graduations
pour identiﬁer une récurrence cyclique dans un diagramme temporel linéaire repose sur ce prin-
cipe, mais reste peu eﬃcace. Cette approche peut cependant être eﬀectuée au moyen de ce que
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nous appelons des diagrammes temporels mixtes.
Ces derniers représentent le temps de manière linéaire, mais possèdent une structure permet-
tant de situer temporellement les données au sein d'une ou de plusieurs échelles cycliques. Un
diagramme temporel mixte s'inscrit dans une modélisation linéaire du temps, mais l'évolution
linéaire du temps est représentée au travers de la succession d'instances d'une échelle temporelle
cyclique. Les événements sont ainsi représentés dans ces diagrammes en fonction de leur moment
d'apparition dans le temps linéaire, mais également en fonction de leur moment d'apparition
selon une échelle temporelle cyclique.
Le principe de l'identiﬁcation de récurrences cycliques au travers de ces diagrammes, consiste
à identiﬁer une échelle cyclique pour laquelle on peut observer, dans chaque instance de cette
échelle, l'apparition d'un cluster durant le même intervalle temporel. Quand ce motif est observé
sur un diagramme temporel mixte, il traduit l'existence d'une récurrence cyclique dans l'appari-
tion des événements, de période égale à la durée de l'échelle cyclique représentée.
Pour permettre cette analyse, les diagrammes temporels mixtes doivent permettre de modi-
ﬁer la durée de l'échelle cyclique représentée, aﬁn que l'utilisateur puisse rechercher pour quelle
échelle cyclique il observe une réapparition régulière de clusters sur le diagramme.
Les diagrammes temporels mixtes peuvent se présenter sous diﬀérentes formes en fonction de
l'approche adoptée pour combiner les échelles temporelles linéaire et cyclique. Les récurrences
dans les apparitions d'événements vont alors se traduire par diﬀérents motifs graphiques selon la
structure adoptée par le diagramme.
Nous présentons ici diﬀérents types de diagrammes temporels mixtes permettant de combiner
dans la même représentation graphique le temps linéaire et le temps cyclique. Certains des
exemples que nous présentons ne traitent pas de données événementielles, mais constituent de
bons exemples des diﬀérentes structures adoptées par les diagrammes temporels mixtes. Ces
derniers peuvent être appliqués, par la suite, à la représentation de données événementielles.
4.1.3.2 Projection du temps linéaire dans un diagramme temporel cyclique
Une première approche pouvant être utilisée dans les diagrammes temporels mixtes consiste
à intégrer, dans un diagramme temporel cyclique, le temps linéaire comme une composante or-
thogonale aux axes du diagramme. Cette approche peut être illustrée par le diagramme Cycle
Plot [Cleveland, 1993] (Figure 4.19).
Cycle Plot se présente sous la forme d'un diagramme à deux dimensions, dont l'ordonnée
représente la valeur d'une variable portée par une série temporelle. L'abscisse est divisée en dif-
férentes sections, représentant les unités temporelles élémentaires d'une échelle cyclique déﬁnie.
Sur le premier diagramme présenté dans la Figure 4.19 (Repère A), l'échelle temporelle utilisée
est la semaine, et les unités temporelles élémentaires sont les jours de la semaine.
Pour chaque instance de l'échelle cyclique représentée par l'axe des abscisses, les valeurs de la
série temporelle sont projetées dans la section correspondante de l'axe des abscisses. Dans ce dia-
gramme, la première section de l'axe des abscisses présente une courbe temporelle représentant
l'évolution des valeurs apparaissant le lundi. La section suivante présente une courbe temporelle
représentant l'évolution des valeurs apparaissant le mardi, et ainsi de suite.
Une récurrence cyclique, de période égale à la durée représentée par l'axe des abscisses de ce
diagramme, peut être identiﬁée lorsque l'on observe une stabilité des valeurs représentées dans
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chaque section de l'axe des abscisses. Cette stabilité des valeurs, pour une section de l'échelle
cyclique, se traduit graphiquement par un alignement de la courbe avec l'axe des abscisses.
On observe dans ce diagramme que les valeurs survenant les mêmes jours restent relativement
proches au cours des diﬀérentes semaines, particulièrement le samedi et le dimanche. On peut
en déduire que la série temporelle observe un comportement cyclique avec une période d'une
semaine, non spéciﬁque à un jour particulier de la semaine. Le lundi est le jour où ce comporte-
ment cyclique est le moins frappant, car on observe pour cette journée une plus forte variabilité
dans les valeurs apparaissant durant les diﬀérentes semaines.
Cette interprétation est conﬁrmée lorsque l'on observe le diagramme du repère B de la Figure
4.19, également issu de Cycle Plot. Ce diagramme représente les mêmes données que le diagramme
du repère A, selon une échelle temporelle linéaire. On y observe le caractère périodique de la série
temporelle avec une période d'une semaine. Cycle Plot peut ainsi être une source d'inspiration
pour la représentation de l'évolution temporelle du nombre d'apparitions d'événements.
Figure 4.19  Identiﬁcation de récurrences cycliques dans Cycle Plot [Cleveland, 1993]
4.1.3.3 Représentation du temps au travers d'une succession de timewheels
Une autre approche consiste à représenter diﬀérentes instances successives d'une échelle tem-
porelle cyclique à travers diﬀérentes timewheels, et à représenter ces diﬀérentes timewheels le
long d'un axe linéaire orthogonal. Cette solution est illustrée par le diagramme Parallel Glyphs
[Fanea et al., 2005] (Figure 4.20).
Ce diagramme représente l'évolution d'une variable portée par une série temporelle. Pour
chaque instance d'une échelle cyclique considérée, la série temporelle est représentée dans un
diagramme de type timewheel, dont le rayon représente la valeur de la variable au cours du
temps. Les diﬀérentes timewheels sont placées les unes à la suite des autres sur un axe orthogo-
nal, l'ensemble formant un diagramme en trois dimensions. La succession des timewheels sur cet
axe représentant le temps linéaire.
Les timewheels sont placées sur un axe linéaire, de manière à ce qu'une droite, parallèle à cet
axe, intersecte les diﬀérentes timewheels en des points représentant le même moment temporel
relatif à l'échelle cyclique représentée.
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Une récurrence cyclique de période égale à la durée de l'échelle représentée se traduit par la
réapparition d'une même valeur, dans chaque instance de l'échelle cyclique, au même moment
temporel. Chaque timewheel possède alors le même rayon dans la section angulaire correspondant
à ce moment temporel. Les points représentant le même moment temporel sur chaque timewheel
formant un alignement parallèle à l'axe linéaire, une récurrence cyclique se traduit par un ali-
gnement, parallèle à l'axe linéaire, de sections de timewheel de même rayon.
La recherche de récurrences cycliques au travers de ce type de diagramme consiste alors à cher-
cher une échelle cyclique, pour laquelle on observe un alignement des mêmes motifs graphiques,
parallèle à l'axe linéaire. Une récurrence cyclique peut ainsi se traduire par un alignement d'en-
tités graphiques dans le cas d'une représentation de séries événementielles. Pour permettre cette
recherche, ce diagramme doit intégrer la possibilité de modiﬁer la durée de l'échelle cyclique
représentée de manière synchronisée sur toutes les timewheels.
Figure 4.20  Parallel Glyphs [Fanea et al., 2005]
4.1.3.4 Une version linéaire de la timewheel
Si dans les méthodes similaires au diagramme Parallel Glyph, le temps cyclique et le temps
linéaire sont représentés par des variables graphiques, leurs représentations ne sont pas de même
nature :
 Le temps cyclique est appréhendé au travers de la représentation d'un moment temporel.
Pour un moment temporel, la valeur d'une variable ou la présence d'un ou de plusieurs
événements est représentée sur le diagramme.
 Le temps linéaire est appréhendé au travers de la succession d'instances d'une échelle
temporelle cyclique. Cette représentation utilise une granularité moins ﬁne que la repré-
sentation du temps cyclique, la durée d'un granule correspondant à la durée de l'échelle
cyclique. Cependant, cette représentation ne montre pas la valeur d'une variable, ou la
présence d'un ou de plusieurs événements pour chaque granule temporel.
Une autre approche permettant de combiner le temps linéaire et le temps cyclique s'inspire
de la forme des timewheels et consiste à transformer le cercle représenté dans les timewheels en
spirale. La courbe du diagramme représente cette fois-ci le temps linéaire, mais l'enroulement de
cette courbe autour d'un point central représente la répétition d'une échelle cyclique. Le temps
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linéaire est alors appréhendé au travers de la représentation d'un moment temporel, symbolisé
par la distance d'un point O sur la courbe du diagramme, au centre C du diagramme. Le temps
cyclique est appréhendé au travers de la représentation d'un moment temporel, symbolisé par
l'angle formé par l'axe O-C avec l'axe vertical.
Plusieurs travaux ont porté sur ces diagrammes en spirale et sur la possibilité de représenter
des données présentant des comportements périodiques [Carlis and Konstan, 1998, Weber et al.,
2001, Dragicevic and Huot, 2002, Tominski and Schumann, 2008]. La Figure 4.21 montre un
exemple des travaux de Weber [Weber et al., 2001]. Ce diagramme représente l'évolution d'une
série temporelle au cours du temps. La valeur de variable portée par la série temporelle est
représentée par l'intensité de la couleur utilisée dans le diagramme.
Figure 4.21  Visualisation de données temporelles dans un diagramme en spirale [Weber et al.,
2001]
Chaque enroulement de la spirale correspondant à une instance de l'échelle cyclique représen-
tée, les intersections entre la courbe de la spirale et une droite partant du centre correspondent
au même moment selon l'échelle cyclique représentée. Une récurrence cyclique, de période égale
à la durée de l'échelle cyclique représentée, implique la répétition d'une même valeur au même
moment temporel. Ceci se traduit par l'apparition du même motif graphique dans la même sec-
tion angulaire du diagramme, pour chaque enroulement de la courbe de la spirale.
Une récurrence cyclique est alors visible par un alignement de motifs graphiques similaires le
long d'une droite partant du centre de la spirale, comme le montre la Figure 4.21. On observe
sur ce diagramme la réapparition périodique de fortes valeurs selon une période égale à la durée
de l'échelle cyclique représentée.
La Figure 4.22 présente deux diagrammes, issus des mêmes travaux [Weber et al., 2001],
représentant l'évolution de la même série temporelle.
On observe sur le premier diagramme, linéaire (Repère A de la Figure 4.22), une répétition
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de hautes valeurs qui semble périodique. Cette périodicité est attestée dans le second diagramme
(Repère B de la Figure 4.22), où la série est représentée dans un diagramme en spirale utilisant
une échelle temporelle cyclique égale à la période de la récurrence cyclique observée.
Figure 4.22  Identiﬁcation de récurrences cycliques dans un diagramme en spirale [Weber et al.,
2001]
Par analogie avec la méthode illustrée par le diagramme Parallel Glyph, la recherche de
récurrences cycliques sur les diagrammes en spirale consiste à chercher pour quelle échelle cyclique
on observe un alignement des mêmes motifs graphiques le long d'un rayon de la spirale. Ces
diagrammes doivent donc intégrer la possibilité de modiﬁer l'échelle cyclique utilisée.
4.1.3.5 Les tiles map
La représentation du temps au sein de tiles map consiste à représenter la donnée temporelle,
au sein d'un diagramme à deux dimensions dont les deux axes représentent le temps, le premier
de manière linéaire et le second de manière cyclique, selon deux granularités diﬀérentes :
 L'axe des abscisses représente le temps linéaire selon une granularité temporelle a.
 L'axe des ordonnées représente le temps cyclique selon une granularité temporelle b.
 Un granule de l'axe des abscisses correspond à la durée temporelle de l'échelle cyclique
représentée sur l'axe des ordonnées.
La représentation prend la forme d'un diagramme matriciel (d'où le nom de tiles map) où :
 Une cellule représente un moment temporel relatif au temps linéaire, selon la granularité
b.
 La position d'une cellule au sein d'une colonne représente un moment temporel relatif à
l'échelle temporelle cyclique utilisée, selon la granularité b.
 Une colonne représente une instance de l'échelle temporelle cyclique représentée, ainsi qu'un
moment temporel relatif au temps linéaire selon la granularité a.
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 Une ligne représente les diﬀérentes instances d'un même moment temporel relatif à l'échelle
cyclique représentée, selon la granularité b.
Ces diagrammes sont notamment utilisés pour représenter l'évolution d'une variable portée
par une série temporelle. Cette variable est représentée dans chaque cellule par une couleur, une
valeur, ou encore l'utilisation d'une troisième dimension dans le cas d'une tiles map en trois
dimensions, en fonction de la nature de la variable. Dans la Figure 4.23 [Mintz et al., 1997], une
variable quantitative est représentée par une valeur appliquée à chaque cellule.
Figure 4.23  Visualisation de données temporelles sur un diagramme en tiles map [Mintz et al.,
1997, Aigner et al., 2011]
Une récurrence cyclique, de période égale à la durée de l'échelle cyclique représentée, se tra-
duira par l'apparition de motifs graphiques similaires sur les cellules correspondant aux mêmes
moments temporels relatifs à l'échelle temporelle cyclique. Ces motifs graphiques seront ainsi
alignés sur une ou plusieurs lignes du diagramme, formant un alignement parallèle à l'axe des
abscisses.
La recherche de récurrences cycliques sur les diagrammes en tiles map consiste donc à chercher
pour quelle échelle cyclique on observe un alignement de motifs graphiques similaire parallèle à
l'axe des abscisses. Ces diagrammes doivent également intégrer la possibilité de modiﬁer l'échelle
cyclique utilisée.
La Figure 4.24 présente une capture d'écran de l'environnement Cluster Calendar [Van Wijk
and Van Selow, 1999]. Ce dernier utilise un diagramme de type tiles map en trois dimensions,
où la variable est représentée, à la fois par une couleur, et à la fois par du relief. Ce diagramme
représente l'évolution de la consommation électrique d'un lieu de vie dans le temps linéaire, et
selon une échelle cyclique d'une journée. On observe un alignement de motifs graphiques sym-
bolisant de fortes consommations d'énergie. Cet alignement s'interprète comme une récurrence
cyclique, d'une période de vingt-quatre heures, dans la variation de la consommation électrique
représentée. Cette récurrence correspond à une augmentation périodique de la consommation
énergétique en pleine journée.
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Figure 4.24  Visualisation d'une récurrence cyclique dans l'environnement Cluster Calendar
[Van Wijk and Van Selow, 1999]
4.1.3.6 La combinaison des structures de la timeline et de la timewheel au sein
d'un même diagramme
Une dernière approche proposant des diagrammes temporels mixtes consiste à combiner les
formes graphiques de la timeline et de la timewheel au sein d'un même diagramme temporel.
Time Coil. Un premier exemple de ces diagrammes est présenté par le diagramme Time Coil
d'Edsal et Peuquet [Edsall and Peuquet, 1997] (Figure 4.25). Ce diagramme s'inspire de la ﬁgure
d'une bobine (Coil en anglais) et présente la forme d'une courbe hélicoïdale en trois dimensions :
 L'axe x autour duquel la courbe hélicoïdale eﬀectue une révolution représente le temps
linéaire.
 Chaque révolution de la courbe autour de l'axe x représente une instance d'une échelle
temporelle cyclique.
Un événement est représenté par une entité graphique placée sur la courbe du diagramme,
en fonction du moment d'apparition de l'événement :
 Sa position le long de l'axe x représente son moment d'apparition selon le temps linéaire.
 Sa position sur un plan orthogonal à l'axe x représente son moment d'apparition selon
l'échelle cyclique représentée.
Une récurrence cyclique, de période égale à la durée de l'échelle cyclique représentée, se tra-
duit par la répétition d'un même motif graphique dans une même section angulaire pour chaque
révolution de la courbe hélicoïdale. Ceci produit un alignement, parallèle à l'axe x, des motifs
graphiques semblables.
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Dans la Figure 4.25, chaque révolution de l'hélice correspond à une période de douze heures.
Des entités graphiques de couleur bleue, pouvant représenter des événements, sont alignées pa-
rallèlement à l'axe de révolution du diagramme. Cet alignement peut être interprété comme une
récurrence cyclique des événements avec une période de douze heures.
Figure 4.25  Représentation du temps dans Time Coil [Edsall and Peuquet, 1997]
Time Wave. Un second exemple de ce type de diagramme est Time Wave, proposé par Li
et Kraak [Li, 2010] (Figure 4.26). Le principe est ici de combiner les structures de la timewheel
et de la timeline dans le même plan graphique. Le diagramme présente une courbe, en deux
dimensions, formant une vague (Wave en anglais) eﬀectuant des circonvolutions autour d'un axe
central. Ces circonvolutions suivent la forme d'un cercle.
La courbe présente ainsi une structure périodique. L'axe central représente le temps linéaire,
et chaque circonvolution de la courbe du diagramme représente une instance d'une échelle cy-
clique.
Figure 4.26  Représentation du temps dans Time Wave [Li, 2010]
Un événement est représenté par une entité graphique placée le long de la courbe du dia-
gramme en fonction de son moment d'apparition :
 Sa position le long de l'axe central représente son moment d'apparition selon le temps
linéaire.
 Sa position à l'intérieur d'une circonvolution correspond à son moment d'apparition selon
l'échelle temporelle cyclique.
Une récurrence cyclique, de période égale à la durée de l'échelle cyclique représentée, im-
plique alors la répétition d'un même motif graphique dans la même section de la vague pour
chaque circonvolution de la courbe. Ceci se traduit par un alignement, parallèle à l'axe central,
de motifs graphiques semblables. Le mécanisme d'identiﬁcation d'une récurrence cyclique sur un
diagramme de type Time Wave suit ainsi le même procédé que pour un diagramme de type Time
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Coil.
Cependant, le cas de Time Wave, proposant une représentation en deux dimensions, introduit
la possibilité d'une erreur d'interprétation d'un alignement de motifs graphiques parallèle à l'axe
central. Comme le montre la Figure 4.27, des objets graphiques peuvent former un alignement
parallèle à l'axe central, et être positionnés sur des sections de la courbe ne correspondant pas
au même moment temporel selon l'échelle cyclique représentée.
Figure 4.27  Alignements sans récurrences cycliques dans un diagramme de type Time Wave
Si le cas de Time Wave demande une attention plus accrue de l'utilisateur pour ne pas eﬀec-
tuer cette erreur d'interprétation, ce diagramme oﬀre une autre approche permettant d'identiﬁer
visuellement des récurrences cycliques dans les données événementielles.
L'utilisateur doit alors chercher pour quelle échelle temporelle cyclique la formation d'un
alignement de motifs graphiques, parallèle à l'axe central du diagramme, est observable. Ces dia-
grammes doivent donc également intégrer la possibilité de modiﬁer l'échelle cyclique représentée,
ce que propose Time Wave.
4.1.3.7 La recherche d'une récurrence cyclique dans ces approches
Ces diﬀérentes approches de visualisation du temps, intégrant à la fois le temps linéaire et le
temps cyclique, ont en commun de rendre observable un motif graphique particulier, lorsque les
données temporelles analysées présentent un comportement cyclique de période égale à la durée
de l'échelle cyclique représentée.
Ce motif prend la forme d'un alignement d'entités graphiques selon un axe, pouvant être
diﬀérent selon l'approche suivie. La recherche d'une récurrence cyclique dans ces diﬀérents dia-
grammes se base ainsi sur le même procédé : l'utilisateur doit chercher pour quelle échelle cyclique
un alignement d'entités graphiques similaires est observable.
Il est donc nécessaire, pour rendre possible une telle recherche, de permettre une modiﬁca-
tion dynamique et continue de la durée des échelles cycliques représentées. Cette modiﬁcation
graduelle doit permettre de repérer la formation d'alignements graphiques lorsque la durée de
l'échelle cyclique se rapproche de la période d'une possible récurrence cyclique.
L'analyse eﬀectuée est visuelle. C'est l'identiﬁcation visuelle de tels alignements graphiques
par l'utilisateur, lors de la modiﬁcation de l'échelle cyclique, qui lui permet de détecter la présence
de récurrences dans les données temporelles. Cependant, il est également possible d'intégrer à
cette méthode d'analyse visuelle des outils mathématiques eﬀectuant une analyse des données
en arrière-plan, dans le but d'aider l'utilisateur dans son analyse exploratoire.
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Ces analyses quantitatives peuvent identiﬁer de possibles récurrences cycliques dans le jeu
de données étudiées, et retourner les résultats trouvés à l'utilisateur de manière graphique, à
l'instar d'Arc Diagram [Wattenberg, 2002] (Figure 4.18). Ces résultats permettent de suggérer
à l'utilisateur, en guise de pistes d'exploration, des échelles temporelles cycliques à représenter
dans les diagrammes temporels mixtes.
4.1.4 Synthèse
L'utilisation de certains diagrammes temporels permet l'identiﬁcation des structures tem-
porelles correspondant aux projections, sur un plan uniquement temporel, des patterns spatio-
temporels que nous recherchons :
 Les diagrammes de type timeline permettent l'identiﬁcation visuelle de concentrations
d'événements dans le temps linéaire.
 Les diagrammes de type timewheel permettent l'identiﬁcation visuelle de concentrations
d'événements selon une échelle temporelle cyclique
 L'utilisation de diagrammes temporels mixtes permet d'identiﬁer des clusters ou des récur-
rences cycliques dans la distribution temporelle des événements.
L'utilisation de tels diagrammes interactifs oﬀre ainsi la possibilité d'une analyse exploratoire
des données temporelles dans le but d'y identiﬁer ces structures.
4.2 La visualisation du lien entre les composantes spatiale et tem-
porelle pour l'identiﬁcation de patterns
Intégrés au sein d'un outil de géovisualisation à multi-fenêtrage, ces outils graphiques peuvent
oﬀrir une analyse exploratoire permettant une identiﬁcation des dynamiques spatio-temporelles
des phénomènes. Il est cependant nécessaire de mettre en place des procédés visuels permettant
à l'utilisateur de faire le lien entre les motifs d'intérêts observables dans la fenêtre temporelle, et
ceux observables dans la fenêtre spatiale.
Des procédés de visualisation permettant d'allier les dimensions temporelle et spatiale au
sein d'une même représentation graphique peuvent alors être utilisée de concert avec le principe
du multi-fenêtrage. Des approches telles que l'utilisation de la symbologie, les small-multiples,
l'utilisation de représentation en trois dimensions, ou l'animation peuvent être utilisés aﬁn de
représenter le temps et l'espace dans une même fenêtre dimensionnelle, spatiale ou temporelle.
L'analyse exploratoire s'eﬀectue alors principalement au travers d'une première fenêtre. Les
autres fenêtres de l'environnement de géovisualisation servent alors de légendes, temporelle ou
spatiale, permettant d'avoir une vue d'ensemble de la composante transposée sur la première
fenêtre, et permettant d'interagir avec les données selon cette dimension.
Parmi nos recherches sur les propositions existantes dans les environnements de géovisualisa-
tion, nous nous sommes intéressés aux environnements à multi-fenêtrage permettant une analyse
visuelle des patterns spatio-temporels au travers du temps linéaire et du temps cyclique. Nous
nous sommes notamment intéressés à deux environnements de géovisualisation en particulier :
 Time Wave [Li, 2010], proposé en 2010, dont est issu le diagramme présenté dans la section
précédente.
 PerSE [Swedberg and Peuquet, 2017], présenté très récemment.
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Dans la section suivante, nous présentons le principe de ces deux environnements de géovisua-
lisation, comment y sont intégrés les diagrammes permettant une analyse visuelle des structures
temporelles dans les données, et quels sont les procédés mis en place pour faire le lien entre ces
diagrammes et la représentation spatiale.
4.2.1 L'analyse des données spatio-temporelles au travers du temps linéaire
et du temps cyclique : les approches TimeWave et PerSE
4.2.1.1 Une structure commune
Les environnements Time Wave [Li, 2010] et PerSE [Swedberg and Peuquet, 2017] partagent
quelques critères communs :
 ces environnements représentent les trois composantes de l'information spatio-temporelle au
travers d'une interface à multi-fenêtrage respectant le modèle préconisé par Kraak [Kraak
and Ormeling, 2011] ;
 ces environnements intègrent des représentations graphiques du temps permettant de re-
présenter le temps linéaire et le temps cyclique ;
Ces diagrammes sont interactifs et permettent de modiﬁer l'étendue temporelle linéaire ou
l'échelle cyclique représentées.
 ces environnements intègrent, en parallèle du multi-fenêtrage, des procédés permettant
d'intégrer les dimensions temporelle et spatiale dans la même représentation graphique ;
Time Wave utilise des règles de symbologie, tandis que PerSE utilise un dispositif small-
multiples.
 les procédés utilisés pour eﬀectuer le lien entre les composantes temporelle et spatiale des
données se basent sur une approche orientée de la fenêtre spatiale vers la fenêtre temporelle :
la représentation des données dans la fenêtre temporelle est déterminée par la composante
spatiale de celles-ci.
4.2.1.2 Time Wave
L'environnement proposé par Time Wave a pour objectif de fournir une analyse de données
temporelles rattachées à une composante spatiale. Ces données peuvent être spatio-temporelles,
ou se présenter sous la forme de données temporelles liées à des objets spatiaux pérennes. L'ana-
lyse oﬀerte par Time Wave est principalement orientée temps, et le diagramme temporel y occupe
un rôle central.
Principe général de l'environnement.
Données représentées. Les données représentées dans Time Wave peuvent se présenter
sous deux formes :
 sous la forme de séries d'événements spatio-temporels, possédant une composante spatiale,
temporelle, et thématique.
 sous la forme de séries temporelles rattachées à des entités spatiales pérennes.
Time Wave permet ainsi de visualiser des séries temporelles rattachées à des stations de me-
sures localisées en diﬀérents lieux de l'espace. La solution présentée par Time Wave a l'avantage
de combiner dans le même environnement de géovisualisation les modélisations endurantes et
occurrentes des phénomènes spatio-temporels.
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Structure de l'environnement. L'environnement de Time Wave est structuré en trois
fenêtres, conformément au modèle préconisé par Kraak [Kraak and Ormeling, 2011] (Figure
4.28) :
 La fenêtre temporelle est occupée par le diagramme temporel mixte présenté dans la section
précédente (Figure 4.26).
 La fenêtre spatiale est occupée par une carte en deux dimensions.
 La fenêtre thématique est consacrée à la visualisation d'une variable attributaire rattachée
aux données représentées.
Figure 4.28  Structure de Time Wave [Li, 2010]
Fenêtre thématique. La fenêtre thématique peut être occupée par des diagrammes tem-
porels, représentant l'évolution temporelle d'une variable rattachée à des objets spatiaux, ou les
valeurs d'attributs rattachées à des événements spatio-temporels.
Fenêtre spatiale. La carte de la fenêtre spatiale ne représente pas un état de l'espace
pour un granule temporel donné, comme dans le cas d'une animation ou d'un dispositif small-
multiples :
 dans le cas d'une modélisation endurante des phénomènes, les entités représentées sur
la carte correspondent aux objets spatiaux pérennes auxquels sont rattachées des séries
temporelles.
 dans le cas d'une modélisation occurrente des phénomènes, les entités représentées sur la
carte correspondent à la composante spatiale des événements apparaissant durant l'étendue
de temps représentée dans la fenêtre temporelle.
Fenêtre temporelle. La fenêtre temporelle est occupée par le diagramme temporel mixte
présenté précédemment (Figure 4.26). Les données y sont représentées par des entités graphiques
ponctuelles placées le long de la courbe. Ces entités représentent :
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 soit des événements temporels créés à partir des séries temporelles représentées. Ces évé-
nements peuvent correspondre, par exemple, au franchissement d'une valeur seuil par une
variable portée par une série temporelle.
 soit la composante temporelle d'événements spatio-temporels.
Les données sont ainsi toujours représentées sous un format événementiel. Les entités sont placées
le long de la courbe du diagramme, en fonction de leur moment d'apparition relatif au temps
linéaire et à l'échelle temporelle cyclique représentée.
L'échelle cyclique représentée est paramétrable au moyen d'une interface de contrôle. La forme
suivie par les circonvolutions du diagramme est circulaire. L'utilisateur peut modiﬁer le rapport
entre les échelles graphiques utilisées sur les axes horizontaux et verticaux du diagramme, de
manière à modiﬁer l'amplitude verticale des vagues du diagramme.
Visualisation du lien entre les composantes temporelle et spatiale des données. Time
Wave propose l'utilisation de règles de symbologie pour visualiser les relations entre les diﬀé-
rentes composantes de la donnée.
Les données sont classées selon un critère spatial (appartenance à une zone, objet spatial
de référence d'une série temporelle) ou thématique (valeur d'un attribut, type d'événement), et
sont représentées en fonction de ce critère sur le diagramme temporel au moyen de règles de
symbologie.
La Figure 4.29 présente deux exemples de représentation des données dans le diagramme
temporel, en fonction de leurs autres composantes dimensionnelles :
 Dans le premier exemple (Repère A de la Figure 4.29), des événements sont classés en
fonction de leur localisation spatiale, ramenée à une ville d'appartenance. La localisation
est traitée comme une variable qualitative et représentée par de la couleur.
 Dans le second exemple (Repère B de la Figure 4.29), des événements sismiques sont classés
en fonction de la magnitude du séisme. Cette variable est traitée comme une variable
quantitative et représentée par la taille de l'entité graphique correspondante.
Figure 4.29  Symbologie des événements dans Time Wave [Li, 2010]
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La visualisation du lien entre les diﬀérentes composantes de la donnée, au moyen de règles de
symbologie, est ainsi toujours orientée de la dimension spatiale (ou thématique) vers la dimension
temporelle. Les données sont représentées pour diﬀérentes modalités de la dimension spatiale
(ou thématique), et les diﬀérentes classes d'événements correspondantes sont représentées dans
le diagramme temporel, au moyen de règles de symbologie (Figure 4.30).
Figure 4.30  Visualisation du lien entre les composantes temporelle et spatiale des données,
une représentation orientée de la carte vers le diagramme temporel [Li, 2010]
Ce choix peut être dû à l'orientation donnée à l'analyse fournie par Time Wave, principale-
ment centrée sur l'analyse de données temporelles, y compris de séries temporelles reliées à des
objets spatiaux pérennes. Ces dernières peuvent ainsi être classées selon leur objet spatial de
référence. Ce classement selon ce critère dimensionnel implique une représentation des données
dans le diagramme temporel.
La visualisation du lien entre les composantes temporelle et spatiale des données s'eﬀectue
ainsi exclusivement au moyen de procédés orientés de la carte vers le diagramme temporel (Figure
4.30). Le diagramme temporel constitue l'élément central de l'environnement Time Wave, et
l'analyse des structures spatio-temporelles des phénomènes s'eﬀectue au travers du diagramme
temporel.
4.2.1.3 PerSE
L'analyse proposée par PerSE vise à identiﬁer les périodicités calendaires dans les séries
d'événements spatio-temporels. Le terme de périodicité cité dans les travaux eﬀectués autour
de PerSE correspond plutôt à ce que nous désignons dans nos travaux par un cluster dans la
distribution temporelle des événements, relatif à une échelle cyclique.
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L'analyse proposée par PerSE cherche ainsi à visualiser, dans la distribution spatio-temporelle
des événements, des structures particulières liées aux échelles temporelles calendaires. La parti-
cularité de PerSE est de s'intéresser à des échelles calendaires pouvant être basées sur d'autres
calendriers que le calendrier géorgien.
Principe général de l'environnement.
Données représentées. À l'inverse de Time Wave, les données représentées dans PerSE
se présentent toutes sous un format événementiel. Chaque événement possède une composante
spatiale, une composante temporelle, et une composante thématique.
Structure de l'environnement. PerSE est également structuré en trois fenêtres, confor-
mément au modèle préconisé par Kraak [Kraak and Ormeling, 2011] (Figure 4.31).
L'environnement est composé :
 d'une fenêtre temporelle, occupée par deux types de diagrammes temporels, l'un linéaire,
l'autre cyclique ;
 d'une fenêtre spatiale, occupée par une carte en deux dimensions ;
 d'une fenêtre thématique, consacrée à la visualisation d'une variable attributaire.
Figure 4.31  Structure de PerSE [Swedberg and Peuquet, 2017]
Fenêtre thématique. La fenêtre thématique est divisée en deux sous-fenêtres :
 La première est occupée par un diagramme représentant l'eﬀectif des événements représen-
tés, en fonction de la valeur prise par une variable rattachée aux événements.
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 La seconde est occupée par un tableau décrivant les informations thématiques rattachées
à un événement que l'utilisateur peut sélectionner.
Fenêtre spatiale. Comme pour Time Wave, la carte ne représente pas l'état de l'espace
pour un granule temporel donné, mais l'ensemble des événements apparaissant durant l'étendue
de temps représentée dans la fenêtre temporelle. Chaque événement est représenté sur la carte
par une entité graphique ponctuelle, positionnée au lieu d'apparition de l'événement.
Fenêtre temporelle. La fenêtre temporelle est occupée par des diagrammes temporels de
type timeline et de type timewheel.
Ces diagrammes ne représentent pas la composante temporelle des événements, mais le
nombre d'apparitions d'événements au cours du temps. Les événements sont agrégés selon un
pas de temps régulier, et la série temporelle créée est représentée par les diagrammes temporels :
 La timeline représente le nombre d'apparitions d'événements selon le temps linéaire au
travers d'un diagramme en bâtons.
 La timewheel représente le nombre d'apparitions d'événements selon une échelle cyclique
au travers d'un diagramme en secteurs, prenant la forme du diagramme proposé par Nigh-
tingale [Nightingale, 1858] (Figure 4.14).
Le diagramme temporel cyclique proposé par PerSE consiste en une combinaison de plu-
sieurs timewheels imbriquées, chacune représentant les événements selon une échelle cyclique et
une granularité diﬀérente. Ces échelles et ces granularités temporelles correspondent à des durées
calendaires, et sont paramétrables par l'utilisateur.
La Figure 4.32 représente un exemple de diagramme temporel cyclique utilisé dans PerSE.
De l'extérieur vers l'intérieur du diagramme, le temps est représenté :
 selon une échelle mensuelle avec une granularité d'une journée ;
 selon une échelle annuelle avec une granularité d'un mois ;
 selon une échelle hebdomadaire avec une granularité d'une journée.
Figure 4.32  Diagramme temporel cyclique de PerSE [Swedberg and Peuquet, 2017]
Visualisation des liens entre les composantes dimensionnelles de la donnée. PerSE
propose l'utilisation d'un dispositif small-multiples pour visualiser les relations entre la compo-
sante spatiale et la composante temporelle des événements.
À l'instar de Time Wave les données sont classées selon un critère spatial, et sont représentées
en fonction de ce dernier dans la fenêtre temporelle. Les événements sont ainsi classés en fonction
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de l'appartenance de leur lieu d'apparition à diﬀérentes zones spatiales.
À la diﬀérence de Time Wave, les événements de chaque zone ne sont pas représentés au
moyen de règles de symbologie, mais par un diagramme temporel cyclique distinct, à la manière
d'un dispositif small-multiples. La fenêtre temporelle est ainsi composée :
 d'un diagramme linéaire ;
 d'un diagramme cyclique représentant la distribution temporelle de l'ensemble des événe-
ments ;
 d'une série de diagrammes cycliques représentant la distribution temporelle des événements
de chaque zone.
PerSE oﬀre également à l'utilisateur la possibilité d'échanger la série de diagrammes cycliques
pour une série de diagrammes linéaire, permettant de représenter la distribution temporelle des
événements de chaque zone au travers du temps linéaire.
Les zones spatiales permettant de classer les événements en fonction de leur lieu d'appari-
tion peuvent correspondre à une division de l'étendue spatiale d'étude selon une grille régulière,
comme c'est le cas dans la Figure 4.31.
PerSE propose également d'eﬀectuer une classiﬁcation basée sur des diagrammes de Voronoï
paramétrables par l'utilisateur. Un diagramme de Voronoï consiste en un découpage d'un espace
en deux dimensions, ici la zone spatiale représentée sur la carte, en cellules créées à partir d'un
ensemble de points appelés germes. Chaque cellule contient un seul germe, et l'espace formé
par une cellule représente l'ensemble des points de l'espace dont le germe correspondant est le
plus proche. L'utilisateur peut choisir le nombre de germes utilisés pour créer le diagramme de
Voronoï, et déﬁnir leur emplacement. Cette classiﬁcation en diagrammes de Voronoï est illustrée
dans la Figure 4.33.
En parallèle d'une représentation des événements selon un critère spatial, PerSE propose de
représenter les événements simultanément selon un critère thématique. Les événements sont alors
représentés, dans la carte et dans les diagrammes temporels, en fonction de la valeur d'un de
leurs attributs thématiques, au moyen de règles de symbologie.
Dans la Figure 4.33, la variable visuelle de la couleur est utilisée pour représenter une variable
thématique qualitative :
 La composante thématique de chaque événement est représentée dans la carte grâce à la
couleur.
 Dans le diagramme temporel linéaire, la proportion des diﬀérentes valeurs de l'attribut,
pour chaque granule temporel, est représentée par la proportion de la couleur correspon-
dante dans chaque colonne du diagramme en bâton.
 Dans le diagramme temporel cyclique, la proportion des diﬀérentes valeurs de l'attribut,
pour chaque granule temporel, est représentée par la proportion de la couleur correspon-
dante dans chaque section du diagramme, à la manière du diagramme en secteur de Florence
Nightingale [Nightingale, 1858] (Figure 4.14).
La visualisation du lien entre les composantes temporelle et spatiale des données s'eﬀectue,
à l'instar de Time Wave, au moyen de procédés orientés de la fenêtre spatiale vers la fenêtre
temporelle. Les événements sont classés selon leur composante spatiale et représentés en fonction
dans le diagramme temporel. L'utilisateur peut modiﬁer les zones permettant de classer les
événements, et ainsi modiﬁer la représentation des événements dans le diagramme temporel.
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Figure 4.33  Classiﬁcation spatiale et représentation des événements selon les diagrammes de
Voronoi [Swedberg and Peuquet, 2017]
4.2.1.4 Conséquence sur la recherche de pattern
Dans ces deux environnements, la visualisation de la relation entre la dimension spatiale et la
dimension temporelle des événements s'eﬀectue par le biais d'une représentation des événements
dans les représentations graphiques du temps, selon diﬀérentes modalités de la dimension spatiale.
Il en résulte que le diagramme temporel devient l'outil central de l'analyse spatio-temporelle
des données. Rechercher un pattern spatio-temporel au sein de ces environnements consiste :
 dans un premier temps, à représenter les événements en fonction de leur composante spatiale
au sein de la fenêtre temporelle.
 dans un second temps,
 dans le cas de Time Wave, à identiﬁer un pattern temporel particulier impliquant des
entités graphiques similaires (de même couleur ou de même valeur) dans le diagramme
temporel ;
 dans le cas de PerSE, à identiﬁer un pattern temporel particulier apparaissant dans
un même diagramme temporel.
Pour le cas de l'identiﬁcation d'un cluster d'événements dans le temps et l'espace :
 Dans Time Wave, l'utilisateur doit identiﬁer, dans le diagramme temporel mixte, un cluster
temporel formé par des entités graphiques de même couleur représentant des événements
d'une même zone spatiale.
 Dans le cas de PerSE, l'utilisateur doit repérer un cluster temporel apparaissant dans un
seul diagramme temporel correspondant à une zone spatiale en particulier.
Le procédé est identique pour l'identiﬁcation d'une récurrence cyclique spatialisée. L'utilisa-
teur doit repérer, au moyen des diagrammes temporels, pour quelle échelle temporelle cyclique
on observe une récurrence cyclique des événements apparaissant dans une même zone spatiale.
Dans le cas de Time Wave, cela revient à rechercher pour quelle échelle cyclique on peut observer
un alignement d'entités graphiques de même couleur sur le diagramme.
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On peut supposer qu'avec une représentation adéquate des événements en fonction de leur
lieu d'apparition, l'identiﬁcation d'une propagation spatiale d'événements au cours du temps
peut être observable à l'aide des diagrammes temporels. L'exemple suivant peut être un cas
d'identiﬁcation d'un tel pattern au moyen des diagrammes temporels :
 Des événements sont classés selon leur position le long d'un axe nord-sud.
 Les événements sont représentés sur un diagramme temporel linéaire, en fonction de leur
position spatiale sur l'axe nord-sud, en utilisant la variable visuelle de la valeur.
 Une propagation des événements le long de cet axe nord-sud au cours du temps est iden-
tiﬁable par l'observation d'un gradient de valeur des entités graphiques le long de l'axe du
diagramme temporel.
D'autres outils de classiﬁcation spatiale des événements peuvent ainsi être développés aﬁn
d'améliorer la visualisation de ce pattern. Par exemple, la possibilité de classer les événements
selon la distance à un point de référence ou selon un axe dimensionnel, pourrait permettre d'iden-
tiﬁer une possible propagation spatiale des événements au cours du temps.
Les propositions apportées par ces deux environnements peuvent ainsi oﬀrir la possibilité
d'une analyse exploratoire des diﬀérents patterns spatio-temporels auxquels nous nous intéres-
sons. Le procédé de représentation des événements dans les diagrammes temporels selon leur
dimension spatiale, et les possibilités de représentation des événements selon le temps linéaire et
selon plusieurs échelles temporelles cycliques, font de Time Wave et PerSE une source d'inspira-
tion pour construire un environnement d'analyse exploratoire des dynamiques spatio-temporelles.
4.2.2 Les limites de Time Wave et de PerSE
Les environnements Time Wave et de PerSE proposent une première approche permettant
une analyse exploratoire des dynamiques spatio-temporelles des phénomènes. Cependant, ces
environnements présentent deux grandes limites pour l'identiﬁcation des patterns auxquels nous
nous intéressons :
 La première est due au fonctionnement des outils de modiﬁcation des échelles temporelles
cycliques représentées.
 La seconde est liée à l'orientation des procédés utilisés pour représenter les relations entre
les composantes spatiale et temporelle des événements, uniquement tournée de la fenêtre
spatiale vers la fenêtre temporelle.
4.2.2.1 Modiﬁcation de l'échelle temporelle cyclique
L'échelle temporelle cyclique, représentée dans le diagramme temporel mixte de Time Wave
et dans les timewheels de PerSE, est paramétrable dans ces deux environnements. Ceci permet
d'analyser l'existence de clusters dans la distribution temporelle des événements, selon plusieurs
échelles cycliques.
La possibilité de modiﬁer la durée de l'échelle cyclique peut également être utilisée pour
analyser l'existence de récurrences cycliques, de période égale à la durée des diﬀérentes échelles
cycliques paramétrables :
 Cette récurrence cyclique est identiﬁable dans Time Wave par la formation d'un alignement
d'entités graphiques parallèle à l'axe central.
 Dans PerSE, l'utilisateur doit identiﬁer l'existence d'un cluster relatif à une échelle cyclique
dans le diagramme timewheel, et vériﬁer, dans la timeline, que ce cluster correspond à une
réapparition régulière des événements selon la période correspondante.
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La modiﬁcation de l'échelle temporelle cyclique dans Time Wave. Les échelles tempo-
relles cycliques paramétrables dans Time Wave sont limitées à des durées usuelles, calendaires,
telles que les jours, mois, années, etc.. (Figure 4.34). Ceci limite d'entrée les échelles cycliques
pour lesquelles il est possible d'analyser l'existence d'un cluster relatif au temps cyclique, et les
périodes pour lesquelles il est possible d'identiﬁer une récurrence cyclique des événements.
Le caractère discontinu de la série d'échelles cycliques paramétrables (on passe sans transition
d'une échelle cyclique d'un mois à une échelle cyclique d'un an) empêche également l'observation
de la formation d'alignements graphiques, caractéristiques d'une récurrence cyclique, lors d'une
modiﬁcation graduelle de l'échelle cyclique du diagramme. Ceci rend plus diﬃcile la recherche
des récurrences cycliques dans les données événementielles pour l'utilisateur : l'observation de
la formation d'un alignement permet au contraire de savoir si il approche d'une échelle pour
laquelle une récurrence est identiﬁable.
Figure 4.34  Échelles temporelles cycliques paramétrables dans Time Wave (capture d'écran)
[Li, 2010]
La limitation du nombre d'échelles cycliques paramétrables trouve son origine dans les ob-
jectifs de Time Wave, ce dernier pouvant être déﬁni comme un environnement d'analyse des
données au travers du temps linéaire et du temps cyclique, plutôt que comme un environnement
d'analyse des récurrences cycliques existant dans les données.
Les travaux s'appuyant sur Time Wave [Li, 2010] ont conduit à des cas d'application sur
diﬀérents phénomènes :
 l'analyse de phénomènes considérés d'emblée comme cycliques : What are the seasonal
movement patterns of the giant panda in the Qinling Mountains ?
 l'analyse de phénomènes n'étant pas considérés comme cycliques, mais pour lesquels l'échelle
cyclique est utilisée comme repère temporel : Did people migrate more in the 1980s than
in the 1990s ?
Un cas d'application de Time Wave porte sur l'analyse de données météorologiques [Li, 2010].
Les données analysées sont des séries temporelles rattachées à des objets spatiaux. Ces derniers
sont des stations météorologiques disposées à diﬀérentes localisations dans l'espace, et les séries
temporelles rattachées correspondent à une mesure de l'évolution de la température pour chaque
station.
Le diagramme temporel est utilisé pour représenter les moments temporels où chaque sta-
tion atteint sa température quotidienne maximale (Figure 4.35). Le phénomène représenté sur
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le diagramme temporel mixte, que l'on peut traduire comme l'atteinte par une station de la
température maximale quotidienne, est cyclique de par sa construction (il existe une température
maximale quotidienne par jour).
L'objectif de l'analyse est de représenter la réapparition d'événements relatifs à un même phé-
nomène (ce qui nécessite la représentation du temps linéaire), mais en visualisant, pour chaque
réapparition du phénomène, le moment d'apparition d'un événement selon échelle de temps
cyclique. L'utilisateur doit analyser le déroulement du phénomène, les irrégularités dans la ré-
apparition quotidienne du phénomène, les relations entre la localisation spatiale d'une station
météorologique et le moment d'apparition, au cours d'une journée, de la température maximale
quotidienne.
Figure 4.35  Représentation de l'atteinte de la température maximale quotidienne dans Time
Wave [Li, 2010]
L'objectif de Time Wave n'est pas de déterminer si un phénomène est cyclique ou non, mais
de permettre une analyse d'un phénomène spatio-temporel, pouvant être déjà connu ou consi-
déré comme cyclique, au travers d'une représentation combinée du temps linéaire et du temps
cyclique. Le but est de visualiser les phénomènes au travers des cycles du temps, et non d'iden-
tiﬁer d'éventuels comportements cycliques existant dans les phénomènes.
Cet objectif entraîne la limitation du nombre d'échelles cycliques paramétrables dans Time
Wave aux échelles cycliques habituellement utilisées pour représenter les cycles du temps. Selon
Hornsby et Egenhofer [Hornsby and Egenhofer, 2002], les échelles temporelles cycliques utilisées
dans les représentations du temps sont le plus souvent basées sur les rythmes de la nature ou
des activités humaines, et correspondent à des périodes usuelles et calendaires comme les jours,
les mois, les heures, etc. Les échelles temporelles cycliques paramétrables dans Time Wave sont
ainsi limitées à ces périodes usuelles.
Le cas de PerSE. L'objectif annoncé de PerSE est la recherche de périodicités (ici, l'existence
de clusters relatifs à des échelles cycliques) correspondant à des périodes calendaires. Cependant,
PerSE oﬀre la possibilité de paramétrer n'importe quelle durée à l'échelle temporelle cyclique
représentée, aﬁn de pouvoir étendre l'analyse à des échelles calendaires n'étant pas basées sur un
calendrier grégorien.
L'environnement permet par exemple de représenter la distribution temporelle des événe-
ments selon un calendrier grégorien, dont une année correspond à 364 ou 365 jours regroupés
en 12 mois de 28 à 31 jours, ou selon un calendrier hégirien (également appelé calendrier mu-
sulman) dont une année correspond à 354 ou 355 jours, regroupés en 12 mois de 29 ou 30 jours
(Figure 4.36).
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Figure 4.36  Calendriers géorgien et hégirien dans PerSE [Swedberg and Peuquet, 2017]
La modiﬁcation de l'échelle temporelle cyclique utilisée ne s'eﬀectue pas au travers d'une pos-
sibilité de choix dans un ensemble plus large d'échelles calendaires, regroupant diﬀérents types
de calendriers, mais représentant toujours un nombre ﬁni d'échelles paramétrables. L'interface de
PerSE propose au contraire de paramétrer directement les caractéristiques du calendrier utilisé
dans la représentation du temps cyclique, permettant une représentation du temps au travers
d'une année de x jours regroupés en y mois.
La possibilité d'appliquer n'importe quelle échelle cyclique à la représentation du temps
semble ainsi répondre au problème posé, pour l'identiﬁcation de clusters relatifs à n'importe
quelle échelle cyclique, par la limitation des échelles cycliques paramétrables dans Time Wave.
Cependant, la démarche de PerSE ne semble pas la plus optimale pour la recherche de récur-
rences cycliques.
L'analyse proposée dans PerSE consiste à repérer des clusters dans la distribution tempo-
relle des événements, selon des échelles temporelles calendaires imbriquées hiérarchiquement entre
elles. L'ensemble forme ainsi un ensemble d'échelles correspondant à un calendrier donné. Cet
ensemble est censé être ﬁxe le temps de l'analyse, un calendrier n'étant pas censé évoluer. L'ob-
jectif est d'analyser les événements au travers des échelles formant ce calendrier, aﬁn d'identiﬁer
de potentielles périodicités calendaires correspondant à une des échelles de l'ensemble.
La possibilité d'aﬀecter n'importe quelle valeur à la durée des échelles temporelles représen-
tées, tire son origine d'une volonté de pouvoir étendre l'analyse oﬀerte par PerSE à n'importe
quelle échelle calendaire, quelle que soit son origine culturelle, plutôt que d'une volonté de pou-
voir modiﬁer de manière dynamique et graduelle l'échelle cyclique représentée aﬁn d'identiﬁer la
formation de structures dans la distribution des événements lors de cette modiﬁcation.
L'analyse des événements s'eﬀectue toujours pour un ensemble ﬁxe d'échelles temporelles
cycliques, et c'est au travers de ces échelles que l'utilisateur cherche à identiﬁer une distribution
temporelle particulière. La modiﬁcation de la durée des échelles cycliques utilisée s'eﬀectue en
amont de l'analyse, et non en cours d'analyse.
La modiﬁcation interactive, dynamique et graduelle de l'échelle temporelle cyclique en cours
d'analyse, n'est pas un critère retenu pour l'analyse des événements au travers de PerSE, rendant
diﬃcile une recherche visuelle de récurrences cycliques dans l'apparition des événements.
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Une récurrence cyclique est visible, lorsque la durée de l'échelle cyclique du diagramme tempo-
rel correspond à la période du cycle. Pour rechercher ce dernier, l'utilisateur doit savoir, lorsqu'il
modiﬁe la durée de l'échelle cyclique, si celle-ci s'approche ou s'éloigne de la période du cycle.
La possibilité de modiﬁer la durée de l'échelle cyclique, de manière interactive, dynamique et
graduelle est alors déterminante pour eﬀectuer une recherche visuelle de récurrences cycliques,
comme le montre l'exemple de l'environnement Spiral Graph [Weber et al., 2001].
Une possible source d'inspiration, Spiral Graph. L'environnement Spiral Graph [Weber
et al., 2001] peut être une source d'inspiration pour palier aux limites de Time Wave et PerSE
concernant la modiﬁcation de l'échelle cyclique représentée dans les diagrammes temporels. Le
diagramme temporel utilisé par Spiral Graph consiste en un diagramme en spirale, représentant
une version linéaire de la timewheel. La courbe du diagramme représente le temps linéaire, et
l'enroulement de cette courbe autour d'un point central représente la répétition d'une échelle
cyclique.
Un des objectifs de Spiral Graph consiste à identiﬁer visuellement des récurrences cycliques
dans des séries temporelles. Pour cela, le diagramme temporel proposé par Spiral Graph oﬀre la
possibilité d'eﬀectuer une modiﬁcation dynamique et graduelle de l'échelle cyclique représentée.
L'utilisateur peut faire évoluer la durée de l'échelle cyclique de manière progressive, par une série
de modiﬁcations y ajoutant ou y soustrayant un pas de temps régulier, jusqu'à faire apparaitre
un alignement graphique dans le diagramme temporel.
La Figure 4.37 présente deux diagrammes temporels en spirale, représentant la même série
temporelle.
Figure 4.37  La recherche de récurrences cycliques dans les données temporelles au moyen de
Spiral Graph [Weber et al., 2001]
Chaque section de la courbe du diagramme représente une donnée dans la série temporelle.
La valeur de la variable portée par la série temporelle est représentée par la saturation de la
couleur bleue de chaque section du diagramme. Chaque diagramme représente les données au
travers d'une échelle temporelle cyclique diﬀérente :
 Dans le premier diagramme (Repère A de la Figure 4.37), la durée de l'échelle cyclique est
de 27 jours. On observe que les sections correspondant à de fortes valeurs commencent à
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former un alignement en spirale.
 Dans le second diagramme (Repère B de la Figure 4.37), la durée de l'échelle cyclique
est de 28 jours. Les sections de la courbe correspondant à de fortes valeurs forment alors
quatre alignements, parallèles à des rayons de la spirale, et séparés entre eux par un même
angle.
L'observation de quatre alignements, séparés régulièrement, pour une échelle cyclique de 28
jours traduit l'existence d'une récurrence cyclique des fortes valeurs de la série temporelle, d'une
période égale à sept jours, soit le quart de l'échelle temporelle cyclique représentée.
Cette possibilité de modiﬁer dynamiquement et graduellement la durée de l'échelle cyclique
peut être appliquée à d'autres diagrammes temporels, comme celui proposé par Time Wave, aﬁn
d'identiﬁer des récurrences cycliques dans les données d'événements. Le but est alors d'identiﬁer
la formation d'un alignement formé par les entités graphiques représentant les événements. Cet
alignement prend d'abord la forme d'une vague (comme il prend d'abord la forme d'une spirale
dans Spiral Graph). Cette vague prend progressivement la forme d'une ligne parallèle à l'axe
central du diagramme, à mesure que la durée de l'échelle cyclique s'approche de la période du
cycle recherché.
L'observation de la formation du motif graphique révélant une récurrence cyclique, au cours
d'une modiﬁcation graduelle de la durée de l'échelle temporelle, permet alors à l'utilisateur d'iden-
tiﬁer si la durée de l'échelle temporelle s'approche ou s'éloigne de la durée du cycle recherché.
Dans le premier diagramme (Repère A de la Figure 4.37), l'alignement des sections représen-
tant de fortes valeurs, sous la forme en spirale, ne parait pas évident. Une solution pour améliorer
l'observation de la formation de ces alignements consiste à réduire le pas de temps utilisé pour la
modiﬁcation graduelle de l'échelle cyclique. En eﬀectuant une modiﬁcation de l'échelle cyclique
avec un pas de temps plus ﬁn, comme une heure, la formation de l'alignement graphique apparait
de manière plus évidente.
4.2.2.2 Les limites de la représentation dans les diagrammes temporels en fonction
de l'espace
Comme énoncé précédemment, le principe de l'analyse de structures spatio-temporelles dans
les données d'événements, au sein des environnements Time Wave et PerSE, consiste à classer les
événements selon un critère spatial, à les représenter en fonction au sein de la fenêtre temporelle,
et à analyser la distribution temporelle de chaque groupe d'événements au travers du ou des
diagramme(s) temporel(s) (Figure 4.38).
Ce procédé oﬀre une première approche pour l'analyse des événements spatio-temporels, et
permet notamment d'analyser la distribution spatio-temporelle des événements au travers de
régions spéciﬁques déterminées par l'utilisateur. Celui-ci peut choisir de s'intéresser plus par-
ticulièrement à la distribution temporelle d'événements apparaissant dans une zone spéciﬁque
comme une vallée de montagne, le voisinage d'un axe routier, une zone urbaine, une forêt, etc.
Ces zones de classiﬁcation spatiale peuvent être créées à partir de l'analyse d'autres données
géographiques, aﬁn de croiser des thématiques de recherche : les événements peuvent être classés
selon des zones représentant diﬀérents niveaux de densité de population, permettant de croiser
cette thématique avec l'analyse spatio-temporelle des événements.
Enﬁn, une classiﬁcation des événements peut être eﬀectuée en fonction de la distance de
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l'événement à un objet spatial de référence, aﬁn d'étudier une propagation spatiale des événe-
ments dans le temps depuis un point particulier dans l'espace, ou le long d'un axe directionnel
particulier.
Figure 4.38  Analyse des dynamiques spatio-temporelles par classiﬁcation spatiale des événe-
ments dans un diagramme de type Time Wave
Ce procédé se base cependant sur l'hypothèse selon laquelle l'utilisateur, qui détermine les
critères de classiﬁcation spatiale des événements, suspecte à l'avance une certaine distribution
spatio-temporelle des événements. Pour identiﬁer des patterns spatio-temporels, les événements
classés dans chacune des zones spatiales créées doivent présenter une distribution temporelle
particulière.
On peut émettre l'hypothèse que la distribution temporelle d'événements proches spatiale-
ment les uns des autres est plus susceptible de présenter une structure particulière. Dans le cas
de PerSE, la classiﬁcation spatiale des événements eﬀectuée grâce à des polygones de Voronoï
permet de regrouper les événements spatialement proches en positionnant les germes sur les
concentrations spatiales d'événements visibles sur la carte.
Cependant, des événements localisés dans une zone plus restreinte à l'intérieur d'un polygone
de Voronoï, présentant une distribution temporelle diﬀérente de celle d'autres événements conte-
nus dans le polygone, sont diﬃcilement décelables au travers de cette approche. De même, des
événements présentant une structure particulière dans leur distribution temporelle peuvent pos-
séder une distribution spatiale qui ne serait pas englobée dans un polygone de Voronoï, comme
dans le cas d'événements apparaissant le long d'un ﬂeuve.
L'analyse spatio-temporelle des événements sur les diagrammes temporels, par le biais de la
classiﬁcation spatiale, reste ainsi très dépendante des critères de classiﬁcation utilisés. La déﬁni-
tion de ces critères par l'utilisateur nécessite que ce dernier suspecte une zone spatiale à analyser,
ou une organisation particulière du territoire au travers de laquelle eﬀectuer l'analyse. Ce besoin
d'une hypothèse énoncée, a priori, sur la distribution spatio-temporelle des données limite les
possibilités d'une analyse exploratoire pour déceler les dynamiques spatio-temporelles.
Une solution, pour répondre aux limites posées par la représentation temporelle des événe-
ments en fonction de l'espace, peut être d'inverser la représentation des événements, et d'orienter
celle-ci de la fenêtre temporelle vers la fenêtre spatiale. Le principe est alors de représenter les
événements dans la fenêtre spatiale en fonction de leur moment d'apparition.
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4.2.3 L'intégration du temps dans les représentations cartographiques des
environnements à multi-fenêtrage
L'identiﬁcation d'un pattern spatio-temporel dans les approches Time Wave et PerSE consiste
à identiﬁer une structure temporelle, un cluster ou une récurrence cyclique, formée par des évé-
nements correspondant à une même modalité de la dimension spatiale.
À l'inverse, l'identiﬁcation d'un pattern au travers d'une représentation des événements,
orientée de la fenêtre temporelle vers la fenêtre spatiale, consiste à identiﬁer une structure spa-
tiale, un cluster, formé par des événements correspondant à une même modalité de la dimension
temporelle. Cette modalité consiste en l'appartenance d'un événement à un intervalle temporel,
relatif au temps linéaire ou à une échelle temporelle cyclique.
Les procédés utilisés doivent alors permettre de représenter les événements selon leur moment
d'apparition, observé au travers d'une échelle temporelle linéaire ou cyclique.
Diﬀérentes approches, permettant d'intégrer le temps dans les représentations cartogra-
phiques, peuvent être associées à des environnements à multi-fenêtrage pour permettre cette
représentation. Ces approches peuvent faire appel à l'utilisation de cubes spatio-temporels, de
dispositifs small-multiples, ou de règles de symbologie.
4.2.3.1 L'intégration du temps par la Time Geography
Les environnements Wakame [Forlines and Wittenburg, 2010] (Repère A de la 4.39) et Data
Vases [Thakur and Rhyne, 2009] (Repère B de la 4.39) oﬀrent un exemple d'intégration des
principes de la Time Geography au sein d'un environnement à multi-fenêtrage.
Figure 4.39  Captures d'écran de Wakame [Forlines and Wittenburg, 2010] et de Data Vases
[Thakur and Rhyne, 2009]
Ces environnements représentent l'évolution de séries temporelles rattachées à des entités
spatiales pérennes :
 Ces entités correspondent à un découpage du territoire. Dans le cas de Wakame, ces entités
représentent des bureaux, dans le cas de Data Vase, des divisions administratives.
 La fenêtre temporelle est occupée par un ou plusieurs diagrammes temporels.
 La fenêtre spatiale est occupée par une représentation en trois dimensions, composée d'une
carte en deux dimensions, et d'un diagramme temporel linéaire. L'axe vertical de la fenêtre
spatiale forme l'axe temporel de ce diagramme temporel. La valeur de la variable portée
par la série temporelle correspondante est représentée par un axe orthogonal à l'axe linéaire
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du diagramme, ainsi que par une couleur.
Ces environnements utilisent une modélisation endurante des phénomènes spatio-temporels,
et représentent l'évolution temporelle d'entités spatiales pérennes immobiles (les entités spatiales
représentées étant les éléments d'un découpage d'un territoire). Ainsi, si Wakame et Data Vases
sont des exemples d'intégration du temps dans les représentations spatiales d'environnements
à multi-fenêtrage, la représentation du temps est déﬁnie par l'espace, à l'image des approches
proposées dans Time Wave et PerSE. Ces environnements ont en commun une représentation
du temps en lien avec une division du territoire :
 Time Wave et PerSE représentent la distribution temporelle d'événements classés selon
leur lieu d'apparition.
 Wakame et Data Vases représentent l'évolution temporelle d'entités spatiales réparties sur
le territoire.
Ainsi, Wakame et Data Vases ne sont pas des exemples d'utilisation du cube spatio-temporel
permettant une représentation orientée du temps vers l'espace.
En revanche, l'utilisation d'une modélisation occurrente dans des environnements similaires,
permet d'eﬀectuer le lien entre les composantes temporelle et spatiale d'une série d'événements
au sein d'un cube spatio-temporel (Figures 3.8 et 4.40). Dans ces environnements, les événements
peuvent être représentés au sein d'un cube spatio-temporel en fonction :
 de leur lieu d'apparition sur un plan horizontal du cube ;
 de leur moment d'apparition sur l'axe vertical du cube.
Figure 4.40  Utilisation d'un cube spatio-temporel pour la représentation d'entités spatio-
temporelles occurrentes [Gatalsky et al., 2004, Tominski et al., 2005, Turdukulov et al., 2007]
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L'intégration de représentations en trois dimensions, dans la fenêtre spatiale d'un environne-
ment à multi-fenêtrage, permet ainsi d'eﬀectuer le lien entre le moment et le lieu d'apparition
des événements, sans que ces derniers soient classés à l'avance selon un critère spatial.
Cependant, du fait du caractère linéaire de l'axe dédié à la représentation du temps dans un
cube spatio-temporel, cette approche ne peut être la plus optimale pour la recherche de patterns
relatifs à des échelles temporelles cycliques. Pour identiﬁer une répétition cyclique d'événements,
un utilisateur devra observer l'existence d'une même distance graphique, séparant les événements
cycliques le long de l'axe vertical du cube spatio-temporel. Le problème rencontré ici est alors
similaire à celui posé par l'identiﬁcation de récurrences cyclique au moyen d'un diagramme de
type timeline (Section 4.1.2.4).
4.2.3.2 L'intégration du temps par les dispositifs small-multiples
L'environnement VIS-STAMP [Guo et al., 2006] (Figure 4.41) oﬀre un exemple d'intégration
d'un dispositif small-multiples dans un environnement à multi-fenêtrage, orienté de la fenêtre
temporelle vers la fenêtre spatiale, à l'inverse de PerSE.
VIS-STAMP représente l'évolution de séries temporelles rattachées à des entités spatiales
pérennes :
 Ces entités représentent les diﬀérents États des États-Unis d'Amérique.
 La granularité temporelle utilisée est l'année.
 La fenêtre temporelle est occupée par plusieurs diagrammes temporels linéaires, représen-
tant l'évolution d'une variable portée par une série temporelle pour chaque État.
 La fenêtre spatiale est occupée par une collection de cartes, chaque carte représentant la
valeur portée par la série temporelle pour une année particulière.
Figure 4.41  Capture d'écran de VIS-STAMP [Guo et al., 2006]
La fenêtre spatiale de VIS-STAMP intègre le temps de manière linéaire, chaque carte re-
présentant l'état de l'espace pour une succession de granules temporels dans le temps linéaire.
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Une adaptation de ce dispositif peut être appliquée à la représentation de séries d'événements.
Chaque carte représente alors la distribution spatiale d'événements apparaissant dans diﬀérents
intervalles temporels successifs.
Un dispositif small-multiples peut également être adapté à la représentation d'une série d'évé-
nements au travers du temps cyclique. Une collection de cartes peut représenter la distribution
spatiale d'événements apparaissant dans diﬀérents intervalles temporels, relatifs à une échelle
temporelle cyclique. Pour une échelle cyclique d'une année, une collection de quatre cartes peut
présenter la distribution spatiale des événements apparaissant durant les quatre saisons de l'an-
née. La carte correspondant à l'hiver représente la distribution spatiale des événements appa-
raissant l'hiver, pour l'ensemble des années de l'étendue temporelle d'étude.
On peut également avancer que la collection de cartes de VIS-STAMP peut permettre une
lecture du changement dans l'espace selon un point de vue linéaire, et également au travers d'une
échelle temporelle cyclique :
 Horizontalement, les cartes se succédant représentent l'état de l'espace pour diﬀérentes
années successives.
 Verticalement, les cartes se succédant représentent l'état de l'espace pour diﬀérentes années
se succédant tous les cinq ans.
Une récurrence cyclique, selon une période de cinq ans, pourrait ainsi se traduire par l'appari-
tion d'un même motif graphique sur les cartes d'une même colonne. L'utilisation d'un dispositif
small-multiples peut ainsi permettre une intégration du temps cyclique et du temps linéaire dans
la fenêtre spatiale des environnements à multi-fenêtrage.
Si les données représentées par VIS-STAMP correspondent à une modélisation endurante
du changement, les small-multiples peuvent également être intégrés au sein d'environnements
à multi-fenêtrage pour la représentation d'événements occurrents. La fenêtre spatiale de ces
environnements peut alors représenter les événements selon leur moment d'apparition, à travers
diﬀérentes représentations cartographiques, à l'image d'une collection de cartes de ﬂux (Figure
4.42).
Figure 4.42  Utilisation de dispositif small-multiples pour la représentation d'entités occur-
rentes [Tufte, 1983]
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L'étendue temporelle étudiée est divisée en plusieurs intervalles temporels de durée égale. Les
événements sont classés selon l'appartenance de leur moment d'apparition à un de ces intervalles
temporels, et sont représentés dans la carte correspondant à cet intervalle, au sein d'une collec-
tion de cartes.
L'utilisation des dispositifs small-multiples, au sein des environnements de visualisation à
multi-fenêtrage, permet alors de visualiser le lien entre les dimensions spatiale et temporelle des
événements, sans devoir eﬀectuer au préalable une classiﬁcation de ces derniers selon un critère
spatial.
Cependant, la diﬃculté de lecture dans le cas d'un trop grand nombre de cartes [Kaddouri
et al., 2014] peut rendre diﬃcile une analyse exploratoire des phénomènes spatio-temporels,
surtout si l'utilisateur souhaite représenter les événements selon des intervalles temporels relati-
vement ﬁns. Par exemple, une représentation des événements au travers d'une échelle annuelle,
en classant les événements selon leur mois d'apparition, nécessite une douzaine de cartes, ce qui
peut rendre diﬃcile l'analyse au travers d'une collection de cartes.
4.2.3.3 L'intégration du temps par la symbologie
La carte animée de l'environnement Growth Ring Maps [Bak et al., 2009, Andrienko et al.,
2011] (Figure 4.43) propose une utilisation des règles de symbologie permettant d'intégrer le
temps linéaire et le temps cyclique au sein d'une représentation cartographique. Associée à une
représentation originale des événements spatio-temporels dans la carte, cet environnement permet
l'identiﬁcation de clusters dans la distribution spatio-temporelle des événements, selon le temps
linéaire ou selon le temps cyclique, directement dans la représentation cartographique.
Figure 4.43  Représentation d'événements au travers du temps linéaire et du temps cyclique
dans Growth Ring Map [Bak et al., 2009, Andrienko et al., 2011]
Le principe de Growth Ring Maps est de représenter chaque événement, sur la carte, spatio-
temporel par un pixel positionné en fonction du lieu d'apparition de l'événement. Les événe-
ments apparaissent au cours de l'animation en fonction de leur moment d'apparition. Les pixels
représentant des événements restent visibles à l'écran une fois apparu. Lorsque des événements
apparaissent au même endroit dans l'espace au cours du temps, les pixels correspondants ne se
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superposent pas, mais s'agrègent, formant un amas circulaire de pixels dont la taille est fonction
du nombre d'événements apparus au même endroit.
Chaque événement est représenté sur la carte :
 en fonction de son moment d'apparition relatif à une échelle cyclique d'une année, considéré
comme une variable nominale pouvant prendre quatre valeurs ;
Ces valeurs correspondent aux quatre saisons de l'année. Ce moment d'apparition cyclique
détermine la couleur du pixel correspondant.
 en fonction de son moment d'apparition, relatif à une échelle temporelle linéaire, considéré
comme une variable ordonnée pouvant prendre cinq valeurs.
Ces valeurs correspondent aux cinq années de l'étendue temporelle étudiée. Ce moment
d'apparition linéaire détermine la saturation de la couleur du pixel correspondant (la sa-
turation de la couleur traduisant ici la variable visuelle de la valeur).
Lorsque de nouveaux pixels apparaissent dans un agrégat, les pixels de même couleur, cor-
respondant aux événements apparaissant durant les mêmes saisons, se rassemblent, formant des
cercles concentriques de couleurs diﬀérentes. Un agrégat de pixel peut ainsi comporter, au maxi-
mum, quatre anneaux de couleur diﬀérente, représentant les événements apparaissant durant les
quatre saisons de l'année.
À l'intérieur de chaque anneau, les pixels représentant des événements apparaissant la même
année se regroupent, formant à l'intérieur d'un anneau de couleur diﬀérents anneaux concen-
triques possédant la même valeur de saturation. Les pixels les plus clairs représentant les événe-
ments les plus anciens sont placés vers l'intérieur, et les pixels les plus sombres, représentant les
événements les plus récents, sont placés vers l'intérieur.
Lors de l'animation, on observe la formation d'anneaux concentriques de diﬀérentes couleurs,
devenant de plus en plus gros, d'où le nom Growth Ring Maps (Cartes d'anneaux croissants.
On observe alors dans la Figure 4.43 certains agrégats de pixels ne présentant qu'une seule
couleur, ou bien présentant une couleur majoritaire.
 Le repère A présente un agrégat de pixels majoritairement bleus, avec diﬀérentes valeurs de
saturation. Cet agrégat correspond à une concentration spatiale d'événements survenant
majoritairement en hiver, pour diﬀérentes années. Cet agrégat indique ainsi la présence
d'un cluster relatif à une échelle d'un an. Les événements apparaissant chaque hiver, on
peut également conclure de cet agrégat l'existence d'une récurrence cyclique spatialisée.
 Le repère B présente un agrégat formé de pixels de trois couleurs, mais présentant la même
valeur de saturation. Cet agrégat correspond à une concentration spatiale d'événements
survenant durant le printemps, l'été, et l'automne de l'année 2008. Cet agrégat indique
ainsi la présence d'un cluster relatif au temps linéaire, étendu sur une durée de trois saisons.
 Le repère C présente un agrégat de pixels majoritairement roses, avec diﬀérentes valeurs
de saturation. Cet agrégat correspond à une concentration spatiale d'événements survenant
majoritairement en été, pour diﬀérentes années. Cet agrégat indique ainsi la présence d'un
cluster relatif à une échelle d'un an.
 Le repère D présente un agrégat de pixels oranges, possédant majoritairement la même
valeur de saturation. Cet agrégat correspond à une concentration spatiale d'événements
survenant majoritairement durant l'automne de l'année 2007. Cet agrégat indique ainsi la
présence d'un cluster relatif au temps linéaire, étendu sur une durée d'une saison.
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Cette représentation cartographique permet ainsi de repérer des structures dans la distri-
bution spatio-temporelle des événements. La composante temporelle des événements peut être
représentée à la fois selon le temps linéaire, et à la fois selon une échelle temporelle cyclique,
contrairement au cas des cubes spatio-temporels. La représentation des événements dans une
même représentation cartographique permet également une meilleure lisibilité que les dispositifs
small-multiples, pour la comparaison des événements apparaissant durant les diﬀérents intervalles
temporels, linéaires ou cycliques.
L'approche illustrée par cette carte peut alors fournir un outil d'analyse exploratoire des
dynamiques spatio-temporelles, eﬀectuée directement sur la représentation cartographique, et
ne nécessitant pas l'énonciation d'hypothèses a priori sur la distribution spatio-temporelle des
événements.
4.2.3.4 La combinaison de règles de symbologie et d'outils d'agrégation dansGrowth
Ring Map
La carte proposée par Growth Ring Map est animée, mais une représentation similaire peut
être développée sans avoir recours à l'animation, et correspond plus à notre objectif. Notre analyse
portant sur la distribution des événements dans l'espace et dans le temps, notre analyse doit
s'eﬀectuer simultanément sur l'ensemble des événements apparaissant durant l'étendue spatio-
temporelle d'étude. L'utilisation d'une animation, masquant les événements apparaissant après
le moment temporel donné, ne nous est pas utile.
L'approche de Growth Ring Map est basée sur trois procédés :
 l'utilisation de règles de symbologie permettant de représenter les événements sur la carte,
en fonction de leur moment d'apparition, relatif au temps linéaire ou relatif à une échelle
cyclique ;
 la représentation des événements en agrégats, permettant de repérer sur la carte les zones
présentant de fortes concentrations d'événements ;
 La représentation graphique de ces agrégats en cercles concentriques, regroupant les évé-
nements selon la classe à laquelle ils appartiennent, ici l'intervalle temporel durant lequel
ils apparaissent. En regroupant les événements "semblables" à l'intérieur d'un agrégat,
cette représentation permet d'identiﬁer la proportion des diﬀérentes classes d'événements
au sein d'un agrégat. Ici, l'analyste peut identiﬁer, au sein d'un agrégat, la proportion
d'événements apparaissant durant l'hiver, l'été, etc.
L'identiﬁcation de structures spatio-temporelles dans la carte au moyen de Growth Ring Map
est permise par ces trois procédés. L'utilisation d'agrégats permet de repérer des concentra-
tions spatiales. L'utilisation de règles de symbologie combinée à la représentation graphique des
agrégats permet d'identiﬁer, à l'intérieur d'un agrégat, une concentration d'événements dans le
temps. Un environnement voulant oﬀrir la même analyse exploratoire que permet Growth Ring
Map doit également permettre d'observer les proportions des diﬀérents intervalles d'apparition
dans un groupe d'événements spatialement proches.
4.2.3.5 L'utilisation de diagrammes pour représenter la proportion d'éléments agré-
gés
Si la représentation des événements en pixels, s'agrégeant en cercles concentriques selon leur
classe d'appartenance, est la solution utilisée par Growth Ring Map, d'autres solutions existent,
permettant de représenter simultanément, dans une carte, la proportion de diﬀérentes classes de
valeurs rattachées à des entités spatiales.
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Une solution pouvant être mise en oeuvre est illustrée par la Figure 4.44 [Andrienko and
Andrienko, 2006]. Une série d'événements y est représentée dans un cube spatio-temporel sous
la forme d'entités ponctuelles :
 Chaque événement possède un attribut quantitatif A.
 Chaque événement possède trois attributs qualitatifs B, dont la valeur est exprimée en
pourcentage. La somme des valeurs des attributs B atteint 100%.
Figure 4.44  Utilisation de Pie Charts pour représenter des événements dans un cube spatio-
temporel [Andrienko and Andrienko, 2006]
Les événements sont alors représentés plus ou moins gros en fonction de l'attribut A. Les en-
tités graphiques représentant les événements prennent alors la forme de diagrammes circulaires,
ou Pie Chart. Les diﬀérentes sections des Pie Chart représentent les valeurs de chaque attribut B.
On peut imaginer une application de ces représentations en Pie Chart, à la représentation
d'agrégats d'événements, classés selon leur moment d'apparition, dans le cadre d'une approche
similaire à Growth Ring Map :
 La taille d'une entité Pie Chart représenterait le nombre d'événements agrégés.
 Les sections d'une entité Pie Chart représenteraient les proportions des diﬀérentes classes
d'événements, selon l'intervalle temporel durant lequel ils apparaissent.
L'intégration de diagrammes dans les représentations cartographiques reste controversée en
géographie. Selon Bertin [Bertin, 1973], les représentations graphiques utilisant des séries de dia-
grammes, que ceux-ci soient disposés au sein d'une collection de diagrammes ou au sein d'un
cartogramme, sont ineﬃcaces pour répondre à la majorité des questions que l'information repré-
sentée est susceptible de susciter.
Cette ineﬃcacité tient au grand nombre d'images que l'oeil est obligé de sélectionner, de
mémoriser, et de comparer, pour parvenir à analyser l'information. L'analyste ne peut pas ef-
fectuer une lecture d'ensemble d'une série de diagrammes. Il doit eﬀectuer une succession de
lecture élémentaire sur chaque diagramme, avant de comparer les informations perçues. Sans
image d'ensemble réellement perceptible, l'utilisateur ne peut pas eﬀectuer de comparaison eﬃ-
cace des informations portées par chaque diagramme.
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Selon Bertin [Bertin, 1973], les collections de diagrammes peuvent être satisfaisantes pour
tout lecteur se contentant de questions élémentaires, telles que la recherche d'une valeur repré-
sentée dans un des diagrammes, ou de questions ne portant que sur l'information portée par
un seul de ces diagrammes. Celles-ci sont cependant ineﬃcaces pour répondre à des questions
nécessitant des niveaux de lecture moyens ou d'ensemble.
On peut cependant objecter à Bertin que l'analyse exploratoire n'a pas pour objectif de
répondre à une question spéciﬁque, en une seule fois, au moyen d'une lecture d'ensemble de
la carte. Selon le procédé décrit dans l'Information Seeking Mantra [Shneiderman, 2003, An-
drienko and Andrienko, 2006], l'analyse exploratoire passe d'abord par une observation globale
de l'ensemble d'un jeu de données, avant d'approfondir l'analyse sur un sous-ensemble du jeu de
données. Ce dernier est identiﬁé lors de la première phase de l'analyse, selon des critères pouvant
se révéler suﬃsamment élémentaires pour rendre pertinente l'utilisation de séries de diagrammes.
La Figure 4.45 est une représentation d'une série d'articles de l'encyclopédie en ligne Wiki-
pédia [Bruggmann et al., 2013].
Figure 4.45  Représentation d'articlesWikipédia à travers une série de Pie Charts [Bruggmann
et al., 2013]
Les articles y sont représentés au travers d'une série de Pie Charts :
 Chaque Pie Chart représente un regroupement d'articles comportant des attributs séman-
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tiques similaires.
 La taille de chaque Pie Chart représente le nombre d'articles regroupés.
 Dans chaque Pie Chart, une couleur représente le thème du contenu de l'article.
Une analyse exploratoire au travers de cette représentation s'eﬀectue ainsi selon le procédé
décrit dans l'Information Seeking Mantra [Shneiderman, 2003, Andrienko and Andrienko, 2006] :
 Dans un premier temps, l'analyste eﬀectue une observation globale de l'ensemble des Pie
Charts, aﬁn d'identiﬁer les éléments sur lesquels approfondir l'analyse (Repère 1 de la
Figure 4.45).
Le critère utilisé, pour déterminer ces éléments, peut être déﬁni par une question : Où sont
présents les articles traitant de lieux d'intérêt ? Pour répondre à cette question élémentaire,
l'analyste doit identiﬁer les Pie Charts comportant un secteur de couleur mauve.
 Les éléments identiﬁés sont un sous-ensemble de Pie Charts possédant un secteur de couleur
mauve (Repère 2 de la Figure 4.45).
L'analyse peut être approfondie, à travers une question supplémentaire, focalisée sur ce
sous-ensemble : Quel regroupement présente le plus d'articles ?
 L'objet d'analyse est alors réduit à un seul regroupement, représenté par un seul Pie Charts.
L'analyse peut alors devenir, de manière itérative, de plus en plus précise, à travers des
questions de plus en plus détaillées, mais focalisées sur un objet d'analyse de plus en plus
restreint.
Si l'intégration de diagrammes dans la carte reste décriée en géographie, son utilisation nous
semble pertinente dans le cadre d'une analyse exploratoire. Les critiques énoncées à l'égard de
ces représentations nous semblent être contrebalancées par le caractère itératif de l'analyse ex-
ploratoire, faisant intervenir une succession d'observations élémentaires, eﬀectuées à diﬀérents
niveaux de lecture.
L'utilisation de diagrammes nous semble ainsi être une solution pour représenter la proportion
d'éléments agrégés.
4.2.4 Conclusion
Une représentation cartographique permettant :
 d'intégrer le temps, selon une échelle linéaire ou selon une échelle cyclique, au moyen de
règles de symbologie ;
 de représenter les événements spatialement proches, en maintenant observable la proportion
des diﬀérents intervalles d'apparition de ces événements ;
permet une approche d'analyse exploratoire de patterns dans la distribution spatio-temporelle
des événements, sans que l'analyste ait à énoncer a priori une hypothèse sur la distribution des
événements.
L'intégration de cette représentation dans un environnement de géovisualisation à multi-
fenêtrage permet alors :
 d'intégrer à cette représentation des outils d'interaction permettant de modiﬁer l'échelle
cyclique représentée. D'autres outils d'interaction peuvent également permettre de modiﬁer
le nombre, et l'étendue temporelle, des intervalles utilisés pour représenter le temps dans
la carte, aﬁn d'aﬃner l'analyse exploratoire.
 d'associer cette représentation à des diagrammes représentant le temps linéaire et le temps
cyclique, apportant le support d'une légende temporelle à la représentation cartographique.
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Ces diagrammes peuvent être de type timeline, timewheels ou mixtes, et peuvent également
oﬀrir la possibilité d'une analyse exploratoire des patterns au sein de la fenêtre temporelle.
Pour cela, ces diagrammes doivent être interactifs et notamment permettre une modiﬁcation
dynamique et graduelle des échelles cycliques représentées.
 de combiner à cette approche la possibilité de représenter les événements selon des zones
spatiales spéciﬁques, à l'instar de Time Wave. La combinaison des deux approches peut,
entre autres, permettre d'approfondir l'analyse sur des zones spatiales particulières, repé-
rées en premier lieu lors d'une analyse eﬀectuée à l'aide de cartes de type Growth Ring
Map.
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Conclusion
L'état de l'art présenté dans le chapitre 3 a permis de produire une synthèse des principales
approches permettant d'intégrer les dimensions temporelle et spatiale au sein d'un même envi-
ronnement de géovisualisation.
Certaines approches se basent sur l'intégration du temps dans les représentations cartogra-
phiques :
 Le temps peut être intégré dans des cartes en deux dimensions, au moyen de règles de
symbologie [Bertin, 1973, Kaddouri et al., 2014].
 Le temps peut être intégré dans des représentations en trois dimensions au moyen de cubes
spatio-temporels, utilisant une troisième dimension pour représenter le temps [Hägerstrand,
1970, Andrienko et al., 2003b, Gatalsky et al., 2004, Kaddouri et al., 2014].
L'approche small-multiples [Bertin, 1973, Kaddouri et al., 2014] est basée sur la multiplication
de représentations graphiques de même nature, représentant l'état d'une dimension pour plusieurs
modalités, ﬁxées, d'une dimension particulière. Cette approche peut prendre la forme :
 d'une collection de cartes, représentant l'état de l'espace pour diﬀérents moments ou inter-
valles temporels ;
 d'une collection de diagrammes temporels, représentant l'historique de diﬀérentes localisa-
tions ou zones de l'espace.
L'utilisation de cartes animées constitue une autre approche [Antoni et al., 2004, Kaddouri
et al., 2014], et permet d'intégrer le temps dans les représentations cartographiques, en représen-
tant le temps réel par le temps de l'animation.
Enﬁn, une approche consiste à combiner diﬀérents supports de représentation de la donnée au
sein d'une interface interactive, aﬁn de représenter les diﬀérentes composantes de l'information
spatio-temporelle au sein de fenêtres dédiées, et synchronisées entre elles [Kaddouri et al., 2014].
Davoine et Kraak [Davoine et al., 2001, Davoine et al., 2004, Kraak and Ormeling, 2011] pro-
posent ainsi une formalisation d'environnements de géovisualisation à multi-fenêtrage, composés
de trois fenêtres interactives et synchronisées :
 une fenêtre spatiale, occupée par une ou plusieurs représentations cartographiques ;
 une fenêtre temporelle, occupée par une ou plusieurs représentations de la dimension tem-
porelle ;
 une fenêtre thématique.
Ces environnements à multi-fenêtrage permettent alors de représenter les diﬀérentes com-
posantes de l'information spatio-temporelle, telles qu'elles sont décrites dans le Triad Model
[Peuquet, 1994] et le Pyramid Model [Mennis et al., 2000].
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Les environnements de géovisualisation à multi-fenêtrage semblent être la solution la plus
adaptée pour permettre une analyse exploratoire des séries d'événements spatio-temporels, l'as-
sociation de représentations cartographiques avec des diagrammes temporels permettant d'analy-
ser la distribution des événements dans le temps et dans l'espace. L'avantage des environnements
à multi-fenêtrage est conﬁrmé par les travaux eﬀectués par MacEachren [MacEachren, 1994] et
Davoine [Davoine, 2014] sur les diﬀérents usages des environnements de géovisualisation. Les
conclusions de ces travaux justiﬁent le choix d'environnements proposant de nombreux supports
de représentation de la donnée, combinée à de hauts niveaux d'interaction, pour eﬀectuer une
exploration de données inconnues.
Il a alors fallu déﬁnir quels procédés graphiques et quels outils d'interaction peuvent être
intégrés dans ces environnements à multi-fenêtrage, aﬁn de permettre à l'utilisateur d'explorer
la distribution spatio-temporelle des événements et y identiﬁer des structures.
Hormis la propagation d'événements dans l'espace au cours du temps, chacun des patterns
recherchés se manifeste, sur un plan unidimensionnel, par une structure observable dans la dis-
tribution temporelle et dans la distribution spatiale des événements :
 Un cluster spatio-temporel se traduit par une concentration d'événements dans l'espace
(cluster spatial), et dans le temps (cluster temporel).
 Une récurrence cyclique spatialisée se traduit par une concentration spatiale d'événements
(cluster spatial), réapparaissant de manière cyclique dans le temps (récurrence cyclique).
Une concentration d'événements pouvant être identiﬁée au moyen d'une représentation carto-
graphique, nous nous sommes intéressés, dans une première partie du chapitre 4, aux diﬀérentes
méthodes permettant d'identiﬁer visuellement des structures dans la distribution temporelle des
événements, que celles-ci soient relatives au temps cyclique ou relatives au temps linéaire. Des
concentrations d'événements, selon le temps linéaire et le temps cyclique, peuvent être identi-
ﬁées au moyen de diagrammes de type timeline et timewheel, très représentés dans les outils de
géovisualisation [Edsall et al., 1997, Edsall and Peuquet, 1997].
L'utilisation de procédés d'agrégation des événements, comme dans le diagramme en sec-
teurs de Florence Nightingale [Nightingale, 1858], permet également de faciliter l'identiﬁcation
de concentrations temporelles d'événements lorsque l'analyse est eﬀectuée sur un grand nombre
de données.
L'identiﬁcation visuelle de récurrences cycliques est plus diﬃcile dans les timelines et les
timewheel. D'autres diagrammes, que nous appelons diagrammes mixtes, intègrent à la fois le
temps linéaire et le temps cyclique, en représentant graphiquement une succession linéaire d'ins-
tances d'une échelle cyclique donnée. Ces diagrammes, au travers de l'identiﬁcation de motifs
graphiques particuliers, permettent d'identiﬁer une récurrence cyclique de période égale à la du-
rée de l'échelle cyclique représentée. Combinée à la possibilité de modiﬁer de manière dynamique
et graduelle la durée de l'échelle cyclique représentée, ces outils oﬀrent la possibilité d'une re-
cherche visuelle des possibles récurrences cycliques dans les séries événementielles [Weber et al.,
2001].
L'intégration de diagrammes de type timeline, timewheel et mixte, dans des environnements
à multi-fenêtrage intégrant des représentations cartographiques, permet ainsi de visualiser des
structures dans les distributions spatiale et temporelle des événements. Dans la seconde partie
du chapitre 4, nous nous sommes interrogés sur les procédés permettant à l'utilisateur de faire
le lien entre ce qu'il voit dans la fenêtre spatiale et ce qu'il voit dans la fenêtre temporelle, aﬁn
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d'identiﬁer des patterns spatio-temporels.
L'identiﬁcation de relations entre les composantes spatiale et temporelle des données repré-
sentées, est possible en intégrant, dans les environnements à multi-fenêtrage, les autres approches
de représentation de la donnée spatio-temporelle, présentées dans le chapitre 3. Deux environne-
ments à multi-fenêtrage, Time Wave [Li, 2010] et PerSE [Swedberg and Peuquet, 2017], utilisent
ces procédés et intègrent des diagrammes temporels permettant d'identiﬁer les structures tem-
porelles citées précédemment :
 Time Wave utilise des règles de symbologie pour représenter, dans un diagramme temporel
mixte, des événements apparaissant à diﬀérentes localisations de l'espace.
 PerSE utilise un dispositif small-multiples pour représenter, dans diﬀérents diagrammes
timeline et timewheel, des événements apparaissant dans diﬀérentes zones de l'espace.
Ces environnements montrent deux principales limites :
 L'impossibilité de modiﬁer, de manière dynamique et graduelle, l'échelle temporelle cy-
clique représentée, empêchant une recherche visuelle de récurrences cyclique dans les séries
événementielles.
 Une visualisation du lien entre les composantes spatiale et temporelle de la donnée, unique-
ment eﬀectuée par des procédés orientés de l'espace vers le temps. Les données sont classées
selon diﬀérentes modalités de la dimension spatiale (diﬀérentes localisations ou zones d'ap-
parition), et sont représentées en fonction de ces modalités dans la fenêtre temporelle.
Les diﬀérentes modalités de la dimension spatiale, permettant de classer les événements, sont
déterminées par l'utilisateur. Cette approche a l'avantage de permettre une analyse au travers
de zones spatiales particulières. Ce critère est intéressant, notamment si ces zones sont créées
à partir de l'analyse d'autres données géographiques, ce qui permet de croiser les thématiques
de recherche liées à ces données avec une analyse des dynamiques spatio-temporelle. Cependant,
cette approche nécessite que l'utilisateur émette une hypothèse a priori sur la distribution spatio-
temporelle des données, ce qui va à l'encontre du principe de l'analyse exploratoire.
Une solution pour résoudre ce problème peut être d'inverser l'approche de Time Wave et
PerSE, en utilisant des méthodes similaires pour représenter le lien entre les fenêtres temporelle
et spatiale, mais en orientant ces procédés de la fenêtre temporelle vers la fenêtre spatiale.
Il nous a fallu déﬁnir, parmi les approches disponibles, quelle était la plus adaptée pour
eﬀectuer une analyse de patterns relatifs au temps linéaire ou au temps cyclique directement
dans la carte :
 Notre analyse devant être eﬀectuée simultanément sur l'ensemble des événements, l'utili-
sation de l'animation, masquant certains événements, fut écartée.
 Le cube spatio-temporel ne représentant que le temps linéaire, son utilisation ne permet
donc pas l'identiﬁcation de patterns relatifs à une échelle cyclique.
 L'utilisation de collections de cartes apportant une diﬃculté de lecture dans le cas d'un
trop grand nombre de représentations, nous avons écarté les dispositifs small-multiples.
L'utilisation de règles de symbologie est alors apparue comme l'approche la plus adaptée pour
représenter, dans la carte, les événements selon leur moment d'apparition. Ce dernier peut être
représenté au travers du temps linéaire, par l'utilisation de la variable visuelle de la valeur, ou au
travers d'une échelle temporelle cyclique, par l'utilisation de la couleur. Combinée à des procédés
d'agrégation permettant, à l'instar de Growth Ring Map [Bak et al., 2009, Andrienko et al.,
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2011], de représenter la proportion de diﬀérents intervalles temporels d'apparition, au sein d'une
concentration spatiale d'événements, cette approche doit permettre l'identiﬁcation de clusters
spatio-temporels directement sur la carte.
Nous émettons l'hypothèse, qu'un environnement de visualisation à multi-fenêtrage intégrant
cette approche et :
 représentant le temps à travers des échelles linéaires et cycliques au moyen de diagrammes
de type timeline, timewheel, et mixte ;
 permettant de modiﬁer de manière dynamique et graduelle l'échelle cyclique représentée ;
 permettant de modiﬁer le nombre et l'étendue temporelle des intervalles utilisés pour re-
présenter le temps dans la carte ;
 permettant de combiner cette approche à celle présentée par Time Wave ;
peut oﬀrir la possibilité d'une analyse exploratoire des phénomènes spatio-temporels en mesure
d'identiﬁer, dans les séries d'événements, les dynamiques présentées dans le chapitre 2.
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Notre objectif est de proposer une méthode d'analyse permettant d'identiﬁer les dynamiques
spatio-temporelles des phénomènes géographiques dynamiques. Nous cherchons à analyser :
 la présence de pics d'intensité du phénomène, localisés dans le temps et l'espace.
 l'existence de tendances localisées dans la variation de l'intensité du phénomène au cours
du temps.
 l'évolution spatiale d'un phénomène au cours du temps.
 l'existence de récurrences cycliques localisées du phénomène.
Notre problématique consiste à rechercher quelles sont les méthodes de modélisation, de
représentation graphique de la donnée spatio-temporelle, et d'interaction devant être mises en
oeuvre pour permettre une approche d'analyse exploratoire des dynamiques spatio-temporelles,
applicable à des phénomènes de diﬀérentes natures. Notre objectif n'est pas de répondre à une
problématique métier particulière, nécessitant une analyse de données spatio-temporelles, mais
de proposer des méthodes permettant une analyse de données spatio-temporelles, pouvant être
utilisées dans le cadre de diﬀérentes problématiques métier.
De l'analyse des dynamiques spatio-temporelles des phénomènes,
à l'analyse exploratoire de patterns dans les séries événementielles
Dans une première partie I, nous avons opté pour une modélisation des données spatio-
temporelles en séries d'événements, entités limitées dans le temps et l'espace (Chapitre 1). Les
événements traitant de la même problématique sont regroupés en phénomènes. Cette modélisa-
tion occurrente [Galton, 2004] de la donnée spatio-temporelle suit les préconisations de Reitsma
[Reitsma, 2005], et ne prend pas en compte les possibles impacts des événements sur l'évolution
des entités pérennes de l'espace. Ce choix permet une modélisation générique du changement
dans l'espace, applicable à diﬀérentes problématiques métiers.
Cette représentation des phénomènes en séries événementielles permet également de redéﬁnir
les éléments à rechercher dans les données : le but n'est pas d'étudier l'évolution temporelle d'un
événement dans l'espace, mais la distribution d'une série d'événements dans le temps et l'espace.
L'analyse des dynamiques des phénomènes passe alors par l'identiﬁcation de structures dans
la distribution spatio-temporelle des séries d'événements : les patterns (Chapitre 2). Ceux-ci se
composent :
 de clusters spatio-temporels, relatifs au temps linéaire ou relatifs à une échelle temporelle
cyclique ;
 de propagations spatiales d'événements au cours du temps ;
 de récurrences cycliques spatialisées d'événements.
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Dans un contexte d'augmentation croissante des données spatio-temporelles disponibles, nous
nous positionnons dans le champ de l'analyse exploratoire [Andrienko and Andrienko, 2006], aﬁn
de permettre une analyse de jeux de données de diﬀérentes natures, pour lesquelles l'utilisateur
peut ne pas connaître à l'avance les structures qu'il doit y identiﬁer.
Le principe central de l'analyse explorateur est de permettre à un analyste d'eﬀectuer une
exploration libre d'un jeu de données, aﬁn d'y mettre en lumière des structures et des relations
insoupçonnées [Tukey, 1977, Andrienko and Andrienko, 2006]. Cette approche est basée sur deux
grands axes :
 L'utilisation d'outils de représentation, graphiques et interactifs, de la donnée [Tufte, 1983,
Andrienko and Andrienko, 2006].
 La place centrale de l'analyste (l'utilisateur) dans le procédé de recherche [Tukey, 1977, An-
drienko and Andrienko, 2006].
L'environnement visuel n'est plus un outil de retranscription visuel, permettant d'aﬃcher les
résultats d'une analyse statistique, mais un outil supportant le processus de recherche, eﬀectué
par l'utilisateur [Card et al., 1999, Spence, 2001, Andrienko and Andrienko, 2006]. Proposer une
analyse exploratoire des phénomènes spatio-temporels passe alors par l'élaboration d'un environ-
nement de visualisation permettant à un utilisateur d'explorer des séries événementielles et d'y
identiﬁer des patterns.
Les environnements d'analyse exploratoire sont cependant majoritairement développés de
manière ad hoc dans le cadre de thématiques déﬁnies [Kaddouri et al., 2014]. Proposer une
analyse générique des phénomènes spatio-temporels implique d'élaborer une approche d'analyse
exploratoire indépendante du sujet traité.
Les méthodes disponibles pour la visualisation de données spatio-
temporelles
Dans une seconde partie II, nous eﬀectuons un état de l'art des diﬀérentes méthodes de
représentations graphiques des données temporelles et spatio-temporelles. En établissant cet
état de l'art, nous tentons de déﬁnir quelles sont les méthodes de représentation graphiques et
interactives, pouvant être utilisées aﬁn :
 de représenter visuellement des séries d'événements spatio-temporels.
 de permettre une recherche visuelle des patterns dans la distribution spatio-temporelle des
séries d'événements.
À l'issue de cet état de l'art, il apparait que les environnements de géovisualisation à multi-
fenêtrage, dont la formalisation est proposée par Davoine et Kraak [Davoine et al., 2001, Davoine
et al., 2004, Kraak and Ormeling, 2011], sont les plus adaptés pour proposer une analyse explora-
toire des séries d'événements spatio-temporelles [MacEachren, 1994, Davoine, 2014], l'association
de représentations cartographiques et de diagrammes temporels permettant d'analyser la distri-
bution des événements dans le temps et dans l'espace.
Au sein de ces environnements à multi-fenêtrage :
 l'utilisation de cartes d'inventaires au sein d'une fenêtre spatiale, à la manière de l'envi-
ronnement PerSE [Swedberg and Peuquet, 2017], permet la visualisation de concentration
d'événements dans l'espace.
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 l'utilisation de diagrammes temporels de type timeline et timewheel [Edsall et al., 1997,
Edsall and Peuquet, 1997], au sein d'une fenêtre temporelle, permet la visualisation de
concentration d'événements dans le temps, selon une échelle linéaire ou cyclique.
 l'utilisation de diagrammes temporels mixte, représentant le temps de manière linéaire et
cyclique, combinée à la possibilité d'une modiﬁcation dynamique et graduelle de l'échelle
temporelle cyclique [Weber et al., 2001], permet une recherche de récurrences cycliques
dans les données temporelles.
Pour permettre une identiﬁcation des patterns spatio-temporels, une approche rendue pos-
sible par plusieurs environnements [Li, 2010, Bak et al., 2009, Andrienko et al., 2011, Swedberg
and Peuquet, 2017] consiste à intégrer une dimension supplémentaire dans une des fenêtres d'un
environnement à multi-fenêtrage (intégration de l'espace dans la fenêtre temporelle ; intégration
du temps dans la fenêtre spatiale). La méthode la plus adaptée pour eﬀectuer cette approche
semble être l'utilisation de règles de symbologie. Cette approche permet de représenter les évé-
nements :
 en fonction de leur composante spatiale dans la fenêtre temporelle [Li, 2010] ;
 en fonction de leur composante temporelle, selon une échelle linéaire ou cyclique, dans la
fenêtre spatiale [Bak et al., 2009, Andrienko et al., 2011].
Dans ce second cas, l'utilisation de règles de symbologie combinée à des procédés d'agrégation
permettant, à l'instar de Growth Ring Map [Bak et al., 2009, Andrienko et al., 2011], de repré-
senter la composante temporelle d'événements concentrés dans les mêmes zones dans l'espace,
permet l'identiﬁcation de patterns spatio-temporels.
Enjeux de notre proposition
Pour fournir une méthode d'analyse générique des dynamiques spatio-temporelles des phé-
nomènes, notre proposition doit répondre à trois enjeux :
 L'établissement d'une modélisation générique des phénomènes spatio-temporels sous un
format événementiel, permettant l'analyse de données relatives à diﬀérentes problématiques
métier, au sein d'un même environnement de géovisualisation.
 L'intégration des diﬀérentes méthodes d'interaction et de représentation graphique, identi-
ﬁées au cours de notre état de l'art, au sein d'un même environnement de géovisualisation.
 La formalisation de l'utilisation de ces diﬀérentes méthodes, aﬁn de décrire les diﬀérentes
actions que devrait eﬀectuer un utilisateur au moyen d'un tel environnement de géovisua-
lisation, pour identiﬁer des patterns dans les séries d'événements spatio-temporelles.
La structure de GrAPHiST
Dans un premier chapitre (5), nous répondons aux deux premières questions en présen-
tant GrAPHiST ((environnement de) Géovisualisation pour l'Analyse des PHénomènes Spatio-
Temporels), un environnement de géovisualisation devant permettre une analyse exploratoire des
dynamiques spatio-temporelles des phénomènes.
Nous présentons tout d'abord (Section 5.1) le modèle de données utilisé par GrAPHiST, per-
mettant de modéliser les phénomènes relatifs à diﬀérentes problématiques métier sous la forme
de séries d'événements spatio-temporels.
Puis (Section 5.2), nous présentons la structure de GrAPHiST, et nous montrons comment
nous intégrons, au sein d'un même environnement de géovisualisation les diﬀérentes approches
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de visualisation identiﬁées lors de notre état de l'art (Section 5.3, Section 5.4 et Section 5.5).
Le développement de GrAPHiST s'est eﬀectué de manière continue tout au long de la thèse,
depuis le commencement de l'état de l'art jusqu'aux phases d'expérimentation, selon une ap-
proche bottom up 1. L'implémentation de GrAPHiST n'a pas fait l'objet d'une étape unique,
précédée d'une identiﬁcation de l'ensemble des fonctionnalités à intégrer, et d'une modélisation
de l'ensemble du prototype avant son développement.
Au contraire, l'implémentation des diﬀérentes fonctionnalités de GrAPHiST a été eﬀectuée
de manière simultanée avec l'élaboration de notre état de l'art. L'intégration des diﬀérentes mé-
thodes de représentation graphique et d'interaction s'est eﬀectuée de manière empirique. D'an-
ciennes fonctionnalités jugées peu probantes, ont été implémentées puis supprimées du prototype,
certaines fonctionnalités ont été conceptualisées, mais n'ont pas été implémentées, tandis que cer-
taines fonctionnalités actuelles de l'environnement n'ont été conceptualisées et implémentées que
très tardivement.
L'analyse exploratoire au moyen de GrAPHiST
Dans un second chapitre 6, nous présentons comment notre environnement peut fournir la
possibilité d'une analyse exploratoire des phénomènes spatio-temporels, et comment l'utilisateur
doit interagir avec l'interface de GrAPHiST pour identiﬁer diﬀérents patterns dans les séries
d'événements spatio-temporels. Nous présentons comment l'utilisateur peut, à travers l'utilisa-
tion des diﬀérents composants de l'environnement, construire son procédé d'analyse et identiﬁer
chacune des structures recherchées. Pour cela, nous formalisons diﬀérents scénarios d'analyse
exploratoire rendus possibles par GrAPHiST, et répondant à diﬀérents cas de ﬁgure.
1. Dans le cadre de la recherche, l'approche ascendante (ou bottom up) tente de faire émerger des théories
de la pratique. L'implémentation de GrAPHiST a fait l'objet d'un développement empirique, plutôt que de
l'implémentation d'un environnement entièrement théorisé au préalable
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5.1 Modélisation des événements
5.1.1 Entités SPAN, et intervalles (spatio-)temporels
Nous considérons l'événement comme une entité spatio-temporelle occurrente :
 limitée dans le temps et l'espace, s'inscrivant dans le modèle 4D décrit par Galton [Galton,
2004] ;
 n'ayant pas d'inﬂuence sur la trajectoire de vie d'entités spatiales perdurantes, conformé-
ment au modèle de Reitsma [Reitsma, 2005]. Les objets à représenter dans notre environ-
nement de géovisualisation se rapportent aux événements et non aux objets spatiaux qu'ils
impactent dans le monde réel.
Pour le cas des données que nous évoquons dans le premier chapitre (1), nous disposons d'une
géométrie unique pour chaque événement, correspondant :
 soit à la localisation de l'événement dans le cas d'une implantation géométrique ponctuelle ;
 soit à la zone d'extension maximale de l'événement dans le cas d'une implantation géomé-
trique zonale.
Cependant, une conceptualisation des phénomènes spatio-temporels en 4D doit répondre aux
cas où l'on dispose de données sur les diﬀérentes étendues spatiales d'un événement au cours du
temps.
Dans la déﬁnition de l'objet occurrent par Grenon et Smith [Grenon and Smith, 2004], un ob-
jet SPAN est caractérisé par un début, une ﬁn, et une succession d'intervalles de temps. Chaque
intervalle correspond à une modiﬁcation de l'environnement spatial, survenant durant cet inter-
valle de temps, dans une zone de l'espace.
Soit l'exemple d'un événement feu de forêt, ce dernier peut être modélisé par une entité
SPAN. Il possède :
 une date de début ;
 une date de ﬁn ;
 une série d'intervalles temporels. Chacun de ces intervalles correspond à une géométrie
représentant l'étendue spatiale du feu de forêt durant l'intervalle de temps correspondant.
Ces intervalles forment des intervalles spatio-temporels, car chacun est relié à une composante
spatiale. Chaque entité SPAN est ainsi la somme de sous-entités spatio-temporelles.
Transposé au monde réel, cela revient à considérer qu'un événement spatio-temporel duratif
est composé d'une inﬁnité d'intervalles spatio-temporels. Dans le cas d'une modélisation de l'évé-
nement, le nombre d'intervalles représenté est déﬁni par les données à disposition. Si l'on possède
des données représentant trois extensions spatiales successives d'un feu de forêt, cet événement
peut être modélisé par un objet SPAN, ayant un début, une ﬁn, et trois intervalles de temps.
Chaque intervalle correspond alors à une extension spatiale diﬀérente de l'événement au cours
du temps.
Le même raisonnement peut être appliqué pour la représentation de l'évolution d'un attribut
de l'événement au cours du temps. Soit un événement feu de forêt, d'une durée de x jours, pour
lequel les données disponibles sont le nombre de pompiers déployés chaque jour sur la zone de
l'événement. Cet événement peut être représenté par une entité SPAN ayant x intervalles de
temps d'une durée d'une journée. Chaque intervalle permet de représenter le nombre de pom-
piers déployés chaque jour dans la zone de l'événement.
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Dans le cas de l'étude des trajectoires d'objets mobiles, on s'intéresse à la trajectoire complète
d'un objet plutôt qu'à la position de cet objet au cours du temps. L'événement correspond au
trajet complet du véhicule, tandis que chaque intervalle de temps de l'événement correspond à
une section de ce trajet. On remarque ici la diﬀérence avec la façon de représenter le changement
comme une évolution de la position du mobile, à la manière d'une succession de snapshots
temporels. Un intervalle spatio-temporel ne correspond pas à la position spatiale d'un objet, mais
au trajet de l'objet. En passant d'un intervalle à un autre, on ne présente pas le changement de
position du mobile, mais les deux trajets eﬀectués durant deux intervalles temporels diﬀérents.
5.1.2 Notre modèle de données
Notre modèle s'articule autour de trois entités spatio-temporelles :
 le phénomène ;
 l'événement ;
 la sous-partie spatio-temporelle d'un événement.
Ces trois entités spatio-temporelles sont reliées entre elles par des relations de composition.
Un phénomène est composé d'événements, tandis qu'un événement est composé de sous-parties
spatio-temporelles. L'élément central de notre modèle est l'événement.
Un événement composé de plusieurs sous-parties spatio-temporelles correspond à la modéli-
sation d'un événement étendu dans le temps pour lequel on possède des données correspondant à
plusieurs états spatio-temporels de l'événement : on peut ainsi disposer de données sur l'étendue
spatiale d'un feu de forêt pour un jour J , puis pour un jour J+1, puis pour un jour J+2 (Figure
5.1).
Figure 5.1  Phénomènes, événements, et sous-parties spatio-temporelles
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La construction d'une entité occurrente, au travers du modèle 4D de Galton [Galton, 2004],
ne permettant pas de variation dans le temps et l'espace au sein d'une même entité, ces trois
phases du feu de forêt sont modélisées en trois entités spatio-temporelles distinctes : les sous-
parties de l'événement. L'événement est alors une entité spatio-temporelle de rang supérieur,
formé par ces trois sous-parties. Ce feu de forêt est donc modélisé par un événement formé de
trois sous-parties spatio-temporelles.
À l'inverse, un événement, duratif ou ponctuel, pour lequel on ne possède des informations
que sur une phase spatio-temporelle (une date ou un intervalle de temps associé à une emprise
spatiale), est modélisé par un événement n'ayant qu'une seule sous-partie spatio-temporelle.
L'incendie d'un bâtiment, par exemple, peut être représenté par un événement à une seule
sous-partie :
 dont la composante spatiale représente la localisation et la géométrie du bâtiment ;
 dont la composante temporelle représente le moment d'apparition et la durée de l'incendie.
Ces deux entités spatio-temporelles possèdent leurs propres composantes thématiques, tem-
porelles et spatiales :
 Chaque sous-partie spatio-temporelle possède une géométrie, la composante spatiale d'un
événement étant une union des géométries des sous-parties le composant.
 Chaque sous-partie possède une date de début et de ﬁn. Les sous-parties d'un événement
étant contingentes dans le temps, les bornes de l'étendue temporelle formée par cet ensemble
sont les dates de début et de ﬁn de l'événement.
 Chaque sous-partie d'un événement, ainsi que ce dernier, possède ses propres attributs thé-
matiques.
Les événements de même nature composent une méta-entité spatio-temporelle supérieure, le
phénomène. Un feu de forêt en particulier sera modélisé par un événement, tandis que l'ensemble
des feux de forêt sera modélisé par un phénomène. En tant qu'entité spatio-temporelle à part
entière, le phénomène possède :
 une composante thématique, formée d'attributs qui lui sont propres ;
 une composante spatiale, correspondant à l'étendue spatiale englobant l'ensemble des évé-
nements composant le phénomène ;
 une composante temporelle, formée par l'enveloppe temporelle des événements le compo-
sant.
La relation de composition entre un phénomène et les événements le composant est légèrement
diﬀérente de la relation de composition entre un événement et ses sous-parties :
 Les sous-parties d'un événement forment une suite chronologique d'entités contingentes sur
le plan temporel.
 Les événements regroupés dans un même phénomène ne sont pas liés entre eux par une
relation spatio-temporelle, mais par une relation thématique étant donné qu'ils traitent de
la même problématique.
Ainsi formalisée, notre approche de modélisation se présente sous la forme décrite dans la
Figure 5.2.
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Figure 5.2  Modélisation des événements dans GrAPHiST
Cette modélisation peut être mise en parallèle avec la décomposition de l'entité spatio-
temporelle en composante spatiale, temporelle, et thématique, telle qu'elle est décrite dans la
pyramide de Mennis [Mennis et al., 2000]. Le phénomène, l'événement, et la sous-partie spatio-
temporelle d'un événement sont des objets spatio-temporels (Encadrés noirs dans la Figure 5.3),
possédant chacun :
 une composante thématique (Encadrés verts dans la Figure 5.3) ;
 une composante spatiale (Encadrés bleus dans la Figure 5.3) ;
 une composante temporelle (Encadrés rouges dans la Figure 5.3).
Figure 5.3  Modélisation des événements dans GrAPHiST, lien avec le Pyramid Model de
Mennis [Mennis et al., 2000]
5.2 Structure générale de l'interface de GrAPHiST
5.2.1 Un environnement de géovisualisation à multi-fenêtrage
Pour visualiser de manière simultanée la distribution des événements dans le temps et l'es-
pace, nous les représentons au sein d'un environnement de géovisualisation à multi-fenêtrage,
respectant la formalisation énoncée par Kraak [Kraak and Ormeling, 2011].
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5.2.1.1 Structure des diﬀérentes fenêtres
Notre environnement de visualisation doit permettre, non pas une analyse des composantes
dimensionnelles d'un événement, mais une identiﬁcation des potentielles structures dans la distri-
bution spatio-temporelle d'une série d'événements. Soit l'exemple des feux de forêt, le but n'est
pas d'analyser l'évolution de chaque feu de forêt au cours du temps, mais comment l'ensemble
des feux de forêt est réparti dans le temps et l'espace. Les fenêtres de notre environnement
doivent ainsi permettre une visualisation des distributions temporelles et spatiales de l'ensemble
des événements formant un phénomène.
Dans la fenêtre spatiale, nous utilisons une carte d'inventaire, ne représentant pas l'état de
l'espace à un instant donné, mais les lieux d'occurrence de l'ensemble des événements ap-
paraissant durant une étendue temporelle étudiée. Une représentation spatiale de ce type
est utilisée dans PerSE [Swedberg and Peuquet, 2017].
Dans la fenêtre temporelle, nous utilisons une série de diagrammes temporels, permettant
de représenter la distribution temporelle d'une série d'événements, selon le temps linéaire
ou selon une ou plusieurs échelles temporelles cycliques.
5.2.1.2 Composition de l'environnement de géovisualisation
Figure 5.4  Structure générale de GrAPHiST
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Notre environnement comporte (Figure 5.4) :
 une fenêtre spatiale représentant une étendue spatiale S au travers d'une carte ;
 une fenêtre temporelle représentant une étendue temporelle linéaire [ T1 ; T2 ] au travers
de diagrammes temporels ;
 une interface de contrôle permettant d'interagir avec l'environnement.
Les événements visibles à l'écran apparaissent durant l'étendue temporelle et dans l'emprise
spatiale représentées dans ces deux fenêtres. Les événements apparaissant en dehors de l'étendue
temporelle représentée dans les diagrammes temporels ne sont pas représentés dans la carte. Les
événements apparaissant en dehors de l'emprise spatiale de la carte ne sont pas représentés dans
les diagrammes temporels.
L'environnement ne possède pas de fenêtre dédiée à la représentation de la composante thé-
matique des événements. Le traitement particulier de cette dernière est présenté dans la section
5.2.2.
5.2.1.3 Synchronisation des fenêtres et interactions
Les deux fenêtres sont synchronisées entre elles. Les événements représentés sur le diagramme
temporel mixte correspondent à ceux représentés dans la carte de la fenêtre spatiale. Chaque évé-
nement représenté dans la fenêtre temporelle est également représenté dans la fenêtre spatiale,
et inversement.
Les deux fenêtres de l'environnement sont également interactives. La sélection d'éléments ou
le brushing (le fait de limiter la représentation à certains éléments) font partie des interactions
permises par les environnements à multi-fenêtrage [Davoine, 2016]. Le procédé de synchronisa-
tion repose alors sur le principe selon lequel une interaction eﬀectuée au sein d'une fenêtre de
l'environnement a une incidence sur les autres fenêtres. Ainsi :
 Une interaction eﬀectuée sur un événement au travers de la fenêtre temporelle a une in-
cidence sur sa représentation spatiale, et inversement. Par exemple, une sélection d'événe-
ments au travers d'une fenêtre de l'environnement entraine la sélection de ces événements
dans l'ensemble des fenêtres de l'environnement.
 Une modiﬁcation de l'étendue temporelle linéaire représentée dans la fenêtre temporelle im-
pacte la représentation spatiale. Les nouveaux événements apparaissant durant la nouvelle
emprise temporelle sont ajoutés à la représentation spatiale. Les événements n'apparaissant
plus dans la nouvelle emprise temporelle sont supprimés de la représentation spatiale.
 Une modiﬁcation de l'étendue spatiale représentée dans la fenêtre spatiale impacte la repré-
sentation temporelle. Les nouveaux événements apparaissant dans la nouvelle emprise de
la fenêtre spatiale sont ajoutés dans la fenêtre temporelle. Les événements n'apparaissant
plus dans la nouvelle emprise la fenêtre spatiale sont supprimés de la fenêtre temporelle.
5.2.2 La représentation de la dimension thématique
5.2.2.1 Concept
Comme précisé auparavant, nous considérons le phénomène spatio-temporel comme un en-
semble d'événements spatio-temporels semblables (Figure 5.5). Les critères de similitude des
événements peuvent être temporels ou spatiaux : on peut considérer des événements similaires,
mais n'apparaissant pas aux mêmes lieux ou aux mêmes époques comme appartenant à des
phénomènes distincts. Cependant, les principaux critères déﬁnissant l'ensemble phénomène sont
d'ordre thématique. On considère des événements comme faisant partie d'un phénomène, car ils
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sont de même type, ou étant rattachés à la même problématique.
Dans notre approche, les phénomènes sont, par construction, des regroupements d'événements
proches sur le plan thématique. Lors de l'analyse d'un phénomène spatio-temporel en particulier,
la dimension thématique des événements étudiés est plus ou moins ﬁxée. C'est sur les dimensions
temporelle et spatiale, et sur les relations entre ces deux dimensions, que s'eﬀectue l'analyse
exploratoire. Notre proposition se focalise ainsi sur la représentation graphique de ces deux
dimensions. À l'inverse, la composante thématique des événements ne faisant pas l'objet d'une
analyse exploratoire, celle-ci ne fait pas l'objet d'une représentation graphique. Notre interface
de représentation ne comporte ainsi pas de fenêtre dédiée à la représentation de la composante
thématique des événements représentés.
Figure 5.5  Classiﬁcation des événements par phénomène
Ce choix d'omettre la représentation graphique de la composante thématique est plus lié à une
volonté de privilégier l'espace graphique de l'interface pour la représentation des composantes
temporelles et spatiales, plutôt qu'à un choix délibéré de ne pas prendre en compte la dimension
thématique. Cette dernière est représentée, mais de manière non graphique, dans l'environnement
de visualisation.
5.2.2.2 Représentation, non graphique, de la dimension thématique
La prise en compte de cette dimension s'eﬀectue :
 d'une part, au travers d'outils permettant de déﬁnir les événements à représenter dans
l'environnement, en fonction de critères thématiques ;
 d'autre part, au travers d'outils de sélection et de représentation, sous la forme de tableaux,
de la composante thématique des événements sélectionnés.
Déﬁnition des événements à représenter en fonction de critères thématiques. La
sélection des événements à représenter en fonction de leur composante thématique peut s'eﬀectuer
de deux manières :
 en sélectionnant les phénomènes à représenter, les événements d'un même phénomène étant
proches sur le plan thématique (Figure 5.5) ;
 en sélectionnant, au sein d'un phénomène, les événements à représenter en fonction de la
valeur prise par les attributs formant leur composante thématique. La représentation peut
ainsi être limitée à des événements possédant une certaine valeur pour un attribut déﬁni.
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Représentation tabulaire de la composante thématique des événements. Pour éviter
la représentation d'un trop grand nombre de données sous la forme de tableaux, nous limitons la
description tabulaire des événements à une sélection d'entités, eﬀectuée selon un critère temporel
ou spatial.
Lors d'une sélection d'événements, une liste des événements sélectionnés est représentée dans
l'interface de contrôle (Figure 5.6). Chaque événement est représenté par un élément de la liste,
sous la forme d'un menu déroulant, décrivant les attributs thématiques de l'événement en ques-
tion.
Figure 5.6  Représentation tabulaire de la composante thématique des événements
5.2.3 Limitation des données à représenter aux événements ponctuels
La modélisation des phénomènes spatio-temporels dans notre base de données permet de
gérer les cas de séries d'événements, pour lesquels nous aurions accès à des données suﬃsamment
détaillées pour représenter diﬀérentes phases spatio-temporelles des événements (comme les dif-
férentes extensions spatiales d'un événement au cours de son existence). Les données auxquelles
nous avons eu accès, lors de l'implémentation de notre environnement, se limitaient cependant à
une structure spatio-temporelle simple.
Nous disposions pour chaque événement d'une date d'apparition, parfois d'une durée, d'une
liste de données attributaires, d'une localisation spatiale, et parfois d'une géométrie polygonale
correspondant à l'étendue spatiale maximale de l'événement. Cependant, la majorité des données
utilisées présentaient une dimension temporelle et une dimension spatiale ponctuelle. La dimen-
sion temporelle des événements était limitée à une date d'apparition, et la dimension spatiale à
un point dans l'espace.
Ainsi, si les premières implémentations du prototype ont été eﬀectuées en utilisant des évé-
nements possédant une composante temporelle et spatiale étendue (possédant une durée dans le
temps et occupant une surface dans l'espace), la suite du développement de notre prototype a
été en grande partie focalisée sur la représentation de données spatio-temporelles ponctuelles.
Ce choix a conditionné les méthodes utilisées pour la représentation graphique des événe-
ments au sein de chaque fenêtre de l'environnement, ainsi que pour la représentation du lien
entre chaque fenêtre. En eﬀet, les approches de représentation graphique devant être utilisées,
dans le cas d'une agrégation des événements, ou dans le cas d'une représentation des événements,
selon un critère temporel dans la carte ou selon un critère spatial dans le diagramme temporel,
sont radicalement diﬀérentes selon que les données représentées sont ponctuelles ou étendues.
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Durant nos travaux, certaines propositions de représentations graphiques, permettant d'inté-
grer dans notre environnement des événements zonaux et duratifs, ont été avancées. Cependant,
dans le cadre de notre travail, nous avons préféré mettre l'accent sur la représentation d'événe-
ments ponctuels, et garder ces propositions à l'état de perspectives. Les méthodes de représenta-
tions graphiques, permettant de représenter les entités étendues dans l'espace et le temps, n'ont
pas été implémentées dans le prototype et pourront faire l'objet de développements futurs.
5.3 Représentation de la composante temporelle des événements
La fenêtre temporelle de notre environnement de géovisualisation doit permettre la visua-
lisation de la distribution temporelle des événements, selon le temps linéaire et selon plusieurs
échelles cycliques. Elle doit également permettre une identiﬁcation de clusters temporels et de
récurrence cycliques. La fenêtre est scindée en deux parties, chacune comportant un diagramme
temporel diﬀérent, ces deux diagrammes étant synchronisés 5.3.5.
Le premier diagramme temporel 5.3.1 prend la forme d'un diagramme temporel mixte com-
binant une échelle temporelle linéaire, et une échelle temporelle cyclique. Ce diagramme
représente la dimension temporelle de chaque événement, ces derniers y étant représentés
par des entités graphiques, dont la position dépend de leur moment d'apparition.
Le second diagramme temporel 5.3.4 prend la forme d'un diagramme temporel cyclique,
utilisant la même échelle temporelle cyclique que le premier diagramme. Ce diagramme
représente le nombre d'événements apparaissant au cours du temps. L'échelle temporelle
cyclique représentée est divisée en plusieurs sections de temps, et le diagramme présente le
nombre d'événements apparaissant dans chaque section de temps cyclique.
5.3.1 Le diagramme temporel mixte
5.3.1.1 Principe
Le diagramme temporel principal est un diagramme temporel mixte. Le temps y est représenté
de manière linéaire, au travers d'une succession d'instances d'une échelle cyclique. Ce diagramme
est caractérisé par cinq critères, pouvant être modiﬁés dynamiquement au cours d'une analyse
exploratoire :
 L'étendue temporelle du diagramme déﬁnit la période de temps linéaire étudiée et
représentée dans le diagramme linéaire, pour laquelle les événements spatio-temporels sont
représentés dans l'interface. Cette étendue est déﬁnie par une date de début et une date
de ﬁn, toutes deux paramétrables. Une modiﬁcation de l'étendue temporelle modiﬁe les
événements représentés dans l'interface.
 La durée de l'échelle temporelle cyclique représentée déﬁnit la durée des instances
de temps cycliques au travers desquelles l'étendue temporelle étudiée est représentée dans le
diagramme temporel mixte. Une modiﬁcation de ce critère n'inﬂue pas sur le nombre d'évé-
nements représentés, ou sur l'étendue temporelle représentée, mais inﬂue sur le moment
d'apparition des événements représentés dans le temps cyclique.
 Le déphasage de l'échelle de temps cyclique déﬁnit l'origine de l'échelle cyclique, et la
date de début de chaque instance, dans le temps linéaire. Comme pour la durée de l'échelle
cyclique, une modiﬁcation de ce critère inﬂue sur le moment d'apparition des événements
représentés dans le temps cyclique.
 La granularité temporelle utilisée déﬁnit la granularité temporelle utilisée dans le dia-
gramme temporel mixte, ainsi que la granularité utilisée pour déﬁnir les bornes temporelles
du diagramme et la durée de l'échelle cyclique. La granularité temporelle est paramétrable
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parmi une série de durées usuelles : seconde, minute, heure, jour, semaine, mois, année.
Une modiﬁcation de la granularité temporelle utilisée peut impacter la distribution tempo-
relle des événements dans le diagramme temporel. Des événements distincts dans le temps
peuvent être représentés comme apparaissant au même moment si la granularité choisie
n'est pas assez ﬁne.
 La forme prise par le diagramme temporel mixte. Nous choisissons de nous baser sur
deux structures diﬀérentes, toutes deux inspirées des fonctions périodiques. Le diagramme
peut prendre la forme d'une courbe sinusoïdale inspirée de TimeCoil et TimeWave, ou bien
prendre la forme d'une courbe périodique en dents de scie, inspiré des diagrammes en tiles
map.
5.3.1.2 Diagramme sinusoïdal
Le premier diagramme s'inspire de la Time Coil d'Edsall et Peuquet [Edsall and Peuquet,
1997] et de la TimeWave de Li [Li, 2010] et représente le temps au travers d'une hélice, mais en
deux dimensions. Le diagramme prend ainsi la forme d'une courbe sinusoïdale, chaque circon-
volution de la courbe correspondant à une instance d'une échelle temporelle cyclique de durée
déﬁnie (Figure 5.8).
Plusieurs propositions ont été envisagées au cours de l'implémentation du diagramme sinusoï-
dal. Au départ, ce diagramme s'inspire plus largement de la Time Coil. La première implémen-
tation du diagramme prenait la forme d'une hélice représentée en trois dimensions. La Figure
5.7 présente une capture d'écran de cette première version du diagramme mixte. Les entités
graphiques situées sur la courbe du diagramme représentent des événements étendus dans le
temps.
Figure 5.7  Première implémentation du diagramme temporel mixte [Gautier et al., 2016]
Nous avons par la suite opté pour sur une version "plane" de ce diagramme, la représentation
en perspective du diagramme en trois dimensions gênant la lecture de l'information dans nos
premières représentations :
 Il était diﬃcile d'identiﬁer le moment d'apparition d'un événement selon le temps linéaire.
 Quand le nombre de révolutions de la courbe, représentant les instances de l'échelle cyclique
du diagramme, devenait trop important, il était diﬃcile d'identiﬁer durant quelle instance
de l'échelle cyclique un événement apparaissait.
Cette version "plane" du diagramme se rapproche graphiquement plus de Time Wave. Cepen-
dant, la formule mathématique décrivant la courbe de notre diagramme est plus proche de celle
décrivant la courbe du modèle Time Coil.
La courbe de ce diagramme est modélisée par le système d'équations suivant (5.1).{
x = α× (t− t0)
y = β × sin ((t− t0)× (2×piT ) + φ) (5.1)
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Dans ce système d'équations :
 x et y sont les coordonnées graphiques d'un point P sur la courbe du diagramme ;
 t représente le moment temporel représenté par le point P ;
 t0 représente la date correspondant à l'origine graphique du diagramme ;
 T représente la durée de l'échelle temporelle cyclique représentée ;
 α et β sont des constantes déﬁnissant le pas graphique du diagramme ;
 φ est une constante permettant de déﬁnir le déphasage de la courbe sinusoïdale du dia-
gramme à son origine.
La représentation graphique de cette formule forme la courbe présentée dans la Figure 5.8.
Figure 5.8  Diagramme temporel mixte sinusoïdal
Ce diagramme ressemble visuellement à la représentation temporelle proposée par Time
Wave, mais diﬀère dans sa façon de représenter le temps selon diﬀérentes échelles cycliques.
Les vagues de Time Wave observent une courbe strictement circulaire. Plus la durée représen-
tée par une vague de Time Wave augmente, plus l'amplitude de cette dernière augmente (même
s'il est possible de modiﬁer les échelles graphiques dans Time Wave, aﬁn d'obtenir des courbes
de même amplitude, représentant des échelles temporelles diﬀérentes). .
La courbe de notre diagramme, étant créée à partir d'une fonction sinusoïdale, la modiﬁcation
de la durée représentée par une circonvolution donne un eﬀet de compression ou de tension de
la courbe, tel un ressort (Figure 5.9).
Figure 5.9  Changement d'échelle dans le diagramme sinusoïdal
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5.3.1.3 Diagramme en dents de scie
Le second diagramme prend la forme d'une fonction périodique en dents de scie 1. Ce dia-
gramme est en partie inspiré des diagrammes de type tiles map [Mintz et al., 1997][Aigner et al.,
2011]. Le temps est représenté sur deux axes, l'axe des abscisses représentant le temps de manière
linéaire, l'axe des ordonnées représentant le temps selon une échelle temporelle cyclique (Figure
5.10).
Le temps y est cependant représenté dans les deux axes en utilisant la même granularité tem-
porelle. Dans un diagramme de type tiles map, deux moments temporels distincts, mais contenus
dans le même granule sur l'échelle temporelle linéaire, peuvent être représentés au même niveau
sur l'axe horizontal et à deux diﬀérents niveaux sur l'axe vertical (Section 4.1.3.5). En résulte
une représentation matricielle : ces moments temporels distincts sont représentés sur deux lignes
diﬀérentes de la matrice du diagramme, dans une même colonne.
Dans notre diagramme, deux moments temporels distincts, représentés à deux diﬀérents ni-
veaux sur l'axe vertical, seront positionnés à deux niveaux diﬀérents sur l'axe horizontal. Chaque
instance de l'échelle cyclique, représentée dans les diagrammes tiles map par une colonne, est
représentée ici par un axe linéaire oblique. La représentation d'une suite d'instances de l'échelle
cyclique prend la forme d'une suite de lignes brisées, rappelant la forme d'un diagramme en dents
de scie.
La courbe de ce diagramme est modélisée par le système d'équations suivant (5.2).{
x = α× (t− t0)
y = β × ((t− t0) (mod T ) + φ) (5.2)
Dans ce système d'équations :
 x et y sont les coordonnées graphiques d'un point P sur la courbe du diagramme ;
 t représente le moment temporel représenté par le point P ;
 t0 représente la date correspondant à l'origine graphique du diagramme ;
 T représente la durée de l'échelle temporelle cyclique représentée ;
 α et β sont des constantes déﬁnissant le pas graphique du diagramme ;
 φ est une constante permettant de déﬁnir le déphasage de la courbe en dents de scie du
diagramme à son origine.
La représentation graphique de cette formule forme la courbe présentée dans la Figure 5.10.
Figure 5.10  Diagramme temporel mixte en dents de scie
Lors d'une modiﬁcation de l'échelle temporelle cyclique représentée dans le diagramme, la
longueur graphique utilisée pour représenter la durée de l'échelle cyclique sur l'axe des ordonnées
1. Un signal en dents de scie est un signal périodique non sinusoïdal, tirant son nom de sa représentation
graphique qui se rapproche des dents d'une scie [Wikipédia, 2018b].
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ne change pas, et le ratio (étendue temporelle représentée) ÷ (distance graphique) reste constant
sur l'axe des abscisses.
Ainsi (Figure 5.11) :
 Lorsque la durée de l'échelle cyclique diminue, les lignes brisées représentant les instances de
l'échelle cyclique deviennent plus nombreuses, se rapprochent, se redressent et deviennent
de plus en plus verticales.
 Lorsque la durée de l'échelle cyclique augmente, les lignes brisées représentant les instances
de l'échelle cyclique deviennent moins nombreuses, s'éloignent, et deviennent de plus en
plus horizontales.
Figure 5.11  Changement d'échelle dans le diagramme en dents de scie
5.3.2 Représentation des événements dans le diagramme mixte
Les événements sont représentés dans le diagramme temporel mixte en fonction de leur mo-
ment d'apparition. Ils peuvent y être représentés individuellement, ou de manière agrégée.
5.3.2.1 Position des entités graphiques dans le diagramme
Dans les deux formes du diagramme temporel mixte, les événements sont représentés par des
entités graphiques placées le long de la courbe du diagramme. La position de chaque entité sur
la courbe est liée à un moment temporel. Plusieurs cas de ﬁgure peuvent se poser :
 Dans le cas d'une représentation de chaque événement par une entité graphique ponctuelle,
la position de chaque entité le long de la courbe représente le moment d'apparition de
l'événement.
 Dans le cas où des entités graphiques ponctuelles représentent des agrégats d'événements,
la position de chaque entité le long de la courbe représente un moment temporel calculé à
partir des moments d'apparition des événements agrégés.
La position xEG d'une entité graphique EG le long de l'axe des abscisses représente un
moment temporel tEG dans le temps linéaire, selon la formule xEG = α× (tEG − t0), provenant
du système d'équations 5.1.
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Cas du diagramme sinusoïdal. Du fait de la nature sinusoïdale de la courbe du dia-
gramme, la position yEG de l'entité graphique EG sur l'axe des ordonnées ne représente pas
le moment temporel tEG au travers du temps cyclique, mais le résultat de la formule yEG =
β × sin ((tEG − t0)× (2×piT ) + φ), provenant du système d'équations 5.1 (Figure 5.12).
Le moment d'apparition tEG est représenté, selon l'échelle temporelle cyclique du diagramme,
par la position de l'entité graphique EG au sein d'une sinusoïde de la courbe du diagramme.
Figure 5.12  Position des entités graphiques dans le diagramme sinusoïdale
Cas du diagramme en dents de scie. À l'inverse, la position yEG de l'entité graphique EG,
sur l'axe des ordonnées du diagramme, est la représentation directe du moment temporel tEG au
travers de l'échelle cyclique représentée (Figure 5.13).
Figure 5.13  Position des entités graphiques dans le diagramme en dents de scie
5.3.2.2 Représentation d'événements et d'agrégats d'événements
Comme énoncé précédemment, les événements peuvent être représentés individuellement par
une entité ponctuelle, ou bien ces entités peuvent représenter des agrégats d'événements, aﬁn de
traiter un grand nombre d'événements :
 Dans le premier cas, la position de l'entité graphique représente le moment d'apparition
de l'événement correspondant. Toutes les entités se présentent sous la forme d'un même
symbole ponctuel, de même taille. Les événements apparaissant au même moment sont
représentés par des entités ponctuelles superposées.
 Dans le second cas, le moment représenté par la position de l'entité graphique est calculé
à partir des moments d'apparition des événements agrégés. La taille de chaque entité est
calculée à partir du nombre d'événements agrégés.
Se pose alors le problème de la création des agrégats d'événements, et de leur représentation
graphique.
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Création des agrégats et étendue temporelle. Les agrégats d'événements sont créés de
manière récursive à partir de la liste d'événements à représenter :
 Une valeur seuil, paramétrable, déﬁnit un espacement chronologique, en deçà duquel deux
événements doivent être agrégés (Figure 5.14).
 Si l'espacement chronologique entre deux événements est inférieur à cette valeur, ils forment
un premier agrégat (Repères 1 et 2 de la Figure 5.14).
 Cet agrégat est associé à un moment temporel, correspondant au barycentre des moments
d'apparition des deux événements (Repère 2 de la Figure 5.14).
 Ce moment est utilisé pour calculer l'espacement chronologique entre l'agrégat et l'événe-
ment le plus proche temporellement. Si la distance temporelle entre ce troisième événement
et l'agrégat est inférieure à la valeur seuil, l'événement est agrégé à l'ensemble (Repère 2
et 3 de la Figure 5.14).
 Le moment associé à l'agrégat est recalculé à partir des moments d'apparition des trois
événements (Repère 3 de la Figure 5.14).
Figure 5.14  Procédé de création des agrégats temporels
La valeur seuil inﬂue sur l'étendue temporelle des agrégats d'événements. Une valeur seuil
élevée entraine l'agrégation d'événements sur des étendues temporelles plus larges. L'étendue
temporelle couverte par les événements agrégés peut être représentée sur le diagramme temporel,
lors d'un survol des entités graphiques par le curseur de la souris (Figure 5.15).
Figure 5.15  Aﬃchage de l'étendue temporelle des agrégats lors d'un survol
La valeur seuil ne désigne pas directement une étendue temporelle, mais une distance gra-
phique entre deux positions sur l'axe des abscisses du diagramme. Elle déﬁnit une distance
graphique, en deçà de laquelle les représentations ponctuelles de deux événements doivent être
agrégées en une seule entité graphique. Il s'agit néanmoins d'une agrégation temporelle, car cette
distance graphique critique correspond à un espacement chronologique. La durée de celui-ci est
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dépendante de l'étendue temporelle représentée dans le diagramme (soit du niveau de zoom du
diagramme). Plus celle-ci est petite, plus l'espacement chronologique en deçà duquel deux évé-
nements sont agrégés est petit. Deux événements agrégés, pour une étendue donnée couverte par
le diagramme, peuvent être représentés par deux entités distinctes si l'étendue couverte par le
diagramme diminue (si le niveau de zoom du diagramme est plus élevé).
Dans le cas d'un diagramme en dents de scie, les événements apparaissant en ﬁn et en début de
période cyclique ne sont pas agrégés, car ils sont suﬃsamment distants graphiquement pour être
discernés. À l'inverse, ces mêmes événements peuvent être agrégés dans un diagramme sinusoïdal.
Représentation de l'agrégat. Chaque agrégat est représenté par une entité ponctuelle, dont
la position sur la courbe du diagramme correspond au "barycentre" des moments d'apparition
des événements agrégés.
La taille TaEGagg des entités graphiques EGagg est calculée en fonction du nombre d'événe-
ments agrégés nevt, selon le système d'équations (5.3).{
TaEGagg = Ta0 + Ta ∗ (nevt/a) si nevt < a ou nevt = a
TaEGagg = Ta0 + Ta+ log(nevt − (a− 1)) si nevt > a (5.3)
Dans ce système d'équations :
 Ta0 représente la taille minimum des entités graphiques sur le diagramme ;
 Ta une constante graphique ;
 a une constante déﬁnissant le nombre d'événements au-delà duquel la taille d'une entité
est calculée de manière logarithmique, et non plus de manière proportionnelle.
Figure 5.16  Représentation des agrégats temporels selon diﬀérents paramètres pour le calcul
de la taille des entités
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L'utilisation d'une fonction logarithmique pour calculer la taille des entités au-delà de a
événements agrégés permet de représenter des agrégats rassemblant de nombreux événements.
La valeur de la constante a peut être paramétrée selon le nombre d'événements à représenter
(Figure 5.16). Aﬀecter une forte valeur à la constante a permet de mieux visualiser les écarts
entre des agrégats rassemblant de nombreux événements.
5.3.3 Intérêts et limites des deux approches
L'intégration de ces deux diagrammes dans la fenêtre temporelle, permet de contrebalancer
les inconvénients inhérents à chacun de ces diagrammes.
Du fait de sa forme continue, le diagramme sinusoïdal permet une meilleure appréciation de la
continuité dans le temps des diﬀérentes instances de l'échelle temporelle cyclique représentée. À
l'inverse, des événements apparaissant en ﬁn et en début de période cyclique, dans le diagramme
en dents de scie, sont plus diﬃcilement décelables comme temporellement proches, car les entités
graphiques correspondantes sont éloignées l'une de l'autre dans ce diagramme.
Dans la Figure 5.17, les événements représentés sont séparés par des durées de temps égales.
Figure 5.17  Visualisation de la continuité du temps linéaire dans les deux types de diagrammes
temporels mixte
s
Le diagramme sinusoïdal permet une visualisation du caractère continu de l'apparition des
événements. Cette visualisation est plus diﬃcile dans le diagramme en dents de scie à cause de
la plus grande distance graphique séparant les événements arrivant en ﬁn et en début d'instance
de période cyclique.
Cependant, la nature sinusoïdale du premier diagramme rend plus diﬃcile l'identiﬁcation du
moment d'apparition d'un événement dans l'échelle cyclique représentée. Cette lecture est rendue
plus aisée dans le diagramme en dents de scie.
Dans la Figure 5.18, des entités graphiques possédant la même position sur l'axe des ordonnées
dans le diagramme sinusoïdal semblent correspondre à des événements apparaissant durant le
même intervalle temporel cyclique. Le diagramme en dents de scie montre cependant que ces
événements apparaissent à des instants cycliques diﬀérents.
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Figure 5.18  Visualisation des moments d'apparition dans le temps cyclique dans les deux
types de diagrammes temporels mixte
s
Enﬁn, le modèle sinusoïdal de la courbe du premier diagramme fausse légèrement la lecture
des espacements temporels entre les événements, car une même durée temporelle ne correspond
pas à la même longueur graphique tout au long de la courbe. Un même intervalle temporel t sera
représenté par une longueur graphique moins importante aux extrémités de la courbe qu'en son
milieu (Figure 5.19).
Figure 5.19  Caractère non constant du rapport entre intervalle temporel représenté et longueur
graphique dans le diagramme sinusoïdal
5.3.4 Diagramme temporel circulaire
5.3.4.1 Principe
Le second diagramme inclus dans la fenêtre temporelle de notre proposition est un diagramme
en secteur, inspiré du diagramme de Florence Nightingale [Nightingale, 1858] et du Sector Graph
de Harris [Harris, 2000]. Il représente l'évolution du nombre d'apparitions d'événements selon
l'échelle cyclique représentée dans le diagramme temporel mixte. Le nombre d'apparitions d'évé-
nements, au cours du temps, est calculé par une agrégation des événements selon une division
de l'échelle temporelle cyclique.
Ce diagramme prend une forme basée sur un disque découpé en sections d'angles égaux,
chaque section représentant un intervalle temporel cyclique pour laquelle les événements sont
agrégés (Figure 5.20). Le nombre de sections divisant l'échelle cyclique est paramétrable.
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Le diagramme mixte et le diagramme circulaire représentent le temps au travers de la même
échelle cyclique. L'étendue temporelle cyclique représentée par le diagramme circulaire corres-
pond à la projection des étendues temporelles linéaires représentées par les sinusoïdes ou les
lignes brisées du diagramme mixte.
Le sommet du diagramme circulaire représente le moment temporel cyclique TO, marquant le
début de l'échelle cyclique. Ce moment temporel est représenté par le début de chaque sinusoïde
ou ligne brisée du diagramme mixte.
L'intervalle temporel cyclique représenté par une section du diagramme circulaire correspond
à la projection de portions répétitives de la courbe du diagramme mixte, situées au même niveau
sur chaque sinusoïde ou chaque ligne brisée du diagramme.
Figure 5.20  Division de l'échelle temporelle cyclique en diﬀérents intervalles dans les dia-
grammes temporels
Le rayon d'une section du diagramme circulaire représente le nombre d'événements, appa-
raissant durant l'intervalle de temps cyclique correspondant (Figure 5.21). Ainsi, le rayon d'une
section représente la somme des événements représentés dans les portions périodiques correspon-
dantes de la courbe du diagramme temporel mixte. Ce rayon est calculé relativement au nombre
total d'événements apparaissant durant l'étendue de temps linéaire étudiée.
Le rayon rS , d'une section S du diagramme, est calculée selon l'équation suivante (5.4).{
rS = Rmax × nS
nS−MAX
(5.4)
Dans cette équation :
 Rmax représente une constante graphique déﬁnissant le rayon maximal des sections du
diagramme ;
 nS représente le nombre d'événements apparaissant durant l'intervalle temporel correspon-
dant à la section S ;
 nS−MAX représente le nombre maximal d'événements, apparaissant durant un intervalle
temporel représenté par une section du diagramme.
Ainsi :
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 si l'ensemble des événements apparait durant un seul intervalle temporel, le rayon de la
section correspondante est égal à Rmax ;
 si les événements apparaissent équitablement dans deux intervalles temporels, les deux
sections correspondantes ont pour rayon Rmax ;
 si un tiers des événements apparait dans un intervalle représenté par une section de rayon
rS1, et que deux tiers des événements apparaissent dans un intervalle représenté par une
section de rayon rS2, alors rS1 = Rmax/2 et rS2 = Rmax.
Figure 5.21  Diagramme circulaire d'eﬀectif
5.3.5 Relations entre le diagramme mixte et le diagramme circulaire
5.3.5.1 Synchronisation des diagrammes
Les diagrammes mixte et circulaire sont représentés conjointement dans l'interface de visuali-
sation, et sont synchronisés entre eux. Ainsi une modiﬁcation de la représentation des événements
dans le diagramme mixte se répercute dans le diagramme circulaire.
Lors d'une modiﬁcation de la durée de l'échelle cyclique, du déphasage de la courbe du
diagramme, ou de l'emprise temporelle étudiée, le nombre de sections du diagramme circulaire
reste constant. Les étendues temporelles linéaires projetées sur les sections du diagramme circu-
laire sont cependant modiﬁées. Le nombre d'événements apparaissant durant la somme de ces
étendues temporelle linéaire évolue, entrainant une modiﬁcation du rayon des sections corres-
pondantes dans le diagramme circulaire.
5.3.5.2 Représentation des événements et représentation du nombre d'événements
Ces diagrammes diﬀèrent dans leur approche de la représentation de la distribution temporelle
des événements :
 Le diagramme temporel mixte représente la distribution temporelle des événements, dans
le temps linéaire et cyclique, à travers la représentation de la composante temporelle des
événements sur le diagramme.
 Le diagramme temporel circulaire représente la distribution temporelle des événements
dans le temps cyclique, à travers la représentation du nombre d'apparitions d'événements
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dans le temps cyclique.
Ces diagrammes répondent ainsi à des usages diﬀérents, que nous présentons dans le chapitre
6 :
 Nous privilégions le diagramme temporel cyclique pour l'identiﬁcation de concentrations
temporelles des événements selon une échelle temporelle cyclique.
 Nous privilégions le diagramme temporel mixte pour analyser la composante temporelle
des événements dans le temps linéaire, et pour eﬀectuer une analyse visuelle des récurrences
cycliques dans les données spatio-temporelles.
L'utilisation des diagrammes polaires est critiquée par Bertin [Bertin, 1973]. Selon lui, ces dia-
grammes ne permettent pas une comparaison eﬃcace, ni d'un secteur angulaire par rapport à
l'ensemble du diagramme, ni de plusieurs secteurs entre eux. Or, pour identiﬁer une concentra-
tion temporelle des événements, nous devons identiﬁer un ou plusieurs secteurs présentant un
plus fort rayon que la moyenne des secteurs du diagramme.
Cependant, nous ne cherchons pas à identiﬁer précisément la proportion d'événements re-
présentée par chaque secteur. Nous cherchons à identiﬁer, grossièrement, quels secteurs du dia-
gramme possèdent les plus importants rayons, ces secteurs correspondant aux plus importants
nombres d'apparitions d'événements. Nous émettons ainsi l'hypothèse qu'un diagramme polaire
permet d'identiﬁer des concentrations temporelles d'événements relatives à une échelle cyclique.
Ce diagramme présente également l'avantage d'eﬀectuer une analogie entre sa structure cir-
culaire, et la structure de l'échelle temporelle cyclique représentée, à la manière d'une horloge :
chaque secteur correspond à un intervalle temporel cyclique, à la manière d'une timewheel. Cette
analogie permet d'identiﬁer facilement à quels moments temporels cycliques correspondent les
concentrations d'événements identiﬁées dans ce diagramme.
5.4 Représentation de la composante spatiale des événements
La fenêtre spatiale de notre environnement de géovisualisation doit permettre la visualisation
de la distribution spatiale des événements, et permettre une identiﬁcation de clusters spatiaux.
Pour cela, nous utilisons une carte d'inventaire en deux dimensions.
5.4.1 Principe
Notre analyse porte sur la distribution des événements dans l'espace, et doit permettre une
visualisation de l'ensemble des événements apparaissant durant l'étendue temporelle étudiée, aﬁn
d'identiﬁer des concentrations d'événements dans l'espace.
À l'instar de la fenêtre spatiale de PerSE [Li, 2010], et d'une version sans animation de la
carte proposée par Growth Ring Map [Bak et al., 2009, Andrienko et al., 2011], notre fenêtre
spatiale est composée d'une carte en deux dimensions, représentant la composante spatiale de
l'ensemble des événements apparaissant durant l'étendue temporelle étudiée, et couverte par le
diagramme temporel mixte.
Les événements sont projetés sur un fond de carte, pouvant être une carte physique, une or-
thophoto, une carte routière ... etc. Par défaut, le fond de carte aﬃché provient d'OpenStreetMap.
Le choix du fond de carte peut entrainer un paradoxe temporel entre les objets décrits dans le
fond de carte et les événements représentés. Un fond de carte OpenStreetMap édité de 2017 peut
192
Chapitre 5
représenter des routes ou des bâtiments n'existant pas aux mêmes époques que les événements
représentés si ceux-ci sont antérieurs à 2017.
Cependant nous focalisons notre analyse sur les événements spatio-temporels, sans nous in-
téresser à l'évolution des objets spatiaux impactés par ces événements. Les objets géographiques
présentés dans le fond de carte jouent uniquement un rôle de contextualisation spatiale, aﬁn d'ai-
der l'utilisateur à localiser ces événements dans l'espace. Sauf s'ils sont liés à la thématique du
phénomène observé, ces objets n'inﬂuent pas davantage dans l'analyse exploratoire. La représen-
tation d'une forêt sur un fond de carte sert à localiser les événements par rapport à la position de
cette forêt. Si les événements observés concernent des cambriolages, il n'est pas nécessaire que la
représentation de cette forêt soit conforme à sa réelle étendue spatiale au moment de l'apparition
des événements.
5.4.2 Représentation des événements dans la carte
Les événements sont représentés sur la carte en fonction de leur lieu d'apparition. Ils peuvent
y être représentés individuellement, ou de manière agrégée.
5.4.2.1 Position des entités cartographiques
Les événements sont représentés par des entités graphiques placées sur la carte. Les événe-
ments peuvent être représentés individuellement par une entité ponctuelle. Aﬁn de traiter un
grand nombre de données, les événements proches peuvent être agrégés, et être représentés par
une seule entité ponctuelle.
 Dans le cas d'une représentation de chaque événement par une entité ponctuelle, la posi-
tion d'une entité est déﬁnie par les coordonnées géographiques de l'événement représenté.
Toutes les entités se présentent sous la forme du même symbole ponctuel, de même taille.
Les événements apparaissant au même lieu sont représentés par des entités ponctuelles
superposées.
 Dans le cas d'une représentation d'agrégats d'événements par des entités ponctuelles, la
position d'une entité sur la carte est calculée à partir des coordonnées géographiques des
événements agrégés. La taille de chaque entité est calculée à partir du nombre d'événements
agrégés.
Se pose alors la question de la création des agrégats spatiaux et de leur représentation dans
la carte.
5.4.2.2 Création des agrégats et étendue spatiale
Les événements sont agrégés spatialement en utilisant la fonction de clusterisation spatiale
de la librairie JavaScript Openlayers 3. Cette fonction permet d'agréger les entités ponctuelles
représentant les événements de manière récursive, à l'instar du procédé que nous utilisons pour
créer les agrégats temporels du diagramme temporel mixte. 2
Une valeur seuil, paramétrable, déﬁnit une distance spatiale critique entre deux événements,
en deçà de laquelle ces deux événements sont agrégés (Figure 5.22). La valeur seuil inﬂue sur
l'étendue spatiale des agrégats d'événements. Une valeur seuil élevée entraine l'agrégation d'évé-
nements sur des étendues spatiales plus larges.
2. Nous précisons que dans le cas d'Openlayers 3, la clusterisation correspond à l'action d'agréger des entités
spatiales proches. Elle diﬀère de ce que nous appelons un cluster spatial, qui déﬁnit une concentration d'entités
dans l'espace, sans que cette proximité implique une agrégation.
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L'agrégation des événements dans la carte suit alors ce procédé :
 Si la distance entre les lieux d'apparition de deux événements est inférieure à la valeur
seuil, ils forment un premier agrégat (Repère 1 de la Figure 5.22).
 Cet agrégat est associé à des coordonnées géographiques, correspondant au barycentre des
lieux d'apparition des deux événements (Repère 2 de la Figure 5.22).
 Ces coordonnées sont utilisées pour calculer la distance spatiale entre l'agrégat et l'événe-
ment le plus proche. Si la distance entre ce troisième événement et l'agrégat est inférieure
à la valeur seuil, l'événement est agrégé à l'ensemble (Repère 3 de la Figure 5.22).
 Les coordonnées géographiques de l'agrégat sont alors recalculées. C'est ici que la démarche
d'agrégation d'Openlayers 3 diﬀère de la démarche que nous utilisons pour créer les agré-
gats temporels. Les coordonnées géographiques du nouvel agrégat ne correspondent pas au
barycentre des lieux d'apparition des trois événements agrégés, mais au barycentre de l'en-
semble formé par les coordonnées de l'ancien agrégat et celles du nouvel événement agrégé
(Repère 4 de la Figure 5.22). Les coordonnées du nouvel agrégat sont ainsi plus proches de
celles du dernier événement agrégé.
Le choix d'utiliser la fonction d'agrégation, proposée Openlayers 3, a été eﬀectué pour ob-
tenir un gain de temps lors de l'implémentation de l'environnement. La représentation des
événements sous la forme d'agrégats dans la carte a pour objectif d'identiﬁer grossière-
ment la position de regroupement d'événements dans l'espace. Nous avons ainsi considéré
comme négligeable la distance entre la position d'un agrégat dans la carte, et la position
du barycentre des événements agrégés.
Figure 5.22  Procédé de création des agrégats spatiaux
L'étendue spatiale couverte par un agrégat peut être aﬃchée dans la carte, au moyen d'un
survol de l'entité correspondante par le curseur de la souris (Figure 5.23). L'étendue représentée
correspond à l'enveloppe convexe des lieux d'apparition des diﬀérents événements agrégés.
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Figure 5.23  Aﬃchage de l'étendue spatiale des agrégats lors d'un survol
De la même manière que pour l'agrégation temporelle, la valeur seuil ne désigne pas directe-
ment une distance spatiale, mais une distance graphique entre deux points sur la carte, en deçà
de laquelle les représentations ponctuelles de deux événements doivent être agrégées en une seule
entité graphique. Il s'agit d'une agrégation spatiale, car cette distance graphique critique repré-
sente une distance spatiale. La longueur de cette dernière dépend cependant de l'emprise spatiale
de la carte (soit du niveau de zoom de la carte). Plus celle-ci est petite, plus la distance spatiale
en deçà de laquelle deux événements sont agrégés est petite. Deux événements agrégés pour une
emprise spatiale donnée pourront être représentés par deux entités distinctes si l'emprise de la
carte diminue (si le niveau de zoom de la carte augmente).
5.4.2.3 Représentation de l'agrégat
Chaque agrégat est représenté par une entité ponctuelle, dont la position sur la carte est
calculée à partir des coordonnées des événements agrégés.
La taille des entités cartographiques tEC est calculée en fonction du nombre d'événements
agrégés nevt, selon un système d'équations similaire à celui utilisé pour les agrégats temporels
(Équation (5.5)).
{
tEC = TC0 + TC ∗ (nevt/b) si nevt < b ou nevt = b
tEC = TC0 + TC + log(nevt − (b− 1)) si nevt > b (5.5)
Dans ce système d'équations :
 TC0 représente la taille minimum des entités graphiques sur la carte ;
 TC une constante graphique ;
 b une constante déﬁnissant le nombre d'événements au-delà duquel la taille d'une entité
est calculée de manière logarithmique, et non plus de manière proportionnelle.
L'utilisation d'une fonction logarithmique pour calculer la taille des entités au-delà de b événe-
ments agrégés répond aux mêmes besoins que pour l'agrégation temporelle (Figure 5.24). Aﬀecter
une forte valeur à la constante b permet de mieux visualiser les écarts entre des agrégats rassem-
blant de nombreux événements.
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Figure 5.24  Représentation des agrégats spatiaux selon diﬀérents paramètres pour le calcul
de la taille des entités
5.5 Représentation de la composante spatio-temporelle des évé-
nements
Les parties 5.3 et 5.4 de ce chapitre sont focalisées sur la représentation des distributions
temporelle et spatiale des événements. Nous y présentons des approches de représentation gra-
phique permettant d'identiﬁer des structures dans ces distributions, rendant possible l'analyse
de patterns spatiaux ou temporels. Dans la partie suivante, nous nous focalisons sur l'association
de ces représentations, dans le but d'analyser la distribution spatio-temporelle des événements.
Pour permettre une identiﬁcation de patterns spatio-temporels, il faut pouvoir faire le lien
entre ce qui est représenté dans la fenêtre temporelle et ce qui est représenté dans la fenêtre
spatiale, aﬁn de visualiser des relations entre la distribution spatiale et la distribution tempo-
relle des événements. Dans l'état de l'art (Section 4.2), nous montrons que ces relations peuvent
être représentées grâce à la combinaison du multi-fenêtrage avec d'autres procédés graphiques,
intégrant les dimensions spatiale et temporelle. Ces procédés permettent, en intégrant une di-
mension supplémentaire dans les fenêtres de l'environnement, d'eﬀectuer le lien entre les deux
composantes des événements représentés.
Dans cet état de l'art, nous montrons également que l'utilisation de règles de symbologie
permet d'eﬀectuer le lien entre les fenêtres spatiale et temporelle d'un environnement à multi-
fenêtrage, en intégrant les aspects linéaire et cyclique du temps. L'utilisation de règles de sym-
bologie permet ainsi de représenter les événements :
 en fonction de leur composante spatiale dans la fenêtre temporelle, à l'instar de Time Wave
[Li, 2010] ;
 en fonction de leur composante temporelle, au travers d'une échelle linéaire ou cyclique,
dans la fenêtre spatiale, à l'instar de Growth Ring Maps [Bak et al., 2009, Andrienko et al.,
2011].
L'utilisation de règles de symbologie pour la représentation d'agrégats d'événements en fonc-
tion d'un critère dimensionnel, pose alors, comme dans Growth Ring Maps [Bak et al., 2009, An-
drienko et al., 2011], la question de la représentation de ces agrégats en fonction des composantes
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dimensionnelles des événements agrégés.
Cependant, si l'utilisation de règles de symbologie permet d'eﬀectuer le lien entre le contenu
des diﬀérentes fenêtres d'un environnement à multi-fenêtrage, ce lien peut également être eﬀectué
au moyen d'outils de sélection et de brushing, reposant sur le principe de synchronisation des
fenêtres.
5.5.1 Sélection et brushing des événements selon un critère dimensionnel
L'outil permet une sélection graphique des événements selon un critère dimensionnel (Repère
A de la Figure 5.25) :
 soit temporel, au moyen d'une sélection d'entités graphiques dans le diagramme temporel
mixte ;
 soit spatial, au moyen d'une sélection d'entités cartographiques dans la carte.
Figure 5.25  Sélection et brushing des événements selon un critère dimensionnel
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La sélection d'événements au sein d'une fenêtre dimensionnelle, combinée au principe de syn-
chronisation des fenêtres spatiales et temporelles, permet de mettre en valeur les événements
sélectionnés dans l'ensemble des fenêtres de l'interface (Repère B de la Figure 5.25). La sélec-
tion d'un événement appartenant à un agrégat entraine la mise en valeur de l'entité graphique
représentant l'agrégat. Cependant seul l'événement est sélectionné.
La représentation peut alors être limitée aux événements sélectionnés, les événements non
sélectionnés étant masqués dans les fenêtres temporelle et spatiale (Repère C de la Figure 5.25).
Ce procédé est appelé brushing [Davoine, 2016].
Ces outils de sélection et de brushing, liés à la synchronisation des fenêtres spatiales et tem-
porelles, permettent de relier les composantes temporelle et spatiale des événements sélectionnés.
Ils rendent possible une visualisation :
 de la dimension spatiale d'événements sélectionnés sur des critères temporels ;
 de la dimension temporelle d'événements sélectionnés sur des critères spatiaux.
Une possible corrélation entre la distribution spatiale et la distribution temporelle des événe-
ments peut alors être mise en évidence de manière interactive.
Ce procédé n'est cependant pas optimal pour identiﬁer de potentiels patterns spatio-temporels.
L'analyse de patterns s'eﬀectue de manière individualisée sur les diﬀérents groupes d'événements
sélectionnés, l'interface ne permettant pas une visualisation globale de la distribution spatio-
temporelle des événements.
De plus, l'absence de connaissances a priori sur la distribution spatio-temporelle des évé-
nements peut rendre diﬃcile une sélection d'événements présentant une distribution spatio-
temporelle signiﬁcative. Les critères de sélection optimaux, permettant de mettre en évidence un
pattern spatio-temporel, sont inconnus de l'analyste.
L'utilisation de règles de symbologie, telles que celles utilisées dans Time Wave [Li, 2010] et
Growth Ring Maps [Bak et al., 2009, Andrienko et al., 2011], permet une approche plus eﬃcace
pour identiﬁer des patterns. En permettant d'intégrer une composante dimensionnelle supplé-
mentaire dans une fenêtre de l'interface, ces outils oﬀrent la possibilité de faire le lien entre les
composantes temporelle et spatiale de l'ensemble des événements représentés.
Par défaut, les entités graphiques représentant les événements possèdent la même symbologie
dans les fenêtres spatiale et temporelle. Les événements peuvent cependant être représentés,
au sein des deux fenêtres, en fonction d'un critère dimensionnel supplémentaire en suivant les
principes de la sémiologie graphique. Les événements peuvent alors être représentés :
 dans la fenêtre temporelle selon leur lieu d'apparition ;
Nous désignons cette représentation comme ayant une entrée spatiale, et étant orientée
de la carte vers les diagrammes temporels.
 dans la fenêtre spatiale selon leur moment d'apparition relatif à une échelle linéaire ;
Nous désignons cette représentation comme ayant une entrée temporelle linéaire, et
étant orientée du diagramme temporel mixte vers la carte et le diagramme
temporel circulaire.
 dans la fenêtre spatiale selon leur moment d'apparition relatif à une échelle cyclique.
Nous désignons cette représentation comme ayant une entrée temporelle cyclique, et
étant orientée du diagramme temporel circulaire vers la carte et le diagramme
temporel mixte.
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5.5.2 Représentation des événements selon leur lieu d'apparition
5.5.2.1 Principe : une représentation orientée de la carte vers les diagrammes tem-
porels
Les événements sont représentés en fonction de leur lieu d'apparition, symbolisé par la po-
sition des entités graphiques correspondantes dans la carte. L'emprise spatiale de la carte est
divisée en diﬀérentes zones spatiales. Les événements sont ensuite représentés en fonction de
l'appartenance de leur lieu d'apparition à ces zones, de la même manière que dans PerSE [Swed-
berg and Peuquet, 2017].
Nous proposons d'appliquer un découpage du territoire pouvant :
 soit être créé à la volée dans la fenêtre spatiale (Repère A de la Figure 5.26) ;
 soit correspondre à un découpage du territoire préalablement établi, et importé dans l'en-
vironnement de géovisualisation (Repère B de la Figure 5.26). Utiliser ce second procédé
permet de représenter les événements selon un découpage du territoire correspondant à une
problématique particulière (découpage administratif, bassins versants, régions présentant
diﬀérents niveaux de pollution, etc.), permettant de croiser cette thématique de recherche
avec l'analyse de la distribution spatio-temporelle des événements.
Figure 5.26  Création des zones de classiﬁcation spatiale
L'appartenance d'un événement à une zone peut être traitée comme une variable qualitative
nominale rattachée à l'événement : aucune relation hiérarchique ne lie les zones spatiales entre
elles. Nous utilisons alors la variable visuelle de la couleur pour représenter les événements selon
leur lieu d'apparition. Une couleur, paramétrable, est attribuée à chaque zone, et est utilisée pour
représenter les événements y apparaissant. Une couleur est également déﬁnie pour représenter
les événements apparaissant en dehors des zones créées. Ces derniers sont désignés comme ap-
paraissant dans la zone spatiale par défaut, regroupant l'ensemble des points de la carte n'étant
pas contenus dans le découpage du territoire utilisé.
La classiﬁcation des événements en diﬀérentes zones spatiales peut être utilisée pour eﬀectuer
un brushing des événements : la visualisation peut être limitée aux événements apparaissant dans
une zone spatiale particulière, en masquant les événements apparaissant dans les autres zones du
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découpage. Les fenêtres spatiale et temporelle étant synchronisées, ces événements sont masqués
dans la carte et dans les diagrammes de la fenêtre temporelle.
5.5.2.2 Représentation des événements dans la carte et dans le diagramme temporel
mixte
La couleur associée à une zone de classiﬁcation spatiale est aﬀectée à l'ensemble des événe-
ments dont le lieu d'apparition est inclus dans cette zone. Cette couleur est alors aﬀectée aux
entités graphiques correspondantes dans la carte et dans le diagramme temporel mixte :
 Dans le cas d'une entité graphique représentant un seul événement, l'entité graphique prend
la couleur aﬀectée à l'événement.
 Dans le cas d'une entité graphique représentant un agrégat d'événements apparaissant
dans une même zone spatiale, l'entité graphique prend la couleur aﬀectée à la zone où
apparaissent les événements.
 Dans le cas d'une entité graphique représentant un agrégat d'événements apparaissant dans
des zones spatiales diﬀérentes, la question de la représentation de l'agrégat, en fonction des
zones spatiales où apparaissent les événements agrégés, se pose. L'agrégat doit être re-
présenté de manière à permettre l'identiﬁcation de la proportion, au sein de l'agrégat, de
chaque groupe formé par les événements apparaissant dans la même zone spatiale.
Pour répondre à une problématique semblable à ce troisième cas de ﬁgure (Chapitre 4),
Growth Ring Maps [Bak et al., 2009, Andrienko et al., 2011] utilise un réagencement des pixels
représentant les événements spatio-temporels dans la carte, de manière à ce que les pixels repré-
sentant les événements apparaissant dans les mêmes intervalles temporels soient regroupés dans
l'agrégat. Cette représentation permet ainsi d'identiﬁer la proportion de chaque groupe formé
par les événements apparaissant au même moment, dans chaque agrégat.
Nos agrégats d'événements étant représentés par une entité graphique unique, nous ne pou-
vons utiliser ce procédé. En revanche, l'exemple de la Figure 4.44 [Andrienko and Andrienko,
2006], dans l'état de l'art 4, montre que l'utilisation d'entités graphiques ponctuelles sous la
forme de diagrammes camemberts (ou Pie Chart) permet une représentation de la proportion
des diﬀérentes valeurs d'une variable, rattachée à une même entité graphique ponctuelle.
Ainsi, dans le cas d'une entité graphique représentant un agrégat d'événements apparaissant
dans diﬀérentes zones spatiales, cette entité est représentée sous la forme d'un Pie Chart :
 Le nombre de secteurs (ou sections angulaires) du Pie Chart déﬁnit le nombre de zones de
classiﬁcation spatiale dans lesquelles apparaissent les événements agrégés.
 Chaque secteur du Pie Chart correspond à une zone spatiale, et se voit aﬀecter la couleur
correspondante.
 L'ordre des diﬀérents secteurs du Pie Chart correspond à l'ordre dans lequel les zones
spatiales correspondantes sont créées dans l'environnement de géovisualisation.
 L'angle au centre de chaque secteur est fonction de la proportion d'événements agrégés ap-
paraissant dans la zone spatiale correspondante, par rapport au nombre total d'événements
agrégés.
Par exemple, si une entité graphique représente un agrégat de huit événements apparaissant :
 pour deux d'entre eux (un quart), dans une première zone A, à laquelle est aﬀectée la
couleur bleue ;
 pour deux d'entre eux (un quart), dans une seconde zone B, à laquelle est aﬀectée la couleur
verte ;
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 pour quatre d'entre eux (la moitié), dans une troisième zone C, à laquelle est aﬀectée la
couleur orange ;
l'entité graphique correspondante prend la forme d'un Pie Chart à trois sections (Repère * de
la Figure 5.27) :
 la première, bleue, couvrant un quart du diagramme, et représentant la proportion d'évé-
nements apparaissant dans la zone A ;
 la seconde, verte, couvrant un quart du diagramme, et représentant la proportion d'événe-
ments apparaissant dans la zone B ;
 la dernière, orange, couvrant la moitié du diagramme, et représentant la proportion d'évé-
nements apparaissant dans la zone C.
La position et la taille des agrégats sont calculées de la même manière que précédemment, la
taille représentant le nombre d'événements agrégés.
Figure 5.27  Représentation d'agrégats d'événements selon leur lieu d'apparition
Cette représentation en Pie Chart permet ainsi de représenter les événements sous une forme
agrégée, tout en représentant les proportions de chaque classe d'événements dans les agrégats.
Cette représentation est appliquée de la même manière dans la carte et dans le diagramme
temporel mixte. Dans la carte, elle permet la représentation d'agrégats dont les événements
sont situés de part et d'autre de la frontière entre deux zones de classiﬁcation spatiale. Un
agrégat comportant 25% d'événements apparaissant dans une zone bleue, et 75% d'événements
apparaissant dans une zone rouge, est représenté dans la carte par un Pie Chart à deux sections :
 l'une, bleue, couvrant le premier quart du diagramme ;
 l'autre, rouge, couvrant les trois quarts restants.
L'utilisation des diagrammes de type Pie Chart pour représenter l'information est critiquée.
Selon Bertin [Bertin, 1973], ces diagrammes permettent :
 une comparaison de la proportion des diﬀérentes classes représentées par rapport à l'en-
semble du diagramme ;
mais ne permettent pas :
 une comparaison de la proportion des diﬀérentes classes entre elles ;
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 une représentation des classes nulles, pour lesquelles il n'existe pas d'événements.
Cependant, comme nous le présentons dans le chapitre suivant (6), notre objectif n'est pas
d'observer, pour chaque agrégat d'événements, la distribution des événements agrégés selon
les diﬀérentes classes utilisées. Notre objectif est d'observer grossièrement l'ensemble des agré-
gats, aﬁn d'identiﬁer lesquels présentent une concentration d'événements agrégés dans une, ou
quelques-unes, des classes. Nous ne cherchons pas à comparer entre eux les secteurs de chaque
Pie Chart, mais à identiﬁer la surreprésentation d'un secteur dans les Pie Charts.
Ainsi, nous nous intéressons à la possibilité, donnée par les Pie Charts, de comparer la
proportion des diﬀérentes classes par rapport à l'ensemble du diagramme. Nous considérons la
diﬃculté de comparer les secteurs entre eux, et l'impossibilité de représenter les classes nulles,
comme négligeables.
5.5.2.3 Représentation des événements dans le diagramme temporel circulaire
Aﬁn de représenter les événements selon leur appartenance aux diﬀérentes zones de classiﬁca-
tion spatiale, le diagramme temporel circulaire adopte la structure du Rose Charts de Florence
Nightingale [Nightingale, 1858] (Figure 4.14).
Chaque section angulaire du diagramme circulaire, représentant le nombre d'événements ap-
paraissant durant un intervalle temporel cyclique, est divisée en sous-sections selon l'axe radial :
 Pour chaque section angulaire, le nombre de sous-sections radiales correspond au nombre de
zones spatiales comprenant des événements apparaissant dans l'intervalle temporel cyclique
représenté.
 L'ordre de représentation des sous-sections radiales, du centre vers l'extérieur du dia-
gramme, correspond à l'ordre dans lequel les zones spatiales correspondantes sont créées
dans l'environnement de géovisualisation.
 La largeur radiale de chaque sous-section est fonction de la proportion d'événements appa-
raissant dans la zone spatiale correspondante, par rapport au nombre total d'événements
apparaissant dans l'intervalle temporel représenté par la section angulaire du diagramme.
Par exemple, si un intervalle temporel cyclique, représenté par une section angulaire du dia-
gramme circulaire, comporte huit événements apparaissant :
 pour deux d'entre eux (un quart), dans une première zone A, à laquelle est aﬀectée la
couleur bleue ;
 pour deux d'entre eux (un quart), dans une seconde zone B, à laquelle est aﬀectée la couleur
verte ;
 pour quatre d'entre eux (la moitié), dans une troisième zone C, à laquelle est aﬀectée la
couleur orange ;
la section angulaire correspondante est découpée en trois sous-sections radiales (Repère * de la
Figure 5.28) :
 la première en partant du centre, bleue, couvrant un quart du rayon de la section, et
représentant la proportion d'événements apparaissant dans la zone A ;
 la seconde, verte, couvrant un quart du rayon de la section, et représentant la proportion
d'événements apparaissant dans la zone B ;
 la dernière, orange, couvrant la moitié du rayon de la section, et représentant la proportion
d'événements apparaissant dans la zone C.
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Figure 5.28  Représentation de l'eﬀectif des diﬀérentes classes d'événements, selon leur inter-
valle d'apparition relatif à une échelle cyclique
Dans le cas d'un brushing appliqué aux événements selon leur zone d'apparition, les sous-
sections radiales correspondant aux zones masquées sont supprimées du diagramme. Le rayon
des sections angulaires et la proportion des sous-sections radiales restantes sont recalculés.
5.5.3 Représentation des événements selon leur moment d'apparition relatif
à une échelle linéaire
5.5.3.1 Principe : une représentation orientée du diagramme temporel mixte vers
la carte et le diagramme temporel circulaire
Les événements sont représentés en fonction de leur moment d'apparition selon une échelle
linéaire, symbolisé par la position des entités graphiques correspondantes le long de l'axe des
abscisses du diagramme temporel mixte. Cet axe est divisé en plusieurs sections de largeur égale,
dont le nombre est paramétrable. Les diﬀérentes sections représentent des intervalles temporels
linéaires, successifs et de durée égale, découpant l'étendue temporelle du diagramme. Les événe-
ments sont ensuite représentés en fonction de l'appartenance de leur moment d'apparition à ces
intervalles temporels linéaires.
L'appartenance d'un événement à un intervalle temporel peut être traitée comme une va-
riable qualitative ordonnée rattachée à l'événement. Les diﬀérents intervalles temporels linéaires
se succédant chronologiquement, il existe une relation d'ordre entre eux. Nous utilisons alors
la variable visuelle de la valeur pour représenter l'appartenance d'un événement à un intervalle
temporel linéaire. Dans notre cas, cette variable visuelle se traduit par la valeur de saturation
d'une couleur déﬁnie.
La valeur aﬀectée à un intervalle linéaire est choisie entre deux valeurs extrêmes, aﬀectées
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aux bornes du diagramme temporel mixte (Figure 5.29). La position d'un intervalle temporel
linéaire par rapport aux bornes du diagramme déﬁnit la valeur qui lui est aﬀectée. Celle-ci
est déﬁnie automatiquement en fonction des valeurs extrêmes aﬀectées aux bornes, du nombre
d'intervalles linéaires utilisés pour classer les événements, et de leur ordre d'apparition. L'entièreté
du diagramme est couverte par les intervalles temporels linéaires créés. Il n'existe pas de zone de
classiﬁcation temporelle linéaire par défaut, regroupant les moments n'étant pas couverts par un
des intervalles linéaires créés.
Figure 5.29  Division de l'étendue temporelle étudiée en intervalles temporels linéaires
5.5.3.2 Représentation des événements dans la carte et dans le diagramme temporel
mixte
La valeur associée à un intervalle temporel linéaire est aﬀectée à l'ensemble des événements
dont le moment d'apparition est inclus dans cet intervalle. Cette valeur est alors aﬀectée aux
entités graphiques correspondantes dans la carte et dans le diagramme temporel mixte, selon un
procédé analogue à celui utilisé pour représenter les événements selon leur lieu d'apparition :
 Dans le cas d'une entité graphique représentant un seul événement, l'entité graphique prend
la valeur aﬀectée à l'événement.
 Dans le cas d'une entité graphique représentant un agrégat d'événements apparaissant
durant le même intervalle temporel, l'entité graphique prend la valeur aﬀectée à l'intervalle
durant lequel les événements apparaissent.
 Dans le cas d'une entité graphique représentant un agrégat d'événements apparaissant du-
rant diﬀérents intervalles temporels, l'entité graphique est représentée sous la forme d'un
Pie Chart.
Dans ce troisième cas de ﬁgure (Figure 5.30) :
 Le nombre de secteurs du Pie Chart déﬁnit le nombre d'intervalles temporels durant les-
quels apparaissent les événements agrégés.
 Chaque secteur du Pie Chart correspond à un intervalle temporel, et se voit aﬀecter la
valeur correspondante.
 L'ordre des diﬀérents secteurs dans le Pie Chart correspond à l'ordre d'apparition chrono-
logique des diﬀérents intervalles temporels.
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 L'angle au centre de chaque secteur est fonction de la proportion d'événements agrégés ap-
paraissant durant l'intervalle de temps correspondant, par rapport au nombre total d'évé-
nements agrégés.
La position et la taille des agrégats dans la carte et le diagramme temporel sont calculées de
la même manière que précédemment.
Figure 5.30  Représentation d'agrégats d'événements selon leur moment d'apparition linéaire
Cette représentation en Pie Chart des agrégats d'événements est appliquée de la même ma-
nière dans la carte et dans le diagramme temporel mixte. Dans le diagramme, elle permet la
représentation d'agrégats dont les événements sont situés de part et d'autre de la limite entre
deux intervalles temporels.
5.5.3.3 Représentation des événements dans le diagramme temporel circulaire
Aﬁn de représenter les événements selon leur appartenance aux diﬀérents intervalles temporels
linéaires, le diagramme temporel circulaire adopte la même structure que pour la représentation
des événements selon leur lieu d'apparition.
Chaque section angulaire du diagramme circulaire est divisée en sous-sections selon l'axe
radial (Figure 5.31) :
 Pour chaque section angulaire, le nombre de sous-sections radiales correspond au nombre
d'intervalles temporels linéaires comprenant des événements apparaissant dans l'intervalle
temporel cyclique représenté.
 L'ordre de représentation des sous-sections radiales, du centre vers l'extérieur du dia-
gramme, correspond à l'ordre d'apparition chronologique des diﬀérents intervalles temporels
linéaires.
 La largeur radiale de chaque sous-section, est fonction de la proportion d'événements ap-
paraissant durant l'intervalle temporel linéaire correspondant, par rapport au nombre total
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d'événements apparaissant dans l'intervalle temporel cyclique représenté par la section an-
gulaire du diagramme.
Figure 5.31  Représentation de l'eﬀectif des diﬀérentes classes temporelles d'événements, selon
leur intervalle d'apparition relatif à une échelle cyclique
5.5.4 Représentation des événements selon leur moment d'apparition relatif
à une échelle cyclique
5.5.4.1 Principe : une représentation orientée du diagramme temporel circulaire
vers la carte et le diagramme temporel mixte
Les événements sont représentés en fonction de leur moment d'apparition relatif à l'échelle
cyclique utilisée dans les diagrammes temporels. Celui-ci est symbolisé par la position des entités
graphiques correspondantes, au sein d'une section périodique de la courbe du diagramme mixte.
Il est également symbolisé par la section du diagramme temporel circulaire pour laquelle l'évé-
nement est pris en compte. Les événements sont représentés en fonction de l'appartenance de
leur moment d'apparition à des intervalles temporels, de durée égale, relatifs à l'échelle cyclique
représentée dans les diagrammes temporels.
Pour déﬁnir ces intervalles temporels, nous utilisons le découpage temporel représenté dans
le diagramme temporel circulaire. Les événements sont ainsi classés selon la section angulaire du
diagramme temporel circulaire pour laquelle ils sont comptabilisés. La classiﬁcation temporelle
des événements peut alors être modiﬁée par :
 une modiﬁcation de la durée de l'échelle cyclique représentée ;
 une modiﬁcation du déphasage du diagramme temporel mixte ;
 une modiﬁcation du nombre de sections du diagramme temporel circulaire.
Les intervalles temporels utilisés étant relatifs à une échelle temporelle cyclique, il n'est pas
possible d'établir une relation d'ordre entre ces intervalles. Pour représenter les événements se-
lon leur appartenance à un intervalle temporel cyclique, nous utilisons la variable visuelle de
la couleur. Une couleur est aﬀectée à chaque intervalle temporel, et donc à chaque section du
diagramme temporel circulaire, ainsi qu'à l'ensemble des événements apparaissant durant cet
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intervalle.
Aﬁn de déﬁnir la couleur aﬀectée à chaque intervalle temporel, nous eﬀectuons une analogie
entre le diagramme temporel circulaire et un cercle chromatique (Figure 5.32).
Notre approche utilise deux, quatre ou six couleurs, qui sont aﬀectées à des bornes temporelles
relatives à une échelle temporelle cyclique représentée, de durée T. Ces bornes sont disposées à
une égale distance temporelle l'une de l'autre (Figure 5.32) :
 dans le cas d'une représentation à deux couleurs, une couleur représente le début et la ﬁn
de l'échelle temporelle cyclique, et une couleur représente le milieu de l'échelle temporelle
cyclique ;
 dans le cas d'une représentation à quatre couleurs, une couleur représente le début et la ﬁn
de l'échelle temporelle cyclique, et trois autres couleurs représentent les moments temporels
cycliques situés aux 1/4, 1/2, 3/4 de l'échelle cyclique ;
 enﬁn, dans le cas de six couleurs, une couleur représente le début et la ﬁn de l'échelle tem-
porelle cyclique, et les cinq autres couleurs représentent les moments temporels cycliques
situés aux 1/6, 1/3, 1/2, 2/3, et 5/6 de l'échelle cyclique.
Figure 5.32  Représentation du moment temporel cyclique selon deux, quatre ou six couleurs
La couleur aﬀectée à chaque intervalle temporel, et donc à chaque section du diagramme
circulaire, est calculée à partir :
 du nombre de sections du diagramme ;
 aux couleurs de base utilisées ;
 de la position de la section, par rapport aux bornes temporelles auxquelles sont aﬀectées
les couleurs de base.
L'entièreté du diagramme étant couverte par les intervalles temporels cycliques créés, il
n'existe pas d'intervalle temporel par défaut.
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5.5.4.2 Représentation des événements dans le diagramme temporel circulaire
Le diagramme temporel circulaire prend la forme d'un cercle chromatique à deux, quatre, ou
six couleurs de base. Le nombre de couleurs utilisées pour représenter les événements correspond
aux nombres de sections utilisées pour diviser l'échelle cyclique dans le diagramme (Figure 5.33).
Chaque section du diagramme est aﬀectée à une seule couleur. Pour chaque section du diagramme,
le rayon de la section représente le nombre d'événements apparaissant durant l'intervalle temporel
cyclique correspondant. Le diagramme représente donc l'eﬀectif de chaque classe utilisée pour
représenter les événements.
Figure 5.33  Aﬀectation des couleurs aux sections du diagramme temporel circulaire, dans le
cas de quatre couleurs de base
5.5.4.3 Incidence sur la représentation des événements dans la carte et dans le
diagramme temporel mixte
La couleur associée à un intervalle temporel cyclique est aﬀectée à l'ensemble des événements
dont le moment d'apparition est inclus dans cet intervalle. Cette valeur est alors aﬀectée aux
entités graphiques correspondantes dans la carte et dans le diagramme temporel mixte, selon un
procédé analogue à celui utilisé pour représenter les événements selon leur lieu d'apparition ou
selon leur moment d'apparition dans le temps linéaire :
 Dans le cas d'une entité graphique représentant un seul événement, l'entité graphique prend
la couleur aﬀectée à l'événement.
 Dans le cas d'une entité graphique représentant un agrégat d'événements apparaissant
durant le même intervalle temporel, l'entité graphique prend la valeur aﬀectée à l'intervalle
durant lequel les événements apparaissent.
 Dans le cas d'une entité graphique représentant un agrégat d'événements apparaissant du-
rant diﬀérents intervalles temporels, l'entité graphique est représentée sous la forme d'un
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Pie Chart.
Dans ce troisième cas de ﬁgure (Figure 5.34) :
 Le nombre de secteurs du Pie Chart déﬁnit le nombre d'intervalles temporels durant les-
quels apparaissent les événements agrégés.
 Chaque secteur du Pie Chart correspond à un intervalle temporel, et se voit aﬀecter la
couleur correspondante.
 L'ordre des diﬀérents secteurs dans le Pie Chart correspond à l'ordre de représentation des
sections correspondantes dans le diagramme temporel circulaire, dans le sens des aiguilles
d'une montre depuis le sommet du diagramme.
 L'angle au centre de chaque secteur est fonction de la proportion d'événements agrégés ap-
paraissant durant l'intervalle de temps correspondant, par rapport au nombre total d'évé-
nements agrégés.
Figure 5.34  Représentation des événements selon huit intervalles temporels cycliques
La position et la taille des agrégats dans la carte et le diagramme temporel mixte sont
calculées de la même manière que précédemment.
5.6 Implémentation de GrAPHiST
5.6.1 Implémentation de la base de données
Les données spatio-temporelles sont stockées dans une base de données PostGreSQL, utilisant
l'extension PostGIS.
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La base de données est structurée de manière à suivre la modélisation de la donnée spatio-
temporelle présentée au début de ce chapitre. Une modélisation de la base de données est ainsi
présentée dans la Figure 5.35.
Les liens entre les entités phénomènes, événements, sous-parties spatio-temporelles, et leur
composante thématique respective, s'eﬀectue grâce aux identiﬁants de chaque objet stocké dans
la base. Par exemple, une sous-partie spatio-temporelle est reliée à l'événement dont elle est le
composant par l'identiﬁant de l'événement. Cet événement est relié au phénomène dont il est
une instance par l'identiﬁant du phénomène.
Figure 5.35  Structure de la base de données
5.6.2 Implémentation de l'interface de géovisualisation
GrAPHiST a été implémenté sous la forme d'une application Web (Figure 5.36) :
 L'interface de géovisualisation se présente sous la forme d'une page HTML.
 Les diagrammes et les entités graphiques de la fenêtre temporelle sont créés et manipulés
en utilisant les fonctions de la bibliothèque JavaScript D3.
 La carte et les entités cartographiques de la fenêtre spatiale sont créées et manipulées en
utilisant la bibliothèque Openlayers 3. Les fonds de carte sont fournis par OpenStreetMap.
 Le reste des fonctions d'interaction, ainsi que la fenêtre de contrôle, utilisent les biblio-
thèques JQuery et JQueryUI.
 La majorité des processus de l'application sont eﬀectués côté client au moyen de fonctions
JavaScript. Les processus implémentés côté serveur ont pour but d'interroger la base de
données aﬁn d'importer les événements en fonction des critères choisis par l'utilisateur
(type de phénomène, étendues temporelle et spatiale étudiées, ﬁltre attributaire).
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 Le dialogue entre la page Web et l'application côté serveur s'eﬀectue au moyen de requête
Ajax. Les données envoyées et reçues par la requête sont au format JSON, ou GeoJSON
s'il s'agit d'un import d'événements.
 Les processus côté serveur sont implémentés en Java EE. Le dialogue avec la base de
données s'eﬀectue au moyen de requêtes SQL.
Figure 5.36  Fonctionnement de GrAPHiST
5.7 Conclusion
Dans ce chapitre, nous présentons la structure générale de GrAPHiST, ainsi que les diﬀérents
procédés de modélisation, de représentation graphique et d'interaction que nous mettons en
place dans le but de permettre une analyse exploratoire des dynamiques spatio-temporelles des
phénomènes.
L'approche que nous proposons s'appuie sur :
 une modélisation généraliste des phénomènes en séries d'événements spatio-temporels.
 l'utilisation d'un environnement de géovisualisation à multifenêtrage.
Cet environnement doit permettre une analyse des dynamiques spatio-temporelles des phéno-
mènes, à travers l'identiﬁcation visuelle de structures dans la distribution spatio-temporelle d'une
série événementielle. Nous nous intéressons ainsi à quatre types de patterns :
 des clusters spatio-temporels relatifs au temps linéaire ;
 des clusters spatio-temporels relatifs au temps cyclique ;
 des propagations spatiales d'événements au cours du temps ;
 des récurrences cycliques spatialisées.
L'analyse proposée par GrAPHiST est basée sur :
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 une représentation graphique des composantes temporelle et spatiale des séries événemen-
tielles, permettant une identiﬁcation de structure dans les distributions temporelle et spa-
tiale des événements ;
 l'utilisation de règles de symbologie et de procédé d'agrégation permettant d'établir un lien
entre les contenus des fenêtres temporelle et spatiale de l'interface de GrAPHiST.
Les fenêtres de l'interface utilisent des représentations graphiques, inspirées d'approches présen-
tées dans notre état de l'art, permettant d'identiﬁer visuellement des patterns :
 La fenêtre temporelle s'appuie sur la représentation de la distribution temporelle des évé-
nements au travers de deux diagrammes temporels :
 Le premier est un diagramme mixte, pouvant se présenter sous la forme d'une courbe
sinusoïdale inspirée des approches Time Coil [Edsall and Peuquet, 1997] et Time Wave
[Li, 2010], ou d'une courbe en dents de scie inspirée des diagrammes en tiles map [Mintz
et al., 1997][Aigner et al., 2011]. Ce diagramme doit permettre une visualisation de
la composante temporelle des événements selon le temps linéaire et selon le temps
cyclique, et de permettre la visualisation d'une récurrence cyclique des événements,
de période égale à la durée de l'échelle cyclique représentée.
 Le second est un diagramme circulaire inspiré du diagramme Rose Charts de Florence
Nightingale [Nightingale, 1858] et des diagrammes en secteurs (Sector Graphs de Har-
ris [Harris, 2000]. Ce diagramme doit permettre une visualisation de la distribution
temporelle des événements selon une échelle temporelle cyclique.
 La fenêtre spatiale s'appuie sur la représentation de la composante spatiale de l'ensemble
des événements apparus durant l'étendue temporelle étudiée, au sein d'une carte d'inven-
taire, à la manière de PerSE [Swedberg and Peuquet, 2017]. Cette carte doit permettre
une visualisation de la distribution spatiale des événements.
Aﬁn de faire le lien entre le contenu des fenêtres temporelle et spatiale de l'interface de GrA-
PHiST, nous proposons des règles de symbologie, permettant de représenter les événements selon
un critère dimensionnel supplémentaire au sein des fenêtres de l'environnement. Les événements
peuvent alors être représentés :
 dans la fenêtre temporelle selon leur lieu d'apparition, à l'instar des représentations pro-
posées par PerSE [Swedberg and Peuquet, 2017] et Time Wave [Li, 2010] ;
Nous désignons cette représentation comme ayant une entrée spatiale, et étant orientée
de la carte vers les diagrammes temporels. Pour cela, nous classons les événements
selon des zones spatiales et nous les représentons en fonction à l'aide de la variable visuelle
de la couleur.
 dans la fenêtre spatiale selon leur moment d'apparition relatif à une échelle linéaire, à l'ins-
tar de Growth Ring Maps [Bak et al., 2009, Andrienko et al., 2011] ;
Nous désignons cette représentation comme ayant une entrée temporelle linéaire, et
étant orientée du diagramme temporel mixte vers la carte et le diagramme
temporel circulaire. Pour cela, nous classons les événements selon des intervalles tem-
porels linéaires et nous les représentons en fonction à l'aide de la variable visuelle de la
valeur.
 dans la fenêtre spatiale selon leur moment d'apparition relatif à une échelle cyclique, à
l'instar de Growth Ring Maps [Bak et al., 2009, Andrienko et al., 2011] ;
Nous désignons cette représentation comme ayant une entrée temporelle cyclique, et
étant orientée du diagramme temporel circulaire vers la carte et le diagramme
temporel mixte. Pour cela, nous classons les événements selon des intervalles temporels
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cycliques et nous les représentons en fonction à l'aide de la variable visuelle de la couleur.
Ces deux dernières propositions s'inscrivent dans la continuité des travaux de l'équipe STea-
mer du Laboratoire d'informatique de Grenoble sur l'utilisation des variables de la couleur
et de la valeur pour représenter le temps dans la carte [Davoine et al., 2012b, Saint-Marc
et al., 2014, Saint-Marc, 2017, Saint-Marc et al., 2017, Saint-Marc et al., 2018].
Conjointement à l'utilisation de règles de symbologie, nous proposons un procédé d'agréga-
tion des événements spatialement ou temporellement proches. Nous proposons de représenter
ces agrégats sous la forme de Pie Chart, aﬁn de représenter la proportion des diﬀérents groupes
d'événements similaires au sein d'un agrégat. Combinée aux outils de symbologie, cette représen-
tation permet d'identiﬁer des structures dans la distribution spatio-temporelle des événements,
et permet une identiﬁcation de patterns spatio-temporels.
Si ces procédés de représentation graphique et d'interaction rendent possible l'identiﬁcation
visuelle d'un pattern, l'analyse exploratoire repose sur une suite d'interactions entre l'utilisa-
teur et l'interface, au cours de laquelle l'utilisateur modiﬁe les critères de représentation des
événements, jusqu'à mettre en valeur un pattern au travers des fenêtres de l'environnement de
géovisualisation.
Le chapitre suivant (refchapter :6) présente ainsi diﬀérents scénarios d'utilisation de GrAPHiST,
permettant à l'utilisateur de rechercher et d'identiﬁer des patterns spatio-temporels, au cours
d'une analyse exploratoire de séries événementielles.
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L'analyse que nous cherchons à fournir est exploratoire. GrAPHiST est un outil de recherche,
et non un outil de retranscription graphique d'un résultat obtenu en amont de la visualisation
[Card et al., 1999, Spence, 2001, Andrienko and Andrienko, 2006].
GrAPHiST doit ainsi permettre d'explorer la distribution spatio-temporelle des événements,
d'émettre des hypothèses sur sa structure, d'y identiﬁer des patterns, au moyen des outils de
représentation graphique et des possibilités d'interaction [Andrienko and Andrienko, 2006]. Ben
Shneiderman [Shneiderman, 2003, Andrienko and Andrienko, 2006] déﬁnit ainsi trois étapes dans
le déroulement général d'une analyse exploratoire, pouvant être répétée de manière itérative :
 la première, Overview First, consistant en une observation globale de l'ensemble d'un jeu
de données ;
 la seconde étape, zoom and ﬁlter, consistant en une focalisation de l'analyse sur des objets
d'intérêt ;
 la dernière étape, details on demand, consistant en une exploration approfondie des carac-
téristiques des objets identiﬁés lors de la seconde étape.
Dans chacune de ces étapes, l'utilisateur occupe une place centrale :
 En fonction des données étudiées et de ses objectifs de recherche, l'utilisateur choisit les
critères déﬁnissant les objets d'intérêts à identiﬁer [Andrienko and Andrienko, 2006].
 Ces objets d'intérêt sont identiﬁés par l'utilisateur, au travers de l'interprétation de ce qu'il
voit dans les représentations graphiques [Tukey, 1977, Andrienko and Andrienko, 2006].
 À partir de cette interprétation, l'utilisateur décide quelles sont les actions à eﬀectuer
pour approfondir l'analyse sur objets d'intérêts, dans le but de mettre en lumière d'autres
informations [Tukey, 1977, Andrienko and Andrienko, 2006].
 L'utilisateur interprète le retour visuel de ces actions, et déﬁnit dans quelle direction ap-
profondir l'analyse.
L'analyse exploratoire de patterns dans la distribution spatio-temporelle des événements re-
pose ainsi sur une suite d'interactions entre l'utilisateur et l'interface. Au cours de celles-ci :
 L'utilisateur interprète le contenu des trois espaces de représentation des données (carte,
diagramme mixte, diagramme circulaire).
 Il modiﬁe, en fonction de ce qu'il observe dans ces espaces, les critères de représentation
des événements. Il peut ainsi choisir de modiﬁer les étendues spatiales et temporelles de la
zone d'étude, modiﬁer l'échelle temporelle cyclique, modiﬁer les critères de la représenta-
tion graphique, classer les événements selon un critère dimensionnel.
L'utilisateur répète alors ce procédé de manière itérative jusqu'à mettre en valeur un pattern
dans les fenêtres de l'interface.
Notre proposition d'analyse exploratoire ne repose alors pas seulement sur des procédés de re-
présentation graphique et interactive de la donnée spatio-temporelle, mais également sur leur
utilisation. Si l'environnement de géovisualisation proposé dans le chapitre 5 est développé dans
le but d'identiﬁer des patterns, se pose alors la question suivante : comment une analyse explo-
ratoire peut amener à la découverte de patterns au sein de cet environnement.
Si la formalisation d'une méthode universelle d'analyse exploratoire reste diﬃcile [Andrienko
and Andrienko, 2006], la limitation de notre objectif de recherche à l'identiﬁcation de patterns
déﬁnis nous permet de proposer, pour chaque pattern, un scénario d'analyse exploratoire.
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Chaque cas d'analyse nécessite que l'utilisateur explore librement un jeu de données, dans le
but de devenir familier avec celui-ci, avant d'approfondir son analyse [Andrienko and Andrienko,
2006]. L'analyse d'un type de pattern particulier, au moyen de GrAPHiST, suit néanmoins un
patron général déﬁnissant les grandes étapes de la recherche, chacune faisant intervenir des outils
interactifs et visuels diﬀérents.
Ce chapitre est ainsi consacré aux diﬀérents scénarios d'analyse exploratoire pouvant être
eﬀectués au moyen de GrAPHiST. Nous présentons comment l'utilisateur peut, au travers d'une
suite d'interprétations visuelles et d'interactions, construire son procédé d'analyse et identiﬁer
chacune des structures recherchées. Chaque scénario décrit ainsi les grandes étapes permettant
de passer d'une représentation de données brutes, à une représentation graphique mettant en
valeur un pattern spatio-temporel particulier (Figure 6.1).
Figure 6.1  Résultats des interactions de l'utilisateur avec l'interface de GrAPHiST, dans le
cadre d'une recherche d'un pattern spatio-temporel
Nos scénarios d'analyse se divisent en deux groupes, correspondant aux deux approches d'ana-
lyse de la distribution spatio-temporelle des événements permises par GrAPHiST :
 Le premier groupe suit une approche partant d'une entrée spatiale, à la manière de Time
Wave [Li, 2010] et PerSE [Swedberg and Peuquet, 2017], et se base sur une classiﬁcation
des événements selon leur composante spatiale.
 Le second groupe suit une approche partant d'une entrée temporelle, à la manière deGrowth
Ring Maps [Bak et al., 2009, Andrienko et al., 2011], et se base sur une classiﬁcation des
événements selon leur composante temporelle, appréhendée de manière linéaire ou cyclique.
Cependant, comme nous le précisons dans le chapitre 4, l'analyse de patterns spatio-temporels
passe par une identiﬁcation de structures dans les distributions spatiale et temporelle des événe-
ments. Aussi, en préambule aux diﬀérents scénarios d'analyse de patterns spatio-temporels, nous
présentons comment l'utilisation des représentations graphiques et interactives de GrAPHiST
permet une analyse de patterns unidimensionnels, temporels ou spatiaux.
6.1 Analyse de patterns unidimensionnels
Comme nous l'évoquons au second chapitre (2), parmi les quatre patterns auxquels nous
nous intéressons, trois d'entre eux peuvent se traduire par la combinaison de deux patterns
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unidimensionnels, identiﬁables dans les fenêtres temporelles et spatiales :
 Un cluster spatio-temporel, relatif au temps linéaire ou cyclique, se traduit par un cluster
spatial, et par un cluster temporel.
 Une récurrence cyclique spatialisée se traduit par un cluster spatial, et par une récurrence
cyclique des événements dans le temps.
L'identiﬁcation d'une propagation spatiale des événements nécessite, quant à elle, de traiter les
dimensions spatiale et temporelle de manière simultanée.
Nous présentons ici comment l'utilisation des représentations graphiques permet l'identiﬁca-
tion de patterns unidimensionnels, dans les fenêtres de GrAPHiST.
6.1.1 Identiﬁcation de concentrations d'événements dans le temps et l'espace
6.1.1.1 Concentration temporelle selon le temps linéaire
Une telle structure est observable sur le diagramme temporel mixte.
Figure 6.2  Identiﬁcation d'une concentration temporelle selon le temps linéaire
Dans le cas d'une représentation ponctuelle des événements, cette concentration d'événe-
ments se manifeste par une concentration d'entités graphiques le long de l'axe des abscisses du
diagramme (Repère A de la Figure 6.2). Dans le cas d'une représentation agrégée, elle se mani-
feste également par la concentration d'entités graphiques, de taille importante, le long de l'axe
des abscisses (Repère B de la Figure 6.2).
La représentation d'un grand nombre d'événements peut, dans cette situation, rendre plus
diﬃcile l'identiﬁcation visuelle des écarts entre le nombre d'événements de chaque agrégat. L'uti-
lisateur peut alors modiﬁer la taille des entités graphiques en fonction du nombre des événements
agrégés, aﬁn de mettre en valeur les agrégats regroupant le plus d'événements (Figure 6.3).
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Figure 6.3  Modiﬁcation de la représentation des agrégats dans le diagramme mixte pour
l'identiﬁcation de concentrations temporelles selon le temps linéaire
6.1.1.2 Concentration temporelle selon une échelle cyclique
L'observation d'une telle structure nécessite d'avoir ﬁxé à l'avance l'échelle cyclique consi-
dérée. Cette structure se manifeste par une concentration d'entités graphiques (ou d'entités de
taille importante, dans le cas d'une représentation agrégée) le long de l'axe des ordonnées du
diagramme temporel mixte, comme le montre la Figure 6.4.
Figure 6.4  Identiﬁcation de concentrations temporelles selon le temps cyclique dans le dia-
gramme mixte
Une concentration temporelle d'événements selon une échelle cyclique est cependant plus
facilement observable dans le diagramme circulaire. Une concentration temporelle cyclique se
manifeste sur ce diagramme par l'apparition d'une ou de plusieurs sections circulaires du dia-
gramme présentant un rayon plus important que les autres sections (Figure 6.5).
Figure 6.5  Identiﬁcation de concentrations temporelles selon le temps cyclique dans le dia-
gramme circulaire
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L'utilisateur peut modiﬁer le nombre de sections du diagramme circulaire, aﬁn d'aﬃner l'iden-
tiﬁcation d'une concentration d'événements (Figure 6.6). L'utilisateur peut, par exemple, passer
de la représentation d'une échelle d'un an divisée en douze mois, à la représentation d'une échelle
d'un an divisée en cinquante-deux semaines, ce qui permet d'identiﬁer des concentrations tem-
porelles s'étendant sur moins d'un mois.
Augmenter le nombre de sections du diagramme circulaire permet ainsi de mieux déﬁnir les
limites d'un cluster, et d'analyser si la concentration d'événements est homogène sur l'étendue
temporelle du cluster. Dans la Figure 6.6, un diagramme à soixante sections permet d'obser-
ver une concentration d'événements sur un intervalle moins étendu que celui observé pour un
diagramme à six sections. De plus, un diagramme à soixante sections permet d'observer que la
concentration d'événements n'est pas homogène sur cet intervalle temporel, le plus grand nombre
d'événements apparaissant au début et à la ﬁn de l'intervalle.
Figure 6.6  Modiﬁcation du nombre de sections dans le diagramme circulaire pour l'identiﬁ-
cation de concentrations temporelles
L'étendue d'une concentration temporelle peut également être à la limite entre deux inter-
valles temporels cycliques représentés par le diagramme circulaire. L'utilisateur peut alors modi-
ﬁer le déphasage du diagramme temporel mixte, aﬁn que le nombre d'événements correspondant
soit représenté par une seule section du diagramme circulaire.
6.1.1.3 Concentration spatiale
Une telle structure est observable sur la carte par une concentration d'entités graphiques
(Figure 6.7) ou d'entités graphiques de grande taille dans le cas d'une représentation agrégée des
événements.
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Figure 6.7  Identiﬁcation d'une concentration spatiale d'événements, représentés par des entités
ponctuelles
Comme pour le cas d'une représentation agrégée des événements dans le diagramme temporel
mixte, la représentation d'un grand nombre d'événements peut rendre plus diﬃcile l'identiﬁcation
des concentrations spatiales d'événements dans la carte. L'utilisateur peut également modiﬁer la
taille des entités graphiques aﬁn de mettre en valeur les agrégats regroupant le plus d'événements
(Figure 6.8).
Figure 6.8  Modiﬁcation de la représentation des agrégats dans la carte pour l'identiﬁcation
de concentrations spatiales
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6.1.2 Identiﬁcation d'une récurrence cyclique d'événements
6.1.2.1 Visualisation d'une récurrence cyclique d'événements dans les diagrammes
temporels
Comme nous l'avons évoqué au quatrième chapitre (4), l'utilisation d'un diagramme temporel
mixte, combinant une échelle temporelle linéaire et une échelle temporelle cyclique, permet la
visualisation d'une récurrence cyclique d'événements, si la période P du cycle est égale à la durée
T de l'échelle cyclique représentée.
Cette récurrence cyclique est observable sur le diagramme temporel mixte lorsque T = P ,
par un alignement régulier, parallèle à l'axe des abscisses, des entités graphiques représentant les
événements de la série.
Un phénomène présentant un caractère strictement cyclique sera ainsi observable par un
alignement strict et régulier de toutes les entités représentant les occurrences du phénomène
(Figure 6.9).
Figure 6.9  Identiﬁcation d'un cycle strict sur le diagramme temporel mixte
Un phénomène dont le caractère cyclique se manifeste par l'apparition régulière d'un inter-
valle temporel, où apparait un nombre variable d'événement, sera également observable sur le
diagramme temporel mixte. Le caractère cyclique entrainant une surreprésentation d'entités gra-
phiques dans la même section cyclique du diagramme mixte. La récurrence cyclique de l'intervalle
d'apparition des événements sera observable par un alignement d'entités graphiques, réparties
sur une section plus large de l'axe des ordonnées (Figure 6.10).
Figure 6.10  Identiﬁcation d'un cycle, apparaissant durant un intervalle temporel étendu, sur
le diagramme temporel mixte
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Cette surreprésentation des entités graphiques dans la même section cyclique du diagramme
mixte implique généralement une mise en valeur de la section correspondante dans le diagramme
circulaire (Figure 6.11).
Figure 6.11  Identiﬁcation d'un cycle sur le diagramme temporel mixte et de la concentration
temporelle cyclique correspondante sur le diagramme circulaire
L'identiﬁcation de cette concentration temporelle dans le diagramme circulaire, étant une
conséquence du caractère cyclique d'un phénomène, est un indice supplémentaire pour permettre
l'identiﬁcation d'un cycle par l'utilisateur (Repère A de la Figure 6.12).
Elle n'est cependant pas un critère suﬃsant pour conclure à l'existence d'un cycle. Les évé-
nements correspondants peuvent tous apparaitre dans quelques-unes ou dans une seule instance
de l'échelle temporelle représentée (Repère B de la Figure 6.12).
Ces événements peuvent également correspondre à un cycle dont la fréquence est un har-
monique de la période correspondant à l'échelle cyclique représentée (Repère C de la Figure
6.12).
Figure 6.12  Diﬀérentes manifestations d'une concentration temporelle identiﬁée sur le dia-
gramme circulaire, dans le diagramme mixte
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Pour conclure à l'existence d'un cycle, l'identiﬁcation d'une surreprésentation d'apparition
d'événements dans le diagramme circulaire doit donc être suivie de l'identiﬁcation d'un aligne-
ment formé des entités correspondantes sur le diagramme temporel mixte.
6.1.2.2 Recherche visuelle de récurrences cycliques d'événements par modiﬁcation
de l'échelle temporelle cyclique
Tout comme dans SpiralGraph [Weber et al., 2001], la recherche visuelle de récurrences cy-
cliques s'eﬀectue en modiﬁant graduellement la durée T de l'échelle temporelle cyclique 1, dans
le but d'observer la formation d'un alignement d'entités graphiques sur le diagramme mixte. La
formation de cet alignement est observable lorsque la valeur de T approche celle de la période P
de réapparition d'un phénomène cyclique.
Dans le diagramme sinusoïdal, cet alignement d'entités graphiques prend la forme d'une
sinusoïde (Repère B de la Figure 6.13). Au fur et à mesure que la valeur de T approche celle de
P , le nombre de pulsations de la sinusoïde diminue, et la forme de l'alignement se rapproche de
celle d'une droite (Repères B à H de la Figure 6.13). Les entités sont alors alignées parallèlement
à cet axe lorsque T = P (Repère H de la Figure 6.13). On observe ici un cycle ayant une période
de 402 jours.
Figure 6.13  Recherche d'une récurrence cyclique au moyen du diagramme temporel sinusoïdal
Dans le diagramme en dents de scie, l'alignement des entités graphiques forme d'abord une,
ou plusieurs droites obliques. Lorsque les entités représentant des événements cycliques forment
un tel alignement pour une échelle cyclique de durée T , l'orientation des droites formées indique
si la période P est inférieure ou supérieure à T (Figure 6.14).
Si P < T , chaque ligne brisée du diagramme mixte représente une durée supérieure à celle
séparant deux instances du cycle. Les entités graphiques alignées selon une droite oblique seront
placées, successivement, plus bas sur l'axe des ordonnées que l'entité précédente. La ou les droites
1. La modiﬁcation de T est eﬀectuée, manuellement, de manière continue au moyen d'un curseur dans l'inter-
face de contrôle de l'environnement.
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formées par l'alignement des entités graphiques sont ainsi descendantes.
À l'inverse, si P > T , chaque ligne brisée du diagramme mixte représente une durée inférieure
à celle séparant deux instances du cycle. Les entités graphiques alignées selon une droite oblique
seront placées, successivement, plus haut sur l'axe des ordonnées que l'entité précédente. La ou
les droites formées par l'alignement des entités graphiques sont ainsi ascendantes.
Figure 6.14  Inﬂuence de l'orientation des alignements graphiques dans la recherche d'une
récurrence cyclique au moyen du diagramme temporel en dents de scie
Au fur et à mesure que la valeur de T approche de celle de P , l'orientation de la ou des
droites formées se rapproche de celle de l'axe des abscisses (Repères B à H de la Figure 6.15).
Les entités sont alignées, parallèlement à cet axe, lorsque T = P (Repère H de la Figure 6.15).
On identiﬁe également sur ce diagramme un cycle ayant une période de 402 jours.
Figure 6.15  Recherche d'une récurrence cyclique au moyen du diagramme temporel en dents
de scie
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La formation d'un alignement des entités graphiques représentant des événements cycliques
dans le diagramme mixte, est également observable, dans une moindre mesure, par la formation
d'un motif graphique particulier dans le diagramme circulaire (Figure 6.16).
Figure 6.16  Identiﬁcation de la formation d'une concentration temporelle sur le diagramme
circulaire, dans le cadre de la recherche d'une récurrence cyclique
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Cette observation est possible à partir du moment où T est suﬃsamment proche de P , pour
qu'un alignement des entités graphiques correspondantes dans le diagramme mixte prenne la
forme :
 d'une sinusoïde à une seule pulsation dans le diagramme sinusoïdal.
 d'une seule droite oblique (ou de deux droites ne se recouvrant pas sur l'axe des ordonnées)
dans le diagramme en dents de scie (Repère A de la Figure 6.16).
À partir de l'instant où cette échelle cyclique est représentée, l'alignement progressif des enti-
tés graphiques avec l'axe des abscisses va s'accompagner d'une diminution du nombre de sections
cycliques de la courbe du diagramme occupées par ces entités.
Le nombre de sections angulaires correspondantes dans le diagramme circulaire va ainsi diminuer,
jusqu'à atteindre son minimum lorsque T atteint la valeur de P .
L'approche de la valeur P par l'échelle cyclique va alors être observable par l'accroissement
du rayon d'un nombre de plus en plus restreint de sections du diagramme circulaire (Repères
A à M de la Figure 6.16). On identiﬁe ici une concentration temporelle relative à une échelle
cyclique de 402 jours.
6.1.2.3 Déplacement général des entités selon l'axe des ordonnées du diagramme
mixte lors de la modiﬁcation de l'échelle temporelle cyclique
Au cours de l'augmentation de la durée de l'échelle temporelle cyclique dans la Figure 6.16,
on observe un déplacement de l'alignement d'événements, en cours de formation, vers le bas du
diagramme. Ce déplacement est dû au fait qu'à chaque augmentation de la durée de l'échelle
cyclique, un événement apparait plus "tôt" dans l'instance d'échelle cyclique dans laquelle il se
trouve.
Soit un événement e dont le moment d'apparition dans le temps linéaire Ml est de 150 jours
(par rapport à une date 0 ). Soit Mc son moment d'apparition relatif à une échelle cyclique :
 au travers d'une échelle cyclique d'une durée de 100 jours, Mc est égal à 50 jours (sur
100 ) ;
 au travers d'une échelle cyclique d'une durée de 120 jours, Mc est égal à 30 jours (sur
120 ) ;
 au travers d'une échelle cyclique d'une durée de 149 jours, Mc est égal à 1 jour (sur 149 ).
Ainsi, plus la durée de l'échelle cyclique augmente, plus l'événement e apparaitra "tôt" à l'in-
térieur d'une instance de l'échelle temporelle cyclique. Ceci jusqu'à ce que la durée de l'échelle
dépasse 150 jours : pour une échelle cyclique d'une durée de 151 jours, l'événement e apparait
à la ﬁn de l'instance d'échelle précédente, et Mc est égal à 150 jours (sur 151 ).
Ainsi, lors d'une augmentation de la durée de l'échelle cyclique, l'ensemble des événements
(hormis ceux dont le moment d'apparition dans le temps cyclique est proche de 0 ) apparaissent
plus tôt, relativement à cette échelle, qu'avant modiﬁcation. Le phénomène inverse est observable
lorsque l'on diminue l'échelle temporelle cyclique.
Le moment d'apparition cyclique des événements étant représenté par l'axe des ordonnées
dans le diagramme temporel en dents de scie, une augmentation de la durée de l'échelle cyclique
entraine ainsi un déplacement des événements vers le bas, tandis qu'une diminution de la durée
de l'échelle cyclique entraine un déplacement des événements vers le haut.
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De la même manière, les événements formant un alignement graphique dans la Figure 6.15 se
déplacent vers le bas lors de l'augmentation de la durée de l'échelle, entrainant un déplacement,
vers le bas, de l'alignement formé.
Pour cette même raison, lors de la formation d'une concentration temporelle dans le dia-
gramme temporel circulaire, au cours d'une augmentation de la durée de l'échelle cyclique, les
sections du diagramme correspondant subissent une rotation dans le sens antihoraire (Figure
6.16).
Lorsque l'échelle cyclique est égale à 402 jours (Repère H de la Figure 6.15), le moment
d'apparition dans le temps cyclique des événements formant l'alignement graphique étant proche
de 0, une partie des événements apparait en haut du diagramme en dents de scie. Il est alors
possible de modiﬁer la phase du diagramme temporel mixte, aﬁn de représenter l'alignement,
formé par les événements, au centre du diagramme (Section 5.3.1).
6.1.3 Proposition de pistes d'exploration à l'utilisateur par suggestion de
valeurs à aﬀecter à l'échelle temporelle cyclique
L'identiﬁcation de récurrences cycliques dans les événements est ainsi basée sur une recherche
visuelle et exploratoire au travers des diagrammes temporels.
Cependant, il convient de guider l'utilisateur dans sa recherche visuelle, et de lui suggérer des
pistes d'exploration, car les échelles de valeurs possibles sont trop nombreuses.
Une proposition peut être de combiner l'analyse exploratoire avec l'utilisation de méthodes
quantitatives, analysant les données en arrière-plan et transcrivant de manière graphique leurs
résultats, à l'instar d'Arc Diagram [Wattenberg, 2002] (Figure 4.18). Ces résultats sont alors
proposés à l'utilisateur en guise de pistes d'exploration.
Notre environnement eﬀectue ainsi, en arrière-plan, une analyse mathématique de la compo-
sante temporelle des données événementielles, dans le but d'y détecter de possibles comporte-
ments cycliques. Les périodes des cycles identiﬁés sont alors retranscrites de manière graphique
à l'utilisateur, et constituent une suggestion d'échelles temporelles cycliques "remarquables" que
l'utilisateur peut "inspecter". Pour identiﬁer ces possibles comportements cycliques, nous appli-
quons aux séries événementielles des analyses harmoniques.
6.1.3.1 Principe de l'analyse harmonique
Recherche des composantes périodiques d'un signal temporel. L'analyse harmonique
est une branche des mathématiques étudiant la représentation des signaux, ou des fonctions ma-
thématiques, comme des superpositions de signaux ou de fonctions sinusoïdales élémentaires, de
fréquence et d'amplitude diﬀérentes [Bony, 2001, Katznelson, 2004].
Les signaux ou fonctions sinusoïdales élémentaires sont appelés les harmoniques du signal ou
de la fonction analysée, d'où le nom d'analyse harmonique.
Les analyses harmoniques ont connu de nombreuses applications en physique sous le nom
d'analyse spectrale, et interviennent dans de nombreux domaines tels que le traitement du signal,
l'analyse prévisionnelle, etc. Ces analyses font appel à des outils mathématiques, tels que les
séries de Fourier et les transformées de Fourier, permettant d'obtenir les harmoniques d'un signal
[Gasquet and Witomski, 2000].
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Séries et transformée de Fourier. Les séries de Fourier visent à décomposer un signal pé-
riodique, de forme quelconque et de fréquence f , en une somme de fonctions sinusoïdales dont
les fréquences sont des multiples de f . La fréquence f est appelée la fréquence fondamentale du
signal, et ses multiples sont appelés les harmoniques de f .
La transformée de Fourier est une extension, pour les fonctions non périodiques, du déve-
loppement des fonctions périodiques en séries de Fourier. La transformée de Fourier s'exprime
comme une "somme inﬁnie" des fonctions trigonométriques de toutes fréquences. La transformée
de Fourier permet ainsi de décomposer un signal, combinant plusieurs fonctions périodiques de
fréquence fx, en une somme de sinusoïdes dans les fréquences sont les diﬀérentes fréquences
fondamentales fx et leurs sinusoïdes [Bony, 2001, Katznelson, 2004].
Spectre de Fourier. Lorsqu'une fonction mathématique représente un phénomène physique,
on appelle cette fonction signal, et sa transformée de Fourier s'appelle son spectre. Le spectre per-
met de recenser les fréquences, fondamentales et harmoniques, de toutes les fonctions sinusoïdales
dont la somme permet de recomposer le signal originel.
Utilisation de la transformée de Fourier pour l'analyse des récurrences cycliques
d'un phénomène. En permettant de chercher quelles fonctions sinusoïdales permettent de
recomposer au mieux le signal représentant un phénomène physique, les transformées et séries de
Fourier sont un bon outil pour tenter d'identiﬁer les caractéristiques cycliques de ces phénomènes.
Dans le cas de phénomènes physiques observés au travers de capteurs, les données à disposi-
tion ne se présentent généralement pas sous une forme continue, mais plutôt sous la forme d'un
signal échantillonné. Ce dernier consiste en une suite de valeurs discrètes séparées par une unité
de temps constante correspondant à une fréquence d'échantillonnage. Un signal échantillonné
prend ainsi la forme d'une série temporelle. Un équivalent discret de la transformée de Fourier
permet de traiter ces signaux échantillonnés et se nomme la transformation de Fourier discrète
(TFD).
Exemple d'analyse d'un phénomène cyclique par les séries de Fourier : les marées
Le phénomène de marée est la variation de la hauteur d'eau du niveau des mers, causée par l'eﬀet des forces de
gravitation dues à la Lune et au Soleil, et également causée par l'eﬀet de la force d'inertie due à la révolution de
la Terre autour du centre de gravité du système Terre-Lune.
Le phénomène de marée présente plusieurs comportements cycliques :
 Le plus visible consiste en la variation bi journalière du niveau de la mer entre les états que l'on appelle
marée haute, et marée basse.
 Des marées plus fortes ont cependant lieu lors d'un alignement de la Lune et du Soleil lors des nouvelles
lunes et des pleines lunes. Ces marées sont nommées vives-eaux. À l'inverse, des marées plus faibles, appelées
mortes-eaux sont observées lors des premiers et derniers quartiers de Lune. Cette évolution entre vives-eaux
et mortes-eaux se répète périodiquement avec une période d'environ 14 jours.
 Enﬁn, les marées les plus fortes apparaissent au moment des équinoxes, tandis que les marées les plus
faibles apparaissent au moment des solstices, ce qui se traduit par une évolution périodique du phénomène
de marée avec une période de six mois.
Les phénomènes de marée sont étudiés, entre autres, au travers de l'utilisation de marégraphes disposés le long
des côtes. Ces appareils permettent, en un point donné, de mesurer l'évolution du niveau de la mer, au cours du
temps, par rapport à un point de référence. Ce type de capteur permet de retranscrire le phénomène de marée en
un point, en un signal temporel représentant l'évolution du niveau de la mer. Ce signal prend la forme d'un signal
échantillonné.
L'utilisation de la transformée de Fourier discrète sur ce signal permet d'obtenir le spectre de ce signal. La visua-
lisation graphique du spectre permet alors de retrouver les trois fréquences fondamentales, et leurs harmoniques,
correspondant aux marées bi journalières, au cycle des vive-eaux et mortes-eaux, et au cycle des marées d'équinoxe
et de solstices.
L'utilisation de la transformée de Fourier discrète permet ainsi d'identiﬁer les possibles com-
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portements cycliques d'un phénomène, si l'on dispose de données permettant de le décrire sous
la forme de séries temporelles.
6.1.3.2 Mise en oeuvre
Principe : analyser le spectre issu de l'analyse harmonique de nos séries d'événe-
ments. Le principe de l'outil d'aide à la recherche visuelle de récurrences cycliques consiste
à produire le spectre de Fourier du signal correspondant à nos données d'événements. Puis les
fréquences les plus signiﬁcatives du signal sont identiﬁées à partir du spectre obtenu, et proposées
à l'utilisateur comme suggestion de valeur pour l'échelle cyclique représentée dans le diagramme
mixte. L'utilisateur peut alors assigner les périodes correspondantes à l'échelle cyclique, et véri-
ﬁer si, à l'approche de ces valeurs d'échelles, la formation d'un alignement d'entités graphiques
est observable.
Passage d'une série événementielle à une série temporelle. La transformée de Fourier
n'est utilisable que sur un signal temporel, soit continu, soit échantillonné à intervalle constant.
Aﬁn de pouvoir utiliser la transformée de Fourier sur nos données, la première étape est de re-
créer une série temporelle à partir de nos données événementielles.
Nous déﬁnissons un intervalle d'échantillonnage (10 jours), paramétrable par l'utilisateur. À
partir de cet intervalle d'échantillonnage, nous eﬀectuons une discrétisation de l'étendue tempo-
relle étudiée (1000 jours). Nous obtenons ainsi une série temporelle (de 100 individus), chacun
correspondant à un intervalle de temps d'une durée égale à l'intervalle d'échantillonnage (10
jours).
Pour chaque individu de cette série est calculé le nombre d'événements apparaissant durant
l'intervalle correspondant (nous disposons ainsi d'une série temporelle de 100 individus, décri-
vant le nombre d'événements apparaissant tous les 10 jours sur une période de 1000 jours).
La représentation graphique du signal obtenu prend la forme d'un diagramme en bâton,
rappelant une fonction de Dirac 2 (Repères A et B de la Figure 6.17).
Analyse harmonique de la série temporelle et renvoi des résultats. Nous appliquons
une transformée de Fourier discrète sur la série temporelle obtenue. Notre environnement sélec-
tionne alors les fréquences correspondant aux pics signiﬁcatifs du spectre obtenu (Repère C de
la Figure 6.17).
La liste des périodes signiﬁcatives correspondantes est alors projetée sur le curseur permettant
de modiﬁer la durée de l'échelle cyclique dans l'interface de contrôle (Repère D de la Figure 6.17).
L'utilisateur peut alors voir sur le curseur vers quelle valeur il doit faire évoluer l'échelle cyclique
aﬁn de vériﬁer s'il identiﬁe, pour ces échelles de représentation du temps, des alignements d'objets
graphiques sur le diagramme temporel mixte (Repère E de la Figure 6.17).
2. La distribution de Dirac peut être informellement considérée comme une fonction prenant une valeur inﬁnie
en 0, et la valeur zéro partout ailleurs. L'expression un Dirac désigne une fonction ou une courbe piquée en une
valeur donnée.[Wikipédia, 2018a]
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Figure 6.17  Analyse de cycles assistée par les transformées de Fourier
6.1.3.3 Utilisation
La transformée de Fourier est eﬀectuée en arrière-plan lors de chaque import d'événements
dans l'interface de visualisation. Par défaut, l'analyse est eﬀectuée de manière automatique, avec
un intervalle d'échantillonnage de trois jours, et porte sur l'ensemble des événements. L'analyse
peut cependant être eﬀectuée à la demande de l'utilisateur. Le nombre de résultats projetés sur
le curseur de modiﬁcation de l'échelle cyclique peut également être modiﬁé.
L'utilisateur peut visualiser le spectre de Fourier obtenu, et l'explorer plus exhaustivement à
l'aide d'outils de navigation et de zoom, aﬁn d'identiﬁer les échelles cycliques les plus susceptibles
de permettre l'identiﬁcation d'un cycle dans les données événementielles.
Dans le cas de séries d'événements présentant une part trop importante d'événements aléa-
toires, la transformée de Fourier du signal obtenu peut donner un spectre ne permettant pas
d'identiﬁer facilement des fréquences signiﬁcatives. L'utilisateur peut alors tenter de "lisser"
l'aspect du signal en entrée de la transformée de Fourier, en diminuant la fréquence d'échan-
tillonnage.
Ce "lissage" permet de mettre en valeur les composantes cycliques de faible fréquence du
phénomène dans la courbe du signal obtenu. Les composantes cycliques ayant une courte période
de réapparition sont cependant plus diﬃciles à détecter, voir impossibles si cette période est plus
courte que l'intervalle d'échantillonnage choisi.
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6.2 Structure des scénarios d'analyse
Nous présentons diﬀérents scénarios sous la forme de diagrammes de séquence. Ces dia-
grammes font intervenir diﬀérents objets, correspondant aux diﬀérents acteurs intervenant dans
l'analyse (l'utilisateur, seul véritable acteur, et les composants de l'environnement de géovisua-
lisation), et aux diﬀérents liens entre ces acteurs (Figure 6.18).
Les diagrammes décrivent les séries d'actions devant être eﬀectuées par l'utilisateur (Repère
A), au moyen de GrAPHiST (Repère B), pour identiﬁer un type de pattern particulier.
Les actions de l'utilisateur dans GrAPHiST s'eﬀectuent au travers de l'interface visuelle
(Repère C ). Celle-ci est composée :
 d'une interface de contrôle (Repère D) ;
 des trois espaces de représentation de la donnée :
 la carte (Repère E ) ;
 le diagramme temporel mixte (Repère F ) ;
 le diagramme temporel circulaire (Repère G).
Les actions eﬀectuées par l'utilisateur dans l'interface (Repère H ) regroupent :
 des actions d'interaction (Repère I ), par lesquelles l'utilisateur eﬀectue une sélection d'évé-
nements, modiﬁe leur représentation dans les fenêtres de l'interface, eﬀectue une classiﬁca-
tion des événements, etc ;
Le déroulement d'une interaction s'eﬀectue en quatre temps :
 l'utilisateur eﬀectue une requête (Repère J ) :
 soit uniquement au moyen de l'interface de contrôle (changement de la durée de
l'échelle cyclique) ;
 soit en deux temps, au moyen de l'interface de contrôle aﬁn de sélectionner un type
de requête, puis au moyen des espaces de représentation de la donnée (création de
zones de classiﬁcation spatiale : l'utilisateur sélectionne l'action à eﬀectuer dans
l'interface de contrôle, puis dessine les zones dans la fenêtre spatiale) ;
 chaque requête est traitée par GrAPHiST au travers de routines de calcul (Repère
K ) eﬀectuées en arrière-plan ;
 ces routines renvoient un résultat (Repère L), retranscrit dans les fenêtres de l'inter-
face ;
 l'aﬃchage des modiﬁcations dans l'interface permet un retour visuel à l'utilisateur
(Repère M ) ;
 des interprétations visuelles (Repère N ), par lesquelles l'utilisateur identiﬁe un motif d'in-
térêt dans les représentations graphiques de l'interface.
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Figure 6.18  Composantes des diagrammes de séquences décrivant les scénarios d'analyse
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Ces diﬀérents objets sont retranscrits dans les diagrammes de séquences (Figure 6.19) :
 Un diagramme représente les diﬀérents acteurs intervenants dans l'analyse (Repère O).
 Chaque scénario est divisé en étapes (Repères P et Q), elles-mêmes divisées en sous-étapes
(Repère R). Le descriptif de chaque étape est explicité pour chaque scénario au cours de
ce chapitre.
 Les diﬀérentes séquences de chaque action de l'utilisateur sont représentées par des rec-
tangles sur les diagrammes (Repère S ).
Figure 6.19  Exemple d'un diagramme de séquence
6.3 Analyse de patterns spatio-temporels, au travers de zones
spéciﬁques
6.3.1 Procédé général
6.3.1.1 Classiﬁcation spatiale et analyse au travers des diagrammes temporels
À l'instar des approches illustrées par Time Wave [Li, 2010] et PerSE [Swedberg and Peu-
quet, 2017], l'analyse de patterns au travers de zones spéciﬁques consiste à classer et à représenter
les événements en fonction de leur lieu d'apparition, puis à identiﬁer des structures dans la dis-
tribution temporelle des événements appartenant aux classes spatiales créées (Figure 6.20).
Cette approche utilise une représentation des événements en fonction de leur appartenance à
des zones spatiales créées à la volée ou importées par l'utilisateur.
Les événements de chaque classe spatiale étant représentés distinctement au moyen d'une
variable visuelle, l'analyse des structures temporelles de chaque classe s'eﬀectue à l'aide des
diagrammes temporels. Les événements de chaque classe peuvent être masqués aﬁn de focaliser
l'analyse sur les événements d'une seule zone spatiale.
6.3.1.2 Création des zones de classiﬁcation
Une création de zones à main levée permet à l'utilisateur d'analyser de manière plus ap-
profondie des groupes d'événements observables sur la carte, dont il suspecte une distribution
temporelle particulière, ou bien d'analyser la distribution temporelle d'événements situés dans
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une zone d'intérêt connue de l'utilisateur.
Utiliser un découpage préalable du territoire permet en revanche de classer les événements
selon les caractéristiques administratives (découpage selon des pays ou communes), physiques,
topologiques (découpage selon des plages d'altitude), environnementales (découpage selon la
végétation, un indice de pollution), ou sociétales de leur zone d'apparition. Cette approche permet
de croiser les thématiques de recherche correspondant au découpage du territoire utilisé, avec
l'analyse des phénomènes spatio-temporels.
6.3.1.3 L'utilisation des outils de sélection et de brushing pour aﬃner l'analyse
L'observation, dans les diagrammes temporels, de motifs d'intérêt formés par des entités gra-
phiques similaires permet de conclure à l'existence d'un pattern spatio-temporel s'étendant dans
la zone de classiﬁcation spatiale correspondante.
Une sélection graphique (pouvant être suivie d'un brushing) des entités formant ce motif
d'intérêt dans le diagramme temporel, permet de mettre en valeur la composante spatiale des
événements correspondants sur la carte. Il est alors possible de déﬁnir plus précisément l'éten-
due spatiale de la structure spatio-temporelle identiﬁée, à l'intérieur des frontières de la zone de
classiﬁcation spatiale.
Les outils de sélection forment ainsi un outil supplémentaire pour l'analyse exploratoire,
permettant d'améliorer la déﬁnition de l'étendue spatio-temporelle du pattern recherché.
Figure 6.20  Classiﬁcation spatiale des événements en deux zones, créées à main levée
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6.3.2 Analyse de clusters relatifs au temps linéaire, selon une entrée spatiale
Cette analyse consiste à identiﬁer des concentrations d'événements, dans l'espace et dans le
temps linéaire, au travers d'un découpage du territoire prédéﬁni. Un exemple peut être l'analyse
des accidents routiers sur une période de dix ans, au travers des régions administratives fran-
çaises. Le but de l'analyse est d'identiﬁer, durant cette étendue temporelle de dix ans, des pics
d'apparition d'événements dans certaines régions.
Cette analyse suit un scénario en sept étapes, décrites dans la Figure 6.21, et explicitées dans
l'encadré suivant.
Identiﬁcation de clusters relatifs au temps linéaire, selon une entrée spatiale
I. Classiﬁcation spatiale des événements :
1. Déﬁnition des zones de classiﬁcation spatiales au travers de la carte, et choix des couleurs correspon-
dantes.
2. Classiﬁcation des événements. Application de la couleur correspondante sur les entités graphiques dans
la carte et les diagrammes temporels.
II. Focalisation sur une ou plusieurs classes d'événements :
3. Déﬁnition des zones spatiales à masquer au travers de la carte.
4. Identiﬁcation des entités graphiques à masquer dans la carte et les diagrammes temporels.
III. Modiﬁcation de la représentation temporelle des événements :
5. Modiﬁcation des critères de représentation des événements dans le diagramme temporel mixte (événe-
ments vs agrégats ; rayon des agrégats ; étendue temporelle des agrégats).
6. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans le diagramme
temporel mixte.
IV. Identiﬁcation d'un cluster spatio-temporel sur le diagramme mixte :
7. Identiﬁcation d'une concentration, selon l'axe des abscisses, d'entités ponctuelles de même couleur, ou
d'entités Pie Chart présentant une couleur majoritaire (Figure ci-dessous).
V. Sélection des événements du cluster :
8. Sélection graphique, dans le diagramme temporel mixte, des événements identiﬁés dans la séquence IV.
9. Identiﬁcation des événements à sélectionner. Mise en valeur des entités graphiques correspondantes
dans la carte et les diagrammes temporels.
VI. Modiﬁcation de la représentation spatiale des événements :
10. Modiﬁcation des critères de représentation des événements dans la carte (événements vs agrégats ;
rayon des agrégats ; étendue spatiale des agrégats).
11. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans la carte.
VII. Identiﬁcation de l'étendue spatiale du cluster :
12. Identiﬁcation, dans la carte, de l'étendue spatiale couverte par les événements sélectionnés.
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Figure 6.21  Identiﬁcation de clusters relatifs au temps linéaire, selon une entrée spatiale
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6.3.3 Analyse de clusters relatifs à une échelle temporelle cyclique, selon une
entrée spatiale
Cette analyse consiste à identiﬁer des concentrations d'événements, dans l'espace et dans
certaines plages de temps relatives à une échelle cyclique, au travers d'un découpage du territoire
prédéﬁni. Un exemple peut être l'analyse de l'apparition d'accidents routiers selon une échelle
d'une année, au travers des régions administratives françaises. Le but de l'analyse est d'identiﬁer
si des pics du nombre d'événements apparaissent dans certaines régions à certains moments de
l'année (plus d'accidents durant l'hiver en Rhône-Alpes, plus d'accidents au mois de septembre
en Bretagne, etc.).
Cette analyse suit un scénario en huit étapes, décrites dans la Figure 6.22, et explicitées dans
l'encadré suivant.
Identiﬁcation de clusters relatifs à une échelle cyclique, selon une entrée spatiale
I. Choix de l'échelle temporelle cyclique :
1. Modiﬁcation de la durée de l'échelle temporelle cyclique dans l'interface de contrôle.
2. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans les diagrammes
temporels.
II. Classiﬁcation spatiale des événements :
3. Déﬁnition des zones de classiﬁcation spatiales au travers de la carte, et choix des couleurs correspon-
dantes.
4. Classiﬁcation des événements. Application de la couleur correspondante sur les entités graphiques dans
la carte et les diagrammes temporels.
III. Focalisation sur une ou plusieurs classes d'événements :
5. Déﬁnition des zones spatiales à masquer au travers de la carte.
6. Identiﬁcation des entités graphiques à masquer dans la carte et les diagrammes temporels.
IV. Modiﬁcation de la représentation temporelle des événements :
7. Modiﬁcation des critères de représentation des événements dans le diagramme temporel circulaire (Mo-
diﬁcation du nombre de sections du diagramme temporel circulaire).
8. Calcul de la nouvelle représentation graphique. Modiﬁcation du diagramme temporel circulaire.
V. Identiﬁcation d'un cluster spatio-temporel sur le diagramme circulaire :
9. Identiﬁcation d'une, ou de plusieurs sections angulaires du diagramme circulaire présentant une couleur
majoritaire (Figure ci-dessous).
VI. Sélection des événements du cluster :
10. Sélection graphique, dans le diagramme temporel mixte, des événements identiﬁés dans la séquence
V.
11. Identiﬁcation des événements à sélectionner. Mise en valeur des entités graphiques correspondantes
dans la carte et les diagrammes temporels.
VII. Modiﬁcation de la représentation spatiale des événements :
12. Modiﬁcation des critères de représentation des événements dans la carte (événements vs agrégats ;
rayon des agrégats ; étendue spatiale des agrégats).
13. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans la carte.
VIII. Identiﬁcation de l'étendue spatiale du cluster :
14. Identiﬁcation, dans la carte, de l'étendue spatiale couverte par les événements sélectionnés.
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Figure 6.22  Identiﬁcation de clusters relatifs à une échelle cyclique, selon une entrée spatiale
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6.3.4 Analyse d'une propagation spatiale d'événements au cours du temps,
selon une entrée spatiale
Cette analyse consiste à identiﬁer une propagation d'événements dans l'espace au cours du
temps, au travers des plages de distances disposées le long d'un axe directionnel. Un exemple
peut être l'analyse de la succession des apparitions de cas d'épidémie dans le temps, en fonction
de leur localisation le long d'un axe de communication (route ou autre...) déﬁni, et divisé en
plusieurs tronçons. Le but de l'analyse est d'identiﬁer si la localisation des cas d'épidémie le long
de l'axe de communication correspond à leur ordre d'apparition dans le temps.
6.3.4.1 Procédé spéciﬁque
L'identiﬁcation d'une propagation spatiale, à travers une classiﬁcation des événements selon
leur lieu d'apparition, nécessite d'utiliser un découpage particulier de l'espace pour déﬁnir les
zones de classiﬁcation.
L'analyse étant eﬀectuée au travers d'une approche spatiale, le point de départ de l'analyse
est la classiﬁcation des événements selon leur appartenance à des plages de distance, situées le
long d'un axe directionnel, et partant d'un point d'origine. L'étape suivante consiste à étudier la
distribution temporelle des événements apparaissant dans les diﬀérentes plages de distance.
Le découpage territorial utilisé doit donc reﬂéter les diﬀérentes plages de distance classant
les événements. Les zones de classiﬁcation doivent être créées relativement à un axe et un point
d'origine de référence (Figure 6.23).
Figure 6.23  Classiﬁcation des événements selon des plages de distance sur l'axe nord-sud
La variable représentée au travers de cette classiﬁcation n'est plus l'appartenance à une zone
dans l'espace, mais l'appartenance à une plage de distance par rapport à un point de référence, que
l'on peut rapprocher d'une variable quantitative. La variable visuelle aﬀectée à la représentation
des événements au travers de cette classiﬁcation est donc celle de la valeur.
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6.3.4.2 Scénario d'analyse
Cette analyse suit un scénario d'analyse en trois étapes, décrites dans la Figure 6.24, et ex-
plicitées dans l'encadré suivant.
Identiﬁcation d'une propagation d'événements, selon une entrée spatiale
I. Classiﬁcation spatiale des événements :
1. Déﬁnition de zones de classiﬁcation spatiales au travers de la carte. Les zones spatiales sont créées selon
un axe directionnel et un point d'origine. Une valeur est déﬁnie pour représenter chaque zone.
2. Classiﬁcation des événements. Application de la valeur correspondante sur les entités graphiques dans
la carte et les diagrammes temporels.
II. Modiﬁcation de la représentation temporelle des événements :
3. Modiﬁcation des critères de représentation des événements dans le diagramme temporel mixte (événe-
ments vs agrégats ; rayon des agrégats ; étendue temporelle des agrégats).
4. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans le diagramme
temporel mixte.
III. Identiﬁcation d'une propagation spatiale sur le diagramme mixte :
5. Identiﬁcation d'un gradient de valeur, selon l'axe des abscisses, formé par les entités graphiques du
diagramme (Figure ci-dessous).
Figure 6.24  Identiﬁcation d'une propagation d'événements, selon une entrée spatiale
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6.3.5 Analyse de récurrences cycliques spatialisées, selon une entrée spatiale
Cette analyse consiste à identiﬁer des récurrences cycliques, localisées dans l'espace, au travers
d'un découpage du territoire prédéﬁni. Un exemple peut être l'analyse de cycles dans l'apparition
d'épisodes de fortes marées, en diﬀérents points déﬁnis d'une côte maritime. Le but de l'analyse
est d'identiﬁer si le phénomène d'apparition d'épisodes de fortes marées présente des cycles, si
ces cycles sont spéciﬁques à certaines zones préalablement déﬁnies de la côte,ou si les épisodes
de fortes marées réapparaissent selon des fréquences diﬀérentes dans ces diﬀérentes zones.
6.3.5.1 Procédé spéciﬁque
L'identiﬁcation d'un cycle au travers des diagrammes temporels, dans le cas d'une classiﬁca-
tion des événements selon leur lieu d'apparition, s'eﬀectue selon le même procédé que celui décrit
précédemment dans ce chapitre (Section 6.1.2).
Aﬁn de guider l'utilisateur dans la recherche de cycle, l'environnement de géovisualisation
eﬀectue en arrière plan une transformée de Fourier sur les séries d'événements, aﬁn de suggérer
des pistes d'exploration à l'utilisateur. Dans le cas d'une classiﬁcation des événements selon
diﬀérentes zones spatiales, la transformée de Fourier peut être eﬀectuée :
 de manière globale, sur l'ensemble de la série d'événements ;
 de manière individuelle, sur chaque série formée par les événements d'une même zone spa-
tiale.
Dans ce second cas :
 Un signal temporel est créé pour chaque série formée par les événements d'une même zone.
 Une transformée de Fourier est eﬀectuée pour chacun de ces signaux.
 Les fréquences les plus signiﬁcatives pour chaque zone spatiale sont sélectionnées sur le
spectre correspondant.
 Les périodes correspondantes sont projetées sur le curseur de modiﬁcation de l'échelle
cyclique sous la forme d'entités graphiques, prenant la couleur de la zone spatiale corres-
pondante (Figure 6.25).
 L'utilisateur peut également explorer lui-même le spectre obtenu pour chaque zone.
Figure 6.25  Analyse de cycles par transformée de Fourier, selon des zones de classiﬁcation
spatiale
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6.3.5.2 Scénario d'analyse
Cette analyse suit un scénario en dix étapes, décrites dans la Figure 6.26, et explicitées dans
l'encadré suivant.
Identiﬁcation d'une récurrence cyclique spatialisée, selon une entrée spatiale (Partie 1)
I. Classiﬁcation spatiale des événements :
1. Déﬁnition des zones de classiﬁcation spatiales au travers de la carte, et choix des couleurs correspon-
dantes.
2. Classiﬁcation des événements. Application de la couleur correspondante sur les entités graphiques dans
la carte et les diagrammes temporels.
II. Analyse des événements par transformée de Fourier :
3. Choix de l'utilisateur d'eﬀectuer une analyse globale sur la totalité des événements, ou d'eﬀectuer une
analyse par classe d'événements.
4. Analyse des événements par transformée de Fourier, et identiﬁcation de potentiels comportements
cycliques dans la série événementielle analysée. Suggestion des périodes correspondantes dans l'outil
de modiﬁcation de l'échelle temporelle cyclique.
III. Focalisation sur une ou plusieurs classes d'événements :
5. Déﬁnition des zones spatiales à masquer au travers de la carte.
6. Identiﬁcation des entités graphiques à masquer dans la carte et les diagrammes temporels.
IV. Modiﬁcation de la représentation temporelle des événements :
7. Modiﬁcation des critères de représentation des événements dans le diagramme temporel circulaire (Mo-
diﬁcation du nombre de sections du diagramme temporel circulaire).
8. Calcul de la nouvelle représentation graphique. Modiﬁcation du diagramme temporel circulaire.
9. Modiﬁcation des critères de représentation des événements dans le diagramme temporel mixte (événe-
ments vs agrégats ; rayon des agrégats ; étendue temporelle des agrégats).
10. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans le diagramme
temporel mixte.
V. Modiﬁcation graduelle de l'échelle temporelle cyclique :
11. Modiﬁcation de la durée de l'échelle temporelle cyclique dans l'interface de contrôle.
12. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans les dia-
grammes temporels.
Lors de la séquence V., l'échelle temporelle cyclique est modiﬁée jusqu'à l'identiﬁcation :
 d'un cluster spatio-temporel sur le diagramme circulaire (séquence VI ) ;
 d'une récurrence cyclique spatialisée sur le diagramme temporel mixte (séquence VII ).
L'échelle temporelle cyclique peut être modiﬁée graduellement :
 au voisinage des périodes suggérées par GrAPHiST à partir des résultats d'une transformée de
Fourier sur les séries événements ;
 au voisinage d'une période identiﬁée par l'utilisateur lui-même sur le spectre obtenu par trans-
formée de Fourier ;
 au voisinage d'une période correspondant à un harmonique des fréquences signiﬁcatives du
spectre obtenu ;
 au voisinage d'une période suspectée par l'utilisateur de correspondre à un cycle.
VI. Identiﬁcation d'un cluster spatio-temporel sur le diagramme circulaire :
13. Identiﬁcation d'une section angulaire du diagramme circulaire possédant une couleur majoritaire (Fi-
gure ci-dessous).
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Identiﬁcation d'une récurrence cyclique spatialisée, selon une entrée spatiale (Partie 2)
VII. Identiﬁcation d'une récurrence cyclique spatialisée sur le diagramme temporel mixte :
14. Identiﬁcation d'un alignement graphique sur le diagramme temporel mixte, formé par des entités de
même couleur (Figure ci-dessous). Si un cluster spatio-temporel a été identiﬁé (séquence VI ), les
événements formant l'alignement identiﬁé ici doivent correspondre au cluster identiﬁé précédemment
(Figure de la page précédente).
VIII. Sélection des événements cycliques (Figure ci-dessous) :
15. Sélection graphique, dans le diagramme temporel mixte, des événements identiﬁés dans la séquence
VII.
16. Identiﬁcation des événements à sélectionner. Mise en valeur des entités graphiques correspondantes
dans la carte et les diagrammes temporels.
IX. Modiﬁcation de la représentation spatiale des événements :
17. Modiﬁcation des critères de représentation des événements dans la carte (événements vs agrégats ;
rayon des agrégats ; étendue spatiale des agrégats).
18. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans la carte.
X. Identiﬁcation de l'étendue spatiale de la récurrence cyclique spatialisée :
19. Identiﬁcation, dans la carte, de l'étendue spatiale couverte par les événements sélectionnés (Figure
ci-dessous).
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Figure 6.26  Identiﬁcation d'une récurrence cyclique spatialisée, selon une entrée spatiale
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6.4 Analyse de patterns spatio-temporels, sans hypothèse a priori
sur la distribution spatiale des événements
6.4.1 Procédé général
6.4.1.1 Classiﬁcation temporelle et analyse au travers de la carte
À l'opposée de l'approche illustrée par Time Wave [Li, 2010] et PerSE [Swedberg and Peu-
quet, 2017], et à l'instar de celle illustrée par Growth Ring Map [Bak et al., 2009, Andrienko
et al., 2011], l'analyse consiste ici à classer et à représenter les événements en fonction de leur
moment d'apparition, puis à identiﬁer directement dans la carte des structures dans la distribu-
tion spatio-temporelle des événements (Figure 6.27).
Cette approche utilise une représentation des événements en fonction de leur moment d'ap-
parition relatif au temps linéaire, ou relatif à une échelle temporelle cyclique. Les événements
sont représentés dans l'interface au moyen d'une variable visuelle : la valeur, dans le cas du temps
linéaire, ou la couleur, dans le cas du temps cyclique.
6.4.1.2 L'utilisation des outils de sélection et de brushing pour aﬃner l'analyse
Dans cette approche, les outils de sélection forment également un outil supplémentaire pour
l'analyse exploratoire, permettant d'améliorer la déﬁnition de l'étendue spatio-temporelle du pat-
tern recherché.
Une fois qu'une structure est identiﬁée dans la carte, une sélection graphique des événements
correspondants, au travers de la carte, permet de mettre en valeur leur composante temporelle
dans les diagrammes. Il est alors possible de déﬁnir plus précisément l'étendue temporelle de la
structure spatio-temporelle identiﬁée, au travers des diagrammes temporels.
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Figure 6.27  Classiﬁcation des événements selon leur moment d'apparition, relatif au temps
linéaire ou relatif à une échelle cyclique
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6.4.2 Analyse de clusters relatifs au temps linéaire, selon une entrée tempo-
relle
Cette analyse consiste à identiﬁer des concentrations d'événements, dans l'espace et dans le
temps linéaire, au travers d'un découpage de l'étendue temporelle étudiée en diﬀérents intervalles
temporels réguliers. Un exemple peut être l'analyse des accidents routiers sur une période de dix
ans, en classant les événements selon des intervalles temporels d'une année. Le but de l'analyse
est d'identiﬁer si les accidents apparaissant durant les mêmes années se concentrent dans cer-
taines zones de l'espace.
Cette analyse suit un scénario en six étapes, décrites dans la Figure 6.28, et explicitées dans
l'encadré suivant.
Identiﬁcation de clusters relatifs au temps linéaire, selon une entrée temporelle
I. Classiﬁcation des événements selon le temps linéaire :
1. Déﬁnition du nombre d'intervalles temporels de classiﬁcation, et choix des couleurs utilisées.
2. Classiﬁcation des événements. Application de la valeur correspondante sur les entités graphiques dans
la carte et les diagrammes temporels.
II. Modiﬁcation de la représentation spatiale des événements :
3. Modiﬁcation des critères de représentation des événements dans la carte (événements vs agrégats ; rayon
des agrégats ; étendue spatiale des agrégats).
4. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans la carte.
III. Identiﬁcation d'un cluster spatio-temporel sur la carte :
5. Identiﬁcation d'une concentration, sur la carte, d'entités ponctuelles de même couleur, ou d'entités Pie
Chart présentant une valeur majoritaire a (Figure ci-dessous).
IV. Sélection des événements du cluster :
6. Sélection graphique, dans la carte, des événements identiﬁés dans la séquence III.
7. Identiﬁcation des événements à sélectionner. Mise en valeur des entités graphiques correspondantes
dans la carte et les diagrammes temporels.
V. Modiﬁcation de la représentation temporelle des événements :
8. Modiﬁcation des critères de représentation des événements dans le diagramme temporel mixte (événe-
ments vs agrégats ; rayon des agrégats ; étendue temporelle des agrégats).
9. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans le diagramme
temporel mixte.
VI. Identiﬁcation de l'étendue temporelle du cluster :
10. Identiﬁcation, dans le diagramme temporel mixte, de l'étendue temporelle linéaire couverte par les
événements sélectionnés.
a. Les ﬁgures présentées ont valeur d'exemple. La taille des Pie Chart dans la zone encadrée est un
indice de la présence d'un pattern dans cette zone. Cependant, la carte a pour objectif de montrer un
exemple de Pie Chart prenant une valeur majoritaire.
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Figure 6.28  Identiﬁcation de clusters relatifs au temps linéaire, selon une entrée temporelle
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6.4.3 Analyse de clusters relatifs à une échelle temporelle cyclique, selon une
entrée temporelle
Cette analyse consiste à identiﬁer des concentrations d'événements, dans l'espace et dans
certaines plages de temps relatives à une échelle cyclique, au travers d'une division de l'échelle
cyclique choisie en diﬀérents intervalles temporels réguliers. Un exemple peut être l'analyse de
l'apparition d'accidents routiers au travers d'une échelle cyclique d'une année divisée en douze
mois. Le but de l'analyse est d'identiﬁer si les accidents apparaissant durant les mêmes mois de
l'année se concentrent dans certaines zones de l'espace.
Cette analyse suit un scénario en sept étapes, décrites dans la Figure 6.29, et explicitées dans
l'encadré suivant.
Identiﬁcation de clusters relatifs à une échelle cyclique, selon une entrée temporelle
I. Choix de l'échelle temporelle cyclique :
1. Modiﬁcation de la durée de l'échelle temporelle cyclique dans l'interface de contrôle.
2. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans les diagrammes
temporels.
II. Classiﬁcation des événements selon le temps cyclique :
3. Déﬁnition du nombre d'intervalles temporels de classiﬁcation, du nombre de couleurs utilisées, et choix
des couleurs.
4. Classiﬁcation des événements. Application de la couleur correspondante sur les entités graphiques dans
la carte et les diagrammes temporels.
III. Modiﬁcation de la représentation spatiale des événements :
5. Modiﬁcation des critères de représentation des événements dans la carte (événements vs agrégats ; rayon
des agrégats ; étendue spatiale des agrégats).
6. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans la carte.
IV. Identiﬁcation d'un cluster spatio-temporel sur la carte :
7. Identiﬁcation d'une concentration, sur la carte, d'entités ponctuelles de même couleur, ou d'entités Pie
Chart présentant une couleur majoritaire a (Figure ci-dessous).
V. Sélection des événements du cluster :
8. Sélection graphique, dans la carte, des événements identiﬁés dans la séquence IV.
9. Identiﬁcation des événements à sélectionner. Mise en valeur des entités graphiques correspondantes
dans la carte et les diagrammes temporels.
VI. Modiﬁcation de la représentation temporelle des événements :
10. Sélection graphique, dans la carte, des événements identiﬁés dans la séquence IV.
11. Modiﬁcation des critères de représentation des événements dans le diagramme temporel circulaire
(Modiﬁcation du nombre de sections du diagramme temporel circulaire).
VII. Identiﬁcation de l'étendue temporelle du cluster :
12. Identiﬁcation, dans le diagramme temporel circulaire, de l'étendue temporelle cyclique couverte par
les événements sélectionnés.
a. Les ﬁgures présentées ont valeur d'exemple. La carte a pour objectif de montrer un exemple de Pie
Chart prenant une couleur majoritaire.
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Figure 6.29  Identiﬁcation de clusters relatifs à une échelle cyclique, selon une entrée temporelle
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6.4.4 Analyse d'une propagation spatiale d'événements au cours du temps,
selon une entrée temporelle
Cette analyse consiste à identiﬁer une propagation d'événements dans l'espace au cours du
temps, au travers d'un découpage de l'étendue temporelle étudiée en diﬀérents intervalles tempo-
rels réguliers. Un exemple peut être l'analyse de la localisation de cas d'épidémie, apparaissant
durant des intervalles temporels successifs d'une durée d'un mois. Le but de l'analyse est d'iden-
tiﬁer si l'ordre d'apparition des cas d'épidémie dans le temps, correspond à leur localisation le
long d'un axe directionnel dans l'espace.
Cette analyse suit un scénario en sept étapes, décrites dans la Figure 6.30, et explicitées dans
l'encadré suivant.
Identiﬁcation de propagation d'événements, selon une entrée temporelle
I. Classiﬁcation des événements selon le temps linéaire :
1. Déﬁnition du nombre d'intervalles temporels de classiﬁcation, et choix des couleurs utilisées.
2. Classiﬁcation des événements. Application de la valeur correspondante sur les entités graphiques dans
la carte et les diagrammes temporels.
II. Modiﬁcation de la représentation spatiale des événements :
3. Modiﬁcation des critères de représentation des événements dans la carte (événements vs agrégats ; rayon
des agrégats ; étendue spatiale des agrégats).
4. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans la carte.
III. Identiﬁcation d'une propagation spatiale sur la carte :
5. Identiﬁcation d'un gradient de valeur, sur la carte, formé par des entités graphiques par rapport à une
position spatiale ou selon un axe directionnel (Figure ci-dessous).
Figure 6.30  Identiﬁcation de propagation d'événements, selon une entrée temporelle
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6.4.5 Analyse de récurrences cycliques spatialisées, selon une entrée tempo-
relle
Cette analyse consiste à identiﬁer des récurrences cycliques localisées dans l'espace. Un
exemple peut être l'analyse de cycles dans l'apparition d'épisodes de fortes pluies, sans que
les données soient rattachées à des points déﬁnis dans l'espace. Le but de l'analyse est d'identi-
ﬁer si le phénomène d'apparition d'épisodes de fortes pluies présente des cycles, si ces cycles sont
spéciﬁques à certaines zones de l'espace, ou si les épisodes de fortes pluies réapparaissent selon
des fréquences diﬀérentes dans diﬀérentes zones de l'espace.
L'analyse s'eﬀectue directement sur la carte en utilisant une représentation des événements
selon leur moment d'apparition relatif à une échelle cyclique. Pour classer et représenter les
événements selon leur lieu d'apparition, l'échelle cyclique est divisée en intervalles temporels
réguliers. Cependant, le nombre d'intervalles temporels utilisés pour classer les événements n'est
pas ﬁxe, et peut être modiﬁé en cours d'analyse.
6.4.5.1 Procédé spéciﬁque
Regroupement des événements proches dans l'espace et suggestion de pistes d'ex-
ploration. Aﬁn de guider l'utilisateur dans la recherche de cycle, l'environnement de géovisua-
lisation eﬀectue en arrière-plan une transformée de Fourier sur les séries d'événements, aﬁn de
suggérer des pistes d'exploration à l'utilisateur. Dans le cas d'une classiﬁcation des événements
selon leur moment d'apparition, la transformée de Fourier peut être eﬀectuée :
 de manière globale, sur l'ensemble de la série d'événements ;
 de manière individuelle, sur des séries formées par des groupes d'événements proches spa-
tialement.
Dans ce second cas :
 Lors du déclenchement de l'analyse de Fourier, les événements sont regroupés selon leur
proximité spatiale en utilisant une valeur seuil, modiﬁable par l'utilisateur. Le procédé
est le même que celui utilisé pour créer les agrégats d'événements dans la représentation
spatiale (Section 5.4.2). L'algorithme utilisé est celui de la librairie JavaScript OpenLayers
3. Cependant, la distance critique utilisée est plus importante.
 Une couleur est aﬀectée, de manière automatique, à chaque regroupement spatial. L'enve-
loppe convexe de chaque regroupement est calculée et est représentée sur la carte (elle peut
être masquée par la suite).
 Les regroupements d'événements créés forment des séries événementielles.
 Un signal temporel est calculé pour chaque série événementielle créée.
 Une transformée de Fourier est eﬀectuée pour chacun de ces signaux.
 Les fréquences les plus signiﬁcatives, pour chaque regroupement d'événements, sont sélec-
tionnées sur le spectre correspondant.
 Les périodes correspondantes sont projetées sur le curseur de modiﬁcation de l'échelle
cyclique sous la forme d'entités graphiques, prenant la couleur aﬀectée au regroupement
d'événements correspondant.
 L'utilisateur peut également explorer lui-même le spectre obtenu pour chaque regroupement
d'événements.
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Recherche d'une récurrence cyclique spatialisée à l'aide de la carte. À l'inverse du
procédé d'identiﬁcation d'une récurrence cyclique sur un plan strictement temporel, l'identiﬁca-
tion de l'échelle temporelle cyclique, pour laquelle peut être observé des récurrences cycliques
spatialisées dans les séries d'événements, est eﬀectuée directement dans la fenêtre spatiale.
La recherche d'une récurrence spatialisée s'eﬀectue en deux étapes :
 Dans un premier temps, l'utilisateur recherche, au travers de la carte, une échelle cyclique
pour laquelle on observe la formation d'un cluster spatio-temporel, relatif au temps cyclique.
 Dans un second temps, les événements correspondant à ce cluster sont sélectionnés au
travers de la carte, et mis en valeur dans les diagrammes temporels. L'observation d'un ali-
gnement graphique, formé par ces événements, dans le diagramme mixte permet de conclure
à l'existence d'une récurrence cyclique spatialisée.
La formation d'un cluster dans la carte, au fur et à mesure que la durée de l'échelle cyclique
s'approche de la période d'un cycle, est identiﬁable par la prise progressive, par un ensemble
d'entités graphiques ou par des entités Pie Chart, d'une couleur majoritaire (Figure 6.31).
Le moment d'apparition, relatif à l'échelle cyclique, de l'ensemble des événements évolue
lorsque la durée de l'échelle cyclique est modiﬁée (Section 6.1.2.3). Pour cette raison, les sections
du diagramme circulaire, correspondant aux événements formant le cluster recherché, ne restent
pas ﬁxées dans la même zone du diagramme circulaire lors d'une modiﬁcation de la durée de
l'échelle cyclique (Figure 6.31). La couleur utilisée pour représenter les événements selon leur
moment d'apparition, étant déterminée par les sections du diagramme circulaire, la couleur af-
fectée aux événements formant le cluster dans la carte sera modiﬁée lors d'un changement de la
durée de l'échelle cyclique.
Ainsi, si un ensemble d'entités graphiques, ou des entités Pie Chart, prennent une couleur
majoritaire lorsque la durée de l'échelle cyclique approche la période d'un cycle, cette couleur
majoritaire ne reste pas la même durant la modiﬁcation graduelle de la durée de l'échelle cyclique
(Figure 6.31).
La formation d'un cluster relatif au temps cyclique est ainsi visible dans la carte par une
homogénéisation progressive de la couleur prise par un groupe d'entités graphiques, ou par l'ac-
croissement de la portion d'entités Pie Chart occupée par une même couleur.
Lorsqu'un cluster spatio-temporel est identiﬁé dans la carte, une sélection (pouvant être suivie
d'un brushing) des entités graphiques permet de mettre en valeur la composante temporelle des
événements correspondant dans les diagrammes temporels :
 Le diagramme temporel circulaire permet alors de déﬁnir l'intervalle temporel cyclique
couvert par les événements du cluster.
 Le diagramme temporel mixte permet d'observer si ces événements forment un alignement
parallèle à l'axe des abscisses. L'observation d'un tel alignement permet de conclure à
l'existence d'une récurrence cyclique spatialisée.
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Figure 6.31  Identiﬁcation de la formation d'un cluster spatio-temporel dans la carte dans le
cadre de la recherche d'une récurrence cyclique spatialisée
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6.4.5.2 Scénario d'analyse
Cette analyse suit un scénario en huit étapes, décrites dans la Figure 6.32, et explicitées dans
l'encadré suivant.
Identiﬁcation de récurrences cycliques spatialisées, selon une entrée temporelle (Partie 1)
I. Classiﬁcation des événements selon le temps cyclique :
1. Déﬁnition du nombre d'intervalles temporels de classiﬁcation, du nombre de couleurs utilisées, et choix
des couleurs.
2. Classiﬁcation des événements. Application de la couleur correspondante sur les entités graphiques dans
la carte et les diagrammes temporels.
II. Analyse des événements par transformée de Fourier :
3. Choix de l'utilisateur d'eﬀectuer une analyse globale sur la totalité des événements, ou d'eﬀectuer une
analyse par sous-ensemble d'événements groupés selon leur proximité spatiale.
4. Analyse des événements par transformée de Fourier, et identiﬁcation de potentiels comportements
cycliques dans la série événementielle analysée. Suggestion des périodes correspondantes dans l'outil
de modiﬁcation de l'échelle temporelle cyclique.
III. Modiﬁcation de la représentation spatiale des événements :
5. Modiﬁcation des critères de représentation des événements dans la carte (événements vs agrégats ; rayon
des agrégats ; étendue spatiale des agrégats).
6. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans la carte.
IV. Modiﬁcation graduelle de l'échelle temporelle cyclique :
7. Modiﬁcation de la durée de l'échelle temporelle cyclique dans l'interface de contrôle.
8. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans les diagrammes
temporels, et dans la carte.
La séquence IV. est eﬀectuée en boucle jusqu'à l'identiﬁcation d'un cluster spatio-temporel dans la carte
(séquence V ).
L'échelle temporelle cyclique peut être modiﬁée graduellement :
 au voisinage des périodes suggérées par GrAPHiST à partir des résultats d'une transformée de
Fourier sur les séries événements ;
 au voisinage d'une période identiﬁée par l'utilisateur lui-même sur le spectre obtenu par trans-
formée de Fourier ;
 au voisinage d'une période correspondant à un harmonique des fréquences signiﬁcatives du
spectre obtenu ;
 au voisinage d'une période suspectée par l'utilisateur de correspondre à un cycle.
V. Identiﬁcation d'un cluster spatio-temporel sur la carte :
9. Identiﬁcation d'une concentration, sur la carte, d'entités ponctuelles de même couleur, ou prenant une
couleur majoritaire (Figure ci-dessous).
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Identiﬁcation de récurrences cycliques spatialisées, selon une entrée temporelle (Partie 2)
VI. Sélection des événements du cluster (Figure ci-dessous) :
10. Sélection graphique, dans la carte, des événements identiﬁés dans la séquence V.
11. Identiﬁcation des événements à sélectionner. Mise en valeur des entités graphiques correspondantes
dans la carte et les diagrammes temporels.
VII. Modiﬁcation de la représentation temporelle des événements :
12. Modiﬁcation des critères de représentation des événements dans le diagramme temporel circulaire
(Modiﬁcation du nombre de sections du diagramme temporel circulaire).
13. Calcul de la nouvelle représentation graphique. Modiﬁcation du diagramme temporel circulaire et des
entités graphiques dans la carte et le diagramme temporel mixte.
14. Modiﬁcation des critères de représentation des événements dans le diagramme temporel mixte (évé-
nements vs agrégats ; rayon des agrégats ; étendue temporelle des agrégats).
15. Calcul de la nouvelle représentation graphique. Modiﬁcation des entités graphiques dans le diagramme
temporel mixte.
VIII. Identiﬁcation d'une récurrence cyclique spatialisée sur le diagramme temporel mixte :
16. Identiﬁcation d'un cluster temporel cyclique dans le diagramme temporel circulaire. Identiﬁcation
d'une section angulaire possédant un rayon plus important que les autres sections du diagramme
(Figure ci-dessous).
17. Identiﬁcation d'un alignement graphique sur le diagramme temporel mixte, formé par les entités du
cluster identiﬁé dans la sous-séquence 16 (Figure ci-dessous).
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Figure 6.32  Identiﬁcation de récurrences cycliques spatialisées, selon une entrée temporelle
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6.5 Synthèse
Ces scénarios d'analyse permettent de décrire les diﬀérentes étapes devant être eﬀectuées
par l'utilisateur, aﬁn d'identiﬁer les diﬀérents types de patterns auxquels nous nous intéressons,
selon que l'analyse soit eﬀectuée au travers d'un découpage prédéﬁni de l'espace, ou sans émettre
d'hypothèse a priori sur la distribution spatiale des événements.
Conformément au principe de l'analyse exploratoire [Tukey, 1977, Andrienko and Andrienko,
2006], l'utilisateur occupe une place centrale dans chacun des scénarios :
 En fonction du phénomène étudié et des dynamiques que l'utilisateur souhaite analyser,
l'utilisateur déﬁnit quel pattern il doit identiﬁer et par quelle entrée (spatiale ou temporelle)
il doit eﬀectuer son analyse. Ces choix déﬁnissent le scénario d'analyse que l'utilisateur doit
poursuivre.
 À chaque étape d'un scénario, l'utilisateur interprète, au travers des diﬀérentes composantes
de l'interface de géovisualisation, sur quels objets d'intérêt l'analyse doit être approfondie.
Il interagit ensuite avec l'environnement de géovisualisation, dans le but de mettre en
évidence d'autres informations.
 En fonction du retour visuel de ces actions, l'utilisateur poursuit l'analyse exploratoire
présentée dans le scénario.
L'analyse d'un jeu de données inconnues nécessite une phase d'exploration libre de la part
de l'utilisateur, pour que celui-ci devienne familier avec ce jeu de données [Andrienko and An-
drienko, 2006]. Cependant, une fois terminée cette phase de prise de connaissance de la donnée,
l'utilisateur peut déﬁnir les dynamiques spatio-temporelles sur lesquelles doit porter son analyse,
et par quelle entrée il peut l'eﬀectuer.
La formalisation de l'utilisation de GrAPHiST, en diﬀérents scénarios d'analyse exploratoire,
permet alors de déﬁnir comment l'utilisateur doit eﬀectuer la suite de son analyse, selon les
diﬀérents cas d'étude possibles. Cette formalisation permet de déﬁnir comment l'utilisateur doit
interagir avec les diﬀérents composants de l'interface de GrAPHiST, dans le but d'identiﬁer les
dynamiques spatio-temporelles recherchées.
La question de la validation de notre approche se pose alors. Les méthodes de représentation
graphique et interactive de GrAPHiST, ainsi que leurs modalités d'utilisation étant déﬁnies,
il nous faut prouver la possibilité d'une identiﬁcation de patterns dans les séries d'événements
spatio-temporels, au moyen de GrAPHiST.
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Conclusion
Nous présentons dans cette partie la structure et le fonctionnement de GrAPHiST, un envi-
ronnement de visualisation intégrant les dimensions spatiale et temporelle, et oﬀrant la possibilité
d'une analyse exploratoire des dynamiques des phénomènes spatio-temporels.
L'environnement GrAPHiST
GrAPHiST est basé sur :
 l'utilisation d'un modèle de données générique des phénomènes spatio-temporels ;
 une interface de visualisation à multi-fenêtrage.
Modèle de données de GrAPHiST
Le modèle de données développé dans le cadre de GrAPHiST est conforme à l'approche de
modélisation occurrente de la donnée spatio-temporelle présentée dans le chapitre 1 :
 L'élément central de ce modèle est l'événement spatio-temporel, entité limitée dans le temps
et l'espace et possédant une identité propre.
 Chaque événement est composé de sous-parties spatio-temporelles, contiguës dans le temps,
représentant les diﬀérents états de l'événement au cours du temps.
 Un phénomène est un regroupement d'événements relevant de la même problématique.
Ce modèle de données permet de représenter des événements ponctuels ou étendus dans le
temps et l'espace. Dans le cadre de cette thèse, les données à représenter ont été limitées aux
événements ponctuels.
Les représentations graphiques des événements dans les diﬀérentes fenêtres
de l'outil
Les fenêtres de l'interface de GrAPHiST sont occupées par des représentations graphiques
permettant d'identiﬁer des structures dans la distribution spatiale ou temporelle des événements.
L'analyse d'un phénomène spatio-temporel s'eﬀectue sur des séries d'événements dont la com-
posante thématique est plus ou moins ﬁxe. Pour cela, GrAPHiST ne comporte pas de fenêtre
dédiée à la représentation visuelle de la dimension thématique. Cette dernière est prise en compte
à travers la sélection des phénomènes à représenter.
La fenêtre spatiale est occupée par une carte d'inventaire, à l'instar de l'environnement PerSE
[Swedberg and Peuquet, 2017]. Les événements peuvent y être représentés individuellement par
une entité graphique, ou peuvent être représentés de manière agrégée.
La fenêtre temporelle est occupée par deux diagrammes synchronisés :
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 Un diagramme temporel mixte pouvant se présenter :
 sous la forme d'une courbe sinusoïdale, inspirée de Time Coil [Edsall and Peuquet,
1997] et Time Wave [Li, 2010] ;
 sous la forme d'une courbe en dents de scie, inspirée des diagrammes Tiles Map [Mintz
et al., 1997].
Les événements peuvent y être représentés individuellement par une entité graphique, ou
peuvent être représentés de manière agrégée.
 Un diagramme temporel circulaire en secteur, inspiré du Rose Charts de Florence Nightin-
gale [Nightingale, 1858]. Les événements y sont représentés de manière agrégée selon des
intervalles temporels de durée régulière. L'échelle cyclique représentée dans ce diagramme
est la même que dans le diagramme mixte.
La fenêtre temporelle est synchronisée à la fenêtre spatiale :
 les événements représentés dans une des fenêtres sont représentés dans l'autre fenêtre de
l'interface ;
 une interaction de l'utilisateur au sein d'une fenêtre se répercute dans l'autre fenêtre.
Une troisième fenêtre est occupée par une interface de contrôle, permettant à l'utilisateur de
modiﬁer les critères de représentation des événements.
L'utilisation de la symbologie pour représenter le lien entre les fenêtres spatiale
et temporelle
La mise en relation des composantes temporelle et spatiale des séries d'événements peut s'ef-
fectuer au moyen d'outils de sélection et de brushing. Cette mise en relation s'eﬀectue également
en introduisant une dimension supplémentaire dans une des fenêtres de GrAPHiST, au moyen
de règles de symbologie, à l'instar de Time Wave [Li, 2010] et de Growth Ring Map [Bak et al.,
2009, Andrienko et al., 2011]. Les événements peuvent être représentés :
 en fonction de leur lieu d'apparition dans la fenêtre temporelle ;
On parle alors d'une représentation selon une entrée spatiale, orientée de la carte
vers les diagrammes temporels.
 en fonction de leur moment d'apparition relatif à une échelle linéaire dans la fenêtre spa-
tiale ;
On parle alors d'une représentation selon une entrée temporelle linéaire, orientée du
diagramme temporel mixte vers la carte et le diagramme temporel circulaire.
 en fonction de leur moment d'apparition relatif à une échelle cyclique dans la fenêtre spa-
tiale.
On parle alors d'une représentation selon une entrée temporelle cyclique, orientée du
diagramme temporel circulaire vers la carte et le diagramme temporel mixte.
Aﬁn de représenter, au sein d'un agrégat d'événements, la proportion d'événements appa-
raissant dans la même zone spatiale ou durant le même intervalle temporel, les agrégats sont
représentés sous la forme de Pie Charts. Cette représentation est utilisée dans la carte et dans
le diagramme temporel mixte. Pour représenter ces proportions au sein du diagramme temporel
mixte, dans le cas de représentation selon une entrée spatiale, ou selon une entrée temporelle
linéaire, le diagramme circulaire représente, pour chaque section angulaire, chaque classe d'évé-
nements par une sous-section radiale.
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L'analyse exploratoire au travers de GrAPHiST
L'analyse exploratoire au travers de notre environnement passe par une suite d'actions eﬀec-
tuée par l'utilisateur à travers les diﬀérentes fenêtres de l'interface. Durant ces actions, l'utilisa-
teur modiﬁe progressivement les critères de représentation des événements, jusqu'à rendre visible
un motif graphique révélateur d'un pattern :
 L'analyse peut s'eﬀectuer sur une seule des fenêtres de l'interface aﬁn d'identiﬁer une
structure unidimensionnelle dans les distributions spatiale ou temporelle des événements.
 L'utilisateur peut projeter une composante additionnelle des événements dans une des
fenêtres de l'environnement, au moyen des règles de symbologie, aﬁn d'eﬀectuer une analyse
de patterns spatio-temporels.
L'analyse exploratoire de patterns unidimensionnels
GrAPHiST permet une analyse de clusters dans les distributions temporelle et spatiale des
séries d'événements :
 des clusters spatiaux peuvent être identiﬁés dans la fenêtre spatiale ;
 des clusters temporels relatifs au temps linéaire peuvent être identiﬁés dans le diagramme
temporel mixte, le long de l'axe des abscisses ;
 des clusters temporels relatifs au temps cyclique peuvent être identiﬁés :
 dans le diagramme temporel mixte, le long de l'axe des ordonnées ;
 dans le diagramme temporel circulaire.
L'utilisateur peut modiﬁer la représentation des événements dans les fenêtres de l'interface,
pour améliorer la déﬁnition des contours de ces structures.
L'utilisateur peut utiliser le diagramme temporel mixte pour rechercher des récurrences cy-
cliques dans les séries événementielles, au moyen d'une modiﬁcation dynamique et graduelle de
l'échelle temporelle cyclique représentée, comme le préconisent les travaux relatifs à l'environ-
nement Spiral Graph [Weber et al., 2001]. L'utilisateur modiﬁe la durée T de l'échelle cyclique,
jusqu'à observer la formation d'un motif graphique sur le diagramme mixte, lorsque T approche
de la durée P de la période d'un cycle.
Aﬁn de guider l'utilisateur dans sa recherche d'une récurrence cyclique, GrAPHiST eﬀec-
tue en arrière-plan une analyse quantitative par transformées de Fourier. Celles-ci permettent
d'identiﬁer les possibles récurrences cycliques présentes dans les séries d'événements, et de les
renvoyer à l'utilisateur en guise de pistes d'exploration.
L'analyse exploratoire de patterns spatio-temporels
L'utilisateur peut combiner ces méthodes d'identiﬁcation de patterns unidimensionnels, avec
une représentation des événements selon une entrée spatiale ou temporelle, dans le but d'identi-
ﬁer des patterns spatio-temporels.
En utilisant une entrée spatiale, l'utilisateur peut analyser la distribution spatio-temporelle
des événements à travers un découpage spéciﬁque du territoire. Celui-ci peut être créé à la volée
par l'utilisateur, ou correspondre à un découpage prédéﬁni du territoire. Cette seconde option
permet de croiser l'analyse du phénomène spatio-temporel, avec la problématique de recherche
ayant permis de créer le découpage du territoire utilisé : l'analyse peut être eﬀectuée en utilisant
un découpage du territoire selon diﬀérents niveaux de pollution, ou un découpage correspondant
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à diﬀérents bassins versants de cours d'eau, etc.
En utilisant une entrée temporelle, l'utilisateur peut analyser la distribution spatio-temporelle
des événements, sans eﬀectuer d'hypothèse a priori sur leur distribution spatiale. L'utilisateur
peut alors modiﬁer le nombre d'intervalles temporels permettant de classer les événements selon
leur moment d'apparition, aﬁn d'identiﬁer des patterns plus ou moins étendus dans le temps.
Un nombre élevé d'intervalles temporels permet d'identiﬁer des patterns moins étendus dans le
temps, de déterminer plus précisément leurs contours, d'observer si ces patterns sont homogènes
durant leur existence (Section 6.1.1.2). Un nombre élevé d'intervalles fait cependant intervenir
plus de couleurs ou plus de valeurs pour représenter les événements selon leur moment d'appa-
rition, rendant plus diﬃcile la lecture de la carte.
Pour ces deux approches, les outils de sélection graphiques peuvent être utilisés aﬁn d'aﬃner
la déﬁnition des patterns identiﬁés.
Huit scénarios d'analyses exploratoires peuvent alors être formalisés, permettant l'identiﬁ-
cation des quatre dynamiques spatio-temporelles sur lesquelles nous nous focalisons, selon que
l'analyse soit eﬀectuée selon une approche spatiale (Section 6.3), ou temporelle (Section 6.4). Il
est ainsi possible d'analyser la distribution spatio-temporelle des événements pour identiﬁer :
 des clusters spatio-temporels relatifs au temps linéaire (Sections 6.3.2 et 6.4.2) ;
 des clusters spatio-temporels relatifs au temps cyclique (Sections 6.3.3 et 6.4.3) ;
 des propagations d'événements au cours du temps (Sections 6.3.4 et 6.4.4) ;
 des récurrences cycliques spatialisées d'événements (Sections 6.3.5 et 6.4.5).
Limites et travaux à eﬀectuer
Les limites posées par les choix de représentation
Le développement de GrAPHiST ayant été empirique, le choix de limiter notre représentation
aux événements ponctuels dans le temps et l'espace a été eﬀectué au cours de l'implémentation.
Cela a néanmoins inﬂué sur nos choix de représentation graphique par la suite.
Le choix des règles de symbologie combiné à une représentation des événements proches par des
agrégats, prenant la forme de Pie Charts, se justiﬁe ainsi pour des entités spatio-temporelles
ponctuelles dans le temps et l'espace. Cependant, ce choix s'avère problématique pour l'analyse
d'événements étendus dans le temps et l'espace.
Cas des événements étendus dans l'espace
Dans le cas d'événements étendus dans l'espace, par exemple, la représentation de leur éten-
due spatiale dans la carte empêche la représentation d'événements spatialement proches sous la
forme d'agrégats représentés par une seule entité ponctuelle. D'autres environnements de géo-
visualisation utilisent alors la transparence pour représenter des entités spatiales suﬃsamment
proches pour être superposés. L'utilisation de la transparence rend cependant diﬃcile l'utilisation
de règles de symbologie pour représenter le temps dans la carte.
Il convient alors d'intégrer d'autres procédés de représentation si l'on veut étendre notre
approche à l'analyse d'événements non ponctuels.
Cas des événements étendus dans le temps
Un autre cas de ﬁgure n'étant pas pris en compte par notre proposition est le cas d'événe-
ments étendus dans le temps. La question se pose alors de la représentation d'entités duratives
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dans les diagrammes temporels.
Si des événements étendus dans le temps peuvent être représentés par des entités graphiques
linéaires, suivant la courbe du diagramme temporel mixte, comme dans la Figure 5.7, le cas
d'événements proches temporellement pose les mêmes problèmes de superposition que les entités
étendues dans l'espace.
Le cas du diagramme temporel circulaire pose notamment la question suivante : un événement
s'étendant sur un intervalle temporel représenté par trois sections du diagramme est-il compta-
bilisé dans ces trois sections, ou dans la seule section représentant son moment d'apparition.
Enﬁn, un dernier cas de ﬁgure non exploré est le cas d'événements possédant plusieurs sous-
parties temporelles. La question se pose la représentation de ces diﬀérentes sous-parties dans la
carte et dans les diagrammes temporels.
La nécessité d'une validation par l'expérimentation
Si les propositions eﬀectuées, en termes de représentations graphiques, d'interactions, ou
d'utilisation, permettent en théorie de fournir la possibilité d'une analyse exploratoire des dy-
namiques spatio-temporelles, il est nécessaire, pour prouver ce postulat, d'eﬀectuer une expéri-
mentation sur des jeux de données réels.
GrAPHiST doit ainsi être appliquée à l'exploration de jeux de données dans le but d'y retrou-
ver les diﬀérents patterns cités. Une identiﬁcation d'un exemple des diﬀérentes dynamiques que
nous voulons analyser pourra permettre de valider la possibilité d'une analyse des dynamiques
des phénomènes spatio-temporels au moyen d'une analyse exploratoire au travers de notre envi-
ronnement de géovisualisation. Diﬀérents cas d'application ont ainsi été réalisés, et sont présentés
dans les chapitres suivants (Chapitre 7, Chapitre 8 et Chapitre 9).
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Quatrième partie
Cas d'étude
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Introduction
Dans cette partie, nous présentons une application de l'analyse exploratoire, proposée par
GrAPHiST, à diﬀérents cas d'études, relatifs à des jeux de données réels ou simulés.
Objectif
L'objectif des analyses présentées dans cette partie est de valider l'hypothèse, selon laquelle
les propositions émises au cours des chapitres précédents (en termes de modélisation, de repré-
sentations graphiques, et de possibilités d'interaction dans le chapitre 5, et en termes de scénarios
d'utilisation dans le chapitre 6) rendent possible une analyse exploratoire des phénomènes spatio-
temporels, en mesure d'identiﬁer les dynamiques décrites dans le chapitre 2.
Pour atteindre cet objectif, nous eﬀectuons au moyen de l'interface de géovisualisation que
nous avons développée, une série d'analyses exploratoires sur diﬀérents jeux de données. Lors de
ces analyses, nous tentons d'identiﬁer selon les procédés décrits dans le chapitre 6 des patterns
présents dans les jeux de données utilisés.
Justiﬁcation de l'approche
La validation d'une représentation cartographique passe généralement par des expérimenta-
tions auprès d'utilisateurs.
La méthode expérimentale
Dans le domaine de la psychologie, une expérimentation est déﬁnie par Grawitz (cité dans
[Catanas, 2002, Saint-Marc, 2017]) comme une observation provoquée portant sur une situation
créée et contrôlée par le chercheur qui a pour but de valider ou d'invalider une ou des hypothèses
issues d'un système théorique. Une hypothèse est une aﬃrmation prédictive de la forme suivante :
la variable X devrait produire l'eﬀet Y.
Une expérimentation fait intervenir plusieurs objets [Nicolas et al., 2014, Saint-Marc, 2017] :
 les critères permettant de valider l'hypothèse, appelés facteurs unitaires, mesurables lors
de l'expérimentation au travers de variables dépendantes (appelées ainsi, car elles sont
dépendantes du phénomène observé) ;
 les diﬀérentes modalités, contrôlées par l'expérimentateur, permettant de faire varier la
situation de test. Ces modalités sont appelées les facteurs principaux, et sont mesurables
par des variables indépendantes ;
 les autres sources de variation de la situation de test, pouvant inﬂuencer les résultats, mais
n'étant pas destinées à être testées, sont appelées les facteurs secondaires.
Une expérimentation consiste à tester l'hypothèse, à travers l'observation des facteurs uni-
taires :
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 en faisant varier l'environnement de test selon les modalités décrites par les facteurs princi-
paux : l'expérimentateur fait varier la valeur des variables indépendantes et observe l'eﬀet
de cette évolution sur les variables dépendantes ;
 en contrôlant la variabilité des facteurs secondaires aﬁn d'éviter l'introduction d'erreurs
dans l'interprétation des résultats : l'expérimentation s'eﬀectue donc en milieu contrôlé
[Hall, 1998].
L'expérimentation auprès d'utilisateurs dans le domaine de la cartographie
Dans le domaine de la cartographie et de la visualisation, les tests-utilisateurs visent le plus
souvent à évaluer la lisibilité des représentations cartographiques et l'eﬃcacité de la carte pour
la transmission d'informations [Saint-Marc, 2017]. Dans le cas d'une interface de visualisation,
une représentation graphique est considérée comme eﬃcace si elle est plus rapide à interpréter,
permet de tirer plus de conclusions, et conduit à faire moins d'erreurs d'interprétation qu'une
autre représentation [Saint-Marc, 2017].
L'expérimentation a pour but de valider l'hypothèse selon laquelle la représentation cartogra-
phique proposée A est plus eﬃcace qu'une autre représentation cartographique B pour analyser
une information. Au cours de cette expérimentation :
 les facteurs unitaires sont les critères permettant de décrire si une représentation cartogra-
phique est eﬃcace : rapidité d'interprétation, conclusions données sur les résultats, nombres
d'erreurs d'interprétation, etc ;
 les facteurs principaux sont les diﬀérentes représentations cartographiques à tester : ici les
représentations A et B ;
 les facteurs secondaires regroupent l'ensemble des paramètres devant être contrôlés par
l'utilisateur pour ne pas fausser les résultats.
Le test d'une carte ou d'une interface de géovisualisation implique ainsi de mesurer les va-
riables dépendantes de l'expérimentation, au moyen d'indicateurs témoignant de la facilité du
raisonnement de l'utilisateur [Saint-Marc, 2017]. Ces mesures sont généralement eﬀectuées lors
d'expérimentations où des participants doivent eﬀectuer une série de tâches au moyen de la
représentation cartographique. Celles-ci sont eﬀectuées lors d'expérimentation de laboratoire,
dans laquelle des participants sont convoqués en un lieu déﬁni aux conditions environnementales
contrôlées, ou lors d'expérimentation web, dans laquelle l'expérimentation est eﬀectuée au travers
d'un questionnaire diﬀusé sur Internet [Kinkeldey et al., 2014, Saint-Marc, 2017]. D'autres modes
d'expérimentations existent, ne demandant pas d'accomplissement de tâches par les participants,
et s'eﬀectuent sous la forme d'entretiens avec l'expérimentateur, ou sous la forme de groupe de
discussion autour de l'outil.
Lors de ces expérimentations, deux types de tâches sont proposées [Kinkeldey et al., 2014,
Saint-Marc, 2017] :
 les évaluations objectives, pour lesquelles on peut mesurer, objectivement, l'exactitude des
réponses (retrouver une valeur parmi un ensemble, identiﬁer une entité) ;
 les évaluations subjectives, qui regroupent des tâches d'auto-évaluation du ressenti des par-
ticipants (évaluer la conﬁance dans une réponse, information sur les diﬃcultés rencontrées).
Ces évaluations subjectives peuvent être évaluées qualitativement (analyse du contenu de
textes) ou quantitativement (statistiques). Ces évaluations subjectives sont généralement
mises en relation avec les mesures d'eﬃcacité de la lecture de la carte [Saint-Marc, 2017].
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La plupart des expérimentations portant sur la lisibilité des représentations cartographiques
mesurent la vitesse ou la précision des sujets à accomplir des tâches dans un ensemble graphique
ou visuel [Castner, 1983, Chesneau, 2006, Saint-Marc, 2017]. Les deux variables dépendantes
généralement utilisées pour mesurer l'eﬃcacité de la lecture d'une carte sont le temps de réponse
et le taux de bonnes réponses [Kinkeldey et al., 2014, Saint-Marc, 2017]. Il est généralement
demandé aux participants d'évaluer leur utilisation de l'outil, leur conﬁance dans les résultats
trouvés, et l'intuitivité de l'interface [Saint-Marc, 2017].
En parallèle à ces expérimentations, des méthodes sont élaborées pour étudier le mode de
lecture et de raisonnement de l'utilisateur au travers d'une interface. Parmi celles-ci, nous pouvons
citer :
 l'oculométrie cognitive [Irina Fabrikant et al., 2008, Henderson and Hollingworth, 1998,
Saint-Marc, 2017], permettant d'enregistrer les points de ﬁxation des yeux du participant
sur la carte ou dans l'interface de géovisualisation ;
 l'enregistrement de traces d'utilisation logicielles [Choquet and Iksal, 2007, Jansen, 2008,
Saint-Marc, 2017], qui permet l'enregistrement des séquences d'interactions réalisées par le
participant au sein de l'interface.
L'eﬃcacité d'une représentation cartographique est ainsi testée en combinant les résultats de
mesures qualitatives, issus de l'oculométrie ou de l'enregistrement de traces, aux résultats de
mesures quantitatives[Saint-Marc, 2017].
Notre approche expérimentale
Avant d'eﬀectuer ce type d'expérimentations, permettant de comparer l'eﬃcacité de notre
proposition par rapport à d'autres méthodes d'analyses existantes, nous devons valider l'hypo-
thèse selon laquelle il est possible d'analyser les dynamiques des phénomènes spatio-temporels
au moyen de notre approche. Nous devons vériﬁer si l'analyse exploratoire d'un jeu de données
spatio-temporelles, au moyen GrAPHiST, permet l'identiﬁcation de ces dynamiques.
Dans un premier temps, l'objectif de notre approche expérimentale est de déterminer si une
identiﬁcation visuelle des patterns, décrits dans le chapitre 2, au cours d'une analyse explora-
toire de données spatio-temporelles événementielle, est rendue possible grâce à notre interface
de géovisualisation. Le but n'est pas d'étudier l'eﬃcacité de notre approche en termes de facilité
d'utilisation, mais de valider si celle-ci est fonctionnelle.
Avant de comparer l'eﬃcacité de notre proposition avec celles d'autres méthodes d'analyse,
nous devons également valider le caractère généraliste de notre approche. Beaucoup de méthodes
d'analyse des phénomènes spatio-temporels sont développées de manière ad hoc [Andrienko and
Andrienko, 2006]. Eﬀectuer une étude de l'eﬃcacité de notre approche, par rapport à d'autres
méthodes, nécessite alors d'eﬀectuer une expérimentation dans un domaine d'étude déﬁni. Il
convient alors de montrer que notre approche d'analyse exploratoire peut être appliquée dans le
cadre de diﬀérentes problématiques. Notre proposition pourra alors être comparée aux méthodes
d'analyses existantes, utilisées pour chacune de ces problématiques.
Dans un second temps, l'objectif de nos expérimentations est donc de valider l'hypothèse
selon laquelle il est possible d'appliquer notre environnement de géovisualisation à l'analyse ex-
ploratoire de phénomènes spatio-temporels de diﬀérentes natures.
Les expérimentations que nous décrivons dans cette partie ne font donc pas appel à des tests-
utilisateurs, ou à l'utilisation d'appareils d'oculométrie ou d'enregistrement de traces logicielles.
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Dans un premier temps, l'expérimentation consiste en l'application de notre proposition à une
série de jeux de données, dans lesquels des patterns sont présents. Lors de cette expérimentation,
nous tentons de retrouver ces patterns au travers d'une analyse exploratoire. L'hypothèse que
nous émettons alors est que si notre interface de géovisualisation permet de retrouver des pat-
terns dans ces jeux de données, des patterns équivalents pourront être identiﬁés dans n'importe
quel jeu de données présentant la même structure.
Dans un second temps, nous appliquons notre proposition d'analyse exploratoire à diﬀérents
phénomènes, et nous présentons les opportunités d'analyse oﬀerte par GrAPHiST dans chacun
de ces jeux de données.
Procédé général
Dans les trois chapitres de cette partie, nous eﬀectuons une analyse exploratoire de données
spatio-temporelles, centrée sur l'identiﬁcation de diﬀérents patterns.
Reproduction d'un récit historique de la guerre de Sécession
Dans un premier chapitre (7), nous analysons des données historiques relatives aux lieux et
dates de batailles de la guerre de Sécession, ayant eu lieu sur le territoire des États-Unis d'Amé-
rique au milieu du XIXe siècle. L'objectif de l'analyse eﬀectuée dans ce chapitre est d'analyser
la distribution spatio-temporelle des événements aﬁn de reproduire un récit du conﬂit.
Cette analyse passe par l'identiﬁcation de deux types de patterns spatio-temporels :
 des clusters spatio-temporels relatifs au temps linéaire, correspondant aux principales zones
de combat au cours de la guerre ;
 des propagations spatiales des événements au cours du temps, correspondant au déplace-
ment de la ligne de front au cours de l'avancement du conﬂit.
Le récit de la guerre de Sécession est connu. Des cartes représentant les diﬀérentes phases du
conﬂit existent. Cette connaissance du récit de la guerre et les cartes à disposition nous servent
de références historiques que nous devons confronter aux résultats de notre analyse exploratoire.
Notre objectif n'est cependant pas de comparer ces cartes à notre outil de géovisualisation en
termes d'eﬃcacité pour retranscrire le récit du conﬂit.
Identiﬁcation de cycles spatialisés dans des séries d'événements
Dans un second chapitre (8), nous analysons une série de jeux de données simulées, contenant
chacun une série d'événements cycliques localisés dans l'espace, mais dont la période du cycle et
la zone d'apparition sont déﬁnies aléatoirement, et une série d'événements de lieu et de moment
d'apparition aléatoires. L'objectif de l'analyse est de retrouver, pour chaque jeu de données, la
période et l'étendue temporelle du cycle, ainsi que la zone d'apparition des événements corres-
pondants.
Cette analyse passe donc par l'identiﬁcation de récurrences cycliques spatialisées, mais égale-
ment par l'identiﬁcation de clusters spatio-temporels relatifs au temps cyclique, celle-ci pouvant
être une étape dans l'identiﬁcation visuelle de cycles.
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Les jeux de données sont créés de manière procédurale, et les paramètres déterminant le cycle
et la zone d'apparition des événements de la première série sont stockés dans un ﬁchier annexe,
de manière à ce que ces paramètres puissent être accessibles à postériori, mais inconnus lors de
l'expérimentation. Ces paramètres sont révélés à l'utilisateur en ﬁn d'expérimentation, et servent
à évaluer la précision des résultats trouvés lors de l'analyse.
Identiﬁcation de clusters spatio-temporels
Dans le dernier chapitre (9) de cette partie, nous eﬀectuons une série d'analyses explora-
toires dans le but d'identiﬁer des clusters spatio-temporels, relatifs au temps linéaire ou cyclique,
présents ou non dans diﬀérents jeux de données réelles. Ces jeux de données concernent :
 un recensement des délits et crimes sur le territoire de la ville de Chicago, de 2001 à 2017 ;
 un recensement des accidents routiers autour de la ville de Grenoble, de 2005 à 2015 ;
 des inondations survenues en France métropolitaine, de 1800 à 2015.
Contrairement aux deux premiers chapitres de cette partie, nous ne disposons pas de connais-
sances a priori sur d'éventuels patterns spatio-temporels présents dans les données. Les expéri-
mentations décrites dans ce chapitre n'ont pas pour objectif de valider les fonctionnalités de
notre interface de géovisualisation, en retrouvant des patterns connus au moyen de notre outil.
Les résultats de ces analyses exploratoires sur des données réelles, correspondant à diﬀérentes
problématiques, ont cependant pour but de présenter les possibilités oﬀertes par nos propositions
dans l'analyse exploratoire de phénomènes spatio-temporels, et de montrer le caractère généra-
liste de notre approche.
Chapitre Données utilisées Résultats attendus
VII Données relatives aux champs de bataille de la
Guerre de Sécession, États-Unis, 1861-1865
Identiﬁcation de propagations spatiales reﬂé-
tant le récit historique du conﬂit
VIII Données simulées présentant des cycles de ré-
apparition de périodes inconnues
Identiﬁcation de récurrences cycliques spatia-
lisées
IX Données criminologiques, Chicago, 2001-2017
Données d'accidents routiers, région de Gre-
noble, 2005-2015
Données d'inondations, France métropolitaine,
1800-2015
Identiﬁcation de clusters spatio-temporels,
dans le temps linéaire et dans le temps cyclique
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Chapitre 7
Analyse de données historiques sur la
guerre de Sécession
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Partie IV
7.1 Objectif
7.1.1 Identiﬁer des patterns spatio-temporels relatifs au temps linéaire dans
les séries événementielles
L'objectif de l'expérimentation décrite dans ce chapitre est de valider l'hypothèse selon la-
quelle notre interface de visualisation permet une analyse exploratoire, rendant possible l'iden-
tiﬁcation de patterns relatifs au temps linéaire dans des séries événementielles. Ces patterns
concernent :
 la présence de clusters spatio-temporels selon le temps linéaire.
 la présence d'une propagation spatiale d'événements au cours du temps.
7.1.2 Recréer le récit d'un phénomène à partir de données historiques
Dans les chapitres 1 et 5, nous décrivons le phénomène comme une méta-entité spatio-
temporelle, limitée dans le temps et l'espace, formée d'événements regroupés sur un critère
thématique. Le phénomène se rapproche alors d'un groupement thématique, rassemblant un
ensemble d'événements semblables, apparaissant durant l'étendue temporelle et dans l'emprise
spatiale étudiées.
Un phénomène Inondation peut regrouper des événements représentant des cas d'inondation
particuliers, sur la durée et l'emprise spatiale du phénomène, sans que ces événements soient liés
entre eux autrement que par leur similarité thématique. Le phénomène modélisé ne représente
pas un ensemble distinct et tangible, identiﬁable dans la réalité.
À l'inverse, un phénomène Inondations relatives au Cyclone X (X étant le nom du cyclone)
peut regrouper diﬀérents événements représentant des cas d'inondation particuliers, tous relatifs
au cyclone X. Ces événements peuvent alors être appréhendés comme des épisodes du cyclone,
lui-même représenté au travers du phénomène Inondations relatives au Cyclone X.
Les données de séries événementielles relatives à un épisode historique limité dans le temps et
l'espace (tel qu'un cyclone) peuvent alors être interprétées comme la manifestation des diﬀérentes
phases de cet épisode historique, représenté par un phénomène.
Un des enjeux de la visualisation de patterns spatio-temporels relatifs au temps linéaire dans
ces données devient alors de recréer l'historique des diﬀérentes phases de l'épisode historique
représenté. La visualisation de l'évolution de la distribution spatiale des événements au cours
du temps permet de créer du récit à partir de données historiques, permettant une meilleure
compréhension des phénomènes représentés.
La visualisation de clusters spatio-temporels relatifs au temps linéaire permet d'identiﬁer les
diﬀérentes phases des phénomènes analysées dans le temps et l'espace. La visualisation de la
propagation spatiale d'événements au cours du temps permet, quant à elle, d'identiﬁer l'enchai-
nement de ces phases, et la progression du phénomène au cours du temps.
7.1.3 Le choix des données du cas d'étude
Dans le cadre de cette expérimentation, nous avons donc choisi de nous intéresser à des
données relatives à un épisode historique tangible, identiﬁable dans la réalité, et étendu dans
le temps et l'espace. Ces données doivent pouvoir être représentées sous la forme d'événements,
assimilables à une localisation ponctuelle dans le temps et l'espace.
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Plusieurs cas d'étude peuvent être utilisés dans le cadre de cette expérimentation. Les exemples
suivants peuvent être cités :
 l'analyse spatio-temporelle d'une épidémie, représentée sous la forme de données événemen-
tielles recensant la localisation et le moment d'apparition des diﬀérents cas d'infection ;
L'analyse doit permettre d'identiﬁer les diﬀérentes phases de la diﬀusion de l'épidémie,
ainsi que les axes de propagation.
 l'analyse des représentations d'un artiste musical au cours d'une tournée ;
 l'analyse de diﬀérents relevés de position GPS d'un véhicule au cours du temps.
Nous avons ﬁnalement opté pour l'analyse spatio-temporelle de données événementielles re-
présentant les lieux et dates des batailles de la guerre de Sécession, survenue de 1861 à 1865 aux
États-Unis d'Amérique. L'outil devra permettre de reproduire un récit du conﬂit, et de ces diﬀé-
rentes phases, au travers de la visualisation de l'évolution du lieu des batailles au cours du temps.
Le choix de ce cas d'étude se justiﬁe pour plusieurs raisons :
 Ce jeu de données répond aux besoins de l'étude sur le format de données à utiliser.
L'ensemble des événements représentés s'étend sur une longue période et sur un territoire
étendu, mais chaque bataille de la guerre de Sécession a eu lieu sur une zone relativement
restreinte et sur une durée relativement courte, permettant de considérer cette bataille
comme un événement ponctuel à l'échelle de l'intervalle temporel et de la zone d'étude
(que ce soit à l'échelle des USA ou à l'échelle d'un état).
 Ces données permettaient une analyse du déroulement du conﬂit selon plusieurs échelles
temporelles et spatiales. L'analyse pouvait être eﬀectuée à une échelle spatiale globale sur
toute la durée du conﬂit, ou sur la durée d'une campagne militaire dans un théâtre d'opé-
rations en particulier.
 Le conﬂit représenté par le jeu de données a été en grande partie une guerre de mouvement,
si bien qu'à l'échelle d'une campagne militaire, les armées ne restaient que peu immobiles.
Ce conﬂit a également vu l'invasion progressive du territoire du camp vaincu par le camp
vainqueur, si bien que la ligne d'aﬀrontement s'est déplacée progressivement dans le terri-
toire du camp vaincu au cours de la guerre.
Ainsi, la représentation des engagements du conﬂit, que ce soit à l'échelle globale du conﬂit
ou à l'échelle d'une campagne militaire, peut donner à voir des propagations spatiales des
événements au cours du temps.
 Enﬁn, les diﬀérents épisodes de ce conﬂit ayant été particulièrement étudiés par les his-
toriens. L'histoire du conﬂit est relativement bien connue, et les sources d'informations
disponibles sont nombreuses. Plusieurs documents cartographiques ont également été pro-
duits et permettent une visualisation des diﬀérents épisodes du conﬂit dans l'espace et le
temps (Figure 7.1).
Ces derniers peuvent représenter l'évolution globale du conﬂit, ainsi que le déroulement de
chaque campagne militaire. Ces cartes, et les nombreuses sources sur l'histoire du conﬂit
sont autant de référence pour évaluer le récit produit au travers de l'outil.
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Figure 7.1  Guerre de Sécession ou guerre civile américaine [Larousse, 2016]
7.2 Données
7.2.1 Nature des données
Les données dont nous disposons sont issues d'un projet de carte interactive destinée à servir
de support pour un projet intitulé Jamestown to Appomattox : Mapping US History using GIS,
Volume 1. Les données ont été compilées, à partir de données du National Park Service, par
Robert Stewart, Jeremy Newcomb, et Chris Bunin, dans le cadre de The Virginia Experiment, a
Teaching American History Grant [Robert Stewart, 2007].
Les données se présentent sous la forme d'une série d'entités ponctuelles, chaque entité corres-
pondant à une bataille de la guerre de Sécession. Le lieu de chaque engagement est ainsi résumé à
un point dans l'espace, et est représenté par l'emplacement de l'entité ponctuelle correspondante
sur la carte. Pour chaque bataille nous disposons d'une série d'information concernant :
 les dates de début et ﬁn de l'engagement ;
 le nom de la bataille ;
 la campagne militaire dans laquelle la bataille prend part ;
 les commandants des deux forces en présence ;
 l'eﬀectif des troupes des deux forces en présence ;
 le vainqueur de l'engagement ;
 le nombre de victimes pour les deux camps.
Bataille Campagne Lieu Date
début
Date ﬁn Com.
USA
Com.
CSA
Troupes
USA
Troupes
CSA
Vainqueur Victimes
USA
Victimes
CSA
1st Bull
Run
Manassas 38.8147,
-77.5227
21-07-
1861
21-07-
1861
Irvin
McDo-
well
P.G.T.
Beaure-
gard
35732 34000 CSA 2708 1982
Gettysburg Gettysburg 39.811, -
77.225
01-07-
1863
03-07-
1863
George
G.
Meade
Robert
E. Lee
104256 34000 USA 23049 28000
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Certaines batailles de la guerre de Sécession se sont étalées sur une durée de plusieurs jours
(plus de dix jours pour certaines). Nous avons cependant décidé de les traiter comme ponctuelle
dans le temps, en ne considérant que la date du début de l'engagement. Chaque bataille est alors
traitée comme une entité spatio-temporelle ponctuelle dans le temps et l'espace.
L'ensemble des batailles ont lieu du 12 avril 1861 au 9 mai 1865, et sont majoritairement
localisées dans le sud-est des États-Unis.
7.2.2 Implémentation dans notre modèle de données
Les données brutes sont disponibles sous la forme d'un tableau. Nous utilisons un script SQL
pour entrer ces événements dans notre base de données, en classant les informations de chaque
événement selon la structure décrite par le Pyramid Model. Nous créons ainsi pour chaque entrée
du tableau une entité événement, composée d'une unique sous-partie temporelle, et possédant
neuf arguments thématiques (Figure 7.2).
Figure 7.2  Implémentation des données relatives à la guerre de Sécession dans notre modèle
7.3 Procédé
7.3.1 Principe
Ce conﬂit, étendu sur 4 ans, a principalement été une guerre de mouvement, comprenant
diﬀérentes phases. Au cours de ces diﬀérentes phases, les armées des deux camps ont eﬀectué des
man÷uvres, oﬀensives ou défensives, au cours de diﬀérentes campagnes dont le but était l'in-
vasion du territoire de l'adversaire. Ces campagnes se sont déroulées sur des étendues spatiales
et temporelles limitées, et ont été le cadre de déplacements d'armées dans l'espace au cours du
temps. Ces déplacements ont été ponctués d'aﬀrontements, qui sont représentés au travers des
données dont nous disposons.
L'analyse de la distribution spatio-temporelle des batailles de la guerre de la Sécession doit
permettre d'identiﬁer le déroulement spatio-temporel des diﬀérentes campagnes et phases du
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conﬂit. Un récit du conﬂit doit alors être produit au travers de ce que nous voyons dans l'interface
de visualisation. Puis nous comparons ce récit avec ceux déjà produits par les historiens.
7.3.2 Choix des épisodes à analyser, et objectifs de ces analyses
Nous nous intéressons, en premier lieu, à une analyse globale du conﬂit aﬁn d'en déterminer
les diﬀérentes grandes phases. La visualisation de l'évolution temporelle de la distribution spa-
tiale des batailles aura pour but d'identiﬁer le déroulement de la conquête du territoire des états
sécessionnistes du sud par les armées du nord, au travers du déplacement des zones de conﬂits
au cours du temps.
Dans un second temps, nous eﬀectuons une analyse centrée sur un théâtre d'opérations par-
ticulier pendant une période plus restreinte. Nous avons choisi d'étudier le théâtre d'opérations
de l'Est, entre mai 1864 et avril 1865, période qui a vu la progression des armées du Nord au
travers de l'état de Virginie, sudiste, et la poursuite des armées confédérées. La visualisation de
la distribution spatio-temporelle des batailles aura pour but de retranscrire le déroulement de la
campagne, ses diﬀérentes phases, et la progression des armées nordistes au cours de l'oﬀensive.
7.3.3 Chronologie des épisodes analysés
Dans les paragraphes suivants, nous décrivons brièvement le déroulement global du conﬂit,
puis un déroulement plus détaillé des opérations dans le théâtre d'opérations de l'Est, entre mai
1864 et avril 1865. Cette chronologie est basée sur les articles francophones et anglophones de
Wikipédia [Wikipedia, 2018a] sur la guerre de Sécession. Cette chronologie sera ensuite comparée
au récit produit par l'analyse des données au travers de l'interface de visualisation.
7.3.3.1 Chronologie de la guerre de Sécession
La guerre de Sécession, ou guerre civile américaine (The Civil War aux États-Unis) se dé-
roule du 12 avril 1861 au 9 avril 1865, et voit s'aﬀronter les États-Unis d'Amérique (l'Union,
désignée comme le Nord ou USA), à onze états sécessionnistes du sud des États-Unis, rassemblés
au sein des États Confédérés d'Amérique (la Confédération, désignée comme le Sud ou CSA).
Le conﬂit s'est achevé par une victoire de l'Union et par la réintégration des états sécessionnistes.
Hormis quelques théâtres d'aﬀrontement à l'ouest du Mississippi, la majorité des combats
eurent lieu au sud-est des États-Unis, communément appelé le Sud des États-Unis (Figure 7.3).
Figure 7.3  Batailles de la guerre de Sécession selon le nombre de victimes [The Washing-
ton Post, 2011]
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Les combats eurent notamment lieu :
 entre Washington D.C. (capitale de l'Union) et Richmond (capitale de la Confédération),
dans l'état de Virginie ;
Ce théâtre d'aﬀrontements fut appelé le théâtre de l'Est.
 le long de la ligne des Appalaches, dans la région des états du Kentucky et du Tennessee ;
Ce théâtre d'aﬀrontements fut appelé le théâtre de l'Ouest.
 le long du ﬂeuve Mississippi.
La stratégie de la Confédération fut défensive. Aussi les diﬀérentes phases du conﬂit furent
surtout à l'initiative du Nord, qui envahit progressivement le territoire du Sud durant les quatre
années du conﬂit. Une chronologie brève du conﬂit peut alors être décrite ainsi en 5 périodes
selon les années du conﬂit (Figure 7.4) :
Figure 7.4  Territoires perdus par la Confédération lors de la guerre de Sécession [Oﬃce of the
Chief of Military History, 1989]
 En 1861, le Nord s'assure le contrôle des frontières avec les états sécessionnistes, et établit
un blocus naval pour empêcher la Confédération de commercer avec l'extérieur.
 En 1862, le Nord s'assure le contrôle des contreforts des Appalaches, et pénètre au Tennes-
see. Sur le théâtre de l'Est, suite à des campagnes infructueuses visant à capturer Richmond
le front reste stable. Le Nord progresse le long du Mississippi vers le sud et la forteresse de
Vicksburg. Simultanément, le Nord débarque à l'embouchure du Mississippi et capture la
Nouvelle-Orléans.
 En 1863, le Nord prend Vicksburg, puis Port Hudson près de Bâton Rouge, achevant la
prise de contrôle du Mississippi. L'Union progresse dans le théâtre de l'Ouest et prend
Chattanooga. Dans le théâtre de l'Est, le front reste stable, et le Sud échoue dans sa
dernière tentative d'invasion des territoires nordistes.
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 En 1864, le Nord prend Atlanta, capitale de l'état de Géorgie, sur le théâtre de l'Ouest.
Le général Unioniste William Tecumseh Sherman eﬀectue une Marche vers la Mer, aﬁn
de prendre le port de Savannah, et de couper le territoire de la Confédération en deux.
Dans le théâtre de l'Est, le Nord progresse vers le sud au cours de l'Overland Campaign,
et commence les sièges de Richmond et de Petersburg.
 En 1865, l'armée nordiste de Sherman remonte vers le nord au cours de la campagne des
Carolines. Dans le théâtre de l'Est, le Nord prend Richmond et Petersburg, et poursuit les
armées sudistes vers l'ouest, où elles se rendent.
7.3.3.2 Déroulement des actions du théâtre nord-est, de mai 1864 à avril 1865
Contexte. À partir de mai 1864, l'armée nordiste, dirigée par Ulysses Grant, déclenche une
oﬀensive dans le théâtre de l'Est (Figure 7.5). Cette oﬀensive vise, non pas la capture de Rich-
mond, capitale de la Confédération, mais la destruction ou la reddition de l'armée confédérée de
Virginie du Nord, dirigée par Robert Lee.
Figure 7.5  Campagne de l'Overland, de mai à juin 1864 [Jespersen, 2012b]
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L'Overland Campaign. Lors de la première partie de l'oﬀensive, appelée campagne de l'Overland
ou Grant's Overland Campaign, le Nord tente de vaincre l'armée confédérée en rase-campagne.
Le Nord progresse en territoire sudiste, et tente plusieurs fois de prendre de ﬂanc l'armée
confédérée. Lee, bien qu'inﬂigeant de nombreuses défaites tactiques à l'armée nordiste au cours
de l'avance de celle-ci, recule progressivement vers le sud de la Virginie, aﬁn de ne pas subir de
défaite face à la supériorité numérique des troupes nordistes. Durant cette période, le Nord pro-
gresse vers le sud depuis la Rapidan River (Repère 1 de la Figure 7.5), et contourne Richmond
par l'est (Repère 2 de la Figure 7.5).
Lors de la dernière partie de la campagne de l'Overland, Grant change de stratégie et fait
traverser la James River à son armée aﬁn de menacer Petersburg (Repère 3 de la Figure 7.5).
Cette ville, noeud ferroviaire et ﬂuvial vital pour la défense de la capitale confédérée, ne peut
être abandonnée par Lee. Ce dernier doit se résoudre à s'enfermer dans Petersburg et à en tenir
le siège, en juin 1864.
Campagne de Bermuda Hundred. Au moment où Grant traverse la Rapidan River, l'Union
débarque des troupes entre Richmond et Petersburg, depuis la James River (Repère 4 de la
Figure 7.5). Ce débarquement vise à couper la voie de chemin de fer entre les deux villes. Ce
débarquement échoue, et les troupes nordistes sont bloquées sur leur lieu de débarquement. Cette
manoeuvre porte le nom de campagne de Bermuda Hundred.
Siège de Petersburg. La seconde partie de l'oﬀensive, appelée campagne de Richmond-
Petersburg ou siège de Petersburg, consiste en une série de batailles durant laquelle l'armée
nordiste tente de prendre d'assaut la ville de Petersburg (Repère 5 de la Figure 7.5). Ce siège
dure 9 mois, du 15 juin 1864 au 25 mars 1865, et prend la forme d'une guerre de position (ou
guerre de tranchées).
Campagne d'Appomattox. Au bout de 9 mois de siège, les forces nordistes sont sur le point
de prendre la ville. Lee décide d'évacuer Petersburg et Richmond, et se déplace vers l'ouest, le
long de l'Appomattox River, dans le but de rejoindre d'autres armées confédérées en Caroline du
Nord.
La campagne d'Appomattox qui s'ensuit est la dernière phase de l'oﬀensive, dans laquelle Grant
poursuit Lee au cours de sa retraite vers l'ouest (Figure 7.6). Cette poursuite est ponctuée
d'aﬀrontements, jusqu'à la bataille ﬁnale d'Appomattox Court House, le 9 avril, où Grant reçoit
la reddition de Lee. Cette date est considérée comme marquant la ﬁn de la guerre de Sécession.
Figure 7.6  Campagne d'Appomattox , du 2 au 9 avril 1865 [Jespersen, 2012a]
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7.3.4 Scénarios d'analyse
7.3.4.1 Analyse globale des diﬀérentes phases du conﬂit
L'étendue temporelle étudiée est ﬁxée entre le 1er janvier 1861 et le 31 décembre 1865.
L'échelle temporelle cyclique est ﬁxée à 365 jours. L'emprise spatiale est choisie de manière à
englober les états de l'Arkansas et de la Louisiane à l'ouest, la ville de la Nouvelle-Orléans au
sud, et la ville de New York au nord-est.
Les événements sont représentés en fonction de leur moment d'apparition relatif au temps
linéaire, selon cinq classes, correspondant aux cinq années du conﬂit de 1861 à 1865. Les évé-
nements sont représentés en utilisant la variable visuelle de la valeur, de manière à ce que les
événements les plus anciens soient représentés par une couleur sombre, et les événements les plus
récents par une couleur claire.
Les événements sont analysés en étant, dans un premier temps, représentés de manière non-
agrégée, puis en étant représentés de manière agrégée.
L'analyse s'eﬀectue visuellement, au moyen de la carte de la fenêtre spatiale. Elle doit per-
mettre d'identiﬁer des propagations spatiales d'événements au cours du temps, ainsi que des
clusters spatio-temporels selon le temps linéaire. Une suite de clusters temporels correspondant
à des intervalles temporels linéaires successifs, disposés le long d'un axe sur la carte, peut être
interprété comme une propagation spatiale au cours du temps.
À partir des observations, un récit des diﬀérentes phases de l'invasion des territoires sudistes
par le Nord doit être produit, puis comparée à des cartes et des chronologies du conﬂit déjà
produites.
7.3.4.2 Analyse du théâtre de l'Est, de l'Overland Campaign à la bataille d'Appo-
mattox
Trois analyses sont envisagées :
 La première doit s'eﬀectuer sur l'ensemble du théâtre de l'Est, sur toute la période de
temps allant du début de l'Overland Campaign à la bataille d'Appomattox. L'analyse doit
donc porter sur la campagne de l'Overland, la campagne de Bermuda Hundred, le siège de
Petersburg et la campagne d'Appomattox.
 La seconde analyse est centrée sur le déroulement de l'Overland Campaign et de la cam-
pagne de Bermuda Hundred.
 Laa troisième analyse est centrée sur le déroulement de la campagne d'Appomattox.
Pour ces trois analyses, l'emprise spatiale est choisie de manière à englober les villes de Fre-
dericksburg au nord, West Point à l'est, Petersburg au sud, et Lynchburg à l'ouest.
Les événements sont représentés sur la carte de manière agrégée. Les événements sont repré-
sentés selon leur moment d'apparition relatif au temps linéaire. Les événements sont représentés
en utilisant la variable visuelle de la valeur de manière à représenter les batailles les plus an-
ciennes par une couleur sombre, et les batailles les plus récentes par une couleur claire.
L'analyse s'eﬀectue visuellement, au moyen de la carte de la fenêtre spatiale. L'analyse doit
permettre d'identiﬁer des propagations spatiales d'événements au cours du temps, ainsi que des
clusters spatio-temporels selon le temps linéaire. Les récits produits au travers de l'identiﬁcation
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des patterns doivent ensuite être comparés aux cartes et chronologies du conﬂit produites par les
historiens.
Première analyse. L'étendue temporelle est réduite à la période entre le 1er mai 1864 et le 30
avril 1865. L'échelle temporelle cyclique est ﬁxée à 30 jours. Les événements sont représentés selon
douze classes de valeurs de saturation, représentant les douze mois entre mai 1864 et avril 1865.
L'observation de la carte doit permettre d'établir un récit des diﬀérentes phases de l'oﬀensive
nordiste dans le théâtre de l'Est du 1er mai 1864 au 30 avril 1865.
Seconde analyse. L'étendue temporelle étudiée est ﬁxée entre le 1er mai 1864 et le 31 juin
1864. L'échelle temporelle cyclique est ﬁxée à 7 jours. Les événements sont représentés selon neuf
classes de valeurs de saturation, représentant chacune environ une semaine du 1er mai 1864 et
le 31 juin 1864. L'observation de la carte doit permettre de visualiser la progression des troupes
nordistes en Virginie au cours de la campagne de l'Overland.
Troisième analyse. L'étendue temporelle étudiée est ﬁxée entre le 2 avril 1865 et le 9 avril
1865. L'échelle temporelle cyclique est ﬁxée à sept jours. L'emprise spatiale reste inchangée par
rapport à la première analyse. Les événements sont représentés selon sept classes de valeurs de
saturation, représentant chacune une journée du 2 avril 1865 et le 9 avril 1865. L'observation
de la carte doit permettre de visualiser la poursuite des troupes confédérées par Grant au cours
de la campagne d'Appomattox.
7.4 Résultats
7.4.1 Analyse des diﬀérentes phases du conﬂit
La Figure 7.7 montre une capture d'écran de l'interface de géovisualisation une fois saisis
les paramètres décrits précédemment, et une fois les événements représentés selon leur moment
d'apparition relatif au temps linéaire.
Figure 7.7  Visualisation des batailles de la guerre de Sécession
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7.4.1.1 Distribution des événements selon une échelle cyclique annuelle
Le diagramme temporel circulaire montre une plus faible proportion d'événements durant
l'hiver. Les armées de l'époque prenaient en eﬀet durant cette période leurs quartiers d'hiver, la
majorité des campagnes étant eﬀectuées à partir du printemps quand les conditions climatiques
étaient plus clémentes (Figure 7.8).
Figure 7.8  Distribution temporelle des combats de la guerre de Sécession selon une échelle
cyclique d'une année
7.4.1.2 Identiﬁcation des diﬀérentes phases du conﬂit dans la fenêtre spatiale, à
l'aide d'une représentation non-agrégée
Le grand nombre d'entités ponctuelles sur la carte gêne la lecture, et rend diﬃcile la visuali-
sation de l'évolution du territoire occupé par le Nord durant le conﬂit. Cela est notamment le cas
pour le théâtre de l'Est (Repère 1 dans la Figure 7.9). Dans cette zone, les engagements ont eu
lieu sur un territoire relativement restreint, et plusieurs campagnes successives ont eu lieu dans
les mêmes régions.
Figure 7.9  Analyse des diﬀérentes phases de la guerre de Sécession, avec une représentation
non-agrégée
Dans le cadre du théâtre de l'Ouest, les diﬀérentes phases de l'évolution du territoire conquis
par le Nord, présentées dans la Figure 7.4, sont un peu plus visibles :
 Au niveau de la région des Appalaches, on observe un déplacement global vers le sud des
lieux de conﬂits au cours du temps (Repère 2 dans la Figure 7.9). Ce déplacement se
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poursuit au niveau d'Atlanta, où l'on observe un rapide déplacement des engagements vers
l'océan, correspondant à la Marche vers la Mer de Sherman (Repère 4 dans la Figure 7.9).
 Au niveau du Mississippi (Repère 3 dans la Figure 7.9), les événements les plus anciens sont
localisés au nord du ﬂeuve ainsi qu'à la Nouvelle-Orléans, et correspondent aux premières
avancées des troupes nordistes en 1862 dans la Figure 7.4. Les événements les plus récents
correspondant à la prise de Vicksburg et de Port Hudson sont visibles sur les zones 31 et
32 de la Figure 7.9.
7.4.1.3 Identiﬁcation des diﬀérents épisodes du conﬂit dans le théâtre de l'Ouest,
à l'aide d'une représentation non-agrégée
Si la retranscription des diﬀérentes phases du conﬂit, présentées dans la Figure 7.4 semble
assez malaisée avec une représentation non-agrégée des combats, celle-ci permet cependant de
retranscrire plus précisément le déroulement des diﬀérentes campagnes dans un théâtre d'opéra-
tions.
Dans la Figure 7.10, nous comparons une carte présentant le récit des opérations du théâtre
occidental de la guerre de Sécession, avec la représentation obtenue avec notre interface de visua-
lisation. Nous observons qu'il est possible de retrouver le déroulement des diﬀérentes campagnes
ayant eu lieu sur le théâtre de l'Ouest, présentées sur la carte de référence. Par ordre chronolo-
gique, on observe :
 la prise de La Nouvelle-Orléans à l'embouchure du Mississippi (31) ;
 l'avancée de l'armée de l'Union au nord du Mississippi (32 et 33) ;
 l'invasion du Kentucky par l'armée confédérée (34), suivie de sa poursuite par l'armée
nordiste au Tennessee (35), puis à Chattanooga (36) ;
 parallèlement, la prise de Vicksburg (37) et de Port Hudson (38) par l'Union ;
 la prise d'Atlanta (39) et la Marche vers la Mer (310) de Sherman ;
 la bataille de la baie de Mobile (311) ;
 la campagne des Carolines (312).
Figure 7.10  Analyse du déroulement des campagnes sur le théâtre de l'Ouest [Jespersen,
2012c]
7.4.1.4 Identiﬁcation des diﬀérentes phases du conﬂit dans la fenêtre spatiale, à
l'aide d'une représentation agrégée
La Figure 7.11 montre une capture d'écran de l'interface de géovisualisation une fois les évé-
nements représentés de manière agrégée.
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Cette représentation agrégée oﬀre moins de détails que la représentation non-agrégée sur le
lieu des diﬀérents engagements. Aussi le déroulement précis de chaque campagne est plus diﬃcile
à visualiser que dans la Figure 7.10.
Figure 7.11  Visualisation des batailles de la guerre de Sécession (représentation agrégée)
Cependant, en réduisant le nombre d'entités visibles sur la carte, tout en gardant visible
la proportion des engagements selon les diﬀérentes années du conﬂit, elle permet une meilleure
identiﬁcation de l'avancée de l'Union dans les territoires du Sud (présentée dans la Figure 7.4).
Au niveau de la ligne des Appalaches (Repère 2 Figure 7.12), on identiﬁe l'avancée de l'Union
au travers d'un dégradé de la valeur de saturation du nord vers le sud, qui se poursuit avec des
valeurs de saturation faible au niveau d'Atlanta et de la Géorgie (Repère 4 Figure 7.12).
Sur le théâtre d'opérations du Mississippi (Repère 3 Figure 7.12), on observe les valeurs les
plus sombres au nord du ﬂeuve et à son embouchure. Les valeurs les plus claires sont observables
au niveau de Vicksburg (Repère 31), et également au niveau de l'embouchure du ﬂeuve (Repère
32), Port Hudson étant situé non loin de la Nouvelle-Orléans.
Figure 7.12  Analyse des diﬀérentes phases de la guerre de Sécession, avec une représentation
agrégée
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7.4.1.5 Comparaison des représentations agrégées et non-agrégée des événements
dans le théâtre de l'Est
C'est particulièrement au niveau du théâtre de l'Est (Repère 1 de la Figure 7.12) que la
représentation agrégée des événements oﬀre une meilleure possibilité d'analyse que la représen-
tation non-agrégée.
Ce théâtre d'opérations a été le principal lieu d'aﬀrontement durant le conﬂit. Cette région
peu étendue spatialement a été le lieu de plusieurs campagnes militaires infructueuses, à l'ini-
tiative des deux camps, dans le but de capturer la capitale adverse. Les oﬀensives successives de
chacun des deux camps ont provoqué le déplacement de la ligne de front dans les deux directions
de l'axe nord-sud, reﬂétant les avancées et retraites des deux camps lors de ces campagnes, tout
au long du conﬂit. Ce n'est qu'à partir de 1864 que la ligne de front se déplace déﬁnitivement
vers le sud.
Ainsi, bien que l'avancée progressive de l'Union vers le sud se soit étalée sur trois années, cer-
tains engagements du début de la guerre se sont déroulés plus au sud que d'autres engagements
survenus plus tard dans le conﬂit. Combiné au grand nombre d'événements localisés dans une
zone étroite de la carte, ceci rend plus diﬃcile l'identiﬁcation de l'évolution globale du territoire
contrôlé par l'Union dans ce théâtre d'opérations. La visualisation d'une propagation globale des
événements vers le sud est "entravée" par l'apparition d'événements récents apparaissant dans
le nord de la zone d'étude.
Une représentation non-agrégée des événements produit ainsi un amas de points superposés,
de diﬀérentes valeurs, ne permettant pas l'observation d'un gradient de valeur selon un axe di-
rectionnel. Cette représentation rend diﬃcile l'identiﬁcation d'une évolution globale du territoire
occupé par l'Union au cours de la guerre (Repère C de la Figure 7.13).
Figure 7.13  Comparaison représentations non-agrégée et agrégée
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À l'inverse une représentation agrégée permet de limiter le nombre d'entités graphiques vi-
sibles à l'écran, en regroupant les événements spatialement proches. Les événements du théâtre
d'opérations étant localisés le long d'un axe nord-sud, les agrégats formés regroupent ces événe-
ments selon diﬀérentes plages de distance le long de cet axe. La représentation des agrégats sous
la forme de Pie Chart permet alors de représenter à quel moment du conﬂit ont eu la majorité
des aﬀrontements survenant dans chaque plage de distance de l'axe nord-sud.
La représentation agrégée permet alors d'identiﬁer une propagation globale des événements
du nord vers le sud, témoignant d'un déplacement progressif de la ligne de front vers le sud au
cours du conﬂit (Repère D Figure 7.13). Plus l'entité graphique est située vers le sud, plus la
proportion de couleurs claires, représentant les combats les plus récents, est importante (Repère
D1 Figure 7.13). Ce gradient de valeur, du nord vers le sud, peut être interprété comme une
propagation spatiale des événements au cours de l'intervalle temporel couvert par le conﬂit.
On observe également un cluster spatio-temporel formé par des événements apparaissant à
une date antérieure aux événements situés plus au nord-ouest (Repère D2 Figure 7.13). L'empla-
cement de ce cluster rassemblant des événements majoritairement plus anciens semble contredire
l'hypothèse selon laquelle plus les batailles ont eu lieu vers le sud, plus elles sont anciennes.
La raison de l'existence de ce cluster est que les batailles concernées correspondent à une
tentative de l'Union, appelée Campagne de la Péninsule, de contourner les défenses confédérées
par un débarquement dans la péninsule de Virginie, située plus au sud que la ligne de front
principale. Cette campagne s'est déroulée de mars 1862 à juillet 1862. Les batailles correspon-
dantes sont alors représentées par une couleur plus sombre que les batailles ayant eu lieu plus au
nord-ouest qui, quant à elles, se sont déroulées en 1864.
7.4.2 Analyse des engagements du théâtre de l'Est
7.4.2.1 Première analyse : engagements du théâtre de l'Est de l'Overland Campaign
à la bataille d'Appomattox
La Figure 7.14 montre une capture d'écran de l'interface de géovisualisation une fois l'emprise
spatiale réduite à la zone du théâtre de l'Est et l'emprise temporelle réduite à la période allant
du 1er mai 1864 au 30 avril 1865.
Figure 7.14  Visualisation des engagements du théâtre de l'Est, du 1er mai 1864 au 30 avril
1865
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Les événements sont représentés de manière agrégée selon leur moment d'apparition relatif
au temps linéaire, selon douze intervalles temporels d'un mois. Une représentation agrégée est
choisie aﬁn que les entités représentant les engagements du siège de Petersburg, apparaissant
dans une zone spatiale restreinte, ne se superposent pas. La distance critique déterminant l'agré-
gation d'événements spatialement proche est réduite par rapport aux analyses précédentes.
Les entités spatiales les plus sombres correspondent à la première phase de l'oﬀensive nordiste,
et peuvent être regroupées en deux clusters correspondant à :
 l'avancée des troupes de l'Union au cours de l'Overland Campaign, s'étendant de la Rapidan
River à la James River selon un axe nord-nord-ouest/sud-sud-est (Repère 1 de la Figure
7.15) ;
 le débarquement des troupes nordistes au cours de la campagne de Bermuda Hundred, lo-
calisé sur une zone restreinte proche de la James River (Repère 2 de la Figure 7.15).
Deux clusters regroupant des entités de couleur moins sombre sont localisés dans des zones
spatiales très restreintes au nord et au sud de la James River. Ces clusters correspondent à la
ﬁxation des combats autour de Richmond (Repère 3 de la Figure 7.15) et Petersburgh (Repère
4 de la Figure 7.15) au cours du siège de ces villes.
Enﬁn, on observe à l'est de Petersburgh un cluster regroupant des entités de couleur claire,
regroupée le long d'un axe ouest-nord-ouest/est-sud-est. Ce cluster correspond aux engagements
de la campagne d'Appomatox (Repère 5 de la Figure 7.15).
Figure 7.15  Analyse des engagements du théâtre de l'Est, du 1er mai 1864 au 30 avril 1865
7.4.2.2 Seconde analyse : engagements du théâtre de l'Est du 1er mai 1864 au 1er
juillet 1864
Dans la Figure 7.16, nous comparons une carte présentant le récit de l'Overland Campaign,
avec la représentation obtenue avec notre interface des événements allant du 1er mai 1864 au 1er
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juillet 1864. Les événements sont représentés selon neuf intervalles temporels d'une semaine.
On observe trois éléments graphiques pouvant être mis en comparaison avec les éléments de
la carte de référence :
 un dégradé de valeur des entités du nord vers le sud selon un axe nord-nord-ouest/sud-sud-
est, représentant l'avancée des troupes nordistes au cours de l'Overland Campaign (Repères
1 et 4 de la Figure 7.16) ;
 un cluster spatio-temporel regroupant des entités de couleur sombre entre les villes de
Richmond et de Petersburg, correspondant aux engagements de la campagne de Bermuda
Hundred, survenant au même moment que débute l'Overland Campaign (Repères 2 et 5
de la Figure 7.16) ;
 un cluster spatio-temporel regroupant des entités de couleur claire au sud de la James
River, correspondant aux derniers aﬀrontements de l'Overland Campaign (Repères 3 et 6
de la Figure 7.16) ;
Figure 7.16  Visualisation des engagements du 1er mai 1864 au 1er juillet 1864, et comparaison
avec un récit existant de l'Overland Campaign [Jespersen, 2012b]
7.4.2.3 Troisième analyse : engagements du théâtre de l'Est du 2 avril 1865 au 9
avril 1865
Dans la Figure 7.17, nous comparons une carte présentant le récit de la campagne d'Appomattox,
avec la représentation obtenue avec notre interface des événements allant du 2 avril 1865 au 9
avril 1865. Les événements sont représentés selon sept intervalles temporels d'une journée.
On observe un dégradé de la valeur des entités de l'est vers l'ouest. Ce dégradé correspond
aux engagements ponctuant la poursuite des armées confédérées par l'Union, depuis l'évacuation
de Petersburg jusqu'à la bataille d'Appomattox Court House, comme le représente la carte de
référence dans la Figure 7.17.
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Figure 7.17  Visualisation des engagements du 2 avril 1865 au 9 avril 1865, et comparaison
avec un récit existant de la campagne d'Appomattox [Jespersen, 2012c]
7.5 Synthèse
L'analyse des batailles de la guerre de Sécession au moyen de GrAPHiST a permis la créa-
tion de récits de diﬀérentes phases du conﬂit, au travers de l'identiﬁcation visuelle de clusters
spatio-temporels relatifs au temps linéaire et de l'identiﬁcation visuelle de propagation spatiale
d'événements au cours du temps.
L'analyse de la distribution spatio-temporelle des diﬀérentes zones d'engagement et de leur
déplacement au cours du temps a notamment permis une description :
 de l'évolution globale du conﬂit et de l'avance progressive des troupes de l'Union en terri-
toire confédéré (Figure 7.12) ;
 des diﬀérentes phases du théâtre occidental (Figure 7.10) ;
 des diﬀérentes campagnes de l'oﬀensive nordiste de 1864-1865 dans le théâtre oriental
(Figure 7.15) ;
 du déplacement des troupes au cours de l'Overland Campaign (Figure 7.16) et de la cam-
pagne d'Appomatox (Figure 7.17).
Les utilisations comparées des représentations agrégée et non-agrégée des événements, au
niveau du théâtre d'opérations de l'est, ont montré l'avantage d'une représentation des agrégats
d'événements sous la forme de Pie Chart pour identiﬁer les structures principales dans la distri-
bution spatio-temporelle de larges séries d'événements (Section 7.4.1.5). La Figure 7.13 montre
que la représentation agrégée permet d'éviter la surcharge d'entités graphiques et leur superpo-
sition sur la carte, permettant de mettre en valeur l'évolution globale du territoire contrôlé par
l'Union au cours du conﬂit.
L'analyse exploratoire des données relatives aux batailles de la guerre de Sécession, au travers
de notre outil, dans le but d'identiﬁer des patterns spatio-temporels relatifs au temps linéaire,
293
Partie IV
permet ainsi la reconstitution du récit de cet épisode historique. Nous émettons l'hypothèse,
qu'une analyse exploratoire similaire sur d'autres données permet de créer le récit d'autres épi-
sodes historiques, et donc de créer de l'information sur ces épisodes.
Les possibilités d'application peuvent être multiples. L'analyse de données relatives à des
cas d'épidémie peut permettre de reproduire le récit de la propagation d'une épidémie et d'ef-
fectuer de possibles hypothèses sur ses facteurs. L'analyse de données relatives à une culture
archéologique peut permettre de reproduire le récit de sa diﬀusion au cours de l'Histoire.
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8.1 Objectif
8.1.1 Identiﬁer des patterns spatio-temporels relatifs au temps cyclique dans
les séries événementielles
L'objectif de l'expérimentation décrite dans ce chapitre est de valider l'hypothèse selon la-
quelle notre interface de visualisation permet une analyse exploratoire, rendant possibles la re-
cherche et l'identiﬁcation de patterns relatifs au temps cyclique dans des séries événementielles.
Ces patterns concernent :
 la présence de clusters spatio-temporels selon le temps cyclique ;
 la présence de récurrences cycliques spatialisées.
8.1.1.1 Identiﬁcation visuelle de patterns relatifs au temps cyclique
Tel qu'il a été conçu et construit, GrAPHiST permet de visualiser le caractère cyclique d'une
série d'événements lorsque la période correspondante (ou celle correspondant à un harmonique
du cycle) est représentée par l'échelle cyclique du diagramme temporel mixte. Un cluster ou une
récurrence cyclique peuvent alors être identiﬁé au sein des représentations graphiques de l'inter-
face de géovisualisation, comme nous le présentons dans le chapitre 6.
Une concentration des événements dans le temps cyclique (cluster temporel relatif au temps
cyclique) est identiﬁable par :
 la présence d'une ou de plusieurs sections angulaires présentant un rayon plus important
que la moyenne dans le diagramme circulaire ;
 la concentration d'entités graphiques le long de l'axe des ordonnées dans le diagramme
mixte en dents de scie, ou dans les mêmes sections de sinusoïde dans le diagramme mixte
sinusoïdal.
Dans le cas d'une représentation des événements selon leur moment d'apparition relatif au
temps cyclique, cette concentration (spatio-)temporelle (cluster spatio-temporel relatif au temps
cyclique) peut être identiﬁée sur la carte par une concentration spatiale d'entités de même couleur.
Cette concentration temporelle dans le temps cyclique peut alors former la partie visible,
dans le diagramme temporel circulaire ou dans la carte, d'une récurrence cyclique régulière, ayant
pour période la durée de l'échelle cyclique représentée. Une fois identiﬁée une concentration des
événements dans le temps cyclique, une récurrence cyclique de ces événements peut être identiﬁée
par un alignement des entités graphiques correspondantes dans le diagramme temporel mixte,
parallèle à l'axe des abscisses.
8.1.1.2 Enjeux de l'expérimentation
Identiﬁcation de cycles de période inconnue. L'analyse de patterns spatio-temporels
cycliques dans les données événementielles peut s'eﬀectuer en ﬁxant à l'avance la durée de
l'échelle cyclique représentée dans le diagramme temporel mixte. La recherche de structures
spatio-temporelles cycliques est eﬀectuée par après, pour une série d'échelles cycliques choisie
arbitrairement par l'utilisateur.
Cette approche, utilisée dans Time Wave [Li, 2010] et PerSE [Swedberg and Peuquet, 2017],
peut être justiﬁée pour l'analyse de phénomènes au travers d'échelles calendaires, dont on soup-
çonne une correspondance avec la distribution temporelle des événements correspondants. L'exis-
tence de patterns dans la distribution spatio-temporelle d'événements relatifs à des phénomènes
climatiques peut ainsi être analysée au travers d'une échelle cyclique d'une année, reﬂétant le
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cycle des saisons.
Cette approche convient notamment à l'analyse de clusters spatio-temporels, où le but est
moins d'identiﬁer si un phénomène possède un caractère cyclique, que d'analyser la distribution
spatiale d'événements considérés comme cycliques a priori, et la relation entre la zone d'appari-
tion des événements et leur moment d'apparition au sein de l'échelle cyclique représentée.
Un des enjeux de cette expérimentation est au contraire d'évaluer la possibilité d'identiﬁer
un pattern relatif à une échelle cyclique, donc la durée serait inconnue.
Pour permettre une analyse exploratoire de ces patterns, la représentation visuelle ne doit
pas uniquement permettre d'identiﬁer le caractère cyclique d'une série d'événements, lorsque
la période correspondante est représentée. La représentation visuelle doit permettre à l'utilisa-
teur d'évaluer, lorsqu'il modiﬁe l'échelle cyclique représentée dans le diagramme mixte, si cette
dernière s'approche ou s'éloigne d'une période pour laquelle un cycle est observable. Dans ces
conditions, l'utilisateur peut identiﬁer un cycle en modiﬁant l'échelle cyclique, pas à pas, vers la
durée de la période correspondante. L'expérimentation décrite dans ce chapitre doit permettre
d'évaluer si cette analyse exploratoire est possible.
Comme nous l'avons montré dans le chapitre 6 l'identiﬁcation de clusters spatio-temporels
relatifs au temps cyclique est une des étapes dans la recherche de récurrences cycliques au moyen
de notre interface. Aussi, la recherche de cycles de période inconnue sert ici de cadre à l'identiﬁ-
cation des deux types de patterns.
Identiﬁcation de patterns cycliques dans des données réelles. Un autre enjeu de l'expé-
rimentation de valider si l'analyse exploratoire oﬀerte par notre outil est en mesure de rechercher
et d'identiﬁer des patterns relatifs au temps cyclique au sein de données réelles.
Les événements présentant un caractère cyclique au sein de ces jeux de données sont alors
susceptibles :
 de posséder une dispersion spatiale plus ou moins élevée, et d'apparaitre dans des zones
spatiales plus ou moins étendues ;
 de posséder une dispersion temporelle plus ou moins élevée, et d'apparaitre durant des
intervalles temporels cycliques plus ou moins étendus.
Ces jeux de données réels peuvent également comporter une proportion plus ou moins élevée
d'événements aléatoires.
L'expérimentation doit donc permettre d'évaluer si notre interface de visualisation permet
l'identiﬁcation de patterns cycliques au sein de tels jeux de données.
8.1.1.3 Identiﬁcation de récurrences cycliques spatialisées
Aﬁn de valider notre hypothèse, nous décidons d'eﬀectuer une série d'analyses sur diﬀérents
jeux de données. Ces analyses ont pour but d'identiﬁer, pour chaque jeu de données, une récur-
rence cyclique spatialisée.
Aﬁn d'évaluer la possibilité d'utiliser notre interface sur des données réelles, les jeux de
données doivent présenter des caractéristiques diﬀérentes. Celles-ci concernent :
 la dispersion temporelle des événements cycliques, soit la durée de l'intervalle temporel
cyclique durant laquelle ces événements apparaissent (un événement apparait tous les x
jours, plus ou moins k jours) ;
297
Partie IV
 la dispersion spatiale des événements cycliques, soit l'étendue de la zone spatiale dans
laquelle ces événements apparaissent ;
 le bruit, soit la proportion d'événements de composante temporelle et spatiale aléatoire
dans le jeu de données.
8.1.2 Le choix des données du cas d'étude
Notre but est de rechercher des cycles localisés dans les séries événementielles. Il nous
faut donc utiliser des séries d'événements susceptibles de présenter de telles structures spatio-
temporelles. Certains jeux de données réels sont connus pour présenter des caractéristiques cy-
cliques, comme c'est le cas pour des données liées à des phénomènes météorologiques. Les phé-
nomènes de crue, par exemple, présentent des cycles annuels, décennaux, ou centennaux.
Or, la connaissance de l'existence de ces cycles et de leur période nous inﬂuence dans l'ana-
lyse de telles séries événementielles. Aﬁn d'évaluer la possibilité d'identiﬁer des cycles de période
inconnue, au moyen de l'analyse exploratoire oﬀerte par notre interface, nous devons utiliser des
jeux de données nous empêchant d'être inﬂuencés par une connaissance a priori ou une suspicion
des cycles recherchés.
L'expérimentation décrite dans ce chapitre nécessite alors l'utilisation de jeux de données
présentant des cycles, mais dont la période de réapparition est inconnue.
Comme évoqué précédemment ces jeux de données doivent également présenter diﬀérentes
valeurs de dispersion temporelle et spatiale de leurs événements cycliques, ainsi qu'une propor-
tion plus ou moins importante d'événements aléatoires.
Cette expérimentation est eﬀectuée dans le cadre de l'évaluation fonctionnelle de l'outil. L'ob-
jectif n'est pas d'analyser un phénomène réel dans le but d'en découvrir un caractère cyclique
inconnu, mais de montrer que de telles caractéristiques seraient observables au moyen de l'ou-
til. Le caractère réel des jeux de données à utiliser implique surtout la présence d'événements
cycliques présentant une dispersion spatiale et une dispersion temporelle plus ou moins élevées
dans les jeux de données à tester, ainsi qu'une proportion plus ou moins importante d'événements
aléatoires. Si ces conditions sont réunies, le fait que les données fassent eﬀectivement référence à
un phénomène réel n'est pas une condition nécessaire à l'expérimentation.
Ainsi, nous utilisons dans le cadre de cette expérimentation des séries événementielles ﬁctives,
que nous créons de manière procédurale. Ces jeux de données comportent une série d'événements
cyclique, de période inconnue et déﬁnie aléatoirement lors de la création de chaque jeu de donnée.
Aﬁn d'imiter des jeux de données réels, les événements de chaque série d'événements cyclique
possèdent une dispersion temporelle et une dispersion spatiale plus ou moins grande. Chaque jeu
de données possède également une proportion d'événements aléatoire. Ces trois critères peuvent
être paramétrés pour la création de chaque jeu de données.
Cette approche nous permet d'avoir à disposition une série de jeux de données, dont nous
pouvons être sûrs qu'ils présentent un caractère cyclique, mais dont nous ignorons la période,
car celle-ci est choisie aléatoirement. Cette approche nous permet également de créer des jeux de
données correspondant à diﬀérentes valeurs de dispersion spatiale et temporelle, et à diﬀérentes
proportions d'événements aléatoires dans le jeu de données.
La durée de la période d'une série cyclique est sauvegardée lors de la création d'un jeu de
données, mais n'est pas pas transmise directement à l'expérimentateur. Le but de l'expérimen-
tation est alors d'identiﬁer cette série cyclique au moyen de l'outil, et une fois l'expérimentation
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eﬀectuée, de comparer les résultats trouvés avec les informations stockées en base.
Nous émettons alors l'hypothèse que si des cycles sont identiﬁables dans ces jeux de données
ﬁctifs, imitant le réel, des cycles équivalents seront identiﬁables dans des jeux de données réels.
8.2 Données
8.2.1 Nature des données
Les jeux de données ﬁctifs créés dans le cadre de cette expérimentation regroupent des évé-
nements ponctuels dans le temps et l'espace. Les événements créés ne possèdent pas d'attributs,
la dimension thématique n'étant pas prise en compte dans l'analyse. Les composantes tempo-
relle et spatiale des événements de chaque jeu de données sont créées de manière procédurale.
Les événements de chaque jeu de données sont considérés comme formant un phénomène distinct.
Chaque jeu de données est composé de deux séries d'événements :
 une série d'événements apparaissant de manière cyclique, dans une même zone de l'espace ;
 une série d'événements apparaissant aléatoirement dans le temps et l'espace.
Les cycles présents dans les jeux de données se caractérisent par la réapparition d'un ou de
plusieurs événements, dans des intervalles temporels réguliers. La période du cycle, son nombre
d'instances, la date où le cycle débute et le nombre d'événements apparaissant lors d'une instance
du cycle sont déﬁnis aléatoirement.
Pour chaque jeu de données créé, diﬀérentes informations sont stockées en base et cachées à
l'utilisateur. Ces informations concernent :
 la période de la série événementielle cyclique ;
 l'emprise temporelle de la série événementielle cyclique ;
 l'emprise spatiale de la série événementielle cyclique.
Chaque jeu de données correspond une valeur particulière prise par trois paramètres interve-
nant dans la création du jeu de données. Ces paramètres sont :
 la dispersion temporelle des événements cycliques, ou la durée des intervalles temporels
réguliers où apparaissent ces événements ;
 la dispersion spatiale des événements cycliques, ou la taille de la zone spatiale où appa-
raissent ces événements ;
 la proportion d'événements aléatoires dans le jeu de données.
8.2.2 Construction des données
8.2.2.1 Délimitation de l'étendue d'étude
Les événements que nous simulons apparaissent sur un territoire et durant un intervalle de
temps limités.
L'étendue spatiale choisie pour l'expérimentation correspond à une zone comprise entre les
parallèles 41è nord et 50è nord, et les méridiens 5è ouest et 9è est.
La carte de notre fenêtre spatiale utilise une projection WGS 84/Pseudo-Mercator, standard
de facto des représentations cartographiques sur le Web. Dans cette projection, les méridiens et
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les parallèles forment un quadrillage régulier.
Notre zone spatiale d'étude, limitée par des méridiens et des parallèles, correspond à une
zone trapézoïdale dans la réalité, mais est représentée par un espace rectangulaire dans notre
représentation cartographique (Figure 8.1).
Figure 8.1  Emprise de notre zone d'étude dans la fenêtre spatiale
L'étendue temporelle choisie pour l'expérimentation est comprise entre le 1er janvier 1900,
et le 1er janvier 2000.
Les événements traités dans cette expérimentation étant des événements ﬁctifs, la nature du
territoire dans lequel ils apparaissent, et l'époque durant laquelle ils apparaissent, importent peu.
Un événement peut apparaitre en 2001 ou en 2020, dans une zone de montagne ou en pleine
mer, sans que cela ait une importance pour l'analyse que nous eﬀectuons ici.
Les dates calendaires représentées dans le diagramme et le fond de carte utilisés dans la
fenêtre spatiale ont pour unique tâche d'oﬀrir des points de repère pour l'analyse visuelle des
événements dans l'interface.
8.2.2.2 Construction des séries d'événements cycliques
Composante spatiale des événements cycliques. Les événements cycliques apparaissent
à l'intérieur d'une zone spatiale déﬁnie par :
 un centre C correspondant à un point ayant pour coordonnées géographiques longitudeC
et latitudeC ;
 la dispersion spatiale disps de la série d'événements, déﬁnissant la taille de la zone.
Méridiens et parallèles formant un quadrillage dans une projection en WGS 84/Pseudo-
Mercator, nous exprimons, dans le cadre de nos analyses, la valeur disps en degrés, et non en
distance métrique. La longitude des événements créés est ainsi comprise entre longitudeC−disps
et longitudeC + disps. La latitude des événements créés est comprise entre latitudeC − disps et
latitudeC + disps.
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Aﬁn d'obtenir une distribution des événements ﬁctifs centrée autour du point C, nous créons
les événements dans un cercle de centre C et de rayon disps (Figure 8.2).
Figure 8.2  Zone d'apparition des événements ﬁctifs
Soient randomr et randomθ des variables aléatoires choisies entre 0 et 1 pour chaque évé-
nement, les coordonnées géographiques longitudeevt et latitudeevt d'un événement d'une série
cyclique sont déterminées par la formule (8.1).{
longitudeevt = longitudeC + disps ∗ randomr ∗ cos(2 ∗ pi ∗ randomθ)
latitudeevt = latitudeC + disps ∗ randomr ∗ sin(2 ∗ pi ∗ randomθ) (8.1)
Le quadrillage formé sur la carte par les méridiens et les parallèles n'est cependant pas
régulier :
 La distance graphique entre deux méridiens sur carte est constante sur l'ensemble de la
carte.
 La distance graphique entre deux parallèles sur carte est égale à celle entre deux méridiens
au niveau de l'équateur, puis augmente quand on se rapproche des pôles.
Au niveau de la zone d'étude, la distance graphique entre deux parallèles sur la carte est près de
deux fois plus grande que celle entre deux méridiens.
Ainsi, la zone d'apparition des événements ne forme pas un cercle sur la carte, mais une ellipse.
La zone décrite ne correspond pas à une zone de forme circulaire dans le monde réel. Elle ne
forme une ellipse que dans notre représentation spatiale projetée en WGS 84/Pseudo-Mercator.
Composante temporelle des événements cycliques. Les événements cycliques apparaissent
durant diﬀérents intervalles temporels, réapparaissant régulièrement selon une certaine période
(Figure 8.3). Ces intervalles temporels correspondent aux diﬀérentes instances, In, du cycle ob-
servé par la série d'événements. Ces instances apparaissent cycliquement selon une période cy-
clique P , le nombre total d'instances étant égal à N .
Une série d'événements commence à une date initiale T0, date où apparait la première instance
I0 de la série. Chaque instance In de la série d'événements cyclique correspond à une date Tn
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calculée à partir de T0 en fonction du numéro de l'instance en question, n, et de la durée de la
période P .
Figure 8.3  Intervalles d'apparition des événements ﬁctifs
Chaque instance In correspond à un intervalle temporel fn centré autour de la date centrale
Tn. L'étendue ∆t de cet intervalle est déﬁnie en fonction de P , de manière à ce que ∆t = dispt∗P ,
avec dispt correspondant à la dispersion temporelle des événements. Ce critère peut varier entre
0% et 50%.
Pour chaque instance In, un nombre variable d'événement kn apparait dans l'intervalle fn.
Pour chaque instance, ce nombre est choisi aléatoirement entre deux valeurs kmin et kmax.
Soit randomevt une variable aléatoire choisie entre −1 et 1 pour chaque événement, la date
d'apparition tevt des événements d'une série cyclique est déterminée par la formule (8.2).
tevt = T0 + (P ∗ n+ randomevt ∗ (1/2) ∗ P ∗ dispt) (8.2)
Constantes intervenant dans la création des séries d'événements cycliques. Les
termes longitudeC , latitudeC , disps, P , N , T0, kmin, kmax et dispt désignent des constantes,
ﬁxées pour la création d'une série d'événements cycliques. Pour chaque série :
 longitudeC est choisi aléatoirement entre −5 et 9, longitudes des extrêmes de l'étendue
spatiale d'étude ;
 latitudeC est choisi aléatoirement entre 41 et 50, latitudes des extrêmes de l'étendue spatiale
d'étude ;
 T0 est choisi aléatoirement entre le 1er janvier 1900 et le 1er janvier 2000, soit dans
l'intervalle formé par l'étendue temporelle d'étude ;
 P est déﬁnie aléatoirement dans un intervalle allant de 180 jours (environ six mois) à 2005
jours (environ cinq ans et six mois), et s'exprime en nombre de jours ;
 N est choisi aléatoirement entre 10 et 100 ;
 kmin est ﬁxé à 1 ;
 kmax est ﬁxé à 10.
Les valeurs de longitudeC , latitudeC , T0 et P sont choisies aléatoirement pour chaque sé-
rie d'événements cycliques, à l'intérieur d'un intervalle ﬁxe et commun à tous les jeux de données.
Les valeurs de disps et dispt sont choisies aléatoirement pour chaque série d'événements
cycliques, à l'intérieur d'un intervalle dont les bornes sont déﬁnies manuellement pour chaque
jeu de données.
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8.2.2.3 Construction des séries d'événements aléatoires
Composante spatiale des événements aléatoires. Les coordonnées géographiques longitudeal
et latitudeal des événements aléatoires sont choisies aléatoirement dans l'intervalle formé par les
longitudes et latitudes extrêmes de la zone spatiale d'étude : -5 et 9 pour la longitude, 41 et 50
pour la latitude.
Composante temporelle des événements aléatoires. La date d'apparition tal des événe-
ments aléatoires est choisie aléatoirement dans l'intervalle formée par les bornes de l'étendue
temporelle d'étude, soit entre le 1er janvier 1900, et le 1er janvier 2000.
8.2.3 Implémentation dans notre modèle de données
Les séries d'événements aléatoires ainsi que les séries d'événements cycliques sont créées et
intégrées dans notre base de données au moyen de scripts SQL, en classant les informations de
chaque événement selon la structure décrite par le Pyramid Model. Nous créons pour chaque cas
une entité événement, composée d'une unique sous-partie temporelle (Figure 8.4).
Figure 8.4  Implémentation des données ﬁctives dans notre modèle
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Lors de la création d'un jeu de données, les informations relatives à la série d'événements
cycliques créée sont stockées en base dans une table dédiée. Ces informations concernent :
 les coordonnées longitudeC et latitudeC du centre C de la zone d'apparition des événements
cycliques ;
 leur dispersion spatiale disps ;
 leur dispersion temporelle dispt ;
 la période P du cycle ;
 la date T0 de la première instance du cycle ;
 la date TN de la dernière instance du cycle.
8.3 Procédé
8.3.1 Principe
Chaque jeu de données fait l'objet d'une analyse exploratoire, dans le but d'identiﬁer la série
d'événements cycliques créée, et les caractéristiques de cette série (Figure 8.5). Ces dernières
sont :
 l'emprise spatiale des événements cycliques, soient les coordonnées longitudeC et latitudeC
du centre de la zone d'apparition des événements cycliques, ainsi que leur dispersion spatiale
disps ;
 la période P du cycle ;
 l'emprise temporelle des événements cycliques, soient les dates T0 et TN ;
 leur dispersion temporelle dispt.
Figure 8.5  Identiﬁcation des caractéristiques d'une série d'événements cycliques
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Une fois l'expérimentation terminée, une comparaison est eﬀectuée entre les résultats trouvés
par l'utilisateur grâce à l'interface de visualisation, et les données stockées en base.
8.3.2 Les diﬀérents jeux de données
Nous eﬀectuons une analyse exploratoire sur huit jeux de données, correspondant à diﬀérentes
valeurs de dispersion temporelle et spatiale des événements cycliques, et à diﬀérentes proportions
d'événements aléatoires.
Les jeux de données sont divisés en deux groupes que nous nommerons A et B :
 les jeux de données du groupe A possèdent quatre événements aléatoires pour un événement
cyclique ;
 les jeux de données du groupe B possèdent neuf événements aléatoires pour un événement
cyclique.
Les événements des séries cycliques possèdent une dispersion temporelle choisie aléatoire-
ment :
 entre 8% (intervalle temporel d'un mois pour une période d'une année) et 25% (intervalle
temporel de trois mois pour une période d'une année) pour les jeux A1, A3, B5, et B7 ;
 entre 25% (intervalle temporel de trois mois pour une période d'une année) et 50% (in-
tervalle temporel de six mois pour une période d'une année) pour les jeux A2, A4, B6, et B8.
Les événements des séries cycliques possèdent une dispersion spatiale choisie aléatoirement :
 entre 2.5 et 4 degrés pour les jeux A1, A2, B5, et B6 ;
 entre 1.5 et 2.5 degrés pour les jeux A3, A4, B7, et B8.
Le nombre d'événements contenu dans chaque jeu de données est aléatoire. Celui-ci dépend :
 du nombre d'événements cycliques créés, dépendant :
 du nombre d'instances du cycle, déﬁni aléatoirement pour chaque jeu de données ;
 du nombre d'événements apparaissant lors d'une instance du cycle, déﬁni aléatoire-
ment pour chaque instance.
 de la proportion d'événements aléatoires dans le jeu de données.
Jeu Prop. d'evts aléatoires dispt disps Nbre d'evts
A1 80% [8%,25% ] [2.5 degrés,4 degrés] 285
A2 80% [25%,50% ] [2.5 degrés,4 degrés] 490
A3 80% [8%,25% ] [1.5 degrés,2.5 degrés] 507
A4 80% [25%,50% ] [1.5 degrés,2.5 degrés] 290
B5 90% [8%,25% ] [2.5 degrés,4 degrés] 610
B6 90% [25%,50% ] [2.5 degrés,4 degrés] 1010
B7 90% [8%,25% ] [1.5 degrés,2.5 degrés] 570
B8 90% [25%,50% ] [1.5 degrés,2.5 degrés] 880
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8.3.3 Scénario d'analyse
8.3.3.1 Identiﬁcation des événements cycliques
La première étape de l'analyse que nous eﬀectuons sur chaque jeu de données consiste à
identiﬁer la série d'événements cyclique.
La zone d'apparition des événements cyclique étant inconnue, nous utilisons une représen-
tation des événements selon leur moment d'apparition relatif à l'échelle cyclique. Pour limiter
le nombre d'entités visuelles présentes dans l'interface, nous utilisons pour chaque analyse une
représentation agrégée des événements. L'identiﬁcation des événements cycliques s'eﬀectue alors
en suivant le scénario d'analyse décrit dans le chapitre 6.
Une fois les événements représentés selon leur moment d'apparition relatif au temps cyclique,
l'utilisateur modiﬁe graduellement l'échelle cyclique représentée dans le diagramme mixte jus-
qu'à identiﬁer un cluster spatio-temporel cyclique sur la carte. L'utilisateur peut utiliser, pour
s'orienter dans sa recherche, les périodes retournées par la transformée de Fourier eﬀectuée par
l'interface sur les données événementielles.
Une fois qu'un cluster est identiﬁé sur la carte, l'utilisateur sélectionne graphiquement les
entités du cluster dans la carte, aﬁn de mettre en valeur les événements correspondants dans
les diagrammes temporels. L'utilisateur utilise alors ces diagrammes pour identiﬁer l'alignement
d'entités graphiques correspondant à la série d'événements cycliques.
La période P du cycle est identiﬁée à la ﬁn de cette étape, ainsi que les dates T0 et TN .
8.3.3.2 Redéﬁnition des paramètres de représentation des événements
Une fois les événements cycliques identiﬁés sur le diagramme temporel, la deuxième étape de
notre analyse consiste à modiﬁer les paramètres de représentation des événements. Les événe-
ments sont toujours représentés selon leur moment d'apparition relatif à l'échelle cyclique. Cette
manoeuvre a pour but que les événements apparaissant durant l'intervalle temporel cyclique,
occupé par la série identiﬁée, soient représentés de manière distincte des autres événements du
jeu de donnée.
Le nombre de sections du diagramme temporel circulaire est augmenté de manière à détermi-
ner les limites du cluster temporel formé par les événements cycliques. La dispersion temporelle
dispt des événements est alors identiﬁée.
Les couleurs et le nombre de classes utilisées pour représenter les événements sont modiﬁés,
aﬁn que l'intervalle temporel occupé par les événements cycliques soit mis en valeur.
La sélection d'événements eﬀectuée précédemment est désactivée. L'utilisateur utilise la nou-
velle représentation pour estimer plus précisément les limites spatiales de la récurrence cyclique
dans la carte.
Les paramètres longitudeC , latitudeC , et disps sont identiﬁés lors de cette étape en suivant
le procédé suivant :
a. L'utilisateur estime les bornes Nord, Sud, Est, Ouest de la zone d'apparition des événements.
b. L'utilisateur identiﬁe les longitudes et latitudes correspondant à ces extrémités.
c. Les coordonnées du point C sont calculées à partir de ces latitudes et longitudes exprimées.
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d. La valeur de disps est estimée à partir de l'écart entre longitudeC et la longitude des bornes
Est et Ouest, ou à partir de l'écart entre latitudeC et la latitude des bornes Nord et Sud.
L'écart est le même en nombre de degrés malgré la forme ellipsoïdale de la zone d'appari-
tion des événements.
L'utilisateur peut également eﬀectuer une nouvelle sélection des événements dans la carte
pour réévaluer les valeurs de T0 et TN .
8.3.3.3 Comparaison des résultats trouvés avec les informations de référence
Une fois l'analyse terminée, l'utilisateur récupère les paramètres stockés en base correspon-
dant au jeu de données testé, et les compare aux résultats trouvés.
8.4 Résultats
Nous présentons, dans cette section, les résultats obtenus lors de nos analyses pour les diﬀé-
rents jeux de données créés, et leur comparaison avec les paramètres stockés en base.
Pour les jeux de données A1 et B8, nous présentons en détail les étapes suivies pour identiﬁer
les caractéristiques des séries d'événements cycliques. Pour les autres jeux de données, nous
présentons les résultats obtenus, ainsi que les illustrations de ces résultats dans l'interface de
visualisation.
8.4.1 Analyse des jeux de données du groupe A
8.4.1.1 Jeu A1
La Figure 8.6 présente la distribution spatiale et temporelle du jeu de données A1.
Figure 8.6  Distribution spatio-temporelle du jeu A1
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Lors de l'import, une analyse par transformée de Fourier est eﬀectuée automatiquement sur
les données. Plusieurs propositions d'échelles cycliques sont renvoyées (Figure 8.7).
Figure 8.7  Spectre de Fourier du jeu A1
Une des fréquences signiﬁcatives renvoyées par transformée de Fourier est égale à 1074 jours.
Après avoir aﬀecté cette valeur à l'échelle temporelle cyclique T, nous représentons les événe-
ments selon leur moment d'apparition relatif au temps cyclique (Repères A et B de la Figure
8.8). Nous utilisons six couleurs de base et six classes temporelles.
Nous observons sur la carte un cluster au sud-est de la zone étudiée, la couleur bleue y étant
majoritaire. Les entités de ce cluster sont sélectionnées au travers de la carte. Les entités non
sélectionnées sont masquées (Repères B et C de la Figure 8.8).
Figure 8.8  Identiﬁcation d'un cluster spatio-temporel dans le jeu A1
La composante temporelle des événements sélectionnés est représentée sur les diagrammes
temporels (Figure 8.9). On observe une surreprésentation de la première et de la sixième section
du diagramme circulaire. Dans le diagramme mixte, on observe deux alignements graphiques,
situés sur les deux extrêmes verticaux du diagramme.
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Figure 8.9  Visualisation de la composante temporelle du cluster spatio-temporel dans le jeu
A1
Le déphasage du diagramme temporel mixte est modiﬁé aﬁn d'obtenir un seul alignement
d'entités graphiques sur le diagramme mixte (Figure 8.10). L'alignement graphique obtenu est
légèrement ascendant. Dans le diagramme temporel circulaire, les troisième et quatrième sections
sont surreprésentées.
Figure 8.10  Modiﬁcation du déphasage du diagramme temporel mixte
L'échelle cyclique T est progressivement augmentée jusqu'à 1079 jours (Figure 8.11). L'ali-
gnement devient parallèle à l'axe des abscisses du diagramme mixte.
Figure 8.11  Identiﬁcation de la période de la série événementielle cyclique dans le jeu A1
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Les événements correspondants apparaissent du 14/07/1961 au 31/08/1985 (Figure 8.12).
Sur le diagramme circulaire, les troisième et quatrième sections sont surreprésentées.
Figure 8.12  Identiﬁcation de l'emprise temporelle de la série événementielle cyclique dans le
jeu A1
Nous portons le nombre de sections du diagramme circulaire à 60 sections (Repères 1 et 2 de
la Figure 8.13). Nous observons que la forte proportion d'événements est représentée par douze
sections du diagramme circulaire, ce qui correspond à 20% de l'échelle cyclique. La dispersion
temporelle des événements cycliques est donc de 20%.
Nous modiﬁons le déphasage du diagramme temporel mixte pour placer la première des douze
sections identiﬁées au point d'origine du diagramme temporel circulaire (Repères 2 et 3 de la
Figure 8.13).
La forte proportion d'événements s'étendant sur 20% de l'échelle cyclique, nous portons le
nombre de sections du diagramme circulaire à cinq, aﬁn que cette forte proportion d'événements
soit représentée par une seule section du diagramme (Repères 3 et 4 de la Figure 8.13). Ces
événements sont alors représentés par une même couleur.
Figure 8.13  Modiﬁcation des paramètres de représentation des événements du jeu A1
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Les événements du cluster identiﬁés auparavant sont désélectionnés. On obtient alors la re-
présentation donnée dans la Figure 8.14.
Figure 8.14  Visualisation d'une récurrence spatialisée dans le jeu A1
Les événements cycliques sont localisés sur le quart sud-est de la zone d'étude, entre 4.0 et
9.0 de longitude, et entre 41.1 et 46.3 de latitude. Nous comparons ces résultats aux données
stockées en base dans le tableau ci-dessous. La Figure 8.15 présente cette comparaison sous forme
graphique.
Résultats trouvés Informations stockées en base
longitudeC 6.5 6.4
latitudeC 43.7 44.3
Dispersion spatiale disps 2.5 degrés 3.4 degrés
T0 14/07/1961 17/07/1961
TN 31/08/1985 20/09/1985
Période P 1079 jours 1077 jours
Dispersion temporelle dispt 20.0% 20.5%
Figure 8.15  Comparaison des résultats obtenus avec les données de référence pour le jeu A1
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8.4.1.2 Jeu A2
Figure 8.16  Analyse du jeu A2
La Figure 8.16 correspond à la représentation des événements du jeu A2 au travers des fenêtres
temporelle et spatiale de l'interface, en début et en ﬁn d'analyse. Nous comparons les résultats
obtenus avec les données stockées en base dans le tableau suivant. La Figure 8.17 présente cette
comparaison sous forme graphique.
Résultats trouvés Informations stockées en base
longitudeC -2.0 -3.4
latitudeC 44.5 43.9
Dispersion spatiale disps 3.0 degrés 3.1 degrés
T0 15/3/1913 30/09/1909
TN 19/02/1943 08/03/1943
Période P 195 jours 581 jours
Dispersion temporelle dispt 30.0% 43.0%
Figure 8.17  Comparaison des résultats obtenus avec les données de référence pour le jeu A2
La série cyclique du jeu de données correspond à celle que nous avons identiﬁée dans la Figure
8.16. Cependant la période que nous avions identiﬁée correspond à un harmonique de rang trois
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de la réelle période de la série cyclique. La durée de 581 jours inscrite en base est une valeur
proche du triple de la période de 185 jours identiﬁée visuellement dans la Figure 8.16.
Une représentation des événements selon une échelle cyclique de 581 jours permet d'identiﬁer
la même récurrence cyclique localisée (Figure 8.18). Cette représentation permet alors d'iden-
tiﬁer une dispersion temporelle de 43% et une étendue temporelle allant du 30/09/1909 au
08/03/1943.
Figure 8.18  Événements du jeu A2 représentés selon une échelle cyclique de 581 jours
Parmi les échelles cycliques suggérées d'après les résultats de la transformée de Fourier, une
échelle cyclique de 570 jours était proposée. Une représentation des événements du jeu A2 selon
cette échelle cyclique (Figure 8.19) permettait d'identiﬁer une récurrence cyclique localisée. Nous
émettons l'hypothèse que l'identiﬁcation de la période de 581 jours aurait pu être possible en
prenant, comme point de départ de l'analyse, l'échelle de 570 jours suggérée par l'interface.
Figure 8.19  Événements du jeu A2 représentés selon une échelle cyclique de 570 jours
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8.4.1.3 Jeu A3
La Figure 8.20 correspond à la représentation des événements du jeu A3 au travers des fenêtres
temporelle et spatiale de l'interface, en début et en ﬁn d'analyse.
Figure 8.20  Analyse du jeu A3
Nous comparons les résultats obtenus avec les données stockées en base dans le tableau
suivant. La Figure 8.21 présente cette comparaison sous forme graphique.
Résultats trouvés Informations stockées en base
longitudeC -2.8 -3.9
latitudeC 44.7 44.2
Dispersion spatiale disps 2.0 degrés 1.9 degrés
T0 03/05/1943 13/05/1943
TN 07/12/1999 28/12/1999
Période P 1284 jours 1283 jours
Dispersion temporelle dispt 22.0% 20.8%
Figure 8.21  Comparaison des résultats obtenus avec les données de référence pour le jeu A3
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8.4.1.4 Jeu A4
La Figure 8.22 correspond à la représentation des événements du jeu A4 au travers des fenêtres
temporelle et spatiale de l'interface, en début et en ﬁn d'analyse.
Figure 8.22  Analyse du jeu A4
Nous comparons les résultats obtenus avec les données stockées en base dans le tableau
suivant. La Figure 8.23 présente cette comparaison sous forme graphique.
Résultats trouvés Informations stockées en base
longitudeC 6.0 3.8
latitudeC 41.9 42.5
Dispersion spatiale disps 2.9 degrés 2.5 degrés
T0 08/08/1943 21/05/1946
TN 21/01/1992 17/01/1992
Période P 1043 jours 1037 jours
Dispersion temporelle dispt 40.0% 37.0%
Figure 8.23  Comparaison des résultats obtenus avec les données de référence pour le jeu A4
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8.4.2 Analyse des jeux de données du groupe B
8.4.2.1 Jeu B5
La Figure 8.24 correspond à la représentation des événements du jeu B5 au travers des fenêtres
temporelle et spatiale de l'interface, en début et en ﬁn d'analyse. Nous comparons les résultats
obtenus avec les données stockées en base dans le tableau suivant. La Figure 8.25 présente cette
comparaison sous forme graphique.
Figure 8.24  Analyse du jeu B5
Résultats trouvés Informations stockées en base
longitudeC 0.2 0.8
latitudeC 49.0 49.5
Dispersion spatiale disps 3.5 degrés 4.0 degrés
T0 25/09/1968 17/05/1966
TN 26/05/1985 06/06/1985
Période P 405 jours 406 jours
Dispersion temporelle dispt 20.0% 15.0%
Figure 8.25  Comparaison des résultats obtenus avec les données de référence pour le jeu B5
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8.4.2.2 Jeu B6
La Figure 8.26 correspond à la représentation des événements du jeu B6 au travers des fenêtres
temporelle et spatiale de l'interface, en début et en ﬁn d'analyse. Nous comparons les résultats
obtenus avec les données stockées en base dans le tableau suivant. La Figure 8.27 présente cette
comparaison sous forme graphique.
Figure 8.26  Analyse du jeu B6
Résultats trouvés Informations stockées en base
longitudeC 6.3 6.5
latitudeC 47.6, 47.0
Dispersion spatiale disps 2.6 degrés 2.8 degrés
T0 03/05/1922 21/10/1933
TN 08/04/1999 12/09/1990
Période P 1028 jours 1024 jours
Dispersion temporelle dispt 45.0% 33.0%
Figure 8.27  Comparaison des résultats obtenus avec les données de référence pour le jeu B6
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8.4.2.3 Jeu B7
La Figure 8.28 correspond à la représentation des événements du jeu B7 au travers des fenêtres
temporelle et spatiale de l'interface, en début et en ﬁn d'analyse. Nous comparons les résultats
obtenus avec les données stockées en base dans le tableau suivant. La Figure 8.29 présente cette
comparaison sous forme graphique.
Figure 8.28  Analyse du jeu B7
Résultats trouvés Informations stockées en base
longitudeC -2.2 -3.0
latitudeC 49.4, 49.8
Dispersion spatiale disps 2.5 degrés 1.8 degrés
T0 20/06/1910 30/04/1911
TN 19/02/1927 09/03/1927
Période P 380 jours 380 jours
Dispersion temporelle dispt 28.0% 25.0%
Figure 8.29  Comparaison des résultats obtenus avec les données de référence pour le jeu B7
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8.4.2.4 Jeu B8
La Figure 8.30 présente la distribution spatiale et temporelle du jeu de données B8.
Figure 8.30  Distribution spatio-temporelle du jeu B8
Nous représentons les événements selon leur moment d'apparition relatif au temps cyclique
(Figure 8.31). Nous utilisons six couleurs de base et six classes temporelles. Lors de cette opéra-
tion, les événements sont regroupés selon leur proximité spatiale en diﬀérentes zones. La distance
critique, permettant de créer ces groupes d'événements proches, est ﬁxée à six fois la distance
critique déﬁnissant les agrégats d'événements représentés sur la carte.
L'outil regroupe les événements en six groupes (Figure 8.31), et une transformée de Fourier
est eﬀectuée pour chacune des zones. Une des fréquences signiﬁcatives identiﬁées sur le spectre de
Fourier obtenu pour le groupe d'événements rouge correspond à une échelle temporelle cyclique
de 1304 jours.
Une fois cette valeur aﬀectée à l'échelle cyclique du diagramme temporel mixte, nous obser-
vons sur la carte un cluster au nord-est de la zone étudiée, les couleurs orange, jaunes et vertes y
étant majoritaires. Les entités de ce cluster sont sélectionnées au travers de la carte. Les entités
non sélectionnées sont masquées (Figure 8.31).
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Figure 8.31  Identiﬁcation d'un cluster spatio-temporel dans le jeu B8
La composante temporelle des événements sélectionnés est représentée sur les diagrammes
temporels (Figure 8.32). On observe une surreprésentation des troisième, quatrième et cinquième
sections du diagramme circulaire. Dans le diagramme mixte, on observe un alignement, légère-
ment descendant, des événements correspondants.
Figure 8.32  Visualisation de la composante temporelle du cluster spatio-temporel dans le jeu
B8
L'échelle cyclique T est progressivement diminuée jusqu'à 1299 jours (Figure 8.33). L'aligne-
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ment devient parallèle à l'axe des abscisses du diagramme mixte.
Figure 8.33  Identiﬁcation de la période de la série événementielle cyclique dans le jeu B8
Les événements correspondants apparaissent du 25/09/1916 au 19/10/1997 (Figure 8.34).
Sur le diagramme circulaire, les troisième, quatrième et cinquième sections sont toujours surre-
présentées, mais le rayon des première, deuxième et sixième sections a diminué.
Figure 8.34  Identiﬁcation de l'emprise temporelle de la série événementielle cyclique dans le
jeu B8
Nous portons le nombre de sections du diagramme circulaire à 60 sections (Repères 1 et
2 de la Figure 8.35). Nous observons que la forte proportion d'événements est représentée par
vingt-quatre sections du diagramme circulaire, ce qui correspond à 40% de l'échelle cyclique. La
dispersion temporelle des événements cycliques est donc de 40%.
Nous modiﬁons le déphasage du diagramme temporel mixte pour placer la première des vingt-
quatre sections identiﬁées au point d'origine du diagramme temporel circulaire (Repères 2 et 3
de la Figure 8.35).
La forte proportion d'événements s'étendant sur 40% de l'échelle cyclique, nous portons le
nombre de sections du diagramme circulaire à cinq, aﬁn que cette forte proportion d'événements
soit représentée par les deux premières sections du diagramme (Repères 3 et 4 de la Figure
8.35). Nous modiﬁons les couleurs utilisées aﬁn de représenter les événements correspondant à
ces deux sections par une même couleur, et de représenter le reste des événements par une couleur
distincte.
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Figure 8.35  Modiﬁcation des paramètres de représentation des événements du jeu B8
Les événements du cluster identiﬁés auparavant sont désélectionnés. On obtient alors la re-
présentation donnée dans la Figure 8.36.
Figure 8.36  Visualisation d'une récurrence spatialisée dans le jeu B8
Les événements cycliques sont localisés au nord-est de la zone d'étude, entre 2.1 et 5.8
de longitude, et entre 46.6 et 50.3 de latitude. Dans le tableau suivant, nous comparons les
résultats obtenus aux données stockées en base. La Figure 8.37 présente cette comparaison sous
forme graphique.
Résultats trouvés Informations stockées en base
longitudeC 3.9 3.8
latitudeC 48.4, 48.1
Dispersion spatiale disps 1,8 degrés 1.8 degrés
T0 25/09/1916 01/13/1920
TN 19/10/1997 21/10/1990
Période P 1299 jours 1278 jours
Dispersion temporelle dispt 40.0% 37.0%
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Figure 8.37  Comparaison des résultats obtenus avec les données de référence pour le jeu B8
8.5 Limites et synthèse
8.5.1 Distribution temporelle des événements cycliques dans les jeux de don-
nées
Lors de l'expérimentation, nous avons découvert que pour la majorité des jeux de données,
la distribution temporelle des événements à l'intérieur de leur intervalle d'apparition montrait
une surreprésentation d'événements ayant lieu au début et à la ﬁn de chaque intervalle. Nous
avons pris conscience par après que cette distribution était due à la manière dont nous avions
implémenté la formule déterminant la composante temporelle de nos événements cycliques.
Dans la formule tevt = T0 + (P ∗ n+ randomevt ∗ (1/2) ∗ P ∗ dispt), le terme randomevt dé-
ﬁnissant une variable aléatoire choisie entre −1 et 1, a été implémenté au moyen d'une fonction
sinusoïdale. Ceci a engendré une surreprésentation des valeurs −1 et 1 pour le terme randomevt,
ce qui a abouti à une concentration des événements en début et ﬁn des intervalles temporels
cycliques.
La conséquence de cette distribution est que les clusters, correspondant aux événements
cycliques, ne présentent pas une concentration homogène des événements sur leur étendue tem-
porelle. Ce caractère non homogène est notamment visible dans les diagrammes temporels cir-
culaires, en particulier pour les jeux de données présentant une forte dispersion temporelle. Les
séries d'événements gardent cependant leur caractère cyclique.
Le caractère non homogène des clusters, présentant des pics du nombre d'événements au dé-
but et à la ﬁn de chaque intervalle, peut faciliter la déﬁnition de l'emprise temporelle du cluster
dans le temps cyclique, en permettant de mieux identiﬁer ses bornes.
En revanche, cette distribution temporelle des événements dans les clusters peut rendre plus
diﬃcile l'identiﬁcation de ces derniers au travers de la carte. Parmi les couleurs représentant
les événements des clusters à identiﬁer, celles correspondant aux bornes du cluster sont celles
présentant la plus grande diﬀérence entre elles. L'utilisateur peut ainsi avoir plus de diﬃculté à
observer la prise d'une couleur majoritaire dans les Pie Chart de la carte.
Or, l'objectif principal de cette expérimentation est d'identiﬁer l'existence d'un cycle dans les
séries d'événements, en eﬀectuant dans un premier temps une identiﬁcation de clusters au tra-
vers de la carte. L'atteinte de cet objectif n'est pas rendue plus aisée avec l'existence de ce biais
dans la création des jeux de données. Malgré celui-ci, on peut donc considérer l'expérimentation
comme valable.
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Ce caractère homogène n'est pas nécessaire pour eﬀectuer notre expérimentation, notre ob-
jectif principal étant d'identiﬁer l'existence d'un cycle, en eﬀectuant dans un premier temps une
identiﬁcation d'un cluster au travers de la carte.
8.5.2 Conclusion
La série d'analyses exploratoires eﬀectuées a permis d'identiﬁer les récurrences cycliques spa-
tialisées présentes dans chaque jeu de données.
Pour chaque jeu de données, la période identiﬁée est très proche de la période réelle, dont la
durée est stockée en base. L'écart entre la valeur estimée et la valeur réelle est, pour chaque jeu
de données hormis le jeu A2, inférieur à 2% de la valeur réelle.
Dans le cas du jeu A2, la série événementielle cyclique est identiﬁée, mais la période estimée
correspond à un harmonique de rang 3 du cycle identiﬁé. La durée de la période estimée est ainsi
trois fois inférieure à la durée de la période réelle.
Cette erreur aurait pu être évitée si, lors de l'analyse, l'absence d'entités graphiques sur plu-
sieurs lignes brisées du diagramme temporel mixte avait été identiﬁée. Parmi les échelles cycliques
suggérées par GrAPHiST lors de l'analyse, une échelle cyclique de 570 jours était proposée. La
sélection de cette échelle, proche de la durée de la période réelle (581 jours), comme point de
départ de l'analyse, aurait pu permettre une estimation assez précise de la durée de la période
du cycle. Nous émettons l'hypothèse que si ce type d'erreur d'interprétation peut être récurrent,
il peut facilement être corrigé par l'utilisateur en cours d'analyse.
Le tableau suivant présente, pour chaque jeu de données, l'écart entre le cycle estimé lors de
l'analyse et le cycle réel, selon les diﬀérents critères identiﬁés :
 la colonne Tx imprécision de la période estimée correspond au taux d'imprécision de la
durée estimée de la période du cycle, par rapport à la durée réelle de la période ;
 la colonne Précision de l'emprise spatiale estimée correspond à la précision de l'emprise
spatiale estimée du cycle, par rapport à l'emprise spatiale réelle. Ce critère est déﬁni de
manière qualitative ;
 la colonne Tx imprécision de l'emprise temporelle linéaire estimée correspond au taux
d'imprécision de l'emprise temporelle linéaire estimée du cycle, par rapport à l'emprise
temporelle linéaire réelle ;
 la colonne dispt estim. vs dispt réelle correspond à la diﬀérence, exprimée en pourcen-
tage, entre la dispersion temporelle estimée des événements cycliques, et leur dispersion
temporelle réelle.
Jeu Tx imprécision
de la période
estimée
Précision de
l'emprise spatiale
estimée
Tx imprécision de
l'emprise temporelle
linéaire estimée
dispt estim.
vs dispt
réelle
Nbre d'evts
A1 1.9% imprécise 0.2% 0.5% 285
A2 X assez imprécise 11.7% 15.0% 490
A3 0.1% relativement précise 0.1% 1.2% 507
A4 0.6% très imprécise 6.8% 3.0% 290
B5 0.2% relativement précise 14.3% 6.0% 610
B6 0.4% relativement précise 26.0% 12.0% 1010
B7 0% très imprécise 4.9% 3.0% 570
B8 1.6% assez imprécise 13.8% 3.0% 880
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L'analyse a également permis de localiser la zone spatiale d'apparition des événements cy-
cliques dans chaque jeu de données :
 Concernant les jeux de données présentant une dispersion spatiale moins élevée (jeux A3,
A4, B7, B8) :
 l'emprise spatiale estimée pour le jeu A3 est de même taille que l'emprise réelle, et lé-
gèrement décalée vers le sud-ouest. L'estimation de l'emprise spatiale est relativement
précise ;
 l'emprise spatiale estimée pour le jeu A4 est plus petite que l'emprise réelle, et décalée
vers le nord-ouest. L'estimation de l'emprise spatiale est très imprécise ;
 l'emprise spatiale estimée pour le jeu B7 est plus petite que l'emprise réelle, et décalée
vers le nord-ouest. L'estimation de l'emprise spatiale est très imprécise ;
 l'emprise spatiale estimée pour le jeu B8 est plus petite que l'emprise réelle, et décalée
vers l'ouest. L'estimation de l'emprise spatiale est assez imprécise.
L'emprise estimée est généralement plus petite que l'emprise réelle. L'emprise estimée est
généralement imprécise, sauf pour le cas du jeu A3 où l'emprise estimée est plus proche de
l'emprise réelle.
 Pour les jeux de données présentant une dispersion spatiale plus élevée (jeux A1, A2, B5,
B6) :
 l'emprise spatiale estimée pour le jeu A1 est plus grande que l'emprise réelle, et légè-
rement décalée vers le nord. L'estimation de l'emprise spatiale est imprécise ;
 l'emprise spatiale estimée pour le jeu A2 est de même taille que l'emprise réelle,
et légèrement décalée vers le sud-ouest. L'estimation de l'emprise spatiale est assez
imprécise ;
 l'emprise spatiale estimée pour le jeu B5 est plus grande que l'emprise réelle, et lé-
gèrement décalée vers le nord-est. L'estimation de l'emprise spatiale est relativement
précise ;
 l'emprise spatiale estimée pour le jeu B6 est plus grande que l'emprise réelle, et légè-
rement décalée vers le sud. L'estimation de l'emprise spatiale est relativement précise.
L'emprise estimée est généralement plus grande que l'emprise réelle. L'emprise estimée reste
peu précise, mais est paradoxalement plus précise que pour les jeux de données présentant
une dispersion spatiale moindre, hormis pour le cas du jeu A1.
L'analyse permet ainsi d'identiﬁer globalement la localisation des événements cycliques. La
déﬁnition des contours de cette zone manque toutefois de précision.
L'analyse a permis d'identiﬁer l'emprise temporelle linéaire couverte par le cycle, pour chaque
jeu de données :
 Pour les jeux de données présentant 80% d'événements aléatoires (jeux A), l'emprise tem-
porelle linéaire est estimée avec un taux d'imprécision allant de 0.2% (jeu A1), à 11.7%
(jeu A3), par rapport à la valeur réelle.
 Pour les jeux de données présentant 90% d'événements aléatoires (jeux B), l'emprise tem-
porelle linéaire est estimée avec un taux d'imprécision allant de 4.9% (jeu B7), à 26.0%
(jeu B6), par rapport à la valeur réelle.
L'estimation de l'emprise temporelle linéaire couverte par le cycle manque ainsi de précision,
notamment quand la proportion d'événements aléatoires devient plus importante.
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L'analyse des récurrences a également permis de déﬁnir l'étendue de l'intervalle temporel,
durant lequel apparaissent les événements cycliques :
 Pour les jeux de données présentant une dispersion temporelle allant de 8% à 25% (jeux
A1, A3, B5, B7), la diﬀérence, exprimée en pourcentage, entre les dispersions temporelles
estimées et réelles varie entre 0.5% à 6%.
 Pour les jeux de données présentant une dispersion temporelle allant de 25% à 50% (jeux
A2, A4, B6, B8), la diﬀérence, exprimée en pourcentage, entre les dispersions temporelles
estimées et réelles varie entre 3% à 15%.
L'estimation de l'emprise temporelle cyclique couverte par le cycle manque ainsi de précision,
notamment lorsque les événements apparaissent dans un intervalle temporel plus large.
En comparant la précision de nos résultats avec le nombre d'événements contenu dans chaque
jeux de données, il apparait que :
 l'estimation de l'emprise spatiale des événements récurrents est plus précise pour les jeux
de données contenant le plus grand nombre d'événements (Repère A de la Figure 8.38) ;
 l'estimation de l'emprise temporelle linéaire des événements récurrents est plus précise pour
les jeux de données contenant le plus petit nombre d'événements (Repère B de la Figure
8.38) ;
 l'estimation de l'emprise temporelle cyclique des événements récurrents est plus précise
pour les jeux de données contenant le plus petit nombre d'événements (Repère C de la
Figure 8.38).
Cependant, le nombre de jeux de données que nous analysons, et donc le nombre de résultats
que nous possédons, n' est pas suﬃsant pour conclure à l'existence de corrélations entre la
précision de ces résultats et le nombre d'événements contenus dans le jeu de données.
Figure 8.38  Précision des résultats obtenus par rapport au nombre d'événements
L'interface de visualisation manque pour le moment de précision dans l'estimation des em-
prises, spatiale et temporelle, couvertes par des événements cycliques. Cette expérimentation
a cependant montré qu'une analyse exploratoire, eﬀectuée au moyen de GrAPHiST, permet de
révéler l'existence d'un cycle localisé, d'identiﬁer sa période, et d'estimer sa position globale dans
l'espace et dans le temps au sein d'un jeu de données majoritairement aléatoires.
L'identiﬁcation visuelle de clusters et de récurrences spatialisées dans de tels jeux de données
étant possible au moyen de notre interface, nous eﬀectuons l'hypothèse que notre approche peut
être utilisée aﬁn d'identiﬁer des structures analogues dans des jeux de données réels.
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Une possibilité d'application de la recherche de clusters pourrait être l'analyse de la distri-
bution spatio-temporelle d'événements, liés à des phénomènes météorologiques, selon plusieurs
échelles calendaires. De la même manière, ces événements pourraient faire l'objet d'une recherche
de récurrences spatialisées, dans le but d'identiﬁer une réapparition cyclique du phénomène, qui
présenterait diﬀérentes périodes dans diﬀérentes régions de l'espace.
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Analyse de clusters spatio-temporels
dans des jeux de données réels
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9.1 Principe et objectifs
9.1.1 Application de notre approche sur des données réelles
Dans les chapitres précédents, nous montrions que notre interface de géovisualisation pouvait
être utilisée aﬁn d'identiﬁer des patterns présents dans des jeux de données spatio-temporelles
sous format événementiel. Ces patterns étaient relatifs au temps linéaire (Chapitre 7), ou relatifs
au temps cyclique (Chapitre 8).
Dans ce chapitre, nous appliquons notre approche d'analyse exploratoire à diﬀérents jeux
de données réelles, et nous tentons d'identiﬁer des structures dans leur distribution spatio-
temporelle, aﬁn d'illustrer les possibilités d'utilisation de notre interface.
9.1.2 Choix des données
Aﬁn d'illustrer le caractère générique de notre approche, nous eﬀectuons ces analyses sur une
série de jeux de données liés à diﬀérentes problématiques métiers. Ces jeux de données concernent
des accidents routiers, des données d'inondations et des données de criminologie :
 Le premier jeu de données que nous analysons rassemble des données relatives à des acci-
dents routiers sur le territoire de la France métropolitaine, de 2005 à 2015.
 Le second jeu de données concerne des épisodes d'inondation sur le territoire de la France
métropolitaine depuis la ﬁn du XVIIIe siècle à nos jours.
 Le troisième jeu de données rassemble des données de criminologie relatives à des délits et
crimes ayant eu lieu sur le territoire de la ville de Chicago de 2001 à 2017.
9.1.3 Structures recherchées
Lors des analyses, nous cherchons à identiﬁer des clusters spatio-temporels relatifs au temps
cyclique ou au temps linéaire. Nous nous intéressons donc à identiﬁer des zones spatiales où la
distribution temporelle des événements se distingue des autres zones de la carte, ou bien des inter-
valles temporels, linéaires ou cycliques, où la distribution spatiale des événements correspondants
est particulière.
9.1.3.1 Analyse selon le temps linéaire
Au travers d'une analyse de clusters selon le temps linéaire, nous étudions l'évolution de ces
phénomènes au cours du temps et selon l'espace, au travers de zones spatiales déﬁnies à l'avance
ou non.
Le but de cette analyse est d'identiﬁer les lieux et moments d'apparition de possibles pics
d'intensité de ces phénomènes, ou d'identiﬁer une évolution globale (augmentation, diminution)
de l'intensité de ces phénomènes selon leur localisation dans l'espace.
9.1.3.2 Analyse selon le temps cyclique
Au cours d'une analyse de clusters selon le temps cyclique, nous étudions la distribution
spatio-temporelle des phénomènes au travers d'échelles calendaires, comme la journée ou l'an-
née. L'analyse peut s'eﬀectuer au travers de zones spatiales déﬁnies à l'avance, en étudiant la
distribution temporelle des événements dans chacune de ces zones.
Le but de cette analyse est d'identiﬁer si des concentrations des événements dans l'espace
correspondent à une concentration des mêmes événements durant certaines périodes de la journée
ou de l'année. L'analyse peut également permettre d'identiﬁer à quelle période de la journée ou
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de l'année ces événements ont majoritairement lieu, et si cette période est la même pour chaque
portion de l'espace.
9.2 Données
9.2.1 Données d'accidents routiers
9.2.1.1 Description des données
Origine Les données dont nous disposons proviennent de la plateforme de diﬀusion de don-
nées publiques de l'État français, Data.gouv.fr [État français, 2017c], et sont produites par
l'Observatoire national interministériel de la sécurité routière (Onisr) [État français, 2017b].
Format des données Les données relatives aux accidents de la route se présentent sous la
forme de plusieurs ﬁchiers :
 un ﬁchier relatif à l'accident en lui-même, contenant la localisation ponctuelle de l'accident,
son moment d'apparition enregistré avec une granularité temporelle de l'ordre de la minute,
et des informations thématiques portant notamment sur les conditions de météorologie et
de luminosité de l'accident ;
 un ﬁchier relatif au lieu de l'accident, comportant des informations thématiques sur l'état
de la route, le type de voirie, etc ;
 un ﬁchier relatif à chaque véhicule impliqué dans l'accident, comportant des informations
thématiques sur chaque véhicule ;
 un ﬁchier relatif à chaque personne impliquée dans l'accident, comportant des informations
thématiques sur chaque personne.
Limites des données utilisées Lors d'une première visualisation des données disponibles
sur le portail Data.gouv.fr, nous avons réalisé que de nombreuses données ne possédaient pas
de coordonnées valides, les rendant impossibles à représenter sur une carte. Ceci peut être dû
à des erreurs de manipulation lors de la création des données, ou au fait que la localisation de
l'événement n'est pas renseignée pour certains accidents. Ces données n'ont pas pu être utilisées
lors de notre analyse.
Les données présentent également des manques, les données relatives à certains départements
ou certaines communes n'étant pas renseignées pour certaines périodes. Par exemple, les données
relatives à l'année 2009 n'étaient pas disponibles pour de nombreux départements.
9.2.1.2 Implémentation dans notre modèle de données
Les données provenant des quatre ﬁchiers importés depuis le portail data.gouv.fr sont com-
pilées au moyen d'un script SQL, aﬁn de créer une entité spatio-temporelle unique pour chaque
accident routier (Figure 9.1). Les données relatives aux diﬀérents usagers et aux diﬀérents véhi-
cules impactés par un accident sont résumées par des variables renseignant le nombre d'usagers
blessés ou décédés lors de l'accident, et le nombre de véhicules impactés.
Les informations de chaque entité sont classées selon la structure décrite par le Pyramid Model,
et entrées dans la base au moyen d'un script SQL. Nous créons pour chaque entité du tableau
un événement, composé d'une sous-partie temporelle, et possédant huit arguments thématiques.
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Figure 9.1  Implémentation des données relatives aux accidents routiers dans notre modèle
9.2.2 Données d'inondations
9.2.2.1 Description des données
Origine Les données dont nous disposons proviennent de la Base de Données Historiques sur
les Inondations (BDHI ) [État français, 2017a], produite par le Ministère de l'Écologie, du Dé-
veloppement durable et de l'Énergie, en collaboration avec le laboratoire Irstea, l'équipe Steamer
du Laboratoire d'informatique de Grenoble, et Acthys Diﬀusion.
Cette base de données renseigne les données relatives aux inondations survenues sur le terri-
toire de la France métropolitaine depuis la ﬁn du XVIIIe siècle.
Format des données Les données se présentent sous un format événementiel.
Pour chaque cas d'inondation, la base de données BDHI renseigne l'ensemble des communes
touchées, les dates de début et ﬁn de l'inondation, ainsi qu'une suite d'informations thématiques
relatives à l'inondation. Chaque événement recensé dans la base de données représente l'impact
d'une inondation sur une commune.
Ainsi pour une inondation, dénommée x, débutant à T1 et ﬁnissant à TE et impactant n
communes, la BDHI comporte n événements (un pour chaque commune), partageant les dates
de début et de ﬁn T1 et TE .
Si une commune est touchée par plusieurs inondations au cours du temps, un événement est
créé pour chaque inondation touchant cette commune.
Chaque événement possède :
 le code INSEE de la commune touchée ;
 les dates de début et de ﬁn de l'inondation ;
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 plusieurs informations concernant la dénomination de l'inondation, le nombre de victimes,
le type de l'inondation (crue pluviale, forte marée, rupture de digue ou de barrage ...), etc.
Ces données sont communes à tous les événements traitant de la même inondation.
Limites des données utilisées Pour les besoins de l'expérimentation, nous avons adapté les
données de la BDHI à notre format de représentation d'événements ponctuels.
Nous avons ainsi considéré les événements comme ponctuels dans le temps en ne prenant en
compte que la date du début de l'inondation, et comme ponctuels dans l'espace en résumant leur
localisation au barycentre du territoire de la commune touchée.
Chaque cas d'inondation est donc représenté par un ensemble d'événements apparaissant
au même moment, partageant la même composante thématique, chacun représentant une com-
mune touchée. La composante spatiale de l'inondation forme alors un nuage de point sur la carte.
Les événements correspondant à diﬀérentes inondations touchant les mêmes communes sont
alors superposés dans la carte, et les événements d'une même inondation touchant diﬀérentes
communes sont superposés dans le diagramme temporel mixte.
Les événements traités ici représentent le fait qu'une commune soit touchée par une inonda-
tion. Ainsi, si le débordement d'une rivière touche quatre communes, ce phénomène sera retrans-
crit par quatre événements. L'objectif de cette analyse n'est pas d'améliorer nos connaissances
sur les phénomènes d'inondation en France métropolitaine, mais d'évaluer l'intérêt de l'outil pour
la recherche de clusters spatio-temporels dans des données d'inondation.
9.2.2.2 Implémentation dans notre modèle de données
Les données importées depuis la BDHI ne possèdent pas de géométrie, cependant chaque
événement possède le code INSEE de la commune correspondante.
Aﬁn de créer la composante spatiale de l'événement relatif à l'impact d'une commune par une
inondation, nous utilisons un ﬁchier shapeﬁle contenant la géométrie des communes françaises,
que nous relions aux données de la BDHI grâce au code INSEE. Nous calculons pour chaque
commune les coordonnées du barycentre du territoire correspondant, et nous considérons ces co-
ordonnées géographiques comme celles de l'événement. Ces opérations sont eﬀectuées au moyen
du logiciel QGIS (Figure 9.2).
Les informations de chaque entité sont classées selon la structure décrite par le Pyramid Model,
et entrées dans la base au moyen d'un script SQL. Nous créons pour chaque entité du tableau
un événement, composé d'une sous-partie temporelle, et possédant trois arguments thématiques
(Figure 9.2).
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Figure 9.2  Implémentation des données relatives aux inondations dans notre modèle
9.2.3 Données criminologiques
9.2.3.1 Description des données
Origine Les données dont nous disposons proviennent du portail de données en ligne de la ville
de Chicago, USA (Chicago Data Portal [City of Chicago, 2017]). Chaque donnée correspond à
un délit ou crime rapporté par la police de Chicago (Chicago Police Department) depuis 2001.
Cette base de données est régulièrement mise à jour.
Format des données Les données de criminologie se présentent sous un format événementiel.
Chaque événement correspond à :
 des coordonnées géographiques, le lieu de l'événement étant résumé à un point dans l'es-
pace ;
 un moment d'apparition, la granularité utilisée étant la minute ;
 une série d'informations portant sur le type de délit ou de crime commis, la description du
lieu, les circonstances de l'événement, etc.
Limites des données utilisées Lors d'une première visualisation des données, eﬀectuée après
leur import depuis le portail de la ville de Chicago, nous avons réalisé que de nombreuses données
ne possédaient pas de coordonnées valides. Ces données n'ont pas pu être utilisées pour l'ana-
lyse. Nous émettons cependant l'hypothèse que, malgré ce manque de données, les cas d'étude
présentés ici sont pertinents pour montrer les opportunités d'analyse oﬀertes par GrAPHiST.
9.2.3.2 Implémentation dans notre modèle de données
Les données brutes provenant du Chicago Data Portal sont disponibles sous la forme d'un
tableau. Nous utilisons un script SQL pour introduire ces événements dans notre base de don-
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nées, en classant les informations de chaque événement selon la structure décrite par le Pyramid
Model. Nous créons pour chaque entrée du tableau une entité événement, composée d'une unique
sous-partie temporelle, et possédant quatre arguments thématiques (Figure 9.3).
Au vu du nombre important de données, nous focalisons notre analyse sur certains types de
délit/crime : les homicides, les crimes violents regroupant les vols avec violence (robbery) et les
homicides (nous reviendrons par la suite sur les raisons de ce regroupement), et les cambriolages
(burglery). Les événements correspondants sont regroupés en eﬀectuant une sélection des données
brutes selon leurs attributs thématiques (Figure 9.3).
Pour chaque type de délit/crime, un phénomène distinct est créé pour regrouper les évé-
nements correspondants. Notre base de données contient ainsi un phénomène Homicides, un
phénomène Cambriolages, et un phénomène Crimes violents.
Figure 9.3  Implémentation des données de criminologie dans notre modèle
9.3 Procédé général
Lors des analyses décrites dans ce chapitre, nous cherchons à identiﬁer des clusters spatio-
temporels, relatifs au temps cyclique ou au temps linéaire, dans les jeux de données présentés
précédemment. Cette analyse peut s'eﬀectuer selon une entrée temporelle, ou selon une entrée
335
Partie IV
spatiale au travers de zones spatiales déﬁnies à l'avance.
Lors de ces analyses, nous ne suspectons pas une distribution spatio-temporelle particulière
des événements a priori. Aussi, nous eﬀectuons une première analyse des jeux de données selon
une entrée temporelle, en représentant les événements en fonction de leur moment d'apparition,
relatif au temps linéaire ou à une échelle temporelle cyclique.
Pour compléter la première analyse, pour l'approfondir en partant des premiers résultats
trouvés, ou pour prendre un autre point de vue sur les données si la première analyse n'a pas
produit de résultats concluants, nous eﬀectuons une seconde analyse selon une entrée spatiale.
Pour cela nous classons les événements selon leur appartenance à diﬀérentes zones spatiales,
et nous les représentons en fonction de leur lieu d'apparition. Pour chaque jeu de données, nous
classons les événements selon un découpage territorial plus ou moins relié à la problématique
étudiée.
9.3.1 Analyse selon une entrée temporelle
9.3.1.1 Analyse selon le temps linéaire
L'analyse consiste à représenter les événements selon leur moment d'apparition linéaire en
utilisant la variable visuelle de la valeur, et à identiﬁer sur la carte une concentration spatiale
d'entités présentant une valeur similaire.
Le nombre d'intervalles temporels linéaires utilisés pour classer les événements a une inci-
dence sur la forme de la structure spatio-temporelle que l'on recherche.
L'utilisation de nombreux intervalles temporels, représentés par de nombreuses valeurs va-
riant peu d'un intervalle à l'autre, permet d'identiﬁer des pics d'intensité du phénomène, localisés
dans l'espace et peu étendus dans le temps.
En revanche, l'utilisation d'un nombre limité d'intervalles, représentés par un nombre limité
de valeurs variant de manière plus marquée d'un intervalle à l'autre, peut permettre d'identiﬁer
des variations globales du phénomène, localisées dans l'espace, mais étendues dans le temps.
Prenons l'exemple d'événements apparaissant sur une étendue temporelle totale de dix ans :
 L'utilisateur peut choisir d'utiliser dix intervalles d'un an. La représentation obtenue peut
permettre d'identiﬁer, dans une zone de la carte, un pic d'intensité du phénomène durant
une durée d'un an. Cette structure est visible par un regroupement spatial d'entités ayant
pour valeur majoritaire celle représentant l'année correspondante.
 L'utilisateur peut également choisir d'utiliser deux intervalles de cinq ans. Cette repré-
sentation obtenue peut permettre d'identiﬁer, dans une zone de la carte, l'augmentation,
la diminution, ou la stagnation de l'intensité du phénomène observé au cours du temps.
Pour cela, l'utilisateur doit identiﬁer, dans la zone spatiale correspondante, la proportion
des valeurs représentant les deux périodes de cinq ans parmi la population d'événements
concernés.
9.3.1.2 Analyse selon une échelle temporelle cyclique
L'analyse consiste à représenter les événements selon leur moment d'apparition cyclique en
utilisant la variable visuelle de la couleur, et à identiﬁer sur la carte une concentration spatiale
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d'entités présentant une couleur similaire.
Le nombre d'intervalles temporels cycliques utilisés pour classer les événements, et les couleurs
utilisées pour représenter ces derniers ont également une incidence sur la recherche de structures
spatio-temporelles.
L'utilisation de nombreux intervalles et de nombreuses couleurs permet d'identiﬁer des pics
d'intensité cyclique du phénomène, dont l'intervalle temporel d'apparition est plus restreint.
En revanche, le nombre d'intervalles et de couleurs utilisés, peut être déterminé de manière
à reproduire la structure temporelle d'échelles calendaires, aﬁn d'analyser la distribution spatio-
temporelle des événements au travers de ces échelles.
9.3.2 Analyse selon une entrée spatiale
L'analyse consiste à représenter les événements selon l'appartenance de leur lieu d'apparition
à diﬀérentes zones spatiales en utilisant la variable visuelle de la couleur, et à identiﬁer une struc-
ture temporelle formée par des événements de couleur similaire sur les diagrammes temporels.
Les zones utilisées pour classer les événements sont créés à l'avance au moyen d'outils SIG
dédiés, et sont importées dans un second temps dans l'interface. Ces zones correspondent à un
découpage du territoire en lien avec le phénomène analysé.
L'analyse selon le temps linéaire s'eﬀectue en observant la disposition des événements de
couleur similaire le long de l'axe des abscisses du diagramme temporel mixte.
L'analyse selon le temps cyclique s'eﬀectue :
 en observant la disposition des événements de couleur similaire le long de l'axe des ordon-
nées du diagramme temporel mixte ;
 en observant la distribution temporelle cyclique des événements de chaque zone dans le
diagramme temporel circulaire. Le nombre de sections du diagramme peut être modiﬁé.
Un nombre important de sections permet d'identiﬁer un pic d'intensité du phénomène ap-
paraissant dans un intervalle temporel restreint. Le nombre de sections peut également être
choisi aﬁn de reproduire la structure d'une échelle temporelle calendaire.
L'utilisateur peut également masquer les événements de certaines zones de classiﬁcation spa-
tiale, aﬁn de focaliser l'analyse sur un groupe d'événements en particulier.
9.4 Analyse des données d'accidents routiers
9.4.1 Scénario d'analyse
Au vu du nombre important de données, nous nous focalisons sur les accidents survenus au-
tour de la ville de Grenoble. L'analyse s'eﬀectue sur une zone centrée sur Grenoble, englobant
les massifs de la Chartreuse (au nord), du Vercors (au sud-ouest) et de Belledonne (à l'est).
L'emprise temporelle de l'étude s'étend du 1er janvier 2005 au 1er janvier 2016.
Les événements sont représentés sur la carte et dans le diagramme temporel mixte sous un
format agrégé.
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Les manques présents dans les données disponibles sur le portail Data.gouv.fr nous empêchent
d'eﬀectuer une analyse des événements selon le temps linéaire sur l'étendue temporelle choisie.
Par exemple, nous ne possédons pas de données sur l'année 2009, et nous ne possédons pas de
données concernant des accidents survenus sur la commune de Grenoble avant l'année 2010.
Nous nous limitons donc pour ce jeu de données à une analyse selon le temps cyclique. Nous
émettons l'hypothèse que les événements d'accidents peuvent présenter des distributions spa-
tiales particulières selon la saison de l'année observée. Les accidents routiers pourraient être plus
fréquents en hiver qu'en été, et se dérouler majoritairement dans les zones de montagne lors de
la saison hivernale.
Les données sont utilisées pour une analyse selon une échelle cyclique d'un an, aﬁn d'étudier
la distribution spatio-temporelle des accidents routiers selon les quatre saisons de l'année.
L'échelle temporelle cyclique est ﬁxée à 365 jours. L'analyse s'eﬀectue dans un premier temps
selon une approche temporelle, en utilisant une classiﬁcation des événements selon leur moment
d'apparition cyclique, en classant les événements au moyen de quatre intervalles de trois mois.
Les événements sont ensuite représentés grâce à quatre couleurs diﬀérentes selon leur apparte-
nance à ces intervalles temporels.
La phase du diagramme temporel mixte est modiﬁée de manière à ce que la première ins-
tance de l'échelle cyclique de 365 jours débute un 21 décembre. Les quatre intervalles temporels
utilisés pour classer les événements correspondent ainsi aux quatre saisons de l'année (Figure 9.4).
L'étendue temporelle d'étude étant d'une durée de dix ans, le décalage entre les dates repré-
sentant le début de la première et de la dernière instance de l'échelle cyclique sera inférieur à
trois jours. Les intervalles temporels permettant de classer les événements ayant une étendue de
trois mois, nous émettons l'hypothèse que ce décalage n'aura pas d'incidence signiﬁcative sur les
résultats de l'analyse.
Figure 9.4  Division de l'échelle temporelle de 365 jours en quatre sections
L'analyse selon une entrée temporelle est ensuite complétée par une analyse selon une entrée
spatiale.
L'analyse s'eﬀectue sur le diagramme temporel circulaire une fois les événements classés selon
leur lieu d'apparition. Les zones utilisées pour la classiﬁcation spatiale sont au nombre de trois,
et sont créées de manière à correspondre :
 au territoire occupé par la commune de Grenoble ;
 aux territoires des massifs de Chartreuse, du Vercors, et de Belledonne ;
 aux zones, hors Grenoble, situées dans les vallées de l'Isère et du Drac.
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L'analyse de la composante temporelle des événements est dans un premier temps eﬀectuée pour
l'ensemble des zones, puis pour chaque zone en particulier. Pour eﬀectuer ce découpage, nous
avons émis l'hypothèse que le nombre d'accidents routiers peut être diﬀérent selon le territoire
étudié (zone de montagne ou zone de vallée ; zone urbaine ou zone rurale).
Pour créer ces zones, nous avons utilisé un ﬁchier vectoriel contenant la géométrie des com-
munes couvrant le territoire de la zone étudiée. Nous avons ensuite fusionné les géométries des
communes de manière à créer la géométrie des trois zones citées précédemment. La Figure 9.5
montre une copie d'écran de la représentation, au travers de notre interface, des trois zones créées.
Figure 9.5  Zones créées pour la classiﬁcation spatiale des événements d'accidents routiers
9.4.2 Résultats
La Figure 9.6 montre une capture d'écran de l'interface de géovisualisation une fois saisis les
paramètres décrits précédemment.
Figure 9.6  Visualisation des accidents routiers dans la région de Grenoble, du 1er janvier
2005 au 1er janvier 2016
339
Partie IV
Dans cette carte, les événements apparaissant en dehors des zones déﬁnies dans la Figure 9.5
sont représentés, à l'instar des événements apparaissant au nord-ouest du Vercors. Ils ne sont
cependant pas pris en compte dans l'analyse.
Le diagramme temporel cyclique montre une distribution temporelle des événements relati-
vement constante durant l'hiver, le printemps et l'été (le nombre d'accidents apparaissant en
hiver étant relativement plus important). L'automne présente un nombre d'événements moins
important que les trois autres saisons (Figure 9.7).
On observe que la majorité des événements apparaissent au niveau de la métropole de Gre-
noble (Figure 9.7). La proportion d'événements apparaissant durant l'hiver et le printemps y
est plus forte que dans le reste de la région étudiée (Figure 9.7). En revanche, la proportion
d'événements apparaissant durant l'automne, et surtout durant l'été, y est plus faible que dans
le reste de la région étudiée.
Figure 9.7  Visualisation des accidents routiers autour de la ville de Grenoble
Pour approfondir cette analyse, et comparer la distribution temporelle des événements ap-
paraissant dans le territoire de Grenoble, avec la distribution des événements survenant dans le
reste de la zone d'étude, nous représentons les événements en fonction de leur lieu d'apparition.
La Figure 9.8 montre une capture d'écran de l'interface de géovisualisation une fois les évé-
nements classés selon le découpage territorial présenté dans la Figure 9.5. Les événements appa-
raissant en dehors des trois zones de classiﬁcation sont masqués.
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Figure 9.8  Représentation des accidents routiers autour de la ville de Grenoble, selon leur
lieu d'apparition
Le diagramme temporel circulaire montre une plus grande proportion d'apparitions d'évé-
nements durant l'hiver, puis durant le printemps. L'automne est la saison présentant le plus
petit nombre d'apparitions d'événements (Figure 9.9). Nous comparons ensuite la distribution
temporelle cyclique des événements de chaque zone (Figure 9.9).
Figure 9.9  Distribution des accidents routiers par zone
On distingue que la proportion d'accidents survenant l'hiver est beaucoup plus importante
sur la commune de Grenoble que dans les autres territoires de l'étendue spatiale étudiée, tandis
que la proportion d'accidents survenant l'été y est beaucoup moins importante.
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On observe également que les événements survenant dans les massifs montagneux apparaissent
majoritairement au printemps, et surtout l'été. Cette majorité d'événements apparaissant durant
l'été ne se retrouve ni dans les autres zones, ni en prenant en compte l'ensemble de l'étendue
spatiale étudiée.
9.4.3 Synthèse
Une première analyse, eﬀectuée selon une entrée temporelle, permet d'identiﬁer que la zone
rassemblant la commune de Grenoble et ses alentours présente :
 la plus forte concentration spatiale d'accidents routiers de la région étudiée ;
 une proportion plus élevée d'accidents survenant durant l'hiver et le printemps ;
 une proportion plus faible d'accidents survenant durant l'automne, et surtout durant l'été.
Une seconde analyse, eﬀectuée selon une entrée spatiale, permet d'identiﬁer que :
 les accidents survenant sur l'ensemble de la région étudiée apparaissent majoritairement
en hiver, et les accidents survenant en automne sont minoritaires ;
 les accidents survenant sur la commune de Grenoble apparaissent majoritairement en hiver,
et les accidents survenant en été sont minoritaires ;
 les accidents survenant dans les communes des massifs de Chartreuse, du Vercors et de
Belledonne apparaissent majoritairement en été, et les accidents survenant en automne
sont minoritaires ;
 les accidents survenant dans les communes des vallées du Drac et de l'Isère présentent la
même distribution temporelle cyclique que l'ensemble de la région étudiée.
On observe ainsi deux zones, la zone de Grenoble et les massifs de Chartreuse, du Vercors et
de Belledonne, présentant des distributions temporelles cycliques distinctes, qui se diﬀérencient
de l'ensemble de la zone étudiée.
9.5 Analyse des données d'inondations
9.5.1 Scénario d'analyse
Les événements sont analysés sur l'entièreté du territoire de la France métropolitaine, et sur
une étendue temporelle allant du 1er janvier 1900 au 1er janvier 2016.
La visualisation des événements sur la carte s'eﬀectue dans un premier temps avec une re-
présentation agrégée des événements, puis avec une représentation non-agrégée. Les événements
sont représentés de manière agrégée dans le diagramme temporel mixte.
Nous émettons l'hypothèse que les phénomènes d'inondations sont reliés au cycle des saisons.
Nous eﬀectuons pour ce jeu de données une analyse selon une échelle cyclique d'un an, aﬁn
d'étudier la distribution spatio-temporelle des inondations selon les diﬀérents mois de l'année.
L'analyse s'eﬀectue dans un premier temps selon une approche temporelle, en représentant
les événements au travers d'une échelle cyclique d'une année, et en classant les événements selon
leur moment d'apparition cyclique au moyen de douze intervalles d'un mois. Nous utilisons six
couleurs primaires pour la représentation des événements (Figure 9.10).
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Nous utilisions auparavant une échelle de 365 jours pour représenter une échelle cyclique
d'une année. La durée exacte d'une année astronomique est cependant égale à 365,242 jours.
Sur une étendue temporelle de dix ans, le décalage produit entre les dates représentant le
début de la première et de la dernière instance de l'échelle cyclique est inférieur à trois jours,
et peut être négligé si la durée des intervalles utilisés pour classer les événements est de trois mois.
Sur une étendue temporelle de 115 ans, ce décalage est proche d'un mois, ce qui n'est plus
négligeable, surtout si la durée des intervalles de classiﬁcation des événements est également d'un
mois.
Pour représenter les événements au travers d'une échelle cyclique d'une durée plus proche de
l'année astronomique, nous modiﬁons la granularité de notre représentation temporelle, et nous
utilisons une échelle de 525 948 minutes, soit environ 365,242 jours. En utilisant cette échelle,
le décalage produit entre les dates représentant le début de la première et de la dernière instance
de l'échelle cyclique devient inférieur à une demi-journée.
La phase du diagramme temporel mixte est modiﬁée aﬁn que le début de chaque instance
de la période cyclique coïncide avec le premier janvier. Les douze classes temporelles créées
correspondent au découpage temporel représenté dans la Figure 9.10.
Figure 9.10  Division de l'échelle temporelle d'un an en douze sections avec six couleurs
primaires
L'analyse selon une entrée temporelle est ensuite complétée par une analyse selon une entrée
spatiale.
L'analyse s'eﬀectue sur le diagramme temporel circulaire une fois les événements classés selon
leur lieu d'apparition. Les zones utilisées correspondent aux territoires des bassins versants des
principaux cours d'eau de France métropolitaine (ﬂeuves et rivières).
Aﬁn de réduire le nombre de classes, nous avons fusionné certains bassins versants, en ratta-
chant au bassin versant d'un cours d'eau le bassin versant de ses auents.
La Figure 9.11 montre une copie d'écran de la représentation des zones obtenues, au travers
de notre interface.
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Figure 9.11  Zones créées à partir des bassins versants pour la classiﬁcation spatiale des
événements d'inondation
9.5.2 Résultats
La Figure 9.12 montre une capture d'écran de l'interface de géovisualisation une fois saisis
les paramètres décrits précédemment. La représentation des événements y est non-agrégée.
Figure 9.12  Visualisation des cas d'inondations sur le territoire de la France métropolitaine,
du 1er janvier 1900 au 1er janvier 2016
Le diagramme temporel circulaire montre que les événements apparaissent en majorité durant
le mois de novembre, puis durant le mois de juin. On observe une moindre proportion d'appari-
tions d'événements, quoique toujours forts, durant les mois décembre et janvier. Les événements
apparaissant durant le reste de l'année sont peu représentés, et apparaissent majoritairement en
octobre, puis en septembre (Figure 9.13).
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Figure 9.13  Distribution temporelle des inondations durant l'année
La Figure 9.14 montre la représentation cartographique obtenue en choisissant une représen-
tation agrégée (Repère 1 ) et non-agrégée (Repère 2 ) des événements.
La composante spatiale des événements correspondant au barycentre des communes touchées,
les événements touchant une même commune se superposent sur la carte. Une représentation
non-agrégée des événements peut alors engendrer une perte d'information, car dans ce cas de
superposition seul le dernier événement touchant la commune est visible.
À l'inverse, une représentation agrégée permet de visualiser le nombre d'événements appa-
raissant au même endroit dans l'espace, et permet de visualiser la proportion de ces événements
en fonction de leur moment d'apparition.
Cependant, la représentation non-agrégée permet ici une bonne identiﬁcation du contour des
zones touchées. Les entités ponctuelles relatives à une même inondation forment des grappes
d'entités ponctuelles de même couleur, bien visibles sur la carte, laissant deviner la géométrie
des cours d'eau en crue, à l'origine des inondations (Repère 1 de la Figure 9.14).
Figure 9.14  Représentation des inondations selon une échelle cyclique d'un an
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On retrouve dans ces deux cartes une concentration spatiale des événements au niveau des
Pyrénées, et de la Charente.
Plusieurs clusters spatio-temporels sont également visibles dans la Figure 9.15 :
 la forte proportion d'événements apparaissant durant le mois de novembre se retrouve sur
plusieurs zones de la carte, notamment au nord et au nord-est (Repère 6 ), au sud-est
(Repère 9 ), en Auvergne (Repère 11 ), au niveau de la Charente (Repère 1 ) ;
 les événements apparaissant au sud-est (Repère 9 ) apparaissent majoritairement en no-
vembre, mais une minorité apparait en janvier ;
 les événements de la côte bretonne (Repère 5 ) et de la côte vendéenne (Repères 1 et 5 )
apparaissent majoritairement en janvier ;
 les événements des Pyrénées apparaissent majoritairement en juin (Repères 8 et 10 ), et
une forte minorité apparait en décembre, octobre et janvier ;
 les événements de la zone du Périgord (Repère 2 ) apparaissent majoritairement en dé-
cembre, mais une forte minorité apparait en octobre et en septembre ;
 les événements du Pays basque (Repère 7 ) montrent une forte proportion d'événements
apparaissant en août, une minorité apparait en juillet ;
 les événements apparaissant en Corse (Repère 4 ) apparaissent majoritairement en octobre,
une minorité apparait en novembre ;
 au niveau du Gard, on observe de fortes proportions d'événements apparaissant en sep-
tembre (Repère 3 ).
Figure 9.15  Analyse des inondations selon une échelle cyclique d'un an
À la lecture des cartes de la Figure 9.15, la zone présentant le plus de diversité dans le moment
d'apparition des événements au cours de l'année est celle située au sud du Périgord, entre la côte
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atlantique et le Rhône. La Figure 9.16 montre le rendu visuel d'une analyse restreinte sur cette
zone.
Figure 9.16  Représentation des inondations du sud-ouest de la France selon une échelle cy-
clique d'un an
On retrouve dans la Figure 9.17 certains clusters mis en évidence dans la Figure 9.15. On
observe notamment une concentration d'événements survenant :
 en novembre au niveau des Charentes (Repère 1 ) ;
 dans les mois de décembre, d'octobre et de septembre dans le Périgord (Repère 4 ) ;
 en novembre en Auvergne (Repère 8 ) ;
 en juillet et août au Pays basque (Repère 2 ) ;
 en septembre dans le Gard (Repère 6 ).
On repère également un cluster formé dans la zone de Marseille (Repère 10 ) par des événements
apparaissant majoritairement en septembre.
La Figure 9.17 permet également une meilleure identiﬁcation des clusters au niveau des
Pyrénées :
 les événements apparaissant en juin sont situés dans le bassin de la Garonne, de sa source
jusqu'à Bordeaux, ainsi qu'au nord des Pyrénées dans les vallées de l'Adour et du Gave de
Pau (Repères 5 et 9 ) ;
 les événements apparaissant en octobre (Repère 3 ), et en décembre (Repère 7 ) sont situés
dans les montagnes, au sud du bassin de l'Adour.
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Figure 9.17  Analyse des inondations du sud-ouest de la France selon une échelle cyclique d'un
an
Aﬁn de vériﬁer si les clusters identiﬁés lors de l'analyse depuis une approche temporelle cor-
respondent à des bassins versants, nous eﬀectuons une seconde analyse selon une entrée spatiale,
en classant les événements selon l'appartenance de leurs lieux d'apparition aux zones représentées
dans la Figure 9.11. Nous focalisons notre analyse sur les bassins versants de la Charente, de la
Dordogne, de la Garonne, de la côte sud-ouest, et de l'Adour, représentés dans la Figure 9.18.
Figure 9.18  Bassins versants du sud-ouest
Pour l'ensemble de la zone d'étude (Repère 1 de la Figure 9.19), les événements apparaissent
majoritairement en juin, comme cela avait été identiﬁé dans la Figure 9.15, puis dans une moindre
mesure en novembre puis en décembre. Les événements apparaissent majoritairement dans le bas-
sin de la Garonne, puis, dans une moindre mesure, majoritairement dans les bassins versants de
la Charente et de l'Adour.
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Nous comparons ensuite la distribution temporelle cyclique des événements pour chaque bas-
sin versant (Repères 2 à 6 de la Figure 9.19).
On observe au travers de cette ﬁgure que trois zones présentent des distributions temporelles
cycliques bien distinctes :
 Les événements apparaissant dans les bassins versants de la Garonne et de l'Adour (Repères
2 et 3 de la Figure 9.19) apparaissent majoritairement en juin. À l'intérieur de ces zones,
le bassin de l'Adour présente une plus forte proportion d'événements apparaissant durant
l'automne et l'hiver.
 Les événements apparaissant majoritairement en novembre sont situés dans les bassins
situés proches de la côte, correspondant aux bassins versants des ﬂeuves côtiers et au
bassin versant de la Charente (Repères 4 et 6 de la Figure 9.19).
 Enﬁn, le bassin versant présentant la plus forte proportion d'événements apparaissant du-
rant l'hiver, malgré de fortes minorités apparaissant en octobre et en novembre, est celui
de la Dordogne (Repère 5 de la Figure 9.19).
Figure 9.19  Analyse de la distribution temporelle cyclique des événements dans les bassins
versants du sud-ouest
On peut donc émettre l'hypothèse que les clusters repérés dans la Figure 9.17 correspondent
à ces trois ensembles de bassins versants.
9.5.3 Synthèse
Une première analyse, eﬀectuée selon une entrée temporelle, permet d'identiﬁer que :
 les inondations apparaissent majoritairement durant les mois de novembre, puis de juin,
puis dans une moindre mesure durant les mois de décembre et janvier ;
 les inondations, survenant durant les mois de novembre, décembre et janvier, apparaissent
dans diﬀérentes zones de la carte (nord-est, Charentes, sud-est, et Auvergne pour le mois
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de novembre, côtes bretonnes et vendéennes, sud-est, Pyrénées pour les mois de décembre
et janvier) ;
 les inondations apparaissant en juin sont localisées dans le sud-ouest ;
 la région sud-ouest présente le plus de diversité dans la distribution temporelle des événe-
ments.
Une seconde analyse, eﬀectuée selon une entrée temporelle et centrée sur la zone du sud-ouest,
permet d'identiﬁer que les inondations survenant :
 en novembre apparaissent majoritairement dans les Charentes ;
 en juin apparaissent dans le bassin de la Garonne ainsi qu'au nord des Pyrénées, dans les
vallées de l'Adour et du Gave de Pau ;
 dans le Pays basque, apparaissent en juillet et en août ;
 dans l'ouest des Pyrénées, du Pays basque aux sources de la Garonne, apparaissent en
octobre et en décembre ;
 dans le Périgord, apparaissent dans les mois de décembre, d'octobre et de septembre.
Une troisième analyse, eﬀectuée selon une entrée spatiale et centrée sur les bassins versants
du sud-ouest, permet d'identiﬁer que :
 sur l'ensemble des bassins versants, les inondations apparaissent majoritairement en juin,
puis en novembre et en décembre ;
 les inondations apparaissent majoritairement dans le bassin versant de la Garonne ;
 les inondations survenant dans les bassins versants de la Garonne et de l'Adour apparaissent
majoritairement en juin ;
 les inondations survenant dans les bassins versants de la Charente et des ﬂeuves côtiers de
la côte sud-ouest apparaissent majoritairement en novembre ;
 les inondations survenant dans le bassin versant de la Dordogne apparaissent majoritaire-
ment en décembre.
On observe ainsi, dans la région sud-ouest de la France métropolitaine, deux grandes zones
où les inondations présentent une distribution cyclique distincte :
 dans les bassins versants des ﬂeuves prenant leur source dans les Pyrénées, la Garonne et
l'Adour, les inondations apparaissent majoritairement au début de l'été, en juin ;
 dans les bassins versants des ﬂeuves côtiers ou des ﬂeuves prenant leur source dans le
Massif central, la Dordogne et la Charente, les inondations apparaissent majoritairement
en novembre et en décembre, à la ﬁn de l'automne et au début de l'hiver.
9.6 Analyse des données criminologiques
9.6.1 Scénarios d'analyse
Les analyses s'eﬀectuent sur l'intégralité de la ville de Chicago. Au vu du nombre important
de données, les événements sont représentés sur la carte et dans le diagramme temporel mixte
sous un format agrégé.
Les analyses s'eﬀectuent dans un premier temps selon une approche temporelle en représen-
tant les événements selon leur moment d'apparition. Le scénario d'analyse suivi pour chaque jeu
de données est décrit par la suite.
350
Chapitre 9
L'analyse peut être ensuite complétée par une analyse selon une entrée spatiale. Pour cela,
l'analyse est eﬀectuée sur les diagrammes temporels au moyen d'une représentation des événe-
ments selon leur lieu d'apparition. Pour cela nous classons les événements en utilisant des zones
polygonales correspondant au territoire des Chicago's Sides, un regroupement administratif uti-
lisé par la ville de Chicago (Figure 9.20).
L'analyse de la composante temporelle des événements est eﬀectuée dans un premier temps
pour l'ensemble des zones, puis pour chaque Side en particulier.
Figure 9.20  Division administrative de la ville de Chicago [City of Chicago, 2017]
9.6.1.1 Cambriolages
Nous émettons l'hypothèse que les événements de cambriolages peuvent être plus fréquents à
certains moments de la journée, et que les zones majoritairement touchées peuvent être diﬀérentes
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selon l'heure de la journée. Les cambriolages peuvent par exemple avoir lieu plus fréquemment la
nuit dans les zones d'activité, ou peuvent toucher les zones résidentielles majoritairement durant
la journée.
Pour vériﬁer cette hypothèse, nous eﬀectuons une analyse selon une échelle cyclique d'une
journée. L'emprise temporelle de l'étude s'étend du 1er janvier 2017 au 1er juillet 2017.
L'analyse sur les données de cambriolage est eﬀectuée dans un premier temps selon une entrée
temporelle.
La granularité temporelle choisie pour la représentation temporelle est l'heure. Nous repré-
sentons les événements selon leur moment d'apparition dans une échelle cyclique de 24 heures
grâce à six couleurs primaires et en utilisant huit classes temporelles de trois heures chacune.
Le déphasage des diagrammes temporels est ﬁxé de manière à ce que le début des instances
de l'échelle cyclique commence à midi. Les huit classes temporelles correspondent au découpage
temporel représenté dans la Figure 9.21.
Figure 9.21  Division de l'échelle temporelle de 24h en huit sections avec six couleurs primaires
L'analyse peut ensuite être complétée par une approche spatiale en utilisant le diagramme
circulaire, au moyen d' une classiﬁcation spatiale des événements par Side (Figure 9.20).
9.6.1.2 Homicides
L'objectif de cette analyse est d'étudier l'évolution du nombre d'homicides sur une période
longue, selon leur lieu d'apparition sur le territoire de la ville de Chicago. L'analyse eﬀectuée sur
ce jeu de données est ainsi relative au temps linéaire.
L'emprise temporelle de l'étude s'étend du 1er janvier 2001 au 31 décembre 2015. L'échelle
temporelle cyclique est ﬁxée à 365 jours, et le nombre de sections dans le diagramme temporel
cyclique est ﬁxé à 12 sections d'un mois.
L'analyse s'eﬀectue dans un premier temps selon une entrée temporelle. Les événements sont
représentés selon leur moment d'apparition dans le temps linéaire, en classant les événements
selon trois intervalles temporels linéaires de cinq ans.
L'analyse peut ensuite être complétée par une approche spatiale en utilisant le diagramme
temporel mixte, au moyen d' une classiﬁcation spatiale des événements par Side (Figure 9.20).
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9.6.1.3 Crimes violents
Objectif du cas d'étude En 2013, l'Institution for Social and Policy Studies de l'Université
de Yale a produit une étude sur l'évolution du nombre de délits et crimes sur le territoire de la
ville de Chicago entre 1965 et 2013 [Papachristos, 2013].
Les résultats présentés par cette étude comportent entre autres deux représentations car-
tographiques, présentant la distribution spatiale des crimes violents, regroupant les vols avec
violence (robbery) et les homicides, et leur évolution dans le temps selon la community area où
le crime avait eu lieu. La community area étant une subdivision administrative de la ville de
Chicago (un Side est formé de plusieurs community areas).
La première représentation cartographique est une carte des crimes violents survenus entre
le 1er janvier et le 30 novembre 2011 par community area (Repère 1 de la Figure 9.22). La
représentation de la distribution spatiale des événements, dans cette carte, diﬀère de celle pro-
posée par GrAPHiST. La carte produite par l'étude de l'Université de Yale représente le nombre
de crimes violents apparaissant dans chaque community areas, rapporté au nombre d'habitants.
Notre représentation montre, quant à elle, des données brutes, sans les représenter relativement
au nombre d'habitants.
La seconde représentation est une carte de l'évolution du nombre de crimes violents par
community area entre 2011 et 2013 (Repère 2 de la Figure 9.22). Cette carte a été obtenue en
calculant, pour chaque community area, la variation entre le nombre de crimes violents survenus
entre le 1er janvier et le 30 novembre 2011, et le nombre de crimes violents survenus entre le 1er
janvier et le 30 novembre 2013.
Figure 9.22  Cartes de la répartition des crimes violents à Chicago en 2011 (1) et de leur
évolution entre 2011 et 2013 (2) [Papachristos, 2013]
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Pour ce cas d'étude, nous eﬀectuons une analyse de la distribution spatio-temporelle des évé-
nements de crimes violents, sur le territoire de la ville de Chicago, entre 2011 et 2013.
Du fait de la perte de données lors de l'import d'événements ne possédant pas de coordon-
nées valides depuis le Chicago Data Portal, nous ne pouvons pas comparer nos résultats avec
ceux produits par l'étude de l'Université de Yale. En revanche, nous pouvons comparer la re-
présentation cartographique que nous produisons lors de notre analyse avec les représentations
cartographiques produites par l'étude de l'Université de Yale.
Notre analyse suit alors un double objectif :
 D'une part, le but de l'analyse est de visualiser la distribution spatiale des crimes violents
survenus entre le 1er janvier et le 30 novembre 2011, et de comparer la représentation
cartographique obtenue avec la carte produite par l'étude de l'Université de Yale (Repère
1 de la Figure 9.22).
 D'autre part, le but de l'analyse est de visualiser l'évolution, entre 2011 et 2013, du nombre
de crimes violents selon le lieu d'apparition de ces crimes, et de comparer la représentation
cartographique obtenue avec la carte produite par l'étude de l'Université de Yale (Repère
2 de la Figure 9.22).
Procédés mis en place L'emprise temporelle est ﬁxée du 1er janvier 2011 au 31 décembre
2013, et l'emprise spatiale choisie couvre l'entièreté du territoire de la ville de Chicago. Les évé-
nements sont représentés de manière agrégée sur la carte et dans le diagramme temporel mixte.
Aﬁn de pouvoir identiﬁer l'évolution temporelle de la distribution spatiale des événements
sur la carte, nous eﬀectuons une analyse de la distribution spatio-temporelle des événements,
relative au temps linéaire, selon une approche temporelle.
Les événements sont représentés selon leur moment d'apparition relatif au temps linéaire, en
les classant selon deux intervalles temporels d'un an et demi. Une valeur forte est associée aux
événements les plus anciens, et une valeur faible est associée aux événements les plus récents.
Les événements apparaissant durant l'année 2011 sont ainsi représentés par une couleur sombre,
et les événements apparaissant durant l'année 2013 sont représentés par une couleur claire.
Les événements survenant du 1er décembre 2011 au 31 janvier 2012, et les événements ap-
paraissant du 1er décembre 2013 au 31 décembre 2013 sont sélectionnés puis masqués.
Une fois ces événements masqués, la couleur sombre représente les événements apparaissant entre
le 1er janvier et le 30 novembre 2011, et la couleur claire représente les événements apparaissant
entre le 1er janvier et le 30 novembre 2013.
Les événements étant représentés de manière agrégée sur la carte, la taille des agrégats per-
met d'identiﬁer les zones spatiales présentant les plus fortes ou les plus faibles concentrations de
crimes violents, comme dans la carte présentée dans la Figure 9.22 (Repère 1 ). Les événements
de l'année 2013 peuvent être masqués aﬁn de visualiser la distribution spatiale des événements
pour la seule année 2011.
La couleur majoritaire d'un agrégat dans la carte permet alors de déﬁnir si, dans la zone
spatiale correspondant à l'étendue de l'agrégat, les crimes violents sont en augmentation, en
diminution, ou en stagnation, de la même manière que la carte présentée dans la Figure 9.22
(Repère 2 ) :
 si la couleur majoritaire d'un agrégat est la couleur sombre, le nombre de crimes vio-
lents dans la zone spatiale correspondante diminue entre 2011 et 2013, car la proportion
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d'événements anciens est plus élevée.
 si la couleur majoritaire d'un agrégat est la couleur claire, le nombre de crimes violents
dans la zone spatiale correspondante augmente entre 2011 et 2013, car la proportion d'évé-
nements récents est plus élevée.
 si les deux couleurs possèdent la même proportion dans un agrégat, le nombre de crimes
violents dans la zone spatiale correspondante n'évolue pas entre 2011 et 2013, car le nombre
d'événements récents est égal au nombre d'événements anciens.
La proportion des deux couleurs dans un agrégat permet également de quantiﬁer la variation
du nombre de crimes violents entre 2011 et 2013. Une occupation des trois quarts du pie chart par
la couleur sombre correspond à une diminution de 50% du nombre de crimes violents dans la zone
correspondante, car les événements récents sont deux fois moins nombreux que les événements
anciens.
9.6.2 Résultats
9.6.2.1 Cambriolages
La Figure 9.23 montre une capture d'écran de l'interface de géovisualisation une fois saisis
les paramètres décrits précédemment.
Figure 9.23  Visualisation des événements de cambriolages du 1er janvier 2017 au 1er juillet
2017
La distribution temporelle des événements dans le diagramme temporel cyclique montre que
les cambriolages apparaissent le plus souvent en journée, les plages horaires allant de 21h à 6h
étant celles présentant le plus petit nombre d'apparitions d'événements (Figure 9.24). Les plages
horaires du matin, entre 6h et 12h, sont celles présentant le plus grand nombre d'événements.
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Figure 9.24  Distribution temporelle des événements de cambriolages
On observe sur la carte certaines zones où le nombre de cambriolages survenus entre 21h et
6h est plus important que dans l'ensemble de la carte (Repères 1, 2, 3 et 6 de la Figure 9.25).
À l'inverse, certaines zones présentent une très faible proportion de cambriolages survenant
la nuit, et une proportion d'événements survenant entre 6h et 12h plus forte que dans le reste de
la carte. Le matin dans ces plages horaires est plus faible que la moyenne (Repères 4 et 5 de la
Figure 9.25).
Figure 9.25  Distribution spatio-temporelle des événements de cambriolages
Nous eﬀectuons une sélection des événements apparaissant dans les zones correspondant aux
Repères 2 et 5 de la Figure 9.25), et nous comparons leur distribution temporelle relative au
temps cyclique avec la distribution temporelle de l'ensemble des événements de la zone d'étude.
La zone correspondant au Repère 2 est située dans le North Side, tandis que la zone correspon-
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dant au Repère 5 est située à la frontière entre le Far Southwest Side et le Southeast Side (Figure
9.20).
La distribution temporelle des événements de la zone correspondant au Repère 2 présente
les caractéristiques suivantes (Figure 9.26) :
 Les événements apparaissent majoritairement entre 18h et 9h, soit en début de journée, en
début de soirée et la nuit.
 Les pics d'intensité du phénomène ont lieu en début de journée, et en début de soirée, dans
les plages horaires [6h-9h] et [18h-21h]. La proportion d'événements apparaissant en début
de soirée est supérieure à la moyenne de l'ensemble de la zone d'étude.
 Un nombre d'événements, équivalent à la somme des événements survenus durant ces deux
pics d'activité, apparait en pleine nuit entre 21h et 6h. La proportion d'événements appa-
raissant durant ces plages horaires est supérieure à la moyenne de l'ensemble de la zone
d'étude.
 Les événements ayant lieu en pleine journée, entre 9h et 18h sont très minoritaires. La
proportion d'événements apparaissant en pleine journée est très inférieure à la moyenne de
l'ensemble de la zone d'étude.
Figure 9.26  Distribution temporelle des événements de la zone correspondant au Repère 2
La distribution temporelle des événements de la zone correspondant au Repère 5 présente
les caractéristiques suivantes (Figure 9.27) :
 Les événements apparaissent majoritairement entre 6h et 12h, à l'instar de la moyenne de
l'ensemble de la zone d'étude. Cependant la proportion d'événements apparaissant dans
ces plages horaires est supérieure à la moyenne.
 La proportion d'événements apparaissant de 12h à 21h est sensiblement la même que pour
l'ensemble de la zone d'étude.
 Les événements ayant lieu la nuit, entre 18h et 6h sont très minoritaires. La proportion
d'événements apparaissant en pleine journée est très inférieure à la moyenne de l'ensemble
de la zone d'étude.
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Figure 9.27  Distribution temporelle des événements de la zone correspondant au Repère 5
Pour compléter cette analyse, aﬁn d'identiﬁer s'il existe une diﬀérence signiﬁcative dans la
distribution temporelle des cambriolages selon les diﬀérents quartiers de la ville, nous eﬀectuons
une seconde analyse selon une approche spatiale (Figure 9.28). Nous classons pour cela les évé-
nements en utilisant le découpage administratif présenté dans la Figure 9.20.
Figure 9.28  Représentation des événements de cambriolages par Side
Nous tentons notamment d'analyser si la distribution temporelle des événements du North
Side (Repère 2 de la Figure 9.25) correspond aux résultats que nous avons trouvés lors de notre
première analyse, et si la distribution temporelle de ce quartier diﬀère de l'ensemble de la ville.
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Nous tentons également d'analyser si une diﬀérence signiﬁcative existe entre la distribu-
tion temporelle des événements apparaissant dans le Center, comprenant des quartiers d'aﬀaires
comme le Loop [Wikipedia, 2018b], et la distribution temporelle des événements apparaissant
dans les quartiers entourant le centre-ville (North Side, West Side, South Side), comprenant
d'importants quartiers résidentiels [Wikipedia, 2018b].
La Figure 9.28 présente une capture d'écran de notre outil une fois les événements représen-
tés selon leurs lieux d'apparition. Les événements survenant dans le West Side, le South Side,
et le North Side se sont vus attribuer la même couleur, dans le but de comparer la distribution
temporelle de l'ensemble des événements de ces trois quartiers, avec la distribution temporelle
des événements survenant dans le centre-ville.
Dans la Figure 9.29, nous comparons la distribution temporelle cyclique des événements zone
par zone. Les quartiers du West Side, du South Side, et du North Side ont également été traités
comme un seul ensemble.
On retrouve dans le diagramme représentant la distribution temporelle des événements du
North Side (Repère 1 de la Figure 9.29) une distribution temporelle similaire aux résultats que
nous avons trouvés lors de notre première analyse :
 Les événements apparaissent majoritairement entre 18h et 9h, soit en début de journée, en
début de soirée, et la nuit.
 Le pic d'intensité du phénomène a lieu en début de journée, entre 6h et 9h. La proportion
d'événements apparaissant en début de soirée entre 18h et 21h est inférieure à ce que nous
avions identiﬁé lors de notre première analyse.
 Un nombre d'événements, équivalent au nombre d'événements apparaissant entre 6h et 9h,
apparait en pleine nuit entre 21h et 6h.
 Les événements ayant lieu en pleine journée, entre 9h et 18h sont minoritaires.
Figure 9.29  Comparaison des distributions temporelles cycliques des cambriolages par zones
Ce diagramme montre également que le North Side présente une plus grande proportion
d'événements nocturnes, et une plus faible proportion d'événements apparaissant en pleine jour-
née, que les autres Sides de Chicago (en dehors du centre-ville). Dans la plupart des autres zones
spatiales (Figure 9.29), la majorité des événements a lieu la journée, avec :
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 un pic d'intensité entre 6h et 9h pour le West Side, le South Side, le Northwest Side et le
Southwest Side (Repères 2, 3, 7 et 9 de la Figure 9.29) ;
 deux pics d'intensité entre 6h et 9h et entre 15h et 28h pour le Far Southwest Side (Repère
6 de la Figure 9.29) ;
 deux pics d'intensité entre 6h et 9h et entre 18h et 21h pour le Far North Side (Repère 8
de la Figure 9.29) ;
 un pic d'intensité entre 9h et 15h pour le Southeast Side (Repère 10 de la Figure 9.29).
À l'inverse du North Side, la majorité des Sides en dehors du Center présente ainsi une distri-
bution temporelle des cambriolages proche de celle de l'ensemble de la ville de Chicago (Repère
11 de la Figure 9.29), dans le sens où la proportion d'événements survenant la journée est plus
forte que la proportion des événements nocturnes.
À l'inverse de l'ensemble [North Side ; West Side ; South Side] (Repère 4 de la Figure 9.29)
qui présente une forte proportion d'événements étalée entre 9h et 18h, avec un pic d'intensité
entre 6h et 9h, la distribution temporelle des événements du centre-ville (Repère 5 de la Figure
9.29) montre une forte proportion d'événements arrivant, soit en pleine nuit entre 0h et 3h, soit
au milieu de la journée entre 12h et 15h.
9.6.2.2 Homicides
La Figure 9.30 montre une capture d'écran de l'interface de géovisualisation une fois saisis
les paramètres décrits précédemment.
On observe, pour la plupart des zones de la ville, une légère diminution du nombre d'homicides
durant chaque quinquennat : la proportion de la partie sombre est la plus importante pour la
plupart des pie chart, et la proportion de la partie claire est la plus claire.
Figure 9.30  Visualisation des données relatives aux homicides du 1er janvier 2001 au 31
décembre 2015
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Cette diminution reste cependant faible dans certaines zones, comme dans le West Side (Re-
père 1 de la Figure 9.31), les proportions des événements de chaque intervalle temporel étant
très proches.
Figure 9.31  Analyse de l'évolution des homicides du 1er janvier 2001 au 31 décembre 2015
On observe certaines zones où la diminution du nombre d'homicides entre 2001 et 2015 est
plus forte que dans les autres secteurs de la ville. C'est le cas notamment de la zone située au
niveau du centre-ville (Repère 2 de la Figure 9.31), et de la zone du North Side (Repère 3 de
la Figure 9.31), où la proportion de la couleur sombre est très importante dans les entités gra-
phiques correspondantes, tandis que la proportion de la couleur claire est très faible.
On observe également certaines zones, où le nombre d'apparitions d'événements reste faible,
mais où les homicides sont en augmentation (Repère 4 de la Figure 9.31). D'autres zones pré-
sentent un nombre plus important d'événements entre 2005 et 2010 (Repère 5 de la Figure 9.31).
Une visualisation de la dimension temporelle des événements apparaissant dans le centre-
ville de Chicago (Figure 9.32), représentant 370 des 7414 événements de la zone étudiée, montre
également une diminution du nombre d'homicides entre 2001 et 2005. Le diagramme temporel
mixte montre une diminution du nombre d'entités graphiques sur le diagramme à mesure que
l'on progresse le long de l'axe des abscisses (Repère * de la Figure 9.32).
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Figure 9.32  Distribution temporelle linéaire des événements du centre-ville de Chicago
Pour compléter cette analyse, nous représentons les événements en fonction de leur lieu d'ap-
parition en utilisant le découpage administratif des Sides, présenté dans la Figure 9.20, pour
classer les événements. Nous comparons ensuite la distribution temporelle linéaire des événe-
ments apparaissant dans chaque Side (Figure 9.33).
Figure 9.33  Comparaison des distributions temporelles linéaires des homicides par zones
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On retrouve dans ces diagrammes une nette diminution du nombre d'homicides dans le North
Side (Repère 1 de la Figure 9.33) et dans le centre-ville (Repère 5 de la Figure 9.33), représenté
par les fortes de couleur sombre dans les agrégats présents dans ces zones dans la Figure 9.30.
Les diagrammes représentant les événements des autres Sides ne permettent pas d'identiﬁer
des tendances signiﬁcatives dans la distribution temporelle des homicides.
9.6.2.3 Crimes violents
La Figure 9.34 montre la représentation cartographique obtenue avec notre interface de géo-
visualisation une fois saisis les paramètres décrits précédemment.
Figure 9.34  Évolution 2011-2013 des crimes violents à Chicago
L'utilisation d'une représentation agrégée des événements permet d'identiﬁer les zones de
forte et de faible concentration d'événements grâce à la taille des entités graphiques représentées.
La carte permet d'identiﬁer la distribution spatiale du nombre d'événements sur les deux années,
mais également sur la seule année 2011 ou la seule année 2013 (les événements d'une année
peuvent être masquée dans la carte aﬁn d'améliorer l'analyse).
On retrouve sur la Figure 9.34 de fortes concentrations d'événements dans les quartiers du
West Side (Repère 1 de la Figure 9.35) et du South Side (Repère 2 de la Figure 9.35), confor-
mément à ce qui est représenté dans la carte produite lors de l'étude de l'Université de Yale.
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Figure 9.35  Représentation de la distribution spatiale des crimes violents [Papachristos, 2013]
La représentation des événements selon deux valeurs, représentant les événements de 2011
pour la valeur sombre, et les événements de 2013 pour la valeur claire, permet d'identiﬁer, pour
chaque zone, si les événements sont en augmentation, en diminution ou en stagnation.
Les Pie Chart représentant les événements apparaissant dans le West Side (Repère 1 de la
Figure 9.36) et le South Side (Repère 2 de la Figure 9.36) présentent une plus grande proportion
de couleur sombre, ce qui correspond à une diminution du nombre de crimes violents entre 2011
et 2013, conformément à ce qui est représenté dans la carte produite lors de l'étude de l'Université
de Yale.
Figure 9.36  Représentation de l'évolution des crimes violents selon leur position spatiale
[Papachristos, 2013]
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Une zone située à l'est du South Side (Repère 3 de la Figure 9.36) possède une proportion de
couleur claire plus importante, ce qui correspond à une augmentation du nombre de crimes vio-
lents. Cette tendance ne se retrouve pas dans la carte produite par l'étude de l'Université de Yale.
Les deux zones présentant une forte augmentation du nombre de crimes violents dans la
représentation de l'Université de Yale peuvent, quant à elle, être retrouvée dans notre représen-
tation cartographique (Repères 4 et 5 de la Figure 9.36).
La carte produite par Yale présentant l'évolution du nombre de crimes violents par Commu-
nity area (Repère 2 de la Figure 9.22), permet une visualisation des tendances dans l'évolution
du nombre d'événements selon l'espace. Une telle carte permet d'identiﬁer de fortes variations
locales du nombre d'événements, qui peuvent être plus diﬃcilement décelables au moyen d'un
dispositif small maps, qui présenterait deux cartes de la distribution spatiale des événements,
pour 2011 et pour 2013.
Il est ainsi possible d'identiﬁer au moyen de cette carte la forte augmentation du nombre de
crimes violents dans les community areas 18 (Repère 1 de la Figure 9.37), 72, 73 et 74 (Repère
2 de la Figure 9.37).
Cependant, cette forte augmentation du nombre d'événements concerne des zones qui, d'après
la carte de la distribution spatiale des crimes violents en 2011 (Repère 2 de la Figure 9.22), ne
présentent en 2011 qu'un faible nombre d'événements (Repères 3 et 4 de la Figure 9.37).
La carte de l'évolution du nombre de crimes violents doit donc être lue de manière conjointe
avec la carte de la distribution spatiale des crimes violents, de manière à identiﬁer l'évolution
du nombre d'événements dans les community areas 18, 72, 73 et 74 comme signiﬁcatives à une
échelle locale, mais peu signiﬁcative à l'échelle de l'ensemble de la zone d'étude.
Figure 9.37  Comparaison de notre représentation cartographique avec les représentations
produites par l'étude de l'Université de Yale [Papachristos, 2013]
À l'inverse (Repères 5 et 6 de la Figure 9.37), la représentation oﬀerte par l'outil permet de
visualiser simultanément :
 une forte augmentation du nombre d'événements dans ces zones entre 2011 et 2013, repré-
sentée par une forte proportion de couleur claire dans les agrégats ;
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 le faible nombre d'événements concernés par cette évolution, représenté par la faible taille
des agrégats correspondants.
9.6.3 Synthèse
9.6.3.1 Événements de cambriolages
Une première analyse, eﬀectuée selon une entrée temporelle, permet les observations sui-
vantes :
 La distribution temporelle des cambriolages sur l'ensemble de la zone étudiée montre un pic
d'intensité en début de journée entre 6h et 9h. Les cambriolages ont ensuite majoritairement
lieu durant la journée entre 9h et 21h, tandis que les cambriolages survenant la nuit, entre
21h et 6h sont minoritaires.
 Certaines zones de la ville présentent une proportion de cambriolages nocturnes plus im-
portante, notamment dans le North Side. Dans cette zone, la distribution temporelle des
cambriolages présente deux pics d'intensité en début de journée entre 6h et 9h, et en début
de soirée entre 18h et 21h. Les cambriolages ont ensuite majoritairement lieu la nuit entre
21h et 6h, tandis que les cambriolages survenant entre 9h et 18h sont minoritaires.
 Certaines zones de la ville, notamment à la frontière entre le Far Southwest Side et le Sou-
theast Side, présentent une proportion de cambriolages nocturnes moins importante que la
moyenne, et une proportion plus importante d'événements survenant le matin entre 6h et
12h.
Une seconde analyse, eﬀectuée selon une entrée spatiale, permet d'identiﬁer que :
 la distribution temporelle des cambriolages survenant dans le North Side correspond à celle
trouvée dans la première analyse, et présente une proportion plus importante d'événements
nocturnes que la moyenne, et une proportion moins importante d'événements survenant la
journée ;
 à l'inverse du North Side, la distribution temporelle des cambriolages dans les autres Sides
de Chicago, en dehors du centre-ville, correspond à la distribution temporelle des événe-
ments pour l'ensemble de la ville ;
 à l'inverse de l'ensemble [North Side ; West Side ; South Side], où les cambriolages ont
majoritairement lieu en début de journée entre 6h et 9h, puis en journée entre 9h et 18h,
les cambriolages survenant dans le centre-ville apparaissent majoritairement soit en pleine
nuit entre 0h et 3h, soit au milieu de la journée entre 12h et 15h.
On observe ainsi deux zones présentant une distribution temporelle des cambriolages distincte
de celle de l'ensemble de la ville : le North Side et le centre-ville.
Une hypothèse sur l'origine de la diﬀérence entre la distribution temporelle des événements du
centre-ville, et celle des Sides l'environnant, peut être que :
 dans le centre-ville rassemblant des quartiers d'aﬀaires, les lieux pouvant faire l'objet d'un
cambriolage sont occupés majoritairement durant la journée ;
 à l'inverse dans l'ensemble [North Side ; West Side ; South Side], rassemblant des quartiers
résidentiels, les lieux pouvant faire l'objet d'un cambriolage sont occupés durant la nuit.
Cependant, la distribution temporelle des événements du North Side, quartier très résidentiel
[Wikipedia, 2018b], présentant une forte proportion d'événements nocturnes par rapport aux
événements survenant durant la journée, s'oppose à cette hypothèse.
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Il faut également préciser que le nombre d'événements survenant dans la zone du centre-ville
est très peu important en comparaison au nombre d'événements survenant dans l'ensemble [North
Side ; West Side ; South Side]. La comparaison de la distribution temporelle des cambriolages
dans ces deux territoires peut ne pas être pertinente.
9.6.3.2 Événements d'homicides
Une première analyse, eﬀectuée selon une entrée temporelle, permet d'identiﬁer :
 une légère diminution du nombre d'homicides entre 2001 et 2015 sur l'ensemble de la ville
de Chicago ;
 des zones de Chicago, comme le West Side, où cette diminution du nombre d'homicides au
cours du temps reste faible ;
 d'autres zones, comme le North Side et le centre-ville, où cette diminution du nombre d'ho-
micides au cours du temps est plus forte.
Une seconde analyse, eﬀectuée selon une entrée spatiale, nous permet de conﬁrmer la forte
diminution du nombre d'homicides au cours du temps dans le North Side et le centre-ville.
L'analyse ne nous permet cependant pas de distinguer d'autres tendances signiﬁcatives dans les
autres Sides.
9.6.3.3 Crimes violents
Bien que la perte de données lors de la création de notre jeu de données nous empêche
de comparer directement nos résultats avec ceux présentés par l'étude de l'Université de Yale,
notamment pour l'évolution du nombre d'événements, l'analyse réalisée avec GrAPHiST nous
montre un avantage de notre interface par rapport aux représentations cartographiques présen-
tées dans l'étude de l'Université de Yale.
La Figure 9.34 et la Figure 9.37 montrent qu'une représentation agrégée des événements
spatio-temporels selon leur moment d'apparition relatif au temps linéaire, permet de présenter
simultanément une distribution spatiale du nombre d'événements et l'évolution du nombre d'évé-
nements au cours du temps selon leur lieu d'apparition.
Le rendu visuel oﬀert par l'outil permet à la fois d'identiﬁer les zones où apparaissent le plus
de crimes violents, d'analyser l'évolution du nombre d'événements, entre 2011 et 2013, selon
diﬀérentes zones de l'espace, et d'identiﬁer où les variations sont les plus fortes.
Notre approche permet ainsi de combiner les informations des deux cartes présentées dans
l'étude de l'Université de Yale au sein d'une seule représentation cartographique.
Il faut cependant préciser que la comparaison de notre représentation graphique, avec la carte
de l'étude présentant la distribution spatiale des crimes violents, présente un biais. Notre repré-
sentation graphique montre des données brutes, tandis que la carte de l'étude montre un nombre
d'événements relatif, rapporté au nombre d'événements par Community area.
9.7 Synthèse générale
Les analyses présentées dans ce chapitre ont permis, pour chaque jeu de données étudié,
de distinguer des patterns dans la distribution spatio-temporelle des événements. Ces patterns
concernaient :
 des concentrations spatio-temporelles, relatives au temps cyclique, d'événements d'acci-
dents routiers, d'inondations ou de cambriolages ;
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 des évolutions, localisées dans l'espace, du nombre d'apparitions d'événements d'homicides
et de crimes violents au cours du temps.
L'analyse a ainsi permis d'identiﬁer des zones de l'espace où des événements présentent une
distribution temporelle particulière, ainsi que des tendances localisées dans l'évolution de l'in-
tensité d'un phénomène durant un intervalle temporel linéaire.
Les analyses ont été eﬀectuées sur diﬀérentes échelles spatiales temporelles :
 Les événements d'accidents routiers et d'inondation ont été observés au travers d'une échelle
temporelle cyclique d'une durée d'un an, mais selon diﬀérentes granularités temporelles : la
distribution des accidents routiers au cours de l'année a été observée à travers une division
de l'année en quatre saisons, tandis que la distribution des événements d'inondation au
cours de l'année a été observée à travers une division de l'année en douze mois.
 Les événements de cambriolage ont été observés au travers d'une échelle temporelle cyclique
d'une durée d'une journée.
 Les événements d'homicides et de crimes violents ont été observés au travers d'une échelle
temporelle linéaire.
 Les événements d'inondation ont été observés à travers deux échelles spatiales, une échelle
nationale (la France métropolitaine), et une échelle régionale (le sud-ouest de la France).
Pour chaque cas d'étude, hormis le cas des crimes violents, l'analyse a combiné une approche
temporelle et une approche spatiale :
 dans un premier temps, l'approche temporelle a permis d'identiﬁer quelles étaient les zones
spatiales où les événements présentaient une distribution temporelle signiﬁcative.
 dans un second temps, l'approche spatiale a permis de croiser les informations relatives à la
distribution spatio-temporelle des événements, avec les informations relatives au découpage
territorial utilisé (centre urbain et zones de montagnes pour les accidents routiers ; bassins
versants pour les inondations ; quartiers de Chicago pour les événements de criminologie).
Ce croisement d'information permet alors d'établir une hypothèse sur les causes de la dis-
tribution spatio-temporelle des événements.
L'absence de connaissances poussées sur les diﬀérentes problématiques abordées, ainsi que les
limites posées par les jeux de données utilisés, nous empêchent de dégager de ces analyses des
conclusions sur les cas d'étude abordées.
En revanche, ces analyses montrent l'opportunité que peut présenter notre approche pour
l'analyse de données spatio-temporelles, eﬀectuées à l'avenir par un personnel plus expert.
La comparaison de notre représentation cartographique avec des représentations plus clas-
siques, pour le cas des crimes violents, a notamment montré l'intérêt de notre approche pour
combiner, au sein d'une même représentation cartographique, des informations sur la distribution
spatiale des événements et le suivi de l'évolution temporelle d'un phénomène spatial.
Enﬁn, ces analyses présentent le caractère généraliste de notre approche, permettant d'inté-
grer et d'analyser des données spatio-temporelles liées à diﬀérentes problématiques métiers.
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Validation de la possibilité d'identiﬁer des patterns par l'analyse
exploratoire
Les analyses eﬀectuées dans les deux premiers chapitres de cette partie (Chapitre 7 et Chapitre
8) ont montré qu'il est possible d'identiﬁer les diﬀérents patterns, auxquels nous nous intéressons,
au cours d'une analyse exploratoire de séries d'événements.
Analyse des patterns relatifs au temps linéaire
Identiﬁcation de clusters relatifs au temps linéaire
L'analyse de l'ensemble des engagements du conﬂit (Section 7.4.1) a permis d'identiﬁer les
clusters correspondant aux diﬀérentes zones d'aﬀrontement au cours de la guerre. L'analyse foca-
lisée sur le théâtre d'opérations de l'est (Section 7.4.2.1), entre 1864 et 1865, a permis d'identiﬁer
d'autres clusters, correspondant aux diﬀérentes phases de l'oﬀensive nordiste à travers le terri-
toire confédéré. Les structures identiﬁées sur la carte correspondent à diﬀérentes phases du conﬂit,
identiﬁées par les historiens, et correspondant à une concentration des combats dans des étendues
restreintes du temps et de l'espace.
Identiﬁcation de propagation spatiale des événements
L'analyse de l'ensemble des engagements du conﬂit (Section 7.4.1) a permis de mettre en
évidence des propagations d'événements au cours du temps. Ces propagations, illustrant un dé-
placement de la ligne de front au cours de la guerre, correspondent à l'évolution du territoire
contrôlé par l'Union, représentée dans la Figure 7.4. Les analyses focalisées sur le déroulement
de l'Overland Campaign (Section 7.4.2.2) et de la campagne d'Appomatox (Section 7.4.2.3) ont
également permis d'identiﬁer des propagations spatiales d'événements au cours du temps, per-
mettant de recréer le récit de l'avancement des troupes nordistes au cours de ces deux campagnes.
Identiﬁcation d'une propagation globale des événements grâce aux Pie Chart
Les utilisations comparées des représentations agrégée et non agrégée des événements, au
niveau du théâtre d'opérations de l'est (Section 7.4.1.5), ont permis de montrer l'avantage de la
représentation des agrégats d'événements sous la forme de Pie Chart pour identiﬁer une évolution
globale du phénomène dans l'espace au cours du temps. Malgré les déplacements successifs de
la ligne de front sur un axe nord-sud, le déplacement global des zones de conﬂit vers le sud au
cours de la guerre pouvait être identiﬁé au moyen de cette représentation.
Analyse des patterns relatifs au temps cyclique
L'analyse des jeux de données que nous avons créés (Chapitre 8) a montré qu'il était pos-
sible d'identiﬁer des récurrences cycliques, et par conséquent des clusters relatifs à une échelle
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cyclique, au moyen de GrAPHiST.
Ainsi, pour chaque jeu de données, hormis le jeu A2, l'objectif de l'analyse proposée par
GrAPHiST a été atteint :
 l'existence de récurrences cycliques dans les séries d'événements, et par conséquent l'exis-
tence de clusters relatifs au temps cyclique, a été identiﬁée ;
 la durée de la période des cycles observés a été identiﬁée de façon précise ;
 ces cycles ont pu être localisés dans le temps et l'espace, mais la déﬁnition des contours de
leur emprise spatiale ou temporelle manque de précision.
Utilisation de GrAPHiST pour l'analyse exploratoire de diﬀérents
jeux de données réelles
Après avoir validé la possibilité d'identiﬁer des patterns au moyen d'une analyse exploratoire
eﬀectuée avec GrAPHiST, nous avons appliqué notre proposition à diﬀérents jeux de données
réelles. Ces cas d'étude avaient deux objectifs :
 présenter le caractère générique de l'approche, en analysant des jeux de données relatifs à
des problématiques de nature diﬀérentes.
 présenter les perspectives de l'utilisation de GrAPHiST dans chacune de ces probléma-
tiques.
Analyse d'accidents routiers
Lors d'une première analyse (Section 9.4), nous avons étudié les accidents routiers apparais-
sant autour de la ville de Grenoble, entre 2005 et 2016. Cette analyse a eu pour but d'analyser
si les accidents routiers, apparaissant durant les diﬀérentes saisons de l'année, étaient concentrés
dans certaines zones de l'espace. L'analyse a permis d'identiﬁer deux zones spatiales, Grenoble
et les communes des massifs montagneux, où les saisons où surviennent le plus grand nombre
d'accidents routiers ne sont pas les mêmes que pour l'ensemble de la région étudiée.
L'analyse a permis d'identiﬁer des zones de l'espace où les événements présentent une distri-
bution temporelle particulière sur une échelle cyclique d'une année.
Analyse d'épisodes d'inondations
Lors d'une seconde analyse (Section 9.5), nous avons étudié des épisodes d'inondation appa-
raissant sur le territoire de la France métropolitaine, entre 1900 et 2016. Cette analyse a eu pour
but d'analyser si les épisodes d'inondation surviennent aux mêmes moments de l'année, dans les
diﬀérentes régions de France.
L'analyse, eﬀectuée sur l'ensemble de la France métropolitaine, a permis d'observer que les
événements survenant dans le sud-ouest présentent une distribution temporelle distincte de celle
des événements survenant dans l'ensemble de la zone d'étude. L'analyse, focalisée sur la région du
sud-ouest, a permis d'identiﬁer deux zones spatiales, où la majorité des inondations ne survient
pas au même moment de l'année, que pour l'ensemble du sud-ouest de la France métropolitaine :
 les bassins versants des ﬂeuves prenant leur source dans les Pyrénées : la Garonne et
l'Adour ;
 les bassins versants des ﬂeuves côtiers ou des ﬂeuves prenant leur source dans le Massif
central : la Dordogne et la Charente.
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L'analyse a permis d'identiﬁer des zones de l'espace où les événements présentent une distri-
bution temporelle particulière sur une échelle d'une année. Ces zones ont été identiﬁées à une
échelle nationale, puis à une échelle régionale. Cette distribution spatio-temporelle particulière a
ensuite été mise en relation avec l'appartenance des événements correspondants à certains bassins
versants.
Les analyses concernant les événements d'accidents routiers et d'inondations ont été eﬀectuées
au travers de la même échelle cyclique, mais selon des granularités temporelles diﬀérentes : les
accidents routiers ont été analysés à travers une division de l'année en quatre saisons, et les
inondations ont été analysés à travers une division de l'année en douze mois. L'analyse des
événements d'inondation a ainsi été eﬀectuée selon une échelle temporelle plus ﬁne, permettant
d'identiﬁer des pics d'apparition d'événements moins étendus dans le temps.
Analyse de données criminologiques
Lors d'une troisième analyse (Section 9.6), nous étudions des données de criminologie, rela-
tives aux crimes et délits survenus sur le territoire de la ville de Chicago, entre 2001 et 2017.
Cette analyse s'est eﬀectuée sur trois jeux de données diﬀérents :
 Dans un premier temps (Section 9.6.2.1), nous avons étudié des événements de cambrio-
lages, survenus entre le 1er janvier 2017 et le 1er juillet 2017 ;
 Dans un second temps (Section 9.6.2.2), nous avons étudié des événements d'homicides,
survenus entre 2001 et 2015 ;
 Enﬁn (Section 9.6.2.3), nous avons eﬀectué une analyse de la distribution spatio-temporelle
des crimes violents, regroupant les vols avec violence (robbery) et les homicides, entre 2011
et 2013 ;
Analyse d'événements de cambriolage
L'étude des événements de cambriolage a eu pour but d'analyser si ces événements surviennent
aux mêmes moments de la journée, dans les diﬀérentes zones du territoire de Chicago. L'analyse a
permis d'identiﬁer deux zones présentant une distribution temporelle des cambriolages, au cours
de la journée, distincte de celle de l'ensemble de la ville : le North Side et le centre ville.
L'analyse a permis d'identiﬁer des zones de l'espace où les événements présentent une distri-
bution temporelle particulière sur une échelle d'une journée.
Analyse d'événements d'homicides
L'étude des événements d'homicides a eu pour but d'analyser les tendances localisées dans
l'évolution du nombre d'homicides entre 2001 et 2015 à Chicago. Nous avons observé :
 une légère diminution du nombre d'homicides entre 2001 et 2015 sur l'ensemble de la ville
de Chicago ;
 certaines zones de Chicago, comme le North Side et le centre-ville, où la diminution du
nombre d'homicides entre 2001 et 2015 est plus importante que sur l'ensemble de la ville.
L'analyse a permis d'identiﬁer des tendances localisées dans l'évolution de l'intensité du
phénomène sur le temps long.
Analyse d'événements de crimes violents
L'étude des crimes violents a eu pour but de comparer les représentations graphiques propo-
sées par GrAPHiST, avec deux cartes produites lors d'une étude de l'Institution for Social and
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Policy Studies de l'Université de Yale sur l'évolution du nombre de crimes violents entre 2011
et 2013 à Chicago [Papachristos, 2013](Figure 9.22).
L'analyse a montré l'intérêt de notre approche, qui combine, au sein d'une seule représenta-
tion cartographique, les informations contenues dans les deux cartes présentées dans l'étude de
l'Université de Yale.
Critiques et travaux futurs
Les limites présentées par certaines représentations graphiques lors des expé-
rimentations
Lors de nos expérimentations, il s'est avéré que le diagramme en dents de scie était plus
eﬃcace que le diagramme sinusoïdal pour rechercher des récurrences cycliques dans les données.
Le diagramme sinusoïdal, au contraire, induit des erreurs de lecture du moment d'apparition des
événements relatif au temps cyclique.
Pour ces raisons, nous avons majoritairement utilisé le diagramme en dents de scie, notam-
ment pour la recherche de récurrences cyclique. Le diagramme temporel circulaire était privilégié
pour l'analyse des clusters relatifs à une échelle temporelle cyclique. Le diagramme sinusoïdal,
permettant d'observer la continuité temporelle des diﬀérentes instances de l'échelle cyclique, a été
utilisé pour eﬀectuer des analyses de patterns relatifs au temps linéaire. Cependant, la plupart
de ces dernières ont également été eﬀectuées au moyen du diagramme temporel en dents de scie.
Lors de nos expérimentations, il s'est également avéré que la représentation des événements
sous une forme agrégée, dans la carte ou dans le diagramme, était plus eﬃcace pour identiﬁer
des patterns que la représentation de chaque événement par une entité ponctuelle, notamment
au sein d'importants jeux de données. Les analyses ont donc été principalement eﬀectuées en
utilisant une représentation agrégée des événements.
Travaux futurs : évaluer l'eﬃcacité de GrAPHiST par des tests utilisateurs
Les expérimentations présentées dans les chapitres 7 et 8 ont montré que l'environnement
GrAPHiST est fonctionnel : il est possible d'identiﬁer les diﬀérents patterns que nous avons
introduits dans le chapitre 2 au moyen de notre environnement.
Les cas d'étude du chapitre 9, et également celui du chapitre 7, ont montré le caractère gé-
nérique de notre approche, l'analyse exploratoire permise par GrAPHiST ayant été appliquée à
diﬀérents jeux de données, reliées à des problématiques de diﬀérentes natures.
Ces cas d'étude ont également montré diﬀérentes opportunités oﬀertes par l'analyse explora-
toire des dynamiques spatio-temporelles au moyen de l'outil :
 L'étude des batailles de la Guerre de Sécession (Chapitre 7) a montré qu'il était possible
de recréer le récit d'un épisode historique à partir de l'analyse des patterns présents dans
un jeu de données relatif à cet épisode de l'Histoire.
 L'étude des données d'accidents routiers (Section 9.4) présente un exemple d'analyse de la
localisation de ces événements selon la saison de l'année au cours de laquelle ils apparaissent.
Cette analyse peut aider à l'élaboration de politiques de sécurité routière visant à réduire
le nombre d'accidents.
 L'étude des épisodes d'inondation (Section 9.5) présente un exemple d'analyse des rythmes
annuels d'un phénomène naturel sur le temps long, ce qui peut aider à mettre en place des
politiques de prévision des risques liés à ce phénomène.
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 L'étude des cambriolages (Section 9.6.2.1) présente un exemple d'analyse de la localisa-
tion de ces événements selon le moment de la journée au cours duquel ils apparaissent.
Cette analyse peut aider à la mise en place de politiques de sûreté visant à restreindre ce
phénomène à court terme.
 L'étude des homicides (Section 9.6.2.2) présente un exemple d'analyse de l'évolution de la
criminalité sur le temps long, à travers diﬀérentes zones de l'espace. Cette analyse peut
aider à la mise en place de politiques publiques dans le but de réduire ce phénomène sur
le long terme.
L'étude des crimes violents (Section 9.6.2.3) a, quant à elle, présenté l'intérêt de nos re-
présentations graphiques par rapport à d'autres représentations plus classiques de la donnée
spatio-temporelle, pour localiser des pics d'intensité et des tendances localisées dans l'évolution
de l'intensité d'un phénomène.
La question qui se pose à présent est l'eﬃcacité de notre approche dans l'analyse des phéno-
mènes spatio-temporels : l'analyse exploratoire proposée parGrAPHiST présente-t-elle un intérêt
par rapport aux analyses utilisées actuellement pour étudier les phénomènes spatio-temporels ?
L'analyse proposée apporte-t-elle une meilleure précision ? Est-elle plus aisée à utiliser ? L'infor-
mation y est-elle plus facilement interprétable ?
L'étude de l'eﬃcacité de notre approche, en termes de facilité d'utilisation de GrAPHiST
et d'interprétation des résultats, peut faire l'objet de tests utilisateurs. Ces tests impliqueraient
plusieurs acteurs, qui auront pour tâche d'analyser une série de jeux de données prédéﬁnis, en
essayant d'identiﬁer des patterns connus de l'expérimentateur. Ces tests reviennent à répéter le
même type d'expérimentations que celles décrites dans le chapitre 8, en augmentant le nombre
d'utilisateurs. Ces tests pourraient alors donner une idée de la possibilité d'utilisation de notre
approche par un plus large public.
L'étude de l'eﬃcacité de notre approche exploratoire, par rapport à d'autres approches d'ana-
lyse utilisées pour étudier les phénomènes spatio-temporels, est plus complexe. Beaucoup de mé-
thodes d'analyse des phénomènes spatio-temporels sont en eﬀet développées de manière ad hoc
[Andrienko and Andrienko, 2006]. La comparaison de notre proposition avec d'autres méthodes
analytiques s'eﬀectuerait donc dans le cadre de problématiques métiers déﬁnies.
Un des apports de fait de notre approche, pour chaque problématique, est dû au caractère
exploratoire de l'approche, oﬀrant à l'analyste la possibilité d'étudier des jeux de données in-
connus de lui, mais dont l'analyse est susceptible d'apporter quelque chose à son domaine de
recherche. Dans ce cas, l'analyste doit savoir si l'étude des diﬀérentes dynamiques que nous nous
proposons d'analyser au travers de notre outil, présente un intérêt pour son domaine de recherche.
Une manière d'estimer l'eﬃcacité de notre approche dans l'analyse des phénomènes spatio-
temporels par rapport à d'autres méthodes, peut ainsi faire l'objet de tests qualitatifs. Au cours
de ceux-ci nous pourrions présenter GrAPHiST aux experts de diﬀérents domaines de notre
recherche, aﬁn qu'ils estiment si l'analyse des dynamiques, proposées par les diﬀérents scénarios
décrits dans le chapitre 6, peut être d'utilité dans leur domaine de recherche.
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Rappel de nos objectifs
Dans un contexte d'accroissement constant des données spatio-temporelles disponibles, notre
problématique est le manque d'approches génériques pour l'élaboration d'environnements de vi-
sualisation, permettant une analyse exploratoire des phénomènes spatio-temporels indépendante
du thème traité. Pour répondre à cette problématique, notre objectif est de proposer des mé-
thodes de modélisation des données spatio-temporelles, de représentation graphique, et d'interac-
tion permettant la mise en place d'une analyse exploratoire des dynamiques spatio-temporelles,
applicable à diﬀérents phénomènes.
Pour accomplir cet objectif, nous proposons GrAPHiST ((environnement de) Géovisualisa-
tion pour l'Analyse des PHénomènes Spatio-Temporels), un environnement de géovisualisation
devant permettre une analyse de phénomènes de diﬀérentes natures selon diﬀérentes échelles
spatiales ou temporelles, en mesure d'identiﬁer les quatre dynamiques que nous présentons dans
le chapitre (2).
Méthodologie mise en place
Notre premier travail (Repère 1 de la Figure 9.38) fut de déﬁnir, à travers l'établissement
d'un état de l'art des méthodes de modélisation du changement dans l'espace, une approche de
modélisation générique des données spatio-temporelles, aﬁn de permettre l'étude de phénomènes
de diﬀérentes natures au sein de GrAPHiST.
Notre second travail (Repère 2 de la Figure 9.38) fut l'établissement d'un état de l'art des
approches existantes de représentation visuelle de la donnée spatio-temporelle, dans le but d'iden-
tiﬁer les méthodes de représentation graphique et interactives, susceptibles de nous aider à conce-
voir notre environnement de visualisation, ainsi que les limites des environnements de visualisa-
tion actuels pour la recherche des dynamiques spatio-temporelles.
La troisième partie de notre travail (Repère 3 ) de la Figure 9.38) fut consacrée à l'élaboration
et à l'implémentation de GrAPHiST. Les procédés de visualisation proposés dans GrAPHiST de-
vaient dépasser les limites des environnements de géovisualisation actuels, identiﬁées dans l'état
de l'art.
La quatrième partie de notre travail (Repère 4 de la Figure 9.38) consista à formaliser diﬀé-
rents scénarios d'analyse, décrivant les actions devant être eﬀectuées par l'utilisateur au moyen
de GrAPHiST, pour identiﬁer chaque dynamique présentée dans le chapitre 2.
La dernière partie de notre travail (Repère 5 de la Figure 9.38) consista à appliquer notre
approche d'analyse exploratoire à diﬀérents cas d'étude, aﬁn de valider notre proposition.
Le développement de GrAPHiST s'est eﬀectué de manière empirique, selon une approche
bottom up. La structure de l'environnement, les représentations graphiques utilisées, les possibi-
lités d'interaction, les motifs graphiques recherchés et les stratégies d'utilisation ont évolué tout
au long du développement, jusqu'à l'achèvement de la phase d'expérimentation (Repère 6 de la
Figure 9.38). Ces modiﬁcations ont pour origine :
 l'identiﬁcation de nouveaux besoins, ou de nouvelles opportunités de visualisation, lors du
développement et de la phase d'expérimentation ;
 la découverte de méthodes existantes, pouvant servir de sources d'inspiration pour la créa-
tion de nouveaux outils d'analyse, ouvrant de nouvelles perspectives pour l'environnement ;
 les diﬃcultés rencontrées au cours de l'implémentation.
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Figure 9.38  Méthodologie de notre travail
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Contributions de la thèse
La contribution de ce travail se situe à diﬀérents niveaux :
 au niveau de la modélisation des données spatio-temporelles ;
 au niveau de la visualisation des phénomènes spatio-temporels ;
 au niveau de la formalisation d'une méthode d'analyse exploratoire.
Modélisation des données spatio-temporelles
Malgré les diﬀérentes approches existant dans la littérature, les progrès dans la modélisa-
tion des phénomènes spatio-temporels restent insuﬃsants et manquent notamment d'approches
génériques [Galton and Worboys, 2005, Haddad, 2009]. La modélisation des phénomènes reste
majoritairement guidée par le domaine d'application étudié. Ces phénomènes sont le plus sou-
vent décrits de manière ad hoc pour répondre à des besoins spéciﬁques au cas d'étude analysé,
et non en se basant sur une approche théorique [Peuquet, 2002, Yuan, 2007, Haddad, 2009].
Les phénomènes les plus souvent modélisés sont les phénomènes naturels. D'autres phénomènes,
comme les phénomènes sociaux, sont plus souvent modélisés de manière implicite, et non au
travers d'entités spatio-temporelles explicitement déﬁnies [Haddad, 2009].
La première contribution de notre travail est une approche de modélisation gé-
nérique des phénomènes spatio-temporels en séries d'événements, applicable à dif-
férents cas d'étude. Le modèle de données de GrAPHiST a pour objectif de permettre la
modélisation d'événements, pour lesquels les données disponibles permettent la description de
diﬀérentes phases de leur existence. Dans le cadre de cette thèse, nous nous sommes cependant
limités à la représentation d'événements ponctuels dans le temps et l'espace.
Visualisation des phénomènes spatio-temporels
L'établissement d'un état de l'art des méthodes de représentations graphiques des données
spatio-temporelles nous a permis de tirer les conclusions suivantes :
 L'utilisation d'environnements de géovisualisation à multi-fenêtrage apparaît comme la
méthode la plus adaptée pour l'analyse exploratoire de données spatio-temporelles. Ces
environnements peuvent intégrer d'autres méthodes de représentation (règles de symbolo-
gie, représentation en trois dimensions, small-multiples, animation) pour permettre à un
utilisateur d'eﬀectuer le lien entre les composantes temporelle et spatiale de la donnée.
 Les environnements de géovisualisation à multi-fenêtrage actuels présentent deux princi-
pales limites :
 Les représentations du temps utilisées ne permettent pas une recherche des récurrences
cycliques des phénomènes. Si ces environnements intègrent le temps cyclique, celui-ci
est représenté au travers d'échelles usuelles, calendaires (heures de la journée, jour
de la semaine, etc.). L'objectif de ces environnements n'est pas d'identiﬁer les com-
portements cycliques d'un phénomène, mais d'analyser, à travers une représentation
calendaire du temps, un phénomène pouvant être considéré à l'avance comme étant
cyclique.
 Les approches utilisées pour eﬀectuer le lien entre les dimensions temporelle et spa-
tiale passent majoritairement par une classiﬁcation des données selon leur composante
spatiale. Ce procédé permet l'analyse des événements à travers un découpage spéci-
ﬁque du territoire, mais nécessite d'énoncer a priori une hypothèse sur la distribution
spatio-temporelle des événements.
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Si certains environnements utilisent, à l'inverse, une approche passant par la classiﬁ-
cation et la représentation des données selon leur composante temporelle, peu d'en-
vironnements proposent d'allier les deux approches au sein d'une même interface de
visualisation.
Notre proposition tente de pallier à ces deux limites.
L'interface de visualisation de GrAPHiST suit le principe du multi-fenêtrage, et comporte :
 une fenêtre spatiale composée d'une carte d'inventaire, à la manière des environnements
PerSE [Swedberg and Peuquet, 2017] et Growth Ring Map [Bak et al., 2009, Andrienko
et al., 2011] ;
 une fenêtre temporelle composée de deux diagrammes :
 un diagramme temporel mixte, représentant le temps au travers d'une échelle linéaire
et d'une échelle cyclique ;
 un diagramme circulaire, inspirée du Rose Chart de Florence Nightingale [Nightin-
gale, 1858], représentant le temps selon une échelle temporelle cyclique, divisée selon
des intervalles temporels réguliers.
Notre seconde contribution est la formalisation d'un diagramme temporel mixte
basé sur la forme d'un signal en dents de scie, inspiré des diagrammes en tiles map.
Ce diagramme permet une lecture de la composante temporelle des données événementielles :
 selon le temps linéaire, en observant leur position le long de l'axe des abscisses ;
 selon une échelle cyclique, en observant leur position le long de l'axe des ordonnées.
En permettant, à l'instar de Spiral Graph [Weber et al., 2001], de modiﬁer de manière dyna-
mique et graduelle l'échelle cyclique représentée, ce diagramme autorise également la recherche
et l'identiﬁcation d'une réapparition cyclique des événements.
La troisième contribution de notre travail est une approche d'analyse des récur-
rences cycliques d'un phénomène, intégrant la dimension spatiale, à travers l'inter-
face de GrAPHiST.
L'analyse de cycles dans les données s'eﬀectue majoritairement sur un plan strictement tem-
porel, notamment en utilisant des méthodes d'analyses quantitatives comme les transformées de
Fourier. Peu d'analyses prennent en compte la dimension spatiale de ces cycles.
En intégrant l'analyse de récurrences cycliques, permise par le diagramme temporel mixte,
au sein d'un environnement de géovisualisation, et en permettant d'eﬀectuer le lien entre les
composantes spatiale et temporelle des événements, GrAPHiST permet de prendre en compte
la composante spatiale des événements lors de l'analyse des récurrences cycliques. Cette prise
en compte de la dimension spatiale permet alors l'identiﬁcation de comportements cycliques du
phénomène, localisés dans l'espace.
L'état de l'art a montré que les procédés utilisés dans les environnements de géovisualisation,
pour eﬀectuer le lien entre les composantes temporelle et spatiale des données, peuvent être :
 orientée de l'espace vers le temps (Time Wave [Li, 2010], PerSE [Swedberg and Peuquet,
2017]). La composante spatiale des phénomènes est alors projetée dans une représentation
temporelle.
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 orientée du temps vers l'espace (Growth Ring Map [Bak et al., 2009, Andrienko et al.,
2011]). La composante temporelle des phénomènes est alors projetée dans une représenta-
tion spatiale.
Notre quatrième contribution est de permettre de combiner ces deux approches,
en oﬀrant la possibilité d'analyser les phénomènes selon un point de vue orienté de
l'espace vers le temps, ou du temps vers l'espace, dans un même environnement de
visualisation. Les événements peuvent alors être représentés, au moyen de règles de symbologie,
en fonction :
 de leur lieu d'apparition ;
 de leur moment d'apparition relatif à une échelle temporelle linéaire ;
 de leur moment d'apparition relatif à une échelle temporelle cyclique.
La combinaison de ces deux approches oﬀre de nouvelles opportunités pour l'analyse explo-
ratoire des phénomènes spatio-temporels :
 La projection de la composante temporelle des phénomènes dans une représentation spatiale
permet une première phase d'analyse, durant laquelle l'utilisateur explore les données sans
hypothèse énoncée a priori sur leur organisation spatio-temporelle. Lors de cette première
phase, l'utilisateur peut identiﬁer certaines zones de l'espace, pour lesquelles il considère
que l'analyse peut être approfondie.
 La projection de la composante spatiale des phénomènes dans une représentation tem-
porelle permet une seconde phase d'analyse, durant laquelle l'utilisateur peut explorer la
composante temporelle du phénomène, à travers un découpage territorial formé par les
zones spatiales identiﬁées précédemment.
Cette approche fut appliquée aux cas d'étude présentés dans le chapitre 9. Les événements
sont d'abord analysés selon une entrée temporelle, qui permet une première observation de la
distribution spatio-temporelle des événements. L'analyse est ensuite approfondie au travers d'un
découpage territorial spéciﬁque pour chaque cas d'étude.
La cinquième contribution de notre travail est une proposition de représentation
des agrégats d'événements, spatialement ou temporellement proches, par une entité
graphique unique prenant la forme d'un Pie Chart.
Cette représentation permet de réduire le nombre d'entités graphiques visibles à l'écran,
rendant plus aisée l'identiﬁcation des concentrations d'événements et permettant de résoudre le
problème de superpositions d'entités graphiques proches, tout en représentant :
 le nombre d'événements agrégés ;
 la proportion des événements agrégés apparaissant dans chaque zone spatiale, ou durant
chaque intervalle temporel, utilisé pour classer les événements selon une composante di-
mensionnelle.
Cette représentation oﬀre la possibilité d'observer quels sont les intervalles temporels, ou les
zones spatiales, les plus représentés au sein d'un agrégat d'événements, permettant ainsi l'iden-
tiﬁcation visuelle de clusters dans la distribution spatio-temporelle des événements.
Les chapitres 7, 8 et 9 montrent que ce procédé permet une identiﬁcation de ces clusters, y
compris dans de larges jeux de données.
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Le chapitre 7 (Section 7.4.1.5) montre également l'avantage des Pie Charts pour identiﬁer
un déplacement global, au cours du temps, de la zone d'apparition des événements dans le
cas de larges jeux de données. En limitant le nombre d'entités graphiques à l'écran, tout en
gardant visible la proportion des événements agrégés apparaissant durant les mêmes intervalles
temporels, la représentation des agrégats d'événements spatialement proches sous la forme de
Pie Charts permet d'identiﬁer une dynamique globale du phénomène, là où un grand nombre
d'entités graphiques, pouvant se superposer, gênent la lecture de la carte.
Formalisation d'une analyse exploratoire des dynamiques spatio-temporelles,
indépendante du thème étudié
Une dernière contribution de notre travail est la formalisation d'une analyse ex-
ploratoire des dynamiques spatio-temporelles, applicable à diﬀérents phénomènes et
problématique de recherche, et déclinée en plusieurs scénarios selon l'objectif pour-
suivi.
Ces scénarios décrivent les actions devant être eﬀectuées par un utilisateur au moyen de
GrAPHiST :
 dans le but d'identiﬁer une dynamique parmi celles sur lesquelles nous nous focalisons, en
fonction du phénomène étudié et de la problématique dans laquelle il prend place ;
 selon que l'analyse soit eﬀectuée au travers d'une approche orientée de l'espace vers le
temps, où l'analyste suspecte une organisation spatio-temporelle particulière du phéno-
mène, ou au travers d'une approche orientée du temps vers l'espace, où l'analyste n'énonce
pas a priori d'hypothèse sur la structure spatio-temporelle du phénomène.
L'analyse formalisée dans ces scénarios est indépendante du thème dans lequel prennent place
les phénomènes étudiés. Ces scénarios peuvent ainsi être appliqués à l'étude de diﬀérents phé-
nomènes, dans le cadre de diﬀérentes problématiques. Les analyses présentées dans les chapitres
7, 8 et 9 s'eﬀectuent sur des jeux de données couvrant des problématiques diﬀérentes (recons-
titution du récit d'un épisode de l'Histoire, analyse des rythmes des phénomènes d'accidents
ou d'inondation, analyse de la distribution des événements de cambriolages durant la journée,
analyse de l'évolution du nombre d'homicides sur une période de quinze ans), et montrent le
caractère générique de l'analyse exploratoire formalisée.
Limites de notre approche
Limites dues au choix de se limiter aux événements ponctuels
La représentation d'événements ponctuels dans le temps et l'espace a inﬂuencé nos choix de
représentation graphique. Si l'utilisation de règles de symbologie, combinée à une repré-
sentation des événements proches par des agrégats prenant la forme de Pie Charts,
permet l'analyse d'entités spatio-temporelles ponctuelles, cette approche s'avère probléma-
tique pour l'analyse d'événements étendus dans le temps et l'espace.
La représentation de la composante spatiale d'événements étendus dans l'espace empêche
l'utilisation d'entités graphiques ponctuelles pour représenter des agrégats d'événements spatia-
lement proches. Des entités graphiques surfaciques peuvent être superposées dans la carte dans
le cas d'événements proches.
Certains environnements de géovisualisation utilisent la transparence pour répondre au pro-
blème de superposition d'entités surfaciques dans la carte. L'utilisation de la transparence rend
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cependant diﬃcile l'usage des variables de la couleur ou de la valeur pour représenter un événe-
ment en fonction de son moment d'apparition. Les couleurs ou les valeurs des entités superposées
s'additionnant, il est impossible d'identiﬁer les couleurs ou valeurs aﬀectées à chaque entité.
Le même problème se pose pour la représentation d'événements étendus dans le temps dans
le diagramme mixte. La composante temporelle de ces événements peut être représentée par des
entités graphiques linéaires, le long de la courbe du diagramme (Figure 5.7). Cette représenta-
tion créée cependant des problèmes de superposition des entités représentant des événements
temporellement proches. L'utilisation de la transparence pose alors les mêmes contraintes pour
l'utilisation de la couleur ou de la valeur pour représenter le lieu d'apparition de ces événements.
La représentation des événements duratifs pose également la question de leur représentation
dans le diagramme temporel circulaire : pour quel intervalle temporel, divisant l'échelle cyclique
représentée, l'événement doit-il être comptabilisé ? Doit-il être représenté au travers d'une seule
section du diagramme, ou l'événement doit-il être représenté au travers de l'ensemble des inter-
valles couverts par sa durée d'existence ?
Le choix s'est eﬀectué dans le cadre de l'élaboration de notre environnement selon une ap-
proche bottom up. Nous cherchions à faire émerger une formalisation de règles de symbologie
pour la représentation des événements spatio-temporels, à partir du développement empirique
de GrAPHiST. Ce choix fut, à l'origine, motivé par :
 le format ponctuel de la majorité des données disponibles ;
 le besoin de limiter nos axes de travail lors du développement de GrAPHiST.
Ce choix a inﬂuencé les décisions prises par la suite lors de l'implémentation des diﬀérentes
méthodes de représentation graphique. L'agrégation des événements proches, les règles de sym-
bologie utilisées, et l'utilisation de la forme des Pie Charts pour représenter des agrégats d'évé-
nements furent déterminées par ce choix. L'utilisation de ces méthodes exclut la repré-
sentation d'événements étendus dans le temps ou dans l'espace.
Ce changement de point de vue sur les données à représenter s'est cependant eﬀectué au cours
du développement de GrAPHiST, avant l'utilisation des règles de symbologie soit formalisée, et
non en amont du développement, lors d'une élaboration des spéciﬁcations de l'environnement.
En résulte un décalage entre notre modèle de données, censé permettre la modélisation d'évé-
nements étendus dans le temps ou dans l'espace, et notre interface de visualisation, limitée à la
représentation d'événements ponctuels.
Une autre conséquence du choix de se limiter aux événements ponctuels fut que,malgré une
modélisation permettant de décrire des événements spatio-temporels possédant dif-
férentes phases au cours de leur existence, les possibilités de représentations graphiques
de ce type d'événements n'ont pas été étudiées au cours du développement de GrA-
PHiST .
Cette limite de l'outil, en termes de représentations graphiques, ne représente cependant
pas un problème dans le cadre de l'analyse des phénomènes spatio-temporels, modélisés sous la
forme de séries événementielles. En eﬀet, l'identiﬁcation des dynamiques des phénomènes ne passe
pas par l'observation de l'évolution individuelle de chaque événement dans le temps, mais par
l'identiﬁcation de structures dans la distribution spatio-temporelle de l'ensemble des événements.
L'absence de représentations graphiques, permettant de représenter l'évolution des diﬀérentes
phases de chaque événement, est ainsi négligeable. L'enjeu principal des représentations gra-
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phiques n'est pas la représentation des phases de chaque événement, mais la représentation des
lieux et moments d'apparition de l'ensemble des événements composant le phénomène.
La représentation du temps cyclique dans le diagramme temporel sinusoïdal
Comme nous le précisons dans la section 5.3.3, la nature sinusoïdale d'une des formes prises
par le diagramme temporel mixte peut entraîner des erreurs d'interprétation du moment d'ap-
parition des événements, relatif à une échelle temporelle cyclique.
Ce dernier n'est pas représenté par la position de l'entité graphique correspondante le long
de l'axe des ordonnées, comme c'est le cas dans le diagramme en dents de scie, mais par la
position de l'entité graphique à l'intérieur d'une circonvolution de la courbe du diagramme. La
lecture d'un moment temporel relatif au temps cyclique est ainsi rendue moins aisée que dans le
diagramme en dents de scie.
Cette diﬃculté de lecture peut également être à l'origine d'erreurs d'interprétation dans la
recherche de cycles dans les données événementielle : deux points de la courbe du diagramme,
alignés parallèlement à l'axe des abscisses, peuvent ne pas représenter le même moment cyclique
(Figure 5.18).
Enﬁn, le modèle sinusoïdal de la courbe peut fausser la lecture des espacements temporels
entre les événements : une même longueur graphique représente un intervalle temporel plus im-
portant aux extrémités de la courbe qu'en son milieu.
Pour ces raisons, le diagramme temporel sinusoïdal, permettant néanmoins d'observer
la continuité temporelle des diﬀérentes instances de l'échelle cyclique représentée, est à réserver
à l'analyse des événements au travers du temps linéaire.
La validation de l'eﬃcacité de l'approche
Les analyses de cas d'étude présentées dans les chapitres 7, 8 et 9 ont montré que l'environ-
nement GrAPHiST permet l'identiﬁcation des patterns décrits dans le chapitre 2, et ont montré
que l'analyse exploratoire proposée peut être appliquée à diﬀérents phénomènes, dans le cadre
de diﬀérentes problématiques de recherche.
L'objectif de ces expérimentations était de montrer que l'environnement GrAPHiST est fonc-
tionnel. Nous souhaitions démontrer qu'il est possible d'identiﬁer des dynamiques, lors de l'ana-
lyse de diﬀérents phénomènes spatio-temporels au travers de GrAPHiST. En revanche, la
question de l'eﬃcacité de notre approche pour l'analyse des dynamiques des phéno-
mènes spatio-temporels reste posée, GrAPHiST n'ayant pas été confronté, ni à un panel
plus large d'utilisateurs, ni à une application comparée avec d'autres méthodes d'analyse des
phénomènes spatio-temporels.
Perspectives de recherche
Validation de l'eﬃcacité de l'approche
La première perspective de recherche concernant notre proposition est la validation de l'ef-
ﬁcacité de l'analyse exploratoire permise par GrAPHiST, pour l'étude des dynamiques des phé-
nomènes spatio-temporels.
384
Pour répondre à cette question, il est nécessaire que l'environnement GrAPHiST fasse l'objet
de tests utilisateurs. Ces tests peuvent porter :
 sur la facilité d'utilisation de l'environnement et de l'interprétation des résultats par un
utilisateur ;
Ces tests impliquent de soumettre un panel d'utilisateur au même type d'expérimentation
que celle eﬀectuée dans le chapitre 8. Les utilisateurs devront analyser une série de jeux de
données prédéﬁnis, aﬁn d'y identiﬁer des patterns connus de l'expérimentateur.
 sur l'intérêt de notre méthode d'analyse exploratoire, pour l'étude des dynamiques spatio-
temporelles des phénomènes, par rapport aux méthodes existantes.
La comparaison de notre approche avec les méthodes existantes doit s'eﬀectuer dans le cadre
de problématiques de recherche déﬁnies. Ces tests peuvent être qualitatifs, et consister en
une interview d'experts de diﬀérents domaines de notre recherche, sur l'intérêt qu'ils portent
à l'identiﬁcation des diﬀérentes dynamiques sur lesquelles nous nous sommes focalisés.
Élaboration de nouvelles méthodes de représentation graphique
Une perspective de recherche, pouvant être suivie dans la continuité de GrAPHiST, peut
être l'élaboration, et l'intégration dans l'environnement de visualisation de repré-
sentations graphiques adaptées aux événements non ponctuels, permettant d'étendre
l'analyse aux événements étendus dans le temps ou l'espace.
Comme nous le précisons auparavant, l'intégration d'événements surfaciques ou duratifs pose
le problème de l'incompatibilité de l'utilisation de la transparence pour représenter des entités
superposées, avec l'utilisation de la couleur ou de la valeur pour représenter une variable ratta-
chée à ces entités.
Permettre la représentation d'événements, étendus dans l'espace et le temps, demande alors :
 soit la mise au point de nouvelles règles de symbologie, compatibles avec l'utilisation de
la transparence, pour représenter les événements selon leur lieu ou selon leur moment
d'apparition ;
 soit l'utilisation d'autres méthodes de représentation graphique des données spatio-temporelles,
permettant de contourner la diﬃculté de combiner l'utilisation de règles de symbologie avec
l'utilisation de la transparence.
Une proposition élaborée dans le cadre de la thèse, mais qui n'a pas été implémentée dans
GrAPHiST, s'inscrit dans l'élaboration de nouvelles règles de symbologie. Le principe était d'uti-
liser la variable visuelle de l'orientation pour représenter les événements étendus dans l'espace,
en fonction de leur moment d'apparition relatif à une échelle cyclique. Pour permettre de combi-
ner cette règle de symbologie avec la transparence, la variable visuelle de l'orientation n'est pas
appliquée sur la texture des entités graphiques, mais à un symbole graphique rattaché à chaque
entité graphique, prenant la forme d'une ﬂèche (Figure 9.39). Le procédé est le suivant :
 Un symbole de la forme d'une ﬂèche est aﬀecté à chaque entité dans la carte.
 Le centre de la ﬂèche est positionné au barycentre de l'entité représentant l'événement.
 L'orientation de la ﬂèche, par rapport à l'axe vertical, représente son moment d'apparition
au travers de l'échelle cyclique utilisée. La ﬂèche est, pour chaque événement, l'allégorie
d'une horloge indiquant son moment d'apparition.
 La modiﬁcation de l'échelle cyclique représentée modiﬁe l'orientation des ﬂèches dans la
carte.
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Figure 9.39  Représentation du moment d'apparition des événements, au travers d'une échelle
temporelle cyclique, au moyen de l'orientation d'un symbole ﬂèche
Cette solution pourrait oﬀrir la possibilité de représenter les événements selon leur moment
d'apparition relatif à une échelle temporelle cyclique, sans que cette représentation soit impactée
par une superposition d'événements surfaciques dans la carte.
Figure 9.40  Identiﬁcation d'un cluster spatio-temporel relatif à une échelle cyclique, par
identiﬁcation d'un regroupement de symboles ﬂèches pointant dans la même direction
Un cluster relatif à une échelle cyclique serait alors observable par une concentration dans
l'espace de ﬂèches pointant dans la même direction. La recherche de récurrence cyclique passerait
par une modiﬁcation de la durée de l'échelle cyclique, jusqu'à observer un alignement des ﬂèches
dans une même direction (Figure 9.40).
Une autre perspective d'amélioration des représentations utilisées dans GrAPHiST, peut être
de représenter les agrégats d'événements dans la carte, non plus sous la forme de
Pie Charts, mais sous la forme de Rose Charts.
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La distribution temporelle des événements de chaque agrégat serait alors représentée, de la
même manière que dans le diagramme temporel circulaire, directement sur la carte. Le moment
d'apparition, relatif à l'échelle cyclique, des événements agrégés serait alors représenté non plus
par la couleur, mais par l'orientation. Cette approche pourrait permettre :
 une meilleure identiﬁcation du moment d'apparition des événements agrégés, selon l'échelle
temporelle cyclique, l'orientation des secteurs des Rose Charts étant l'allégorie des diﬀérents
secteurs d'une horloge ;
 une meilleure comparaison de la distribution temporelle des événements de chaque agrégat,
représentée par chaque Rose Chart de la carte, avec la distribution temporelle de l'ensemble
des événements, représentée par le Rose Chart du diagramme temporel circulaire.
Figure 9.41  Représentation des agrégats d'événements par des Rose Charts
Cette méthode pourrait cependant présenter plusieurs inconvénients :
 Les Pie Charts conservent la même surface graphique sur la carte, quelle que soit la dis-
tribution temporelle des événements agrégés. À l'inverse, les Rose Charts peuvent occuper
une surface plus ou moins importante, selon que le nombre de secteurs présentant un rayon
important est plus ou moins restreint. Les Rose Charts peuvent ainsi être moins visibles
que les Pie Charts dans la carte.
 La surface graphique des Pie Charts restant constante, celle-ci est toujours centrée sur les
coordonnées calculées pour le centre de l'agrégat d'événements. À l'inverse, si les événe-
ments représentés par un Rose Chart, apparaissent dans un même intervalle temporel, seuls
quelques secteurs du Rose Chart sont visibles sur la carte. La surface graphique créée n'est
alors plus centrée sur les coordonnées calculées pour le centre de l'agrégat d'événements,
ce qui peut fausser l'identiﬁcation de la localisation spatiale d'un cluster.
Perspectives d'amélioration de l'environnement GrAPHiST
D'autres perspectives peuvent concerner l'implémentation de l'environnement, dans le but
d'améliorer son fonctionnement. Parmi celles-ci, certaines pourraient permettre de rendre l'en-
vironnement utilisable par le plus grand nombre.
GrAPHiST a été implémentée sous la forme d'une application Web, reliée à une base de don-
nées PostgreSQL. Le format Web permet l'utilisation de notre approche au moyen d'un simple
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navigateur Internet, rendant plus aisée son utilisation par un large public, ce qui s'inscrit dans
notre volonté d'oﬀrir une méthode d'analyse généraliste des phénomènes spatio-temporels.
L'analyse d'un jeu de données nécessite cependant que ce dernier soit mis en forme, conformé-
ment au modèle de données décrit dans la section 5.1. Dans les chapitres 7, 8 et 9, nous mettons
en forme les données analysées au moyen de scripts SQL, créés de manière ad hoc pour chaque
jeu de données.
Aﬁn d'améliorer le caractère exportable de l'environnement, un des futurs travaux à eﬀec-
tuer consisterait à implémenter un outil permettant de mettre en forme les données
à analyser de manière plus automatique.
Une solution envisagée peut être l'utilisation d'une interface permettant à l'utilisateur d'im-
porter des jeux de données bruts, et de spéciﬁer quelles sont les composantes temporelles, spatiales
et thématiques des données importées. En fonction des critères déﬁnis par l'utilisateur, cette in-
terface peut faire appel à un script générique permettant de mettre en forme les données.
Une version plus aboutie de ce système pourrait également permettre l'import de jeux de
données sous la forme de séries temporelles, rattachées à des entités spatiales. Un script géné-
rique pourrait alors recomposer ces données sous un format événementiel. Un jeu de données
relatif à des mesures de pression atmosphérique eﬀectuées par diﬀérents capteurs, disséminés
dans l'espace, pourrait ainsi être recomposé sous la forme d'une série événementielle. Un événe-
ment serait déﬁni par le franchissement d'une valeur seuil par la variable mesurée pour un capteur.
Une autre option envisagée pour améliorer le caractère exportable de notre approche, est son
implémentation sous la forme de plug-in d'un environnement de géovisualisation
déjà existant, si possible largement utilisé, comme QGIS. Ceci permettrait, entre autres,
à l'utilisateur de combiner les outils proposés par notre approche, avec les analyses quantitatives
implémentées dans ces environnements.
Ces nouveaux développements, en rendant GrAPHiST plus facilement utilisable par un plus
grand nombre de personnes, peuvent également rendre plus aisée la mise en place de test utilisa-
teurs. Dans le cas de domaine de recherche où l'analyse des données est d'ores et déjà eﬀectuée au
moyen d'environnements de géovisualisation, l'implémentation de notre approche sous la forme
d'un plug-in pourrait également permettre la comparaison immédiate de notre méthode d'analyse
exploratoire, avec les approches d'analyse existantes.
Perspectives d'application
Les expérimentations eﬀectuées dans les chapitres 7 et 9 ont montré quelques perspectives
d'application de l'analyse permise par l'environnement GrAPHiST :
 une analyse exploratoire similaire à celle eﬀectuée dans le chapitre 7 peut aider à recons-
truire le récit de certains épisodes de l'Histoire à partir de données brutes ;
 l'analyse des accidents routiers peut intervenir dans la mise en place de politiques de sécurité
routière, adaptées à diﬀérentes régions de l'espace et à diﬀérents moments de l'année ;
 l'analyse des épisodes d'inondation peut faciliter la mise en place de politique de gestion du
risque, en permettant l'analyse des mécanismes de ce phénomène selon diﬀérentes régions
de l'espace ;
 l'analyse de la distribution spatio-temporelle des cambriolages selon une échelle tempo-
relle d'une journée permet de mettre en place des politiques de sûreté, permettant d'agir
rapidement sur ce phénomène ;
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 l'analyse de l'évolution du nombre d'homicides au cours du temps, selon diﬀérentes régions
de l'espace, peut intervenir dans la mise en place de politiques publiques et de sûreté, dans
le but de réduire ce phénomène sur le long-terme.
D'autres perspectives d'application peuvent également être imaginées :
 une analyse similaire à celle présentée dans le chapitre 7 peut être eﬀectuée sur des don-
nées d'épidémiologie, aﬁn d'aider à l'identiﬁcation des facteurs de propagation de certaines
épidémies, en recréant le récit de la diﬀusion de celles-ci ;
 une analyse des récurrences cycliques spatialisées, similaires à celles eﬀectuées dans le cha-
pitre 8, peut être appliquée à des données météorologiques, aﬁn d'aider à la prévision de
certains phénomènes. Une analyse similaire peut être eﬀectuée sur des données relatives
aux phénomènes sismiques.
Ces multiples perspectives d'application sont un argument supplémentaire pour parfaire l'im-
plémentation deGrAPHiST, dans le but de rendre celui-ci accessible et utilisable par le plus grand
nombre d'analystes possible.
GrAPHiST peut également être un socle pour l'élaboration et l'implémentation future de
nouvelles méthodes de représentation des données spatio-temporelles, qui pourraient étendre le
champ des analyses possibles des phénomènes spatio-temporels.
S'intéresser aux problématiques de mobilité, par exemple, implique de faire évoluer les moda-
lités de représentation oﬀertes par GrAPHiST. Si l'on considère comme phénomène un ensemble
de trajets d'individus eﬀectués durant une emprise spatio-temporelle déﬁnie, chaque trajet peut
être considéré comme un événement possédant :
 une phase décrivant un lieu et un moment de départ ;
 une phase décrivant un lieu et un moment d'arrivée ;
 plusieurs phases intermédiaires décrivant :
 soit les diﬀérents lieux de passage de l'individu, et le moment de son passage dans
chaque lieu ;
 soit les diﬀérentes portions de trajet parcourues par l'individu, et l'intervalle temporel
durant lequel il parcourt chaque portion.
Une solution pour étudier ce phénomène pourrait être d'intégrer à l'interface de GrAPHiST
des représentations graphiques permettant de traiter le cas d'événements possédant :
 plusieurs phases au cours de leur existence ;
 une géométrie linéaire.
Les perspectives ouvertes par ce travail sont donc nombreuses, tant dans son expérimenta-
tion, dans les futures méthodes de représentations pouvant être intégrées au socle constitué par
GrAPHiST, que dans les multiples domaines d'application de l'environnement.
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10.1 Vue générale
L'interface de GrAPHiST se compose (Figure 10.1) :
 d'une fenêtre spatiale ;
 d'une fenêtre temporelle ;
 d'une interface de contrôle.
Figure 10.1  Vue générale de l'interface de GrAPHiST
Le design de l'interface n'est pas dynamique et n'est pas adaptable à tout format d'écran.
L'interface a été designée pour un écran 24 pouces, en utilisant le navigateur Chrome. L'environ-
nement est également plus performant lorsque le navigateur Chrome est utilisé.
L'environnement GrAPHiST est consultable via cet URL : http://lig-tdcge.imag.fr/
TimeHelix-1.0/.
10.2 Fenêtre temporelle
La fenêtre temporelle se compose :
 du diagramme temporel mixte (Repère 1 de la Figure 10.2) ;
 du diagramme temporel circulaire (Repère 2 de la Figure 10.2), visible seulement quand
des événements ont été importés dans l'interface de visualisation.
Le diagramme indiqué par le Repère 3 de la Figure 10.2 est une timeline représentant l'éten-
due temporelle visualisable dans GrAPHiST. Celle-ci s'étant du 1er janvier 1800 au 1er janvier
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2020.
L'étendue temporelle représentée dans le diagramme mixte (Repère 1 de la Figure 10.2), cor-
respond à la zone grisée de la timeline indiquée par le Repère 3 (Repère 4 de la Figure 10.2).
Les bornes de cette étendue temporelle :
 sont représentées par les deux curseurs positionnés aux extrêmes de la zone grisée sur la
timeline (Repère 4 de la Figure 10.2) ;
 correspondent aux dates indiquées dans les deux champs de texte situés en dessous de la
timeline (Repères 5 et 6 de la Figure 10.2).
Cette étendue temporelle peut être modiﬁée :
 en faisant glisser les curseurs le long de la timeline ;
 en modiﬁant les dates indiquées dans les champs de texte.
Figure 10.2  Fenêtre temporelle de GrAPHiST
Lors d'un passage de la souris sur le diagramme temporel mixte, le moment temporel corres-
pondant à la position du curseur est aﬃché sur le diagramme (Repère 7 de la Figure 10.3). Le
diagramme indique la localisation temporelle de ce moment :
 selon une échelle temporelle linéaire (Repères 8 et 9 de la Figure 10.3) ;
 selon l'échelle temporelle cyclique utilisée (Repère 10 de la Figure 10.3).
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Figure 10.3  Diagramme mixte de GrAPHiST
10.3 Interface de contrôle de la fenêtre temporelle
Figure 10.4  Interface de contrôle de la fenêtre temporelle
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La durée de l'échelle temporelle cyclique peut être modiﬁée au travers de l'interface de
contrôle :
 en entrant une nouvelle durée au travers d'un champ de texte (Repère 1 de la Figure 10.4) ;
 au moyen d'un curseur (Repères 2 et 7 de la Figure 10.4). Au travers de ce dernier, la durée
de l'échelle cyclique peut être modiﬁée de manière graduelle entre deux valeurs extrêmes,
modiﬁables par l'utilisateur (Repères 8 et 9 de la Figure 10.4).
Après un import d'événements dans l'interface, les résultats renvoyés par la transformée de
Fourier sont positionnés sur l'axe présenté par le Repère 10.
L'interface permet également de modiﬁer le déphasage du diagramme temporel mixte, en
entrant une valeur dans un champ de texte (Repère 4 de la Figure 10.4), ou au moyen d'un
curseur (Repère 5 de la Figure 10.4).
L'utilisateur peut modiﬁer la forme prise par la courbe du diagramme temporel mixte (Re-
père 6 de la Figure 10.4).
La modiﬁcation de la durée de l'échelle cyclique peut s'eﬀectuer de manière animée. Le bouton
indiqué par le Repère 1 de la Figure 10.5 permet de lancer, ou d'arrêter une animation. Pour
chaque pas de temps de l'animation, un pas de modiﬁcation est ajouté à la durée de l'échelle
cyclique, jusqu'à ce que celle-ci atteigne la durée indiquée par le Repère 8 de la Figure 10.4.
Figure 10.5  Modiﬁcation de la durée de l'échelle temporelle cyclique par l'animation
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L'utilisateur peut également modiﬁer le pas de modiﬁcation (Repère 2 de la Figure 10.5) et
le pas de temps utilisés par l'animation (Repère 3 de la Figure 10.5).
10.4 Interface de contrôle de la fenêtre spatiale
Le fond de carte de la fenêtre spatiale est modiﬁable au moyen de l'interface de contrôle
(Figure 10.6).
Figure 10.6  Interface de contrôle de la fenêtre spatiale
10.5 Import d'événements
La fenêtre d'import des événements peut être ouverte à travers l'interface de contrôle (Figure
10.7). L'import des événements peut être long pour certains jeux de données. Si le navigateur
indique que la page ne répond plus, le script est encore en train de procéder.
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Figure 10.7  Fenêtre d'import des événements
Le choix d'un phénomène modiﬁe les emprises temporelle et spatiale représentées dans l'en-
vironnement.
Une fois un phénomène sélectionné au moyen de cette fenêtre, les événements à importer
peuvent être ﬁltrés selon leur composante thématique. Ce ﬁltre s'eﬀectue au travers d'une autre
fenêtre, pouvant être ouverte depuis l'interface de contrôle (Figure 10.8).
Figure 10.8  Fenêtre de ﬁltre thématique des événements
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10.6 Transformée de Fourier
Lors d'un import d'événements, une analyse par transformée de Fourier est eﬀectuée auto-
matiquement sur les données importées.
Le caractère automatique de l'analyse peut être désactivé dans l'interface de contrôle (Repère
1 de la Figure 10.9).
Figure 10.9  Interface de contrôle (transformée de Fourier)
L'interface de contrôle permet également :
 de relancer une analyse par transformée de Fourier, une fois les événements importés (Re-
père 2) ;
 d'ouvrir une fenêtre aﬃchant le signal créé à partir de la série événementielle, ainsi que le
spectre calculé (Repère 3) ;
 de modiﬁer la durée de la période d'échantillonnage du signal créé (Repère 4) ;
 de modiﬁer le nombre de résultats renvoyés (Repère 5) ;
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 dans le cas d'une représentation des événements selon leur moment d'apparition :
 de modiﬁer l'étendue des agrégats spatiaux utilisés pour constituer les sous-groupes
d'événements sur lesquels sont eﬀectuées des transformées de Fourier (Repère 6) ;
 d'aﬃcher ou non les enveloppes convexes de ces agrégats sur la carte (Repère 7).
Les résultats renvoyés par la transformée de Fourier sont représentés dans l'interface de
contrôle (Figure 10.10). Un clic sur les entités graphiques représentant les résultats trouvés
applique la valeur correspondante à la durée de l'échelle cyclique.
Figure 10.10  Représentation des résultats de la transformée de Fourier dans l'interface de
contrôle
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10.7 Modiﬁcation de la représentation graphique des événements
10.7.1 Diagramme temporel circulaire
Une fois les événements importés dans l'environnement, le diagramme circulaire est visible
dans la fenêtre temporelle (Figure 10.11). Le nombre de sections du diagramme circulaire est
modiﬁable :
 au moyen d'un curseur (Repère 1).
 au travers d'une entrée textuelle (Repère 2) ;
Figure 10.11  Diagramme temporel circulaire de GrAPHiST
10.7.2 Représentation des événements dans le diagramme mixte
L'interface de contrôle permet de choisir si les entités graphiques du diagramme mixte re-
présentent des événements de manière individuelle, ou représentent des agrégats d'événements
temporellement proches (Repère 1 de la Figure 10.12). Pour que le changement soit appliqué, il
est nécessaire de forcer la recréation de la courbe du diagramme temporel. Pour cela, il suﬃt de
cliquer sur le champ de texte indiqué par le Repère 2 de la Figure 10.12, et d'appuyer sur Entrée.
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Figure 10.12  Modiﬁcation de la représentation temporelle des événements
L'interface de contrôle permet également de modiﬁer les critères de représentation des agré-
gats. L'utilisateur peut modiﬁer :
 l'étendue temporelle couverte par les agrégats du diagramme mixte (Repère 1 de la Figure
10.13) ;
 le nombre d'événements agrégés à partir duquel la taille de l'entité graphique représentant
l'agrégat est calculée de manière logarithmique (Repère 2 de la Figure 10.13). Pour que le
changement soit appliqué, il est nécessaire de forcer la recréation de la courbe du diagramme
temporel. Pour cela, il suﬃt de cliquer sur le champ de texte indiqué par le Repère 2 de la
Figure 10.12, et d'appuyer sur Entrée.
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Figure 10.13  Modiﬁcation de la représentation des agrégats temporels
10.7.3 Représentation des événements dans la carte
L'interface de contrôle permet de choisir si les entités graphiques de la carte représentent
des événements de manière individuelle, ou représentent des agrégats d'événements spatialement
proches (Figure 10.14).
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Figure 10.14  Modiﬁcation de la représentation spatiale des événements
L'interface de contrôle permet de modiﬁer les critères de représentation des agrégats. L'uti-
lisateur peut modiﬁer :
 l'étendue spatiale couverte par les agrégats de la carte (Repère 1 de la Figure 10.15) ;
 le nombre d'événements agrégés à partir duquel la taille de l'entité graphique représentant
l'agrégat est calculée de manière logarithmique (Repère 2 de la Figure 10.15). Pour que le
changement soit appliqué, il est nécessaire de forcer la recréation des entités graphiques de
la carte. Pour cela, il suﬃt d'eﬀectuer un changement de l'échelle de la carte, au moyen
des outils de zoom.
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Figure 10.15  Modiﬁcation de la représentation des agrégats spatiaux
10.8 Sélection des événements
La sélection des événements s'eﬀectue :
 en choisissant un outil de sélection dans l'interface de contrôle (Repère 1 de la Figure
10.16) ;
 en sélectionnant les événements au moyen d'un cliquer-glisser dans la fenêtre correspon-
dante (la sélection présentée ici est une sélection spatiale, Repère 2 de la Figure 10.16).
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Figure 10.16  Sélection des événements dans GrAPHiST
Une fois des événements sélectionnés, leur composante thématique est présentée de manière
tabulaire dans l'interface de contrôle (Figure 10.17), et l'utilisateur peut masquer les événements
non-sélectionnés dans les diﬀérentes fenêtres de l'interface, au moyen de boutons situés sous le
diagramme temporel circulaire (Figure 10.18).
407
Partie V
Figure 10.17  Représentation de la composante thématique des événements dans GrAPHiST
Figure 10.18  Outils de brushing dans GrAPHiST
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10.9 Utilisation de la symbologie
Via l'interface de contrôle (Repère 1 de la Figure 10.19), l'utilisateur ouvre une fenêtre per-
mettant d'utiliser les règles de symbologie pour représenter les événements selon leur lieu ou
leur moment d'apparition (Repère 2 de la Figure 10.19). Cette fenêtre permet d'opter pour une
représentation des événements selon :
 leur lieu d'apparition (Repère 3 de la Figure 10.19) ;
 leur moment d'apparition relatif à une échelle linéaire (Repère 4 de la Figure 10.19) ;
 leur moment d'apparition relatif à une échelle cyclique (Repère 5 de la Figure 10.19).
Figure 10.19  Fenêtre de symbologie
10.9.1 Représentation des événements selon leur lieu d'apparition
Lorsqu'une représentation des événements selon leur lieu d'apparition est choisie, l'utilisateur
doit créer des zones spatiales permettant de classer les événements. Ces zones peuvent être :
 créées à la volée par l'utilisateur ;
Pour cela, l'utilisateur clique sur "Ajouter Zone" (Repère 1 de la Figure 10.20). Cette
action fait disparaitre la fenêtre actuelle. L'utilisateur peut alors créer sur la carte une
zone polygonale au moyen de la souris (Repère 2 de la Figure 10.20). Une fois la zone créée
(double-clic au moyen de la souris), la fenêtre réapparait.
 importées au moyen d'un geojson ;
L'utilisateur copie un geojson (au moyen d'un copier-coller) dans le champ de texte indiqué
par le Repère 3. L'utilisateur charge ensuite le geojson au moyen du bouton indiqué par
le Repère 4. Le geojson doit être au format présenté dans le ﬁchier defaut.geojson, envoyé
avec ce document.
Les zones créées à la volée peuvent également être récupérées sous un format geojson, en
cliquant sur le bouton indiqué par le Repère 5. Le geojson créé est aﬃché dans le champ de texte
indiqué par le Repère 3, et peut être récupéré par un copier/coller.
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Les zones créées peuvent être supprimées (Repère 6 de la Figure 10.20). Le bouton indiqué
par le Repère 7 permet de masquer le contour de ces zones dans la carte.
Les événements de chaque zone peuvent être masqués dans les diﬀérentes fenêtres de l'inter-
face. Pour cela, il suﬃt de décocher les checkbox (Repère 8 de la Figure 10.20), correspondant
aux zones dont les événements doivent être masqués.
Figure 10.20  Représentation des événements selon leur lieu d'apparition
Les couleurs aﬀectées à chaque zone peuvent être modiﬁées en cliquant sur la vignette corres-
pondante (Repère 1 de la Figure 10.21), puis en sélectionnant la couleur choisie dans une palette
de couleur (Repère 2 de la Figure 10.21).
Figure 10.21  Modiﬁcation des couleurs aﬀectées aux zones de classiﬁcation spatiale
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10.9.2 Représentation des événements selon leur moment d'apparition relatif
à une échelle linéaire
Lorsqu'une représentation des événements selon leur moment d'apparition relatif à une échelle
linéaire est choisie, l'utilisateur doit choisir le nombre d'intervalles temporels utilisés pour classer
les événements (Figure 10.22).
Figure 10.22  Représentation des événements selon leur moment d'apparition relatif à une
échelle temporelle linéaire
10.9.3 Représentation des événements selon leur moment d'apparition relatif
à une échelle cyclique
Lorsqu'une représentation des événements selon leur moment d'apparition relatif à une échelle
cyclique est choisie, l'utilisateur doit d'abord choisir le nombre de couleurs utilisées pour repré-
senter les événements (Figure 10.23).
Figure 10.23  Représentation des événements selon leur moment d'apparition relatif à une
échelle temporelle cyclique
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L'utilisateur choisi ensuite le nombre d'intervalles temporels utilisés pour classer les événe-
ments, en modiﬁant le nombre de sections utilisées dans le diagramme temporel circulaire (Figure
10.24).
Figure 10.24  Choix du nombre d'intervalles temporels utilisés pour classer les événements
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GrAPHiST
Une approche d'analyse exploratoire pour l'identiﬁcation des dynamiques des phénomènes spatio-
temporels.
Les données permettant de décrire des phénomènes spatio-temporels sont de plus en plus nombreuses. Ces nouvelles données peuvent alors
être éloignées de celles habituellement observées pour l'étude de certains phénomènes. Leur analyse, selon une approche hypothético-déductive
telle qu'elle est majoritairement eﬀectuée en statistique et dans les SIG, peut ainsi passer sous silence certaines informations insoupçonnées,
mais pertinentes, sur les dynamiques de ces phénomènes spatio-temporels.
Il peut alors être intéressant de simplement donner à voir les données, pour observer ce qu'elles ont à montrer, avant de les analyser. Ce
principe est celui de l'analyse exploratoire : le procédé est de permettre à un utilisateur d'eﬀectuer une exploration libre des données, au moyen
de représentations visuelles, aﬁn de mettre en lumière des structures ou des relations insoupçonnées. Aujourd'hui, l'analyse exploratoire est no-
tamment possible au moyen d'environnements de visualisation, intégrant diﬀérentes représentations graphiques et cartographiques interactives.
Les environnements de visualisation sont majoritairement développés de manière ad hoc, dans le cadre d'une thématique particulière. Or
l'émergence constante de nouvelles données incite à promouvoir des méthodes d'analyse applicables à des phénomènes de diﬀérentes natures.
En fonction de la problématique dans laquelle s'insèrent ces derniers, les dynamiques sur lesquelles va se focaliser l'analyse diﬀèrent. Analyser
un phénomène météorologique dans un but de prévision implique de s'intéresser aux récurrences cycliques du phénomène. Analyser l'évolution
d'une population pour la mise en place de politiques publiques implique d'analyser ce phénomène sur le temps long et selon diﬀérentes zones
de l'espace.
Notre objectif est de proposer une méthode d'analyse exploratoire des phénomènes spatio-temporels et de leurs dynamiques, indépendante
du thème traité. Pour cela, nous proposons un environnement de géovisualisation, GrAPHiST (Géovisualisation pour l'Analyse des PHé-
nomènes Spatio-Temporels), permettant l'analyse de diﬀérentes dynamiques, selon diﬀérentes échelles spatiales et temporelles (linéaires ou
cycliques). Développer cet environnement implique de s'interroger sur la modélisation du changement dans l'espace, la nature des dynamiques
spatio-temporelles à étudier, et les outils visuels et interactifs permettant de les identiﬁer.
Ainsi, les contributions de notre recherche se situent à plusieurs niveaux :
 une modélisation générique des phénomènes spatio-temporels, sous la forme de séries événementielles ;
 de nouvelles méthodes de représentations graphiques et interactives, autorisant la recherche et l'identiﬁcation des dynamiques spatio-
temporelles, notamment :
 l'introduction de diagrammes temporels interactifs permettant la recherche visuelle de récurrences cycliques dans les données
spatio-temporelles ;
 l'utilisation de règles de symbologie permettant la visualisation des relations entre les composantes temporelle et spatiale des
phénomènes ;
 de nouvelles méthodes de représentations des agrégats d'événements proches, permettant d'identiﬁer des structures dans leur
distribution spatio-temporelle ;
 la formalisation d'une approche d'analyse exploratoire des dynamiques spatio-temporelles, déclinée en plusieurs scénarios selon l'ob-
jectif poursuivi.
Nous validons notre approche en l'appliquant à l'analyse de diﬀérents jeux de données. L'objectif est de vériﬁer la possibilité d'identiﬁer
des dynamiques, relatives au temps linéaire ou cyclique, au moyen de GrAPHiST, et d'illustrer le caractère générique de l'approche, ainsi que
les opportunités d'analyse oﬀertes par l'environnement.
An exploratory analysis approach for the identiﬁcation of dynamics of spatio-temporal phenomena.
Datasets allowing the description of spatio-temporal phenomena are becoming ever more numerous. These new data can be very diﬀerent
from those usually observed for studying spatio-temporal phenomena. An analysis through a hypothetic-deductive approach, like is mainly
done in statistic and GIS domains, can lead to miss some unsuspected, but relevant, information about the dynamics of these spatio-temporal
phenomena.
It can be interesting then, to just present the data, to observe what they have to show, before analysing them. This is the principle of the
exploratory data analysis : the process is to allow a user to freely explore data, through visual representations, in order to highlight unsuspected
structures or relationships. Today, exploratory data analysis is possible through visualization environments, which integrate diﬀerent graphic
or cartographic interactive representations.
Visualization environments are mainly developed in an ad hoc manner, in the context of a particular thematic ﬁeld. However, the
constant appearance of new data encourages promoting analysis methods, which could be applied to several types of phenomena. According
to the domain related to these phenomena, the analysis will be focused on diﬀerent dynamics. Analysing a meteorological phenomenon, in a
forecasting purpose, implies a focus on the cyclic recurrences of the phenomenon. Analysing the increase of a population, for the purpose of
deciding public policies, implies an analysis of the phenomenon on a long-term, through diﬀerent spatial areas.
Our objective is to propose a method for the exploratory analysis of spatio-temporal phenomena and their dynamics, which would be
independent of the topic. In order to achieve this, we propose a geovisualization environment, GrAPHiST (Géovisualisation pour l'Analyse
des PHénomènes Spatio-Temporels ; Geovisualization for spatio-temporal phenomena analysis), allowing the analysis of several dyna-
mics, through diﬀerent spatial and temporal (linear or cyclic) scales. Developing this environment implies to focus on how spatial changes
are modelled, on the nature of the spatio-temporal dynamics we have to study, and on the visual and interactive tools, which allow the
identiﬁcation of these dynamics.
So, the contributions of our research can be found at several levels :
 a generic modelling approach of spatio-temporal phenomena, in the form of event series ;
 new graphical and interactive representation methods, which allow the investigation and the identiﬁcation of spatio-temporal dynamics,
including :
 the introduction of interactive temporal diagrams, which allow the visual research of cyclic recurrences in spatio-temporal
data ;
 the use of symbology rules, which allow the visualization of relationships between the spatial and temporal components of
phenomena ;
 new methods to represent aggregated closed events, which allow to identify structures in their spatio-temporal distribution ;
 the formalization of an exploratory approach for the spatio-temporal dynamics analysis, divided into several scenarios, according to
the purpose of the analysis.
We validate our proposition by applying it to the analysis of several datasets. The objective is to verify the possibility to identify
dynamics, related to linear or cyclic time, through the use of GrAPHiST, and to illustrate the generic aspect of the approach, as well as the
analysis opportunities given by the environment.
