Abstract. Let X be a complex space of pure dimension. We introduce fine sheaves A X q of (0, q)-currents, which coincides with the sheaves of smooth forms on the regular part of X, so that the associated Dolbeault complex yields a resolution of the structure sheaf O X . Our construction is based on intrinsic and quite explicit semi-global Koppelman formulas.
Introduction
The fundamental Dolbeault-Grothendieck lemma assures that a smooth∂-closed (0, q)-form on a complex n-dimensional manifold X is locally∂-exact if q ≥ 1 and holomorphic if q = 0. This means precisely that the sheaf complex
is exact, where E X p, * denote the fine sheaves of smooth (p, * )-forms on X; thus (1.1) -the Dolbeault complex -is a fine resolution of the structure sheaf O X . That a sheaf is fine means that it is a module over E X 0,0 and thus partitions of unity are possible. If E → X is a holomorphic vector bundle and O(E) is the associated locally free O Xmodule we then get, by the abstract de Rham theorem, the generalized DolbeaultGrothendieck isomorphism, i.e., the representation of the sheaf cohomology groups H q (X, O(E)) as the obstruction to global solvability of the∂-equation.
The main result of this paper is a generalization of the Dolbeault-Grothendieck lemma to reduced complex spaces. To achieve this we construct intrinsic quite explicit semi-global weighted Koppelman formulas on subvarieties X ⊂ Ω of pseudoconvex domains Ω ⊂ C N .
Abstractly, one can always find fine resolutions of O X as was realized by R. Godement and A. Grothendieck in the '50s and '60s, but these resolutions are naturally very abstract. More concrete Dolbeault resolutions of O X were constructed by Ancona-Gaveau for certain complex spaces in [1] , [2] , [3] ; in particular, their sheaves coincide with E X 0, * on the regular part of X. Ancona and Gaveau assume that X is normal, that X sing is a smooth manifold, and that there exists a desingularization of X with certain hypotheses on the exceptional divisor. Their sheaves of differential forms are then the differential forms on this desingularization specified by jet conditions along the exceptional divisor. Let X be a complex space of pure dimension n and let O X be the structure sheaf of (strongly) holomorphic functions. Locally, X can be considered as a subvariety of a domain Ω ⊂ C N , i : X ֒→ Ω, and then O X = O Ω /J X , where J X is the sheaf in Ω of holomorphic functions vanishing on X. In the same way we say that φ is a smooth (p, q)-form on X, φ ∈ E p,q (X), if given a local embedding, there is a smooth form Φ in a neighborhood in the ambient space such that φ = i * Φ on X reg . It is well-known that this defines an intrinsic sheaf E X p,q on X. It was proved by Malgrange, [29] , that if a smooth function φ ∈ E 0,0 (X) is∂-closed, i.e., holomorphic, on X reg , then φ is indeed (strongly) holomorphic. If φ is a smooth∂-closed (0, q)-form, q ≥ 1, on X and X is embedded as a reduced complete intersection in a pseudoconvex domain, then Henkin-Polyakov, [24] , proved that there is a solution u to∂u = φ on X reg (which is not Stein in general). It was an open question for long whether this holds in more generality. In [9] we proved 1 that if φ is a smooth∂-closed (0, q)-form on a Stein space then there is a solution to thē ∂u = φ on X reg . The proof is based on Koppelman formulas on X, and the smooth solution to∂u = φ in X reg is given (semiglobally) by an intrinsic integral formula u(z) = K φ(z), cf., Theorem 1.4 and (1.4) below. Similar, but non-intrinsic formulas were obtained by Henkin-Polyakov, [24] , in the special case of a reduced, embedded complete intersection. In [4] , Koppelman formulas of Bochner-Martinelli type are used but these do not produce solutions to the∂-equation. In the recent paper [25] the∂-equation is studied with integral formulas on a not necessarily reduced projective variety that is a (locally) complete intersection. Example 1.1. Let X be the germ of the curve at 0 ∈ C 2 defined by t → (t 3 , t 7 +t 8 ). If φ =wdz = 3(t 9 +t 10 )dt than one can verify that there is no solution ψ = f (t 3 , t 7 +t 8 ), with f smooth, to∂ψ = φ. See, e.g., [35] for other examples.
From the example it is clear that our solution u = K φ cannot have a smooth extension to X. However, it turns out that it has a current extension to all of X. For the definition of currents on X, see Section 2. It turns out that the singularities of u at X sing are quite "mild"; in particular we can multiply it with any smooth form and plug it into the integral operator K again so that the Koppelman formula still holds. The resulting currents can again be multiplied by a smooth form and plugged into the formulas, etc. The currents obtained in this way in a finite number of steps form sheaves A X q ; for the precise definition, see Section 7. Here is our main result. Theorem 1.2. Let X be a reduced complex space of pure dimension n. The sheaves A X q are fine sheaves of (0, q)-currents on X, they contain E X 0,q , and moreover (i) A X := q A X q is a module over E X 0, * , (ii) A X q | Xreg = E X 0,q | Xreg , (iii) the complex
By the abstract theorem of de Rham we immediately get the following 1 This material is published in [10] . Corollary 1.3. Let X be a reduced pure-dimensional complex space, let E → X be a holomorphic vector bundle, and let O(E) be the associated locally free O X -module. Then we have the representation of sheaf cohomology H q (X, O(E)) ≃ {ϕ ∈ A q (X, E);∂ϕ = 0} {∂u; u ∈ A q−1 (X, E)} , q ≥ 1.
The semiglobal Koppelman formulas from [9] hold for currents in A X . Theorem 1.4. Let X be an analytic subvariety of pure dimension of a pseudoconvex domain Ω ⊂ C N ; take any relatively compact subdomain Ω ′ ⋐ Ω and put X ′ = X ∩Ω ′ . There are integral operators K : A q+1 (X) → A q (X ′ ) and P : A 0 (X) → O(Ω ′ ) such that
3) φ(z) = K (∂φ)(z) + Pφ (z), z ∈ X ′ , φ ∈ A 0 (X).
The operators K and P are given as
where k and p are integral kernels on X × X ′ and X × Ω ′ respectively. These kernels are locally integrable with respect to ζ on X reg and the integrals are principal values at X sing . If φ vanishes in a neighborhood of an arbitrary point x ∈ X, then K φ is smooth at x. -Any meromorphic (k, 0)-form φ on X, defines a principal value current on X and ∂φ = 0 means that φ is in B X k , i.e., holomorphic in the sense of Barlet-HenkinPassare, cf., Example 2.8 below. The sheaf B X k is in general larger than the sheaf of (strongly) holomorphic (k, 0)-forms. Let W X 0,q be the sheaf of pseudomeromorphic (0, q)-currents µ with the so-called SEP, the standard extension property. The SEP means roughly speaking that µ is determined by its values on any dense Zariski open subset of X. For instance, W X contains all semi-meromorphic forms as well as push-forwards of such forms under modifications and simple projections X × Y → X.
For currents in W X 0, * we introduce a stronger notion for the∂-operator, denoted ∂ X , such that the following holds: If φ ∈ W 0,0 (X) and∂ X φ = 0 then φ ∈ O(X). If φ ∈ W 0,q (X), q ≥ 1, and X is Stein then there is a solution to the∂-equation on X reg ; cf. Proposition 1.5 below and the succeeding remarks. To explain the operator ∂ X , let us for simplicity here assume that X is Cohen-Macaulay and embedded in a pseudoconvex domain Ω ⊂ C N . From a locally free resolution of O X = O Ω /J X we derive, following the ideas in [12] , a vector-valued meromorphic (n, 0)-form ω on X such that∂ω = 0, i.e, ω is in B X n . We will show that the product u ∧ ω has a reasonable meaning when u is in W X . We say that a current u in W X 0, * is in Dom∂ X if there is φ ∈ W X 0, * +1 such that∂(u ∧ ω) = φ ∧ ω; we write this equation as∂ X u = φ. It turns out that then∂ X u = φ =∂u, that also φ is in Dom∂ X and that∂ X φ = 0. Since∂ω = 0 it follows directly that any smooth (0, * )-form u is in Dom∂ X (and that∂ X u =∂u). In general, the condition for u being in Dom∂ X can be interpreted as a subtle boundary condition on u at X sing , see Lemma 4.1. In case X is a reduced complete intersection, our definition coincides with the definition of∂ in [25] . Proposition 1.5. We use the notation from Theorem 1.4. Let φ be in W 0,q (X). If q ≥ 1, then K φ is defined and is in W 0,q−1 (X ′ ); if q = 0, then Pφ is defined and it is in O(Ω ′ ). If φ is in Dom∂ X , then the Koppelman formulas (1.2) and (1.3) hold for z ∈ X ′ reg . If φ ∈ W 0,0 (X) and∂ X φ = 0, thus φ ∈ O(X). If φ ∈ W 0,q+1 (X), and∂ X φ = 0, then there is u ∈ W 0,q (X ′ ) such that∂u = φ in X ′ reg . However, we do not know whether K φ, or any other u in W X 0, * that solves∂u = φ on X reg , is in Dom∂ X in general; if dim X = 1 then K φ is indeed in Dom∂ X , see Section 9 below. However, we can show that the difference of two such solutions is in fact (strongly) holomorphic if q = 1 and∂-exact on X reg if q > 1. By an elaboration of this kind of arguments we can get a global version of Proposition 1.5, see Theorem 1.8 in [10] .
Let us mention a few further applications of the Koppelman formulas (1.2) and (1.3). Let X and X ′ be as in Theorem 1.4 and let δ(z) be the distance to X sing . There is an integer
for some integer M not depending on φ, see [10] . Furthermore, if φ ∈ C K+1 0,0 (X) is ∂-closed on X reg , then φ ∈ O(X); this result was proved in [29] and [40] , but our formula gives an explicit holomorphic extension Pφ to ambient space Ω ′ .
One can incorporate extra weight factors into the Koppelman formulas. In [10] we use this techique to obtain results in the spirit of [21] . For instance, we prove that
reg with ∂u = φ there and δ −M u ∈ L p (X reg ). In [10] we also use extra weight factors to solve the∂-equation with compact support. As a consequence we relate extension results to the cohomological dimension ν of X. For instance, if ν ≥ 2, then the Hartog's extension phenomenon holds. Moreover, if φ is a smooth∂-closed (0, q)-form on X reg and q < ν − 1 − dim X sing , then there is a smooth solution to the∂-equation on X reg ; this was proved by Scheja by purely cohomological methods in the early '60s, [39] .
Let us also mention a few other works related to the∂-equation on complex spaces. In particular, the L 2 -∂-cohomology of (the regular part of) complex spaces (usually with respect to the non-complete metric given by embeddings) has been investigated in, e.g., [31] , [30] , [33] , [34] , [18] , [32] , [36] . Also Hölder and L p -estimates have been studied, first in [20] and later, using integral formulas, in, e.g., [35] , [37] .
We have organized the paper as follows. In Section 2 we recall the basic facts from [13] about pseudomeromorphic currents and introduce a slightly more general notion thereof. We also define the sheaf W X . Following the ideas in [12] , we introduce in Section 3 a certain residue current R associated to a subvariety of C N as well as the associated intrinsic structure form ω on X that is fundamental for the definition of the strong∂-operator,∂ X , in Section 4 and for the construction of the Koppelman formulas. In Section 5 we construct such formulas on a subvariety of a pseudoconvex domain Ω ⊂ C N by using a Koppelman formula in Ω and "concentrating" it to the subvariety by means of the current R. We use these results in Section 6 to obtain intrinsic semi-global Koppelman formulas on an arbitrary pure dimensional reduced complex space. We also prove Proposition 1.5. In Section 7 we define the sheaf A X and prove our main theorem. In Section 8 we provide a few examples that illustrates our construction. As special cases we get back the representation formulas of Stout and Hatziafratis in [41] and [22] for (strongly) holomorphic functions. In the case when X is a complex curve we strengthen our results in Section 9. Acknowledgement: We are grateful to the referee for careful reading and many important comments and suggestions.
2. The sheaves PM X and W X As in the smooth case, the sheaf C X p,q of currents of bidegree (p, q) on X is by definition the dual of D X n−q,n−p . Given a local embedding i : X ֒→ Ω ⊂ C N , thus, the currents µ ∈ C X p,q precisely correspond, via µ → i * µ, to the currents of bidegree (N − n + p, N − n + q) in the ambient space that vanish on all test forms ξ such that i * ξ = 0 on X reg . If u and µ are currents on X we say that∂u = µ if u.∂ξ = ±µ.ξ for all test forms ξ on X. This is equivalent to that∂(i * u) = i * µ in the ambient space.
Recall that in one complex variable x one can define the principal value current 1/x m , m ≥ 1, as the value at λ = 0 of the analytic continuation of |x| 2λ /x m . Then the residue current∂(1/x m ) is the value at λ = 0 of∂|x| 2λ /x m ; clearly it has its support at x = 0. Assume now that x j are holomorphic coordinates on C N . Since we can take tensor products of one-variable currents, we can form the current
where a 1 , . . . , a r are positive integers, a r+1 , . . . , a N are nonnegative integers, and γ is a smooth compactly supported form. Such a τ is called an elementary pseudomeromorphic current. It is commuting in the principal value factors and anti-commuting in the residue factors. Definition 2.1. We say that a current µ on X is pseudomeromorphic, µ ∈ PM(X), if it is locally a finite sum of pushforwards π * τ = π 1 * · · · π m * τ under maps
where each π j : X j → X j−1 is either a modification, a simple projection X j−1 × Z → X j−1 , or an open inclusion (i.e., X j is an open subset of X j−1 ), and τ is elementary on X m .
Remark 2.2. The notion of pseudomeromorphic currents on a complex manifold was introduced in [13] and the same definition works on our singular space X. The definition in [13] is however somewhat more restrictive as it does not allow simple projections. As we will see, all basic properties are preserved also for our class.
It is clear that the pseudomeromorphic currents on X define a subsheaf PM X of C X . It is closed under∂ and under exterior products with smooth forms since this is true for (finite sums of) elementary currents. Moreover, if µ ∈ PM(X) and V ⊂ X is an analytic subvariety, there is a unique pseudomeromorphic current 1 X\V µ on X, the so-called standard extension of the natural restriction of µ to the open set X \ V . If h is a holomorphic tuple such that V = {h = 0}, then |h| 2λ µ (a priori defined for Re λ ≫ 0) has a current valued analytic continuation to Re λ > −ǫ. The value at λ = 0 is precisely the current 1 X\V µ, i.e., we have
We can also obtain 1 X\V µ as a principal value: If χ is a smooth approximand of the characteristic function of [1, ∞) on R, then
It follows that the current
is in PM X and has support on V , and in particular that 1 V µ = µ if µ has support on V . The existence of (2.2) and the independence of h follow from the corresponding statements for elementary currents as in [13] , noting that if µ = π * τ , then
for Re λ ≫ 0. In the same way one can reduce the verification of (2.3) to the case with elementary currents. These operations satisfy the computation rule
In fact, if µ = π * τ , then, cf., (2.4),
and so (2.5) follows from the corresponding statement for the more restricted pseudomeromorphic currents in [13] , cf., Remark 2.2. 
(ii) (Dimension principle). If µ has bidegree ( * , p) and codim V > p, then µ = 0.
The dimension principle is crucial and will be used frequently.
Proof. Assume that µ = π * τ , where X m π −→ X is a composed map as in (2.1) and let
µ is the pushforward ofμ := 1 V m τ , which is pseudomeromorphic in the sense of [13] and has support on V m . If ξ ∈ O(X) vanishes on V , then π * ξ vanishes on V m and from [13] we then know that π * (ξ)μ = 0 and dπ * (ξ) ∧μ = 0. Hence, (2.7) holds and so (i) is proved. Now, choose a local embedding i : X ֒→ Ω ⊂ C N . If the hypotheses of (ii) hold, then i * µ is a current in Ω of bidegree (N − n + * , N − n + p) that has support on the variety i(V ), which has codimension > N − n + p. Moreover, dη ∧ i * µ = 0 for every holomorphic function η vanishing on i(V ) since
Arguing as in the proofs of Theorem 2.10 and Corollary 2.11 in Chapter III of [17] , it now follows that i * µ = 0, and hence µ = 0.
We say that µ ∈ PM(X) has the standard extension property, SEP, on X if 1 V µ = 0 for every subvariety V ⊂ X of positive codimension.
Definition 2.4 (The sheaf W X ). Let X be a complex space. We define W X as the subsheaf of PM X of currents with the SEP on X.
It is easy to check that
if φ is a smooth form and µ is pseudomeromorphic. It follows that the sheaf W X is closed under multiplication by smooth forms. If π : Y → X is either a modification or a simple projection, then π * maps W(Y ) → W(X). This follows from (2.6) since π −1 (V ) has positive codimension if V has positive codimension. -Let f be holomorphic on X. Then |f | 2λ /f has an analytic continuation to Re λ > −ǫ and the value at λ = 0 is a pseudomeromorphic current, that we denote 1/f , which coincides with the function 1/f where f is nonvanishing, see, e.g., [38] . We call it the principal value current 1/f associated with the meromorphic function 2 1/f . It follows from the dimension principle that 1/f has the SEP on X and hence is in W X . The product of such a current and a smooth form is called a semi-meromorphic current (or form) in X. It will be convenient to introduce a more general notion. Definition 2.5. We say that a current α on a complex space X is almost semimeromorphic if there is a smooth modification p :X → X and a semi-meromorphic currentα onX such that p * α = α.
Notice that almost semi-meromorphic currents (forms) are in W X . One can also verify that a current α on X is almost semi-meromorphic if and only if there is an analytic set V ⊂ X of positive codimension such that α is smooth on X \ V , and a smooth modification p :X → X, inducing a biholomorphismX \ p −1 (V ) → X \ V , such that (p| X\V ) * α extends to a semi-meromorphic current onX.
It follows that if α is almost semi-meromorphic in X and π : X ′ → X is a smooth modification, then the pullback π * α is well-defined and again almost semimeromorphic.
Remark 2.6. Let us say that α is locally (almost) semi-meromorphic if for each point there is a neighborhood where α is (almost) semi-meromorphic. For instance, if f is holomorphic in Ω ⊂ C N and γ is a test form with support in Ω, then the principal value current γ/f is semi-meromorphic in Ω and locally semi-meromorphic in C N . One can check that a current α on X is locally almost semi-meromorphic if and only if α is pseudomeromorphic in the sense of [13] , cf., Remark 2.2, and has the SEP. In fact, fix a point x and suppose that α is a finite sum of currents π * τ ℓ as in Remark 2.2 in a neighborhood of x. Let V be the union of the images π(V ℓ ), where for each ℓ, V ℓ is the affine subspace where the product of the residue factors in τ ℓ has its support. Then V is a germ of an analytic subset of X at x of positive codimension and hence by the SEP, 1 V α = 0. Thus α is the push-forward of elementary currents with no residue factors, and hence it is almost semi-meromorphic at x. ✷ Proposition 2.7. Let α be almost semi-meromorphic on X. For each µ ∈ W(X), the current α ∧ µ, a priori defined where α is smooth, has a unique extension to a current in W(X).
It is natural to let α ∧ µ denote this extension as well.
Proof. For the uniqueness of an extension of α ∧ µ in W(X) we only have to observe that two currents with the SEP on X, that coincide outside an analytic set of positive codimension, must be equal everywhere. Let V = {h = 0} ⊂ X be an analytic subset of positive codimension such that α is smooth in X \ V . We claim that the analytic continuation
exists and defines a current ν ∈ PM(X). It is clearly a pseudomeromorphic extension of α ∧ µ from X \ V to X, and since µ has the SEP, it follows that 1 A ν = 0 in X \ V for any analytic subset A ⊂ X with positive codimension. Moreover,
and in view of (2.5) we can conclude that ν has the SEP in X and thus is in W(X).
To prove the claim, let µ = π * τ , where π : X m → X is a composition of modifications, simple projections, and open inclusions as in (2.1), and τ is elementary on X m . Let p :X → X be a smooth modification and letα be a semi-meromorphic current onX such that p * α = α. By a standard argument (2.1) can be extended to a commutative diagram
so that each vertical map is a modification and eachπ j :X j →X j−1 is either a modification, a simple projection, or an open inclusion. Now, letπ denote the composition of the maps in the first row of (2.10). Thenα :=π * p * α =π * α is semi-meromorphic onX m and moreover, there is an elementary (or at least a pseudomeromorphic in the sense of [13] ) currentτ onX m such that (p m ) * τ = τ . It follows from Proposition 2.1 in [13] that λ → |π * p * h| 2λα ∧τ has an analytic continuation to Re λ > −ǫ and that the value at λ = 0 defines a pseudomeromorphic currentν onX m . Thus, the analytic continuation (2.9) exists and ν = |h| 2λ α ∧ µ| λ=0 = p * π * ν ∈ PM(X).
Example 2.8. Let W be a hypersurface in X. We claim that if α ∈ PM k,0 (X) and the restriction α ′ to X \ W is holomorphic, then α is meromorphic on X. In fact, by assumption, α ′ has a current extension to X, so if we have an embedding i : X ֒→ Ω, then the current i * α ′ , a priori defined in Ω \ W , has a current extension to Ω. By [23, Theorem 1] , α ′ has a meromorphic extensionα to X, and since both α andα are in PM were defined in this way in [23] but introduced earlier by Barlet, [15] , in a different way, see [23, Remark 5] .
Example 2.9. Let a 1 , . . . , a p be holomorphic on X. Following [13] we can inductively define the pseudomeromorphic currents
Then µ p has support on the set V = {a p = · · · = a 1 = 0}. If X is smooth and codim V = p, then µ p is the so-called Coleff-Herrera product; see [16] and [26] for a thourough discussion of various possible definitions.
3. The notion of structure form ω on X To begin with, let i : X ֒→ Ω be a (reduced) hypersurface in a pseudoconvex domain Ω ⊂ C n+1 , i.e., X = {f = 0} where f is holomorphic in Ω and df = 0 on
on X, then ω := i * ω ′ is a meromorphic form on X that is independent of the choice of ω ′ , and the classical Leray residue formula states that for test forms ψ of bidegree (0, n − 1), the principle value integral X ω∧i * ψ is equal to the action of the residue current∂(1/f ) on the test form ψdζ 1 ∧ . . . ∧dζ n+1 . This equality can be rephrased as
If ∂f /∂ζ n+1 is not vanishing identically on (any irreducible component of) X, one can take, e.g., ω ′ = 1/(∂f /∂ζ n+1 )dζ 1 ∧ . . . ∧dζ n . Notice that under this assumption on f , any meromorphic form on X can be written hdζ 1 ∧ . . . ∧dζ n for a unique meromorphic function h. It follows from (3.2) that∂ω = 0 so ω is in B n (X), cf., Example 2.8. The form ω also has the following two properties:
(ii) If α is in B X n then α = hω for some h in O X . Since any meromorphic (n, 0)-form α is hω for a unique meromorphic function h, (i) and (ii) are in fact equivalent; for a proof of (i), see, e.g., [23, Remark 3] or below.
For the rest of this section let i : X ֒→ Ω ⊂ C N be a pure n-dimensional subvariety of the pseudoconvex domain Ω, and let p := N − n be its codimension. We will introduce an almost semimeromorphic form ω on X, that satisfies an analogue of (3.2). In a reasonable sense it will also fulfill (i) and (ii). It can be noted that ω plays a central role in [11] . To begin with we look for an adequate generalization of the residue current∂(1/f ).
If f is any holomorphic function, then a holomorphic function φ is in the ideal (f ) generated by f if and only if φ∂(1/f ) = 0. Given any ideal sheaf J in Ω, in [12] was constructed a residue current R such that (3.3) φ ∈ J if and only if φR = 0 if φ ∈ O Ω . It is thus reasonable to consider R when J = J X is the radical ideal sheaf J = J X associated with X, so let us first recall its definition. In a slightly smaller set, still denoted Ω, there is a free resolution
of the sheaf O Ω /J X ; here E k are trivial vector bundles over Ω and E 0 ≃ C × Ω is the trivial line bundle. This resolution induces a complex of vector bundles
that is pointwise exact outside X. Let X k be the set where f k does not have optimal rank. Then
these sets are independent of the choice of resolution and thus invariants of the sheaf
Since F has pure codimension p (i.e., no embedded prime ideals),
see Corollary 20.14 in [19] . There is a free resolution (3.4) if and only if X k = ∅ for k > m. Thus we can always have m ≤ N − 1. The variety is Cohen-Macaulay, i.e., the sheaf F is Cohen-Macaulay, if and only if X k = ∅ for k ≥ p + 1. In this case we can thus choose a resolution (3.4) with m = p. If we define
The sets X k are independent of the choice of embedding, see [14, Lemma 4.2] , and are thus intrinsic subvarieties of the complex space X and reflect the complexity of the singularities of X.
Let us now choose Hermitian metrics on the bundles E k . We then refer to (3.4) as a Hermitian free resolution of O X /J X in Ω.
In Ω \ X k we have a well-defined vector bundle morphism σ k+1 : E k → E k+1 , if we require that σ k+1 vanishes on (Im f k+1 ) ⊥ , takes values in (Ker f k+1 ) ⊥ and that f k+1 σ k+1 is the identity on Im f k+1 . Following [12] we define the smooth E k -valued forms
in Ω \ X; for the second equality, see [12, (2. 3)]. We have that
in Ω\X. If f := ⊕f k and u := u k , then these relations can be written economically as ∇ f u = 1 where ∇ f := f −∂. To make the algebraic machinery work properly one has to introduce a superstructure on the bundle E =: ⊕E k so that vectors in E 2k are even and vectors in E 2k+1 are odd, and hence f , σ := ⊕σ k , and u := u k are odd. For details, see [12] . It turns out that u has a (necessarily unique) almost semi-meromorphic extension U to Ω, and the current R is defined by the relation
If F is any holomorphic tuple that vanishes on X, then
Thus R has support on X and is a sum R k , where R k is a pseudomeromorphic E k -valued current of bidegree (0, k). It follows from the dimension principle that R = R p + R p+1 + · · · + R N . Since we can always choose a resolution that ends at level N − 1, cf., (3.6), we may assume that R N = 0. If X is Cohen-Macaulay and
Remark 3.1. If J is an arbitrary ideal sheaf and R is defined in the same way as above, then (3.3) holds, [12] . In case J is Cohen-Macaulay, one can express this duality in a way that only involves the smooth form u in Ω \ X, where X is the zero set of J , see [12, Theorem 4.2] . This result was recently proved algebraically in [28] with no reference to residue calculus and resolution of singularities.
Remark 3.2. In case J is generated by the single function f , then we have the free
thus U is just the principal value current 1/f and R =∂(1/f ).
Notice that (3.4) gives rise to the dual Hermitian complex
there is a (trivial) Hermitian vector bundle F in Ω and a holomorphic morphism g : E p → F such that
) is exact. Since f p+1 has constant rank outside X p+1 , also f * p+1 has, and it follows that g has as well. Outside X p+1 we can thus define the mapping σ F : F → E p such that σ F = 0 on (Im g) ⊥ ⊂ F , σ F g = Id on (Ker g) ⊥ = (Im f p+1 ) ⊥ and Im σ F is orthogonal to Ker g. If m = p, then we can take F = E p and g = Id.
Let dζ := dζ 1 ∧ . . . ∧dζ N . We also introduce the notation
so that f r becomes a holomorphic section of Hom (E r , E r−1 ). Notice that for k ≥ 1,
Proposition 3.3. Let (3.4) be a Hermitian free resolution of O Ω /J X in Ω and let R be the associated residue current. Then there is a unique almost semi-meromorphic current ω = ω 0 + ω 1 + · · · + ω n−1 on X, where ω r has bidegree (n, r) and takes values in E r , such that
Moreover,
and (3.14)
for some M > 0, where δ is the distance to X sing . Assume that (3.11) is exact. The forms α k , 1 ≤ k ≤ n−1, defined and smooth outside X k , and σ F , defined and smooth outside X 1 , extend to almost semimermorphic currents on X. There is an F -valued section ϑ of B X n such that (3.15)
We say that ω so obtained is a structure form on X. The products in (3.
. . , ζ ′′ p ) and that A := det(∂a/∂ζ ′′ ) = 0 at x. We also note that
Now, J X is generated by a = (a 1 , . . . , a p ) at x and so the Koszul complex generated by the a j provides a minimal resolution of O Ω /J X there. The associated residue current R a = R a p is just the Coleff-Herrera product formed from the tuple a, cf., Section 8. The original resolution (3.4) contains the Koszul complex as a direct summand in a neighborhood of x and so it follows from Theorem 4.4 in [12] that (3.17)
where α is a smooth section of E p close to x. By the Poincaré-Lelong formula thus
close to x. If ω 0 is the pullback of ±(2πi) p α dζ ′ /A to X reg , then the preceding equation means that
where ψ is a test form with support close to x. Thus ω 0 is determined by R p and so it extends to a global E p -valued (n, 0)-form on X reg , still denoted ω 0 . Since σ p+1 u p = 0 outside X p+1 , cf., (3.8), we find that R p and hence ω 0 takes values in (Im f p+1 ) ⊥ ⊂ E p , cf., (3.9) and (3.19) . Thus ω 0 = σ F gω 0 = σ F ϑ where ϑ := gω 0 . On X reg we have
since gf p+1 = 0. Thus∂ϑ = 0 and from Example 2.8 we conclude that ϑ is a section of B X n .
Let a F be the Fitting ideal of g, restricted to X, i.e., the ideal (on X) generated by the r × r-minors of g, where r is the generic rank of g; notice that g has rank r on X \ X 1 . Let a k be the Fitting ideals of f k , k = 1, . . . , n − 1. By Hironaka's theorem there is a smooth modification τ :X → X such that all the ideals τ * a F , τ * a 1 , . . . , τ * a n−1 are principal onX. This means that there are holomorphic sections s F , s 1 , . . . , s n−1 of line bundles onX that generate these ideals. It follows from [12, Lemma 2.1] that τ * σ F = β F /s F and τ * σ k = β k /s k , k ≥ 1, where β F and β k are smooth. Hence, τ * α k =∂β k /s k . We conclude that σ F as well as α k are almost semi-meromorphic on X.
Let us now define ω r inductively by (3.16). We claim that
If k = 0 it is just (3.19). Assume (3.20) is proved for k − 1. It follows from (3.8) and (3.9) that R p+k = α p+k R p+k−1 in Ω \ X p+k+1 . In this set we thus have that
, where h is a holomorphic tuple that cuts out X p+k , cf., (2.3). Then i * (i * χ δ ω k ) = χ δ R k ∧dζ. Now χ δ R p+k → R p+k in view of (3.6) and the dimension principle, and i * χ δ ω k → ω k , and hence (3.20) holds in Ω. The estimate (3.14) follows since it holds for Θ, being a tuple of meromorphic forms on X that are holomorphic on X reg , and for each of i * σ F , α 1 , . . . , α n−1 . Finally, (3.13)
Let Θ be an F -valued meromorphic form in Ω such that i * Θ = ϑ. Notice that
We will now discuss generalizations of (i) and (ii) above. It is proved in [7] that if Φ is meromorphic in Ω, then φ := i * Φ is in O X if and only if ∇ f (ΦR) = 0 in Ω. Combining with Proposition 3.3 we get: (i) ′ If φ is a meromorphic function on X, then φ is in O X if and only if ∇ f (φω) = 0 on X.
Let Ω k denote the sheaf O(Λ k T * 1,0 (Ω)). Let ξdζ be a section of the sheaf
n . The minus signs appear since f is an odd mapping with respect to the superstrucure. Moreover, if ξ = f * p η for η ∈ O(E * p−1 ), then ξ · ω 0 = f * p η · ω 0 = −η · f p ω 0 = 0. We thus have a sheaf mapping
The mapping (3.22) is an isomorphism, and it is independent of the specific choice of resolution, hence establishing an isomorphism
This isomorphism is well-known, cf., [23, Remark 5] . Our contribution is the realization (3.22). Thus B X n is coherent and we have:
is a so-called Coleff-Herrera current with respect to X (taking values in the holomorphic vector bundle Λ N T * 1,0 (Ω)) that is annihilated by J X , cf., [8] . Thus we have mappings
defined by ξdζ → ξ · ω 0 and h → i * h. The latter mapping is certainly injective. The composed mapping is an isomorphism according to [8 
Hence the proposition follows.
We conclude with a lemma that roughly speaking says that one can "divide" by ω. 
and Example 1] that locally there is a holomorphic E
. By a partition of unity we can find a global smoothã such that R p ∧ã = [X] in Ω. Sinceã ∧ Φ has bidegree (N, q), there is an E * p -valued smooth (0, q)-form Φ ′ in Ω such thatã ∧ Φ = dζ ∧ Φ ′ . For every test form Ψ in Ω we now get
An algebraic counterpart of the factorization R p ∧a = [X] appeared in [27] in case X is Cohen-Macaulay; then one can take a = df 1 df 2 · · · df p .
The strong∂-operator on X
Let ω be a structure form on X, and let χ δ := χ(|h|/δ), where χ is a smooth approximand of the characteristic function of [1, ∞), and h is a holomorphic tuple such that X sing = {h = 0}. Notice that if α ∈ W(X), then
In fact, since 1 X sing α = 0 and f is smooth we have that 1 X sing f α = 0; hence the first equivalence follows. For the second one, consider the equalitȳ
Since χ δ α → α it follows that 1 X sing∂ α = lim(1−χ δ )∂α = 0 if and only if∂χ δ ∧α → 0.
Lemma 4.1. Assume that µ ∈ W(X).
(ii) If∂µ ∈ W(X reg ) and (4.3) holds, then there is τ ∈ W(X) such that (4.2) holds.
From Proposition 2.7 we know that µ ∧ ω is a well-defined current in W(X).
Proof. Assume that (4.2) holds. Then −1 X sing ∇ f (µ ∧ ω) = 1 X sing τ ∧ ω = 0, since τ ∧ω is in W(X). Thus (4.3) holds, in view of (4.1). Since ω is smooth on X reg and ∇ f ω = 0, (4.2) implies that∂µ∧ω 0 = τ ∧ω 0 on X reg . It follows from Lemma 3.5 that ∂µ = τ on X reg . Moreover, from (4.3) and Lemma 3.5 we find that∂χ δ ∧µ → 0, so that, cf., (4.1), 1 X sing∂ µ = 0. It follows that∂µ = 1 Xreg∂ µ = τ . Thus (i) is proved.
If∂µ has the SEP on X reg , then τ := 1 Xreg∂ µ has the SEP on X and hence is in W(X). Since ω is smooth on X reg , −∇ f (µ∧ω) = τ ∧ω there. In view of (4.3) and (4.1), 1 X sing ∇ f (µ∧ω) = 0, and since ∇ f (µ∧ω) has the SEP on X reg it follows that it has the SEP on X, i.e., is in W(X). Since ω is smooth on X reg , (4.2) holds on X reg . Since both sides have the SEP, the equality must hold on X.
Let x be a point in an arbitrary complex space X. By choosing local embeddings X ֒→ Ω ⊂ C N at x and Hermitian free resolutions of O Ω /J X (and choice of coordinates on Ω, cf., (3.12)) we get the collection S x of all structure forms ω at x.
Given µ, τ ∈ W X 0, * ,x we say that∂ X µ = τ at x if (4.2) holds at x for all ω ∈ S x . It follows from Lemma 4.1 that∂ X µ = τ if and only if∂µ = τ and the "boundary condition" (4.3) holds for every ω ∈ S x . Definition 4.2 (The sheaves Dom q∂X ). We say that a (0, q)-current µ is a section of Dom q∂X in the open set U ⊂ X if µ ∈ W 0,q (U ) and there is τ ∈ W 0,q+1 (U ) such that∂ X µ = τ in U , i.e.,∂ X µ = τ at each point x ∈ U .
If µ ∈ W(X) is smooth on X reg , then it follows from Lemma 4.1 that µ ∈ Dom q∂X if and only if (4.3) holds at each x ∈ X for each ω ∈ S x . If µ is smooth on X, then ∂(µ∧ω) has the SEP, and so (4.3) holds for each ω. Thus E X 0,q is a subsheaf of Dom q∂X . Proposition 4.3. The sheaves Dom * ∂X are E X 0, * -modules and
is a complex. Moreover, the kernel of∂ in Dom 0∂X is O X .
When dim X = 1 the complex (4.4) is exact, i.e., a fine resolution of O X , see Section 9 below. We do not know whether this is true if dim X > 1.
Proof. Assume that µ is in Dom∂ X and that ω ∈ S x . In view of Lemma 4.1, µ and∂µ are both in W X and (4.3) holds. Since ω is smooth on X reg and ∇ f ω = 0, ∇ f (∂χ δ ∧µ∧ω) = −∂χ δ ∧∂µ∧ω. Therefore (4.3), with µ replaced by∂µ, holds as well and it follows from Lemma 4.1 that∂µ ∈ Dom∂ X . Moreover, if ξ is smooth it is clear that (4.3) holds with µ replaced by ξ∧µ. Since∂(∂µ) = 0 and∂(ξ∧µ) is in W X we conclude that ξ ∧ µ ∈ Dom∂ X . Now assume µ ∈ W X 0,0 and (4.2) holds with τ = 0. Then∂µ = 0 by Lemma 4.1 and hence µ is holomorphic on X reg , and has a meromorphic extension to X, cf., Example 2.8. Thus µ ∈ O X in view of (i) ′ above.
If (4.2) holds at x for a given ω ∈ S x , then in particular,∂(µ∧ω 0 ) ± µf p+1 ω 1 = τ ∧ω 0 . Applying various ξ ∈ O(E * p ) with f * p+1 ξ = 0 to this equality we conclude, by Proposition 3.4, that (4.5)∂(µ∧θ) = τ ∧θ, θ ∈ B X x . If X is Cohen-Macaulay, and (4.2) holds for one ω, then it holds for all ω ∈ S x . In fact we have: Proposition 4.4. If X is Cohen-Macaulay, then µ ∈ W(X) is in Dom∂ X and ∂ X µ = τ if and only if (locally) (4.5) holds.
Proof. It follows from Proposition 3.3 that if X is Cohen-Macaulay at x ∈ X, and thus X 1 = ∅, any ω ∈ S x has the form aϑ where ϑ is (a vector-valued) section of B X and a is smooth. If τ ∈ W(X) and (4.5) holds, then
It follows that 1 X sing∂ (µ∧ω) = 0 and hence µ is in Dom∂ X .
Notice that W X 0,n = Dom n∂X . Assume now that (4.6) codim X r ≥ r + ℓ, r ≥ 0.
We claim that if q ≤ ℓ−2, µ ∈ W X 0,q and∂µ ∈ W X 0,q+1 , then µ ∈ Dom q∂X . To see this, we have to verify that 1 X sing∂ (µ∧ω k ) = 0 for each k ≥ 0. For k = 0 it follows directly by the dimension principle since 1 X sing∂ (µ∧ω 0 ) has bidegree (at most) (n, ℓ − 1) and support on X 0 that has codimension ℓ. Now, ω 1 = α 1 ω 0 and α 1 is smooth outside X 1 , so 1 X sing∂ (µ∧ω 1 ) = ±α 1 1 X sing∂ (µ∧ω 0 ) = 0 outside X 1 . Thus 1 X sing∂ (µ∧ω 1 ) has support on X 1 and hence must vanish by (4.6) and the dimension principle. The claim follows in this way by induction. It follows in particular that X is normal if (4.6) holds for ℓ = 2. One can verify that (4.6) with ℓ = 2 is a way to formulate Serre's conditions R1 and S2 for normality.
Koppelman formulas on X ⊂ Ω (the embedded context)
We first recall the construction of integral formulas in [5] on an open set Ω ⊂ C N . Let η = (η 1 , . . . , η N ) be a holomorphic tuple in Ω ζ × Ω z that generates the ideal associated with the diagonal ∆ ⊂ Ω ζ × Ω z . For instance one can take η = ζ − z. Following the last section in [5] we consider forms in Ω ζ × Ω z with values in the exterior algebra Λ η spanned by T * 0,1 (Ω × Ω) and the (1, 0)-forms dη 1 , . . . , dη n . On such forms interior multiplication δ η with
for z ∈ Ω ′ ⋐ Ω and ζ ∈ Ω, such that ∇ η g = 0 and g 0 | ∆ = 1, lower indices denote degree in dη, will be called a weight with respect to z ∈ Ω ′ . Notice that if g and g ′ are weights, then g ∧ g ′ is again a weight. We will use one weight that has compact support in Ω and one weight which gives a division-interpolation type formula (for z ∈ Ω ′ ) for the ideal sheaf J X associated with a subvariety X ֒→ Ω. We first discuss weights with compact support.
Example 5.1 (Weights with compact support).
If Ω is pseudoconvex and K is a holomorphically convex compact subset, then one can find a weight with respect to z in some neighborhood Ω ′ ⋐ Ω of K, depending holomorphically on z ∈ Ω ′ , that has compact support in Ω, see, e.g., Example 2 in [6] . Here is an explicit choice when Ω is a neighborhood of the closed unit ball B, K = B, and η = ζ − z: Let σ =ζ · dη/(2πi(|ζ| 2 −ζ · z)). Then δ η σ = 1 for ζ = z and
If χ = χ(ζ) is a cutoff function that is 1 in a slightly larger ball Ω ′ , then
is a weight with respect to z ∈ Ω ′ with compact support in Ω. which is equivalent to a weighted Koppelman formula in Ω.
We now turn our attention to construction of weights for division-interpolation with respect to the ideal J X . For the rest of this section we assume that Ω ⊂ C N is pseudoconvex and that X ֒→ Ω is a subvariety. Let us fix global holomorphic frames for the bundles E k in (3.5) over Ω. Then E k ≃ C rank E k × Ω, and the morphisms f k are just matrices of holomorphic functions. One can find, see [6] for explicit choices, (k − ℓ, 0)-form-valued Hefer morphisms, i.e., matrices H ℓ k : E k → E ℓ , depending holomorphically on z and ζ, such that
where I E k is the identity operator on E k and f stands for f (ζ). For Re λ ≫ 0 we put U λ = |F | 2λ u, see Section 3 for the notation, and
Then
is a weight that is as smooth as we want if Re λ is large enough. Let g be any smooth weight with respect to Ω ′ ⋐ Ω (but not necessarily holomorphic in z) with compact support in Ω ζ . Then (5.1) holds with g replaced by g λ ∧ g. Since R(z) is ∇ f (z) -closed we thus get
Notice that the products of currents are well-defined; they are just tensor products since z and η are independent variables in Ω × Ω. Moreover, since R(z)f 1 (z) = 0 we have
It follows from (3.12) that (recall that ∆ ⊂ Ω × Ω is the diagonal)
where ι : ∆ X ֒→ Ω × Ω is the inclusion of the diagonal ∆ X ⊂ X × X ⊂ Ω × Ω. We notice that the analytic continuation to λ = 0 of the last term on the right hand side of (5.2) exists and yields the well-defined current
The existence of the analytic continuation to λ = 0 of the left hand side of (5.2) follows from Proposition 2.1 in [13] since R(z) ∧ B is pseudomoromorphic in Ω × Ω. Our Koppelman formulas will follow by letting λ = 0 in (5.2).
To begin with, let us consider (5.2) for λ = 0 in (Ω \ X sing ) × (Ω ′ \ X sing ). In this set we have, by (3.12) and (3.21), that
is the term of ±γ(ζ) (H ∧ g) N of degree n in dζ; this is the only term of ±γ(ζ) (H ∧ g) N that can contribute in (5.4) since ω(z) ∧ [X z ] has full degree in the dz j . Notice that p(ζ, z) is almost semi-meromorphic on X × X ′ (X ′ = X ∩ Ω ′ ) and smooth on
Proof. Recall from Section 3 that in Ω \ X sing , R is a smooth form times R p . Notice that
is a pseudomeromorphic current in Ω × Ω of bidegree (j − k, p + k + j − k − 1) = (j − k, p + j − 1) that clearly vanishes outside X z . It also vanishes outside ∆ since B is smooth there. Thus T jk has support contained in ∆ X ≃ X, which has codimension 2N − n = p + N in Ω × Ω. Since p + N > p + j − 1 for j ≤ N , it follows from the dimension principle that T jk must vanish; in particular, R p (z)∧R λ k ∧B j−k | λ=0 = 0 for k < p since R k = 0 for k < p. We conclude that (5.6) holds in (Ω\X sing )×(Ω ′ \X sing ) since T jk = 0 there.
Notice that the right hand side of (5.6) only involves B j with j ≤ n since all terms in HR have degree at least p in dη. If Re λ ≫ 0 we may replace g by g ∧ |η| 2λ B in (5.4) and combining with Lemma 5.2 we get
, we see that B j is locally integrable on X reg × X reg for j ≤ n. It is thus innocuous to put λ = 0 in the right hand side of (5.7) as long as we restrict our attention to X reg × X ′ reg . Notice that the integral kernel
is almost semi-meromorphic on X × X ′ and locally integrable on X reg × X ′ reg . In view of (5.2), (5.3), (5.4), (5.7), and (5.8) we have that
in the current sense on X reg × X ′ reg . Combined with Lemma 3.5 this gives Lemma 5.3. With k(ζ, z) and p(ζ, z) defined by (5.8) and (5.5) respectively, we havē
in the current sense on X reg × X ′ reg .
We can write our integral kernels p(ζ, z) and k(ζ, z) in terms of the structure form ω as follows: Let F be a trivial vector bundle over Ω × Ω with basis elements ǫ 1 , . . . , ǫ N . Now replace each occurrence of dη j in H and g by ǫ j and letĤ andĝ be the forms so obtained. Then
where {ǫ * j } is the dual basis and the lower index N on the right hand side means the term with degree N in the ǫ j . If C = C(ζ, z) is the invertible holomorphic function defined by dη = Cdζ + · · · , we thus have, cf., (3.21),
Similarly, we get that
Koppelman formulas on X (in the intrinsic context)
Let X be a reduced complex space of pure dimension n. Locally, X can be embedded as a subvariety of a pseudoconvex domain in some C N , so let us, for notational convenience, assume that X can be embedded, X ֒→ Ω, in a pseudoconvex domain Ω ⊂ C N . Then, following the previous section, for any Ω ′ ⋐ Ω we can construct integral kernels k(ζ, z) and p(ζ, z) which are almost semi-meromorphic on X × X ′ , where X ′ = X ∩ Ω ′ , such that (5.9) and Lemma 5.3 hold. Moreover, k(ζ, z) and p(ζ, z) are locally integrable on X reg × X ′ reg and smooth on X reg × Ω ′ respectively. Now assume that µ(ζ) ∈ W 0,q (X). Since k(ζ, z) and p(ζ, z) are almost semimeromorphic, the products k(ζ, z) ∧ µ(ζ) and p(ζ, z) ∧ µ(ζ) are well-defined currents in W(X ζ × X ′ z ) in view of Proposition 2.7. Let π : X ζ × X z → X z be the projection and put K µ(z) = π * (k(ζ, z) ∧ µ(ζ)) and Pµ(z) = π * (p(ζ, z) ∧ µ(ζ)). Since k and p have compact support in ζ ∈ Ω, K µ and Pµ are well-defined currents in W(X ′ z ), and in fact, Pµ(z) is a smooth function in Ω ′ since p(ζ, z) is smooth in z ∈ Ω ′ ; if we choose the weight g to be holomorphic in z, then Pµ(z) is holomorphic in Ω ′ . It is of course natural to write
Proof. Since k(ζ, z) is smooth in z close to x if ζ avoids a neighborhood of x, (ii) follows. To see (i) it is enough to assume that µ is smooth and has compact support close to x ∈ X reg . Close to the point (x, x) X × X is a smooth manifold, ω(ζ) is smooth, andB j ∼ |ζ − z| −2j+1 . Thus, (i) follows from the following lemma, cf., the definition (5.8) and (5.11) of k(ζ, z). Lemma 6.2. Let Φ be a non-negative function on R d
x × R d y such that Φ 2 is smooth and Φ ∼ |x − y|. For each integer m ≥ 0, let ϕ m denote an arbitrary smooth function that is O(|x − y| m ), and let E ν denote a finite sum m≥0 ϕ m /Φ ν+m . If
This lemma should be well-known, but for the reader's convenience we sketch a proof.
Sketch of proof. Let L j = ∂/∂x j + ∂/∂y j . It is readily checked (e.g., by Taylor expanding) that L j ϕ m = ϕ m from which we conclude that L j E ν = E ν . Let
For Re λ > −1/2, it is clear that T λ ξ is an analytic C 0 (R d )-valued function. Moreover, for Re λ > 0, one easily checks by using L j E ν = E ν that all distributional derivatives of order ≤ k of T λ ξ are continuous and analytic in λ for
Proposition 6.3. If µ is a section of Dom q∂X over X, then∂µ ∈ W 0,q+1 (X) and the current equation
Proof. From Proposition 4.3 it follows that∂µ ∈ W 0,q+1 (X) and so K (∂µ) is a welldefined current in W(X ′ ). Moreover, from Lemma 5.3 it follows that if φ(z) is a test form on X ′ reg , then
for ζ ∈ X reg . We also see from Lemma 6.1 that all terms in (6.3) are smooth on X.
If µ has compact support in X reg , then the proposition follows by duality. For the general case, let χ δ = χ(|h|/δ), where h = h(ζ) is a holomorphic tuple cutting out X sing . Then the proposition holds for χ δ µ. Since k(ζ, z) ∧ µ(ζ) and p(ζ, z) ∧ µ(ζ) has the SEP on X × X ′ , we have that K (χ δ µ) → K µ and P(χ δ µ) → Pµ. Moreover,∂µ ∈ W 0,q+1 (X) so k(ζ, z) ∧∂µ(ζ) has the SEP, which implies that
The singularities of k(ζ, z) only come from the structure form ω(ζ) when z and ζ "far apart", e.g., for z in a compact subset of X ′ reg and ζ close to X sing . From Lemma 4.1 we have that∂χ δ ∧ µ ∧ ω → 0 and so lim δ→0 + K (∂χ δ ∧ µ) = 0 for z in X ′ reg ; thus the proposition follows.
Notice that Pµ in general is smooth. If the weight g is holomorphic in z, then Pµ is holomorphic in Ω ′ for q = 0 and 0 for q ≥ 1. In this case, Proposition 6.3 thus is a homotopy formula for∂ on X ′ reg in the sense that if µ is in Dom q∂X on X and ∂µ = 0, then µ is holomorphic in Ω ′ for q = 0 and µ =∂K µ on X ′ reg for q ≥ 1.
Proof of Proposition 1.5. We know that K φ is defined and in W X if φ ∈ W X . By choosing the weight g to be holomorphic in z, we get that Pφ is in O X . Moreover, from Proposition 6.3 we have that the Koppelman formulas (1.2) and (1.3) hold on X ′ reg if, in addition, φ is in Dom∂ X .
We do not know whether∂K µ is in W X or not, still less whether K µ is in Dom∂ X or not in general. However, we shall now see that this is true if µ is smooth, and more generally if µ is obtained by a finite number of applications of K 's. Notice that K µ is only defined in the slightly smaller set X ′ . Therefore, when we in the following lemma consider products of kernels ∧ j k j (z j , z j+1 ), where (z 1 , . . . , z m ) are coordinates on X ×· · ·×X, we will assume that z j+1 → k j+1 (z j+1 , z j+2 ) has compact support where z j+1 → k j (z j , z j+1 ) is defined. (z 1 , . . . , z m ) be coordinates on X × · · · × X and assume that z j+1 → k j+1 (z j+1 , z j+2 ) has compact support where z j+1 → k j (z j , z j+1 ) is defined. Then, for any x m ∈ X and any ω ∈ S x m , we have
in the current sense in a neighborhood of {x m } × X × · · · × X.
Proof. We proceed by induction over m. Every ω ∈ S x m is in W X , so χ δ ω → ω and hence −∂χ δ ∧ ω = ∇ f (χ δ ω) → ∇ f ω = 0. Thus the lemma holds for m = 1 (i.e., when there are no k-kernels). Now consider the case m + 1. Recall that the limit in (6.4) is a pseudomeromorphic current T in a neighborhood of {x m+1 } × X × · · · × X. When z 1 = z 2 , then k 1 (z 1 , z 2 ) is a smooth form times ω(z 1 ), cf., (5.11). Thus, outside z 1 = z 2 , T is a smooth form times the tensor product of ω(z 1 ) and a current of the form (6.4) in the variables z m+1 , · · · , z 2 ; the support of T is thus contained in {z 1 = z 2 } by the induction hypothesis. For a similar reason the support of T must be contained in {z k = z k+1 } and we see that T must have support contained in the diagonal ∆ = {z m+1 = · · · = z 1 = 0}. Moreover, the support of T is clearly also contained in X sing × X × · · · × X. Thus, the support of T is contained in (∆ X ) sing ⊂ ∆, which has dimension (at most) n − 1 and hence codimension (at least) (m + 1)n − (n − 1) = mn + 1. Now let T 0 be the component of T obtained from the component ω 0 (z m+1 ). Then T 0 has bidegree (mn, m(n − 1) + 1) since each k j has bidegree (n, n − 1). However, since m ≥ 1, we have m(n − 1) + 1 < mn + 1 and so T 0 = 0 by the dimension principle. Let T 1 be the component of T obtained from ω 1 (z m+1 ). Since ω 1 = α 1 ω 0 and α 1 is smooth outside X 1 , it follows from what we have just proved that T 1 has support contained in (X 1 × X × · · · × X) ∩ ∆ ≃ X 1 . This set has codimension at least mn + 1 + 1 and T 1 has bidegree ( * , m(n − 1) + 1 + 1) so also T 1 = 0 by the dimension principle. Proceeding in this way we conclude that T = 0.
We can now show that Lemma 5.3 holds on X × X ′ . Proposition 6.5. We have that
in the current sense on X × X ′ .
Proof. Let χ δ = χ(|h(ζ)|/δ) and χ ǫ = χ(|h(z)|/ǫ), where h as before cuts out X sing . From Lemma 5.3 we have that
where
Since ω, k, p, as well as the products ω(z) ∧ k(ζ, z) and ω(z) ∧ p(ζ, z) all are in W(X × X), it is enough to see that lim ǫ→0 lim δ→0 V (δ, ǫ) = 0. We have
Since χ ǫ ω(z) is smooth and vanishing in a neighborhood of X sing , k(ζ, z) is a smooth form times ω(ζ), cf., (5.11), on the support of∂χ δ if δ is small enough. Therefore, the first term on the right hand side of (6.5) is 0 by Lemma 6.4 with m = 1. The second term on the right hand side of (6.5) tends to 0 as ǫ → 0, again by Lemma 6.4.
The ad hoc sheaf A X
We are now ready to define the sheaf A X ; it is indeed an ad hoc definition with respect to the Koppelman formulas in the intrinsic context. From the previous two sections we know that we locally (and semi-globally) on X can construct integral kernels k(ζ, z) and p(ζ, z), cf., (5.11) and (5.10), and corresponding integral operators K and P such that Proposition 6.3 holds. Definition 7.1. We say that a (0, q)-current φ on an open set U ⊂ X is a section of A X over U , φ ∈ A q (U ), if, for every x ∈ U , the germ φ x can be written as a finite sum of terms
, where K j are integral operators with kernels k j (ζ, z) at x of the form defined in Section 5 and ξ j are smooth (0, * )-forms at x such that ξ j has compact support in the set where z → k j (ζ, z) is defined.
Recall from Section 6 that if φ ∈ W(U ) and K is an integral operator, as defined above, with kernel k(ζ, z), where
Therefore, A X is a subsheaf of W X and from Lemma 6.1 it follows that the currents in A X are smooth on X reg . In view of Lemmas 6.4 and 4.1 we see that A X is in fact a subsheaf of Dom∂ X . We also note that if φ ∈ A q (U ), then K φ ∈ A q−1 (U ′ ).
Proof of Theorem 1.2. It is clear that A X q ⊃ E X 0,q are fine sheaves satisfying (i) of Theorem 1.2 and we have just noted that also (ii) holds.
We must check condition (iii). We have already seen in Proposition 4.3 that the kernel of∂ in Dom 0∂X is O X . Let φ be a section of A X q , q ≥ 1, in a neighborhood of an arbitrary point x ∈ X, and assume that∂φ = 0. Since A X ⊂ Dom∂ X we also have∂ X φ = 0. For some neighborhood U of x, by Proposition 6.3, we can find an operator K such that (7.1)∂K φ = φ in U reg ; here K corresponds to a weight that is holomorphic in z. Since φ is a section of A X q we know that K φ is a section of A X q−1 and since A X ⊂ Dom∂ X it follows from Proposition 4.3 that∂K φ is in W X . Both sides of (7.1) thus have the SEP and we conclude that (7.1) in fact holds on U .
It remains to prove that∂ is a map from A X to A X . It is sufficient to show that
for any operators K j (not necessarily corresponding to weights that are holomorphic in z) and smooth (0, * )-forms ξ j with compact support where K j (ξ j−1 ) is defined. We prove (7.2) by induction over ν. The case ν = 0 is clear. Assume that (7.2) holds for ν = ℓ − 1. Let K j , j = 1, . . . , ℓ be any integral operators and ξ j , j = 0, . . . , ℓ, smooth forms with compact support where
and let U be a sufficiently small neighborhood of supp ξ ℓ . By Proposition 6.3 we have that
in U reg ; notice that P ℓ φ ℓ−1 is smooth. From the induction hypothesis we have that ∂φ ℓ−1 is in A X . Moreover, any K maps A X to A X and since A X ⊂ Dom∂ X , all terms in (7.3) have the SEP. Hence, (7.3) holds on U and it follows that∂K ℓ φ ℓ−1 is in A (U ). Thus, (7.2) holds for ν = ℓ and the proof is complete.
Proof of Theorem 1.4. From Section 6 we have integral operators K and P such that Pϕ is holomorphic in Ω ′ if ϕ ∈ W 0,0 (X) and 0 if ϕ ∈ W 0,q (X), q ≥ 1. Moreover, we noted above that K : A q+1 (X) → A q (X ′ ) and that A X is a subsheaf of Dom∂ X . Let φ ∈ A q (X), q ≥ 1. By Proposition 6.3 we have that
Since φ and∂φ are in A X , all terms in (7.4) have the SEP, cf., the previous proof. Hence (7.4) holds on X ′ and so Theorem 1.4 follows.
Example with a reduced complete intersection
Let a 1 , . . . , a p ∈ O(B), where B ⊂ C n is the unit ball, and assume that X = {a 1 = · · · = a p = 0}∩B is a reduced complete intersection, i.e., that X has pure codimension p and da 1 ∧· · ·∧da p = 0 on X reg . Let e 1 , . . . , e p be a holomorphic frame for the trivial bundle A and let a be the section a = a 1 e * 1 + · · · + a p e * p of the dual bundle A * , where {e * j } is the dual frame. Put (3.4) . It is clear that s a := jā j e j /|a| 2 is the solution to δ a s a = 1, outside X, with pointwise minimal norm (with respect to the trivial metric on A). If we consider all forms as sections of the bundle Λ(T * (Ω) ⊕ A), then we can write (3.8) as u k = s a ∧ (∂s a ) k−1 . Following [12] , cf., (3.9), we get that
i.e., R is the classical Coleff-Herrera product (times e 1 ∧ · · · ∧ e p ). Let ω ′ be a smooth E p -valued form in Ω \ X sing such that da 1 ∧ · · · ∧ da p ∧ ω ′ /(2πi) p = e ∧ dζ where e = e 1 ∧ · · · ∧ e p and dζ = dζ 1 ∧ · · · ∧ dζ N . Then the pullback i * ω ′ , where i : X ֒→ B, is unique and meromorphic on X. By the Leray residue formula we get that
and so, cf., (3.12) and (3.21), the structure form associated to R is ω := i * ω ′ . If we choose coordinates ζ = (ζ ′ , ζ ′′ ) so that det(∂a/∂ζ ′ ) is generically non-vanishing on X reg , then we can take ω ′ = (−2πi) p e ∧ dζ ′′ / det(∂a/∂ζ ′ ) and the structure form is explicitly given as
If we let
, cf., (3.21) . Let µ ∈ W 0,q (X) and assume that µ is smooth on X reg . Then, cf., Section 4, µ is a section of Dom∂ X if and only if∂χ δ ∧ µ ∧ i * (dζ ′′ / det(∂a/∂ζ ′ )) → 0 in the current sense as δ → 0; here χ δ = χ(|h|/δ), χ is a smooth approximand of the characteristic function of [1, ∞) and h cuts out X sing .
To construct integral kernels, cf., Section 5, let h j be (1, 0)-forms so that δ η h j = a j (ζ) − a j (z), where η = ζ − z. We then have Hefer morphisms H ℓ k given as interior multiplication with ( h j ∧ e * j ) k−ℓ /(k − ℓ)!. Let g be the weight from Example 5.1 and let B be the Bochner-Martinelli form. Then (HR ∧ g ∧ B) N = H 0 p R p ∧ (g ∧ B) n since R = R p and a straight forward computation shows that
There is ak(ζ, z) = O(|η| −2n+1 ) such that
and so from (5.8) we see that our solution kernel for∂ on X is
Similarly, there is a smooth formp(ζ, z), depending holomorphically on z if g does, such that
and we can compute p(ζ, z) from (5.5) usingp(ζ, z). We get the representation formula
for (strongly) holomorphic functions φ on X. If X intersects ∂B properly and X sing avoids ∂B then we may let χ tend to the characteristic function for B. The integral (8.2) then becomes an integral over X ∩ ∂B and the resulting representation formula coincides with a formula of Stout [41] and Hatziafratis [22] .
Let us consider the cusp X = {a(z) = z r 1 − z s 2 = 0} ⊂ B ⊂ C 2 , where 2 ≤ r < s are relatively prime integers, in more detail. In this case the structure form is the pullback of −2πi e 1 ∧ dζ 2 /(rζ r−1 1 ) to X and we can take γ(ζ) = (−2πi/rζ r−1 1
) · e 1 ∧ (∂/∂ζ 1 ). The Hefer form is given by h = h 1 dη 1 + h 2 dη 2 = 1 2πi
and we get
for a certain functionk(ζ, z). The restriction of this function to X × X can be computed by applying δ η to (8.3) and noting that δ η h = a(ζ) − a(z) = 0 on X × X. One gets thatk(ζ, z) = χ(ζ) h 1 /η 2 on X × X and so our solution kernel for∂ on the cusp is k(ζ, z) = dζ 2 rζ Expressed in the parametrization τ → (τ s , τ r ) = (ζ 1 , ζ 2 ) our solution operator for (0, 1)-forms thus becomes K φ (t) = 1 2πi τ χ(τ ) τ rs − t rs (τ s − t s )(τ r − t r ) dτ τ (s−1)(r−1) ∧ φ(τ ). One similarly shows that the projection operator P looks the same but with χ replaced by∂χ, i.e., the kernel is the same but the solid integral is replaced by a boundary integral.
The one-dimensional case
In the case when X is a complex curve we have some further results. In particular, we have a stronger version of Proposition 4.3.
Proposition 9.1. Let X be a reduced complex curve.
(i) If the complex 0 → O X ֒→ E X 0,0∂ −→ E X 0,1 → 0 is exact, then A X * = E X 0, * . (ii) The complex 0 → O X ֒→ Dom 0∂X∂ −→ Dom 1∂X → 0 is exact. Proof. To prove (i), according to Definition 7.1, it is enough to show that K ξ is smooth for every K if ξ is a smooth (0, 1)-form. If ξ is a smooth (0, 1)-form, there is (locally) a smooth function ψ such that∂ψ = ξ. Smooth forms are in A X and so, cf., the proof of Theorem 1.4, we get that K ξ = K (∂ψ) = ψ − Pψ on X. Since Pψ is smooth, K ξ is indeed smooth on X.
From Proposition 4.3 we have that the kernel of∂ in Dom 0∂X is O X so to prove (ii) it remains to see that∂ : Dom 0∂X → Dom 1∂X = W X 0,1 is surjective. We take a minimal local embedding X ֒→ C N so that X sing = {0} and we let µ be a section of W X 0,1 in a neighborhood of 0. We choose a Hermitian minimal free resolution of O X and we get the structure form ω = ω 0 ; notice that O X is Cohen-Macaulay since dim X = 1. Let K and P be integral operators as in Section 6 associated with a weight g which is holomorphic in z. From Proposition 6.3 we have that u 1 := K µ is in W X 0,0 and solves∂u 1 = µ outside 0; we will modify this solution to a solution in Dom∂ X .
Let π :X → X be the normalization of X. Thenω := π * ω is a meromorphic (1, 0)-form and from (2.10) we see that there isũ 1 in WX 0,0 such that π * ũ1 = u 1 . Let h be a holomorphic tuple such that {h = 0} = {0} and put χ δ = χ(|h|/δ). Then ν := lim δ→0 +∂χ δ ∧ũ 1ω is a pseudomeromorphic (1, 1)-current onX with support in the finite set of points π −1 (0). Let us for simplicity assume that X is irreducible at 0 so thatX is connected and π −1 (0) is just one point t = 0 for some holomorphic coordinate t onX. Then ν has support at t = 0 and hence equals a finite linear combination of derivatives of the Dirac mass, δ 0 , at t = 0. Moreover, since ν is pseudomeromorphic, only holomorphic derivatives occur, cf., the first part of the proof of Proposition 2.3, and so we have
Also, sinceω is meromorphic,ω = f (t)dt/t k for some k ≥ 0 and some holomorphic function f with f (0) = 0. The current
is holomorphic for t = 0 and by construction, ν =∂(ũ 2ω ). Ifũ :=ũ 1 −ũ 2 , it is then straightforward to verify that∂χ δ ∧ũω → 0 onX. Hence, u := π * ũ = u 1 − π * ũ2 is in Dom 0∂X and solves∂u = µ.
Notice that once we know that∂ : Dom 0∂X → Dom 1∂X = W X 0,1 is surjective, it is easy to show, using an argument similar to the proof of statement (i) above, that our solution operators for∂ indeed produce solutions in Dom 0∂X .
Also notice that, in view of Proposition 4.3, it follows from (ii) of Proposition 9.1 that if H 1 (X, O X ) = 0 and φ ∈ W 0,1 (X) = Dom 1∂X , then there is a ψ ∈ W 0,0 (X) such that∂ X ψ = φ on X.
