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Abstract 
The HIGH DEGREE SUBGRAPH problem is to find a subgraph H of a graph G such that the 
minimum degree of H is as large as possible. This problem is known to be P-hard so that 
parallel approximation algorithms are very important for it. Our first goal is to determine how 
effectively the approximation algorithm based on a well-known extremal graph result parallelizes. 
In particular, we show that two natural decision problems associated with this algorithm are P- 
complete: these results suggest that the parallel implementation of the algorithm itself requires 
more sophisticated techniques. Successively, we study the HIGH DEGREE SUEIGRAPH problem for 
random graphs with any edge probability function and we provide different parallel approximation 
algorithms depending on the type of this function. @ 1998-Elsevier Science B.V. All rights 
reserved 
Keywords: P-completeness; Parallel approximation algorithms; Random graphs 
1. Introduction 
The HIGH DEGREE SUBGRAPH problem is to find a subgraph H of a graph G such 
that the minimum degree of H is as large as possible. This problem has been previously 
studied in [2] to develop techniques to approximate P-complete problems and in [9] to 
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identify strictly related problems that have different complexities. The HIGH DEGREE 
SUBGRAPH problem has also consequences on the study of network reliability since, 
informally speaking, any constructive algorithm for this problem provides the part of 
a given network which maximizes the minimum number of connections that must fail 
in order to completely isolate a network agent. Furthermore, in some cases, the study of 
the HIGH DEGREE SUBGRAPH problem gives useful information to investigate important 
fault-tolerance parameters such as vertex and edge connectivity of a network. 
1. I. Previous results 
There is a simple, polynomial time sequential algorithm for the HIGH DEGREE SUB- 
GRAPH problem which is based on the fact that, for any integer d >O, the largest 
subgraph Gd of G whose minimum degree is at least d can be found by repeatedly 
deleting nodes of degree less than d until all remaining nodes have degree at least d. 
In [2] it is shown that, for any d > 3, deciding whether Gd is empty is a P-complete 
problem. 
As a consequence, the HIGH DEGREE SUBGRAPH problem cannot be solved efficiently 
in parallel (unless NC is equal to P) and we thus focus on less ambitious goals than 
that of finding exact (i.e. optimal) parallel algorithms. In particular, we investigate 
the possibility to derive parallel solutions whose measures (i.e. the minimum vertex 
degree) are within a constant factor from the corresponding optima (a formal definition 
of parallel approximation algorithms is given in Section 1.3). 
The non-constructive version of the HIGH DEGREE SUBGRAPH problem consists of 
finding “only” the largest d such that Gd is not empty. Notice that the P-completeness 
result shown in [2] implies that even the non-constructive version of this problem is 
hard to solve efficiently in parallel; however, Anderson and Mayr [2] gave a paral- 
lel approximation algorithm for this weaker version. The algorithm is based on the 
following extremal graph result [8]. 
Lemma 1. Zf a graph G has n vertices and m edges, then GL,,,,,,~ is not empty. 
When m = 0, the trivial solution consisting of one node of the graph is sufficient. 
When m > 0, the proof of the above lemma can be derived either by the node-deletion 
procedure previously described or by the following edge-contraction technique. Recall 
that “contracting” an edge (u, v) on the vertex u means performing the following oper- 
ations: (1) delete the edge (u, v), (2) connect u with all neighbors of v which are not 
already connected to u, and (3) delete v and all its incident edges (see the following 
picture). 
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The edge-contraction technique finds a “dense subgraph”, i.e., a subgraph whose 
degree is at least Lm/nJ by first selecting a vertex u in Y and then iteratively applying 
the following step as far as possible. 
If an edge (u, u) exists such that contracting (u, u) on u yields a graph G’ satisfying 
where V(.) and E(.) denote the set of vertices and the set of edges of a graph, 
respectively, then contract (u, u) on u. 
Let us denote as Go the graph obtained at the end of this procedure. It is easy to 
prove that if G is connected then the subgraph H of G induced by the neighbors of u 
in Ga has degree not smaller than [m/n] [ 18, 161 (observe that if G is not connected 
then it suffices to choose u within the connected component of G whose edge-node 
ratio is maximum). 
The parallel approximation algorithm for the non-constructive version of the HIGH 
DEGREE SUBGRAPH problem runs in parallel, for any d E [ I,[ VI - 11, a node-deletion 
procedure almost identical to that described above: it repeatedly deletes all nodes of 
degree less than d until at least one-half of the remaining nodes have degree at least 
d. Clearly, at each step the number of nodes is halved so that the number of steps is 
at most logn. Moreover, if the graph G’ returned by the procedure is not empty then 
it contains at least idn’ edges where n’ denotes the number of nodes in G’. From 
Lemma 1 it then follows that ]GL~,~J I> lGid14, I>O. Let d,,,,, be the largest value of d 
for which the procedure returns a non-empty graph and let d* be the largest d such 
that Gd is not empty. Then 
that is, the value [dmax/4j is 4-approximate (for a formal definition of s-approximation 
algorithms see Section 1.3). Observe that by requiring that the node-deletion procedure 
runs until at least 1 - E of the remaining nodes have degree at least d, we obtain 
a 2/( 1 - &)-approximate value for any arbitrary small E > 0 (clearly, as smaller is E as 
larger is the number of steps required by the procedure). 
1.2. Our results 
As it should be clear from the above discussion, the parallel approximation algorithm 
for the non-constructive version of the HIGH DEGREE SUBGRAPH problem would give 
approximate solutions even for the HIGH DEGREE SUBGRAPH problem if the algorithmic 
proof of Lemma 1 could be efficiently parallelized. As already observed, this proof can 
be derived by either a node-deletion procedure or by an edge-deletion procedure. The 
first two results of this paper state that both procedures cannot be parallelized (in the 
case of the edge-contraction procedure, we will assume that the edges are selected 
according to the lexicographic order). More formally, we will show that two natural 
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decision problems associated with these procedures are P-complete. As a consequence, 
the algorithms are inherently sequential [lo]. 
Clearly, these results do not settle the main open question whether the HIGH 
DEGREE SUBGRAPH problem is approximable in parallel. However, they suggest 
that the two algorithms are not easy to be parallelized and more sophisticated (or 
completely different) techniques have to be found in order to develop a parallel approx- 
imation algorithm. The results also emphasize the fact that while the non-constructive 
version HIGH DEGREE SUBGRAPH problem is easy to be approximated, the design of a 
constructive parallel approximation algorithm seems to be a harder task. 
As a second step towards understanding the complexity of approximating the 
HIGH DEGREE SUBGRAPH problem, we will show parallel approximation algorithms 
for this problem running in poly-logarithmic expected time and using a polynomial 
number of processors. In order to analyse the average-case complexity, we will make 
use of the standard model of random graphs Y(n,P(edge) = p(n)) [4], where edges 
are chosen independently and with edge probability function p(n), and we will pro- 
vide different parallel algorithmic solutions depending on the type of this 
function. Recent results on parallel algorithms for random graphs can be found in 
[7,13,17]. 
In particular, we will see that, whenever p(n) <4/n or p(n) = R(log’ n/n), the prob- 
lem can be trivially approximated in parallel. On the other hand, if p(n)= k/n with 
4 f k < log2 n, that is, a family of sparse graphs is generated, we present an approxima- 
tion parallel algorithm running in O(log n log log n log k) expected time with nk number 
of processors which gives, when k is constant, a subgraph H having minimum degree 
not smaller than d*/6 - o( 1 ), where d* denotes the measure of an optimum solution. 
Furthermore, when k = k(n) + CO, then the subgraph H generated by the algorithm has 
minimum degree not smaller than d*/2 - o( 1). The interest in sparse random graphs 
lies in the fact that they exhibit a rather irregular and rich structure [ 1,4]. Conse- 
quently, the corresponding parallel algorithm and its complexity analysis requires non 
trivial probabilistic arguments. The algorithm is based on a more sophisticated version 
of the node-deletion procedure. 
1.3. Preliminaries 
Background material on NC, P, P-completeness and the importance of these notions 
can be found in [ 111. Preliminary information about parallel algorithms are contained 
in [12]. 
Given an instance x of an optimization problem Zi’ and a feasible solution y of x, we 
let m(x, y) be the measure (or cost) of the solution. In the case of the HIGH DEGREE 
SUBGRAPH problem, an instance x is a graph, a feasible solution y of x is the subgraph 
induced by a vertex subset, and the measure m(x, y) is the minimum induced degree 
among the nodes in y. We also denote by opt(x) the measure of an optimum solution. 
The approximation error (sometimes called performance ratio) of y with respect to x 
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is defined as4 
R(x,y)=max - - 
i 
4% Y) opt(x) 
1 opt(x)’ m(x, y) 
Note that the approximation error is always a number not smaller than one, and is as 
close to one as the solution is close to the optimum. 
Definition. Let Y > 1 be any real; an NC algorithm is said to be r-upproximate for an 
optimization problem H if, for any instance x of H, it returns a solution y feasible for 
x whose approximation error is not greater than Y. 
Notice that given any optimization problem we can always define its corresponding 
non-constructive version by requiring only to find the value of the optimal measure. 
Further discussions concerning parallel approximation algorithms for P-complete and 
NP-complete problems can be found in [6]. 
We adopt the following terminology. For any set S, IS] denotes the cardinality of S. 
For an input graph G = (V,E) we assume the vertices in V are specified in a particular 
order. This can be thought of as a vertex numbering. We assume the input graphs are 
not directed, are not multigraphs and contain no self-loops. 
Given a graph G = (V, E) and a subset of nodes V’ 5 V, G’ = ( V’, E’) is the induced 
subgraph of G where E’= {(L[, v) EE: u, c E V’}. For any graph G, V(G) and E(G) 
will denote the set of vertices and the set of edges of G, respectively. 
Given a graph G = (V, E) and a subset H C V, we denote by dH(v) the degree of 
a vertex v restricted to H (if H = V then we will simply write d(v)). We also define 
the following two functions: given a graph G, d*(G) = max{d(H): H 2 V} where 
d(H) = min{dH(v) : v E H}. Moreover, for any integer d, Gd denotes the (unique) 
largest subset H C: V such that d(H) 3d. 
We will make use of two P-complete problems. The first is the LARGEST d-DEGREE 
SUBGRAPH problem defined as follows: given a graph G, is Gd non-empty? For any 
fixed d 2 3, the P-completeness of this problem has been shown in [2]. 
A topologically ordered circuit is a sequence ~1,. , gn of gates where g; is either 
an input, an OR(gj,gk), or a NOT(g,), with j, k <i. The output of the circuit is the 
output of gate gn: without loss of generality we will assume that g,, is a NOT gate. 
We will make use of the CIRCUIT VALUE problem that consists of deciding whether, 
given a circuit and values for its inputs, the value of its output is 1. It is well-known 
that this problem is P-complete [ 151. 
2. The P-completeness of the node-deletion technique 
In this section we formally describe the node-deletion procedure needed to prove 
Lemma 1. The input/output specifications of this procedure are as follows. 
4 Without loss of generality, we can always assume that the measure is always positive. 
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Input: A graph G with n nodes and m vertices. 
Output: An induced subgraph G’ such that the minimum degree of G’ is at least 
lm/nJ . 
The algorithm is shown below (in the following description, C denotes the set of 
vertices that are deleted). 
algorithm node-delete; 
begin 
c:=0; 
while a node u exists such that d(v) < Lm/n] do 
begin 
G := the graph obtained by deleting v; 
C:=CU{v}; 
end; 
end. 
In order to measure the difficulty of parallelizing this procedure, we will examine the 
parallel complexity of a natural decision problem that incorporates the algorithm. This 
approach has been previously adopted in [lo, 3,5]. The decision problem is defined as 
follows. 
Problem: NODE DELETE. 
Instance: A graph G and a set of vertices H. 
Question: Is H contained in the node set C computed by the node-delete algorithm 
with input G? 
Theorem 1. The NODE DELETE problem is P-complete even if restricted to connected 
graphs. 
Proof. Clearly, the NODE DELETE problem is in P. We now show a log-space reduction 
from the LARGEST 4-DEGREE SUBGRAPH problem to the NODE DELETE problem. 
Given a graph G=(V,E) with n=IVI and m = /El, we first add some nodes and 
edges in order to obtain a graph G’ = (V’, E’) with n’ = 1 V’I = IE’I such that the value 
n’ - 1 
k=--.-- 
2 
7 
is an integer. This can be easily done (1) by firstly adding an appropriate number of 
pairwise-disjoint 4-vertex cliques until the number of edges is greater than or equal 
to the number of nodes, (2) by successively adding an appropriate number of isolated 
vertices until the number of edges is equal to the number of nodes, and (3) by finally 
adding a 3-vertex clique if the number of nodes is even. 
In the second step of the reduction, we derive from G’ a connected graph G” = ( V’ U 
V”,E”) where V” has as many vertices as V’. The edge set E” of G” is determined 
as follows. All edges of G’ are edges in G”. For any u, v E V”, (u, v) E E”. Moreover, 
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for each vertex u in V’, we add k edges (u, v) with v E V” where k has been defined 
above. 
We then have that the number n” of nodes in G” is equal to 2n’ while the number 
RZ” of edges is equal to (k + 1 )n’ + n’(n’ - 1)/2. Thus 
m” 
n” 
k+l+n’-1 n’- 1 -=- -=_ 
2 4 2 
-3=k+4. 
Then, for each vertex u in G, de(v) > 4 if and only dads > m”/n”. Moreover, each 
vertex in V” has degree greater than m”/n”. 
Therefore, G4 is empty if and only if all vertices in V’ are deleted by the node-delete 
algorithm with input G”, that is, V’ is contained in the vertex set C computed by the 
algorithm. Since it is easy to check that the reduction is log-space, the P-completeness 
of the NODE DELETE problem follows. 0 
3. The P-completeness of the edge-contraction technique 
In this section we formally describe the edge-contraction procedure. The input/output 
specifications of this procedure are as follows. 
Input: A graph G with a numbering on the vertices vi,. . . , v,. 
Output: An induced subgraph G’ such that the minimum degree of G’ is at least 
Lm/nJ where m denotes the number of edges of G. 
As stated in the introduction, the algorithm repeatedly performs the contraction of 
an edge incident to a specific node until the resulting graph has an edge-node ratio 
less than m/n. In the description of the procedure, we will assume that the graph is 
connected (otherwise, we can first look for the connected component whose edge-node 
ratio is maximum), that the chosen node is vi, and that the edges are selected according 
to the lexicographic order (i.e., (vl,vj) is considered before (vi,uk) for any j and k 
with 1 <j < k). The algorithm is then shown below (in the following description, C 
denotes the set of vertices that are “eaten” by vi ). 
algorithm edge-contract; 
begin 
c := {II,}; 
i:= 1; 
while i<n do 
begin 
i:=i+ 1. 
if vi E V;G) and (UI,Ui)EE(G) then begin 
G’ : = the graph obtained by contracting ( ~1, Vi) on v 1; 
if IE(G’)I/jV(G’)I am/n then 
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begin 
C:=C U{Vi}; 
i:=l. 
G:=;;'; 
end; 
end; 
end; 
end. 
Once again we associate with this procedure a natural decision problem that is 
defined as follows. 
Problem: EDGE CONTRACT. 
Instance: A graph G with a numbering on the vertices vi,. . . , v, and a vertex Vi. 
Question: Is vi contained in the node set C computed by the edge-contract algorithm? 
Theorem 2. The EDGE CONTRACT problem is P-complete. 
Proof. Clearly, the EDGE CONTRACT problem is in P. We now show a log-space re- 
duction from the CIRCUIT VALUE problem to the EDGE CONTRACT problem. The idea 
is to replace each gate with a gadget so that the contraction of nodes within the gadget 
allows to compute the output of the corresponding gate in the circuit. 
Let 91,. , gn be a topologically ordered circuit. With any input (respectively, NOT) 
gate g, we associate an input/NOT component which is a clique of three vertices 
v;, vi, vi as shown below: 
gi is an input gate 
or 
gi is a NOT gate 
With any OR gate gi we associate an OR component which is a cycle of four 
vertices v~,v~,v~,v~ with the chord (vi, vi) as shown below: 
Vf 
I 
04 V: 
gi is an OR gate 
*y 
v2 
Furthermore, we introduce a special node vs. The ordering of the nodes is consistent 
with the ordering of the circuit gates. That is, if i < j, then vx <vi for any h and k. 
Within a component the ordering follows the value of the subscript. Finally, us is the 
first node in the ordering. 
We now connect these components according to the following rules. 
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l If gi = 1 (respectively, gi ==O), then we insert the edge (u;,uo) (respectively, (u;, 00)) 
as shown below: 
4 vi 
input gate equal to 1 input gate equal to 0 
l If gi is a NOT gate that has input from gj, then we distinguish the following two cases: 
~ If gj is an INPUT gate, then we insert edges (u;, v{), (II;, II{) as shown below: 
1 
v2 
j 
01 42 j 03 
Vl 
jt.J 
V; 
v2 
- If* g, is an OR gate, then we insert edges (u;, v{), (uf, cl), (vi, UO) as shown below: 
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l If gi is an OR gate that has inputs from gj and gk with j <k, then we distinguish 
the following two cases: 
- If gj (respectively, gk) is either an input gate or a NOT gate, then we insert edge 
(vi, u{) (respectively, (uj, u:)) as shown below: 
k 
v2 
I 
v2 
- If gj (respectively, gk) is an OR gate, then we insert edges (a;,~;), (~;,a:) 
(respectively, (ui,u’;), (vi,t$)). For example, if gi=OR(gj,gk) where both gj 
and gk are OR gates, then the connections between the three components are 
shown below: 
Finally, we add to the graph a set of isolated vertices so that the number of vertices 
equals the number of edges. Let G denote the resulting graph. Observe that since 
[E(G)/ = 1 V(G)/, the edge-contract algorithm contracts an edge if and only if no other 
edge is eliminated from G. 
We will now show that the output of the circuit is 1 if and only if u; is contained 
in the node set C computed by the edge-contract algorithm with input G. Intuitively, 
this is due to the fact that the value of the gates is “propagated” either through the 
vt’s nodes or through the vi’s nodes: if this value reaches the last NOT gate then the 
output of the circuit must be 0, otherwise the edge (ug, u;) can be contracted. Formally, 
the correctness of the reduction follows from the following lemma. 
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Lemma 2. For any gate gi, the following hold. 
1. If gi is not an OR gate, then gi = 1 (respectively, g, = 0) implies that vi E C 
(respectively, vt E C). 
2. Zf g, is an OR gate, then gi = lC n {vi, v;}i. 
Proof. By induction on the number p of gates included in the sub-circuit whose output 
gate is gi. If p = 1 then gi is an input gate and clearly if gi = 1 (respectively, gi = 0) 
then vi E C (respectively, vf E C). 
Suppose that the lemma is true for any gate whose corresponding sub-circuit contains 
less than p> 1 gates and consider gate gi whose sub-circuit includes p gates. 
If gi = NOT(gj) where gj is an input gate, then gi = 1 (respectively, gi = 0) implies 
that gj = 0 (respectively, gj = 1) that, from the induction hypothesis, implies that v{ E C 
(respectively, vi E C). It thus follows that vi E C (respectively, vf E C). 
If g, =NOT(gj) where gj is an OR gate, then gi = 1 (respectively, gi = 0) im- 
plies that g, = 0 (respectively, gj = 1) that, from the induction hypothesis, implies that 
]C n {v{, v{}l = 0 (respectively, IC n { v{, vi}1 = 1). It thus follows that v;’ E C (respec- 
tively, vi E C since v I is considered before vi). 
If gi = OR(gj,gk), then gi = 1 implies that gj = 1 Vgp = 1. Let US assume that gj = 1. 
From the induction hypothesis it follows that either vi E C and there is an edge from 
vl to vl or v{ E C and there is an edge from vi to vi. This implies that vf E C which in 
turn excludes the possibility of contracting the edge (vg, vi) in case it exists. Similarly 
we can prove that if gj = 0 and gk = 1 then vi E C and vf $ C. Finally, if gi = 0 then 
gj = 0 A gk =0 which, from the induction hypothesis, implies that there are no edges 
to be contracted. 0 
It is easy to check that the reduction is log-space. Thus the EDGE CONTRACT problem 
is P-complete. 0 
4. Approximation algorithms for random graphs 
The aim of this section is to show that approximate solutions for the HIGH DEGREE 
SUBGRAPH problem can be obtained by parallel algorithms having polylogarithmic ex- 
pected time and using a polynomial number of processors. 
4. I. More preliminaries 
We consider the random graph model B(n,P(edge) = p(n)) (for any positive inte- 
ger n) which is the space of graphs with n vertices and where edges are chosen indepen- 
dently and with uniform probability equal to p(n) = k/n [4]. Throughout the paper, for 
brevity sake, the fact that lim,,, [Prob(fl(g(n,P(edge) = p(n))) is false)] = 0, where 
IZ(B(n,P(edge) = p(n)) is an arbitrary boolean predicate, will be denoted as: with high 
probability II(g(n,P(edge) = p(n))) is true. 
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Since some proofs in this paper use the well-known Chemoff’s bound to the 
the binomial distribution, we present it in the following form (see for example 
tail of 
ill). 
Theorem 3. Let f,, . . . , fr be independent 0, l-random variables and E E , (0, l] be a 
constant. If pi = Prob(J = l), i = 1,. . . , Y, then 
Prob ($A -E ($A) >EE (,$fi)) <eAE2/2)‘C J;> 
and 
<e-(~Z/2)E(C; f ) 
4.2. The trivial cases p(n) < 4/n and p(n) > log2 n/n 
In this section, we focus on the case when either p(n)<4/n or p(n)> log2 n/n. 
The regular behaviour of the graph families arising from such probability functions 
permit us to construct approximate solutions for the HIGH DEGREE SUBGRAPH problem 
by means of trivial techniques. 
When p(n)= k(n)/na log2 n/n, from Theorem 3 it follows that, with high proba- 
bility, all vertices have degree which is arbitrarily “close” to the k(n) and thus the 
approximate solution for the HIGH DEGREE SUBGRAPH problem is the graph itself. 
In the other case, the following result shows that, with high probability, the optimum 
value is bounded by a constant and thus trivially approximable. 
Lemma 3. If k<4 then, with high probability, we have that d*(G) < 12. 
Proof. We prove this lemma by showing that, if k d 4 then, with high probability, any 
H of size q induces a subgraph having less than iqk + 4q edges. From this result, the 
lemma easily follows. 
Without loss of generality, we assume that q <n/2. Thus, let us define m = iqk + 4q. 
Then, the probability that the subgraph induced by H contains at least m edges is at 
most 
N 0 
2 
A(n,q) = Pm 
m 
where N = f 
By applying Stirling’s formula, we obtain the following inequalities: 
,0(m) 
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For k < 4, the above value is bounded by 
Thus, the probability that a subgraph H exists is bounded by (i)A(n,q) which tends 
to 0 as n+oo. 0 
4.3. The irregular case 4/n<p(n)< log2 n,ln 
In this section we analyse the more interesting case of p(n) = k/n with 4 <k < log2 n. 
In this case, a family of sparse graphs is generated since the expected number of 
edges is m = O(n log2 n). This choice of p(n) yields a rather complex, irregular family 
of random graphs. For an exhaustive analysis of the combinatorial structure of such 
random graphs we refer to [4,1]; however, concerning the HIGH DEGREE SUBGRAPH 
problem, it is sufficient to observe that, if we choose randomly a graph G in this 
family then, with probability not tending to 0 for n + m, G has a fixed portion of 
its vertices whose degree is substantially “far” from the expected degree determined 
by p(n). 
Consequently, an efficient parallel algorithm for the HIGH DEGREE SUBGRAPH prob- 
lem must consider this irregular behaviour. We present an approximation parallel algo- 
rithm running in O(logn log logn log k) expected time with nk number of processors 
which gives, when k is constant, a subgraph H having minimum degree not smaller 
than id* - o(l), where d* denotes the measure of an optimum solution; furthermore, 
when k = k(n) + 00, then the subgraph H, generated by the algorithm, has minimum 
degree not smaller than id* - o( 1). 
The algorithm is based on a different, more sophisticated version of the node-deletion 
procedure. Informally, after a preliminary parallel step which removes nodes hav- 
ing degree less than 2, where 2 is a convenient monotone function depending on 
p(n), the algorithm performs a sequence of consecutive phases whose individual ex- 
ecution can be easily performed in O(log k) expected parallel time. In each Phase 
t, a new subset Qt of vertices is marked and removed in parallel. More precisely, 
the set Qr consists of all vertices whose degree induced by the subset U:id Q, is 
greater than ;I, where y is another function of p(n). The choice of function ;J deter- 
mines the expected work performed in each phase. The initial set Q0 is the vertex 
set of the graph G’ generated by the preliminary step. The global procedure termi- 
nates at Phase Tf if and only if the set Qr,,, is empty and returns, if not empty, 
the subgraph induced by the vertex subset V - Ufi=, Qi; if, however, this subgraph 
is empty then a new execution of the global algorithm will be performed on graph 
G’. Notice that, in spite of the node-deletion procedure case, in our algorithm there 
is no density test and no explicit use of combinatorial lemmas. Clearly, the hard- 
est task here is in showing that the algorithm has the desired performances. In par- 
ticular, we prove that, after a constant number of executions of the global algo- 
rithm, a non empty subgraph will be generated. Furthermore, we will show that the 
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expected number of phases is O(log II log log n) and that the obtained solution represents 
a “good” approximation of the optimum one. In order to prove the O(logn log logn) 
bound we provide an interesting proof technique: (a) we define a property Lr(p(n)) 
on the subgraph space of the input graph G with edge probability function p(n); 
(b) we then prove that, if 4/n <p(n) < log* n/n, with high probability no subgraph 
with more than log n log log IZ vertices can exist having Property n(p(n)); (c) finally, 
we show that if the algorithm performs t consecutive phases then we can construct, 
from the execution of the algorithm, a subgraph with B(t) vertices having Prop- 
erty L’(p(n)). Points (b) and (c) thus prove the bound on the expected number of 
phases. 
The algorithms is shown below. 
Algorithm Al. 
begin 
z:=o; 
Gz := G; 
w:=0; 
while W = 0 do 
begin 
z:=z + 1; 
I$:=&_1 -{vEQ:lf(u)<(~ -E)k}; 
if Vz = V’&l then W := V, 
else 
begin 
Consider the subgraph GZ induced by V,; 
So(Z):={vE v,:d(v),<(; -&)k}; 
i:= 1; 
Qi(Z) := {U E 6 - Si-i(Z) I ds2_lcz,(U)>6k + fi + 3); 
while i < log II log log n and Qi(Z) # 8 do 
begin 
S,(Z) :=Si-l(Z) U Qi(Z); 
i:=i+ 1; 
Q~(Z):={UE & -si-l(Z):ds,_,(z)(U)~Sk+ J7;+3}; 
end; 
if Qi(Z)=O then 
begin 
$, := i; 
w := v, - sr,,,; 
end; 
end; 
end; 
return the subgraph Gw induced by W; 
end. 
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We first prove that Algorithm Al is correct; informally, the following results show 
that, after a constant number of iterations of the first “while’‘-loop, Algorithm Al with 
high probability generates a set W which is not empty. 
Lemma 4. If k > 4 then, with high probability, any subgraph with q vertices contains 
at most iqk edges. 
Proof. Let nr = tqk and, without loss of generality, assume that q <n/2. The proba- 
bility that a vertex subset of cardinality q exists which generates a subgraph having at 
least m edges is at most 
n 0 N A(m) where A(m) = 4 0 m pm with N = $. (1) 
We then have 
If k 2 4 then m > 6q, and thus the above value is bounded by 
Finally, by using Stirling’s approximation, it is easy to prove that the above proba- 
bility tends to 0 as n --+ DC;. 0 
Lemma 5. For any k 3 4 and for any 0 (0 < 0 < 1) a positive constant C(0) exists such 
that there exists, with high probability, a step Zr < C(0) for which j&(Z)/ < 8) J+J. 
Proof. Let 0 <E < 1, by Chernoff’s bound, the number of edges in the input graph 
G( V, E) is, with high probability, at least (i - ie)nk. Thus, if the subgraph Gz contains 
i.klV,l>(i - iE)k(&I edges and ISo(Z)J361&I, then the subgraph Gz+l contains a 
number of edges which is at least 
i.kl&I - I&(Z)/ 
( 1 
; -a k= IL$+,[Ak + lQzl;k; 
by definition of set Qz, the last expression is at least 
JVz+,li,k+lVz+,lB~k=l~~+,l (i+li;)k. 
If we consider Z > C(e), then we have that the number of such edges becomes at 
least 
I &+I / (A + CUW;) k. 
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Finally, by Lemma 4, we have 
I &+I I (). + cv$) k d ;I &+I Ik 
which gives a constant upper bound for c(%). 0 
Lemma 6. For any k d log2 n and for any % (0 <% < l), with high probability, any 
subgraph with q vertices contains at most 
k q2 --e 1+20/f? 
n2 
+%qvs+(l +%)q 
edges. 
Proof. Let m = (k/n)(q2/2)e ‘+20/03 + %q& + (1 + %)q. The probability that a vertex 
subset of cardinality q exists which generates a subgraph having at least m edges is at 
most 
where A(m) = pm with N= $. 
We thus have 
We consider two cases. 
1. Assume that 
28< e2 
ev%‘(nlq)ei2’ 
We then have 
Consequently, 
A(n,q)b(e 1 
2o/lP --Hqvs-(l+B)q 
We also have that 
20 
,%db se-g - 2o 2% (;>“i’=2?& (;>“i’ 
>~ln(~) 221n(a). 
(2) 
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It follows that 
A(fl,q) d (e 
20;03 -(l+(i)qep2yln(niq) 
) 
277 
< e--2q n -24 0 4 . 
2. Assume that 
20 e2 
->p 
ev4 (nlqYi2 ’ 
By applying arguments similar to the previous case we obtain 
where z = 8 - i 0 - i t12 is a positive constant since 0 < 8 < 1. 
In both cases, by applying the obtained bounds on A(n,q) in Eq. (2) and using the 
Stirling’s approximation for (; ), we can prove that the above probability tends to 0 as 
n+oc. 0 
Theorem 4. If /So(Z)/ d 01 V,( anA f3 6 ~e-‘-20~‘/8 the n, with high probability, IS,,,(Z)l 
<~/SO(Z)] and, consequently, the set W is not empty. 
Proof. The proof is by contradiction. Assume 
IS,(Z)1 >wom 
We then have that 
I~,,V)l = PoV)l + g lew. 
Let A be the positive integer for which 
A-l A 
c lM-0 <POW G c lQd=q. 
i=l i=l 
Consider the subset Q,* G QA with cardinality 
that 
POW = (“2’ IW,) + IQ;@)l. 
i=l 
Now, define 
$=&u @,‘Qj(Z)) uQ,*. 
that 
ISo( - Cfzy’ lQ;(Z)l, we then have 
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By construction, the subgraph induced by S,* contains at least 
edges. Let IS: / = q, then we have that q <21&J < 81 yZ[ < 8n. Consequently, by Lemma 6 
(with parameter 6 = i ), we have with high probability that 
k q2 1+20/1/s 
--e 
n2 
which implies that 
k q2 
iq6k <e1+2011i8_-n z 
Thus, we would have that 
d<e1+20/1/8q <e1+20/1/80<! 
n ‘2’ 
Clearly, this is not possible and the thesis is proved. 0 
Let us now determine the approximation ratio obtained by Algorithm Al. 
Lemma 7. If k = k(n) + cc then, with high probability, any subgraph with q vertices 
contains at most iqk( 1 + o( 1)) edges. 
Proof. If k = k(n) + co, then assume first that q/n -+ c, where c is a positive constant. 
In any subgraph induced by a vertex subset of cardinality q, the expected number of 
edges is bounded by qk/2. Thus, by applying Chernoff’s bound, we get the lemma. 
Finally, if q = o(n) then the lemma is a consequence of Lemma 6. 0 
Theorem 5. Let dA’(G) be the minimum degree of the subgraph generated by 
Algorithm Al on input G. Then, the approximation ratio d*(G)/dA’(G) is with high 
probability bounded by 
3k 
max{l,(i-s-_)k-fi-3}. 
Moreover, ifk = k(n) + 00, then the ratio is with high probability bounded by 2+a(n), 
where al(n) tends to 0 as n -+ 03. 
Proof. The upper bound for d*(G) is given by Lemma 4, while the lower bound for 
the approximate solution is a direct consequence of the definition of sets S;(Z) (i>O) 
in Algorithm Al. Furthermore, when k = k( ) n + CS, the bound for the approximation 
ratio is a consequence of Lemma 7. 0 
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Finally, we analyse the complexity of Algorithm Al. To this aim, we will say that 
a vertex subset H is a Z - set if its induced subgraph contains a connected subgraph 
B such that any vertex of H either belongs to So(Z) or it has degree restricted to B 
not smaller than three. 
We will now determine the expected number of phases of Algorithm Al by studying 
the probability of the event “H is a Z-set” in random graphs with edge probability 
4/n < p(n) < log* n/n. 
Lemma 8. V 2 <q < log* n then with high probability any Z-set of size q contains at 
least q/2 vertices belonging to So(Z). 
Proof. Consider a Z-set of size q having less than q/2 vertices in So(Z). Then, the 
number of edges in the induced subgraph must be at least q/2 + 3q/2 = 2q. By applying 
Lemma 6, we have that the expected number of such Z-sets tends to 0 as n + 00. 0 
The above lemma implies an upper bound on the probability of the event “H is a 
Z-set”, where Z is a step in which the algorithm generates a non-empty subgraph. 
Lemma 9. Let 0 < 0 < 1 and 2 <q < log2 n, then the probability that a jixed vertex 
subset of cardinality q is a Z-set with at least q/2 vertices in So(Z) is at most 
(( 1 + o( l))0)q/2n’-q, where Z =Zf (see Lemma 5). 
Proof. Observe first that, for any positive 8 and for any fixed vertex v, by Chernoff’s 
bound, there exists Z(0) such that Pr(v E Ss(Z(0))) < Bk-‘6. Notice that, for this value 
of Z(H), we also satisfy Lemma 5. Consequently, for any subset A 5 V such that 
1 < I.4 I< log2 n, it is possible to prove that Pr(A C So(Z)) 6 (1 + o( 1 ))Pk-‘6s. Then, 
consider the probability that a vertex subset of cardinality q is a Z-set having at least 
q/2 points from So(Z). By the above facts, this probability is at most 
c ) k q--l q (( 1 + o( 1))8)4.‘%‘6*q,24q ; ) 412 0 (3) 
where the term 44 is an upper bound for the number of trees with q vertices. We then 
have that the value in Eq. (3) is bounded by 
1 q--l 
((1 +o(l)Yoq’* ; > 0 
for any k 24. The thesis is then a direct consequence of this bound. 0 
Theorem 6. With high probability, no Z, -subset exists having size log n G q d log2 n. 
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Proof. Apply Lemma 9 with 0 d i. From the conditions on the size of q, we then 
have that the expected number of Zf-subsets is bounded by 
0 n ((1 +O(l))e)~‘2n’-~<((1 +0(1))8)%<,-‘(1 -to(l)) 4 
which tends to 0 as n + 00. •i 
Theorem 7. If for some fixed Z, the corresponding number of phases of Algorithm 
Al is at least t, then a Z-subset of size o(t) exists. 
Proof. Consider the set Qt(Z):={u6 b-S,_,(Z):ds,_,&v)>6k+&+3}; starting 
from any vertex u in Q((.Z), we can define a subgraph of the graph induced by nodes 
in S,_](Z), which are connected to u. We can construct this subgraph in order to obtain 
a Z-set. This subgraph will be denoted as the image of u and can be constructed in 
the following way. Consider three neighbours of u in the set &l(Z) (notice that, by 
definition of et(Z), such neighbours must always exist). If t > 1 then at least one of 
them belongs to the set St-i(Z) - So(Z). Consider these neighbours and apply again 
the same method on each of these nodes. The global construction is thus completed 
when every visited node has its neighbours either outside S,_,(Z) or in So(Z). It is 
then easy to see that we have obtained a Z-subset. However, it could happen that the 
obtained Z-subset has a size M “too large” (in the worst case, the image of u could 
be a complete tree, thus having a cardinality which is exponential in t). In this case 
we can simply consider the images of the neighbours of u which have cardinality in 
the range (M - 1)/3,. . . ,A4 - 1. These images have thus cardinality smaller than the 
image of u and they still determine a Z-subset. By iterating such reasoning, we can 
achieve a Z-subset having the desired cardinality. 0 
From the above results we have that, with high probability, a constant Z exists, for 
which the solution W is not empty and the number of phases is 5 O(logn log log n). 
Moreover, each phase can be performed in O(logk) expected parallel time using O(nk) 
processors, since every node must only update its current position with respect to the 
sets S,(Z) and Qi(Z). 
5. Conclusions 
In this paper we have studied the parallel complexity of approximating the HIGH 
DEGREE SUBGRAPH problem. In particular, we have shown that the non-constructive 
parallel approximation algorithm appeared in the literature cannot be easily turned into 
a constructive one since both the node-deletion procedure and the edge-contraction 
5A deeper probabilistic analysis can give us the exact constant in the logarithmic upper bound for q in 
Theorem 6; however, the bound O(log n log log n) is sufficient for the aim of this paper 
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procedure appear to be inherently sequential. Successively, we have studied the HIGH 
DEGREE SUBGRAPH problem for random graphs with crny edge probability function and 
we have provided different parallel approximation algorithms depending on the type of 
this function. 
On the one hand, the P-completeness results show that finding a constructive parallel 
approximation algorithm is a harder task than finding a non-constructive algorithm and 
it may require more sophisticated techniques. On the other, the results on random 
graphs show that the parallel approximate solution of the HIGH DEGREE SUBGRAPH 
problem is “practically” easy and thus suggest that this problem indeed admits a parallel 
approximation algorithm. Finding this algorithm is clearly the main question left open 
by this paper. 
A more technical question is whether the P-completeness of the edge-contraction 
procedure can be proved without assuming the lexicographic ordering on the edges. 
Finally, the node-deletion procedure and the related density technique, introduced 
in [2], have been successively used to prove that both the maximum edge connec- 
tivity subgrqh problem and the muximum vertex connectivity subgruph problem are 
approximable in parallel [ 141. However, for reasons equivalent to those observed in this 
paper, the corresponding algorithms do not give constructive solutions. An interesting 
open question thus consists in deriving constructive parallel approximation algorithms 
for these problems. 
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