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PREFACE
The Genomic Revolution, Systems Biology, Power Laws, and Scale-Free Networks T he decade between 1995 and 2004 witnessed an ongoing revolution in biology. Certainly, sequencing of the human genome^ serves as a legitimate symbol of this new revolution whereas its beginning is marked by the appearance of the first complete genome sequence of a cellular life form, the bacterium Haemophilus influenzae? Indeed, comparative genomics is the core and foundation of the new biology. It brought about the appreciation of previously unimagined plasticity of genomes and the fundamental role of horizontal gene transfer and lineage-specific gene loss in evolution. However, equally importantly, genome comparisons corroborated and expanded the notion of fundamental conservation of the building blocks of life (genes and proteins) even as they are mixed and matched, and modified, and lost in the course of evolution.^ As the collection of sequenced genomes continues to expand at an ever increasing rate, gradually saturating the major branches of the tree of life (and changing this very concept in the process), the post-genomic phase of biology is taking shape. The advent of post-genomic biology has been made possible by the development of a new generation of experimental techniques which allow, at least in principle, an exhaustive analysis of various aspects of a cell or tissue, such as the complete repertoire of mRNAs, proteins or small molecules, or the complete set of protein-protein interactions or metabolite fluxes. These days, microarrays, proteomics methods, and large-scale protein-protein interaction measurements strive to study not just mRNAs, proteins or interactions but, respectively, the transcriptome, the proteome or the interactome of the given cell, tissue or whole organism. Even if the proliferation of various "omes" and "omics" irks many biologists brought up in the traditions of classical biochemistry and molecular biology,"^'^ the gist of the new biology is clear and defensible: only by knowing all components and all connections in an organism can we hope to "understand" it. The latest buzzword to denote this new direction is Systems Biology, an awkward phrase, perhaps, but rather appropriate as it captures the idea of understanding a cell or an organism as a system through a complete inventory of its parts and the interactions between them.^'^ This latest revolution in biology has been ushered in by new technologies, firsdy, efficient whole-genome sequencing, and then, transcription microarrays, proteomics, and others. The corresponding conceptual developments have been quick to announce themselves. The key words for these concepts are complexity, network, and power law. Complexity with respect to biology has been defined in a variety of ways, and this is hardly the place to discuss these diverse definitions in any detail (e.g., see ref 8) . Intuitively, however, it is obvious that biological systems differ gready in their organizational complexity which is a function of the number of distinct components and their interactions. Thus, the human proteome with -20 thousand distinct gene products, many of which are represented by midtiple alternative splice forms, is, arguably, much more complex than the proteome of the parasitic bacterium Mycoplasma genitalium with its 470 proteins, which is compatible with our intuition that humans are more complex than bacteria. However, we feel almost as strongly that humans are more complex than the tiny worm Caenorhabditis elegans, while the number of genes in the human and worm genomes is about the same.^ Thus, beyond doubt, there are crucial aspects of biological complexity that we do not understand well at all.
A simple but potentially powerful insight into the nature of biological complexity is that, essentially, any complex system can be abstracted in the form of a network graph in which the vertices are the elements of the systems and the edges are interactions (connections) between them. The latter can be, in the most straightforward case, physical interactions between proteins, but also similarities between expression profiles of genes, relationships between regulators and the regulated genes, links between neurons or other cells, and a variety of other types of links between biological entities. These biological networks share with each other and with other types of networks, e.g., the World Wide Web, the networks of relationships (business, friendly or sexual) between members of human society, and others, certain simple but interesting mathematical properties. The distribution of the number of connections per node (node connectivity) in these networks more or less precisely follows a power law, i.e., described by the simple function P{i) = ci'^ where P{t) is the frequency of nodes with exactly / connections or sets with exacdy / members, y is a parameter which typically assumes values between 1 and 3, and r is a normalization constant. Obviously, in double-logarithmic coordinates, the plot of Pas a fiinction of/ is close to a straight line with a negative slope. An implication that has become widely known is that the networks with a power-law distribution of node connectivity are scale-free, i.e., show the same properties at different scales. This connects the study of networks with another famous and powerful concept, that of fractals. ^° Probably, the most remarkable feature of the scale-free networks is that, unlike random networks, they are resistant to error but vulnerable to attack. ^^ In other words, if nodes are taken out randomly, the structure of the network will remain generally the same because most nodes have very few connections and are, in a sense, unimportant. However, if highly connected nodes, the so-called hubs, are specifically targeted, the network as a whole might not survive even the first hit.
The power law distributions transcend networks as such. The quantities that are so distributed include the number of genes in a family, the number of pseudogenes per gene, the number of people per city, the number of published papers per scientist, the number of citations per paper, and much, much more. In fact, the first distributions where power laws have been noticed are the distribution of people in a society by wealth (the Pareto law^^) and the distributions of words in a text by frequency (Zipf law^^).
A natural question is: why are power laws so common in so many widely different areas? Clearly, there are some general organizational principles behind these similar distributions, but are these principles just superficial or do they reflect profound commonalities between all these disparate systems? A simple but powerftil insight has been offered by Barabasi and coworkers who noticed that power law distributions often appeared in evolving systems, be it the Internet or the biological networks. ^"^ One of the major modes of evolution in such systems is accretion of nodes under the so-called preferential attachment principle according to which the probability that a new node forms a connection with a preexisting one is proportional to the nimiber of links the latter already had. In anthropomorphic terms, the rich get richer; using Darwinian terminology, which is likely to better reflect the situation, at least as far as biology is concerned, the fit get fitter. ^^ Importandy, random networks described in the classic work of Erdos and Renyi^^ never show the power law distribution of node connectivity but instead have a distribution that is close to Poisson. Notably, power law distributions as asymptotic solutions are also readily produced by birth-and-death models which can be naturally applied to processes of genome evolution such as evolution of gene families. ^^ Evolution of networks via preferential attachment or a birth-and-death process leading to power laws is an important concept but is too general to be of much epistemological value in itself. The real question is: can we learn something new, preferably, something not readily discernible by other approaches, about life, through the analysis of power law distributions and scale-free networks in biological systems? Again, the first strong hint at a positive answer has been obtained by Barabasi and colleagues. They reasoned that, if scale-free networks indeed reflect biological reality, their hubs should be, in some meaningful sense, more important for the organism than the nodes with fewer connections. Indeed, the results of biological experiments on the effect of gene knockouts on the survival of yeast are compatible with this notion: the hubs of the yeast protein-protein interaction network (characterized in genome-scale two-hybrid experiments) are more likely to correspond to essential genes (those that cannot be knocked out without killing the organism) than weakly connected nodes.^^ Along the same lines, it has been observed that the hubs of the human gene coexpression network are, on average, genes that evolve slower than genes with low connectivity.^^ The connectivity of a gene (protein) in expression or interaction network seems to be a distinct property which is not readily reducible to anything else we can learn about that gene or protein.
Therefore, the observations that this property correlates with empirically measurable quantities of clear biological significance, such as knockout eff^ect or evolutionary rate, suggest that connectivity is, indeed, biologically important. Accordingly, these findings provide the rationale for deeper exploration of the biological counterparts of network organization. However, it also has been noticed that, while such correlations are ofi:en statistically significant, they are usually not overwhelmingly strong and explain but a small part of the variation of the respective quantity. Accordingly, debates abound in the literature as to which of the observed correlations are truly significant and which are secondary or even might arise from artifacts in the data.^^^'' While the realization of the general importance of power law distributions is at least as old as the classic work of Pareto on the foundations of economics, the application to genome-wide analysis started in earnest only in the 21" century and so is still in its infancy. Even in this short time, excellent reviews on properties of scale-free and other networks and their role in biology have appeared^^'^^ as well as several books, aimed either at lay readers (or, at least, "lay scientists")^^'^^'^^ or specialists.^"^ Arguably, however, these works fall short of presenting a coherent, reasonably complete picture of the role, promise, and potential pitfalls of the analysis of power-law distributions and scale-free networks in its specific capacity as a major part of theoretical systems biology. Hence we replied with enthusiasm to the suggestion of Ron Landes to put together this book. Surely, most scientists today will agree that there are too many multi-author books around, while too few of them have any measurable impact. Understandably, every group of editors believes that their book is going to be different, and we are no exception. Our justification is twofold. From the beginning, we felt that the research field that we could define as "power laws and scale-free networks in genome biology" could gain from a multi-faceted overview in which different viewpoints, methodological approaches, and scientific cultures would be represented. What is more, we thought that compiling such an overview could be a relatively straightforward task because there were no existing comprehensive treatises to compete with. We approached with this idea a number of scientists known for pioneering contributions in this new field and were struck by their almost invariable willingness to contribute to the projected book; very few people declined, and then, for a good reason. Thus, we simply had to go ahead with the book, and here is the resulting collection.
A few words about each of the chapters, to give the reader an idea of the diversity of the contributions, and-we hope-the emerging synthesis. Almaas and Barabasi discuss the occurrence of power laws in biological systems and the scale-free and hierarchical properties of biological networks. They emphasize the inhomogeneity and complexity of these networks, noting that "network biology" is still in its infancy. Goh, Kahng, and Kim describe graph-theoretic analysis of protein-protein interaction and metabolic networks and elucidate certain subtle structural properties of these networks, such as "dissortative mixing" whereby proteins with a small number of interaction partners tend to connect to the hubs of the network, and vice versa. The result is a distinctive network modularity. Maslov and Sneppen compare the large-scale organizations of two types of networks, protein-protein interaction and transcription-regulatory ones, and discover a remarkable, consistent effect of suppression of links between hubs in each of these networks, which results in distinct network modularity. Maslov and Sneppen observe that this property increases network robustness, and they suggest that, in the course of evolution, this could be a selected feature. Clearly, these results are very similar to those of Goh et al, even as the methodological approaches used by these authors are quite different. Bader investigates the protein-protein interaction network of the fruit fly and comes up with the unexpected observation that, when only reliable, biologically relevant interactions are considered, the network displays neither scale-free properties nor a power-law distribution of connectivity. When analyzed in this fashion, the number of connection per node decays faster than it would under power law and approaches an exponential distribution. This work emphasizes the caution that is due in interpreting the mathematical properties of networks.
Several chapters make the next key step of abstraction by analyzing models of evolution that lead to power law distributions. Dokholyan and Shakhnovich reveal the scale-free structure of the so-called protein domain universe graph (PDUG) and show that this organization could have evolved under a divergence but not under a convergence evolutionary model. Wagner examines the structure of protein-protein interaction networks and addresses the question whether their organization reflected in the power-law distribution of node connectivity was shaped and is maintained by natural selection. Wagner s answer is that the role of natural selection had been minor at best, with the structure of the network determined largely by physicochemical properties of proteins (but then, again, are these properties not a product of natural selection.**) Karev, Wolf and Koonin describe Birth, Death and Innovation models of gene family evolution (BDIMs) and show that only nonlinear BDIMs, which include "interactions" between genes in a family, can produce evolutionary rates compatible with the observed distribution of family size. Again, as in Wagner s work, there is no explicit selection in BDIMs, but the "interactions" between genes in nonlinear models might actually represent a selective force. Yanai also addresses the interplay between neutral and selective forces in the evolution of genes families and concludes that selection does not need to be invoked to explain the general shape of the family size distribution. However, a more detailed analysis of the heavy tail of the distribution suggests that evolution of the largest families still might have evolved under positive selection. Dewey and Galas discuss expression networks derived from microarray data and transcription factor networks constructed from the data on gene regulation by specific transcription factors. An evolutionary model based on gene duplication seems to account nicely for the global properties of these networks. Kamal, Luscombe, Qian, and Gerstein present an evolutionary model that explains the observed distributions of protein fold frequencies on the basis of stochastic gene duplication, deletion, and acquisition of new fold.
Fernandez and Sole consider regulatory networks at a higher level of abstraction by treating them as devices that perform computations. They note that the resistance of network to noise is achieved through redundant connections which are also the means for evolution to rewire a network without losing its function. Fernandez and Sole posit that robustness of biological networks must be not maximum but optimal to ensure the necessary level of evolvability.
Van Nimwegen describes simple but truly remarkable observations on scaling of genes in different functional categories with genome size. The number of genes in each category increases as a power-law function of the total number of genes in the genome. It turns out, however, that the exponents are very different for different biological functions. In particular, regulatory and signal-transduction proteins tend to scale with the square of the total number of genes, which could be an important factor in limiting the complexity attainable by organisms. These trends await deeper explanations.
Rackovsky applies the network concepts to the analysis of the organization of the universes of proteins sequences and strucmres and describes substantial differences in the properties of these two virtual spaces. In Chapter 9, Buldyrev presents a review of the substantial body of work done on the power law properties of long-range correlations in DNA sequences and links these studies to more general physical models of critical phenomena. Somewhat paradoxically, although this avenue of research is at least 20 years older than systems biology and produced a number of elegant mathematical results, the biological implications are far from clear. Buldyrev makes the provocative but, we believe, plausible suggestion that long-range correlations in DNA sequences are, largely, a consequence of neutral evolution of junk DNA in complex genomes.
One way to conclude these introductory notes would be to quote the chapter by Fernandez and Sole: "In summary, we are still very much puzzled by the question of how complex... networks are organized." On a more constructive note, however, we believe that the chapters collated in this book make it abundandy clear that theoretical systems biology has moved from the pure stamp collection phase (in this case, collection of examples of power law distributions and scale-free organization) to physics, i.e., search for models capable of explaining these observations. What is less clear although, probably, more important, is what new biology, if any, comes out of these analyses. Several examples oudined above may provide initial clues and more are to be found in the chapters comprising this book.
In the early days of computational molecular biology (bioinformatics), Gunnar von Heijne, one of the eminent practitioners in that field, provocatively entitled his book Sequence Analysis in Molecular Biology: Treasure Trove or Trivial Pursuit?"^ In the years since, the question had been answered definitively: blind alleys notwithstanding, bioinformatics is no trivial pursuit by any means. In the beginning of the 21st century, the same question lurks with regard to theoretical systems biology. It is our hope that this books suggests the same answer.
Hopefully, the book will be of interest and use to many biologists and physicists who already practice systems biology or think about venturing into this area, including
