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Resumen
En Me´xico, la aplicacio´n de Redes Neuronales Artiﬁciales en ﬁnanzas se ha enfocado en el
estudio del ana´lisis del riesgo de cre´dito; emplea´ndolas para ajustar los resultados de
indicadores bursa´tiles. Sin embargo, esta investigacio´n en particular, las utiliza para
establecer un ajuste a la medicio´n y clasiﬁcacio´n del riesgo de mercado; mostrando los
resultados obtenidos en la fase experimental de los procesos de entrenamiento y prueba en la
segunda etapa de simulacio´n de la red; los cuales han alcanzado un nivel de categorizacio´n
arriba del 70%, mostrando las variables que contribuyen signiﬁcativamente a la medicio´n y
clasiﬁcacio´n del riesgo siste´mico.
Abstract
In Mexico, the Artiﬁcial Neuronal Network applicated to the ﬁnances has focused in the study
of the analysis of the credit risk; and to ﬁt the results of stock-exchange indicators that oﬀer
useful information to the ﬁnancial investors. Nevertheless, in this case in particular, this tool
it is used to measure and classiﬁed the Mexican market risk; showing the results obtained in
the experimental phase of the training and test in the second simulation stage of the network;
reaching a classiﬁcation rate of over 70%, presenting the variables that signiﬁcantly contribute
to the measurement and classiﬁcation of the systematic risk.
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1. Introduccio´n
En todo proceso inherente a los mercados ﬁnancieros, el objetivo de los
oferentes y compradores es garantizar un ma´ximo rendimiento con un
mı´nimo de riesgo, originando que la variabilidad en las transacciones ﬁnancieras
cada vez genere menores condiciones de incertidumbre, particularmente en
las operaciones ma´s predominantes de los mercados bursa´tiles, como lo son la
compra y venta de acciones que crean fuertes movimientos en las economı´as,
particularmente por el efecto que tienen los mercados en factores econo´micos
tales como la inﬂacio´n, el tipo de cambio, las tasas de intere´s, la liquidez y el
apalancamiento ﬁnanciero de las empresas, los cuales afectan directamente
la maximizacio´n de la rentabilidad del mercado, equilibrando objetivamente el
riesgo en las operaciones de inversio´n de los grandes capitales.
Sin embargo, para compensar el incremento de los niveles del riesgo de
mercado, una inversio´n debe ofrecer la posibilidad de lograr mayores ganancias.
Por lo tanto, si el inversionista se informa y decide asumir cierto riesgo,
tiene la probabilidad de obtener un rendimiento mayor. E´ste es un
principio fundamental en ﬁnanzas y se denomina relacio´n riesgo/rendimiento.
Esta relacio´n reﬂeja la predisposicio´n a aceptar ganancias y pe´rdidas (cambios,
inseguridad, volatilidad) en el corto plazo, teniendo en mente una perspectiva de
ganancia neta en el largo plazo, que sera´ superior a las utilidades que se asocian
con las inversiones estables (aquellas que no conllevan riesgos de pe´rdida). La
estabilidad en s´ı misma esta´ tambie´n sujeta a su propia forma de incertidumbre,
un hecho muy a menudo no tomado en cuenta por los inversionistas que buscan
la seguridad.
La volatilidad es una caracter´ıstica fundamental de las operaciones
bursa´tiles modernas, cuyo ca´lculo y previsio´n es de vital importancia para los
que en ellas operan. E´sta, es una medida de la velocidad de las mismas,
que marca que´ tan ra´pido se ajustan los precios de los activos ﬁnancieros ante
determinados hechos. Los mercados se mueven despacio o deprisa,
considera´ndose como de baja o´ alta variabilidad.
1.1 Deﬁnicio´n del problema
Considerando que el riesgo de mercado, es uno de los feno´menos ma´s
recurrentes en las ﬁnanzas, debido particularmente a la alta volatilidad que
actualmente afecta a los mercados internacionales, es un tema valioso para ser
investigado en las unidades econo´micas en el mundo; por lo que Me´xico no debe
ser la excepcio´n y se le debe dar la importancia que implica, en una economı´a
en constante movimiento, particularmente por las caracter´ısticas de su entorno,
que afecta fuertemente las operaciones ﬁnancieras en los mercados bursa´tiles
al tener movimientos fuertes en los precios de las acciones que constituyen sus
capitales.
En los u´ltimos an˜os, los movimientos a la alza y a la baja en el tipo de
cambio, y la variacio´n en las tasas de intere´s, son algunos factores que elevan
la crisis ﬁnanciera que actualmente sigue afectando a las ﬁnanzas pu´blicas y
privadas; esta situacio´n se ha venido extendiendo fuertemente desde el an˜o
2008 con los problemas del cre´dito hipotecario mundialmente conocido como un
efecto de la economı´a estadounidense, que repercutio´ como onda de contagio
principalmente en la economı´a local, provocando movimientos bruscos en los
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mercados de capitales, como la Bolsa Mexicana de Valores (BMV) con fuertes
implicaciones en el mercado internacional, donde la mayor´ıa de los accionistas
e inversionistas nacionales, paralelamente han tenido que enfrentar situaciones
ma´s riesgosas, como los movimientos bursa´tiles de la Bolsa de New York y el
mercado asia´tico, por mencionar algunos; afectando directamente la estructura
econo´mica y ﬁnanciera no solamente de los mercados sino de las economı´as a
nivel mundial.
Este panorama de recurrentes crisis, ha originado que dentro de
los estudios ﬁnancieros y econo´micos, surjan nuevas propuestas de modelos de
prediccio´n que ajusten y reduzcan estas condiciones peculiares de volatilidad, y
que contribuyan a resolver de manera objetiva los diferentes factores de riesgo de
inversio´n de los grandes capitales que se mueven en las actividades de compra
y venta de activos bursa´tiles. Con el transcurso del tiempo, se ha podido
obtener ma´s informacio´n y nuevas metodolog´ıas que ayudan a una tener una
mejor percepcio´n de la variabilidad en el mercado; esto ha permitido contar con
mayores elementos cient´ıﬁcos para comprender la aparicio´n de este feno´meno,
y minimizar sus efectos sobre los diversos entes econo´micos (Oddone, 2004).
De manera que, en este estudio se aborda la medicio´n y clasiﬁcacio´n del
riesgo de mercado bursa´til mexicano, donde como en cualquier actividad de
comercializacio´n de instrumentos de inversio´n o ﬁnanciamiento, la variacio´n en
el precio y el volumen de las transacciones es un movimiento que
constantemente afecta las operaciones de la Bolsa Mexicana de Valores. Por
lo anterior, es trascendental beneﬁciar a todos los que intervienen en el
mercado con informacio´n oportuna y adecuada, sobre co´mo esa
multiplicidad de factores econo´micos, afecta directa o indirectamente el
ca´lculo objetivo del riesgo siste´mico en la compra y venta de los instrumentos,
y cua´ntos de ellos presentan mayor incertidumbre a trave´s de los movimientos
histo´ricos, acelerando la movilidad de los capitales de los diferentes
grupos nacionales e internacionales que continuamente hacen parte del mercado
accionario mexicano.
1.2 Objetivos de la investigacio´n
1. Establecer si la medicio´n de la caliﬁcacio´n del riesgo de mercado de las
empresas ma´s activas que cotizan en la Bolsa Mexicana de Valores, medido por
la beta, puede clasiﬁcarse adecuadamente al aplicar un modelo de Red Neuronal
Artiﬁcial (RNA) Clasiﬁcadora.
2. Estudiar, deﬁnir y caliﬁcar el riesgo de mercado mexicano aplicando
un modelo de Red Neuronal Artiﬁcial Clasiﬁcadora, para clasiﬁcarlo en varios
niveles, y posteriormente comparar los resultados obtenidos con las escalas que
utilizan las principales Entidades Caliﬁcadoras de Riesgo (ECR) en Me´xico,
las cuales constituyen la base para que los agentes econo´micos tengan
un indicador objetivo en las decisiones de inversio´n y ﬁnanciamiento de las
operaciones bursa´tiles.
1.3 Hipo´tesis de la investigacio´n
Hipo´tesis H0: El uso del modelo de Redes Neuronales Artiﬁciales en la
medicio´n del riesgo de mercado, agregando las variables: tipo de cambio (peso
mexicano vs. do´lar americano), tasa de intere´s interbancaria de equilibrio
(TIIE) y los rendimientos accionarios (precio ﬁnal de la accio´n), reﬂejan de
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manera adecuada la clasiﬁcacio´n y caliﬁcacio´n de las emisoras seleccionadas, al
ser comparado con la medicio´n de las Entidades Caliﬁcadoras de Riesgo (ECR)
nacionales.
Hipo´tesis H1: El uso del modelo de Redes Neuronales Artiﬁciales en la
medicio´n del riesgo de mercado, agregando las variables: tasa libre de riesgo
(Cetes a 91 d´ıas), el rendimiento del mercado (RA) y la tasa de rendimiento
requerida (Kj), reﬂejan de manera adecuada la clasiﬁcacio´n y caliﬁcacio´n de
las emisoras seleccionadas, al ser comparado con la medicio´n de las Entidades
Caliﬁcadoras de Riesgo (ECR) nacionales.
1.4 Determinacio´n de las variables seleccionadas en las fases de
simulacio´n
Se tomo´ la inﬂacio´n porque como variable econo´mica, es un factor que
incrementa la incertidumbre en los mercados ﬁnancieros y constituye la base
fundamental de la administracio´n de la pol´ıtica monetaria mexicana, por lo
tanto, e´sta inﬂuye en las decisiones sobre el manejo de capitales por parte
de las empresas que cotizan o no en la bolsa. Por tal motivo, es importante
protegerlos, porque como bien se sabe, con los pesos de ahora dentro de seis
meses no se tendra´ el mismo poder adquisitivo que con los de hoy, de ah´ı que,
los precios de las acciones involucran intr´ınsecamente los efectos de la inﬂacio´n.
En cuanto a la variable tasa de intere´s, representada por la TIIE si se
consideran inversiones de capital, estas operaciones no esta´n libres de riesgo,
ya que, en cualquier economı´a desarrollada o en v´ıas de desarrollo, todos los
inversionistas pueden prestar o pedir prestado sus capitales, consecuentemente,
en la mayor´ıa de las decisiones de ﬁnanciamiento a trave´s del mercado bursa´til,
se debe considerar la utilizacio´n de una tasa libre de riesgo, para que las
operaciones se mantengan en equilibrio.
No se puede hablar de cualquier tipo de riesgo, sino se menciona que las
tasas de intere´s involucran movimientos en el mercado crediticio, como es el caso
de invertir en bonos (deuda) que denota cierto porcentaje de pago o beneﬁcio
que obtiene el inversionista por tomar esta opcio´n, que implica un riesgo menor,
ya que es una renta ﬁja. Sin embargo, hay factores de riesgo inherentes a la
transaccio´n, que en el caso de la emisio´n de deuda, estar´ıa representado por el
costo de ﬁnanciamiento que adquiere la empresa en el momento de poner en el
mercado estos instrumentos.
En el mercado de valores, la emisio´n de acciones afecta la variabilidad de
las tasas de intere´s, ocasionando una mayor volatilidad en el mercado (t´ıtulos
de deuda pu´blica), que se vera´ reﬂejada directamente en el precio de todos los
valores que ofertan y demandan las entidades que cotizan en la bolsa, generando
una disminucio´n o incremento del riesgo siste´mico.
En este contexto, entonces tanto los inversores nacionales como extranjeros,
deben tomar decisiones de inversio´n y ﬁnanciamiento, tales como la compra y
venta de activos ﬁnancieros (acciones). Por tanto, es de suma importancia que
antes de efectuar la operacio´n, el inversor estudie y veriﬁque la situacio´n del
tipo de cambio del pa´ıs, para conocer hasta que´ punto la pol´ıtica monetaria lo
tiene controlado o no.
Adema´s, es importante saber si se cuenta con un libre mercado de divisas,
el cual inﬂuye en los ﬂujos de efectivo y de capitales, adema´s de estar al tanto
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del grado de volatilidad del mercado, y el riesgo al que esta´n sometidas las
inversiones; todo ello para conocer que´ tan dispuestos esta´n los inversionistas
para asumir situaciones de incertidumbre y medir el efecto que tendr´ıa en la
rentabilidad esperada.
De manera que, una pol´ıtica econo´mica y monetaria sana, consiste en el
proceso de manipular eﬁcientemente las variables econo´micas para generar
estrategias de crecimiento sostenible en los diferentes sectores ﬁnancieros de un
pa´ıs. Por tal motivo, esta investigacio´n propone un estudio sobre el ajuste a
la medicio´n del riesgo de mercado mexicano donde se muestre, adema´s de los
factores econo´micos ma´s representativos de la economı´a que han ocasionado la
aparicio´n de crisis ﬁnancieras en el periodo de 2004 a 2009, tales como el precio
de las acciones, la cantidad negociada (volumen) y las ganancias de capital o´
rendimientos accionarios, otros factores no tan intr´ınsecos al mercado, como lo
son: el tipo de cambio (peso mexicano vs. do´lar americano), el nivel de inﬂacio´n
y las tasas de intere´s (representada por la TIIE a 28 d´ıas).
El rendimiento accionario, es medido en te´rminos de la diferencia resultante
de los logaritmos naturales (ln) de los precios histo´ricos ﬁnales o de cierre de
las 18 acciones con mayor bursatilidad, que cotizan en la Bolsa Mexicana de
Valores, expresado como: (lnPT+1−lnPT ); siendo lnPT+1, el logaritmo natural
del precio ﬁnal y lnPT , el logaritmo natural del precio inicial.
En la primera parte de este estudio, para la hipo´tesis nula se deﬁnio´ como
variable dependiente el riesgo sistema´tico, y las independientes son la tasa de
intere´s interbancaria de equilibrio (TIIE a 28 d´ıas), el tipo de cambio (Peso
mexicano vs. Do´lar americano) y el rendimiento accionario (Diferencial en los
precios).
En la segunda parte, para la hipo´tesis alternativa o de trabajo, se estudia
y analiza la variable dependiente que es el riesgo de mercado, y las
independientes ahora son la tasa libre de riesgo (Cetes a 91 d´ıas), el rendimiento
del mercado (RA) y la tasa de rendimiento requerida (Kj), que son las variables
representativas que se usan en el modelo de ﬁjacio´n de precios de activos de
capital (CAPM), frecuentemente utilizado en la economı´a ﬁnanciera (Johnson,
et al., 2005).
2. Metodolog´ıa empleada
Esta investigacio´n propone el modelo de redes neuronales artiﬁciales
clasiﬁcadoras, como una herramienta innovadora de medicio´n para clasiﬁcar
y caliﬁcar de manera diferente el riesgo siste´mico o de mercado, entendido
como la pe´rdida que puede presentar un portafolio, un activo o un t´ıtulo en
particular, originada por cambios y/o movimientos adversos en los factores de
riesgo (entorno econo´mico) que afectan su precio o valor ﬁnal; lo cual signiﬁca
una disminucio´n del patrimonio que puede afectar la viabilidad ﬁnanciera de la
entidad y la percepcio´n que tiene el mercado sobre su estabilidad.
La exploracio´n es cuasi experimental, por lo que fue necesario ampliar la
expectativa de estudio para demostrar que el riesgo de mercado no solamente
contempla en su medicio´n el precio de las acciones, el volumen de cotizacio´n y la
tasa libre de riesgo, sino que tambie´n hay caracter´ısticas econo´mico-ﬁnancieras
que un inversionista esta´ dispuesto a considerar cuando decide entrar al
mercado, ya sea como oferente o demandante, tomando como premisa principal
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la rentabilidad esperada que le puede generar la tenencia de los t´ıtulos valor
(acciones) que desee negociar; de manera que, otro factor inherente en el
proceso de negociacio´n es el estudio de la beta, la cual mide la sensibilidad del
movimiento del precio de una accio´n frente a variaciones en el mercado.
Por ende, se sabe que la medicio´n del riesgo siste´mico en Me´xico, se puede
conocer a trave´s de la beta del I´ndice de Precios y Cotizaciones, que muestra la
evolucio´n diaria del nivel general de precios de las acciones operadas en bolsa.
La muestra del I´ndice esta´ integrada por las 35 emisoras ma´s representativas
del sector accionario, mismas que se seleccionan bimestralmente de acuerdo al
nivel de bursatilidad de los t´ıtulos operados, el cual toma en cuenta variables
como: nu´mero de operaciones, importe negociado, d´ıas operados y razo´n entre
el monto operado y el monto suscrito.
Luego entonces, el motivo por el cual se utilizara´n redes neurales, es porque
hasta ahora en el pa´ıs la mayor´ıa de los trabajos que existen sobre la medicio´n
del riesgo siste´mico utilizan disen˜os convencionales que clasiﬁcan el riesgo de
mercado tomando en cuenta la beta, como el indicador ma´s importante de la
sensibilidad del mercado, representado por el I´ndice de Precios y Cotizaciones
(IPyC), y como referencia para llevar a cabo la caliﬁcacio´n del mismo, incluyen
las variables correlacionadas: volumen de cotizacio´n y precios accionarios.
Para clasiﬁcar datos con atributos que esta´n altamente correlacionados, las
Redes Neuronales Artiﬁciales han mostrado mejores habilidades de prediccio´n
en la valoracio´n de los activos ﬁnancieros, as´ı como todo tipo de decisiones
sobre categorizacio´n de los riesgos basados en datos histo´ricos.
Este tipo de modelo clasiﬁcador, se desempen˜a mucho mejor que los
estructurales tradicionales, como los mı´nimos cuadrados y los de volatilidad
lineal tipo GARCH-Ms (Johnson et al., 2005).
Adema´s de los modelos mencionados anteriormente, existen otros no
lineales que sirven para medirlo, como herramientas de proyecciones futuras
que han recogido numerosos avances registrados en otras disciplinas; as´ı en el
panorama de la prediccio´n ﬁnanciera actual, en el estudio del riesgo de mercado
se ha ido incorporando el desarrollo asociado a las nuevas tecnolog´ıas
de informacio´n, la comunicacio´n (TICs), y el uso de me´todos de prono´stico
soﬁsticados, tales como:
• La implementacio´n de sistemas inteligentes, capaces de autoa-
justar determinados para´metros cruciales en los disen˜os estad´ısticos, es lo que
se conoce como data mining o miner´ıa de datos.
• El uso de herramientas de proyeccio´n, que han sido tomadas de la
Inteligencia Artiﬁcial (IA), de los sistemas inteligentes de optimizacio´n y
el empleo de te´cnicas predictivas basadas en desarrollos recientes
de la regresio´n no parame´trica, de la que forman parte los modelos de Redes
Neuronales Artiﬁciales (RNA).
La regresio´n no parame´trica, es una herramienta de modelizacio´n que forma
parte de la familia de los me´todos de ajuste. El objetivo es modelar una variable
dependiente “Y” en funcio´n de una o varias variables explicativas con el ﬁn de
poder prever sus valores, conociendo el peso de las variables explicativas, y los
datos observados en el pasado (Cleveland, 1979).
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A partir de los an˜os noventa, tanto el ana´lisis fundamental como el
te´cnico han ido cediendo terreno a los me´todos y te´cnicas de prediccio´n
sen˜alados anteriormente. En este contexto, existe evidencia emp´ırica sobre la
eﬁcacia para predecir la evolucio´n de los precios de acciones, ı´ndices bursa´tiles,
tipos de cambio, tipos de intere´s, entre otros. Hoy en d´ıa, se aplican en las
actividades ﬁnancieras, algunas herramientas matema´ticas y estad´ısticas como:
Algoritmos Gene´ticos, Redes Neuronales Artiﬁciales, Modelos Multivariables,
Lo´gica Difusa, Teor´ıa de Caos y Electromagnetismo (Espinosa, 2005).
La aplicacio´n de las Redes Neuronales Artiﬁciales a las actividades como
la gestio´n de cre´ditos y solvencia en general, se encuentra au´n en un estado de
desarrollo relativamente temprano, de modo que, muchos de los trabajos que se
efectu´an actualmente se encuentran au´n en fase de exploracio´n; por lo que, al
utilizar esta herramienta se pretende continuar con esta l´ınea de investigacio´n
en Me´xico, implementa´ndola en el campo de las ﬁnanzas para la clasiﬁcacio´n y
caliﬁcacio´n del riesgo de mercado.
Por lo anterior, es importante deﬁnir que: “Una red neuronal es un modelo
matema´tico simpliﬁcado del sistema de procesamiento de informacio´n de un ser
vivo, que esta´ formada por un conjunto de unidades de procesamiento llamadas
neuronas” (Haykin, 1999). La red utilizada es una red clasiﬁcadora, la cual
ante un conjunto de patrones de entrada, responde con una clasiﬁcacio´n de las
variables dadas o la informacio´n que presenten e´stos, con arreglo a un conjunto
ﬁnito de categor´ıas (Hornik et al., 1989).
2.1 Estado del arte de las redes neuronales artiﬁciales
Las redes neurales tras un entrenamiento adecuado, han sido empleadas en
el campo de las ﬁnanzas, para la toma de decisiones en los siguientes aspectos:
•Investigaciones para la automatizacio´n en la concesio´n de cre´ditos.
•Valoracio´n de riesgo de hipotecas.
•Gestio´n de proyectos y licitacio´n de estrategias.
•Predicciones econo´micas.
•Deteccio´n de irregularidades en los movimientos de los precios de las
acciones.
•Identiﬁcacio´n de factores econo´micos explicativos (Deboeck, 1994).
•Asimismo, han sido sugeridas como herramientas valiosas para realizar
predicciones sobre los rendimientos o la volatilidad de los mercados ﬁnancieros,
as´ı como a la hora disen˜ar estrategias te´cnicas de contratacio´n (Ferna´ndez, et
al., 2001).
La posibilidad de disen˜ar cierto tipo de redes neuronales para el
reconocimiento de irregularidades en series temporales de naturaleza altamente
no lineal, posibilitan otro tipo de aplicaciones a las ﬁnanzas, todav´ıa
pra´cticamente casi ine´ditas en las bolsas de valores, empleando las redes para
el disen˜o de reglas te´cnicas de medicio´n. En este sentido, las redes presentan
diversas limitaciones o desventajas:
1.En general, una red no debe ser usada para modelar relaciones lineales
inherentes (Cruz, 2007).
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2. No pueden proporcionar respuestas precisas y so´lo indicaran ciertos
rangos, por ejemplo, las redes clasiﬁcadoras no tienen la facilidad de explicar
co´mo se llega a determinada conclusio´n.
3. No pueden justiﬁcar sus respuestas y no tienen la facilidad para igualar
el co´mo y el porque´ de los sistemas expertos programables, por lo que, las redes
pueden considerarse como cajas negras.
4. Son muy sensibles a los datos con los que se les ha entrenado (Van
Eyden, 1996).
Pese a ello, las Redes Neuronales Artiﬁciales han demostrado tener las
siguientes ventajas en el a´mbito ﬁnanciero:
1. Las redes aplicadas como modelos no parame´tricos pueden incorporar
fa´cilmente mu´ltiples fuentes sin simpliﬁcar consideraciones relativas a la forma
funcional de la relacio´n entre las variables de salida y las predictivas. Se les
considera como me´todos estad´ısticos no lineales, que ofrecen ciertas ventajas
sobre sus contrapartes parame´tricas (Cruz, 2007).
2. Gran poder y ﬂexibilidad para detectar relaciones no lineales complejas.
Es decir, las RNA deben ser aplicadas cuando exista alguna evidencia de no
linealidad en las relaciones entre las variables dependientes y explicativas.
3. Su empleo en las ﬁnanzas es cada d´ıa ma´s frecuente, llegando a incidir en
temas trascendentales como pueden ser los productos derivados, cuyas fo´rmulas
de valoracio´n son altamente no lineales incluso cuando esta´n disponibles en
expresio´n anal´ıtica.
4. Permiten abordar el complejo problema del desarrollo de estrategias
dina´micas de cobertura (Hutchinson et al., 1994).
Desde el an˜o 2000 en adelante, otros investigadores las utilizan en la
obtencio´n de prono´sticos, como es el caso de Chile, representado por Parisi, et
al. (2002, 2003) quienes estudiaron la capacidad de prediccio´n en el signo de
las variaciones semanales de los ı´ndices bursa´tiles CAC40, Hang Seng, KLSE,
MMX, STI, Dow Jones Industry, S&P500, GDAX, Bovespa, Nikkei225 y
FTSE100, obteniendo un nivel de prediccio´n del 50%; independientemente de la
signiﬁcancia estad´ıstica de la capacidad predictiva, las redes usadas elevaron la
rentabilidad o redujeron las pe´rdidas. A partir de esa fecha, autores tales como
Shah y Murtaza (2000) y Atiya (2001), las aplicaron para analizar las quiebras
corporativas; tambie´n las RNA han sido eﬁcaces en el ana´lisis de los precios de
activos. A su vez, Sa´nchez (2003), trabajo´ sobre la situacio´n ﬁnanciera de las
instituciones bancarias espan˜olas de 1990 al 2001, demostrando los beneﬁcios
obtenidos en la aplicacio´n de las redes, para estimar las quiebras y predecir los
rendimientos de las carteras de valores.
En Espan˜a, Corredor y Santamar´ıa (2004), realizan comparaciones
diversas en la prediccio´n de las opciones sobre el ı´ndice IBEX 35, validando
la eﬁciencia del mercado de opciones espan˜ol por medio de un test con
respecto a la prediccio´n de volatilidad. En todos estos modelos predicitivos,
hay que destacar el trabajo de los Doctores Zhang, Jiang y Li (2004), quienes
en sus investigaciones disen˜aron un modelo de RNA multicapa de propagacio´n
hacia atra´s, proyectando las futuras tendencias en las actividades de compra y
venta de valores para una adecuada toma de decisiones. Asimismo, Lamothe
y Garc´ıa (2004), trabajaron sobre un algor´ıtmico matema´tico que explico´ la
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volatilidad inherente de las opciones sobre el ı´ndice bursa´til IBEX-
35, concluyendo al igual que Qi (1999), que el modelo de Black Scholes no
es eﬁciente totalmente y que las RNA crean algoritmos que permiten mejores
prono´sticos; tambie´n Hamid y Habib (2005), aplican esta herramienta en
la valoracio´n de opciones, concluyendo que este modelo es mucho mejor para
predecir el precio de la opcio´n as´ı como su variabilidad.
En Me´xico, Go´mez y Mendoza (2009), realizaron un trabajo de exploracio´n
sobre las “Herramientas para el Prono´stico de la Caliﬁcacio´n Crediticia de las
Finanzas Pu´blicas Estatales en Me´xico: Redes Neuronales Artiﬁciales, Modelo
PROBIT Ordenado y Ana´lisis Discriminante”, obteniendo el segundo lugar en
la categor´ıa de Investigacio´n del Premio Nacional de Mercados Financieros,
organizado por la BMV.
Como se puede observar, la mayor´ıa de los estudios de Redes Neuronales
Artiﬁciales en las ﬁnanzas, han aplicado redes optimizadoras de aprendizaje,
pero pocos usan las redes clasiﬁcadoras de reconocimiento de patrones que
tambie´n aprenden.
Dado que, en los mercados la variabilidad en los precios de los
instrumentos bursa´tiles genera el denominado riesgo siste´mico, para aminorarlo
se utiliza la diversiﬁcacio´n de las inversiones con el uso de portafolios de
inversio´n, midiendo a trave´s de la beta la covarianza del precio de una accio´n
con respecto a la totalidad del mercado accionario para conocer el grado de
riesgo. Entonces, el inversionista casi de manera inmediata puede conocer si el
activo o t´ıtulo valor es ma´s riesgoso que el mercado o no, por tanto, la utilizacio´n
de un modelo de red neuronal clasiﬁcadora, ser´ıa factible y adecuado para tal
efecto, complementando el ajuste de la medicio´n del riesgo sistema´tico con una
adecuada escala de categorizacio´n y caliﬁcacio´n, tomando en cuenta los criterios
que subrayan las Entidades Caliﬁcadoras de Riesgo.
2.2 Componentes ba´sicos de la neurona
Una neurona esta´ compuesta ba´sicamente por los siguientes elementos:
1. Conjunto de n entradas, ui, i = 1, 2, , n que suministran informacio´n del
entorno. Estos datos pueden ser externos, o bien, pertenecer a las salidas de
otras neuronas.
2. Conjunto de sinapsis, caracterizadas cada una por tener un peso propio
wji. El peso wji esta´ asociado a la sinapsis que conecta la i-e´sima neurona
unidad con la j-e´sima neurona.
3. Adicionalmente una red puede poseer un umbral, bi, que tiene el efecto
de incrementar o disminuir la entrada de la neurona. Comu´nmente, los umbrales
se consideran un peso ma´s de la red, por lo cual no se hacen distinciones con
respecto a los otros pesos sina´pticos.
4. Un sumador que integra las entradas ponderadas con respectivos pesos
y umbrales.
5. Una funcio´n de activacio´n f(x), que limita la amplitud de la salida de
la neurona (Haykin, 1999).
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2.3 Componentes ba´sicos para el funcionamiento de una red
neuronal artiﬁcial
Los aspectos fundamentales que deben ser considerados para obtener el
funcionamiento correcto de una Red Neuronal Artiﬁcial son:
1. Elementos de procesamiento: Neuronas.
2. Regla de activacio´n de los elementos.
3. Topolog´ıa de interaccio´n entre los elementos de procesamiento.
4. Regla de propagacio´n a trave´s de las conexiones.
5. Regla de aprendizaje.
6. Medio ambiente en el que el sistema opera (Go´mez y Mendoza, 2009).
La topolog´ıa de la Red Neuronal Artiﬁcial con sistema de aprendizaje de
perceptro´n multicapa con n neuronas de entrada, m neuronas en su capa oculta
y n neuronas de salida; que se utiliza en este trabajo, se representa en la Figura
1.
Figura 1. Esquema de la red neuronal artiﬁcial de perceptro´n multicapa.
Fuente: Del Carpio (2005).
Las principales caracter´ısticas del modelo de red, que se utiliza en este
trabajo son:
1. Una red supervisada de Perceptro´n Multicapa o MLP, que utiliza
como funcio´n de activacio´n la funcio´n log´ıstica; la cual es una funcio´n no lineal,
creciente, acotada (tomando un intervalo entre cero y uno) y es diferenciable.
2. Se usa el perceptro´n multicapa, y como funcio´n de aprendizaje la
retropropagacio´n.
3. El tipo de conexio´n que se aplica en la arquitectura de la RNA, es la
conexio´n esta´ndar que se realiza entre las capas de entrada y de salida.
4. La red de propagacio´n hacia atra´s (BP: backpropagation), se caracteriza
por tener una arquitectura en niveles y conexiones entre neuronas orientadas
en el mismo sentido (estrictamente hacia adelante); utilizando un mecanismo
de aprendizaje supervisado, que determina cua´ndo la red ha aprendido
correctamente (Anderson, 2007).
5. La caracter´ıstica u´til de la RNA clasiﬁcadora, consiste en que, ante un
conjunto de patrones de entrada, responde con una clasiﬁcacio´n de las variables
dadas o la informacio´n que presenten e´stas, con arreglo a un conjunto ﬁnito de
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categor´ıas o clases; que para propo´sitos de esta investigacio´n las categor´ıas del
riesgo de mercado se clasiﬁcan en: bajo, medio y alto riesgo.
2.4 Estructura de la red neuronal artiﬁcial implementada
El objetivo principal de este trabajo es mostrar los resultados de los
conjuntos de entrenamiento y de prueba de la red en la fase experimental, que
conto´ con dos etapas de simulacio´n. Sin embargo, para efectos de este estudio,
se comentara´ brevemente lo realizado en la primera etapa y, posteriormente se
mostrara´n los resultados obtenidos en la segunda etapa de simulacio´n, con la
cual se logro´ un porcentaje de clasiﬁcacio´n superior al 70% adecuado para este
tipo de investigacio´n (Go´mez y Mendoza, 2009).
En la primera etapa de la simulacio´n, para aprobar o rechazar
la hipo´tesis nula se utilizaron como variables de entrada de la red: la tasa
de intere´s interbancaria de equilibrio (TIIE), el tipo de cambio (peso mexicano
vs. do´lar americano) y los rendimientos accionarios (diferencial del precio de las
acciones) en forma mensual, mostrando que los resultados obtenidos alcanzaron
un porcentaje de clasiﬁcacio´n inferior al 45%; por lo que, al obtener un puntaje
tan bajo se rechazo´ la hipo´tesis nula y se acepto´ la hipo´tesis alterna.
Dado lo anterior, se decidio´ en la segunda etapa de la simulacio´n aprobar
la hipo´tesis alternativa o de trabajo, utilizando como variables de entrada: el
rendimiento de mercado (rendimiento accionario), la tasa Cetes (a 91 d´ıas),
tomada como la tasa libre de riesgo y la tasa de rendimiento requerida para
cada empresa (Kj), para proponer una clasiﬁcacio´n del riesgo y poder otorgarle
una escala de caliﬁcacio´n de bajo, medio y alto; con diferentes para´metros
cuantitativos, comparando los resultados con la beta del I´ndice de Precios y
Cotizaciones, como indicador representativo del riesgo de mercado accionario
mexicano. Con los resultados obtenidos en esta fase, se obtuvo un puntaje
mayor al 70%, y se acepto´ la hipo´tesis alternativa.
El paquete utilizado para llevar a cabo las dos etapas de simulacio´n, es
el Matlab 7.0 con el mo´dulo de redes neuronales. La estructura de la red
neuronal implementada en la segunda etapa de la simulacio´n, es una red con
conexiones hacia delante (feedforward) de tres capas, comu´nmente empleada
en la literatura en problemas de clasiﬁcacio´n. La red consta de una capa de
entrada, una oculta y una de salida, tal como se muestra en la Figura 2.
Figura 2. Estructura de la RNA implementada, en la segunda etapa de la
simulacio´n.
Fuente: Elaboracio´n propia.
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2.4.1 Capa de entrada
La base de datos completa tomada como objeto de estudio en la primera
parte de esta investigacio´n, consta de 1296 observaciones correspondientes a las
18 acciones de las empresas ma´s activas (con alta volatilidad) que cotizan en
la Bolsa Mexicana de Valores entre los an˜os de 2004 a 2009, utilizando datos
mensuales.
Sin embargo, debido a la gran cantidad de observaciones, en la segunda
parte de este trabajo se opto´ por reducir el conjunto de datos,
empleando solamente los de cada trimestre (marzo, junio, septiembre y
diciembre). Adema´s, debido a la insuﬁciencia en la base de datos histo´rica de
algunas empresas, e´stas se descartaron; por lo que, el total disponible de
observaciones despue´s de este ﬁltrado fue de 384 correspondientes a 16
compan˜´ıas consideradas dentro de las ma´s vola´tiles.
Cada observacio´n consta de n variables. As´ı que, para
corroborar la seleccio´n de las observaciones empleadas se tomaron los periodos
con mayor volatilidad, y la eleccio´n de e´stos fue realizada primero mediante
inspeccio´n visual y posteriormente comprobada por medio de estad´ıstica
parame´trica, utilizando la desviacio´n esta´ndar de los mismos. Adema´s, cada
observacio´n fue etiquetada empleando el valor de su beta, considerado como el
indicador del grado de riesgo del mercado.
El intervalo de etiquetamiento fue determinado de tal forma que las
observaciones etiquetadas se balancearan, es decir, existiera el mismo nu´mero
de observaciones para cada etiqueta. Cada etiqueta representa una clase que
puede ser: baja, media o alta dependiendo del nivel de riesgo de mercado, y de
comu´n acuerdo con el criterio tomado por las Entidades Caliﬁcadoras de Riesgo
(ECRs). El intervalo de etiquetamiento es el siguiente:
• Clase baja: menor a una beta de 0.70
• Clase media: mayor o igual a una beta de 0.70 y menor o igual a una
beta de 1.14
• Clase alta: mayor a una beta de 1.14
Obteniendo como resultado 128 observaciones de la clase baja, 129 de la
clase media y 127 de la clase alta. Los intervalos fueron ajustados
experimentalmente de tal forma que el nu´mero de observaciones de cada clase
quedaran balanceadas, porque de otra forma el porcentaje de prediccio´n podr´ıa
verse afectado al tener una clase dominante. Las variables de entrada empleadas
para alimentar la red neuronal y tratar de lograr el porcentaje de clasiﬁcacio´n
adecuado (mayor al 70%), para el riesgo de mercado son las siguientes:
• Rendimiento accionario de las compan˜´ıas tomadas como muestra (RA)
• Tasa de Cetes a 91 d´ıas, tomada como la Tasa Libre de Riesgo (CETES)
• Tasa de rendimiento requerida por el inversionista para cada empresa
(Kj)
La Kj fue calculada empleando la fo´rmula del Modelo de Valuacio´n de
Activos de Capital, por sus siglas en ingle´s CAPM: Capital Assets Pricing
Model (Moyer, et al., 2005):
Kj = r̂f + β(r̂m − r̂f ) (1)
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Donde:
Kj es la tasa de rendimiento requerida por los inversionistas
r̂f es la tasa CETES a 91 d´ıas
r̂m es el rendimiento esperado del mercado (rendimiento accionario)
β es la beta de cada accio´n
El conjunto de datos para alimentar la red neuronal fue dividido en dos
subconjuntos: de entrenamiento y de prueba; la seleccio´n de los elementos de
cada subconjunto es realizada de manera aleatoria.
1) Conjunto de entrenamiento: Porcentaje de datos empleados para que
la red aprenda el problema, se tomo´ el 80% de los ejemplos, siendo denotado
como conjunto dentro de la muestra.
2) Conjunto de prueba: Datos no incorporados anteriormente, son el resto de
los ejemplos que son usados para probar la capacidad de clasiﬁcacio´n de la red,
ante otros que nunca ha visto, para lo cual se utiliza el 20% restante, denotado
como fuera de la muestra.
Nu´mero total de ejemplos: 384; Casos dentro de la muestra: 307 (80%);
Casos fuera de la muestra: 77 (20%)
2.4.2 Capa oculta
El nu´mero de neuronas de la capa oculta es determinado
experimentalmente. La funcio´n de activacio´n de cada neurona es la funcio´n
log´ıstica.
Funcio´n Log´ıstica. Las funciones sigmoidales son un conjunto de funciones
no lineales, crecientes, mono´tonas y acotadas. La funcio´n sigmoidal ma´s comu´n
es la funcio´n log´ıstica deﬁnida como:
f(x) =
1
1 + e−x
(2)
La funcio´n log´ıstica esta´ acotada entre 0 y 1. Los pesos sina´pticos de la red
fueron inicializados aleatoriamente siguiendo una distribucio´n normal. El
algoritmo de entrenamiento empleado es el algoritmo de retropropagacio´n de
gradiente conjugado escalado descrito en Moller (1993).
La red de tres capas (una de entrada, una oculta y una de salida) es la ma´s
comu´nmente empleada en la literatura debido a que en el trabajo de Cybenko
(1989) y Hornik (1991) se establece que toda funcio´n continu´a acotada puede
ser aproximada con un error ı´nﬁmo por una red de so´lo una capa oculta con
una funcio´n de activacio´n de tipo sigmoidal. El postulado anterior es conocido
como teorema de aproximacio´n universal.
El algoritmo de retropropagacio´n de gradiente conjugado escalado
fue elegido debido a la ra´pida convergencia hacia una solucio´n ya que tiene una
complejidad computacional menor. Moller (1993), demostro´ que su algoritmo es
ma´s eﬁciente que el algoritmo de retropropagacio´n esta´ndar usado comu´nmente
con redes neuronales, adema´s de que muestra una convergencia superlineal en
la mayor´ıa de los problemas.
El algoritmo de retropropagacio´n de gradiente conjugado escalado se
muestra a continuacio´n:
1.Se eligen un vector de pesos wl y escalares σ > 0, λ1 > 0 y λˆ1 = 0 (3)
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Se establece p = r1 = −E′(wl), k = 1 y success = true (4)
2. Si success=true entonces se calcula la segunda derivada:
σk =
σ
|pk| (5)
sk = E′(wk + σkpk)− E′(wk)
σk
(6)
δk = pTk sk (7)
3. Se escala sk:
sk = sk + (λk − λ¯k)pk (8)
δk = δk + (λk − λ¯k)|pk|2 (9)
4. Si δk ≤ 0 entonces hacer la matriz Hessiana deﬁnida positiva:
sk = sk + (λk − 2 δk|pk| )pk (10)
λ¯k = 2(λk − δk|pk|2
) (11)
δk = −δk + λk|pk|2 (12)
λk = λ¯k (13)
5. Se calcula el taman˜o del paso:
μk = pTk rk (14)
αk =
μk
δk
(15)
6. Se calcula el para´metro de comparacio´n:
Δk =
2δk [E (wk)− E (wk + αkpk)]
μ2k
(16)
7. Si Δk ≥ 0 entonces una reduccio´n del error puede ser hecha:
wk+1 = wk + αkpk (17)
rk+1 = −E′(wk+1) (18)
λ¯k = 0 (19)
success = true (20)
8. Si k mod N = 0 entonces reinicia el algoritmo:
pk+1 = rk+1 (21)
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de lo contrario se crea una nueva direccio´n del conjugado:
βk =
|rk+1|2 − rk+1rk
μk
(22)
pk+1 = rk+1 + βkpk (23)
9. Si Δk ≥ 0.75 entonces se reduce el para´metro de escalamiento:
λk =
1
2
λk (24)
de lo contrario no es posible reducir el error:
λ¯k = λk (25)
success = false (26)
10. Si Δk ≤ 0.25 entonces se incremente el para´metro de escalamiento:
λk = 4λk (27)
11 Si la direccio´n del descenso de gradiente rk = 0 entonces se establece
k = k + 1 e ir a 2 (28)
12. De lo contrario terminar y regresar w(k + 1) como el mı´nimo deseado
donde:pk es un subconjunto de un sistema conjugado; E(.) es una funcio´n de
error global (MSE); E′(.) es la primera derivada de la funcio´n de error E(.).
Se realizaron mu´ltiples experimentos para determinar el nu´mero de
neuronas de la capa oculta. La bu´squeda del nu´mero de neuronas adecuado
para el problema de clasiﬁcacio´n en cuestio´n, fue efectuada en un intervalo de
15 a 20 neuronas, formando un total de 5 redes neuronales.
Se llevaron a cabo 20 experimentos por cada red neuronal.
Cada experimento es realizado cambiando los pesos sina´pticos aleatorios
iniciales de cada red neuronal. Adema´s, de variar los taman˜os del conjunto
de entrenamiento en 70, 75, 80 u 85%, es decir, el conjunto de entrenamiento
representa ese porcentaje del total de observaciones disponibles, formando un
total de 20 combinaciones.
Combinaciones = # de conﬁguracio´n en la capa oculta x.
(Diferentes taman˜os del grupo de entrenamiento)
(29)
Los promedios de error MSE (sobre los 20 experimentos) para cada red
neuronal del conjunto de entrenamiento se muestran en la Tabla 1.
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Tabla 1. Promedios de error [MSE] del conjunto de entrenamiento de las
redes neuronales. El promedio de error (MSE) deseado es cero,
mientras que el error ma´ximo es 1.
Fuente: Elaboracio´n propia.
La red que obtuvo el menor error durante el entrenamiento fue la red
neuronal de 18 nodos en la capa oculta, con un 80% (307 observaciones) del total
de las observaciones empleadas. La Tabla 2 representa lamatriz de confusio´n del
promedio de los 20 experimentos de esa red sobre el conjunto de entrenamiento.
Tabla 2. Matriz de confusio´n de la clasiﬁcacio´n del conjunto de entrenamiento.
Fuente: Elaboracio´n propia.
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La determinacio´n de los nodos es realizada experimentalmente. Se prueban
diferentes nu´meros de nodos en la capa oculta con el ﬁn de determinar cua´l es
la mejor conﬁguracio´n para el problema en cuestio´n. Debe tenerse en cuenta,
que si el nu´mero de nodos es muy alto se corre el riesgo de sobreajustar la red
a los datos dados perdiendo generalizacio´n. La generalizacio´n se reﬁere a la
capacidad de la red de poder predecir una clase dado un valor que no forma
parte de la muestra de entrenamiento (Haykin, 1999).
El error de cada experimento es determinado mediante el error cuadra´tico
medio o´ mean squared error (MSE, por sus siglas en ingle´s). El MSE es una
medida de desempen˜o empleada comu´nmente al evaluar la eﬁcacia de
clasiﬁcacio´n de una red neuronal. Mide la eﬁcacia de la red de acuerdo a la
media de los errores cuadrados. El error es obtenido mediante la siguiente
fo´rmula:
e = x− xˆ (30)
Do´nde:
x es el valor conocido, en este caso la clasiﬁcacio´n dada a priori de la observacio´n
durante el etiquetamiento.
xˆ es el valor dado por la red, la clasiﬁcacio´n a la que la red cree pertenece la
observacio´n. Entonces MSE se deﬁne matema´ticamente como:
MSE =
n∑
i=1
(ei)
2 (31)
Do´nde:
n es el nu´mero de observaciones total clasiﬁcadas en la muestra (conjunto de
prueba o de entrenamiento o ambos).
En la Tabla 3, se muestra la tabla de error de los experimentos hechos con
la red neuronal de 18 nodos en la capa oculta y un conjunto de prueba formado
por el 20% de observaciones del total de datos disponibles. Los conjuntos de
entrenamiento y de prueba son mutuamente excluyentes.
Tabla 3. Promedios de error con el conjunto de prueba.
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Fuente: Elaboracio´n propia.
La red con la conﬁguracio´n antes mencionada (cada red representa un
experimento de los 20 realizados) fue empleada para la clasiﬁcacio´n del
conjunto de prueba, obteniendo un promedio de error sobre los 20 experimentos
de 25.52% con una desviacio´n esta´ndar promedio de 25.78. Teniendo en cuenta
que el promedio de error es la suma de los 20 MSE (uno por cada experimento),
la desviacio´n es con respecto al promedio y el promedio de error (MSE) es lo
mismo que la media.
Por u´ltimo, la Tabla 4 representa la matriz de confusio´n del promedio de
los 20 experimentos de la red de 18 nodos, sobre el conjunto de prueba.
Tabla 4. Matriz de confusio´n de la clasiﬁcacio´n del conjunto de prueba.
Fuente: Elaboracio´n propia.
2.4.3 Resultados de la capa de salida
Objetivo: Determinacio´n de las clases del riesgo de mercado en bajo, medio
y alto.
La funcio´n de activacio´n f(x) es la que determina la salida de la red
neuronal y limita la amplitud de la salida de la neurona. La salida esta´ deﬁnida
como:
yi = f(
n∑
i=1
wjiui + bj) (32)
Obteniendo como resultados globales de clasiﬁcacio´n, en las fases de
entrenamiento y prueba los siguientes:
Nu´mero de ejemplos clase 3 (riesgo bajo): 128 (beta menor a 0.70)
Nu´mero de ejemplos clase 2 (riesgo medio): 129 (beta de 0.70 y menor o igual
a una beta de 1.14)
Nu´mero de ejemplos clase 1 (riesgo alto): 127 (beta mayor a 1.14)
3. Ana´lisis e interpretacio´n de los datos
La base de datos ya depurada para la segunda fase de la simulacio´n, cuenta
con 384 observaciones correspondientes a las 16 acciones de las empresas ma´s
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activas o vola´tiles que cotizan en la Bolsa Mexicana de Valores en periodos
trimestrales entre los an˜os de 2004 a 2009. El disen˜o de la investigacio´n es
experimental, ya que se fundamenta en un enfoque cuantitativo, y se centra
en la validez de los datos para el ca´lculo y la medicio´n del riesgo de mercado
aplicando una RNA clasiﬁcadora.
El conjunto de datos empleados para la caliﬁcacio´n y clasiﬁcacio´n del riesgo
de mercado, corresponden a la valuacio´n trimestral de las variables de entrada,
y cada conjunto consta de 4 ejemplos por cada empresa en un periodo de 6
an˜os. El total de observaciones disponibles utilizadas en la segunda fase de la
simulacio´n, fue de 384 ejemplos correspondientes a 16 empresas. Cada ejemplo
consta de las siguientes variables: rendimiento accionario (RA), tasa de Cetes a
91 d´ıas (CETES) tomada como la tasa libre de riesgo y la tasa de rendimiento
requerida para cada empresa (Kj).
Los resultados de salida en las fases de entrenamiento y prueba, clasiﬁcaron
al riesgo de mercado como bajo, medio y alto. La muestra consta de 128
ejemplos de riesgo bajo, 129 ejemplos de riesgo medio y 127 correspondientes a
riesgo alto.
El mejor resultado de las simulaciones efectuadas en el subconjunto de
entrenamiento de los casos (suma diagonal de la matriz de confusio´n), sen˜ala
una efectividad de clasiﬁcacio´n para el conjunto dentro de la muestra de 76.22%
de ejemplos correctamente clasiﬁcados. Mientras que, para las clases objetivo,
se obtuvieron los siguientes porcentajes de ejemplos correctamente clasiﬁcados:
28.99% de riesgo bajo, 22.15% de riesgo medio y 25.08% de riesgo alto, tal como
se observa en la matriz de confusio´n de la Tabla 2.
El mejor resultado de las simulaciones efectuadas en el subconjunto de
prueba de los casos (suma diagonal de la matriz de confusio´n), sen˜ala una
efectividad de clasiﬁcacio´n para el conjunto fuera de la muestra de 74.02% de
ejemplos correctamente clasiﬁcados. Mientras que, para las clases objetivo, se
obtuvieron los siguientes porcentajes de ejemplos correctamente clasiﬁcados:
25.97% de riesgo bajo, 22.08% de riesgo medio y 25.97% de riesgo alto, tal
como se observa en la matriz de confusio´n de la Tabla 4.
4. Comparacio´n de los resultados de clasiﬁcacio´n del riesgo de
mercado resultantes de la red neuronal con los de las principales
entidades caliﬁcadoras de riesgo en Me´xico.
Todas las caliﬁcadoras de riesgo en el mundo tienen una serie de indicadores
o notas que deﬁnen, el sistema de escalas para la medicio´n de diferentes tipos
de riesgo, pero sobre todo del riesgo crediticio, dentro del cual esta´ impl´ıcito el
riesgo de mercado de las empresas que cotizan en los diferentes mercados.
En te´rminos generales una caliﬁcacio´n es una opinio´n especializada
e independiente, que expresa una entidad especializada y autorizada por los
mercados bursa´tiles, sobre la capacidad y condiciones de una emisora para
cumplir con sus obligaciones y emisiones, analizando las caracter´ısticas de estos
cre´ditos e inversiones de capital que garantizan o respaldan estos instrumentos
(S&P, 2009).
El 75% de las empresas tomadas como objeto de estudio en la presente
investigacio´n, fueron caliﬁcadas por Standard & Poors de Me´xico, y de acuerdo
a esta entidad se consultaron las caliﬁcaciones emitidas al primer trimestre
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del 2010, que obtuvieron las 16 empresas ma´s bursa´tiles de la BMV, tomando
como fecha de corte Diciembre de 2009, considerando una escala de caliﬁcacio´n
de manera generalizada y de comu´n acuerdo son los criterios del mapeo de
caliﬁcaciones y grados de riesgo para esquemas de bursatilizacio´n e inversio´n a
largo plazo de las escalas globales y locales que utilizan las principales Entidades
Caliﬁcadoras de Riesgo en Me´xico: Standard & Poors, Fitch y Moodys, para
efectuar el comparativo y as´ı ajustar la medicio´n del riesgo de las emisoras
seleccionadas.
La interpretacio´n y ana´lisis de la informacio´n de salida de la red, clasiﬁco´
al riesgo de mercado como bajo, medio y alto. Los resultados se compararon
con la escala de caliﬁcacio´n de las principales Entidades Caliﬁcadoras de Riesgo
(ECR) en nuestro pa´ıs como la S&P, Fitch y Moody’s de Me´xico. Es importante
recalcar que, la categorizacio´n de las clases objetivo que se establecieron para
que la red clasiﬁcara al riesgo de mercado, fue tomando en cuenta solamente
variables de cara´cter cuantitativo, por lo que, al realizar la comparacio´n de los
resultados de clasiﬁcacio´n de la red, con los de las entidades caliﬁcadoras, no se
consideran los aspectos cualitativos que tambie´n inciden en el mercado de las
acciones, debido a que los datos de las variables de entrada son nume´ricos, por
lo que se asume cierto grado de sesgo en la comparacio´n.
Esta situacio´n es conveniente comentarla, porque a pesar de que la
caliﬁcacio´n de riesgo de mercado, es realizada por agencias caliﬁcadoras de gran
prestigio como la S&P, Fitch y Moody’s en la escala de caliﬁcacio´n que utilizan,
no se puede apreciar en forma signiﬁcativa una distincio´n o separacio´n que
deﬁna perfectamente las escalas de caliﬁcacio´n del tipo de riesgo que midieron
y caliﬁcaron; porque, dependiendo de las caracter´ısticas inherentes al t´ıtulo
valor de que se trate, se mide y caliﬁca el riesgo ﬁnanciero, de cre´dito y por
ende el riesgo de mercado, con variables cualitativas y cuantitativas.
Una vez que se tomaron las clasiﬁcaciones y caliﬁcaciones del grado de
riesgo de las instituciones autorizadas en Me´xico para caliﬁcar el riesgo de
cre´dito, el cual contiene impl´ıcito el riesgo de mercado, se continuo´ con
la elaboracio´n de un resumen que se muestra en la Tabla 5 sobre los
resultados obtenidos en la fase de prueba del proceso de simulacio´n de la
RNA que muestra la categorizacio´n de las etiquetas o valores de salida en la
segunda etapa de simulacio´n, en donde se utilizo´ el conjunto de datos de prueba
o validacio´n con datos que la red nunca hab´ıa visto, efectua´ndose un
total de 20 experimentos. Los resultados de cada experimento utilizando el
conjunto de prueba, se analizaron por cada emisora para validar que realmente
la red aprendio´ a categorizar los datos y con que´ porcentaje de aciertos en cada
emisora, con relacio´n a las variables independientes (valores de entrada que se
suministraron a la red), y con base en las etiquetas y valores de las clases de
riesgo de mercado, deﬁnidas por la beta de cada emisora, consideradas para
determinar el nu´mero y el nombre de las clases objetivo: Clase 3: Riesgo bajo;
Clase 2: Riesgo medio y Clase 1: Riesgo alto (variables de salida), tal como se
observa en la Tabla 5.
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Tabla 5. Datos utilizados para deﬁnir la escala de clasiﬁcacio´n objetivo de la
red con el conjunto de prueba.
Fuente: Elaboracio´n propia.
Para ilustrar co´mo se determino´ la clasiﬁcacio´n y las escalas de riesgo de
la RNA para compararlas con los resultados de las ECR, se tomo´ en cuenta
el mapeo de caliﬁcaciones que la Comisio´n Nacional Bancaria y de Valores
(CNBV), para veriﬁcar las escalas de caliﬁcacio´n del grado de inversio´n, que
publico´ la Secretar´ıa de Hacienda y Cre´dito Pu´blico (SHCP) en el Diario Oﬁcial
de la Federacio´n el viernes 09 de Abril del 2010: “Resolucio´n por la que se
modiﬁcan las disposiciones de cara´cter general aplicables a las instituciones de
cre´dito” (DOF, 2010).
Al analizar y comparar los resultados de las escalas de categorizacio´n de
la red, con los grados de bursatilizacio´n e inversio´n utilizando el mapeo de
caliﬁcaciones que utiliza la CNBV, se observa que el mapeo recurre al me´todo
esta´ndar para caliﬁcar el grado de bursatilizacio´n e inversio´n. Dado que el
riesgo de mercado esta´ impl´ıcito el riesgo de cre´dito o de inversio´n, “cuando
una institucio´n caliﬁcadora, otorgue una caliﬁcacio´n, segu´n la escala y el tipo
de moneda que corresponda, las instituciones debera´n ajustarse a la Matriz de
Caliﬁcaciones y Grados de Riesgo a Largo Plazo Escalas Globales y Locales,
para asociar la caliﬁcacio´n asignada con el grado de riesgo” (DOF, 2010).
Sin embargo, en un esfuerzo por homogeneizar y uniﬁcar el proceso
de caliﬁcacio´n del grado de riesgo de cre´dito y la escala del mismo,
la Secretar´ıa de Hacienda y Cre´dito Pu´blico (SHCP), recientemente
publico´ la 25. “Resolucio´n por la que se modiﬁcan las disposiciones de cara´cter
general aplicables a las instituciones de cre´dito” (DOF, 2010), en donde ﬁguran
especialmente los Anexos 1-B y 1-G que muestran el mapeo de caliﬁcaciones y
grados de riesgo para esquemas de bursatilizacio´n e inversio´n, considerando las
caliﬁcaciones y los grados de riesgo a corto y largo plazo, tomando en cuenta
las escalas globales y locales que utilizan principalmente Standard & Poors,
Moodys y Fitch en Me´xico.
La comparacio´n de los resultados de la clasiﬁcacio´n y caliﬁcacio´n que la
red neuronal otorgo´ al riesgo de mercado, con los que muestran las principales
Entidades Caliﬁcadoras de Riesgo en Me´xico, se presentan en el comparativo
de la Tabla 6, el cual resulta signiﬁcativo para establecer un efecto neto sobre
el grado y la escala de riesgo que emiten las agencias caliﬁcadoras y la escala
de riesgo de mercado que emitio´ la red neuronal, para establecer un para´metro
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que ayude al inversionista como gu´ıa en la toma de decisiones, en funcio´n de las
operaciones de inversio´n o ﬁnanciamiento que realice en el mercado accionario
mexicano.
Tabla 6. Comparativo que muestra los grados de riesgo de cre´dito e inversio´n
con la escala de clasiﬁcacio´n del riesgo de mercado.
Fuente: Elaboracio´n propia.
5. Conclusiones acerca de los resultados sobre la caliﬁcacio´n del
riesgo
Considerando que el periodo de estudio abarco´ desde el 2004 hasta el 2009,
para desarrollar el tema central del trabajo presentado, y de conformidad con
el segundo objetivo espec´ıﬁco que se planteo´ para ser investigado y, con
ello ratiﬁcar la validez de la hipo´tesis de trabajo (H1); se elaboro´ el cuadro
comparativo para:
1. Mostrar los grados de riesgo de cre´dito e inversio´n que utilizan las
Entidades Caliﬁcadoras de Riesgo en comparacio´n con la escala de clasiﬁcacio´n
del riesgo de mercado que obtuvo la red neural clasiﬁcadora, y
2. Medir la relacio´n entre ambas escalas, como gu´ıa para la toma de
decisiones, razo´n por la cual se desprenden las siguientes conclusiones:
a) Si el grado de inversio´n es 1, entonces se considera que la emisora
tiene un riesgo de inversio´n sumamente bajo. Es decir, presenta una
capacidad extremadamente fuerte para cumplir con sus compromisos
ﬁnancieros; y que en forma conjunta con los resultados de clasiﬁcacio´n de la red
para el riesgo de mercado, si la RNA la clasiﬁco´ en la clase 1, (riesgo alto);
entonces la combinacio´n riesgo de cre´dito vs riesgo de mercado tiene un efecto
altamente positivo, porque el inversionista (tomador de decisiones), tendra´ la
ma´xima certeza en su eleccio´n, debido a que la empresa tiene una muy fuerte
solidez ﬁnanciera; premisa que se ve reﬂejada en un aumento considerable de la
bursatilidad de la accio´n, generando alzas considerables en los precios y por ende
en las tasas de rendimiento. El riesgo del mercado se considera extremadamente
alto; ya que la relacio´n riesgo vs. rendimiento se maximiza: a mayor riesgo,
mayor rendimiento. La beta de la accio´n es mayor a 1 tiende a ﬂuctuar ma´s
que el mercado. El valor de la beta que la RNA utilizo´ para etiquetar el riesgo
sistema´tico como alto fue una beta mayor a 1.14.
b) El 19% de las 16 emisoras ma´s activas que conforman la muestra, reﬂejan
una relacio´n altamente positiva, e´stas son: Ame´rica Mo´vil, Walmart y Grupo
Carso Telecom.
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c) Si el grado de inversio´n es 3 o´ 4, entonces se considera que la emisora
tiene un riesgo de inversio´n moderado. Es decir, presenta una capacidad fuerte
para cumplir con sus compromisos ﬁnancieros. Adema´s, es considerada como
poseedora de caracter´ısticas especulativas importantes; y que en forma conjunta
con los resultados de clasiﬁcacio´n de la red para el riesgo de mercado, si la
RNA la clasiﬁco´ en la clase 1, (riesgo alto), entonces la combinacio´n riesgo
de cre´dito vs riesgo de mercado tiene un efecto positivo moderado, porque el
inversionista tendra´ la certeza sobre su eleccio´n, porque la empresa tiene fuerte
solidez ﬁnanciera; premisa que se ve reﬂejada por una constante bursatilidad de
la accio´n con tendencia a la alza. Por lo tanto, el riesgo de mercado se considera
alto, con una beta mayor a 1.
d) El 31% de las 16 emisoras ma´s activas que conforman la muestra
mantiene un efecto positivo moderado, tal es el caso de: Cemex, Grupo Me´xico,
Empresas Ica, Consorcio Ara, Corporacio´n Geo.
e) Si el grado de inversio´n es 1 o´ 2, entonces se considera que la emisora
tiene un riesgo de inversio´n bajo. Es decir, presenta una capacidad muy fuerte
para cumplir con sus compromisos ﬁnancieros; y que en forma conjunta con los
resultados de clasiﬁcacio´n de la red para el riesgo de mercado, si la RNA la
caliﬁco´ en la clase 2 (riesgo medio), entonces la combinacio´n riesgo de cre´dito
vs riesgo de mercado tiene un efecto positivo moderado, ya que el inversionista
tendra´ la certeza de que la empresa tiene fuerte solidez ﬁnanciera, pero una
bursatilidad paulatina. Por lo tanto, el riesgo de mercado se considera
moderado, es decir, la accio´n seguira´ la misma tendencia que la del mercado y
su beta sera´ muy aproximada o igual a 1. El intervalo de la beta que la RNA
utilizo´ para etiquetar el riesgo como medio, fue una beta mayor o igual a 0.70
y menor o igual a 1.14.
f) El 13% de las 16 emisoras ma´s activas que conforman la
muestra mantiene un efecto positivo moderado, tal es el caso de Telmex y
Grupo Televisa.
g) Si el grado de inversio´n es 1 o´ 2, entonces se considera que la emisora
tiene un riesgo de inversio´n bajo. Es decir, presenta una muy fuerte capacidad
para cumplir con sus compromisos ﬁnancieros; y que en forma conjunta con
los resultados de clasiﬁcacio´n de la red para el riesgo de mercado, si la RNA
la caliﬁco´ en la clase 3 (riesgo bajo), entonces la combinacio´n riesgo de cre´dito
vs riesgo de mercado tiene un efecto neutro o´ adverso, ya que el inversionista,
tendra´ la certeza de que la empresa tiene fuerte solidez ﬁnanciera, pero una
bursatilidad con poco movimiento. Por lo tanto, la decisio´n de inversio´n
dependera´ del nivel de riesgo y el rendimiento esperado que el inversionista
desee´ como mı´nimo, ya que el riesgo de mercado se considera bajo. La accio´n
con una beta menor a 1 tiende a tener un menor movimiento que el mercado
en te´rminos porcentuales, por lo que, la tasa de rendimiento esperada tambie´n
es baja, debido a la poca variabilidad de los precios accionarios.
h) El 31% de las 16 emisoras ma´s activas que conforman la muestra
mantiene un efecto neutro o adverso, tal es el caso de Mexichem, Fomento
Econo´mico Mexicano, Soriana, Kimberly Clark y Grupo Modelo.
i) Finalmente, si el grado de inversio´n es 5, entonces se considera que la
emisora tiene un riesgo de cre´dito bastante alto. Es decir, cuenta con una
mı´nima capacidad de pago, pero e´sta es muy variable y susceptible de
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debilitarse ante posibles cambios en los emisores del sector al que pertenece o
en la economı´a pudiendo incurrirse en la pe´rdida del capital e intereses. Las
emisoras caliﬁcadas en estas categor´ıas son consideradas como poseedoras de
caracter´ısticas especulativas importantes; y que en forma conjunta con
los resultados de clasiﬁcacio´n de la red para el riesgo de mercado, si la RNA la
clasiﬁco´ en la clase 1, (riesgo alto), entonces la combinacio´n riesgo de cre´dito
vs riesgo de mercado tiene un efecto negativo adverso, porque el inversionista
tendra´ un nivel de certeza muy bajo o quiza´ nulo para tomar su decisio´n, debido
a que la empresa no tiene solidez ﬁnanciera; premisa que se ve reﬂejada por una
alta bursatilidad de la accio´n, pero con una tendencia no deﬁnida, que puede
tener cambios muy bruscos a la alza o a la baja en periodos muy cortos. Por
esta razo´n, el riesgo de mercado se considera alto con una beta mayor a 1;
pero dependiendo de la posicio´n en la que se encuentre el inversor, podra´ tener
t´ıtulos valor o portafolios que le generen mucho riesgo y poco rendimiento, con
relacio´n a otros que tienen el mismo porcentaje de riesgo, pero con mayores
rendimientos.
La alta bursatilidad o variabilidad que se presenta en los precios
accionarios y por consecuencia en los rendimientos, au´n cuando la empresa no
genera suﬁcientes fondos para el pago de su deuda; se explica porque la emisora
efectu´a muy a menudo una recompra y reventa de sus propias acciones (por
lo general acciones de tesorer´ıa), para darle movilidad al mercado en el que
opera; y de esta forma, provoca deliberadamente que el grado de bursatilidad
y rentabilidad aumente para adelantarse y ganarle al mercado.
j) El 6% de las 16 emisoras ma´s activas que conforman la muestra mantiene
un efecto negativo adverso, tal es el caso de Controladora Comercial Mexicana.
Por lo tanto, en base al ana´lisis efectuado se concluye que la caliﬁcacio´n
que emiten las Entidades Caliﬁcadoras de Riesgo, se basan principalmente en
el riesgo crediticio, y que los estudios que realizan para analizarlo son
fundamentales en el desarrollo y madurez del mercado accionario mexicano,
porque se asegura la promocio´n de la transparencia en la informacio´n y la
cultura de la medicio´n del riesgo.
Adema´s, las compan˜´ıas que aceptan someterse a un proceso de caliﬁcacio´n
pueden ampliar con mayor ﬂexibilidad sus fuentes de ﬁnanciamiento y por ende,
tener mayor crecimiento en sus ﬂujos de efectivo para seguir cotizando en la
Bolsa Mexicana de Valores, reducir sus costos de endeudamiento, mejorar la
relacio´n con proveedores, obtener signiﬁcativo posicionamiento a nivel global
para extender sus operaciones de mercado, entre muchas otras ventajas.
Para concluir, cabe mencionar que la mayor´ıa de las emisoras presentan las
ventajas que se enumeraron con anterioridad, lo cual resulta lo´gico si se toma en
cuenta que al ser consideradas como las ma´s activas o bursa´tiles, por lo general,
la relacio´n entre el riesgo y el rendimiento esperado se maximiza al mostrar una
correlacio´n positiva perfecta con la tendencia que sigue el mercado, asumiendo
condiciones de normalidad, crecimiento y dinamismo en la economı´a mexicana.
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5.1 Originalidad, impacto y alcance de la investigacio´n
La contribucio´n original de este estudio consiste en que no hay antecedentes
sobre trabajos o investigaciones en la medicio´n del riesgo de mercado en Me´xico,
aplica´ndose un modelo de Red Neuronal Artiﬁcial Clasiﬁcadora para incentivar
la bu´squeda de nuevos modelos en su caliﬁcacio´n; solo algunos estudios se han
enfocado a la medicio´n de la rentabilidad de los activos, el prono´stico de la
caliﬁcacio´n crediticia y la solvencia empresarial.
Se apertura una nueva l´ınea para impulsar y apoyar la
investigacio´n econo´mico-ﬁnanciera, mostrando un me´todo ine´dito para el ajuste
de la medicio´n del riesgo en el mercado bursa´til nacional, ya que al utilizar las
redes neuronales como herramientas de clasiﬁcacio´n del riesgo de mercado, los
agentes econo´micos podra´n contar con otra alternativa que les oriente en el
ana´lisis de sus inversiones y la estructura de su capital para maximizar sus
rendimientos, logrando una mejor toma de decisiones.
Finalmente, con la metodolog´ıa implementada se muestra la importancia
de las redes neurales artiﬁciales como una herramienta adicional para medir
y clasiﬁcar al riesgo siste´mico del mercado accionario mexicano, pudie´ndose
aplicar tambie´n a otros mercados, porque as´ı lo permiten las caracter´ısticas del
modelo de red neuronal utilizado y la naturaleza de los datos suministrados,
entendiendo que los datos de entrada que se suministraron a la red fueron
tomados del Modelo de Valuacio´n de Activos de Capital y los datos de salida
de un para´metro cla´sico y bien fundamentado por la teor´ıa ﬁnanciera cla´sica
para medir la sensibilidad al riesgo de mercado como lo es la beta.
En base a lo anterior, el algoritmo de la red disen˜ado para los propo´sitos de
esta investigacio´n se fortalece al combinar un modelo eminentemente ﬁnanciero
con uno matema´tico y de inteligencia artiﬁcial como es el caso de las redes
neuronales artiﬁciales; sobre todo si se toma en cuenta que la muestra utilizada
esta´ conformada por datos en e´pocas de crisis ﬁnancieras recientes tales como
la del 2004 que impacto´ fuertemente en los indicadores globales de la economı´a
nacional, pero sobre todo la crisis econo´mica del 2008 de alcance internacional
que golpeo´ duramente a los pa´ıses desarrollados como Estados Unidos, entre
otros.
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