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MATHEMATICAL SYMBOLS AND TERMINOLOGY
∧
x∈A
: H(x) “For all x ∈ A the statement H(x) is true”∨
x∈A
: H(x) “There exists an x ∈ A such that H(x) is
true”
∧, ∨, “and”, “or” (non-exclusive or)
N, Z, R, C Set of natural, integer, real and complex
numbers
R+ The set of positive, real numbers
CN×M RN×M The set of M ×N matrices
over C, R
A\B := {x ∈ A|x /∈ B} The difference set
A¯ The closure of the set A
A⊕B The direct sum of A and B
z∗ A complex conjugate, transposed
vector.
‖. . .‖ The quadratic sum norm in CN(
RN
)
(2-norm)
z ∼ NCN (s,R) “z is a normally distributed
random variable in CN with
expected value s and covariance
matrix R”
z ∼ R(M) “z is uniformly distributed on the
set M” (M ⊂ R or RN )
IM (x) Indicator function,
IM (x) =
{
1 if x ∈M
0 otherwise
δik Kroneker Symbol,
δik =
{
1 if i = k
0 if i 6= k
:=, :⇐⇒ Defining equality, equivalence,
x := y “x is defined by y”
f : A→Bx 7→f(x) f is the maping from set A to
set B and every x ∈ A is assigned
to an f(x) ∈ B, also fA→B
fx :=
∂f
∂x Partial derivative with respect to x
fx :=

∂f
∂x1
...
∂f
∂xN
 The gradient from f
P (x) Probability distribution of x
p(x) Probability density of x
P (M) Probability of the event M
P (M) =
∫
M
dP (x)
N Number of antennas
M Number of targets
λ Wavelength
(xi, yi), i = 1, . . . , N Coordinates of the antenna elements
either in centimeters or in units of 2piλ
z = s + n Measurement vector consisting of
signal and noise.
1ω A direction in the form of a direction cosine.
ω = (u, v) for planar arrays.
a(ω) The antenna transfer function for a direction ω
A(ω) Antenna transfer matrix for M directions ω
b Vector of M complex amplitudes
B := E {bb∗}
R := E {zz∗}
BW Half beamwidth, BW = 0.887 λD radians or 51
λ
D
degrees, where D is the aperture in centimeters.
VM := {ω| ∧
i∈1,...,M
u2i + v
2
i ≤ 1}
The viewing area of M directions
V℘(ωg) := {ω ∈ VM |
∧
i∈1,...,M
(ui−uig)2+(vi−vig)2 < ℘2}
℘ is the area around ωg
M(ωg) := {ω ∈ VBW/2(ωg)|u1 < u2 < . . . uM}
N
diag(αi)
i=1
:=
α1 0. . .
0 αN

I := diag(1), the identity matrix
Γ := I−A(A∗A)−1A∗ A projection matrix that
projects onto linH(A)⊥.
linH(x1, . . . ,xk) :=
{
y
∣∣∣∣ ∨
α1...αk
: y =
∑k
i=1 α1xi
}
is the linear hull of x1, . . . ,xk.
1 INTRODUCTION
Electronically steerable antenna arrays, whereby the signal received by each individual element is accessible, provide more
information about the received signal than reflector antennas. This work concerns itself with the utilization of this additional
information to angularly resolve closely-spaced point targets.
The detection and location of a target with conventional signal-processing techniques consists, in principle, of scanning a
beam over the target and determining the maximum of the radar scan pattern. For localization, a full scan does not have
to be explicitly performed. Rather, an estimated value of the slope of the radar scan pattern can be measured (monopulse
processing). By such processing, the angular resolution, that is the realization, for example, that two and not one nor three
targets are present, is limited by the beamwidth of the antenna response such that even by an arbitrarily good signal-to-noise
ratio (SNR), two closely-spaced targets yield only a single maximum in the radar scan pattern. By a finite SNR the resolution
limit, which is statistically defined by confidence intervals, is naturally larger.
The aperture size and frequency, which play a decisive roles in determining the antenna response of the system, are generally
limited by design considerations. Thus, for a fixed aperture size and frequency, attempts have been made to reduce the
beamwidth. With reflector antennas, this has been done by changing the shape of the surface, for antenna arrays, simply
through the use of complex weights (super gain antennas). However, such designs stand out for their sensitivity to receiver
noise, which is not taken into account in such techniques.
The stochastic formulation of the resolution problem by a given type of noise and the development of a corresponding
optimal estimation procedure appears to be needed. The more precise the signal and interference models that are chosen, the
more accurate the resolution procedure will be, as long as the data matches the model. However, the increased precision leads
to a worsening of the estimates when a model mismatch exists. This dilemma of precision versus robustness is common to all
superresolution algorithms. Consequently, the determination of the correct parameterization of the model greatly influences the
performance of the algorithm because without a priori information, no superresolution beyond conventional limits is possible.
In this work, the signals are assumed to be plane waves originating from infinitely distant point targets. This assumptions
appears to be reliable for radar applications. The signals are spatially sampled by an antenna array, whereby the receiver noise
is additive Gaussian. These are the fundamental assumptions in the model used here.
There exists no satisfactory optimality criterion for the assumed model. Therefore, a solution using the classical maximum-
likelihood (ML) principles is investigated in order to develop a procedure that can be realized in a real radar. The realizability
of the procedure must be judged according to the desired application. Here, the suppression of multipath error by low-altitude
targets and the detection and tracking of groups of aircraft or jammers is the intended application. The procedure being
studied is not significantly worse than the corresponding estimation and tests using the ML principle, which is used as an
"asymptotically optimal" algorithm.
2The resolution algorithm studied here is formulated for electronically steerable array antennas. However, it is also suitable
for the resolution of planar waves using spatially separated antennas as well as the spectral-line resolution of signals sampled
in time.
Increasing the resolution capability of a system always necessitates a higher SNR than needed for the pure detection or
localization of a target. These high values are attained by a target flying close to the radar, as every halving of the distance
increases the SNR by 12 dB according to the r4 law. Viewing the 3-dB distance of a target as the range of the radar and
demanding 18 to 23 dB for the resolution of two targets separated by a half beamwidth (See Chapters 8 and 10), this SNR is
reached by 0.4 to 0.3 of the 3-dB distance. One can always assume that a higher SNR is given for the resolution of jammers.
2 MODEL ASSUMPTIONS AND TERMINOLOGY
Summary of Chapter 2
First, the underlying point-target model is discussed. This can be written in terms of the measured antenna-array outputs z as
z = Ab + n, where b is a vector of unknown, complex amplitudes, and A is the transfer matrix of the antenna array with
the form given in (2.1-2). The additive noise on all channels of the array is represented by n.
In this chapter, Signal Models 1–4, differing in the distributions of the complex amplitudes, and various antenna-array
configurations are given for use in the simulations. Covariance matrices of the noise E{nn∗} and the corresponding covariance
matrices of the antenna outputs E{zz∗} are calculated for various types of noise. These covariance matrices will be needed in
chapters 4, 5, and 7 to calculate some expected values. They are primarily needed for the computational generation of normally
distributed random variables for noise in the simulations.
At a particular sensing point (antenna element), an additive combination of signals and noise is measured. When dealing
with radar, the signal generally originates from an active transmitter, which is not important for the overall signal model.
2.1 Signal Model
The targets that are to be resolved should be in the far field of the radar, and their width should be significantly less than
half the beamwidth; that is, they are point targets. Theoretically, the danger exists that under this signal model extended targets
are resolved into individual scatterers. However, with the parameters of radars that are currently in use, the ability to resolve
individual scatterers is far from their obtainable resolution: with 2◦ beamwidth a target of 40 m width takes up approximately
5.7% of the beamwidth at a distance of 20 km.
Considering an isotropic element at position (x, y) on the antenna aperture, neglecting noise, at the output of a narrowband
receiver one gets the complex signal (the down-converted quadrature components) from M targets:
s =
M∑
i=1
βie
jϕie−j
2pi
λ (xui+yvi) (2.1-1)
where βi, ϕi are the amplitude and phase of the ith target, λ is the wavelength, and ui is the direction cosine of the azimuth
ϑi and elevation ψi of the ith target (ui = sinϑi cosψi, vi = sinψi, i = 1 . . .M ).
Combining βiejϕi together into a “complex amplitude” bi, the signal vector representing the output of an antenna array
with N elements on positions (xk, yk), k = 1 . . . N is
s = Ab ∈ CN (2.1-2)
with
b ∈CM
aki =e
−j 2piλ (xkui+ykvi) (i = 1 . . .M, k = 1 . . . N).
To simplify the notation, the antenna elements shall be expressed in units of 2pi/λ so that
aki = e
−j(xkui+ykvi)
as long as a fixed frequency is considered.
The following different examples of antennas shall be considered
• ELAN k L: A linear antenna with k elements regularly spaced λ/2 apart (Nyquist sampling).
3(a) ELAN 25 (b) ELAN 39
Fig. 2-1. Layout of the receiver antenna arrays. The diameter of the antennas is 8 times the wavelength.
Fig. 2-2. Layout of the receiver antenna array ELAN 192. ELAN 192 consists of 192 antenna elements combined into 24 subarrays, each with 8 elements,
diameter 37λ, and parabolic element density tapering.
• ELAN 6: A planar array with diameter 4λ.
• ELAN 25, 29 and ELAN 192 as shown in Figs. 2-1 and 2-2.
The antenna ELAN 192 is designed combining the elements into 24 subarrays. The arrangement of the subarrays matches that
4used in the FFM’s electronic radar system ELRA.1
The 3-dB beamwidth BW of these antennae is approximated using the formulae BW = 0.887λ/D radians or respectively
BW = 51λ/D, with D degrees (D is the aperture diameter in centimeters). This formula is exact for linear, continuously
filled antennas with a sinx/x response. The ELAN antennas all have a considerably larger beamwidth. In the literature, the
0− 0-width of the sinx/x characteristic is often used. This must be taken into account when considering the results.
For the direction cosines, the relation u2 + v2 ≤ 1 holds, so that for M directions, given as
ω :=
(
u
v
)
= (u1 . . . uM , v1 . . . vM )
T ,
the following relation is true
ω ∈ VM :=

(
u
v
)
∈ R2M
∣∣∣∣∣ ∧
i∈{1...M}
: u2i + v
2
i ≤ 1
 .
For the M given directions ωg denotes a ℘ neighborhood with
V℘(ωg) :=
ω
∣∣∣∣∣∣
∧
i∈1,...,M
(ui − uig)2 + (vi − vig)2 < ℘2
 (2.1-3)
where ℘ ∈ R+.
The signal structure assumed in (2.1-2) is actually distorted by the whole bandwidth of the receiver, the spread of the target,
the response of the individual array elements, and their coupling. Therefore, the algorithm derived from this model should be
as robust as possible with regard to such distortions (See Chapters 5.4, 7.3).
When considering a sequence of subsequent measurements, the amplitudes bi will experience fluctuations. These fluctuations
depend on the aspect-angle-dependent reflective properties of the aerial targets originating on the one hand from their ever-
present roll and pitch motions (slow fluctuations) and on the other hand from reflections off of propellers (if present), vibrations
of the fuselage, or reflections from the ionized gas jets of jet engines (fast fluctuations) [1].
The fluctuations strongly depend on the type of aircraft, and they depend even more so on the wavelength and revisit rate.
The revisit rate of an electronic radar can be very irregular, for example, depending on the load condition of the system. Thus,
the superresolution algorithm should not make any assumptions regarding the fluctuations.
The following four target models shall be used as examples during the analysis:
• Model 1: Deterministic Target (2.1-4)
βi is constant; ϕi is constant or changes with Doppler angle, (i = 1 . . .M )
• Model 2: Normally-Distributed Phase Fluctuations
βi is constant, ϕi ∼ NR(ϕ¯i, σ2i ). This results in:
E {bi} =βie−σ2i /2ejϕ¯i
E {bib∗k} =
{
βiβke
−(σ2i+σ2k)/2ej(ϕ¯i−ϕ¯k) for i 6= k
β2i for i = k
.
Since B := E {bb∗}, having the form “diagonal matrix plus dyad,” B is a regular matrix.
• Model 3: Uncorrelated Targets with Fixed Amplitudes
βi is constant; ϕi is distributed uniformly on (0, 2pi). Thus holds
E {b} =0
E {bb∗} = Mdiag(β2i )
i=1
.
• Model 4: Uncorrelated Rayleigh Targets (Swerling II-Model) [1]
βi are independently Rayleight distributed and ϕi are independently uniformly distributed on (0, 2pi), meaning that
bi ∼ NC(0, σ2i ), i = 1 . . .M
which is equivalent to
b ∼ NCM (0,B)
1The dissertation references an image of the ELRA system, which is was omitted from the dissertation. Additionally, ELRA=elektronisches Radar (electronic
radar), and was an important project at the FFM for a long time.
5with
B =
M
diag(σ2i )
i=1
.
Models 1 and 4 represent two extremes. Model 1 with a constant amplitude is a limiting case of Model 2. Theorems for
stochastic signals are thus also valid for deterministic signals in the limit.
It is hard to specify conditions for the validity of these models, because little measured data is known. With regard to the
RADICORD experiments of the FFM [2], Model 2 was determined to hold for a jet engine aircraft with σ(ϕ) ≈ 15◦ from
pulse-to pulse (a 2 ms pulse repetition period).
2.2 Noise/ Interference
The receive array should consists of N independent, isotropic elements so that the sampled values of the noise are
uncorrelated, normally distributed random variables when white Gaussian noise in the receiver is assumed. At the output
of the antenna array, one has the data vector
z = s + n ∈ CN
with
n ∼ NCN (0, σ2I).
In most cases, the normalization σ2 = 1 can be performed (An exception is just Chapter 7). Thus one has
• For Signal Model 1:
z ∼ NCN (s, I)
• For Model 2:
E {z} =A E {b}
E {zz∗} =I + ABA∗
with
Bik =
{
βiβke
j(ϕ¯i−ϕ¯k)e−
σ2i+σ
2
k
2 For i 6= k
β2i For i = k
• For Model 3:
E {z} =0
E {zz∗} =I + ABA∗
with
Bij = β
2
i δij
• For Model 4:
z ∼ NCN (0, I + ABA∗)
with
Bij = σ
2
i δij .
These assumptions about the noise are generally not satisfied. The array elements are not all the same, so that the covariance
matrix of n is diagonal. One also has external interference so correlations arise such that n ∼ N (0,R) must be assumed.
During the formulation of the resolution problem in Chapter 3, it is initially assumed that n ∼ N (0,R). However, since R
is generally unknown and also not easy to estimate, the derivation of the superresolution method assumed that n ∼ N (0, I)
and the robustness of this assumption is demanded. However, when performing superresolution, that is, when investigating the
fine structure of the signal, the noise background must be better known than when simply detecting a target.
For the simulations, external interference is always modeled as white-noise jamming; that is, they are distributed according
to Model 4. To avoid the case that a jammer happens to fall on a null of the antenna response, such jammers are modeled as
a collection of closely-spaced point jammers so that in the limiting case one has “angularly limited” white noise. At the array
element at position (x, y), one receives the jamming signal
nS(x, y) =
∫
V
e−j(xu+yv) db(u, v)
6whereby b(ω) is a complex-valued stochastic process with
E{b(ω)} =0
E{db(ω)db∗(ω′)} =B(ω)δ(ω − ω′)dω dω′
so that
R(x, y, x′, y′) := E {nS(x, y)n∗S(x′, y′)}
=
∫
V
e−j((x−x
′)u+(y−y′)v)B(u, v)du dv (2.2-1)
Only constant power densities are considered: With regard to a linear array on the interval [u¯− s, u¯+ s] with
B(u) =
℘2
2s
I[−s,s](u− u¯), 0 < s < 1
so that
R(x, x′) = ℘2
sin(x− x′)s
(x− x′)s e
−j(x−x′)u¯. (2.2-2)
or with regard to a planar array on a disk of radius r:
B(u, v) =
℘2
pir2
I{(u,v)|u2+v2≤r2}(u− u¯, v − v¯), 0 < r < 1
so that
R(x, y, x′, y′) = ℘2Λ1
(
r
√
(x− x′)2 + (y − y′)2
)
e−j((x−x
′)u¯(y−y′)v¯) (2.2-3)
where
Λ1(x) = 2
J1(x)
x
and where J1(x) is a first order Bessel function of the first kind. For a summation of such jammers with the receiver noise,
one can thus write n ∼ N (0, I + R).
3 DETECTION AND ESTIMATION PROBLEMS
Summary of Chapter 3
In order to formulate the resolution problem as a multihypothesis test, the signal model of Chapter 2 is formulated in terms
of hypotheses. That is, as sets of probability distributions to which the measurement vector must be assigned. Subsequently, a
solution of this multihypothesis test is given using a sequence of 2-hypothesis tests. In such tests, one assumes that the number
of targets M is equal to 1, 2, 3, . . .; one estimates the associated directions and then tests whether the assumed number of
targets is sufficient. Well-known tests, such as the likelihood ratio test, can be used for the 2-hypothesis tests. The likelihood
ratio test has the advantage that it asymptotically maintains a fixed probability that one chooses the null hypothesis in the event
that a signal is actually present (a Type 1 error). The ability to maintain a fixed Type-1 error probability can only be extended
to multihypothesis tests under certain conditions. It is shown that the multihypothesis test is asymptotically bounded below a
particular probability of overestimating the number of targets. With the hypothesis complexity one cannot expect more than
an asymptotic optimality.
The technique developed here for improved resolution will be subsequently compared with suggestions from the literature.
The assumed Signal Model z = Ab+n is the basis upon which the resolution shall be achieved. In this model, the distribution
of the random variable n is assumed to be known, whereas the parameters ω, b, and the number of signals M are unknown.
3.1 Resolution as a Decision Problem
Resolution, that is the decision that precisely M targets, neither more nor fewer, are present in specific directions according
to the signal model means the assignment of the measured data, z1, . . . , zK to a class of distributions. The distribution class
should be independent of the amplitude fluctuations, be they according to Models 2, 3, or 4. This can be achieved by regarding
the complex amplitudes b not as random but rather as an unknown, deterministic sequence b1, . . . ,bK . Thus, the set of the
samples of cardinality K is
ZK :=


z1
...
zK
 ∈ CN × . . .CN |zi ∼ N (si,R), i = 1, . . . ,K
 . (3.1-1)
7Resolution then means the assignment of the samples z1, . . . , zK to the hypotheses (the sets of probability distributions)
WKm (ω) :=
Pz1,...,zK
∣∣∣∣∣∣
∨
bi∈CM
: zi ∼ N (A(ω)bi,R) , i = 1, . . . ,K

=
Pz1,...,zK
∣∣∣∣∣∣
∧
i∈{1,...,K}
: zi ∼ N (si,R) ∧ si ∈ HM (ω)
 (3.1-2)
whereby
HM (ω) :=
{
s ∈ CN
∣∣∣∣∣ ∨
b∈CM
: s = A(ω)b
}
= linH(a(ω1), . . . ,a(ωM )).
Though a hypothesis is actually a set of distributions, the parameterized set HM (ω) shall subsequently be denoted as a
“hypothesis,” because it uniquely characterizes WKM (ω). The assignment to the hypothesis W
K
M (ω), or respectively HM (ω),
is represented by the assignment of the parameter (ω,M) := ϑ.
A general starting point for the decision ϑ is the assignment of costs L(ϑ,ϑ0) to every given target configuration ϑ0 and
the minimization of the expected cost R. The decision criterion ϑˆ(z1, . . . , zK) is subsequently chosen so that
R(ϑˆ,ϑ0) := Ez
{
L(ϑˆ,ϑ0)
}
= min! (Bayes’ Decision). (3.1-3)
However, this procedure, though often described in the literature, is not always good. It generally requires the use of arbitrary
prior distributions and the treatment of all parameters as random variables, which is not justified for direction estimation.
Moreover, the assignment of costs for use in radars does not make sense. Rather, controlling the error probability is important.
Therefore, though just as arbitrary, the ML principle shall be considered, as it is easier to use. Estimation and tests according
to the principle of likelihood maximization possess special asymptotic optimality criteria, which is why they are often referred
to as "optimal algorithms” in the signal-processing community.
To apply the ML principle, we shall first consider the multihypothesis test between the hypotheses
HM :=
⋃
ω∈Ω
HM (ω) (3.1-4)
=
{
s ∈ CN
∣∣∣∣∣ ∨
b∈CM
∨
ω∈Ω
: s = A(ω)b
}
for M ∈ N, whereby Ω ∈ VM is a yet-to-be specified region of allowable directions of arrival, which could be the entire field
of view VM .
These hypotheses have the following properties
1)
HN = CN (3.1-5)
meaning that at most N targets can be resolved.
2)
H0 ⊂ H1 ⊂ . . . ⊂ HN−1 ⊂ HN (3.1-6)
because for every signal present, a signal from an arbitrary direction with amplitude 0 can be added. The hypotheses
thus overlap.
A multihypothesis test is consequently the mapping of the sample space ZK into the decision space, which by a non-
randomized 2-hypothesis test consists of {0, 1}, and here consists of {1, 2, . . . , N}. Such a multihypothesis test can be
decomposed into a series of 2-hypothesis tests, Hi versus Hk for i 6= k from which the complete decision can be made
[3]. The multihypothesis test can be created from the combination of the tests ϕ and ψ as follows:
ZK ϕ−→ {0, 1}N(N−1)/2 ψ−→ {1, . . . , N}.
Due to the structure (3.1-6) of the hypotheses, the test ϕ can be simplified. One must execute tests Hi against Ki := CN −Hi
for i = 1, . . . , N . This means that
ZK ϕ−→ {0, 1}N ψ−→ {1, . . . , N} (3.1-7)
so that ϕ(z1, . . . , zk) = (ϕ1(z1, . . . , zk), . . . , ϕN (z1, . . . , zk)).
8How the test ϕ is to be chosen depends strongly on the choice of ϕ. In order to be able to control the error probability,
for every test ϕi for Hi against Ki, a “uniformly best test of level α” should be the goal. That means, a test that does not
exceed a specified probability of a Type-1 error and that, among all tests of level α, minimizes the probability of a Type-2
error (optimal in a Neyman-Pearson sense).
Because composite hypotheses Hi against alternatives Ki are present and these are generally nonlinear subsets of CN , such
uniformly best tests generally do not exists. However, one can find asymptotically (for large numbers of samples) best tests.
The likelihood ratio tests for Hi against Ki has the form
ϕi(zi, . . . , zk) =
{
0 if 2 lnTi(z1, . . . , zk) ≤ η
1 if 2 lnTi(z1, . . . , zk) > η
whereby 0 denotes the acceptance of hypothesis Hi, 1 the acceptance of the alternative Ki, and Ti is the likelihood ratio
Ti(z1, . . . , zk) :=
sup
s∈CN
p(z1, . . . , zk; s)
sup
s∈Hi
p(z1, . . . , zk; s)
. (3.1-8)
If Hi is parameterized by ϑ, then sup
ϑ∈Hi
p(z1, . . . , zK |s(ϑ)) is the ML estimate for the parameter ϑ (see [4, pp. 92]). The
decision problem thus decomposes into a sequence of (continuous) parameter-estimation steps for every hypothetical number
of targets i, from which the test value (test statistic) Ti is calculated and a sequence of 2-hypothesis tests is executed. From
those results, using ψ, the number of targets M is determined. The associated target directions ω are consequently the ML
estimates associated with M targets.
In order to apply the test and estimation theory, a number of terms shall be defined.
For estimation functions ϑˆ = ϑˆ(z1, . . . , zk)) for a parameter ϑ0, the following asymptotic optimality criteria are defined:
1) {
ϑˆk
}
is consistent :⇐⇒ϑˆk → ϑ0 converges stochastically for K →∞
(⇐⇒
∧
∈R+
lim
k→∞
P
{
‖ϑˆk − ϑ0‖ ≥ 
}
= 0) (3.1-9)
2) If
{
ϑˆk
}
is consistent, then the covariance matrix, if it exists, can be estimated by the Cramér-Rao lower bound (CRLB)
E
[(
ϑˆk − ϑ0
)(
ϑˆk − ϑ0
)T]
≥ 1
k
F−1(ϑ0)
whereby
Fi,j(ϑ0) =
∫
∂ ln p(z;ϑ)
∂ϑi
∂ ln p(z;ϑ)
∂ϑj
p(z;ϑ)dz
∣∣∣∣
ϑ0
(3.1-10)
is the Fisher Information Matrix (FIM). (Precise requirements are given in [4, Sec. 2.27]. In this instance, “≥” means
positive semidefiniteness of the difference matrix).
3) The CRLB is the motivation for the definition{
ϑˆk
}
is asymptotically efficient :⇐⇒The PDF of
√
k(ϑˆk − ϑ0)
converges to N (0,F−1(ϑ0)) . (3.1-11)
Every consistent ML estimate ϑˆk is asymptotically efficient ([4, Sec. 2.32]).
In test problems, there a reduction in the measured data z is usually performed. That is, a statistic T (z) is formed.
4) A data reduction without “information loss over a parameter ϑ” is considered sufficient:
T (z) is sufficient for ϑ :⇐⇒Pϑ {z ∈ B|T = t}
(meaning in terms of Pϑ(z)) is independent of ϑ for all results B. (3.1-12)
The sufficiency of an r-dimensional parameter ϑ necessitates an r-dimensional statistic (assuming that a true parame-
terization is present, meaning that Pϑ 6= Pϑ′ for ϑ 6= ϑ′).
5) In the event that no sufficient statistic can be found, one can often require an invariance in terms of the measurement
system: Letting G be a group of transformations onto Z ,
T (z) is invariant in terms of G :⇐⇒
∧
g∈G
: T (g(z)) = T (z)
9T (z) is maximally invariant with respect to G :
⇐⇒ T is invariant with
respect to G and∧
x,z∈Z
:
T (x) = T (z)⇒ ∨
g∈G
: g(x) = z
 .
This is due to [4, pg. 30ff].
3.2 The Estimation Problem
For z ∼ N (s,R), s = Ab corresponds to the likelihood function, [5]:
L(ϑ) = p(z, s(ϑ)) =
1
piN |R|e
−(z−Ab)∗R−1(z−A.b)
Here the parameters to be estimated are ϑ = (u,v,b). One can also equivalently minimize − lnL(ϑ) as the function
Q˜(ϑ) = (z−Ab)∗R−1(z−Ab).
The minimum with respect to b can be immediately determined. It is
b =
(
A∗R−1A
)−1
A∗R−1z
This was determined using the method of least squares for min
x
(y−Cx)∗(y−Cx), giving the result x = (C∗C)−1C∗y and
applied with y = L∗z, C = L∗A for the decomposition R−1 = LL∗.
Substituting bˆ into Q˜ and simplifying, one gets
Q(u,v) = min
b
Q˜(u,v,b) = z∗
(
R−1 −R−1A (A∗R−1A)−1 A∗R−1) z. (3.2-1)
In general, the SNR is not sufficient for a reasonable estimation accuracy, so one must use multiple temporally sequential
samples z1, . . . , zK . Considering the measurement data structure in (3.1-1), the likelihood function is
LK(ϑ) =
K∏
i=1
p(zi, si(ϑ))
because the measurement noise is independent. The quantities here are ϑ = (u,v,b1, . . . ,bK) and si(ϑ) = A(ω)bi. This is
equivalent to a single-sample estimation problem with
s˜ =

s1
...
sK
 ∈ CNK with z˜ ∼ NCNK (s˜, R˜), R˜ =
R . . . 0... . . . ...
0 . . . R

instead of K samples of s ∈ CN . Both formulations lead to
LK(ϑ) =
1
piNK |R|K e
−∑Ki=1(zi−Abi)∗R−1(zi−Ab1). (3.2-2)
The maximization of LK(ϑ) is now equivalent to the minimization of the exponent. Thus
min
ϑ
Q˜K = min
ω
K∑
i=1
min
bi
(zi −Abi)∗R−1(zi −Abi)
= min
ω
K∑
i=1
z∗i
(
R−1 −R−1A (A∗R−1A)−1 A∗R−1) zi
= min
ω
QK(ω) (3.2-3)
with
QK(ω) :=
K∑
i=1
z∗iΓzi
and
Γ := R−1 −R−1A (A∗R−1A)A∗R−1.
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In practice, the minimization of QK(ω) is undesirable, as one must simultaneously save and process a very large amount
of data z1, . . . , zK . For large sample sizes, an equivalent estimation procedure can be found:
1
K
QK(ω)→ < Q > (ω) for K →∞
where
< Q > (ω) := lim
T→∞
1
T
∫ T
0
QT (ω)dt
is the time average. It is
< Q > (ω) = < z∗Γz >
= < (Ab + n)∗Γ(Ab + n) >
= < b∗A∗ΓAb > + < n∗ΓAb > + < b∗A∗Γn > + < n∗Γn > . (3.2-4)
The noise n can be assumed to be ergodic so that if in addition the logical physical requirement
1
K
K∑
i=1
bib
∗
i → B
is fulfilled for K →∞, then
< n∗Γn >= E {n∗Γn}
= E {trace Γnn∗}
= trace ΓR
and it is almost certain that
< n∗ΓAb >= 0
(it can be proven using the Kolmogorov Inequality) and
< b∗A∗ΓAb >= trace A∗ΓAB.
If the bi can be considered values in an ergodic stochastic process, then instead of < Q > and < bb∗ >, one can write
E {Q} and E {bb∗}.
The function < Q >, or respectively E {Q}, can be minimized using a stochastic approximation algorithm (the Robbins-
Monroe Algorithm):
ωk+1 = ωk − ak grad Q(ωk, zk) k = 1, 2, . . .
with
Q(ωk, zk) = z
∗
kΓ(ωk)zk.
If the algorithm converges, then it must converge to a local minimum of < Q >, (or, respectively, E {Q}) [6].
In the event that the global minimum is found, then this procedure produces the same estimation result as the “optimal”
ML estimation (3.2-3). However, here, at every step only a single piece of data zk is used.
3.3 The Detection Problem
According to Chapter 3.1, the multihypothesis test has the form
ZK ϕ−→ {0, 1} ψ−→ {1, . . . , N}
with ϕ = (ϕ1, . . . , ϕN ) and ϕi tests Hi against Ki = CN\Hi for (i = 1 . . . N). According to (3.1-4), Hi corresponds to the
statement that “the number of targets is ≤ i,” and Ki that “the number of targets is > i.”
For every ϕi, there is the probability of a Type-1 error:
αi = Pϑ {ϕi(zi, . . . , zK) = 1} for ϑ ∈ Hi
which is the probability that a decision that the “number of targets is > i” is made in the instance where actually M ≤ i.
Similarly, the probability of a type two error is
βi = Pϑ {ϕi(z1, . . . , zK) = 0} for ϑ ∈ Ki
which is the probability that a decision that the “number of targets is ≤ i” is made in the case that M > i. The detection
probability for Hi is consequently
PE,i = 1− αi.
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As an expansion of this definition, the error probability for the entire decision ψ(ϕ(z1, . . . , zK)) shall be defined
• Type-1 Error:
α¯i := Pϑ {ψ (ϕ (z1, . . . , zK)) > M}
when ϑ ∈ Hi\
i−1⋃
j=1
Hj = Hi\Hi−1.
• Type-2 Error:
β¯i := Pϑ {ψ (ϕ (z1, . . . , zK)) < M}
when ϑ ∈ Hi\Hi−1
and the detection probability is
P¯E,i := Pϑ {ψ (ϕ (z1, . . . , zK)) = M} ϑ ∈ Hi\Hi−1.
The set Hi\Hi−1 corresponds to the statement “no fewer than i targets are present.” In Hi\Hi−1, there are no signals with
zero complex amplitude (otherwise, if bi = 0 for s =
∑i
k=1 akbk then s ∈ Hi−1 would be true). The family {Hi\Hi−1}i=1...,N
is thus a disjoint decomposition of CN . In the event that all tests ϕi have the same α, then it is possible to construct a ψ that
does not depend upon the full test sequence ϕ1, . . . , ϕN .
In the event that the level α is held by all ϕi, then the decision “The number of targets present is M” is determined by
the sequence ϕ1 = ϕ2 = . . . ϕM−1 = 1, ϕM = 0. The test ϕM+1 would put the decision in question if ϕM+1 = 1, but
Pϕ {ϕM+1 = 1} ≤ α in the event that ϕ ∈ HM\HM−1, so that ϕ ∈ HM+1ϕM . ϕM+1 yields no additional information,
because all of the tests are “equally good,” meaning that they are all of level α. Thus, the multihypothesis test can be defined
as
ψ(ϕ1, . . . , ϕN ) = min { i ∈ {1, . . . , N}|ϕi = 0} (3.3-1)
so that the test can be performed sequentially. One begins with ϕ1, ϕ2, and so on and one ends the test as soon as hypothesis
Hi is accepted. Considering the requisite parameter estimation for every single ϕi, this is a considerable computational savings.
The decision “the number of targets is M” is also determined by the sequence ϕN = ϕN−1 = . . . ϕM = 0, ϕM−1 = 1 if for
all i, βi ≤ β. In this case, the test ϕM−2 also provides no additional information. In this situation, the test can be performed
descending sequentially from ϕN , ϕN−1 to the first rejected hypothesis. For the application considered here, the test with the
specified level α is preferable, because N is normally very large, while M is very small. Subsequently, only a test of the form
given in (3.3-1) shall be considered.
The detection probability for the test in (3.3-1) is
P¯E =Pϑ {ψ(ϕ1, . . . , ϕM ) = M}
=Pϑ {ϕM = 0 ∧ ϕM−1 = ϕM−2 = . . . = ϕ1 = 1} (3.3-2)
for ϑ ∈ HM\HM−1, and the total probability of a Type-1 error is
α¯ = Pϑ {ϕM = . . . = ϕ1 = 1}
for (ϑ ∈ HM\HM−1).
If all tests ϕi are independent from the other decisions ϕK (i 6= k), then
α¯M =Pϑ {ϕM = 1} . . . Pϑ {ϕ1 = 1} (3.3-3)
=αM (1− βM−1) . . . (1− β1)
≤α
according to the assumptions. In this case, the entire test is subject to an error level of α!
The independence of the tests ϕi can only be obtained if for each test new data zi is used. Otherwise, only selected data
would be used for a test ϕM , namely, the realization z1, . . . , zK for ϕ1 = . . . ϕM−1 = 1. As shall be shown in Chapter 7, the
use of new data makes the estimation convenient to a stochastic approximation.
The test developed here has no optimality properties; the use of the full sequence ϕ1, . . . , ϕN can provide a test with increased
angular resolution. The test (3.3-1) is, however, the most computationally efficient with regard to the parameter-estimation part.
3.4 Previous Superresolution Techniques
From the vast literature on resolution, those works that use the Signal Model z = Ab + n, that is “spectral-line models”
shall be considered. The superresolution techniques for continuous spectra generally begin by estimating the covariance matrix
R = E {zz∗} and create the spectrum Sˆ(ω) therefrom. As spectral lines, one generally estimates the M largest maxima from
Sˆ(ω) (M -fold 1-dimensional maximization). The determination of the number M in this problem has not yet been satisfactorily
resolved. An overview of this process is available in [7], [8].
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The method described here for the Model z = Ab+n utilizing aspects of estimation and detection theory was first considered
in 1967 [9], [10], [11]. The resolution problem was formulated as a Bayes’ decision problem as in (3.1-3). In [11], we come
to ML estimation via minimization of the Q function, as in (3.2-3). However, only for a single sample K = 1. In [11], the
minimization of the Q function was performed using a grid search, as in Chapter 4.4; for the test statistics, the estimated
values of ωˆ and bˆ were suggested.
The minimization of the Q function was also performed in [12], [13], [14], [15], whereby in [15] a grid search was also
used; in [12] an additional random search and gradient method, in [13], [14] through the use of unspecified conditional loops
for the solution from gradQ = 0 for deterministic targets. In [16], one tried to analytically find the minimum of the Q function
for special antenna layouts with few elements given a single sample. The problem of regularity, given in (4.2-1) and (5.1-1)
is discussed there.
The use of the single-sample ML estimation the time time/frequency domain is given in [17] and [18]. In [17], an
approximation of the Q function for widely-spaced targets was used and minimized with a grid search. In [18], the detection
problem was also mentioned. A sequence of 2-hypothesis tests was suggested, whereby the minimum of the Q function was
used as the test statistic. The bound η was specified solely by the total noise power.
An application of ML estimation for a uniform data structure from radio astronomy is provided in [19]. The minimization
of the (single sample) Q function was performed using a gradient method. As a detection test, a sequence of randomized 2-
hypothesis tests were considered, whereby the hypothesis with the highest probability was chosen. The probability of making
a false decision was not considered.
The most extensive study of the Q function is found in [20]. Here, for the first time, two different signal models were
considered, namely Models 1 and 4. The statement in [20] that the ML estimate in Signal Model 4 converges to that of Signal
Model 1 in high-SNR scenarios is, however, false. As multihypothesis test, [20] also suggests a sequential test that essentially
uses the minimum of the Q function, but always works with the same data set. A consistency condition along the lines of a
common level α is not mentioned.
The general structure of an M -hypothesis test as a combination of N(N − 1)/2 2-hypothesis tests, as in Chapter 3.1 is
studied in [3]. There the entire sequence of 2-hypothesis tests is required.
In the previous literature, arbitrary two-dimensional antenna-array layouts, sequential parameter-estimation procedures using
multiple samples for different signal models, and a sequential multihypothesis for for various signal models that maintain a
constant error bound have not yet been considered.
4 RESOLUTION USING INFORMATION ONLY FROM SPATIAL SAMPLES
Summary of Chapter 4
ML direction estimation must be performed to calculate the likelihood ratio used in the test procedure of Chapter 3. This
estimation leads to the minimization of the Q function in (4.1-1). The chapter focusses on the properties of the Q function.
The minimization of this function can be interpreted as the maximization of simultaneously formed, decoupled sum beams.
For the case of a single target, this reduces to the problem of the maximization of the conventional sum beam.
A sufficient condition of the existence of a unique global minimum depending on the layout of the antenna elements, the
“strongly M -regular elements layout” (4.2-1) is given. Thus, one can analyze where a particular array layout allows for the
resolution of M targets with this procedure.
The accuracy of the direction estimates of the targets is analyzed based upon the form of the minimum point of the Q
function. The accuracy is stochastically determined by the Cramér-Rao lower bound. Using this bound, curves for an analysis
of the resolution capability as a function of the target-separation distance and of the SNR are presented. The relative phase
between the targets significantly influences the accuracy of the estimates.
The minimization of the Q function using a grid search, which is often discussed in the literature, is subsequently considered.
It is found to be of little use in radar applications.
For a sufficiently large N , as described in Chapter 3, the resolution with a single sample z is possible (monopulse estimation).
However, a test of the form (3.3-1) does not possess a probability of error that is simple to estimate. In the following, z is a
given vector in CN .
4.1 The Q-Function and its Basic Properties
In order to estimate the directions u and v, one must minimize the function Q(u,v) of (3.2-1). In the following, only
receiver noise without jamming is considered so that R = I and according to (3.2-1) Q has the form
Q(u,v) = min
b
(z−Ab)∗(z−Ab) (4.1-1)
=
∥∥∥z−A (A∗A)−1 A∗z∥∥∥2 (4.1-2)
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=‖Γz‖2
=z∗Γz (4.1-3)
with Γ = I−A (A∗A)−1 A∗.
The matrix Γ is a projection matrix, because Γ2 = Γ and Γ = Γ∗, and it projects on the space S⊥ when S =
linH(a1, . . . ,aM ). Γ decomposes CN into CN = S ⊕ S⊥.
Concrete interpretations of the minimization of Q:
• With Q, the residual energy after the signal extraction is minimized (because Γz ∈ S⊥).
• S is chosen such that z and Γz are maximally orthogonal.
• The minimization of z∗Γz is equivalent to the maximization of z∗A (A∗A)−1 A∗z. The term a∗i z represents the formation
of a conventional sum beam in the direction (ui, vi). Thus, A∗z is the formation of M simultaneous sum beams. The
minimization of Q is thus equivalent to the maximization of M simultaneous sum beams that have been decoupled using
the M ×M matrix (A∗A)−1.
For M = 1 the term
z∗a (a∗a)−1 a∗z =
|z∗a|2
N
is the conventional signal-processing technique.
Properties of the Q function:
1) Periodicity (4.1-4)
Let the x-coordinates of the antenna elements lie on a grid a distance d apart, such that xi = kid, ki ∈ Z, i = 1 . . . N .
Then
Q(u1, . . . , uj , . . . , uM , v1, . . . vM ) = Q(u1, . . . , uj + n
λ
d
, . . . , uM , v1, . . . , vM )
for all j = 1 . . .M and n ∈ Z . A similar identity applies to the y coordinates and v.
Proof:
By definition:
aik(uk + n
λ
s
, vk) =e
−j 2piλ (xi(uk+nλd )+yivk)
=e−j
2pi
λ (xiuk+yivk)−j 2piλ kidnλd
=e−j
2pi
λ (xiuk+yivk)
=aik(uk, vk).
If d = λ2 (Nyquist sampling), then one has exactly a period of 2. That is, uniqueness in the visible region V
1.
2) Symmetry (4.1-5)
Let ρ be an arbitrary permutation from (1, . . . ,M). Then,
Q(ω1, . . . , ωM ) = Q(ωρ(1), . . . , ωρ(M))
for ωi = (ui, vi). This means that the numbering of the targets is arbitrary.
Proof:
Let ρ be an arbitrary permutation from (1, . . . ,M). Then,
A(ωρ(1), . . . , ωρ(M)) = A(ω)P
where P is the corresponding permutation matrix (P−1 = P, PT = P).
Thus, it is sufficient to only consider Q in a particular region such as {(u, v)|u1 ≤ u2 ≤ . . . ≤ uM}. In the event that
the function is also periodic, the region to consider must be additionally constrained.
3) Singularities (4.1-6)
In the formation in (4.1-2) and (4.1-3), Q is not defined for ωi = ωj for i 6= j (ωk = (uk, vk)), because A∗A becomes
singular. In the formation of (4.1-1), the value of Q is well defined and
QM (ωq, . . . , ωj , . . . , ωM ) = QM+k(ω1, . . . , ωj , . . . , ωj︸ ︷︷ ︸
k+1 equal arguments
. . . , ωM )
holds. The proof is in Appendix 1, (A.1-1).
4) Differentiability (4.1-7)
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Fig. 4-1. Q-surface for two targets using ELAN 7 L.
Define
γ :=
ω ∈ VM
∣∣∣∣∣∣∣
∨
i,k∈{1...M}
i6=k
: (ui, vi) = (uk, vk)

Then Q is infinitely differentiable on VM\γ. The first and second derivatives are in Appendix 1 in (A.1-4) and (A.1-5)
(The proof is in Appendix 1).
5) The Influence of the Directional Response of the Individual Elements (4.1-8)
If all of the antenna elements have the same directional response f(u, v), then the Q function is the same as that of an
array of omnidirectional array elements. The estimation of the complex amplitudes (and thus the condition according to
(4.3-3)) is, however, different.
Proof: The elements of the transfer matrix for a directional response of f(u, v) of the individual elements aki are fi
(fi = f(ui, vi)). This means that instead of the matrix A, one has AF where F = diagMi=1(fi).
However, AF
(
(AF)
∗
(AF)
)−1
(AF)
∗
= A (A∗A)−1 A∗ such that QF = Q. Of course,
(
(AF)
∗
(AF)
)−1
(AF)
−1
=
F−1 (A∗A)−1 A∗ so that bF = F−1bˆ (whereby the index F always indicates the estimation with the transfer matrix
AF).
The Q-function for the direction estimation of two targets when two targets are present without noise is shown in Figs.
4-1 through 4-4.
The Q function for the linear array ELAN 7L is shown in Fig. 4-1. One can recognize the symmetry with respect to γ
about the line u1 = u2. For planar arrays, Q(u1, u2, v1, v2) is a hypersurface in R5 and only cuts of this surface can be
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Fig. 4-2. Q-surface for two targets using ELAN 6.
displayed. These are shown in Figs. 4-2, 4-3, and 4-4 for ELAN 6. Because one is primarily interested in the minimum
of Q, the Q function has been flipped and is shown from below so that the minimum appears as the maximum. At the
edge of the visible region, the Q function is set to zero (= the minimum of Q as a reference). The surfaces can thus be
interpreted as those of the function z∗A (A∗A)−1 A∗z. Figure 4-2 shows F (u1, u2) = Q(u1, u2, vex1 , v
ex
2 ), and Fig. 4-3
shows F (u1, v1) = Q(u1, uex2 , v1, v
ex
2 ), whereby the given target directions are u
ex = (−0.1, 0.1), vex = (0.1,−0.1). The
region γ does not appear in Figure 4-2 at all because for all u1, u2, ω1 6= ω2. In Fig. 4-3, it only appears as a peak with
(u1, v1) = (0.1,−0.1). The maximum (minimum of Q) is always exactly ω1 = ωex. The case is shown in Fig. 4-4 as
in Fig. 4-2, but the cut goes through the point (0, 0); thus F (u1, v1) = Q(u1, 0, v1, 0). One can recognize the symmetry
and the line γ as in Fig. 4-1. The plot in Fig. 4-3 resembles the response of the antenna array ELAN 6; it shows the
directional response of the decoupled sum beams when the direction ω2 is constant.
4.2 The Existence and Uniqueness of the Solution
The question arises, whether at least in a definition region that is restricted according to (4.1-4) and (4.1-5), the function Q
possesses at least a unique global minimum. For that, it is required that the number of measurements 2N be larger than the
number of parameters u, v, b that are to be determined. With respect to a linear array, this is 2N ≥ 3M and with respect to
a planar array, this is 2N ≥ 4M . Additionally, there are certain demands on the ordering of the elements. An ordering, for
which the Q-function possesses a clear global minimum in a particular region allowing the resolution of M targets, is denoted
as a “strongly M -regular element arrangement.”
Definition: (4.2-1)
Let Ω ⊂ V 1. An arrangement x1, . . . , xN , y1, . . . , yN of N antenna-array elements is strongly regular ⇐⇒ For all ωi
pairwise different, a(ω1), . . . ,a(ω2M ) are linearly independent.
For a strongly M -regular element arrangement, it is necessary that N ≥ 2M . For a strongly 1-regular arrangement, every
two direction vectors a(ω1), a(ω2) must be linearly independent. Thus,∣∣∣∣a∗1a1 a∗1a2a∗2a1 a∗2a2
∣∣∣∣ 6= 0.
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Fig. 4-3. Q-surface for two targets using ELAN 6.
This means that because a∗1a1 = a
∗
2a2 = N and |a∗1a2|2 = N2 |f(ω2 − ω1)|2, if f(ω) is the directional response of the element
arrangement, then |f(ω2 − ω1)|2 6= 1, which means that the antenna array cannot have a secondary main beam.
Theorem (4.2-2):
• Preconditions
Let xi, yi (i = 1, . . . , N) be a strongly M -regular array-element arrangement in the region Ω ⊂ V 1.
• Assertions
– (i) The representation s = Ab is unique except for the ordering of the results. More specifically
∨
ω,ω˜∈ΩM
ωk pairwise different
ω˜kpairwise different
∨
b,b˜∈CM\{0}
: A(ω)b = A(ω˜)b˜
 =⇒
 ∨
P permutation
: Pω = ω˜

– (ii) In each symmetry region of ΩM according to (4.1-5), the Q function has a unique minimum for M targets as
the noise goes to zero. This means that
(Q(ω) = min! ∧Q(ω˜) = min!) =⇒
∨
P permutation
: Pω = ω˜.
• Proof
– For (i): The proof in indirect by showing that ¬(i) =⇒ ¬Preconditions.
Let ω1, . . . , ωM be pairwise different and ω˜1, . . . , ω˜M also be pairwise different, and ω1, . . . , ωM , ω˜1, . . . , ω˜M are
also pairwise different for (1 ≤ r ≤M) and A(ω)b = A(ω˜)b˜. Without a loss of generality, let b1 6= 0, specifically
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Fig. 4-4. Q-surface for two targets using ELAN 6.
b1 = 1. Then
a(ω1) =
r∑
i=1
a(ωi)bi −
M∑
i=2
a(ωi)ci
for an appropriate ci ∈ C. Consequently, a(ω˜1), . . . ,a(ω˜r),a(ω1), . . . ,a(ωr) are linearly independent, which is a
contradiction!
– For (ii):
One can say that Q = sΓs = min!⇐⇒ s∗Γs = 0 but
s∗Γs = s∗Γ˜s = 0⇐⇒ Γs = Γ˜s = 0
⇐⇒
∨
b,b˜∈CM\{0}
: s = Ab = A˜b˜
from which the assertion (i) follows.
Given a very good SNR and a strongly M -regular antenna array, the directions and amplitudes of M targets can be
determined nearly perfectly. With large numbers of elements, this holds asymptotically because the influence of the noise
becomes smaller. This reduction in the noise influence is because for an arbitrary ω, lim
N→∞
1
N−M n
∗Γn = 1, almost certainly.
Thus, Q ≈ min!⇐⇒ s∗Γs = 0.
There remains the important question of which arrangements of elements are strongly M -regular. This question can not be
answered in a general context here; only examples of strongly M -regular arrays can be given.
1) Every linear array with N elements (N ≥ 2M) and 2M elements with a constant spacing d (for example λ/2) is strongly
M -regular in an appropriate region Ω ⊂ VM .
This is because every 2M vectors are linearly independent if they are already independent in the 2M components of a
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uniform grid. For these 2M components, the matrix
1 . . . 1
e−jdu1 . . . e−jdu2M
e−j2du1 . . . e−j2du2M
...
. . .
...
e−j(2M−1)du1 . . . e−j(2M−1)du2M

must be regular. This is a van der Monde matrix of the form
1 . . . 1
γ1 . . . γ2M
...
. . .
...
γ2M−11 . . . γ
2M−1
2M

for γi = e−jdui , which must be regular if γi 6= γk for all i 6= k. This means that within a period, according to (4.1-4),
the vectors are linearly independent.
2) Every planar-element arrangement with N ≥ (2M)2 that has 2N×2M elements on a rectangular grid is strongly regular
in a suitable region of Ω ⊂ VM .
To show this, it suffices to show the linear independence of the a-vectors with respect to the grid points. Then one can
write
a(u, v) =

e−jx1u

e−jy1v
...
e−jy2Mv

...
e−jx2Mu

e−jy1v
...
e−jy2Mv


=a(x)(u)⊗ a(y)(v)
if
a(x)(u) =
 e
−jx1u
...
e−jx2Mu

and ⊗ is the Kronecker product (tensor product) operator.
Let ω1 . . . ω2M be pairwise different, which means that u1, . . . , ur are pairwise different and vr . . . v2M are pairwise
different for 1 ≤ r ≤ 2M . Then, according to the first example of strongly M -regular arrays, a(x)(u1) . . .a(x)(ur)
are linearly independent and a(y)(vr), . . . ,a(y)(v2M ) are linearly independent. Furthermore, the r× (2M − r) direction
vectors (a(x)(ui)⊗ a(y)(vk)) for i = 1, . . . , r and k = r, . . . , 2M are linearly independent, because
det
((
A(x) ⊗A(y)
)∗ (
A(x) ⊗A(y)
))
= det
((
A∗(x)A(x)
)
⊗
(
A∗(y)A(y)
))
= det
(
A∗(x)A(x)
)r
det
(
A∗(y)A(y)
)2M−r
6=0
as proven, for example, in [21, pg. 348], using the abbreviations
A(x) =
(
a(x)(u1) . . .a(x)(ur)
)
A(y) =
(
a(y)(vr) . . .a(x)(v2M )
)
and thus, A(ω1), . . . ,A(ω2M ) are linearly independent.
The condition of strong M -regularity is sufficient for the resolvability of M targets, but it is not always necessary. The
number of antenna elements N ≥ 2M is, however, necessary, because even though a 3-element linear array possesses as many
measurements as unknowns of interest, for every direction pair u1, u2, there are always two directions u˜1, u˜2 and amplitudes
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b, b˜ to specify so that Ab = A˜b˜. When considering the projection of the element positions of a planar array onto all possible
lines in the antenna-array plane, every 2-regular planar array must always possess more than three projected element positions.
Thus, the following element positions are not strongly 2-regular.
With a sufficiently large number of randomly distributed positions, the probability of a strong-M regularity approaches 1 if
N M .
4.3 The Behavior of Q at the Minimum
The question arises how the conditioning of the given minimization problem depends on the target and antenna parameters.
This can be studied using techniques from differential geometry by studying the curvature of the surface Q(ω) or respectively
the surface E {Q(ω)} at the minimum with good SNR. Additionally, one can also consider the FIM (3.1-10), whereby one
obtains an estimate of the variance of the desired parameter. For deterministic signals, the two approaches are closely related.
Definition: (the second fundamental tensor) (4.3-1)
Let φ : Ω→ RM+1, ω 7→ (Q(ω),ω)T , (Ω ∈ RM ) be a twice-differentiable surface in RM+1.
• (i) The matrix
S(ω0) = Qωω
(
I +QωQ
T
ω
)−1∣∣∣
ω0
is called the “matrix of the second fundamental tensor” of φ (F-tensor).
For M = 2, this can be found in the usual books on differential geometry, for example [22, Theorem 3.5.5]; for M > 2
the definition still holds, but the derivation comes with a considerable theoretical effort, as in [23, Pgs. 104, 109].
• (ii) The eigenvalues/ eigenvectors of S are called the principal curvatures/ the principal curvature directions.
• (iii) 1M trace S is called the average curvature.
Interpretations of the fundamental tensor:
For every cut direction w (w ∈ RM , ‖w‖ = 1) through the surface φ, the term wTS(ω0)w is the geodetic curvature of
the path on the surface φ caused by the cut passing through point ω0. (Thus, the geodetic curvature is by definition the area
of the parallelogram formed by the velocity and acceleration vectors of the path.)
At the minimum ω0 with Qω(ω0) = 0, the relation S(ω0) = Qωω(ω0) holds and the eigenvalues and eigenvectors determine
the shape of the minimum. At the minimum, the principal curvature directions are the directions of the steepest and flattest
slopes.
Theorem (4.3-2):
• Preconditions
Under Signal Model 1 (deterministic signal), n ∼ N (0, I). Let S(ω0) be the matrix of the second fundamental tensor of
Q without noise, or of E {Q} (S is the same in both cases), at the position of the global minimum ω0.
Let F be the FIM of the estimate (ω,b) from p(z;ω,b) according to (3.1-10). Thus,
F =
(
E
{
(ln p)ω(ln p)
T
ω
}
E
{
(ln p)ω(ln p)
T
b
}
E
{
(ln p)b(ln p)
T
ω
}
E
{
(ln p)b(ln p)
T
b
})
(The subscripts ω,b mean “derivative with respect to ω or respectively b”)
• Assertions
S−1(ω0) =
[
F−1
]
|ω×ω (ω0)
where [ ]|ω×ω selects the submatrix of F
−1 corresponding to the second derivative with respect to ω in F.
• Proof See Appendix 2 for the proof.
Thus, the variance of a direction estimate ui is inversely proportional to the curvature in the cutting direction of the ui-axis.
For a linear antenna and M = 2, the shape of the minimum through the primary curvature direction can be determined and
the dependence of the given parameters can be discussed. For this case, the second derivative according to (A.1-6) in Appendix
1 is
Quu = 2Re
(
|b1|2c11 |b1||b2|ej(ϕ2−ϕ1)c12
|b1||b2|ej(ϕ1−ϕ2)c21 |b2|2c22
)
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where cik = a∗iuiΓakuk and bi = |bi|ejϕi for i, k = 1, 2. The quantity cik only depends on the target directions and the element
positions. For an antenna that is symmetric about the origin, −x−k = xk (k = −s, . . . , s; N = 2s+ 1; x0 = 0) one gets
c11 = c22 =
s∑
k=−s
x2k −
N |d|2
N2 − |f |2
c12 = c21 =h− f |d|
2
N2 − |f |
with sum pattern
f(u2 − u1) = a∗1a2 =
s∑
k=−s
cosxk(u2 − u1)
and difference pattern
d(u2 − u1) = a∗1Da2 = j
s∑
k=−s
xk sinxk(u2 − u1) = −jf ′(u2 − u1)
and
h(u2 − u1) = a∗1D2a2 =
s∑
k=−s
x2k cosxk(u2 − u1) = −f ′′(u2 − u1)
where
D = diagNi=1(xi)
For the above, the relations
(A∗A)−1 =
1
N2 − |f |2
(
N − f
−f∗N
)
and a∗iDai = 0 (i = 1, 2) were used
The eigenvalues of the matrix
(
α γ
γ β
)
are
λ1,2 =
α+ β
2
±
√(
α− β
2
)2
+ γ2
and the non-normalized eigenvectors are
Ψ1,2 =

−γ
α−β
2 ∓
√(
α−β
2
)2
+ γ2
1

Special Cases (4.3-3)
1) Targets of Equal Intensity |b1| = |b2|:
In this instance, α = β and the primary curvature directions are
(
1
1
)
and
(
1
−1
)
with the primary curvatures λ1,2 =
α± |γ|.
Contour lines of Q near the minimum thus look like ellipses with the principal axis directions
(
1
1
)
and
(
1
−1
)
. The
quantity γ thus describes the eccentricity of the ellipses. If one has orthogonal signals ϕ1 − ϕ2 = pi2 , then γ = 0. That
means that the minimum is approximately circular in shape. With ϕ1 − ϕ2 = 0, pi, the eccentricity is maximized. The
position of the ellipses is qualitatively shown in Fig. 4-5. For targets that have equal phases (ϕ1 = ϕ2), the distance
between the targets can be determined quite well; however, the central point between them cannot be determined as well.
For targets having opposite phases ϕ1 − ϕ2 = pi, the central point between the targets can be determined well, but the
distance between the targets cannot be determined to as accurate a degree.
Figures 4-6 and 4-7 show a cut through the Q-surface of a linear array in the direction
(
1
1
)
(45◦ cutting angle) and(−1
1
)
. (135◦ cutting angle) for phase differences ∆ϕ = 0, pi4 ,
pi
2 ,
3pi
4 , (Curves 1, 2, 3, 4, 5). The large difference in slope
with the various phase differences is striking.
2) |b1| or |b2| =⇒ 0:
In this instance, the matrix S is singular and
(
1
0
)
and
(
0
1
)
are the principal curvature directions. Differing signal
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Fig. 4-6.
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Fig. 4-7.
amplitudes rotate the principal curvature directions in a direction that is more parallel to the coordinate system.
In order to find an ordering of array elements that is good for target resolution, one can maximize the mean curvature
independently of the random phase relation of the targets. According to (A.1-6) in Appendix 1, the mean curvature is:
1
M
trace S =
2
M
M∑
k=1
|bk|2 (a∗kDxΓDxak + a∗kDyΓDyak)
with
Dx = diag
N
k=1(xk)
and Dy defined analogously.
If this expression is to be maximized independently of the |bk|2, then a∗kDΓDak must be maximized. The occurs under the
two conditions
1) ΓDak = Dak, meaning that dak⊥ linH(a1 . . .aM ) for all k = 1 . . .M , and a∗iDak = 0 for all i, k = 1 . . .M .
2) ‖Dak‖ = maximal!
Because a∗kD
2
xak =
∑N
i=1 x
2
i (and analogously for y), Condition 2 means that the elements should be placed as closely to
the edge of the aperture as possible. Condition 1 means that the targets should lie as close to the null points of the difference
beam as possible. This means placed on the maxima of the main beam and sidelobes of the sum beam pattern in the M target
directions.
Of course, this also holds if outside interference is present. Consequently, low sidelobes are often more important than a high
resolution capability for a radar. These considerations show that the demand for a good localization, specifically Condition 2
for k = 1, can also be generalized to M targets.
Using the Cramér-Rao lower bound, one can now specify what is the best estimation performance one can expect. From the
CRLB inequality, one obtains for a high SNR
E
{
(ωˆi − ωexi )2
}
≥ (Q−1ωω)ii
for Signal Model 1. For Signal Model4, using (3.1-10),
p(z;ω,℘) =
1
piN |R|e
−z∗R−1z
R =I + ABA∗
B = diagMi=1(℘
2
i )
and one can compute the FIM. This is
∂ ln p
∂ϑi
=− ∂
∂ϑi
ln |R| − z∗ ∂R
−1
∂ϑi
z
=−
∂|R|
∂ϑi
|R| + z
∗R−1
∂R
∂ϑi
R−1z
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where Lemma 1 of Appendix 1 was used. Using the rule that
∂|R(ϑ)|
∂ϑi
= |R| trace
(
R−1
∂R
∂ϑi
)∣∣∣∣
ϑ
,
one can write
ln p
∂ϑi
= − trace
(
R−1
∂R
∂ϑi
)
+ z∗R−1
∂R
∂ϑi
R−1z
where as in Appendix A.2, the FIM can be computed. Figure 4-8 shows this for two targets of equal amplitude with ELAN
11 L.
What is shown is
√
var(uˆi)/BW with respect to |u1 − u2|/BW . Subplots (a) and (b) show curves for Signal model 1,
whereby curves 1,2,3,4,5,6,7 are shown for an average SNR on the individual elements of 3, 6, 9, 12.5, 17, 20, 23 dB. Here,
SNR is given as |b1|
2+|b2|2
E{|n1|2} . If one demands that
√
var(uˆi) ≤ |u1−u2|2 , then the standard deviation must lie below the curved
marked with X in the figure. Using the curve with X’s, one can read off the necessary SNR or the obtainable separation.
The curves in (c) show the CRLB for Signal Model 4 and Signal Model 1 for ∆ϕ = 90◦. These curves are almost the same.
Because both of these models represent extremes, one can assume that the curves can be used as approximations for the other
models.
The curves also show the integration gain (consider (3.1-10)) using multiple samples for ML estimation. If one takes the
SNR of Curve 1 for a single sample, then Curve 2 corresponds to using K = 2 samples, Curve 3 K = 4 samples, and Curve
4 K = 9 samples.
For large SNR, one achieves near equality to the CRLB, because Q ≈ E {Q} − σ2(N −M) under Signal Model 1.
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The curves hardly change if instead of ELAN 11 L, linear arrays having a large number of elements with λ/2 spacing are
used and the total SNR is held constant (the mean SNR on the individual elements decreases by 10 logN ). For the curves for
ELAN 11 L, one obtains a relative deviation δ,
δ :=
σELAN NL(∆u)− σELAN 11 L(∆u)
σELAN 11 L(∆u)
of
δ/BW N = 51 N = 101 N = 501 N = 1001
u/BW = 0.3 +0.15 +0.17 +0.19 +0.19
u/BW = 0.5 +0.15 +0.17 +0.19 +0.19
u/BW = 0.7 +0.15 +0.17 +0.19 +0.19
where the values are given for ∆ϕ = 90◦.
Thus, the curves give a rough SNR estimate for large antennas. The necessary total SNR of circa 16 db according to (b) for
∆ϕ = 90◦ for the separation of two targets a half beamwidth apart (Curve 2) also holds for ELAN 1001 L.
4.4 Minimization Techniques
From Chapter 4.1 and 4.2, one can see that the Q function can be used to estimate the target directions when using an
antenna whose elements are ordered so that they possess a strong-M regularity. However, the Cramér-Rao inequality (Fig. 4-8)
shows that a very good SNR is necessary for such a resolution (For example, 17 dB for two targets a distance of BW/2 apart
with ∆ϕ = 0 according to Fig. 4-8!).
To start, one needs a good initial estimate for the minimum of Q. This can be obtained using conventional directional
estimation with sum beams. For all of the examples considered, within a halfbeamwidth radius of the true target positions
(uex,vex),
M (uex,vex) :=
 ∧
i∈{1...M}
: (ui − uexi )2 + (vi − vexi )2 <
(
BW
2
)2
∧ u1 < u2 < . . . uM
 (BW = 3 dB beamwidth)
(4.4-1)
the global minimum was always clear, as in Figs. 4-6 and Fig. 4-7.
With closely-spaced targets, one first considers a rough direction estimate (ug, vg) and minimizes Q on M(ug, vg).
The simplest minimization method is the computation of the Q function on various grid points (ui, vi), i = 1 . . .K. For
example as with a linear array in Fig. 4-9. Such grid minimization can be performed particularly easily: One computed a
bundle of K beams in directions ω1, . . . , ωK in parallel and then evaluates the Q function with them by decoupling sets of
M beams with (A∗A)−1. The values of the matrix (A∗A)−1 can be computed ahead of time and read from a table. The
number of grid points (= the number of Q function evaluations) thus represents
(
K
M
)
and increases rapidly with increasingly
fine grids.
The accuracy of such estimation for a 1/40BW grid with ELAN 11 L is shown in Fig. 4-10¯. The estimated direction
per half 3-dB beamwidth is shown with respect to the rough estimate ug . The value ug is determined by the raster position
with respect to the target direction. because the targets lie 0.5BW apart, the targets are only both in the search region with
ub/BW = 0.5. The same situation is shown in Fig. 4-11 with a 1/6BW grid. The mean SNR at the individual elements
is 17 dB in both instances. The estimates are shown on a 1/6BW grid with an SNR of 29 dB in Fig. 4-12. The high SNR
from the CRLB (here for two targets) being above 17 dB for ∆ϕ = 0◦, 180◦ is quite necessary. The feasibility of such a
superresolution with a single pulse is thus greatly limited.
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The assessment of the quality of an estimation method as in Figs. 4-10 and 4-11 is somewhat problematic. The dispersion of
the minimum ωˆ is in this instance on the order of the entire search area. By quantizing such a strongly clipped random variable,
the usual definition of a mean-squared error E {(ωi − ωexi )} is not particularly informative. Indeed, the simulations show that
in the case of Figs. 4-10 and 4-11 with ∆ϕ = 0◦, 180◦, the mean-squared error decreases as the grid becomes increasingly
coarse. Thus, the average error indications in the literature [11], [15], [17] have little validity fior the actual usability of the
method. In such instances, it would be better to provide probabilities for the position of the minimum on the grid. With low
dispersion of ωˆ (as in Fig. 4-12) the mean-squared error is, however, appropriate.
With planar arrays, the computational complexity of this procedure increases dramatically: If one uses a 1/6BW grid in
azimuth and elevation, then one has 15 look directions. That means that
(
15
2
)
= 171 is the number of Q-function evaluations
in contrast to
(
7
2
)
= 21 Q-function evaluations for a linear array. The minimization of Q using a gradient method is
theoretically possible. However, the entire data vector z must be saved and used in every iteration. A raster search or a
stochastic approximation would thus be preferable. As long as the SNR is not very good (for M = 2, for example, over
30 dB), elaborate, precise methods are not worth the effort. The resolution of multiple targets with a single pulse appears to
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be unrealistic due to the high-SNR demands.
5 STOCHASTIC APPROXIMATION
Summary of Chapter 5
The question of whether a computationally feasible direction-estimation procedure exists is the decisive question for the
application of a superresolution procedure. In this chapter, a stochastic approximation is suggested, which can be interpreted
as an iterative recursion of simultaneous, decoupled difference beams. In the case of a single target, this procedure reduces
itself to the iteration over the usual difference beam. The measurement vectors do not need to all be saved in the procedure,
as only the current measured data goes into the computation via the simultaneous beams.
Initially, the conditions for the convergence of this procedure are given. A “weak M -regularity” (5.1-1) proves sufficient for
the antenna layout. Subsequently, one can specify the loss compared to the optimal, ML procedure via the computation of the
asymptotic distribution of the estimated directions. Using the optimal choice of the iteration convergence factor µ, this loss is
very small.
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Thereafter, the procedure is tested through simulation on various deviations from the signal and noise models. It turns out
to be relatively insensitive to model mismatches.
The SNR of a single pulse is generally not sufficient to resolve multiple targets, as in Chapter 4. If multiple samples (pulses)
are used z1, z2, . . ., then it is desirable if the data is only used serially and if processors already installed in the radar for
building sum-and-difference beams can be used. Thus, instead of processing a big vector zk, only vectors of length M are
used. This can be achieved by extending the gradient procedure of Chapter 4 to a stochastic approximation algorithm:
ωn+1 = ωn − an gradQ(ωn, zn) n = 1, 2, 3, . . .
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Fig. 5-1. Generalized difference beams for two targets.
for an appropriate series of coefficients an and
Q(ωn, zn) = z
∗
nΓ(ωn)zn
According to (A.1-4) in Appendix A,
Qui = 2Re jbˆ
∗
i
(
a∗iDxz− a∗IDxAbˆ
)
(*)
where bˆ := (A∗A)−1 A∗z. An analogous solution applies to Qvi .
Because aiDxz represents the construction of a difference beam response with respect to the x-axis in the direction ωi, the
gradient of Q is just computed from simultaneous sum-and-difference beamformer outputs
dxi := a
∗
iDxz, dyi := aiDyz, si = a
∗
i z (i = 1 . . .M)
that are then multiplied by the previously known matrix functions A∗DxA, A∗DyA, (A∗A)
−1 (all M ×M matrices). The
necessary computing processes for the computation of (*) for two targets with a linear antenna are shown in Fig. 5-1.
5.1 Convergence and Asymptotic Behavior
The convergence and asymptotic behaviour of stochastic approximation algorithms depends decisively on the function
E{Q(ω)}, respectively < Q(ω) >. Therefore, before this statement can be proven, these functions shall be investigated.
According to (A.4-1) and Chapter 2.2, if stochastic signals are present,
E{Q} = trace A∗ΓAB + trace Γ with B = E{bb∗} Hermitian and regular
= trace A∗ΓAB +N −M
If deterministic signals are present, then B =< bb∗ > can be singular. Because this is a boundary case of Model 2, in the
following, stochastic signals are assume, so that B is regular.
The function E{Q} also possesses the properties (4.1-4), (4.1-5), (4.1-6), (4.1-7), (4.1-8), because these are properties of
the projection matrix Γ. If B is singular, then the statement on the unique solution of (4.2-2) also holds. If B is regular, then
the requirements can be weakened, whereby the uniqueness of the representation s = Ab is no longer required. Arrays that
have a clear minimum of E{Q} should thus be weakly M -regular.
Definition (5.1-1):
Let Ω ⊂ V 1. An ordering (x1 . . . xN ), (y1 . . . yN ) of N antenna elements is
Weakly M -regular on Ω⇐⇒
∧
ω1...ωM+1∈Ω
pairwise different
: (a(ω1), . . . ,a(ωM+1)) are linearly independent.
Thus the following theorem holds:
Theorem (5.1-2):
• Preconditions
Let (xi, yi), i = 1, . . . , N be a weakly M -regular antenna array on the region Ω ⊂ V 1. Let E{ss∗|} = ABA∗ with B
Hermitian and regular.
• Assertions
In every symmetric region of ΩM , according to (4.1-5), E{Q} possesses a clear minimum. That means
(E{Q(ω)} = min! ∧ E{Q(ω˜)} = min!) =⇒
∨
P permutation
: Pω = ω˜.
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Because the ML-estimation asymptotically minimizes E{Q}, this theorem gives the conditions for consistency of the ML
estimation (3.2-3). A comparison of this theorem with Theorem (4.2-2) also shows how far temporal sampling can replace
spatial sampling.
• Proof
Because B is positive definite and Hermitian, there exists a lower-triangular Cholesky decomposition matrix L with
B = LL∗ as follows:
E{Q(ω)} = min! =⇒ 0 = trace A∗ΓALL∗
= trace L∗A∗Γ∗ΓAL
=
M∑
i=1
‖(ΓAL)ith row‖2 (Γ = Γ∗ = Γ2)
=
M∑
i=1
‖ΓAli‖2 with li = (L)ith row.
Because L is triangular, it follows for i = M, . . . , 1 backwards that∧
i∈{1...}
: ‖Γai‖2 = 0
but ΓA = Γ˜A = 0 =⇒ linH(A(ω)) = linH(A(ω˜)). If there were to be a ωi with ωi 6= ω˜k for all k = 1 . . .M , then
there would be b ∈ CM with a(ωi) =
∑M
k=1 a(ω˜k)bk. That means, (a(ω˜1), . . . ,a(ω˜M )) are linearly independent, which
is a contradiction!
According to the comments on Theorem (4.2-2), it is also true that every linear antenna with M + 1 elements on a regular
grid is M -regular. Moreover, every planar array with (M + 1) × (M + 1) elements on a regular grid is M -regular in the
neighborhood of the main beam. Most antenna arrays are also weakly 2-regular:
Theorem (5.1-3):
• (i) Every linear array with N ≥ 3 is weakly 2-regular in a ℘-neighborhood of the main beam Ω℘ = {u ||u| ≤ ℘BW },
whereby ℘ depends on the element spacing.
• (ii) A planar array is precisely weakly 2-regular in the neighborhood of the main beam Ω℘ = {u2 + v2 ≤ ℘2BW 2} if
the projection of the element positions on every line passing through the planar array forms a weakly 2-regular order on
Ω℘ = {u ||u| ≤ ℘BW }.
• (iii) If an ordering for ω ∈ ΩM+1 is weakly M -regular, then it is also weakly M -regular for ω ∈ (ωo+Ω)×. . .×(ω0+Ω).
See Appendix 3 for the proof.
Thus, the linear 3-element array with λ/2 spacing between elements, for example, is weakly 2-regular, but not strongly
2-regular. The element arrangements (b) and (c) at the end of Chapter 4.2 are likewise weakly 2-regular. Thus, one has a simple
criterion by which to construct antenna arrays with a minimal number of elements such that two targets can be resolved.
It must be shown that the stochastic approximation algorithm actually converges to the minimum of E{Q}.
Since the function E{Q} does not possess a clear minimum, the approximation algorithm must, as in (4.4-1), be defined
within a ℘-neighborhood of the global minimum. This means that the sequence ωn is subject to restrictions. For such demands,
the conditions of Ljung [6] are given. Theorem 4 of [6] shall be formulated for the case and notation considered here:
Let there be measurement data of the form zn = Cen, z ∈ CN , C ∈ CN×K , and en a sequence of random or deterministic
vectors in CK . Let Ω ⊂ RM , Ω be open and connected, Ω2 ⊂ Ω1 ⊂ Ω with Ω1 open and bounded and with Ω2 compact.
Considering the iteration specification
ωn+1 =
[
ωn +
1
n
G(ωnzn)
]
Ω1,Ω2
n = 1, 2, . . . (5.1-4)
where
[ω]Ω1,Ω2 :=
{
ω for ω ∈ Ω1
a value in Ω2 if ω /∈ Ω1
and G : RM × CN → RM is a deterministic function. The following preconditions apply to Ω:
• A1:
G(ω, z) is locally Lipschitz-continuous on Ω. That means∧
ω∈Ω
∨
∈R+
∧
ω1,ω2∈V(ω)
: ‖G(ω1, z)−G(ω2, z)‖2 < K(ω, z)‖ω1 − ω2‖2
where V(ω) := an open sphere around ω with radius .
• A2:
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1
n
n∑
k=1
G(ω, zk)→ f(ω) for n→∞ for all ω ∈ Ω
• A3:
1
n
n∑
k=1
K(ω, zk) converges for n→∞ for all ω ∈ Ω.
Consider the differential equation
ω˙ = f(ω) (ω ∈ Ω). (5.1-5)
Let ω¯ be the only stationary point in Ω (that means f−1{0} ∩Ω = {ω¯}) with attraction region ΩA ⊃ Ω¯ (equals the set of all
points for which the trajectories ω¯ converge). Then, the following holds (as per Ljung, 1977)
Theorem (5.1-6): (Ljung, 1977)
If A1, A2, and A3 are fulfilled, and all trajectories of the differential equation (5.1-5) that begin in Ω2 never leave Ω1
(meaning that for every solution from {ω˙ = f(ω),ω(0) = ω0 ∈ Ω2} that w(t) ∈ Ω1 for t ∈ (0∞)), then ωn → ω¯ as n→∞.
In the event that en is stochastic and A2, A3 hold with probability 1, then the convergence also occurs with probability 1.
Application to the Q-Function:
1) The given measurement data zi = Abi + ni corresponds to the desired structure with
C =(A, I) ∈ CN×(M+N)
ei =
(
bi
ni
)
∈ CM+N .
2) If G(ω, z) = − gradQ(ω, z), then A1 holds, because Q is twice differentiable on VM\γ and
‖Qω(ω1)−Qω(ω2)‖2 ≤ ‖Qωω(ω˜)‖2 ‖ω1 − ω2‖2
for a matrix norm that matches a vector 2-norm and ω˜ is between ω1 and ω2.
The Lipschitz-constant K can be found by estimating the elements of Qωω in a neighborhood V(ω) with ω1,ω2, ω˜ ∈
V(ω). For example,
‖Qωω‖2 =
M∑
i,k=1
Q2ωiωk
=
M∑
i,k=1
(z∗Γωiωkz)
2
≤
M∑
i,k=1
 M∑
r,l=1
Γ2r,l ωiωk
2 ‖z‖4
=
 M∑
i,k=1
trace Γ2ωiωk
2 ‖z‖4
≤ max
V(ω)
(∑
trace Γ2ωiωk
)2
‖z‖2
=K(ω)‖z‖4
whereby  < dist(ω, γ), and γ is according to (4.1-7).
3)
1
n
n∑
k=1
gradQ(ω, zk) =
1
n
n∑
k=1
z∗kΓωzk
= trace Γω
1
n
n∑
k=1
zkz
∗
k
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Fig. 5-2.
This limit value exists according to (3.2-4) and
1
n
n∑
k=1
gradQ(ω, zk)→ grad E{Q(ω)} (n→∞)
Thus, A2 holds.
4) The Lipschitz-constant always has the form K‖z‖4. Thus, for A3, the existence of the fourth moment of z is required.
This is a limitation on the allowed amplitude distributions of the signals. The density from |b| must be stronger than
1/x5 for x → ∞ to drop out. In practice, this is not a problem, because the input signals are bounded and thus all
moments exist.
5) Decisive for the convergence behavior is the differential equation ω˙ = −E {gradQ(ω)}. that is, the function E{Q(ω)}.
It determines the choice of regions Ω,Ω1,Ω2. One gets an approximation for the minimum by using conventional
localization of the targets for the coarse directions ωg . If all targets are within a beamwidth, then using (5.1-2), one
can predict that the minimum of E{Q} on M(ωg) (see (4.4-1)) is unique. All considered cuts through Q and E{Q}
corresponding to Figs. 4-6 and 4-7 with arbitrary cut angles, show that M(ωg) is also a part of the attraction region
ΩA. One can thus choose Ω = Ω1 = M(Ωg). Ω2 is now correctly chosen, in case a “potential surface” F of E{Q} lies
exactly “between Ω1 and Ω2,” that is F ⊂ Ωq , F ∩ Ω2 = ∅ and f ⊂ Ω1\Ω2. However, this is generally not possible,
because the position of the minimum in Ω1 is unknown. If one instead uses
Ω2 :=
ω
∣∣∣∣∣∣
∧
i∈{1...M}
: ‖ωi − ωig‖2 ≤
(
BW
2
(1− )
)2
∧
∧
i 6=k
‖ωi − ωk‖2 ≥
(
BW
2

)2 (5.1-7)
then the condition is fulfilled if ωex is an element of Ω2 and  is sufficiently large. With a linear antenna and M = 2,
the following relations in Figure 5-2 are demanded.
With this choice of Ω2, if one passes through an ellipsoid to approach the minimum of E{Q}, it is necessary that this ellipsoid
not be too eccentric with respect to the chosen . With deterministic signals, the estimation is already poorly conditioned
(consider Chapter 4.3) so that the stochastic approximation converges too slowly for the most practical cases, even with the
correct Ω2. With stochastic signals, the curvature at the minimum of E{Q} is
E {Qωω} = trace Γωω E {zz∗} .
For Signal Models 3 and 4 (uncorrelated signals), the matrix B in the equation
E {zz∗} = I + ABA∗
is diagonal so that
E {Qωiωk} = trace A∗ΓωiωkAB from (A.1-6) and (A.1-7)
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=
M∑
l=1
℘2l a
∗
lΓωiωkal when B = diag(℘
2
l )
=℘2i 2Re a
∗
iωiΓai,ωiδik from (A.1-7).
That means E{Qωω} is diagonal, the principle directions of curvature are the coordinate axes and the eccentricity is essentially
determined by the power of the targets ℘2l . These target powers are going to be nearly equal for large targets. If not, the estimate
is poorly conditioned. If the minimum is rotationally symmetric, then all trajectories are approximately straight lines and all
trajectories from Ω1 remain in Ω1, because Ω1 is convex.
By a sufficiently good conditioning of the minimization problem, the following holds:
Corollary (5.1-8) (Convergence of the stochastic approximation)
• Preconditions E {zz∗zz∗} exists, µ ∈ R+. All trajectories of ω˙ = − grad E{Q} that begin in Ω2 end up in in Ω1.
• Assertions
For
ωn+1 =
[
ωn − µ
n
gradQ(ωn, zn)
]
Ω1Ω2
it is true that ωn → ω¯, almost certainly (for grad E{Q}(ω¯) = 0).
For convergence, correction vectors G, other than G = gradQ, are possible as long as the conditions of Theorem (5-1-6)
are fulfilled. One can, for example, replace the derivatives aω = −jDa (D = diag(xi) for ω = u, D = diag(yi) if ω = v) by
the difference beam D˜a with D˜ = diag(signxi) (The difference beam in v with yi is analogous). and then use these in the
computation of the gradient. If the antenna elements are symmetric about (x0, y0) = (0, 0), then this difference beam passes
through 0 at the maximum point of the sum beam and the following holds for a correction-vector G˜ constructed in such a
manner
G˜(ω) = 0⇐⇒ Q(ω) = min!
This equation further shows that beyond the CRLB, an analysis of the surface E{Q} according to (4.3-3) also provides
information. Attempting to make statements about the distance from the exact minimum after an infinite number of iterations
is quite futile. One can, however, draw conclusions about the asymptotic distribution of the estimate and the asymptotic
convergence rate, because stochastic approximations are often asymptotically normally distributed. One can then compare the
covariance matrix of the asymptotic distribution with the FIM and check the loss with respect to “optimal” ML estimation. An
asymptotic convergence rate β means that for a sequence xn → x, β is the largest number for which nβ(xn − x) converges
to a fixed distribution.
Initially, a theorem from [24] regarding the asymptotic normal distribution shall be cited in a simplified manner:
Theorem (5.1-9) (Fabian, 1967)
• Preconditions
n+1 = n − 1
n
Gnn +
1
n
rn
where n, rn are sequences of random vectors in RM , and Gn is a sequence of matrices in RM×M . Also,
n → 0,Gn → G almost certainly
and G is positive definite, UTGU = Λ is diagonal and
min
i
Λii >
1
2
E {rn|n|} = 0 and c1 >
∥∥E{rnrTn ∣∣ n}−Σ∥∥→ 0 for a Σ ∈ RM×M
E
{
‖rn‖2
}
≤ c2.
• Assertions
√
nn ∼ NRM
(
0,UMUT
)
with
Mij =
(UΣU)ij
Λii + Λjj − 1 (i, j = 1 . . .M)
This theorem can be applied as follows:
1) It suffices to consider the algorithm (5.1-4) without projection onto the region Ω2, because only the asymptotic portion
of the sequence Ωn is of interest and thus ωn ∈ Ω2.
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2) If ωn → ω¯ almost certainly holds (5.1-8), then considering the sequence n := ωn − ω¯, one can say that n → 0 and
n+1 =n − µ
n
gradQ(ω¯ + n, zn)
=n − µ
n
E {Qω(ω¯ + n, zn)| n}+ µ
n
[E {Qω(ω¯ + n, z)n| n} −Qω(ω¯ + n, zn)] .
The required linearization of the iteration about ω¯ in the precondition with error rn can be achieved through a Taylor
expansion.
3) E {Qω(ω¯ + n, zn)| n} can be brought into the form Gnn via a Taylor expansion:
Qω(ω¯ + n) = Qω(ω¯) +Qωω(ω¯)n +
1
2
nQωωω(ξn)n
where
ξn,i = ω¯i + ϑin,i ϑi ∈ (0, 1).
Consequently,
E {Qω(ω¯ + n, zn)| n} = 0 + E {Qωω(ω¯)} n + 1
2
TnMnn
because E {Qω(ω¯)} = 0 and Mn := E {Qωωω(ξn)| n}.
Let µ [E {Qω| n} −Qω]|ωn =: rn. then the precondition holds with
Gn := µ
(
E {Qωω(ω¯)}+ 1
2
nMn
)
.
4) Because  → 0 and Qωωω is continuous and bounded on Ω2, then Gn → µE {Qωω(ω¯)} almost certainly holds and
thus the corresponding precondition is satisfied.
5) Let λ be the smallest eigenvalue of E {Qωω(ω¯)} so the required condition on µ is that µλ > 12 . Thus, µ can not be
chosen to be arbitrarily small.
6) By the structure of the problem, E {rn|n} = 0. Furthermore, for rn = µ (E {Qω| n} −Qω), one can write
E
{
rnr
T
n
∣∣ n} = µ2 (E{QωQTω∣∣ n}− E {Qω| n}E {Qω| n}T)
but E {Qω (ω¯ + n)| n} → 0 almost certainly, thus
E
{
rnr
T
n
∣∣ n}→ µ2 E{QωQTω}∣∣ω¯ =: Σ
and thus the precondition is true.
7) Because n ∈ Ω2 is bounded, E
{‖rn‖2∣∣ n} is also bounded and thus E{‖rn‖2} is bounded and thus the precondition
holds.
Consequently the theorem is usable. The convergence rate of the stochastic approximation algorithm (5.1-8) is thus at least√
n.
The magnitudes of the quantities Gn, rn in the theorem, that is, the matrices G = µE {Qωω(ω¯)} and Σ = µ2 E
{
QTωω
}∣∣
ω¯
determine the asymptotic variance.
For deterministic targets z = s + n, where s is constant, the asymptotic variance can be well compared to the CRLB. In
this instance,
E {Qωω(ω¯)} = s∗Γωωs
and according to Appendix 2 (A.2-1),
E
{
QωQ
T
ω(ω¯)
}
= s∗Γωωs.
If λi are the eigenvalues of s∗Γωωs, then from Theorem (5.1-9)
Mik = δik
µ2λi
2µλi − 1 = diagonal (i, k = 1 . . .M)
and the eigenvectors of the asymptotic covariance matrix are equal to the primary curvature directions. The maximum eigenvalue
of M is minimized for the choice µ¯ = 1λmin as illustrated:
34
Fig. 5-3. Asymptotic dispersion of ML and the stochastic approximation
If λ1 < λ2 < λ3 . . ., then with µ = 1λ1 , the M1 > M2 > . . .. If the average dispersion trace M is to be minimized, then
µ < 1λmin must be chosen.
Because Mi(µ) ≤ 1λmin , the stochastic approximation is generally not an asymptotically efficient estimator unlike the ML
estimation (for Signal Model 1). However, the loss is not very large as can be seen in Fig. 5-3 for ELAN 11 L. The line
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with asterisks is the average dispersion according to the CRLB, that is
(
1
λ1
+ 1λ2
)
/2 and curves 1, 2, 3, 4, 5 are the average
dispersion of the stochastic approximation (M1 + M2)/2 over (u1 − u2)/BW for µ = 0.6µ¯, 0.8µ¯, µ¯, 1.2µ¯, 1.4µ¯ (µ¯ = 1λmin ).
One recognizes that with ∆ϕ = 0◦, µ¯ does not minimize the average dispersion, rather a somewhat smaller value does.
For stochastic, uncorrelated signals under Signal Models 3 and 4, the asymptotic covariance matrix can also be easily
computed. In these instances E {Qωω} is diagonal, so U = I, and Σ is then non-diagonal, so M is non-diagonal.
The convergence of the algorithm from (5.1-8) is shown in Fig. 5-4 for ELAN 11L, Signal Model 1 for(|b1|2 + |b2|2) /E{|n|2} = 12dB.
As a starting value, a widely separated configuration is always chosen as u0 = (ug − 0.9BW/2, ug + 0.9BW/2) where ug
is a coarse estimate of the target directions, so that the matrix A∗A has a good condition number. With this choice of starting
values, if ∆ϕ = pi, then there is practically no convergence, because the starting value already provides a strong extraction
of the signal portion. That is, ‖Γs‖ is small, consider (4.3-3,1) or respectively Fig. 4-7. The algorithm actually converges in
this instance, but only with
√
n while with ∆φ = 0, pi/2, the rough position of the minimum is found faster. Fig. 5-5 shows
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Fig. 5-5.
the same configuration for Signal Model 2 with σ(∆ϕ) = 2pi/8, and Signal Models 3 and 4. The plots show that it is good
to demand phase fluctuations. That is, a wider bandwidth or a longer sampling period, so that the worst-case phase relation
∆ϕ = 180◦ is averaged out.
The determination of a specific µ is problematic with this algorithm, because the optimal µ is sensitive to the underlying
signal model and target configuration. Thus, µ must be estimated using a small number of measurements before the iteration
can be estimated. From the first three measurements, the term
æ =
1
3
3∑
i=1
‖Q(ω0, zi)‖ (ω0 = starting value of the iteration)
is computed and
µ =
δ
ae
BW
2
(5.1-10)
is chosen with δ = 0.9 for linear arrays and δ = 1.8 for planar arrays, and the iteration with n = 3 is begun. This choice
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of µ proved to be good through simulation. However, in Fig. 5-4, Signal Model 4 shows that such a choice of a fixed µ
is not equally good in each iteration step. At the beginning of the iterations, the fluctuations of ‖gradQ‖ should possibly
be more strongly dampened, and that later µ would be increased. Such an adaptation of µ on the achieved distance to the
minimum provides a good, complicated procedure with deterministic quadratic functions (for example, Newton-Raphson or
Fletcher-Powell algorithms). A simple, random choice of µ that depends on Q(ωN ) gradQ(ωn) shall be investigated in the
next subsection.
5.2 Acceleration of the Initial Convergence
In many applications, the number of iterations should be so small that the asymptotic behavior is barely seen. Although the
asymptotic convergence rate of
√
n itself cannot be improved, in such instances, the algorithm can be modified so that for
n ≥ n0 the probability that ωn is in the vicinity of the exact value is large. In this sense, the initial convergence rate should
be accelerated. Because theoretical statements to this effect are difficult to make, one is forced to rely on simulation.
The poor convergence of the algorithm occurs primarily with Signal Model 4 and is explained by the fluctuation of the
magnitude of the correction vector. It is thus logical that the correction vector be dampened or limited (“soft-” or “hard-
limiter”). Assuming that the fluctuations of ‖gradQ| depend on Q, for example, that they grow with f(Q), then the correction
vector G = gradQf(Q) (ω) for a suitable f 6= 0 is reasonable to use. This assumption for Signal Model 4 is based on the following
lemma:
Lemma (5.2-1)
• Assertion: If z ∼ N (0,R), then for all ω ∈ VM
1
N
E {Q}2 ≤ varQ ≤ E {Q}2
• Proof: According to Appendix A.4,
E {Q} = trace ΓR
E
{
Q2
}
= trace ΓRΓR− (trace ΓR)2
therefore
var(Q) = trace ΓRΓR
Let R := LL∗ (using, for example, a Cholesky decomposition), M := ΓL, so that Γ = Γ2 = Γ∗.
E {Q} = ‖M‖2
var(Q) =‖MM∗‖2 with ‖M‖2 =
∑
i,k
|mik|2
=
∑
i,j
∣∣∣∣∣∑
k
mikm
∗
jk
∣∣∣∣∣
2
.
The proof comes from the Schwartz inequality, where it can be shown that
1
N
‖M‖4 ≤ ‖MM∗‖2 ≤ ‖M‖4.
Additionally one can introduce an upper bound on the magnitude of the correction vector G. Because there are a great
many ways of changing the procedure, in addition to the original algorithm, only four variants shall be studied here. All have
the form ωn+1 = ωn − µnG(ωn), where the different variants are
1)
G =
gradQ
Q
= grad(lnQ) (5.2-2)
2)
G =
gradQ
1 +Q2
= grad(arctanQ)
3)
G =

gradQ If ‖gradQ‖ < η
η
gradQ
‖gradQ‖ otherwise
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4)
G =
{
gradQ
‖gradQ‖ if gradQ 6= 0
0 otherwise
and the original algorithm is G = gradQ.
Comments To 1:
This is a generalization of the usual monopulse ratio w = Re D(ω)S(ω) where M = 1 (D,S = difference beam and sum beam
outputs). Considering the maximization of T = z∗A (A∗A)−1 A∗z (generalized sum beam pattern, see Chapter 4.1) instead
of the minimization of Q = z∗Γz, then for M = 1:
T =
z∗aa∗z
N
=
|S|2
N
(ω)
T ′ =
z∗aωaz + z∗aaωz
N
= 2Re
a∗ωaa
∗a
N
(aω :=
∂
∂ω
a)
T ′
T
=2Re
a∗ωz
a∗z
= 2Re
D(ω)
S(ω)
.
The monopulse ratio is used for locating a target, because it is approximately a linear function of ω. Its variance is, however,
very large (specifically ∞, [25]). The direction of the correction remains by Versions 1 and 2 the same Qn‖Qn‖ !
To 3:
Such a bounding corresponds to an implicit Q(ω)-dependent bounding of the input data zk, because only when zk is “large”
can z∗Γωz be “large”. For η →∞, one obtains the original algorithm.
To 4:
For M = 1, this corresponds to a generalized sign control algorithm. For a given z the correction vector is not a continuous
function at the point ω¯ with gradQ(ω¯) = 0
The convergence points of this algorithm are according to Theorem (5.1-6), the only stable stationary points of the associated
differential equation (5.1-5), if convergence can be obtained at all. One must consequently investigate the expected value of
the correction magnitudes 1, . . . , 4.
To 1,2:
It is questionable whether the expected value exists at all. For example, the expected value of the ratio of two normally
distributed random variables does not exist [26]. However the existence of the expected value of the monopulse ratio is known
[25]. It is to be feared that the normalization with Q or respectively 1 +Q2 increases the fluctuations.
To 3:
For a large η, this algorithm is the same as the original algorithm, because
E {G} =
∫
{‖Qω‖≤η}
Qω(z)dP (z) + η
∫
{‖Qω‖>η}
Qω
‖Qω‖dP (z)
= E {Qω}+
∫
{‖Qω‖>η}
(
η
Qω
‖Qω‖ −Qω
)
dP (z)
and therefore
‖E {Qω} − E {G}‖2 =
∥∥∥∥∫ (η Qω‖Qω‖ −Qω
)
I{‖Qω‖>η}(z)dP (z)
∥∥∥∥2
≤
∫ ∥∥∥∥(η Qω‖Qω‖ −Qω
)
I{‖Qω‖>η}(z)
∥∥∥∥2 dP (z)
where the Schwartz inequality was used for each summand of ‖‖2. Continuing the simplification,
=
∫ ∥∥∥∥ Qω‖Qω‖ (η − ‖Qω‖)
∥∥∥∥2 I{‖Qω‖>η}(z)dP (z)
≤
∫
(η − ‖Qω‖)2 dP (z)P {‖Qω‖ > η}
where the Schwartz inequality was used and whereby the first factor is minimized for η = E {‖Qω‖}.
If P {‖Qω‖ > η} falls sufficiently fast for η →∞ (for example with e−η), then using an appropriate η, an arbitrarily good
agreement with the value ω¯ with E {Qω} (ω) = 0 can be achieved. With the bounding through η, the expected value of the
estimate is steered. If the correction vector is a linear function of ω, it is shown in [27] that such a saturation for an appropriate
η provides a robust estimator.
To 4:
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As in 1, 2, it is questionable whether E {G} exists. For a constant input, the differential equation (5.1-5) does not have a
global solution, because the right side of the differential equation is not continuous. For an arbitrary starting point, a local
solution that can be continued until a point ω¯ with gradQ(ω) = 0 exists. A convergence with probability 1 cannot necessarily
be expected. However, there can be a convergence in distribution (weak convergence) of the ωn.
These four methods are now compared for the particularly critical Signal Model 4, whereby µ is chosen according to (5.1-
10). The separation of the targets is 0.45BW with ELAN 11 L, the average SNR on an individual array element is 12 dB.
The convergence for the original algorithm and Versions 1 and 2 is shown in Fig. 5-6. With Version 1, dampening of the
fluctuations in the first two iteration steps leads to better convergence. With Version 2, the probability for a large correction near
the minimum is still high. The dampening of the Q-function for deterministic inputs through the ln or arctan functions thus
does not transfer to stochastic inputs. The same cases as Fig. 5-6 are shown in 5-7, but all correction vectors have a saturation
bound η like Version 3 (η = 0.8æ, æ = 13
∑3
i=1 ‖gradQ(ω0, zi)‖ as in (5.1-10)). The introduction of such a saturation is the
decisive method of dampening the fluctuations.
Using Version 3 with the saturation bound η in Fig. 5-8 shows a compromise exists between dampening fluctuations and
40
Fig. 5-7.
estimator bias with a particular number of iterations exists (Array and target configurations are the same as in Figs. 5-6 and
5-7).
The behavior given a poor initial estimate when using Versions 3 and 1 with a poor initial estimate and bounding (η = 0.8æ)
and also of Version 4 is shown in Fig. 5-9. With a good starting value, Version 4 has a higher residual noise than the
other versions, but with a bad initial estimate, it converges particularly fast to a bias-free process. This is also shown in
Fig. 5-10. There, the estimate after 17 iterations (residual noise) is shown as a function of the initial direction estimate
u0 = (ug − 0.9BW,ug + 0.9BW ).
Given target positions uex = (−0.45BW, 0.45BW ), both targets are also in the search region with ug = −0.45BW . The
curves (a) and (b) show that for Algorithm 1 (with bounding η = 0.8æ) the convergence with a poor initialization can be
improved using a larger value of δ in (5.1-10). The convergence to the minimum takes place very cautiously, in time increments
tn =
∑n
k=1
1
k , where n is the number of iterations [6].
41
Fig. 5-8.
5.3 Application to Planar Antenna Arrays
Though in the mathematical formulation, no difference needs to be made between linear and planar antenna arrays, significant
differences become evident through simulation.
5.3.1 Limiting the Search Area: The necessary restriction with planar arrays to limit the search areas to a symmetric
region with -spacing from surface ui = uk, proves to be superfluous in practice for planar arrays because the case ui ≈
uk and vi ≈ vk (i 6= k) so rarely occurs. (In RM one has dim
{
u ∈ RM ∣∣ui = uk, i 6= k} ≤ M − 1, but in R2M it is
dim { (u,v)|ui = uk ∧ vi = vk, i 6= k} ≤ 2M − 2!). This simplifies the cumbersome determination of the defined region of
iteration, because by simultaneous azimuth and elevation estimation, there is no natural numbering of the targets.
5.3.2 The Choice of the Initial Estimate and Poor Convergence: The starting value ω0 should generally be chosen such
that ‖ω0 − ωex‖ is small and the starting directions are as far apart as possible. With two targets, prior knowledge about the
orientation in the u − v-plane may accelerate the convergence. The poor convergence for Signal Model 1 in Fig. 5-4 with
∆ϕ = 180◦ arises with other phase relations with additional dependence on the directions. There are more instances in which
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the strong M -regularity of the ordering is poorly fulfilled. For example if ∆ϕ = 0◦, the order ω1 = (−u, u, 0, 0) can be barely
distinguished from the ordering ω1 = (0, 0,−v, v). That means that ‖grad |E {Q}‖ (ω2) is small for ‖grad E {Q}‖(ω1) = 0.
This is shown in Fig. 5-11 in the (u−v) plane for ELAN 6. The starting value of the iteration is ω2 =
(
0, 0,−0.9BW2 , 0.9BW2
)
,
the actual target position is ω1 =
(−BW4 , BW4 , 0, 0) with ∆ϕ = 0◦ and SNR=12 dB. Although in the region of ω2, the value‖grad EQ‖ 6= 0, the slope is so small that the iteration does not move. The same configuration is shown in Fig. 5-12, but for
Signal Model 2 with ∆ϕ ∼ N
(
0,
(
2pi
8
)2)
. This supports the demand for higher bandwidths and more frequent revisit periods.
5.3.3 Attenuating the Fluctuations of gradQ: Versions 3 and 4 in Chapter 5.2 (limiting ‖gradQ‖) are also suitable iteration
procedures with planar arrays. Versions 1 and 2 (normalization gradQQ and
gradQ
1+Q2 ), however, behave differently. The convergence
for the u-direction for ELAN 6 is shown in Fig. 5-13. Version 1 provides an estimate that is uniformly jumpy, as Version 2
was in the linear case (See Fig. 5-6).
With regard to Version 2, the choice of µ is so small that no convergence can be seen after 30 iterations. By bounding the
magnitude of the correction vector as in Version 3, one can again attain convergence. This is shown in Figure 5-14 (η = 0.8æ).
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In any case, a limitation of the correction vector should be applied. Whether Version 1, 2, or 4 should be used depends on
the desired properties of the estimate. These three procedures provide an unbiased estimate after a small number of iterations.
An example of the estimation of three targets is shown in Fig. 5-15 for Algorithm 3 with η = 0.8æ. Initial values of the
iteration are
ω
(0)
1 =(−0.6BW/2,−0.6BW/2)
ω
(0)
2 =(0, 0)
ω
(0)
3 =(0.6BW/2, 0.6BW/2)
The average SNR at an individual element is 16.8 dB. One recognizes that the algorithm tries a different numbering of
targets with different Monte Carlo runs.
5.4 The Influence of Perturbations
For simplicity, in the following subsection, only the original algorithm with bounding (η = 0.8æ) is analyzed.
5.4.1 Coupling and Subarrays: The influence of the coupling can be interpreted as a change in the characteristic responses
of the individual elements. According to (4.1-8), if all of the individual elements have the same characteristic response, then
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this has no effect on the form of the Q function. Thus, coupling has no influence as long as its effect on every element is
the same, for example, by a large array on a regular grid. Additionally, preprocessing of the element outputs by summing
them to form subarrays does not change the Q function as long as the subarrays all have the same response (As new element
coordinates x,y, one must use the phase centers of the subarrays). With different element characteristic responses, if the
number of elements is sufficiently large the distortion of the Q function and thus the worsening of the estimate is not very
large, because the antenna response differences are mitigated through averaging. This is shown in Fig. 5-16 for the antenna
ELAN 192 with the subarray ordering that is used in the ELRA system of the FFM with 24 subarrays of 8 elements. The
convergence for Signal Model 4 is shown. The position of the targets and u =
(−0.3BW2 , 0.3BW2 ), v = (−0.3BW2 , 0.3BW2 );
the starting value for the iteration is u0 = (0, 0), v0 =
(−0.9BW2 , 0.9BW2 ). The influence of coupling on ELAN 39 is shown
in Fig. 5-17. The coupling is simulated using the coupling matrix C, (signal Cs instead of s) that was generated using a
program developed at the FFM for the V-shaped dipoles in the ELRA array (in [28] this program is used). In such a model,
each antenna element is represented using the equivalent circuit
Antenna Element Measured Voltage
(zi = Matching)
zs
ziua ue
so that ue = zizs+ziua and C = zi (Zs + ziI)
−1.
In both instances, the procedure appears to not be sensitive to deviations from isotropic element responses as long as the
number of elements used is sufficiently large.
5.4.2 Extended Targets and Bandwidth: According to Signal Model 4, extended targets can be approximately simulated
using normal numbers with an appropriate covariance matrix according to (2.2-2) and (2.2-3). The bandwidth of the receiver
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can be similarly simulated. If one considers the target to be a pure noise source, then an antenna element receives a signal
with frequency f¯ and bandwidth 2B with the following frequency mixture that is delayed with respect to the element at (0, 0):
zx,y =
∫ f¯+B
f¯−B
b(f)e−j
2pi
c f(xu+yv)df.
The frequency-component weightings b(f) are independent for f 6= f ′ and are zero on average (for example, with uniformly
distributed initial phases). At element (0, 0), one has the power density ℘2. Then b can be formulated as a stochastic process
with E {b(f)} = 0 and E {b(f)b∗(f ′)} = ℘22B δ(f − f ′) so that
E {Ezx,yz∗x′,y′} = ℘
2
2B
∫ f¯+B
f¯−B
e−j
2pi
c f((x−x′)u+(y−y′)v)df
=℘2
sin 2pic ((x− x′)Bu+ (y − y′)Bv)
2pi
c ((x− x′)Bu+ (y − y′)Bv)
e−j
2pi
c f¯((x−x′)u+(y−y′)v).
One obtains the same expressions for the correlation of a bandwidth-limited impulse s(t) = sin 2piBt2piBt e
j2pift.
Thus, the bandwidth of the receiver with noise sources according to (2.2-2) functions like an extended quadratic target with the
direction-dependent bandwidth 2s = 2Bu
f¯
. For small s, the covariance matrix of z only changes a little so that E{Q} = trace ΓR
is also only slightly perturbed. With ELAN 7 L, for example, with two extended targets of width s = 0.2BW , there was
no noticeable difference in the plot of E{Q} corresponding to Fig. 4-1; the minimum of E{Q} was displaced by less than
0.05BW . Simulations show a larger difference with planar arrays. In Fig. 5-18, curve (a) shows this in comparison to Curve
(a) in Fig. 5-17 for ELAN 39. In Fig. 5-18 (a), two extended targets with r = 0.2BW are assumed.
In general, these effects can be neglected for targets extending only a few percent of the beamwidth and less than 1% of
the bandwidth.
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5.4.3 Correlated Noise (External Interference) and Amplifier Fluctuations: If the noise vector n has the properties
E {nn∗} = W 6= I but E {n} = 0, E {n∗s} = 0,
then one gets a displacement of the expected value of the estimate so that
E {Q} = trace ΓABA∗ + trace ΓW and trace ΓW 6= constant.
If one has external jammers that are sufficiently far from the directions to be estimated, then the jammers just go into the Q
function dampened by the sidelobes, because Γ represents the construction of simultaneous sum beams. If, for example, the
jammer power is on the order of the target power, then the displacement is small. For example, with ELAN 11 L with two
targets at u =
(
0, BW2
)
and an extended target according to (2.2-2) with u¯ = 0.5, s = BW2 , the displacement is less than
0.02BW (SNR = 3 dB). In this case, the form of the minimum remains almost unchanged. However, the values of E {Qmin}
with jamming are much larger than N −M = E {Qmin} without jamming, which can become noticeable when a test uses
Qmin (see Chapter 7). If one has fluctuations in the receiver noise power, then W = diag σ2i . For the simulation, noise-power
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fluctuations of 1 dB are assumed and σ2i ∼ R
([
σ2(1− 1/4), σ2(1 + 1/4)]) is chosen. The convergence in the u direction for
the same target configuration and antenna array as in Fig 5-17 (a) are shown in Fig. 5-18 for the the following scenarios:
• (a) Two extended targets according to (2.2-3) with r = 0.2BW .
• (b) Two point targets with 1-dB noise-power fluctuations at the receiver.
• (c) Two point targets and also an extended jammer of the same power according to (2.2-3) with (u, v) = (−0.5, 0.1) and
r = 0.9BW .
If the external jammers become stronger, then additional measures for interference suppression must be taken, such as a
pre-filtering of the simultaneous sum-and-difference beam outputs or through the use of an appropriate projection matrix as in
(3.2-3).
5.4.4 Quantization and Clipping: If the input data z is quantized into real and imaginary parts having the same quantization
levels k∆ (k = . . .− 1, 0, 1, 2, . . .), then if ∆ is small, this acts as an increased noise, because for zq = z + ,
E
{
zqz
∗
q
}
= E {zz∗}+ E {∗}
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and if Re i ∼ R(∆), Im i ∼ R(∆) can be assumed to be independent, then E {∗} = diag
(
∆3
6
)
.
With rougher quantization, the assumption that the real and imaginary parts of the error are independent is no longer correct,
and one gets correlations. That means that E {∗} is not diagonal and thus the function E {Q} is distorted. Such a distortion
arises notably through clipping of the input data. The Q function is, however, not particularly sensitive to such distortions. With
ELAN 11 L, simulations of E
{
zqz
∗
q
}
showed that the quantization and clipping only caused a very small displacement of the
minimum of E {Q}. For example, with 3-bit quantization and clipping to |zqi | ≤
√
E {ziz∗i }, the displacement is less than
0.012BW (Separation of the targets BW/2, SNR = 12.5 dB). However, the minimum became notably flatter. This reduction
in the curvature of the minimum is particularly strong with sharper clipping. This is shown in Fig. 5-19 for the same target
and antenna-array situation as in Fig. 5-17 (a) for different quantizations and clippings Bq when |zqi | ≤ Bq
√
E
{
zqz∗q
}
.
In all, the simulations show that the procedure is quite robust with low levels of interference and distortion.
6 AVERAGED GRID SEARCH
Summary of Chapter 6
This chapter studies whether the suggested minimization procedure utilizing a grid search can be improved when the results
are subsequently averaged. For linear antennas, the computational load of such an averaged grid search is higher than for the
stochastic approximation when maintaining the same accuracy. For planar antennas, the complexity is so much higher that
stochastic approximation is generally preferred.
The simplest realization of the grid search described in Chapter 4.4 implies that the method can also be used when multiple
samples are taken. This can occur by performing a grid minimization for each sample zk, and then averaging the resulting
estimation values ωˆk (k = 1, . . . ,K). One can perform such minimization on a rather coarse grid, because the dispersion of
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ωˆk is quite large. Moreover, one can hope that with phase fluctuations, the worst case scenario (for example, ∆ϕ = 0◦, 180◦
when M = 2) averages out.
The same situations as in Fig. 4-11 (ELAN 11 L, 1/6BW grid, distance between targets 0.5BW , grid spans from ug− BW2
to ug + BW2 ) for Signal Models 1, 3, and 4 averaging four samples are shown in Fig. 6-1.
Whether the averaged grid search or the stochastic approximation is to be preferred depends on the specific application.
The grid search requires a number of fixed sum beams that are jointly steerable. The stochastic approximation, on the other
hand, requires independent sum-and-difference beams that are steerable during the iteration. Assuming that the hardware for
each scenario has the same cost, one can compare both procedures by the number of their basic operations (that means,
multiplications and division).
The number of basic operations (complex multiplications) are shown in the following table:
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stochastic approximation averaged grid search
2i(M2 +M)linear array
+i real roots m
(
k
M
)
(M2 +M)
3i
(
M2 + M2
)
planar array
+i real roots m
(
k
M
)
(M2 +M)
(6.1)
with i being the number of iterations, k the number of beams on the grid, and m the number of samples. A real multiplication
counts as 1/4 of a complex multiplication. It is assumed that the saturation bound η (See (5.2-2)) is reached after half of the
specified number of iterations. The comparison to determine whether a saturation bound has been passed, as in the grid search,
is assumed to have no cost. The number of beams in the grid is with regard to a linear antenna with a 1nBW grid k = n+ 1,
with regard to a planar antenna with a triangular grid with 1nBW spacing as follows:
51
Fig. 5-18.
For a linear antenna with, for example two largets and five beams, the average grid search with 60m operations is the same
complexity as the stochastic approximation with i12 operations for m = 3, i = 15 and m = 4, i = 20, and so on. By this
number of iterations, one can see from Fig. 5-10 that the stochastic approximation is better.
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The averaged grid search will only be of interest in special cases. The computational complexity with linear arrays is with the
same higher accuracy as that of the stochastic approximation. With planar arrays, the computational complexity is significantly
higher.
7 CONSTRUCTION OF THE MULTIHYPOTHESIS TEST
Summary of Chapter 7
With the suboptimal direction estimation algorithm of Chapter 5, which utilizes a stochastic approximation, a likelihood ratio
test can no longer be used to determine the correct number of targets. Thus, this chapter develops an appropriate suboptimal
test. The minimal value of the Q function averaged over a number of measurement vectors is suitable and can, moreover, be
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calculated without considerable computational effort. This test value measures the residual power after the subtraction of the
estimated signal.
In order to have a multihypothesis test like that described in Chapter 3, the test must hold to an approximate probability of
a Type-1 error. This is attained through the specification of a decision threshold by the approximation of the distribution of the
test statistic as a χ2 random variable. Is is demonstrated through simulation that the total multihypothesis test approximately
respects this error level, as demanded in Chapter 3.
For a target with amplitude fluctuations according to Signal Model 4 (“Swerling-II Signal Model”), an approximation of the
detection probability of the multihypothesis test is calculated and its validity proven through simulation. The curves for the
detection probability can also be used with other signal models, as their detection probabilities proved higher in simulations.
Subsequently, the behavior of the test given deviations in the assumptions in the signal and noise models are tested through
simulations, whereby it is observed that deviations from the noise model are the most critical.
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In Chapter 3.3 it was shown that the sequential multiple-hypothesis test has the following steps. For M + 1, 2, . . . , N :
1) Test HM against KM = CN\HM . This means compute ϕM : ZK → {0, 1}, (z1, . . . , zK) 7→ ϕM (z1, . . . , zK) for
HM =
{
s ∈ CN
∣∣∣∣∣ ∨b∈CM ∨ω∈ΩM : s = Ab
}
.
2) If φM = 0, then decide Mˆ := M and stop.
In order to satisfy the total error level α of such a multihypothesis test, according to Chapter 3.3, each φM must satisfy this
error bound. The construction of such a test φM shall be considered here. It shall be shown that such a test can be used with
the estimated parameters rather than focussing on particularly efficient tests.
7.1 The Q¯ Statistic and its Relationship with the Likelihood Ratio
The desired test should be as simple as possible. Using the estimated parameters ωˆ(z1, . . . , zk), a test statistic T (ωˆ(z1, . . . , zk))
should be compared to a threshold η ∈ R. Such a statistic cannot be sufficient for HM , because HM is an M -dimensional
partial set of CN . A sufficient statistic must be at least an M -component vector.
The formulation of the hypotheses
HM =
{
s ∈ CN
∣∣∣∣∣ ∨
b∈CM
∨
ω∈Ω
: s = Ab
}
,Ω ∈ VM
clearly contains parameters on which the decision is dependent. Instead of a sufficient statistic, a statistic that is invariant
to a group of transformations is sought, whereby the invariance with respect to the transformations arbitrarily eliminates
parameters that depend on the measuring instrument. In this instance, it is demanded that the statistic be independent of
the complex amplitudes b1, . . . ,bK . That is, not dependent on the specific point (Ab1, . . . ,Abk), rather only the space
S =×Kk=1 linH(A). The magnitude of the test statistic should thus be invariant to all affine transformations on S; these are
matrices
C =

C1 0 . . . 0
0 C2 . . . 0
...
...
. . .
...
0 0 . . . CK

with affine transformation Ci ∈ CN×N that only transforms the components in linH(A). That is Ciz = z˜A+z⊥A if z = zA+z⊥A
for CN = linH(A)⊕ linH(A)⊥.
In the residual space S⊥ ⊂ CNK , the test statistic should be independent of the rotation of the coordinate system; that is
independent of unitary transformations. Let G be the set of all such transformations. For a given A = A(ω),CNK = S⊕S⊥,
then
G :=
H : CNK → CNK
∣∣∣∣∣∣∣∣
∨
Ck∈CN×N
Ck| linH(A)⊥=I
∨
U:S⊥→S⊥
is unitary
: H

z1
...
zK
 =

C1z1A
...
CKzKA
+ U

z⊥1A
...
z⊥KA


Then G is a group, because unitary and affine transformations form a group, and such transformations only decompose CNK
into orthogonal parts.
The Q-function is thus, with regard to G, an invariant reduction of the data (z1, . . . , zk).
Theorem (7.1-1): For all ω,
Q¯ :=
1
K
K∑
k=1
‖Γ(ω)zk‖2
is a maximally invariant statistic with respect to the transformation group Gω .
Proof:
• Part (i) Invariance: Let H ∈ G. Thus,
H =

C1 0 . . . 0
0 C2 . . . 0
...
...
. . .
...
0 0 . . . CK
+ U
and zk = zkA + z⊥kA for all k = 1 . . .K.
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Q¯
H

z1
...
zK

 = 1K
∥∥∥∥∥∥∥∥∥∥

Γ 0 . . . 0
0 Γ . . . 0
...
...
. . .
...
0 0 . . . Γ



C1 0 . . . 0
0 C2 . . . 0
...
...
. . .
...
0 0 . . . CK


z1A
...
zKA
+ U

z⊥1A
...
z⊥KA


∥∥∥∥∥∥∥∥∥∥
2
=
1
K
∥∥∥∥∥∥∥∥∥∥

Γ 0 . . . 0
0 Γ . . . 0
...
...
. . .
...
0 0 . . . Γ
U

z⊥1A
...
z⊥KA

∥∥∥∥∥∥∥∥∥∥
2
where the simplification is because CiziA ∈ linH(A) and thus ΓCiziA = 0. A further simplification is
Q¯
H

z1
...
zK

 =
∥∥∥∥∥∥∥∥U

z⊥1A
...
z⊥KA

∥∥∥∥∥∥∥∥
2
,
which is because

Γ
. . .
Γ
 is a projection onto S⊥ and U

z⊥1A
...
z⊥KA
 ∈ S⊥. Continuing,
Q¯
H

z1
...
zK

 = 1K
∥∥∥∥∥∥∥∥

z⊥1A
...
z⊥KA

∥∥∥∥∥∥∥∥
2
because U is unitary
=
1
K
∥∥∥∥∥∥∥∥∥∥

Γ 0 . . . 0
0 Γ . . . 0
...
...
. . .
...
0 0 . . . Γ


z1
...
zK

∥∥∥∥∥∥∥∥∥∥
2
=Q¯(z1 . . . zK).
• Part (ii), Maximality: We have to show: ∧
z,y∈CNK
: Q¯(z) = Q¯(y) =⇒
∨
H∈G
: z = Hy.
Let Q¯(z) = Q¯(y); thus, ∥∥∥∥∥∥∥∥∥∥

Γ 0 . . . 0
0 Γ . . . 0
...
...
. . .
...
0 0 . . . Γ


z1
...
zK

∥∥∥∥∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥∥∥∥

Γ 0 . . . 0
0 Γ . . . 0
...
...
. . .
...
0 0 . . . Γ


y1
...
yK

∥∥∥∥∥∥∥∥∥∥
2
︸ ︷︷ ︸
∈S⊥
︸ ︷︷ ︸
∈S⊥
and there exists a matrix U unitary on S⊥ such that
Γ 0 . . . 0
0 Γ . . . 0
...
...
. . .
...
0 0 . . . Γ


z1
...
zK
 =

Γ 0 . . . 0
0 Γ . . . 0
...
...
. . .
...
0 0 . . . Γ


y1
...
yK

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=

Γ 0 . . . 0
0 Γ . . . 0
...
...
. . .
...
0 0 . . . Γ
U

y1
...
yK

because Γ projects onto S⊥ and U only functions on S⊥. Therefore,
z⊥1A
...
z⊥KA
 = U

y⊥1A
...
y⊥KA
 .
For those components projected onto linH(A), there exists constantly affine transformations Ci so that ziA = CiyiA.
Thus, there exists an H ∈ G.
The demand that there be independence in the sequence of complex amplitudes b1, . . . ,bK leads directly to the statistic
Q¯. All other statistics with this property are directly related to Q¯. The statistic Q¯ is maximally invariant. This means that all
other G invariant statistics T (z1, . . . , zK) are related to Q¯ through a function g such that T = g(Q¯) [4, pg. 33, Theorem 1.3].
This simplifies the search for more efficient tests.
It is clear that Q¯ is the average residual energy after signal extraction for a signal assumed to be in direction ω. Only this
residual energy is independent of b1, . . . ,bK if ω is known. For the choice of η, this is more desirable than the use of the
signal energy itself as in [3].
There remains the question whether the data reduction realized through Q¯ suffices to make a decision. For this to be true,
the distribution of Q¯ under HM and KM must at least be different.
Theorem (7.1-2):
for HM =
{
s ∈ CN
∣∣∣∣∣ ∨b∈CM ∨ω∈Ω : s := Ab
}
and KM = CN\HM , it is true that
min
ω
En
{
Q¯ |s1 . . . sK ∈ KM
}
> min
ω
En
{
Q¯ |s1 . . . sK ∈ HM
}
.
Proof: It is clear that under HM
∧
i∈{1...k}
: s∗i Γˆsi = 0, but under KM
∨
i∈{1...k}
: s∗i Γˆsi > 0, because all si /∈ HM .
The statistic Q¯ can be computed after estimating ωˆ by means of a stochastic approximating averaging Q(ωˆ) over a few few
(for example two to four) samples of z. In order to set a bound for a test to level α, the distribution of Q¯ must be computed.
Writing
KQ¯ =
K∑
k=1
∥∥∥Γˆzk∥∥∥2
with
zi =Abi + ni
n1 ∼N (0, σ2I).
One can now make the approximation that the parameter estimation is good; that is
ΓˆAbi ≈ 0 (7.1-3)
(for the stochastic approximation, this is asymptotically satisfied. Thus, one gets
KQ¯ =
K∑
k=1
∥∥∥Γˆnk∥∥∥2
=
K∑
k=1
‖xk‖2
for xk ∼ NCN−M (0, σ2I), because Γ is a projection. This means that 2σ2KQ¯ is roughly χ2-distributed with K(2N − 2M)
degrees of freedom. With this approximation, for P
{
Q¯ ≤ η} = 1− α, one can choose
η =
σ2
2K
χ2K(2N−2M);α (7.1-4)
for when HM is valid (χ2r;a is defined to be the α-fractile of the χ
2 distribution with r degrees of freedom). In the case where
N M (for example, it suffices when N = 21 with M = 2) or a large K, the χ2 distribution can be approximated using a
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normal distribution. In such an instance,
2
σ2KQ¯− E
{
2
σ2KQ¯
}√
var
{
2
σ2KQ¯
} ∼ NR(0, 1).
For a central χ2-distributed random variable x, E{x} = r and var{x} = 2r so that
2
σ2KQ¯−K(2N − 2M)√
2K(2N − 2M) ∼ N (0, 1)
meaning that
1
K
∑K
k=1
∥∥∥Γˆzk∥∥∥2 − σ2(N −M)
σ2
√
(N −M)/K ∼ N (0, 1). (7.1-5)
For P{Q¯ ≤ η} = 1− α, one should then use
η = σ2(
√
(N −M)/KUα +N −M) (7.1-6)
(Uα is the α-fractile of N (0, 1)).
The test in (7.1-4), or respectively (7.1-6) asymptotically, that is for a large number of iterations by the stochastic approxi-
mation and for high SNR, provides a test at a level of α.
Given Signal Model 1 with fixed amplitudes bk = b for all k, then, using the theorems regarding the asymptotic distribution of
the likelihood ratio, the likelihood ratio test can be viewed as an “optimal test” for comparison. In this instance z ∼ NCN (s, σ2I)
with
• s = Ab if H is true
• c ∈ CN\H if K is true.
For
p(z1 . . . zk; s) =
1
piNKσNK
e−
1
σ2
∑K
i=1(z1−s)∗(zi−s)
it is true that
• max
s∈CN
p(z1 . . . zK ; s) is assumed for sˆ = 1K
∑K
i=1 zi := z¯.
• max
s∈H
p(z1 . . . zK ; s) is assumed for bˆ = A (A∗A)
−1
A∗
∣∣∣
ωˆ
z¯ with ωˆ so that
∑K
i=1
∥∥∥zi −A (A∗A)−1 A∗∣∣∣
ωˆ
z¯
∥∥∥2 = min!.
Thus, the logarithm of the likelihood ratio according to (3.1-8) is
lnT =
1
σ2
(
K∑
i=1
∥∥∥zi −A (A∗A)−1 A∗z¯∥∥∥2 − K∑
i=1
‖zi − z¯‖2
)
=
K
σ2
‖Γˆz¯‖2 (7.1-7)
after multiplying out and combining terms. The quantity 2 lnT is asymptotically (meaning for K →∞) χ2r-distributed (See,
for example, [4, Theorem 2.44, pg. 95]) with
r = dimR CN − dimRH
=
{
2N − 3M with linear arrays (hypotheses parameterized via u,b)
2N − 4M with planar arrays (hypotheses parameterized via u,v,b)
so that under HM for P{2 lnT ≤ η} = 1− α,
η =
{
χ22N−3M ;α for a linear array
χ22N−4M ;α for a planar array
(7.1-8)
should be chosen.
Through the likelihood ratio test, the number of degrees of freedom of the remaining noise after the signal extraction
(projection) is further reduced by the minimization with respect to ω that is simultaneously applied to all nk. This introduces
a small variance in the statistic. Approximating 2 lnT as in (7.1-5) with a normal distribution, then one gets, for example with
a linear array:
2 lnT − (2N − 3M)√
2(2N − 3M) =
∥∥∥Γˆz¯∥∥∥2 − σ2K (N − 32M)
σ2
K
√
N − 32M
∼ N (0, 1). (7.1-9)
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The large variance compared with (7.1-5) is the price that must be paid for separating the test statistic from the minimization
process and for the independence of the signal model. The smaller variance in (7.1-9) is an indication that the likelihood ratio
test has a higher precision.
The knowledge of the thresholds ηα;M in (7.1-6) is more important in a multiple-hypothesis test than when simply detecting
a target, because closely-spaced targets are generally seldom-occurring phenomena and thus one cannot experimentally set the
detection thresholds ηα;M during radar applications.
7.2 Calculation of the Detection Probability of Stochastic Signals
If the number of targets M is given, then the associated measurement vectors z are elements of the alternative Ki of the tests
Hi ←→ Ki for i < M . If Signal Model 2, 3, or 4 is given, then one can compute the distribution of Q¯ for such measurement
vectors from the distribution of the alternative. Thus, one gets the detection probability because according to (3.3-2) and (3.3-3)
PE = (1− α)P{Q¯M−1 > η} . . . P{Q¯1 > η} under HM .
To calculate the detection probability, assume M ex targets are given with M < M ex, z /∈ HM , z = s + n with s = Ab
and rank A = M ex, n ∼ NCN (0, σ2I). Then, E{s∗Γs} > 0 according to (7.1-2), and 2σ2Q is χ22N−2M (δ2)-distributed when
conditioned on s with non-centrality parameter δ2 = 2σ2 s
∗Γs.
This is because 2σ2Q can be written as a sum of normally distributed values with equal variance as follows:
Q = ‖Γs + Γn‖2
=‖t + n˜‖2 with t, n˜ ∈ R2N−2M , n˜i ∼ NR
(
0,
σ2
2
)
=
2N−2M∑
i=1
˜˜n2i with ˜˜ni ∼ NR
(
ti,
σ2
2
)
.
Thus,
2
σ2
Q =
2N−2M∑
i=1
x2i with xi ∼ NR
(
ti
√
2
σ
, 1
)
and
δ =
2N−2M∑
i=1
(
ti
√
2
σ
)2
.
For large N , the distribution of Q conditioned on δ2 can be approximated by a normal distribution and thus Q¯ can be
approximated with a normal distribution. The distribution of Q¯ is thus
P{Q¯ ≤ η} = Eδ21 ...δ2K
{
P
{
Q¯ ≤ η ∣∣δ21 . . . δ2k }}
=
∫
φ
(
η − En{Q¯}√
varn{Q¯}
)
dPδ21 . . . dPδ2K
where Pδ2i is the distribution of δ
2
i from KM , φ the cumulative distribution function of the normal distribution, and En, varn
represent the expected value and variance only with respect to n.
According to Appendix 4, (A.4-1), (A.4-2), one has
En{Q¯} =σ2(N −M) +
∑K
i=1 s
∗
iΓsi
K
= : δ2(N −M) + q
and
varn{Q¯} = σ
4
K
(N −M).
The problem to be solved with η = σ2
(√
N−M
K Uα +N −M
)
according to (7.1-6) is the integral
∫ ∞
0
φ
σ
2
(√
NM
K Uα +N −M
)
− (σ2(N −M) + q)
σ2
√
N−M
K
 dPq = ∫ ∞
0
φ
Uα − q
σ2
√
N−M
K
 dPq. (7.2-1)
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For Signal Models 2 and 3, the integral (7.2-1) can probably only be solved numerically (as an integral over the phase φi).
For Signal Model 4, however, one can compute the distribution pδ2(x) and solve the integral analytically. Consequently, for
this unfavorable situation, the detection probability of the entire test can be computed. It is
Kq =
K∑∥∥∥Γˆsk∥∥∥2
=
K∑
b∗kA
∗ΓˆAbk
=
K∑
b∗kGbk bk ∼ N (0,B).
The matrix G = A∗ΓˆA is generally a positive-definite Hermitian matrix of dimensions (M + I) × (M + I) for the case
where M ex = M + I targets are present and one is solving for M targets. G is then positive definite when the vectors
Γˆa1, . . . , ΓˆaM+I are linearly independent. This is almost always the case for large N . Otherwise, instead of b, x = L−1b,
if B = LL∗, then x ∼ N (0, I) and if
G = U

λ1
. . .
λr
0
0

U∗
with U unitary, then y = U∗x ∼ N (0, I) so that instead of considering b∗Gb, one can consider
(y∗1 . . . y
∗
r)

λ1
. . .
λr


y1
...
yr
 and once again a positive-definite, Hermitian form is given.
The probability density of such averaged, positive-definite forms can now be computed:
Theorem (7.2-2): (Probability density of averaged Hermitian forms)
• Preconditions
Let G,B be positive definite Herminitan I × I matrices, b ∼ N (0,B),λ1 . . . λI , the eigenvalues of GB, µi = 1λi
(i = 1 . . . I), and
q =
K∑
i=1
b∗iGbi.
• Assertions
– (i):
pI,K(q;µ1 . . . µI) = (−1)IK+1
∏I
i=1 µ
K
i
(K − 1)!
I∑
l=1
∂K−1
∂zK−1
e−qz∏
t6=l(z − µt)K
∣∣∣∣∣
z=µl
– (ii): Special for I = 1:
p1,K(q;µ) = µ
K q
K−1
(K − 1)!e
−qµ (χ22K-distribution)
– (iii): Special for K = 1:
pI,1(q;µ1 . . . µI) = −
I∏
i=1
µi
I∑
t=1
e−qµt∏
l 6=t(µt − µl)
– (iv) Special for I = 2:
p21(q;µ1, µ2) =l12p11(q;µ2) + l21p11(q;µ1)
p22(q;µ1, µ2) =l
2
12p12(qµ2) + l
2
21p12(q;µ1) + 2l12l21p21(q;µ1, µ2)
p23(q;µ1, µ2) =l
3
12p13(q;µ2) + l
3
21p13(q;µ1) + 3l12l21p22(q;µ1, µ2)
where lij = µiµi−µj
The distribution (iii) agrees with that in [29], which is derived in a different manner.
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• Proof
See Appendix 5 for the proof.
Thus, the integral in (7.2-1) becomes
PM,K
{
Q¯ ≤ η} =∫ ∞
0
φ
(
Uα − qæ
)
KpM,K(Kq;µ1 . . . µM )dq
=Kæ
∫ Uα
−∞
φ(x)pM,K(Kæ(Uα − x);µ1 . . . µM )dx (7.2-3)
with
æ := σ2
√
N − Mˆ
K
for M targets present and HMˆ being tested, Mˆ < M .
The probability of a Type-2 error can be computed with the above expression.
Corollary 7.2.4:
• Preconditions
Let βM,K := PM,K{Q¯ ≤ η} for η = σ2
(
Uα
√
N−Mˆ
K +N − Mˆ
)
according to (7.2-3) and
lij :=
µi
µi − µj
æ :=σ2
√
N − Mˆ
K
and let 1µ1 . . .
1
µM
be the eigenvalues of A∗ΓˆAB.
• Assertions
– (i)
β1,1(µæ) =1− α− ψf(∆(µæ))
β1,2(µ2æ) =β1,1(µ2æ)− µ2aeψ
(
∆f(∆)|µ2æ +
1√
2pi
)
β1,3(µ3æ) =β1,2(µ3æ)− 1
2
(µ3æ)2 ψ
(
(1 + ∆2)f(∆) +
∆√
2pi
)∣∣∣∣
µ3æ
– (ii)
β2,1(µ1æ, µ2æ) =l12β1,1(µ2æ) + l21β1,1(µ1æ)
β2,2(µ12æ, µ22æ) =l212β1,2(µ22æ) + l
2
21β1,2(µ12æ) + 2l12l21β2,1(µ12æ, µ22æ)
β2,3(µ13æ, µ23æ) =l312β1,3(µ23æ) + l
3
21β1,3(µ13æ) + 3l12l21β2,2(µ13æ, µ23æ)
with
ψ :=e−
U2α
2
f(x) :=e
x2
2 φ(x)
∆(µKæ) :=Uα − µKæ
• Proof
See Appendix 6 for the proof.
Because the probabilities only depend on the eigenvalues of GB in (7.2-2), these formulae also allow the detection
probabilities in the presence of subarrays and coupling (if one knows the coupling-scattering matrix), because only the modified
eigenvalues need be used.
With (7.2-4), one can investigate particular two-target configurations with equal amplitudes. The estimate for Mˆ = 1 would
lie directly between both targets so that the matrix G in (7.2-2) is known. The eigenvalues of such a 2×2 matrix are known so
that the probability of exceeding the threshold at level Mˆ = 1 can be easily computed from (7.2-4). The detection probability
is thus
PE =P
{
Q¯Mˆ=2 ≤ η
}
P
{
Q¯Mˆ=1 > η
}
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Fig. 7-1. Detection characteristics for two targets using the ELAN 21L array with du = 0.55BW .
Fig. 7-2. Detection characteristics for two targets using the ELAN 21L array with du = 0.55BW .
=(1− α)(1− β2,K) if the test meets level α
In order to compute the detection probability for more than two targets or for two targets with different magnitudes, the
estimated direction ωˆ with E{Q(ωˆ)} = min! for M < M ex must first be numerically determined in order to compute the
eigenvalues of G¯.
The test (7.1-6) and the detection probability (7.2-4) are also valid with general normally distributed noise as long as the
parameter estimation is still good in the sense of (7.1-3). Q¯ is still asymptotically normally distributed as long as the elements
of the covariance matrix of the noise are constrained. In particular, if one had unequal receiver noise in the N channels with∑N
i=1 σ
2
i
N = σ
2, 0 < c1 ≤ σ2i ≤ c2, then the approximation of (7.1-5) or, respectively, (7.2-1) can be used, though with the
quantities
En{Q¯} =
N−M∑
i=1
σ˜2i + q → (N −M)σ2 + q for N →∞
varn{Q¯} = 1
K
N−M∑
i=1
σ˜4i Does not converge to
σ4
K
(N −M)
whereby σ˜2i are the eigenvalues of ΓD and D = diag(σ
2
i ). For example, for σ˜
2
i ∼ R(σ2(1− c), σ2(1 + c)), then varn{Q¯} =
σ4
K
(
1 + c
2
3
)
(N −M).
7.3 The Behavior of the Multihypothesis Test
Simulations of the tests developed here with the threshold ηα;M as in (7.1-6) are rather complex, because many simulations
are needed in order to make a statement regarding α, particularly when the detection probability is high. Thus, for each
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Fig. 7-3. Detection characteristics for two targets using the ELAN 21L array with du = 0.55BW .
Fig. 7-4. Detection characteristics for two targets using the ELAN 21L array with du = 0.55BW .
specified target scenario, 500 minimizations of Q¯ for M = 1, . . . ,Mex are performed. For each, 17 iterations of the original
algorithm, with bounding, are used. The accuracy of these simulations is shown in Fig. 7-1. The plots show the complete test
PD = P{M = 2} for two targets with an SNR of 3, 5, 7 dB and PF1 = P{M > 2}, which is set by α (The targets lie
0.55BW apart, ELAN 21 L, Signal Model 4). Thus, given an estimated target number of (M = 1, the estimated direction is
assumed to lie in the middle between both targets, with M = 2, the exact directions are assumed to be found; that is, precisely
the conditions of Chapter 7.2. As helping lines, the curves of the optimal Neyman-Pearson test are shown for PF2 = 0 so
that PF1 = α and PD = 1− α. That the computed detection probability is not exactly reached by the simulations, is due to
the small number of simulations (500) and also the approximation of the χ2 distribution by the normal distribution. This is
shown in Fig. 7-2 for the curves with SNR = 3 dB. These curves were made with 5000 trials and still show the influence of
the approximation via the normal distribution. This seems to already be sufficiently accurate for N = 21.
For the same situation as Fig. 7-1, Fig. 7-3 shows the actual detection probability with estimated parameters. The test
agrees quite well within the bounds of the simulation accuracy with the exact curves in Fig. 7-1. Figure 7-3 also shows that
by demanding too small a value of α, the detection probability can be dramatically reduced. A value of α between 5% and
10% seems to be a good choice. The standard deviation for the direction estimation is with estimated target number M = 2,
0.04BW, 0.05BW, 0.06BW for the respective SNR values 7, 5, and 3 dB. This is within the bounds of the predicted dispersion
according to Fig. 4-8 (b), Curve 5, because the CRLB for ∆ψ = 90◦ corresponds to Signal Model 4 and the variance is well
described by the stochastic approximation of Fig. 5-3. Applying Curve 5 for the SNR of 3 dB means that the stochastic
approximation converging with 17 iterations corresponds to ML-estimation with averaging over 9 samples.
The influence of different noise powers on the receiver (the same target situation as in Fig. 7-1, SNR=5 dB) is shown in
Fig. 7-4. For the noise power, fluctuations of 1 dB were assumed and σ2i ∼ R
(
σ2
(
1− 14
)
, σ2
(
1 + 14
))
was randomly drawn.
Curve 1 shows the results for the test where σ2 is used without knowledge of the fluctuations. In comparison to the theoretical
curves, the detection probability drops and the test no longer attains a level α. Therefore, the estimates ωˆ are assumed to be
exact. Curve 2 shows the test, also for exact ωˆ, but E{Q¯} and var{Q¯} corresponding to (7.2-5) for the threshold η are used.
Curve 3 shows the case where the parameter ωˆ is estimated. The estimation error due to the fluctuations in the noise power
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Fig. 7-5. Detection characteristics for two targets using the ELAN 21L array with du = 0.55BW .
Fig. 7-6. Detection characteristics for two targets using the ELAN 21L array with du = 0.55BW .
is negligible. The state of the amplifiers should be taken into account for the test if possible. For large numbers of elements,
the difference should be even smaller.
That the test is sensitive to deviations from the assumption that the noise in all of the channels is the same is shown by the
behavior in the presence of a jammer. The test with the same target position as in Fig. 7-1 is shown in Fig. 7-5 for the case
where there is a jammer in direction u = −0.5 as in (2.2-2) with finite width of s = 0.1 with the effective value ℘ = σ/2.
The effective value of the targets is
√
E {|bi|2} = 1.6σ so that the signal-to-internal noise ratio is 7 dB and the SNR is 6 dB.
White noise having power σ2 +σ2/4 is assumed for the test. Curve 1 shows the test for the exact parameter values, Curve 2
for the estimated value ωˆ.The influence of the error in the estimator is negligible. The deviation of the given noise background,
in which the signal is to be detected, is the primary source of the increased estimation error. If one were to only consider the
internal noise σ2 when computing the threshold η as in (7.1-6), the detection probability would sink by 50%.
The worsening of the detection probability in the presence of jamming can only be solved if one computes E{Q¯}, var{Q¯}
for the given jammer angle and estimation target direction; that is, by estimating the direction and power of the jammer and
assuming noise according to Model 4 or by estimation of the jamming covariance matrix R and computation of E{Q¯} =
trace ΓR, var{Q¯} = 1K trace ΓR,ΓR. Another possibility is that one takes all jammers (at a particular range) into account
in the Q function and estimates them as targets.
If instead of using Signal Model 4, Signal Model 3 were used, the test (and the estimation according to Chapter 5.3)
improves. This is shown in Figure 7-6 for the case of exact estimation (target situation and estimate values as in Fig. 7-1 for
SNR=3, 5 dB). The curves for Signal Model 3 (S3) are above the theoretical detection probability for Signal Model 4 (S4).
The level α, however, is still held. The maintenance of level α is thus (with sufficiently accurate estimates) really independent
of the signal model. The higher detection probability comes from the higher probability of Q¯ > η at the level M = 1.
One can thus view Signal Model 4 as being unfavorable in the instances where one excludes the phase positions of ∆ϕ =
0◦, 180◦ under Models 1 and 2. The curves for the theoretical detection probabilities can be viewed as lower limits on
the detection probabilities under these other models. One can thus skip timely simulations and study the influence of other
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Fig. 7-7. The resolution of two targets using the ELAN 21L array with du = 0.5BW .
Fig. 7-8. The resolution of two targets with du = 0.5BW .
parameters.
For ELAN 21 L, Fig. 7-7 shows the theoretical detection probability of two targets (separation of the targets is 0.5BW ) as a
function of SNR for α = 2, 4, 6, 8, 10 % and the number of samples of Q¯ averaged K = 1, 2, 3. The same detection probabilities
as a function of the distance between targets are shown in Fig. 7-8, whereby the signal power E{|S|2} is proportional to 1R4
and R0 is the 3-dB distance of the whole SNR, where
E{2N |b|2}
E{|n|2} = 2. (7.3-4)
Even a small number of samples of Q result in large improvements.
The coupling only has a small influence. This is shown in Fig. 7-9 for ELAN 25 for two targets with a separation of BW/2
and SNR= 5 dB. However, the level α is not quite held anymore, which can be explained by the fact that at the level M = 2,
Γs 6= 0 even when using exact direction estimates. The standard deviation of the directional estimates at the level M = 2
is, with and without coupling, only about 0.08BW . For the same situation, Fig. 7-10 shows the SNR-loss due to coupling
65
Fig. 7-9. Detection characteristics for two targets using the ELAN 25 array with du = 0.5BW .
Fig. 7-10. The resolution of two targets with du = 0.5BW .
for ELAN 25 and 29. For ELAN 39, with the highest element density, the estimation is better, but the loss due to stronger
coupling is larger at about 1 dB.
In all, the theoretical detection probabilities provide the ability to investigate the behavior of the test, because the parameter
estimation is generally sufficient and the error level α is independent of the signal model and is thus attained. However, the
resolution of target in arbitrary Gaussian noise requires an exact knowledge of the first two moments of this noise.
8 SUMMARY
1) The resolution problem was formulated for spatially and temporally sampled, overlapping, monochromatic waves with
temporally fluctuating amplitudes and phases in Gaussian noise. A solution is theoretically possible using a sequence of
estimates from performing likelihood maximization in likelihood ratio tests.
2) To assure the existence and uniqueness of a solution, an appropriate restriction of the angle of incidence of the wave is
necessary. When only sampling spatially, a strong M -regular antenna layout is necessary to resolve M targets. When
also sampling temporally, only a weak M -regular layout is needed. These conditions are particularly important when
one wishes to resolve targets using as few elements as possible.
3) The condition of the estimate can be analyzed by studying the curvature of the Q-function and E{Q} at the minimum
point. This essentially corresponds to an application of the CRLB.
4) Resolution using only a single impulse, which means only with spatial sampling, demands a very high SNR (over
25 dB). Additionally, there are target constellations (depending primarily upon the phase difference of the targets) that
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even with high SNRs can only be poorly resolved. Phase fluctuations by multiple temporal samples significantly improve
the direction estimation. Thus, an increase in the angular resolution necessitates a worsening of the Doppler estimate,
corresponding to a direction-frequency ambiguity relation.
5) A simple, sequential estimation algorithm for direction estimation using the stochastic approximation is given. This
procedure can still be refined. The procedure uses only the current sum-and-difference beam outputs in each iteration as
its inputs. The asymptotic behavior of the algorithm is well approximated by the CRLB.
6) The stochastic approximation algorithm is relatively robust to deviations from the assumed signal and noise model.
Interference powers on the order of the target amplitudes have little influence on the estimates as long as they are located
far from the beam.
7) A sequential multihypothesis tests was developed to determine the number of targets present. The test can be used with
the stochastic approximation and is computationally efficient. Additionally, the test maintains a firm probability that the
number of targets present is overestimated.
8) Detection and false-alarm probabilities for the resolution of noise sources (Signal Model 4) can be calculated for this
test. Because this model can be viewed as being pessimistic, such probabilities have meanings for the other models as
well.
9) The test is not very sensitive against signal distortions, as may result from mutual coupling for thinned arrays. It is
however sensitive against deviations from the assumed noise model, because this is the basis of the detection criterion
for the different signals. This sensitivity can be mitigated by interference pre-filtering, or by including jammers as
additional targets to be estimated, or by estimating the first two moments of the interference. Another promising way
could be the development of a non-parametric test procedure.
10) The attainable resolution can be shown through two examples:
• For the planar array ELAN 25, two targets located 0.5 beamwidths apart were correctly detected 76% of the time.
In 5% of cases, the number of targets was overestimated (a hard level of α = 0.05). The target directions were
estimated with a standard deviation of 0.08 beamwidths in 17 iterations with an average SNR of 5 dB per element.
• For the linear antenna ELAN 21 L, two targets located 0.5 beamwidths apart were correctly detected 95% of the
time with α = 0.02. The standard deviation of the angular estimates was 0.04 beamwidths after 17 iterations.
APPENDICES A
A.1 Proofs for Chapter 4
Proof of (4.1-6) (A.1-1)
Without loss of generality, let A = (a(ω1), . . . ,a(ωM ),a(ωM ), . . . ,a(ωM )) with ωi 6= ωk for all i, k ∈ {1, . . . ,M}, i 6= k.
A is an N × (M + k) matrix.
For such singular A matrices, one can solve min
b
‖a−Ab‖2 using a Householder transformation [30]. That is, through the
use of a unitary matrix U that brings A into a triangular form. Then ‖z−Ab‖2 = ‖Uz− (UA)b‖2.
Let A be partitioned in the form A = (A1A2), where A1 is a regular N ×M matrix, and A2 is an N × k matrix with
rank A2 = 1. The corresponding partitioning is applied to the other terms:
b =
b1
b2
 y :=Uz y =
y1
y2

where b1 ∈ CM , b2 ∈ Ck, y1 ∈ CM , and y2 ∈ CN−M . Thus, UA has the form
UA =

∗ ∗ . . . ∗ ∗ ∗ . . . ∗
0 ∗ . . . ∗ ∗ ∗ . . . ∗
...
...
. . .
...
...
...
. . .
...
0 0 . . . ∗ ∗ ∗ . . . ∗
0 0 . . . 0 0 0 . . . 0
...
...
. . .
...
...
...
. . .
...
0 0 . . . 0 0 0 . . . 0

=
(
B1 B2
0 0
)
where the asterisks denotes nonzero values. Consequently,
‖Uz− uAb‖2 =
∥∥∥∥∥
(
y1 −B1b1 −B2b2
y2
)∥∥∥∥∥
2
.
This expression is minimized for y1 = B1b1 + B2b2 (For example, b2 = 0, b1 = B−11 y1) and has the minimal value ‖y2‖2,
which is determined by the Householder transformation U. However, U is only determined by A1.
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Proof of (4.1-7)
Since Γ = I−A (A∗A)−1 A∗ and A is infinitely differentiable, it remains to show that (A∗A)−1 is infinitely differentiable.
Define
S (ω) := A∗(ω)A(ω)
and consider
F :
(
VM\γ)× CM×M → CM×M
(ω,T) 7→ S(ω)T− I .
Then F implicitly defines the function S−1(ω) because
F(ω,T) = 0⇐⇒ T = S−1(ω).
For real differentiability, let F be written as a real function:
F(ω,T) =
(
Re S −Im S
Im S Re S
)(
Re T −Im T
Im T Re T
)
−
(
I 0
0 I
)
.
Thus, F is infinitely differentiable with regard to (ω,Re T, Im T) and the Jacobian determinants are
det
(
∂Fij
∂tkl
)
i,j=1...2M
k,l=1...2M
= det

S 0 . . . 0
0 S . . . 0
...
...
. . .
...
0 0 . . . S

because S is regular on VM\γ.
Thus, the implicit function theorem holds that S−1(ω) is likewise infinitely differentiable, though the derivatives from S−1
and S can indeed be singular matrices (For example, Sωiωk (i 6= k) is singular).
Computation of the First and Second Derivatives of Q
• Lemma 1
∂
∂ui
(A∗) =
(
∂A
∂ui
)∗
for i = 1, . . . ,M
An analogous statement can be made for vi. The proof is through substitution.
• Lemma 2
For all regular differentiable matrices M(u) and M−1(u), the following holds
∂
∂ui
(M−1) = −M−1 ∂M
∂ui
M−1.
Proof:
MM−1 = I =⇒ ∂M
∂ui
M−1 + M
∂M−1
∂ui
= 0.
In the following the abbreviation fui :=
∂f
∂ui
. Then one can write
Qui = z
∗Γuiz
and
Γui =−
∂
∂ui
A (A∗A)−1 A∗
=−
(
Aui (A
∗A)−1 A∗ −A (A∗A)−1 (A∗uiA + A∗Aui) (A∗A)−1 A∗ + A (A∗A)−1 A∗ui)
=−
(
ΓAui (A
∗A)−1 A∗ + A (A∗A)−1 A∗uiΓ
)
. (A.1-2)
In particular, because ΓA = 0,
A∗ΓuiA = 0
trace Γui = 0
and
E {Qui} = trace Γui E {zz∗}
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= trace Γui (I + ABA
∗) (A.1-3)
so that
E {Qui}|ω¯ = 0
Qui =− 2Re z∗A (A∗A)−1 A∗uiΓz
=− 2Re bˆ∗A∗ui
(
z−Abˆ
)
with
bˆ := (A∗A)−1 A∗z
Aui =

0 . . . −jxia11 . . . 0
...
. . .
...
. . . 0
0 . . . −jxNaNi . . . 0

where only the ith column of Aui is nonzero. Thus,
bˆ∗A∗ui = jbˆ
∗
i a
∗
iDx
Dx = diag (xk)
and then
Qui =− 2Re jbˆ∗i
(
a∗iDxz− a∗iDxAbˆ
)
=2Im bˆ∗i
(
a∗iDxz− a∗iDxAbˆ
)
Qvi =2Im bˆ
∗
i
(
a∗iDyz− a∗iDyAbˆ
)
(A.1-4)
Qu =2Im diag(bˆ∗i )
(
A∗Dxz−A∗DxAbˆ
)
and Qv is the same as Qu with the appropriate substitutions.
For the second derivative, the following holds:
Qωiωk = z
∗Γωiωkz (ωi = ui or vi)
and
Γωiωk =− Γ
(
AωiA
−1A∗ωk + AωkS
−1A∗ωi
)
Γ
+ AS−1
(
A∗ωkΓAωi + A
∗
ωiΓAωk
)
S−1A∗
− Γ (Aωiωk −AωiS−1A∗Aωk)S−1A∗
−AS−1 (A∗ωiωk −A∗ωkAS−1A∗ωi)Γ
+
(
ΓAωkS
−1A∗AωiS
−1A∗ + AS−1A∗ωiAS
−1A∗ωkΓ
)
(A.1-5)
where
S := A∗A.
In particular, because ΓA = 0,
s∗Γωiωks|ω¯ =b∗A∗ΓωiωkAb
=b∗
(
A∗ωkΓAωi + A
∗
ωiΓAωk
)
b
=2Re
(
b∗ka
∗
k,ωk
Γai,ωibi
)
=2Re (b∗ka
∗
kDΓDaibi) (D = Dx or Dy). (A.1-6)
Similarly,
a∗iΓωiωkak =δik2Re a
∗
i,ωiΓai,ωi
=δik2Re a∗iDΓDai (A.1-7)
trace Γωi,ωk = 0 (A.1-8)
because then the first two terms in (A.1-5) vanish.
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A.2 Proof of Theorem (4.3-2):
Given for z = s + n, z ∼ N (s, I):
E {Q} = E {s∗Γs + n∗Γs + s∗Γn + n∗Γn}
=s∗Γs + trace Γ E {nn∗}
=s∗Γs +N −M
because
trace Γ = trace I− trace (A∗A)−1 A∗A.
At the point ω0, where Qω(ω0) = 0, the matrix of the second F-tensor is
S(ω0) = s
∗Γωω(ω0)s.
Furthermore using (3.1-10) for ϑ = (u,v,Re b1, Im b2, . . . .Re gm, Im bM ),
Fik =
∫
∂ ln p
∂ϑi
(z; s(ϑ))
∂ ln p
∂ϑk
(z; s(ϑ))p(z; s(ϑ))dz
=−
∫
∂2 ln p
∂ϑi∂ϑk
(z; s(ϑ))p(z; s(ϑ))dz (A.2-1)
because
∂2 ln p
∂ϑi∂ϑk
= − 1
p2
∂p
∂ϑi
∂p
∂ϑk
+
1
p
∂2p
∂ϑi∂ϑk
and ∫
∂2p
∂ϑi∂ϑk
dz = 0
assuming that of the integrals exist.
Because
p(z; s(ϑ)) =
1
piN
e−(z−s(ϑ))
∗(z−s(ϑ))
one must find the derivatives of
Q˜(ϑ) = (z− s (ϑ))∗ (z− s (ϑ))
for
s (ϑ) = Ab
Q˜ϑi =− 2Re s∗ϑi(z− s)
Q˜ϑiϑk =− 2Re
[
sϑiϑk(z− s)− s∗ϑisϑk
]
and also for z ∼ N (s, I)
E
{
Q˜ϑiϑk
}
= Fik = 2Re s∗ϑisϑk
or
F = 2Re s∗ϑsϑ
when
(sϑ)i,k =
∂si
∂ϑk
.
Now,
sωi = ai,ωibi
and
sαi = ai
for αi = Re bi and
sβi = iai
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for βi = Im bi. With that, F has the form
F = 2Re
 B∗A∗ωAωB B∗A∗ωA jB∗A∗ωAA∗AωB A∗A jA∗A
−jA∗AωB −jA∗A A∗A

for
B := diagMk=1(bk) (Aω)ik =
∂aik
∂ωk
.
The matrix F can be simplified to
F =
 Re M Re R −Im RRe RT Re G −ImG
Im RT ImG Re G

with
M :=2B∗A∗ωAωB R :=2B
∗A∗ωAω G :=2A
∗A.
It is to be shown that the block corresponding to Re M in F−1 equals S−1 (ω0). For every regular matrix, one can write(
M R
R′ G
)−1
=
(
E F
F′ H
)
→ E−1 = M−RG−1RT . (A.2-2)
Thus, it can be shown that
s∗Γωωs = Re M− (Re R,−Im R)
(
Re G −Im G
Im G Re G
)−1(
Re RT
Im RT
)
.
Now there is (
Re G −Im G
Im G Re G
)−1
=
(
Re (G−1) −Im (G−1)
Im (G−1) Re (G−1)
)
due to the real representation of complex numbers α+ jβ in 2× 2 matrices
(
α −β
β α
)
.
Thus, it can be shown that
(
Re R −Im R)(Re G −Im G
Im G Re G
)−1(
Re RT
Im RT
)
= Re RG−1R∗
but
Re
(
M−RG−1R∗) =2Re (B∗A∗ωAωB−B∗A∗ωA (A∗A)−1 A∗AωB)
=2Re B∗A∗ωΓAωB
=S(ω0) (A.2-3)
where the last step uses (A.1-6).
A.3 Proof of Theorem (5.1-3):
Relating to (i)
It is sufficient, as in Chapter 4.2 to show the linear independence of three components of three vectors a(u1), a(u2), a(u3).
Letting the element positions be x1 = 0, x2 = d, x3 = rd with r > 1, then it is to be shown that∣∣∣∣∣∣∣
1 1 1
e−jdu1 e−jdu2 e−jdu3
e−jdru1 e−jdru2 e−jdru3
∣∣∣∣∣∣∣ 6= 0.
Without loss of generality, one can choose u1 = 0 (eliminating e−jdu1 and e−jdru1 ), so that with γi := e−jdui , one gets∣∣∣∣∣∣∣
1 1 1
1 γ2 γ3
1 γr2 γ
r
3
∣∣∣∣∣∣∣ = 0⇐⇒
γr2 − 1
γ2 − 1 =
γr3 − 1
γ3 − 1
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Fig. A-11.
Additionally, considering the function
f(u) = e−j
r−1
2 du
sin r d2u
sin d2u
one can then write
f(ui) =
γri − 1
γi − 1 , i = 2, 3.
But
f(u2) = f(u3)⇐⇒
(
r − 1
2
du2 =
r − 1
2
du2 + 2pik, k ∈ Z
)
and (u2 = −u3) if u falls within the beamwidth of the 3-element pattern, |u| ≤ λrd .
For u = u2 = −u3 and d in centimeters 2piλ d instead of d, compare to (2.1-2) then 2piλ (r − 1)du = 2pik, meaning that
u = λ(r−1)dk. Because |u| ≤ λrd , this condition is not fulfilled, and so the determinant is never 0.
Relating to (ii)
For the Forward Equivalence =⇒:
Given three directions ω0, ω1, ω2 ∈ Ω with the same elevation v, meaning that ωi = (ui, v), then
a(ωi) = D

e−jx1ui
...
e−jxNui

= Dax(ui)
where D = diag
(
e−jykv
)
so that
2∑
i=0
bia(ωi) = 0⇐⇒
2∑
i=0
biDax(ui) = 0.
For the Reverse Equivalence ⇐=:
Assuming that x,y are not weakly 2-regular on Ω, there exists ω0, ω1, ω2 ∈ Ω so that a(ω0) = b1a(ω1) + b2a(ω2). Without
loss of generality, it can be assumed that ω0 = (0, v), ω1 = (u1, 0), ω2 = (u2, 0), and that the coordinate system for x,y are
appropriately chosen as in Fig. A-11. Then, for all k = 1 . . . N :
ejykv = β1e
j(xku1+ψ1) + β2e
j(xku2+ψ2)
if bi = βiejψi , and respectively
1 = β1e
jξ1 + β2e
jξ2 (*)
with ξ1 = xkui − ykv + ψi. For a given β1, β2, these equations have only two solutions (µ1, µ2) and (−µ1,−µ2) as in Fig.
A-12.
Thus, {
xku1 − ykv + ψ1 = µ1 + 2pil
xku2 − ykv + ψ2 = µ2 + 2pil (l = . . .− 2,−1, 0, 1 . . .)
or {
xku1 − ykv + ψ1 = −µ1 + 2pil
xku2 − ykv + ψ2 = −µ2 + 2pil
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Fig. A-12.
meaning that
xk =
±(µ1 − µ2)− (ψ1 − ψ2)
u1 − u2 +
2pil
u1 − u2
independently of v. Thus, within a multiple of 2pi, such a non-regular positioning only has two different x (and y) coordinates,
(because
(
u1 v
u2 v
)
is regular if u1 6= u2). These x (or respectively y) coordinates are, however, not 2-regular, because for
the direction u = 0, u1, u2, the associated direction vectors a(u) are also linearly independent due to (*) (given the same
β1, β2, ψ1ψ2).
For |u1 − u2| ≤ BW ≤ λD (D being the aperture diameter in centimeters) there is no 2pi repetition, because then with
2pi
λ
|xk − xl| = 2pir|u1 − u2|
with k, l, r ∈ Z, and xk in centimeters, it must be that
|xk − xl| ≥ rD.
Relating to (iii)
It is clear that a(ω0 + ω) = D0a(ω) with D0 = diag e−j(xku0+ykv0).
A.4 The First and Second Moments of Q
Q =z∗Γz
= trace Γzz∗.
Therefore,
E {Q} = E{trace Γzz∗} (A.4-1)
= trace Γ E{zz∗}
because the integral can be pulled into the sum.
Lemma (A.4-2):
Let A,B ∈ RN×N ,C,D ∈ CN×N ,u ∈ RN ,w ∈ CN .
1) n ∼ NRN (0,R) =⇒ E
{
nTAnnTu
}
= 0 and E
{
nTAnnTBn
}
= trace(AR) trace(BR) + trace(ARBTR) +
sp(ARBR).
2) n ∼ NCN (0,R) =⇒ E {n∗Cnn∗w} = 0 and E {n∗Cnn∗Dn} = trace(CR) trace(DR) + trace(CRDR).
Proof: It suffices to prove the solution for n ∼ NCN (0, I), because then for n˜ = Ln with LL∗ = R holds n˜ ∼ N (0,R),
so that the statements for L∗AL, Lu can be applied.
Initially, let n ∼ NRN (0, I) then
nTDnnTu =
∑
ν,µ,λ
nνDνµnµnλuλ
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where if two indices are the same, the expected value of the remaining factors is zero and if three indices are the same, then
the third moment is zero. Thus, for real as well as for complex n, the third moment is always zero.
nTAnnTBn =
∑
ν,µ
nνAνµnµ
∑
λ,τ
nλBλτnτ
=
∑
ν
n4νAννBνν +
∑
ν 6=λ
n2νAννn
2
λBλλ +
∑
ν,λ6=τ
n2νAννnλBλτnτ︸ ︷︷ ︸
expected value = 0
+
∑
λ,ν 6=µ
nνAνµnµn
2
λBλλ︸ ︷︷ ︸
expected value = 0
+
∑
ν 6=µ,λ6=τ
nνAvµnµnλBλτnτ︸ ︷︷ ︸
Expected value 6= 0 only if ν = λ ∧ µ = τ or ν = τ ∧ µ = λ
.
Thus,
E
{
nTAnnTBn
}
=
∑
ν
3AννBνν +
∑
ν 6=λ
AννBλλ +
∑
ν 6=µ
AνµBνµ +
∑
ν 6=µ
AνµBµν
=
∑
ν,µ
(AννBµµ +AνµBνµ +AνµBµν)
= trace(A) trace(B) + trace(ABT ) + trace(AB)
so Condition 1 of the lemma holds.
Now let n = a + jb with a,b ∼ NRN (0, I) Then
(a− jb)TC(a + jb)(a− jb)D(a + jb) =aTCaaTDa + aTCabTDb− j aTCa(bTDa− aTDb)︸ ︷︷ ︸
+ bTCbaTDa + bTCbbTDb− j bTCb(bTDa− aTDb)︸ ︷︷ ︸
− .j aTDa(bTCa− aTCb)︸ ︷︷ ︸−j bTDb(bTCa− aTCb)︸ ︷︷ ︸
− (bTCa− aTCb)(bTDa− aTDb)
where the braced terms (all of the complex terms) have an expected value of zero.
Using Part 1 of the lemma, one gets
E
{
(a− jb)TC(a + jb)(a− jb)TD(a + jb)} = 2(trace C trace D + trace CDT + trace CD) + 2 trace C trace D
− E{bTCaaTDTb︸ ︷︷ ︸
=traceCDT
−bTCaaTDb︸ ︷︷ ︸
traceCD
−aTCbbTDa︸ ︷︷ ︸
traceCD
+ aTCbbTDTa︸ ︷︷ ︸
traceCDT
}
=4 (trace(C) trace(D) + trace CD)
for ab ∼ NRN (0, 12I). Consequently, a + jb ∼ NCN (0, I). One thus has
E {n∗Cnn∗Dn} = trace(C) trace(D) + trace CD
which proves Part 2 of the lemma. Thus, one can write
E
{
Q2
}
= E {z∗Γzz∗Γz} for z ∼ NCN (0,R)
= (trace(ΓR))
2
+ trace ΓRΓR
and
var {Q} = E{Q2}− E {Q}2
= trace ΓRΓR. (A.4-2)
A.5 The Probability Distribution of Averaged Hermite Forms of Complex Normally Distributed Random Variables
Let
q =
K∑
i=1
b∗iGbi
where bi ∼ NCN (0,B), G,B are positive-definite N ×N Hermitian matrices.
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The characteristic function of q is according to Goodman [5]
Ψq(θ) =
1
|I− jθBG|K
=
1∏N
i=1(1− jθλi)K
when λ1, . . . , λN are the eigenvalues from BG (or GB or L∗GL for B = LL∗). Continuing the simplification,
Ψq(θ) =
∏N
i=1 µ
K
i∏N
i=1(µi − jθ)K
with µi = 1λi . Thus,
pq(x) =
1
2pi
∫ ∞
−∞
e−jθxΨq(θ)dθ
=
∏
µKi
2pij
∫ ∞
−∞
e−jθx∏K
i=1(µi − jθ)K
jdθ
=
∏
µKi
2pij
lim
→∞
∫
c
e−xz∏
(µi − z)K dz
where c is the way shown in Fig. A-13 where c = c1 + c2 with c1 = jt, t ∈ (−, ) and c2 = e−jt, t ∈
[−pi2 , pi2 ], and ∫
c2
Fig. A-13.
goes to zero for →∞. Thus,
pq(x) =
N∏
i=1
µKi
N∑
k=1
Residual (f, µk) · number of rotations (c, µk)
for
f(z) =
e−xz∏N
i=1(µi − z)K
with rotation number (c, µk) = −1 for all k = 1, . . . , N (negative rotation direction) and residual
(
g(z)
(z−a)K , a
)
= g
(k−1)(a)
(k−1)! ,
the function pq can finally be computed as:
pq(x) =
∏
i=1
µKi
(−1)NK+1
(K − 1)!
N∑
l=1
∂K−1
∂zK−1
e−xz∏
i 6=l(z − µl)K
∣∣∣∣∣
z=µl
.
Thus, for N = 1:
∂K−1
∂zK−1
e−xz
∣∣∣∣
µ
= (−x)K−1e−xµ
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so
p1,K = µ
K x
K−1
(K − 1)!e
−xµ.
K = 1; N Arbitrary
Res
(
e−xz∏
l(z − µl)
, µk
)
=
e−xµk∏
l 6=k(µk − µl)
.
Thus,
pN,1(x) = −
N∏
i=1
µi
N∑
k=1
e−xµk∏
l 6=k(µk − µl)
and for N = 2
p2,1(x) =
µ1µ2
µ1 − µ2
(
e−xµ2 − e−xµ1) .
N = 2,K = 2
Res
(
e−xz
(z − µ2)2 , µ1
)
= − e
−xµ1
(µ1 − µ2)3 (2 + (µ1 − µ2)x)
Res
(
e−xz
(z − µ1)2 , µ2
)
= − e
−xµ2
(µ2 − µ1)3 (2− (µ1 − µ2)x)
so
p2,2(x) =
µ21µ
2
2
(µ1 − µ2)2x
(
e−xµ2 + e−xµ1
)− 2µ21µ22
(µ1 − µ2)3
(
e−xµ2 − e−xµ1) .
N = 2,K = 3
Res
(
e−xz
(z − µ2)3 , µ1
)
=
1
2
(
e−xz
(z − µ2)3
)′′∣∣∣∣∣
z=µ1
=
1
2
e−xµ1
(µ1 − µ2)3
(
12
(µ1 − µ2)2 +
6x
µ1 − µ2 + x
2
)
.
Correspondingly,
Res
(
e−xz
(z − µ1)3 , µ2
)
= −1
2
e−xµ2
(µ1 − µ2)3
(
12
(µ1 − µ2)2 −
6x
µ1 − µ2 + x
2
)
.
Thus,
p2,3(x) =
1
2
µ31µ
3
2
(µ1 − µ2)3
[(
12
(µ1 − µ2)2 + x
2
)(
e−xµ2 − e−xµ1)− 6x
µ1 − µ2
(
e−xµ2 + e−xµ1
)]
=
(
µ1
µ1 − µ2
)3
µ32
2
x2e−xµ2 −
(
µ2
µ1 − µ2
)3
µ31
2
x2e−xµ1
− 3 µ1µ2
(µ1 − µ2)2
[
µ21µ
2
2
(µ1 − µ2)2x
(
e−xµ2 + e−xµ1
)− 2 µ21µ22
(µ1 − µ2)3
(
e−xµ2 − e−xµ1)] .
A.6 The Computation of the Integral in (7.2-3)
One only has to compute the integrals in (7.2-4, i) because part (ii) follows from (7.2-2, iv).
For M = 1, according to (7.2.2, ii)
β1,K =Kæ
∫ Uα
−∞
φ(x)
µK
(K − 1)! (Kæ(Uα − x))
K−1e−Kæ(Uα−x)µdx
=
KæµK
(K − 1)! (−1)
K−1 ∂
K−1
∂µK−1
∫ Uα
−∞
φ(x)e−µKæ(Uα−x)dx︸ ︷︷ ︸
=:I
where
æ = σ2
√
N − Mˆ
K
.
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Regarding the integral I ,
I =e−τUα
∫ Uα
−∞
φ(x)eτxdx, (τ = µKæ)
=e−τUα
[
1
τ
eτxφ(x)
∣∣∣∣Uα
−∞
− 1
τ
∫ uα
−∞
eτxφ′(x)dx
]
integration by parts
=
1− α
τ
− e
−τUα
τ
√
2pi
∫ Uα
−∞
e−
x2
2 +τx− τ
2
2 dx︸ ︷︷ ︸
=
∫ Uα−τ
−∞ e
− x2
2 dx
e
τ2
2
=
1
τ
(
1− α− e τ
2
2 −τUαφ(Uα − τ)
)
=
1
τ
(
1− α− e−U
2
α
2 e
(Uα−τ)2
2 φ(Uα − τ)
)
. (*)
Thus,
β11 = 1− α− e−
U2α
2 e
(Uα−µæ)2
2 φ(Uα − µæ).
For K = 2:
∂I
∂µ
=Kæ
∂I
∂τ
=Kæ
e−U2α2
τ
(
(Uα − τ) e
(Uα−τ)2
2 φ(Uα − τ) + e
(Uα−τ)2
2
e−
(Uα−τ)2
2√
2pi
)
− I
τ

=
e−
U2α
2
µ
(
(Uα − τ)e
(Uα−τ)2
2 φ(Uα − τ) + 1√
2pi
)
− I
µ
.
Thus,
β12 = 2æµI − 2æµe−
U2α
2
[
(Uα − τ)e
(Uα−τ)2
2 φ(Uα − τ) + 1√
2pi
]
.
For K = 3:
∂2I
∂µ2
=(Kæ)2
∂2I
∂τ2
define ∆ = Uα − τ
=(Kæ)2
 ∂∂τ e−
U2α
2
(
∆e
∆2
2 φ(∆) + 1√
2pi
)
− ∂I∂τ
τ
−
e−
U2α
2
(
∆e
∆2
2 φ(∆) + 1√
2pi
)
− I − I
τ2

=(Kæ)2
2I
τ2
−
2e−
U2α
2
(
∆e
∆2
2 φ(∆) + 1√
2pi
)
τ2
+
e−
U2α
2
τ
(
∆τe
∆2
2 φ(∆) + ∆2∆τe
∆2
2 φ(∆) + ∆e
∆2
2 e−
∆2
2
∆τ√
2pi
)
=(Kæ)2
2I
τ
− e
−U
2
α
2
τ
(
e
∆2
2 φ(∆)(1 + ∆2) +
∆√
2pi
) .
Thus,
β13 =Kæµ
[
I − Kæµ
2
e−
Uα
2
(
e
∆2
2 φ(∆)(1 + ∆2) +
∆√
2pi
)]
=1− α− ψf(∆)− τ
2
2
ψ
(
f(∆)(1 + ∆2) +
∆√
2pi
)
with
f(x) =e
x2
2 φ(x)
ψ =e−
U2α
2 .
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