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Description of the standard Matrix Factorization methods (MFs) considered in this work
Given the natural representation of high-dimensional biological data as a matrix of measurements (e.g. expression counts, methylation levels, protein concentrations) with different samples represented in the columns and different molecules (genes, proteins, etc.) represented in the rows, MFs decompose such a matrix X (n x m) into the product of an unknown mixing matrix A (n x k) and an unknown matrix of source signals S (k x m). In the following, we denote the columns of A as "metagenes" and the rows of S as "metasamples" (see Step1 in Figure 1 ). Metasamples and metagenes are learned based upon the assumption that the number k of biological factors occurring in the input dataset is smaller than either the number of rows or columns in the input matrix (X). Determining the optimal number k of biological factors to use in the factorization is critical to its interpretation. The appropriate selection depends upon the algorithm and is an active area of research (Kairov et al., 2017) .
Here we provide a brief summary of the MFs that we compare in the present work for detecting lowdimensional biological factors from large-scale transcriptomic datasets. For a comprehensive review of the existing MF-based methodologies the reader can refer to (Stein-O'Brien et al., 2017) .
Principal Component Analysis (PCA) PCA learns an orthonormal basis of vectors such that projection of the data into this basis would have maximal variance. Because PCA learns features that explain most of the variation in the data, it can conflate multiple biological processes, creating variation in gene expression, into single components. For this reason, it is not the optimal approach to learn the specific genes co-regulated by a specific biological factor (Ochs and Fertig, 2012) . In this regard, PCA may be of use in experimental paradigms in which the processes or conditions of interest represent the strongest sources of variation, such as to remove technical artifacts (Parker et al., 2014; Martignetti et al., 2016) . The limitations of PCA in application to transcriptomic data was highlighted in many publications (Saidi et al., 2004) .
Non Negative Matrix Factorization (NMF) NMF solves the minimum representation error under the constraint of having all the elements of the A and S matrix non-negative (Lee and Seung, 1999; Ochs et al., 1999) . Such constraint on the factors learned by NMF matches the non-negative nature of transcriptomic data (e.g., read counts) it is thus considered as a natural approximation. Moreover NMF allows existence of correlated factors thereby modeling coregulation (Moloshok et al., 2002) .
Independent Component Analysis (ICA) ICA has been originally proposed in the context of signal processing to decompose a multivariate signal into factors characterized by non-Gaussian distributions that are as independent as possible (Hyvärinen et al., 2001) . Minimizing statistical dependence ensures that the patterns learned by ICA come from distinct biological processes. Different protocols to apply ICA to transcriptomic data exist and currently no single standard approach has been defined. The main difference in the existing approaches consists in what is considered as source signal matrix in the decomposition. Indeed some aims at maximizing the non-gaussianity of metagenes (Biton et al., 2014; Kairov et al., 2017; Kong et al., 2008; Lee and Batzoglou, 2003) , while others maximize non-gaussianity of metasamples (Meng et al., 2016; Barillot, 2012) . We here compared both approaches. We will call in particular "Stabilized ICA (sICA)" the protocol previously proposed by us that maximizes kurtosis of metagenes and searches for stable components by performing a bootstrap approach and thus is able to prioritize stable components (Biton et al., 2014; Kairov et al., 2017) . We will simply call "ICA" the version of this methodology that maximizes kurtosis of metagenes without stabilization. We finally denote with " ICA' " the application of ICA that maximizes kurtosis of metasamples, which corresponds to apply ICA to the transposed expression matrix, operation that in MATLAB is denoted with the symbol " ' ", from which the choice of the name is originated. For a typical transcriptomic dataset analysis, the advantages of Stabilized ICA are: a) having the number of objects larger than the number variables improves convergence of the algorithm and stability of the resulting components; b) resulting metasamples (unlike metagenes) might appear correlated, reflecting coupling of certain biological mechanisms. The detailed description of the Stabilized ICA protocol with exact definition of the stability measure is provided in (Kairov et al., 2017) .
Explanatory example of the framework application
The various steps of our framework are here illustrated for a simple application to clarify what is captured by the various measures here considered. Let us consider to have 5 transcriptomic datasets.
In step 1, all of them are independently decomposed with a given MF algorithm (such as ICA, PCA or NMF) into a fixed number of components. Here for simplicity we will consider 3 components.
At
Step 2, the similarity between the 15 metagenes idependently obtained from the 5 datasets is inferred by constructing the RBH graph. With this aim, given a couple of metagenes: M i , obtained from the dataset T m , and N j , obtained from the dataset T n , we compute their correlation as follows:
Step1 Metagene M i and N j are then connected through an RBH iff
where cor() is a correlation function (Pearson correlation, in our study). The RBH graph constructed in step 2 can have different topologies depending on the reproducibility of the metagenes obtained in step 1.
In steps 3 and 4, the topology of the RBH is studied. To give an intuitive idea of the measured used in this paper, let us consider two possible topologies of RBH graph output of step 2:
Case A Case B 
Case A and B are composed exactly of the same nodes, corresponding to metagenes 1-3 from datasets T 1 (red), T 2 (orange), T 3 (blue), T 4 (violet), T 5 (green). The number and localization of their links give rise to two very different topologies. Case A corresponds to the RBH graph that is obtained from a highly reproducible MF algorithm, while case B is derived from a low reproducible MF. In agreement with this, the measures considered in our framework have the following values:
• The number of RBH links: 34 in case A and 18 in case B.
• The clustering coefficient, which measures how frequently a triplet of nodes in a graph forms a triangle. This measure is thus an indication of the presence of a community structure in a graph. More explicitly, given a node i, its clustering coefficient is:
The global clustering coefficient here considered is then obtained as average of the C i across all the nodes present in the graph:
In our example, C= 0.8 in case A C = 0.302 and in case B.
Once communities have been detected using the Markov Clustering algorithm (MCL) (Enright et al., 2002) , their localization in the RBH graph corresponds to:
Case A Case B
The other measures can be then computed:
• The modularity, a measure of the strength of the subdivision of the graph into communities. Graphs with high modularity have dense connections between the nodes within communities but sparse connections between nodes in different communities. More explicitly, given a set of communities C 1 , …, C k detected in a graph through a community detection algorithm. Let us consider,
where E is the set of all edges present in the graph.
Modularity is defined as:
, with k number of communities.
Of note, despite the fact that both modularity and clustering coefficient are measures evaluating the community structure of a graph they are complementary. Graphs with high modularity and low clustering coefficient can be constructed and vice-versa.
In our example, Q =0.55 in case A and Q=0.3 in case B.
• The number of communities: 3 in case A and 2 in case B. Ideally the number of communities should be equal to the number of detected metagenes, as in Case A. This represents in fact the situation in which each component is finding an RBH in each one of the remaining datasets.
• The average size of the communities: 5 in case A and 7 in case B. As discussed in the main text, in an ideal case the size of the communities should be equal to the number of decomposed datasets. Having average community size of 7 is thus a negative characteristic and it suggests that communities obtained from the same dataset have been clustered together.
By construction the proposed framework has been designed to deal with factors separately identified by a MF algorithm in independent datasets derived from the same biological condition (e.g. same cancer type). However, the same framework can be used to evaluate other aspects. For example, we employed the same framework to study the reproducibility of MF methods in respect to subsampling (see Supp Text 6). In this case, each subsampling of the starting dataset is considered as one of the independent transcriptomic datasets. At the same time, we employed the framework to study the impact of different profiling platforms on the reproducibility of the MF methods (OVCA datasets). In this case we splitted the same samples in different datasets according to their profiling platform and applied our framework.
In the case of OVCA, for each MF algorithm, we also took advantage of having an RBH graph whose nodes are metagenes to infer relationships (similarities/differences) between profiling platforms. To do so, for each MF algorithm we constructed networks composed of 4 nodes (corresponding to the 4 profiling platforms) whose links were computed as the average of the absolute correlation between the RBHs found for each couple of datasets (see Figure S8 ).
BIODICA tool for computing and interpreting the stabilized independent components
We have developed and released to public BIODICA (ICA of BIg Omics Data) tool, available at https://github.com/LabBandSB/BIODICA. BIODICA implements the protocol of Stabilised ICA to transcriptomic and other omics data. BIODICA provides both a command line and a user-friendly Graphical User Interface (GUI) for high-performance ICA analysis, including bootstraping and further stability analysis. BIODICA is based on previous high-performing implementations of fastICA and icasso algorithms, allowing to boost the ICA computation time by an order of magnitude compared to the existing fastICA implementation in R. BIODICA provides the possibility to run ICA decomposition of several orders and it computes the Maximally Stable Transcriptome Dimensionality (MSTD) measure, which can be used to determining the optimal number of independent components (Kairov et al., 2017) . Moreover, BIODICA provides several tools for downstream interpretation of the resulting metagenes and metasamples. This interpretation includes standard functional analyses such as Preranked Gene Set Enrichement Analysis (Subramanian et al., 2005) and hypergeometical tests using automated ToppGene web-service (Chen et al., 2009 ), but also a built-in database of previously computed metagenes whose biological interpretation was already established. The results of this comparison are summarized in interactive html-based tables and JavaScript-based plots, which greatly facilitate exploration of the results. BIODICA also provides some original ways to analyze the metagenes using projection on top of molecular maps (such as InfoSigMap, (Cantini et al., 2018) ).
A simple example of how to construct an RBH graph using BIODICA interface is provided at http://goo.gl/DzpwYp
NMF dependence from genes' average expression and its possible corrections
Following the reconstruction of the RBH graph (step 2 in Figure 1 ), we observed that the components detected by NMF were strongly biased towards the genes' average expression (see Figure S2 ), i.e. the vector containing the average expression of genes across all the samples of the dataset. This resulted in a RBH graph where most of the metagenes are strongly correlated with each other, which makes the comparison with other MFs impossible.
We thus checked if this effect could be corrected through data normalization. We thus took into account two normalizations that could avoid strong dependences on the average expression levels: (1) simply dividing each row (corresponding to a gene) by its mean value and (2) normalizing the matrix to doubly stochastic matrix using using Sinkhorn-Knopp algorithm (Sinkhorn and Paul, 1967) . Both normalizations set the mean value of each gene equal to one.
We then considered the 14 CRC datasets employed in the paper as a test case and we investigated:
I. The impact of the normalizations (1) and (2) The code used to perform the tests is available at https://github.com/sysbio-curie/Sinkhorn-Knoppnormalization I. We first concluded that the correlation to the average gene expression profile is diminished after both normalizations even though the absolute values of correlation remained significant at the level of 0.2 ( Figure S10A ). However, both normalizations lead to significant relative increase of the variance of those genes having small expression values before normalization ( Figure S10B ) which were in the end found to drive the NMF components ( Figure S10C) .
II. We then tested the impact of normalization (1) on the reproducibility of the NMF components using the RBH graph for the metagenes computed after normalizing the data matrices. The number of RBHs that we identified between the NMF components in CRC after normalization is 935, much lower than the 2900 of sICA and also of the 1673 obtained for NMF without normalization after regressing out the average expression from the metagenes. The results of such NMF application thus appeared to be much less reproducible than a standard NMF which usually does not require any specific data matrix normalization (Lee and Seung, 1999) . This result is not surprising given our observation that the components of NMF in this case are driven by low expressed genes.
We conclude that normalizing NMF on unity mean can be applicable only after selecting genes with sufficiently high average expression. Since in our comparison, we used all the genes in the expression matrix, we can conclude that such normalization is not desirable in our study.
Biological interpretation of the communities obtained in the RBH graph
We characterized the communities obtained in the RBH graph with all the available biological annotations: MSigDB signatures (Liberzon et al., 2011) , cell types signatures (Aran et al., 2017) , tissue-specific Transcription Factor (TF)-target associations (Marbach et al., 2016) , ToppGene (Chen et al., 2009) , the clinical annotations available for the various transcriptomic datasets, the CMS and CRIS subtypes (Guinney et al., 2015; Isella et al., 2017) and finally the cell types associations available from the single-cell RNAseq data (Li et al., 2017) .
We employed the metasamples of all the components contained in a community to test the association with clinical, CMS and CRIS annotations. We tested the significance of such annotation by performing a two-sided Wilcoxon or Kruskal-Wallis depending if the comparison was involving two classes (such as gender) or more than two (such as the 4 CMS subtypes), respectively. If a community contained a single-cell derived component we tested its association with a specific cell type with a Kruskal-Wallis test. We considered as significant those tests having a Benjamini-Hochberg corrected p-value lower than 0.05.
For all the other biological annotations involving genes we employed the metagenes contained in each community. We associated to each community of the RBH graph a "consensus metagene" corresponding to the average of all the metagenes contained in the community, paying attention to first concordantly orientate all the metagenes of the community based on the signs of their correlations. We then used Preranked GSEA with MsigDB signatures to test the association of our metagenes with specific pathways and biological functions (Subramanian et al., 2005) . We then defined as topcontributing genes of a community those genes having a weight in the consensus metagene higher than 3 standard deviations in absolute value. We tested for the intersection of the top-contributing genes with cell types specific signatures using a Fisher's exact test and we applied ToppGene to them. Finally, to detect possible TFs regulating the communities we used the tissue-specific TF-target associations in (Marbach et al., 2016) and tested for the presence of a TF and a significant number of its targets (according to a Fisher's exact test) in the top-contributing genes of each consensus metagene.
Given that a "consensus metagene" has been employed for the biological annotation of the communities belonging to the RBH graph, we then also checked if the individual metagenes contained in the annotated communities were also consistently also enriched in the same biological process. We here report, as an example of enrichment analysis, 3 communities present in the RBH graph of sICA and annotated as: gender, CAFs and B-cells.
• The gender community contains components from 14 datasets. The association of this community to gender is evident both at the metagene and metasample-level. Concerning the metagenes, all the 14 components present in this community (IC1_GSE20916,  IC2_TCGACRC-GA, IC1_FRENCH, IC1_GSE37892, IC1_GSE33113, IC1_TCGACRC-HI,  IC1_GSE13067, IC1_GSE17536, IC1_GSE2109, IC1_GSE13294, IC1_GSE35896 , IC23_GSE41258, IC2_GSE23878, IC2_GSE59857) were found to be enriched in Xp22.3 chromosomal location (average Benjamini-Hochberg corrected P-value 10 -10 ) and the MsigDB C2CGP signature "genes that escape X inactivation" (average Benjamini-Hochberg corrected P-value 10 -15 ). To test the same association at metasample-level, we considered 9 of the 14 metasamples, given that for 5 datasets we had no information concerning the gender annotation of the samples. An average Benjamini-Hochberg corrected P-value of 10 -20 was obtained when applying the Wilcoxon test to evaluate the significance of the association of the 9 metasamples with the gender annotation.
• The CAF community, also associated to the CMS 4 colorectal cancer subtype, contains 14 components (IC15_GSE20916, IC7_GSE13067, IC31_GSE37892, IC7_GSE13294,  IC1_GSE23878, IC3_GSE35896, IC64_GSE41258, IC8_GSE33113, IC50_TCGACRC-HI,  IC24_TCGACRC-GA, IC32_GSE17536 , IC40_FRENCH, IC27_GSE2109, IC61_GSE59857) plus component IC29_GSE81861_tumour coming from the scRNAseq dataset GSE81861. At metagene-level all the 15 components were enriched in ECM associated pathways according to MsigDB GO. It was investigating the metasample associated to 'IC29_GSE81861_tumour' corresponding to the single-cell RNAseq component that we could finally associate the community to CAFs due to a Kruskal-Wallis test with a Pvalue of 10 -18 (see Figure S9A) . Moreover, at the metasample-level all the 15 components are associated to the CMS4 subtypes with an average Benjamini-Hochberg corrected P-value of 10 -9 according to the Kruskal-Wallis test.
• The B-cells community contains 12 components (IC4_GSE17536, IC3_GSE20916,  IC4_GSE35896, IC35_GSE41258, IC8_GSE23878, IC4_GSE33113, IC2_FRENCH,   IC2_GSE37892, IC2_GSE13067, IC4_GSE13294, IC9_TCGACRC-GA, IC2_GSE2109) plus components IC38_GSE81861_tumour, IC63_GSE81861_normal coming from the scRNAseq dataset GSE81861. All the obtained components in MsigDB GO terms connected to immune and B-cells-specific functions: "B cell receptor signaling pathway", "B cell mediated immunity" (average Benjamini-Hochberg corrected P-value 10 -5 ). Moreover, the metasamples IC38_GSE81861_tumour and IC63_GSE81861_normal, corresponding to the single-cell RNAseq components, resulted to be associated to B-cells according to the Kruskal-Wallis test with a Benjamini-Hochberg corrected P-value of 10 -11 and 10 -8 , respectively (see Figures S9B-C) .
Effects of subsampling on the reproducibility of MF components
We evaluated the stability of the five MF approaches (sICA, ICA, ICA', NMF, PCA) to subsampling. In particular, we considered the TCGA-GA dataset (see Table S1 ) as test case and, for each MF, we performed 40 runs by eliminating at random 10% of the samples. Using then the RBH graph we evaluated how strongly the factors obtained in different runs are reproduced. The obtained RBHs are summarized in Figure S3 . The number of RBHs connecting components obtained from different subsampling runs is 54880 for sICA, 41546 for ICA, 41376 for ICA', 42212 for NMF and 40911 for PCA. Moreover, to measure the different topological structures present in the various graphs in Figure S3 , we considered the clustering coefficient, obtaining 0.850 for sICA, 0.552 for ICA, 0.8 for ICA', 0.391 for NMF and 0.385 for PCA. To have an idea of the topological characteristics captured by the clustering coefficient, the reader can refer to Supp Text 2. Overall, concerning subsampling, sICA proves substantially more stable results in respect to other MF approaches. Figure 4 : R^2, BIC, AIC, P percentage of components in the community with a significant regression and dimension of the corresponding community. Figure 5 . Communities have been obtained using MCL on the sICA PBH network, these communities are numbered with integer values and their number is reported in the first column. The second column reports the short name of each community, corresponding to the biological process most significant in the community. In the third column, the four main sources of the identified biological factors are reported. Several biological factors strongly associated with a community corresponded to mutations found in colorectal cancer (column 4). Several communities were strongly associated with a subtype of colorectal cancer described in (Guinney et al. 2015 ) (CMS1, CMS3, CMS4) or in (Isella et al. 2016 ) (CRIS-A, CRISB, CRIS-C, CRIS-D, CRIS-E) (column 5). For several communities, the most contributing genes correspond to target genes of a transcription factor (column 6). Several communities have been found in other cancers and described in (Biton et al. 2014) . In this paper, the communities were named CIT-X. Finally, in column 8 the presence of the community also in single-cell, PDX and liver metastasis is annotated. 
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