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A b s t r a c t
Automatic text categorisation is a major challenge for information retrieval, information 
extraction, and semantic web projects. The categorisation o f texts depends on the 
‘meaning’ o f the individual texts -  texts sharing the same meaning should be categorised 
together and those w ith different meaning w ill be categorised separately. This is an 
intelligent task and requires the knowledge o f a given domain and expertise in text 
categorisation. Meaning is expressed by using keywords in a specialist domain; these 
keywords can change over time and new keywords are added and old ones removed. I 
present a method where keywords are extracted automatically from large collection o f 
texts and the keywords are then used to train neural computing systems -  in a lim ited way 
the systems Team’ to categorise. A  number o f different techniques o f extracting 
keywords are presented. The keywords were extracted using the traditional t fd f  metric, a 
technique used in contrastive corpus linguistics -  weirdness; multi-word compounds have 
been used as well as vectors for text collections. For Teaming’ algorithms, we used the 
unsupervised self-organising maps and the supervised support vector machines -  both 
have been used for the purposes o f dimension reduction that is mapping from a high­
dimensional feature space to a lower dimensional without much loss o f accuracy. The 
performance o f such systems is evaluated through classification accuracy and average 
quantisation error. Three large text collections were used for training and testing -  the 
TREC-AP news wire, the Reuters RCV1 and streaming news from Reuters Financial — 
the focus o f the experimentation was on financial news. An archetype was developed 
that incorporates text analysis, terminology management, neural computing and feature 
vector generation systems. A  novel evaluation scheme is reported where a vector o f 
randomly selected words from a text collection is used as a baseline. The other 
comparisons are between systems trained by different techniques and with different 
learning algorithms. The key results include the- classification accuracy is highest when 
the compound terms are chosen for creating vectors -  the compounds were extracted 
automatically - however, when a terminology-based method was used to create vectors 
the single words from this method appear to be a better vector for training. The results o f 
the experiments are encouraging. W ith further research, improvements in quantitative 
performance can be expected in the future.
S y n t h e s i s
The work presented in this thesis has original contributions in the following areas:
1. A method:
a. for the automatic compilation o f keywords, especially compound terms, in 
a specialist domain, from a corpus o f randomly selected texts, for creating 
a thesaurus for indexing documents;
b. for creating text vectors from a range o f thesauri, existing terminology 
databases and automatically created term bases:
c. That uses collocation analysis to automatically select significant 
compounds: the head o f the compound is also automatically selected from 
a profile that is generated from a randomly selected corpus;
2. A case study:
a. for comparing the effectiveness o f different information retrieval metrics, 
tfid f for instance, in creating vectors and subsequently categorising texts
b. for demonstrating the effectiveness o f two major learning algorithms -  the 
unsupervised self-organising maps and the supervised support vector 
machine (SVM);
c. for quantifying the effectiveness o f the two different types o f data sets that 
were used: the carefully selected data sets (TREC-AP and RCV1) and 
open news streams (Reuters Financial News);
3. A  method for cross evaluating the effectiveness o f different vector 
representations and different learning algorithms by using two ‘baselines’ : high- 
frequency key words in a training corpus and randomly selected words from the 
coipus.
4. Key results which show that:
a. systems trained w ith text vectors constructed from the commonly used 
information retrieval metric tfid f perform worse than vectors constructed 
based on a contrastive linguistic metric (weirdness) or by using compound 
words rather than single words.
b. an optimal vector size is to be used for training text categorising systems: 
an empirical study based on the comparison o f precision/recall o f vectors
o f different sizes (3n, where n = l, 6), suggests that n=4 or 5 gives the best 
accuracy and times; n<3 are quicker and n>5 leads to poor accuracy.
c. classification accuracies o f over 90% can be obtained using self- 
organising maps
5. Most significantly, an archetype computing system for text categorisation system 
FeSe was developed. This system can:
a. extract single keywords and associated compound terms;
b. create a vector automatically based on various metrics;
c. interface to externally developed programs -  one for self-organising maps 
and another for support vector machines -  for training a system that w ill 
learn to categorise;
d. Compute classification accuracy for a test collection.
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Contributions:
Time Topic Current state Contribution
2001-2002: Study terminology; 
Terminology as a 
translation aid.
Terminology systems 
provide basic data 
and humans 
(translators) interpret 
data into knowledge; 
Terminology Data 
Models.
Mapping o f knowledge 
associated w ith terms 
onto term attributes 
(entry, definition, 
context, and domain).
2001-2002: Establish the idea o f 
using ‘market sentiment 
word’ to extract the 
information from finance 
news, such as growth, 
up, rise, down, and 
decrease.
This idea was 
developed with my 
GIDA teammate, 
David Cheng.
Analysing financial 
texts and extracting 
market sentiment 
words. These words 
have been contributed 
in the SATISFI system.
2001-2003: Study o f Corpus 
Linguistics; Corpus as an 
aid to study language.
Corpora and corpus 
analysis systems 
provide data for 
humans (linguists) to 
interpret data into 
knowledge.
Mapping o f knowledge 
associated w ith texts in 
a text corpus onto 
meaning segments 
(text type, domain, key 
words).
2003-2005: Automatic use o f terms 
for categorising texts.
Use terms in a temi 
base or extracted 
terms from a text 
corpus.
Developed methods for 
a categorisation system 
based on terminology, 
corpus linguistics and 
data modelling.
2004-2005: Build FeSe system. Test system. Evaluate adaptive text 
categorisation system 
using neural networks 
and other learning 
algorithms.
Chapter 1 Introduction
C h a p t e r  1  
1  I n t r o d u c t i o n
Categorisation is defined as “ Placing in a category or categories; categorisation”  (O xford 
English D ictionary online). The task o f text classification or categorisation is to assign 
documents to two or more pre-defined classes or categories that have been assigned by 
human experts or automatic machines. Text categorisation presents huge challenges due 
to the use o f large number o f existing text documents. In recent years, a growing number 
o f statistical and machine learning (M L) algorithms have been applied to document 
classification, but they s till have suffered from major drawbacks that lim it their practical 
performance.
The news provider, Reuters TM1 produces over 6,000 news stories a day. This large 
volume o f news stories shows the need for an effective document classification system 
and perhaps a document visualisation system that could classify news articles according 
to the nature o f news content and visualise the classes o f these news articles. In the early 
years, an expert system called CONSTRUE was developed to classify text according to 
rule bases that needed to be updated manually by human experts (Hayes and Weinstein, 
1990). The updating system required a large amount o f manpower and was time 
consuming. This problem has led to a great deal o f research into text categorisation with 
the aim o f building a more robust categorisation system. W ith this research, the aim is to 
improve text categorisation performance accuracy by introduced a novel method to 
combine domain knowledge o f extracted terms from textual corpora and an existing 
terminology dictionary, to our text categorisation algorithm. Further aim is to build a text 
categorisation algorithm that has the ability to learn the domain knowledge o f extracted 
terms from existing pre-classified texts, and automatically update free text into these pre­
classified texts. An algorithm was developed to extract key terms by their domain as 
represented in the terminology database. We believed the use o f domain representing
1 http://about.reuters.eom/researchandstandards/coipus/statistics/index.asp#swp [Accessed 170ctober 2005]
- 1 -
Chapter 1 Introduction
would improve the text categorisation accuracy and would enable text classification to 
classify texts in the arbitrary domain texts. To accomplish the goal, a robust machine- 
learning framework was developed. The framework included:
• tools to transform documents and convert them into a format suitable for the 
machine learning algorithms
• pre-processing that cleans the document data
• feature vector selection algorithms
• machine learning algorithms
• methodologies for evaluating classifier performance
A  system, called FeSe was implemented in Java programming language. The FeSe 
system transformed texts to feature vector according to several feature selection 
algorithms and term weighting methods. This system also includes the terminology 
database for constructing vectors.
1 . 1  R e l a t e d  w o r k
The scope o f this thesis covers a variety o f fields, ranging from information extraction, 
information retrieval, machine learning, terminology and corpus linguistics. This section 
o f related work discusses the primary work, used thesaurus and domain-specific natural 
language processing (NLP) to improve performance in text categorisation. Jacquemin 
(2001:9) states that ‘terms are extracted from textual corpora for two applications: 
knowledge acquisition and automatic indexing. Both o f these applications are slightly 
different but they share many features’ . A  ‘term’, for us, is mainly used as an index to 
represent the content in the text documents. Most research in information retrieval uses a 
set o f terms or phrases as a means for assigning descriptors to documents. Terms can.be 
single-word terms, multi-word terms, phrases or even conceptual indexes. This research 
discusses both the use o f single-word terms and multi-word terms to represent the content.
A  study by Luhn (1958) suggested that index terms represent knowledge contained in the 
text patterns and their relationships. The significance o f a concept o f an object is directly 
proportional to the frequency o f use o f the word associated w ith the concept in the 
document. The occurrences o f typical words or controlled language index can include
-2-
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terms from a subject thesaurus, broad subject headings and classification codes as 
referred to in text categorisation. A  thesaurus like WordNet has involved in the document 
indexing creation in the text categorisation where the WordNet provide the general- 
domain lexical semantic information o f each index. The WordNet relation is useful for 
referring to original core relations: synonymy, polysemy, hyponymy, and for the 
semantic relations o f word functions: noun/verb pair relationship or domain and topical 
term relationship or even disambiguation o f terms in domains. The WordNet thesaurus 
has been researched in terms o f ‘extract and retrieve’ feature properties: lexicon semantic 
nets and ontologies. The contribution o f WordNet used for text representing can be seen 
in works produced by Chua and Kulathuramaiyer (2004) and Hung, Wermter and Smith 
(2004). Although, the use o f the thesauri to create term indices may solve the problems 
o f the semantic ambiguity o f terms and the problem o f the d ifficu lty in using an index in 
generic searches, but up to now the lexical information o f the WordNet has usually been 
manually acquired and implemented.
A  number o f research groups have interested in automating the knowledge acquisition 
step to give opportunities in machine learning using arbitrary domain texts. Most 
research efforts in this area attempt to automatically construct thesauri and acquire the 
knowledge o f textual patterns involved in text categorisation included R ilo ff and 
Lorenzen (1998). They introduced a text categorisation algorithm that extracts patterns 
and semantic features associated w ith the given lexical items. A  pattern extraction 
system, named AutoSlog-TS, was built to represent domain-specific relationships. They 
claim that a text categorisation system can be built using only pre-classified texts as input 
and it can benefit from domain-specific natural language processing, which provides 
domain knowledge, syntactic and concept analysis. However, the algorithm relied on 
pre-classified text, which has to have prior-annotated domain knowledge. The R ilo ff and 
Lorenzen’s work present the important o f using domain-specific natural language 
processing in the text categorisation area. In order to extract key terms and their semantic 
information, such as domain knowledge o f each, from corpus, the terminology dictionary, 
which provide the semantic relation information o f term in the special language text are 
involve in this research.
Furthermore, instead o f building a thesaurus to retrieve terms and their semantic 
information for document index creation, a finely classified terminology dictionary,
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known as a special language knowledge base, is used. An interest in this research is 
automating knowledge acquisition from the domain-specific terminology dictionary and 
special language (SL) text to create term lists for the indexing task in the text 
categorisation. Many terminology-engineering processes involve the task o f automatic 
terminology extraction. The terminology o f a given domain is organised and maintained 
in a terminology database where terms or concepts had to be identified and organised 
following the terminology standardisation organisation, i.e. the International Association 
o f Terminology. These processes can be seen as a starting point for compiling 
terminology dictionaries.
Conversely, information retrieval requires automatic indexing techniques, and machine- 
learning applications concerned w ith automatic classification o f text often require feature 
vectors that describe the contents o f a given text. These feature vectors consist o f a set o f 
index terms together w ith weights indicating their importance. As another aim o f this 
research attempts to use a terminology resource to organise texts and the analysis o f 
terminology database model is for term and domain knowledge o f the tenn extraction, 
combining the tasks o f terminology extraction and automatic indexing feature selection 
can be seen in this work. The advantage o f using terminology knowledge in feature 
selection is that reduces ambiguation o f terms, simplifies or explains topical tenn 
relationships and leams domain knowledge o f tenns through the special language text, h i 
addition, terminology knowledge can be adapted for use in text categorisation techniques. 
Because o f the specialism o f the content in finance news texts, the terminology 
knowledge can be used to identify a domain for the text through the term used in these 
texts. However, to manage and organise the terminology data, a terminology database is 
required. Language engineering and terminology w ill be introduced to explain the basic 
idea o f how terminology and language processing can be used in the term extraction in 
the information extraction. Then, a financial terminology database is analysed in terms o f 
how to identify good key terms to represent the text in the text categorisation.
1.2 Scope
We attempt to apply a domain specific dictionary, such as a terminology glossary, to the 
feature selection technique. This thesis proposes a heuristic approach to automatic
- 4 -
Chapter 1 Introduction
feature selection for text categorisation. The feature selection is based on the study of 
corpus linguistics and terminology knowledge in domain specific texts.
The goal of this thesis is to:
(a) Explore the use of terminology data to reduce key tenn-number in the vector 
space by given threshold methods. The threshold methods are based on the removal of 
features, whose frequencies are greater than or less than a defined threshold value;
(b) Prove that the feature vector extracted by corpus-based methods will reflect 
language use. The selected terms confirm the existence of ‘new’ words using either (i) 
existing terminology databases or (ii) a frequency of words basis;
(c) Help users visualise and manage a large number of documents. We provide 
frameworks, which can be applied to any type of textual documents.
The hypothesis is that it is possible to categorise text automatically in an arbitrary domain 
by using an adaptive terminology database (TDB). The qualifier adaptive in adaptive 
TDB suggests that unlike existing terminology databases, which require manual updates, 
the TDB can be updated automatically by a systematic use of a coipus of text in a domain. 
Our adaptive approach relies on a computer-based method for identifying candidate terms. 
This approach is essential for domains where there is a steady stream of texts and where 
the texts may belong to many (sub-) domains or even to emerging (sub-) domains. A 
conventional terminology database relies on a stable domain with fixed sub-domains.
Automatic categorisation systems cannot be built on such assumptions, hence our 
adaptive approach. Using a terminology database to categorise text might improve the 
results when compared with other text categorisation techniques that are based on key 
words appearing in the text, or that use statistical methods. The categorisation techniques 
in this study, not only use key words and statistical methods, but also apply knowledge of 
terminology, the knowledge that terms are used relative to other words in a different 
manner. This difference helped us to extract the domain knowledge of each text 
document.
A further aim of our research is to evaluate our method by using two existing text 
categorisation systems, both supennsed and unsupervised machine learning, to classify 
text. We used unsupervised machine learning, self-organizing maps (SOM) and
-5 -
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supervised machine learning, support vector machines (SVM) for evaluation, because 
both machine learning methods shown great promise and revealed encouraging 
performance in Kohonen, Kaski, Lagus, Salojarvi, Honkela, Paatero and Saarela, 2000; 
Hung et al, 2004; Joachims, 1998; Yang and Liu, 1999 and Forman, 2003. The classifier 
can automatically leam to classify, based on our term representing algorithm. This thesis 
provides the results of our investigations, both theoretical and experimental, addressing 
certain aspects of feature vector selection. The algorithms we developed were tested in 
the field of text categorisation and this enables us to evaluate the effectiveness of our 
index.
1 . 3  O v e r v i e w
In this section, we analyse the text categorisation in real life by performing sample 
experiments based on the Reuters news stream. The problem of topic code redundancy 
and the overwhelming amount of news text, published daily are major problems for the 
classifiers. Our challenge is to solve the redundancy of news texts based on the 
terminology and provide the automatic text categorisation system for real world use such 
as the Reuters news stream.
In chapter 2, the methods for generating indexes adopted by several researchers are 
discussed in terms of content-based extraction, including their advantages and 
disadvantages. The purpose is to understand how text is represented by indexes using in 
information retrieval researches and in text feature selection researches. There are 
several approaches to indexing as used by different researchers, but we will give 
background details of our work only.
Some of the important techniques for feature selection used in both information retrieval 
and text categorisation are discussed in chapter 3. The discussion reviews recent research 
that uses corpora for feature selection including a framework for text feature selection 
that uses corpus linguistic and the methods of terminology knowledge extraction.
In chapter 4, the extracted feature vectors are trained by different classifiers, supervised 
and unsupervised methods. To identify the best text feature for different kinds of
Chapter 1 Introduction
classifiers, different methods of vector selection are compared and evaluated. All 
experiment results are reported and discussed in this section. Different algorithms for 
text feature selection are evaluated by using different classifier algorithms; self- 
organising maps (SOM) based on Kohonen’s algorithm and support vector machine 
(SVM) are chosen to classify a sub-set of text from Reuters text collection (RCV1) and 
TREC-AP including Reuters financial news streams in our experiments.
In chapter 5, the achievements of our work will be discussed, based on feature selection 
for text classification. Limitations of using terminology data and suggestions for future 
research will also be discussed in this chapter.
Chapter 2 Motivation and Literature Review
C h a p t e r  2  
2  M o t i v a t i o n  a n d  L i t e r a t u r e  R e v i e w
The classification of real and abstract objects is invariably linked to systems of concepts 
used in the description of these objects. The current fashionable term ontology, which is 
used to refer to a system of concepts and a system of terms used in a given discipline. 
There are ontological engineering systems that can operationalise one or other of these 
systems or both.
The classification of news stories in a special domain of human interest requires an 
understanding of the conceptual structures and systems underpinning the special domain 
together with the terms that are currently used in the domain. News by its very definition 
sometimes brings reports about newly discovered objects -  both real and abstract. The 
novelty is the result of the revision of knowledge in the domain or the result of new 
knowledge: the novelty, for us, is reflected in the choice of terms. Novelty also leads to 
the revision of existing thesauri -  a task that is largely undertaken by human beings.
The question here is this: whether or not terminology databases can be updated 
automatically in terms of the lexical and conceptual content of the databases, hr order to 
examine this question we will consider first how news stories are classified by Reuters -  
the world’s largest provider of news stories. We show that the classification system is 
detailed and is subject to change -  we describe two generations of the Reuters’ 
Classification ‘Codes’ (Section 2.1) and show how the codes are used in a creative and 
somewhat arbitrary manner. The codes may or not reflect the various domains the codes 
are expected to codify, but the conceptual organisation of such codes is rather difficult to 
understand. However, work in the field of terminology database management emphasises 
the need for clarity in the statement of concepts and in the accuracy of terms and their 
associated structures. We describe two major (multi-lingual) terminology models 
developed essentially for supporting human translators: these models comprise entities -
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names of terms and concepts- and relationships that are manually specified either by an 
explicit entry or through (hyper-) linking terms (Section 2.2). We illustrate the discussion 
of terminology models by describing an empirical terminology system 
(Investoi-words.com) that was developed for use by the financial services industry. We 
have studied the terminology of a number of other domains in their specialist lexicon 
(from dance to nuclear physics) and found that in all of the specialist lexica and in 
Investorwords.com, there is a dominance of two-word terms over single and multi-word 
terms. This information is quite important in that typically indexing systems use single 
words and multi-word terms are seldom used -  perhaps due to the higher specificity of 
such terms and perhaps because it is not easy to identify such terms. In Section 2.3, we 
discuss our findings about the specialist lexica and distribution of terms; we conclude that 
one can cheek on the coverage of specialist lexica by computing the ratio of single-word 
to multi-word terms -  the ratio is usually 1:2. We then go on to discuss aspects of 
coipus-based terminology where text corpora are used for the extraction of terms. Our 
method of terminology extraction is based on the notion that the repetitive use of a word 
usually indicates its acceptability in the specialist domain. We describe how a small 
number of (candidate) terms form the ‘backbone’ of the terminology o f a given domain -  
we use a statistical technique -  weirdness - to determine which of the candidate terms 
will be retained. From there on, we find the collocation patterns of these terms and select 
candidate compound terms based on statistical criteria developed by Smadja and others 
(Section 2.4). The compound terms also help in discerning the conceptual structure of the 
domain. We will go on to show that vectors constructed using compound terms, when 
used to train a text classification system, perform better than systems trained using single 
terms. Following the conclusions to this chapter in Section 2.5, we go to discuss the 
construction of vectors using compound terms in detail in Chapter 3.
2 . 1  A  N o t e  o n  P r o b l e m s  o f  T e x t  C a t e g o r i s a t i o n
Our first steps were to identify the reasons for problems in the area of text categorisation. 
Problems can arise in the text categorisation when computers perform categorisation 
tasks in the real world; this because computers are expected to categorise text based on 
human knowledge (Rose, Stevenson and Whitehead, 2002). Perhaps one can say 
computers are trained by humans to recognise all or some human knowledge from text
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and perhaps the computer needs to learn to adapt this knowledge for categorising texts in 
reality. There is a famous example of a text categorisation system, which is based on the 
domain-specific rules, called CONSTRUE, an expert system developed at the Carnegie 
Group. The system was reported with 90% of the relevant effectiveness measures: recall 
and precision. Although the system can work quite well, the domain-specific rules are 
manually applied to the system (Hayes and Weinstein, 1990). This is an example of a 
categorisation system that requires knowledge from human experts to apply the rules to 
the system. The system relies on the manual input of the rule and the domain experts, 
which makes it costly, labour-intensive, and time consuming.
One key problem in text categorisation is the identification of categories in the first place. 
It appears that this is either ail expert task, as in CONSTURE, or undertaken pragmatically 
as in the case of newsvendors. Let us look at the case of Reuters news service, which is a 
24-7 operation with a stream of stories in a range of topics2. This case study aims to 
understand how the Reuters newsvendor copes with a large amount of information, such 
as news articles and how these news items are stored and organised according to news 
content.
We explored Reuters topic codes and looked at news reports published during 16-19th 
February 2004 (15,451 news items). The collection of news stories were analysed in 
terms of: the volume of news stories published in each day; the distribution of topic codes 
per news item; and, the top topic codes in the collection. A large number of news stories 
are reported and sent through the Reuters news stream everyday. The highest volume of 
news articles published was on 17 February 2004, when 4,477 news articles were 
published out of a total of 15,451 published throughout the sample period (or 29%). The 
lowest volume day was 18 February 2004 when less than 2,500 news articles (or 16.19%) 
were published (see Figure 1). Although the news articles were collected for only a few 
days, it can be seen that a very large number of news stories are published daily and this 
sheer volume makes it difficult to document the articles manually.
2 Note that the use of the terms topics or domains, or categories are used interchangeably in this report.
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------------------------
---------
16 Febuary 2004 17 Febuary 2004 18 Febuary 2004 20 Febuary 2004
Date
Figure 1: Number of news stories during 16-19 February 2004
We then investigated the distribution of the topic codes that are annotated into the news 
article. Reuters uses topic codes for identifying the theme of each news article, for 
example, the topic code ‘STX’ represents stock market news, ‘RET’ for retail news. A 
few key examples are shown below.
RES = Corporate Results
BNK= Banking
ELC = Electronic Equipment
DBT = Debt Markets
STX = Stock Markets
RET = Retail
POL = Domestic Politics
RESF = Corporate Result Forecasts
DRU = Pharmaceuticals/Health 
TEL = Telecommunication Services 
EQTY = Equities News 
HEA = Health/Medicines 
ENR = Energy and Resources 
MEAL = Meals and Feeds 
WE A = Weather
We found that the distribution of topics in each news item lies between 0 (no code 
assignment) to 27 codes (see Figure 2). In the sample period (16-17 February 2004), 
over 3,500 news stories (or 24.76%) have 6 topic codes per news item and over 2,500 
news stories (or 17.31%) have 7 topic codes. The average is 5 topic codes per news item, 
whereas over 700 news stories (or 4.81%) have no topic codes: The topic codes of these 
news stories show that Reuters has a wide range of topic codes. The question here is 
whether the classification by Reuters is accurate enough to clarify the class for each text.
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Figure 2: Distribution of topic codes per document during 16-19 February 2004
Let us now look at the distribution of three topics in our sample: Over 9,000 news stories 
(or 11% 5,451) were coded RES or Corporate Results news and over 8,000 news stories 
(or 10%) were BNK or Banking and so on (see Figure 3).
Each of the topic codes discussed has a further sub classification. In all, there are over 
100 sub-topics, which were structured in a hierarchical formation. For example, the 
market (MCAT) topic has sub-topics, which are equity markets (M il), bond market 
(MI2), and money market (M l3). It is also important to stress that the topic codes were 
used in wide subject-domains, depending on the news context. For example, corporate 
results, banking, electronic equipment, debt market, politics, weather, and so on. A 
closer look at these subject-domains suggests that they form 4 groups. First, market 
sectors comprise banking, electronic equipment, energy and resources, meals and feeds, 
pharmaceuticals and health, and telecommunication services. Then, market comprises 
stock markets and debt market. Third, politics includes domestic politics and the final 
group is weather. These divisions from Reuters’ categories might help newsreaders to 
retrieve more appropriate news stories more efficiently.
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Category
RES (Corporate Results) DRU (Pharmaceuticals/Health/Personal Care)
BNK (Banking) TEL (Telecommunication Services)
EEC (Electronic Equipment) EQTY(Equities News)
DBT (Debt Market) HEA (Health/Medicines)
STX (Stock Markets) ENR (Energy and Resources)
RET (Retail) MEAL (Meals and Feeds)
POL (Domestic Politics) WEA (Weather)
RESF (Corporate Result Forcasts)
Figure 3: Top topics codes of news stories during 16-19 February 2004
These topic codes are used in routing the stories to the end-users who may have asked for 
stories related to the topic codes. In an information retrieval system, each document will 
be assigned a set of keywords or indices and users with queries comprising the keywords 
will be able to retrieve the text. One might argue that the topic codes may be related to 
the keywords of each domain. Let us consider two Reuters news stories (see Figure 4 
and Figure 5) that outline this relationship.
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< ?x m l versio n ="1.0 " e n co d in g ="iso -8 8 59-l"  ? >
:  <new sitem  ite m id = " 4 112 1"  id="root" d a te = "17  FEB 2004 17 :3 6 "  x m l:lang ="en"> 
<headline>Toronto stocks edge higher as metals offer boost</headline>
^  < te x t>
<p>TO RO N TO , Feb 1 7  (Reuters) -  A rally among base metals issues helped keep Toronto 
stocks perched in positive territory at m idday on Tuesday, while optimism for next week's 
bank earnings added su p p o rt.< /p >  < p > T h e  Toronto Stock Exchange S& P/TSX  composite 
index < .G S P T S E >  was up 28 .4 7  points, or 0.33 percent, at 8 ,7 7 5 .9 8 .< /p >
<p>"W e're getting a lot of help from the base metals as the price of copper, zinc and lead 
are reaching several-year highs," said Joe Ism ail, an analyst with Maison Placements Canada 
L td .< /p >  <p>"But, in m y opinion, the strength that's holding the m arket is the banks, 
which begin to report their first-quarter earnings next w eek."</p >
< p > T h e  m aterials sector was up 1 .4  percent to lead all sectors, while the information 
technology group followed with a 0.5 percent gain. Five of the TSX 's 10  subindexes were 
h ig h e r.< /p >  <p>Falconbridge Ltd. < F L .T O > , which was scheduled to meet with its union 
on Tuesday to discuss how to end a strike at its Sudbury operations, was up 66 Canadian 
cents, or 2 percent, at C $ 3 3 .2 6 , while Inco Ltd. < N .T O >  rose 64 Canadian cents, or 1 .3  
percent, to C $ 4 9 .3 4 .< /p >  <p>W ith  the big banks slated to start reporting first-quarter 
results next week, the influential financials index was ahead 0.35 percent at m id d a y .< /p >  
<p>Toronto-Dom inion Bank < T D .T O >  was up 24 Canadian cents, or 0.5 percent, at 
C $ 4 5 .2 0 , while Canadian Im perial Bank of Com m erce <CM .TO > rose 35 Canadian cents, or 
0.5 percent, to C $ 6 7 .0 0 .< /p >  <p>Loblaw  Cos. < L .T O >  shares dropped 80 Canadian cents, 
or 1 .2  percent to C $ 6 4 .10  as Canada's largest grocery chain reported a quarterly profit that 
missed e stim a te s .< /p >  < p > ( $ l= $ 1 . 3 1  Canadian) ((Reporting by Franco Pingue, editing by 
Rob W ilson; frank.pingue@ reuters.com ; Reuters Messaging: 
frank.pingue.reuters.com @ reuters.net; (4 16 ) 9 4 1-8 0 9 4 ))< /p >
Reuters Topic Codes
< /te x t>
<to p ics>S T X  MET GOL GDM CA BNK FIN FOD RET LEN R T R S < /t o p ic s > ^
</n ew sitem >
Figure 4: First sample news article from Reuters
The above news item has been assigned the following topics codes: stock (STX), metal 
(MET), gold (GOL, GDM), banking (BNK), finance (FIN), food (FOD), retail (RET), 
English language (LEN) and Reuters (RTRS). The country code is Canada (CA). Table 
1 shows the comparison of topics codes from Reuters and Investorwords dictionary. The 
criterion of comparison of the topics is concerning the terms, which appear in the news 
article.
Table 1: Exclusive to Investorwords
Topics Elaboration Investorwords.com
Category
STX V V
MET V X
GOL/GDM V X
CA V X
BNK V yf
FIN V X
FOD V X
RET yf X
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W h a t  ab o u t the term s, b o th  s in g le  a n d  c o m p o u n d  in  the te x t? O n e  c a n  id e n tify , e ith er  
m a n u a lly  o r (s e m i-)a u to m a t ic a lly , a n u m b e r o f  term s an d  b o th  s in g le  a n d  co m p o u n d  
term s that a p p ear in  a  d o m a in -s p e c if ic  te rm in o lo g y  d atab ase s u c h  as Investoiivords.com 
( T h is  d atab ase  is  d is c u s s e d  in  m o re  d e ta il in  C h a p te r 3 ). T a b l e  2  illu stra te s  the  
d is tr ib u tio n  o f  k e y w o rd s  a c c o rd in g  to d o m a in s  in  the te rm in o lo g y  d atab ase:
T a b l e  2 :  E x c lu s iv e  to Reuters
keywords Investorwords.com
base metals X
copper X
zinc X
lead X
composite index X
material sectors X
information technology X
financials index X
grocery chain X
earnings yf
composite V
stock yf
bank yf
rally J
profit J
quarterly yf
T h e  k e y  term s in  T a b l e  2  are u se d  fo r re p re se n tin g  the in fo rm a tio n  w it h in  the text. S o m e  
o f  these term s ap p ear in  the te rm in o lo g y  d atab ase. T h e re  are tw o re le v a n t d o m a in s : the  
stocks an d  the banldng d o m a in , b o th  o f  w h ic h  c o n ta in  k e y  term s that e x ist  in  the  
te rm in o lo g y  d atab ase  a n d  are re le v a n t to the R e u te rs  to p ic  co d e s. T h e s e  term s are  
earnings, composite a n d  stock that c a n  b e  re g a rd e d  as stock d o m a in ; a n d  the term  bank 
c a n  b e  re g a rd e d  as banldng d o m a in  as m a y  b e  o b se rv e d  in  T a b l e  3  b e lo w .
T a b l e  3 :  C o m m o n  c a te g o rie s
Topics and keywords Reuters Category Investorwords.com
Category
Metals: base metals, copper, zinc, lead yf X
Market sectors: composite index, 
material sectors, information 
technology, financials index, grocery 
chain
V X
Stocks: earnings, composite, stock V yf
Banking: bank V yf
Trading: rally, holding the market yf X
Accounting: profit X yf
Earning: quarterly X yf
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In  co n trast, so m e  te rm s (rally, holding the market, profit a n d  quarterly) in  the  
te rm in o lo g y  d atab ase m ig h t b e  u se d  fo r re p re se n tin g  d o m a in s  o f  th is  text, b u t th e y  are no t  
u se d  b y  R e u te rs . S im ila r ly ,  so m e  te rm s u se d  b y  R e u te rs  are n o t fo u n d  in  the te rm in o lo g y  
d atab ase. F o r  e x am p le , base metals, copper, lead, zinc, composite index, and  so on. It  is  
o b se rv e d  that so m e  d o m a in s  u se d  b y  R e u te rs  are u se d  b y  the te rm in o lo g y  d atab ase  in  the  
sa m e  w a y  (stocks a n d  banking d o m a in ), b u t so m e  d o m a in s  (metals, market sectors, 
accounting, trading, a n d  earning d o m a in ) are u s e d  d iffe re n tly .
T h e  sto ry  in  o u r se c o n d  e x a m p le  ap p ears m o re  p r e c is e ly  to h a v e  fe w e r to p ic s : beverages 
and tobacco (BEV), corporate results (RES), food (FOD), corporate results forecasts 
(RESF) a n d  the c o u n try  co d e  is  US (United States o f America).
< ?x m l version="1.0" encoding="iso -8859~r' ? >
-  cnew sitem  item id="62" id="root" d a te = "12  FEB 2004 17 :4 3 "  xm l:lang ="en">
<headline>U PDA TE 2-D ean Foods earnings up, shares rise 4 pct</headline>
^  <tex t>
<p >(A d d s analyst comment, share a c tiv ity )< /p >
< p > C H IC A G O , Feb 1 2  (Reuters) -  Dean Foods Co. < D F .N > , the largest U.S. dairy processor, 
on Thursday said quarterly earnings were boosted by acquisitions and price increases to 
offset rising raw m ilk costs, driving the company's shares up 4 p e rce n t.< /p >  < p > T h e  
Dallas company reported a fourth-quarter net profit of $86.5 million, or 54 cents per 
share, compared with $ 6 3 .1  million, or 4 2  cents per share, a yea r e a rlie r .< /p >  
<p>Stripping out one-tim e item s, plant closing costs and other unusual events, Dean 
Foods said it would have reported earnings of $89.9 million, or 56 cents per share, 
compared with $ 7 5 .5  million, or 49 cents a share, a year e a rlie r.< /p >  < p >A n alysts, on 
average, expected earnings of 54 cents per share, according to Reuters Research, a unit 
of Reuters Group P lc .< /p >
< p >D e a n's results, according to one analyst, allayed investor fears that the company might 
have difficulty raising prices to combat higher m ilk co sts .< /p >  <p >"A  lot of investors 
coming into the quarter thought the com pany would have difficulty passing through 
higher dairy costs," said FTN Midwest Research analyst Christine McCracken, who has a 
"buy" rating on Dean shares and owns none. "Instead, the com pany reaffirmed 
guidance, is fairly constructive on the dairy cost outlook, and continues to outperform in 
its branded b u sin e ss."< /p >  < p >Q uarterly sales rose 1 2  percent to $ 2 .5  billion, helped 
by higher selling prices, increased demand for soy milk, and the acquisitions of Melody 
Farms and Kohler Mix S p e cia lt ie s .< /p >  < p > D e a n  Foods said it still expects first- 
quarter earnings of 44 cents to 46 cents per share and a 2004 pro forma profit of $2 .2 8  
to $ 2 .3 4 .< /p >  <p >A n alysts on average had forecast earnings of 47 cents per share for 
the first quarter and $ 2 .3 2  for the y e a r .< /p >
< p > D e a n  Foods stock was up $ 1 .2 3 ,  or 3 .7  percent, at $3 4 .3 3  in m idday trade 
Thursday on the New York Stock Exchange, after earlier hitting a fresh 52-w eek 
high of $ 3 4 .4 7 .< /p >
< p > r m :/ /  nichola.groom .reuters.com @ reuters.net;< /p >
< p > T e i: + i  646 223  6 o i6 ) ) < /p >  R euters Topic Codes 
< /te x t>  - X *
<tOpiCS>BEV US RES FOD RESF LEN R T R S</to p ics>  ^
</n ew sitem >
Figure 5: Second sample news article from Reuters
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I n  the se c o n d  e x a m p le , o n ly  o n e  c a te g o ry  (corporate result forecasts d o m a in ) that b o th  
R e u te rs  a n d  the te rm in o lo g y  d atab ase  agree o n  sees in  T a b l e  4 . C o n v e r s e ly , m o st  
ca te g o rie s u se d  b y  the te rm in o lo g y  d atab ase  are n o t fo u n d  in  R e u te rs ; fo r e x a m p le , stocJ<s, 
accounting, trading, merger/acquisition, economic, a n d  real estate (se e  T a b l e  5 ).
T a b l e  4 : E x c lu s iv e  to Investorwords
Topics Elaboration Investorwords.com Category
BEV X
RES yf X
FOD yf X
RESF yf yf
T a b l e  5  sh o w s c le a r ly  that the so m e  c o m m o n  cate g o rie s are o n ly  co rp o rate  re su lt  
fo re casts ca te g o rie s w h ic h  sh ares the term  ‘ fo re c a s t’ . H o w e v e r , w e  fo u n d  se v e ra l term s  
fro m  In v e sto rw o rd s , w h ic h  c o u ld  re p resen t o ther ca te g o rie s; fo r e x a m p le , ra tin g , e a rn in g ,  
p ro fit, net p ro fit  an d  so on . T h e s e  te rm s s h o u ld  b e  a lso  u se d  to re p resen t the ca te g o rie s o f  
th is  a rtic le .
T a b l e  5 :  C o m m o n  c a te g o rie s
Topics and keywords Reuters Category Investorwords.com
Category
Food: daily, milk, soy milk V X
Corporate Result Forecasts: forecast V
Stocks: rating, earning X
Accounting: profit, net profit X yf
Trading: 52-week high, New York 
Stock exchange
X yf
Merger/acquisitions: acquisition X yf
Economy: demand X yf
Real estate: closing costs X yf
It  se e m s to u s  these tw o s a m p le  a rtic le s  h a v e  b ro a d  ra n g in g  to p ic s ; h o w e v e r, the first  
a rtic le  re la te s to the T o ro n to  e c o n o m y  in  g e n e ral, w h ile  the se c o n d  a rt ic le  re la tes to the  
c o m p a n y  share. H o w e v e r , it  is  im p o rta n t to no te that the d o m a in (s )  a ss ig n e d  to a  text are  
s u b je c tiv e  g iv e n  the o p in io n s  o f  d iffe re n t experts. F o r  e x a m p le , fo r the first  n e w s a rt ic le  
so m e  re ad ers m a y  a s s ig n  a  p a rt ic u la r  n e w s a rtic le  to se v e ra l to p ic s  o r d o m a in , e.g. tra d in g  
sto ck , w h ils t  others m a y  a s s ig n  the sa m e  n e w s a rtic le  to the base metal market sector 
d o m a in . It  is  n o t c le a r  h o w  la rg e  n e w s v e n d o rs , l ik e  R e u te rs , a s s ig n  d o m a in s  o r to p ic s  to  
n e w s a rt ic le s , a n d  it  is  a  d iff ic u lt  ta sk  to a s s ig n  d o m a in s  fo r a  n e w s a rtic le  in  the re a l 
w o rld , as the e x a m p le s  h a v e  sh o w n .
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Correspondingly, a wordlist was generated for the first and the second sample text. The 
most frequent words are recorded according to the word frequency in the text. The 
automatic extraction o f terminology can be demonstrated by carrying out a cumulative 
frequency analysis o f single words. Table 6 illustrates the cumulative distribution o f the 
50 most frequent single words in the two texts.
Table 6: Frequency distribution of the 50 most frequent words in the first and 
second example news from Surrey stock market news corpus. Open class words 
(OCW) are indicated with bold typeface.
Rank The first news article The second news article Cum.
1-10 to,the,percent,Canadian,or,at, was,reuters,a the,of,and,a,share,cents,to,reuters, 
dean,on
>25%
11-20 c,cents,toronto,of,while,up,with,pingue,as,
bank
per,earnings,or,foods,company,by, 
quarter,said, costs, million
>10%
21-30 week, next,ltd, metals, com, frank, by, 
reporting, that, Canada
groom,nichola,earlier,percent,up, 
year,for,milk,higher,dairy
>8%
31-40 rose,midday,index,quarter,first,banks,its, 
tuesday,on,which
shares,analyst,have,s,com,net,stock, 
thursday,in,first
>6%
41-50
Higher,tsx,lead,earnings,in,base,stocks, 
net,messaging,Wilson
average,analysts,profit,it,acquisitions 
,prices,quarterly,research, 
difficulty,would
>5%
(Cum. = Cumulative frequency)
The first 10-most frequent words are largely made up o f closed class words (e.g. to, the, 
or, at, was and so on.) or proper nouns (Canadian, Reuters). It is in the next 40-most 
frequent words that there is some indication o f the domain and o f the financial sub- 
domains. Thus, the news item about ‘metals’ comprises raw frequent term ‘metals’, 
while for ‘ foods’, we have foods, milk and dairy. The financial sector news item is 
conveyed through the term share, index, and quarter. What is more important are 
compound terms made up o f the atomic terms? As the example has shown, the extracted 
key terms are used for indicating the category o f news items.
There are a number o f terms that do not appear in Investorwords.com, our TDB, but they 
are used by the reporters. I f  the extracted terms can be used for representing the domain 
or category o f that text, how can we know that the important key terms are selected 
appropriately? The question we ask is: are key terms specialist terms? I f  so, how can 
they be added to the TDB together w ith the corresponding topic code category? This is 
an open-ended question. One possible answer is that i f  the key words that appears in 
stories fa ll into the same categorisation codes, and does so frequently, then the words
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may belong to one or many o f the domains related to the codes. We have investigated 
this and w ill discuss the topic code structure in the section below.
R e u t e r s ’ C a t e g o r i e s
Since late 1990’s, Reuters have been applying a rule-based categorisation system, known 
as Topic Identification System (TIS) to manage news stories. Rose et al (2002) reported 
that each Reuter story is formatted using a X M L schema, whereby all stories are 
annotated using a category code for the topic, the region and the industry sector. The 
assigned topics news stories are later known as the Reuters collection (RCV). According 
to Rose et al (2002), there are 126 codes for topics, 870 codes for industry and 266 codes 
for regions. Reuters designed the coding schema for effective retrieval o f news stories 
from database products according to the specific schema, such as topic, region, and 
industry. These divisions are also composed o f sub-divisions. This is to narrow the 
information contained in each news article. For example, topic codes are composed o f 
Corp orated/industrial, which are sub-divided into strategy/plans, legal/judicial, 
regulation/policy and so on.
The structure o f Reuters categories can be divided into three main groups: the first group, 
topic code represents the subject area o f each story which in turn is organised into four 
hierarchical groups: Corporate/industrial (CCAT), Economics (ECAT),
Government/social (GCAT), and Markets (MCAT) as shown in F i g u r e  6. The second 
group, the industry code indicates the type o f business or industry. These codes are 
arranged as a hierarchy, w ith the depth o f each node implied by the length o f the code. 
Each story is annotated in subject codes and each individual code is automatically 
expanded such that all its ancestors in the hierarchy are added as the topic code structure. 
The third and final group, Region code indicates the regions referred to in a story. They 
are grouped as Countries, Geographical groups and Economic groups.
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Industry aides J
Corporated/industrial (CCA T)
C 11 strategy /plans
C12 legal/judicial
C13 regulation/policy
C14 share listings
C 15 performance
—  C151 accounts/earnings
-| C 1511 annual results 
—1 C 152 com ment/forcasts
j
j
Economics (ECA T) j
E l 1 economic performance
E12 monetary /economic
— [ E121 money supply" 
 j E l3 inflation/prices^
10 agriculture.forestry and fishing
100 agriculture, forestry and fishing
*— 1000 agriculture, forestry and fishing
101 agriculture and horticulture
1010 agriculture and horitculture
10100 agriculture and horitculture
101000 agriculture and horitcuture
101001 agriculture
— 10100105 cattle farming
10100107 egg production
AARCT Antartica
ABDBI Abu Dhabi
AFGH Afghanistan
AFRICA Africa
AJM N Ajman
ALB Albania
ALG Algeria
AMSAM  A merican samoa
G overnment/social (GCAT)
G 1 1 social affairs
— | G 111 health/safety J  
— | G 112 social security |
G 113 education/research
■ M arkets (M CAT) ~ ;
  M l 1 equity markets
—  M12 bond markets
—  M13 money m arkets |
— + 1 3 1  interbank markets
Figure 6: Selection Reuters’ categories
Rose et a l also reported that the code set was in itia lly designed around requirements o f 
business information professionals, but this was broadened to include the needs o f end 
users in large corporate organisation, banks, financial services, consultancy, marketing, 
advertising and PR firms. The topic code was designed broadly for business information 
and sometimes each individual topic code was automatically expanded such that all its 
ancestors in the hierarchy would be added as well.
The main purpose o f the coding schema was to assign the most specific and relevant code 
to the story. According to Rose et a l's (2002) comment on the Reuter categories
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a sse ssm e n t, e d ito rs w e re  free to a ss ig n  a n y  o f  the co d e s th e y  fe lt ap p ro p ria te . It  se e m s  
that the to p ic  co d e  w a s  a ss ig n e d  in d e p e n d e n tly  fro m  e d ito r to ed ito r, a n d  it d ep en d ed  o n  
the e d ito r’ s e x p e rie n ce . T h e  c o d in g  p ro ce s s  is  a  c o m b in a tio n  o f  a u to -c a te g o ris a tio n , 
m a n u a l e d itin g , a n d  m a n u a l co rre ctio n . H o w e v e r , the ca te g o ry  c o d e s a ssig n e d  to e a ch  
a rtic le  u se d  b y  R e u te rs  are b a s e d  o n  the e d ito r’ s o p in io n  w h e re a s so m e tim e s tw o ed ito rs  
m ig h t h a v e  d iffe re n t o p in io n s  o n  a s s ig n in g  c a te g o ry  co d e s to so m e  a rtic le s. F u rth e rm o re , 
R o s e  et al ( 2 0 0 2 :7 )  o b se rv e d  that the r u le -b a s e d  sy ste m  h a s a  n u m b e r o f  d ra w b a c k s:  
‘ cre a tin g  ru le s  re q u ire d  s p e c ia lis t  k n o w le d g e , w h ic h  m a d e  it  d iff ic u lt  to a d d  n e w  co d e s or  
adap t to ch a n g e s in  the in p u t o r the ru le s  d id  n o t p ro v id e  a n y  in d ic a t io n  o f  c o n fid e n c e  in  
th e ir  output. T h e re fo re , there w a s n e ith e r a  w a y  o f  fo c u s in g  e d ito ria l e ffo rts o n  the m o st  
u n c e rta in  ca s e s, n o r a n y  w a y  o f  in d ic a t in g  the n e w  t o p ic s ’ . T h e  c o d in g  p ro ce s s  m a y  
n e v e r b e  p e rfe c t ly  co n siste n t -  it  is  d iff ic u lt  to p ro d u ce  p e r fe c t ly  c o n siste n t a n n o ta tio n s, 
p a r t ic u la r ly  w h e n  c o m p le x  c o d in g  sc h e m a s are in v o lv e d . T h e re fo re , the c o d in g  p ro ce s s  
is  a  m a in  q u e stio n  in  th is  re se arch . W e  b u ilt  a  f in a n c ia l n e w s c o rp u s  an d  c o n d u cte d  
e x p e rim e n ts  th ro u g h  the te x t-p ro c e s s in g  to o l, S y s te m  Q u ir k . A l l  e x p e rim e n ts are  
d is c u s s e d  in  d e ta il in  ch a p te r 4.
Term Indexing and Text Presentation
A s  the in v e s tig a tio n  o f  in d e x e s  in  p r e v io u s  se ctio n , u se d  b y  R e u t e r s ’ , it c a n  see that the  
re p re se n tatio n  o f  the ca te g o rie s o f  n e w s d o cu m e n ts is  b a se d  o n  the d o cu m e n t in d e x e s. 
R e s e a r c h e s  h a v e  trie d  to a n sw e r p ro b le m s in  the area o f  text ca te g o ris a tio n  in  a  n u m b e r o f  
w a y s . T h e  stan d ard  a p p ro a ch  to text ca te g o ris a tio n  b y  s u c h  re se a rch e rs as S a lto n  an d  
B u c k e le y , 1 9 8 8 ; L e w is , 1 9 9 2 a  a n d  Y a n g  a n d  P e d e rso n , 1 9 9 7  h a s b e e n  the u se  o f  a  
d o cu m e n t re p re se n tatio n  as a  w o rd -b a s e d  in p u t sp a ce , c a lle d  bag-of-words ( B O W )  or  
word frequency vector a p p ro a ch . In  th is  a p p ro a ch , a  w o rd  fre q u e n c y  v e c to r is  co m p u te d  
b y  to k e n iz in g  a  d o cu m e n t in to  to k e n s a n d  b u ild in g  a  h isto g ra m  o f  the n u m b e r o f  
o ccu rre n ce s  o f  e a ch  w o rd  in  the d o cu m e n t.
A u to m a tic  in d e x in g  is  the c a p a b ility  o f  a m a c h in e  to d e te rm in e  the in d e x in g  term s in  a  
d o cu m e n t. T h e  in d e x in g  te rm s se le cte d  c o n s is t  o f  s in g le  w o rd  an d  m u lt i-w o r d  p h ra se s, 
w h ic h  are a ssu m e d  to re fle c t the co n ten t o f  the text. T h e y  c a n  b e  d ir e c t ly  ex tracted  fro m  
a n y  e le m e n ts o f  text, s u c h  as fro m  the title , a b stract a n d  fu ll-te x t  o f  a  d o cu m e n t. It  c a n  b e  
a rg u e d  that n o t a ll  w o rd s p resen t in  a  text are g o o d  in d e x in g  term s a n d  no t a ll  w o rd s are
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suitable to define the content of a text either. Jacquemin (2001) claimed that creating an 
automatic indexing tool that accesses full text documents does not require a complete 
understanding of their content, because the conceptual values and occurrences of terms in 
texts give clues to assess the information content of documents. Moreover, due to the 
local nature and the high information content of specific domain text documents the 
terminology extraction cannot avoid in the correct document indexing process.
There are several techniques for creating the index but here we describe two techniques 
based on statistical and natural language processing (NLP) analysis. Statistical 
techniques are based on vector models and probabilistic models. The statistical 
information is derived from the proportions of word occurrence within the text while 
based on the NLP; each document is represented by a vector of n weighted index tenns 
that occur in the document. This is referred to as the bag o f words approach, which has 
been popular due to its ease of implementation and excellent performance on text 
classification as discussed by Salton and Buckeley, 1988; Lewis, 1992a; Yang and 
Pederson, 1997.
The classification of documents by machine learning techniques requires a representation 
of each document as a set of features; these features are based on the presence, absence, 
or frequency of words in the text. The words appearing in the text are categorised in two 
groups: single words and contextual based. When documents are represented using 
single words, most of their context and associated words are lost. This representation 
only records the high frequency terms, which appear in the document. However, the use 
of single words is still the most popular one due to its simplicity and high computational 
efficiency.
Jensen and Martinez (2000) take a different approach, Contextual features which contain 
contextual information of terms. This includes features such as term counts, word sense, 
and proximity of term phrases or collocations such as bigrams, trigrams, or more 
sophisticated noun-bigram A simple approach to representing the contextual relationship 
of terms is to count the number of times a term appears with another term within a given 
contextual frame. These contextual frequencies can be used in a similar way as term 
frequencies. This definition of context is often referred to as bigrams (a context of two 
tenns) or ^-grains (a context of n tenns). A great deal of research, which we discuss
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b e lo w , fo c u s e d  a ro u n d  b ig ra m s  in  s e v e ra l d iffe re n t f ie ld s  o f  n a tu ra l la n g u a g e  p ro ce s s in g .  
M u c h  o f  th is  w o rk  rep o rted  s u c c e s s fu l re su lts , e s p e c ia lly  w h e n  w o rk in g  w ith  n o u n  
b ig r a m s . T h e  H -g ra m  a p p ro a ch  a s d e s c rib e d  b y  X u  an d  C r o ft  ( 1 9 9 8 )  c o n fla te s term s  
b a se d  o n  the n u m b e r o f  ^ -g r a in s  th e y  sh are. T h e  term s are b ro k e n  in  s m a lle r  strin g  u n its  
o f  n ch a ra cte rs a n d  these fra g m e n ts are u se d  fo r in d e x  re p resen tatio n . T e r m s  that are  
s tro n g ly  re la te d  b y  the n u m b e r o f  sh a re d  w -g ram s, are c lu ste re d  in to  g ro u p s o f  re la te d  
w o rd s u s in g  D ic e  C o e ff ic ie n t . H o w e v e r , th is  a p p ro a ch  h a s lim ita t io n s  w ith  re g a rd  to the  
r e c o v e r y  o f  o r ig in a l term s. TV-gram s a p p ro a ch  is  n o t d ire c t ly  in te rp reta b le . T h is  c a n  le a d  
to a m b ig u ity  b e tw e e n  the term s o r m is u s e  o f  th e  term s.
A  n u m b e r o f  re se arch e rs (L e w is , 1 9 9 2 a ;  A p te , D a m e ra u , a n d  W e is s ,  1 9 9 4 ; D u in a is ,  P la tt, 
H e c k e r m a n , a n d  S a h a m i, 1 9 9 8 )  h a v e  co n d u cte d  e x p e rim e n ts u s in g  n o u n  p h ra se s as 
in d e x in g  te rm s, a n d  the re su lts  w ere  n o t e n co u ra g in g . L e w is  a rg u e d  that the re a so n  w a s  
that a lth o u g h  in d e x in g  la n g u a g e s b a se d  o n  p h ra se s h a v e  su p e rio r se m a n tic  q u a lit ie s , th e y  
h a v e  in fe r io r  sta tis tic a l q u a lit ie s  w ith  re sp e ct to in d e x in g  la n g u a g e  b a se d  o n  s in g le  w o rd s. 
H o w e v e r , a  n u m b e r o f  re se a rch e rs ( C o h e n  a n d  S in g e r , 1 9 9 9 ;  M la d e n ic ,  19 9 8 a ; S c h a p ir e ,  
S in g e r  a n d  S in g h a l, 1 9 9 8 ;  L ia o ,  A lp h a  a n d  D ix o n , 2 0 0 1 )  are s t il l  a c t iv e ly  p u r s u in g  the  
in v e s t ig a tio n  o f  the e ffe c tiv e n e ss  o f  p h ra se s in d e x in g .
Y a n g  ( 1 9 8 6 )  su g g e ste d  that s in c e  te rm s are h ig h ly  su b je c t m atter s p e c if ic , it  is  p o s s ib le  to 
id e n t if y  s in g le  w o rd  term s b a se d  o n  th e ir fre q u e n c y  o f  o c cu rre n ce  a n d  d istrib u tio n , w h ile  
m u lt i w o rd e d  term s c a n  b e  id e n tif ie d  b a se d  o n  th e ir  c o llo c a t io n  b e h a v io u r. In  the  th e o ry  
o f  m u lt iw o r d  id e n tif ic a t io n , S m a d ja  ( 1 9 9 3 )  u s e d  c o llo c a t io n  to f in d  m u lt ip le -w o rd  
c o m b in a tio n s  in  texts fo r in d e x in g  p u rp o se s in  in fo rm a tio n  re tr ie v a l, s in c e  these p r o v id e  
r ic h e r  in d e x in g  u n its  th an  s in g le  term s. T h e  a d va n tag e  o f  u s in g  c o llo c a t io n  to extract  
m u lt i-w o r d  term s is  that k n o w le d g e  o f  c o llo c a t io n s  c a n  in c re a s e  the p r e c is io n  o f  
in fo rm a tio n  re tr ie v a l sy s te m s b e c a u s e  a  c o llo c a t io n  g iv e s  the co n te x t in  w h ic h  a  g iv e n  
w o rd  w a s  u se d , th u s h e lp in g  to re trie v e  d o cu m e n ts  c o n ta in in g  an  a m b ig u o u s  o r d o m a in  
s p e c if ic  w o rd , w h ic h  u se  that w o rd  in  the d e sire d  sense. In  a d d it io n , S m a d ja  b e lie v e s  
k n o w le d g e  o f  c o llo c a t io n s  w il l  a lso  im p ro v e  text ca te g o risa tio n  sy ste m s.
In  o rd e r to a c h ie v e  h u m a n  le v e ls  o f  c la s s if ic a t io n , a  le a rn in g  m o d e l m u st b e  a b le  to 
a b stract tra in in g  in fo rm a tio n  and  c o m b in e  it w ith  e x te rn a l k n o w le d g e , w h ic h  is  no t  
r e a d ily  a v a ila b le  in  the tra in in g  d o cu m e n ts  th e m se lv e s. A  w e ll-k n o w n  th e sau ru s l ik e
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WordNet is  o ften  u se d  to p r o v id e  s u c h  ex te rn a l k n o w le d g e  see B a s i l i ,  C a t iz o n e , P a d ro , 
P a z ie n z a , R ig a u , S e tze r, W e b b , an d  Z a n z o tto , 2 0 0 2 . T h e ir  sy ste m , NAMIC ado p ted  the  
EuroWordNet as the k n o w le d g e  re so u rc e  is  c a p a b le  o f  c a te g o ris in g  and  a u to m a tic  
a u th o rin g  n e w s stre am s in  d iffe re n t E u ro a p e o n  la n g u a g e . H o w e v e r , s u c h  k n o w le d g e  
re so u rce , s t ill  re q u ire s u p d a tin g  o f  the d ata  in  the thesau ru s.
G e n e r a lly , the u se  o f  c o n tro lle d  v o c a b u la r ie s  that are a  p re d e fin e d  lis t  o f  in d e x  te n n s  
co n stru cte d  b y  an a u th o rity  fo r the m a n a g e m e n t o f  d o cu m e n t c o lle c t io n  are re ferred  as a  
th e sa u ru s, w h ic h  u s u a lly  d e fin e  c o n c e p tu a l te n n s  and th e ir re la t io n s h ip s  to e a ch  o th er in  a  
p a rt ic u la r  d o m a in  o f  k n o w le d g e . T h e  u se  o f  a  th e sau ru s in  the in d e x  e x tra ctio n  is  to 
re d u c e  a m b ig u ity  s in c e  e a ch  w o rd  u n it  in  s u c h  a  th e sau ru s d e fin e s the sco p e  a n d  u sa g e  o f  
a g iv e n  te n n . E a c h  e n try  a lso  lis ts  the g iv e n  te rm ’ s re la tio n s h ip  w ith  o th er te n n s  s u c h  as 
a  se m a n tic  re la t io n s h ip , s y n o n y m y  co n tro l. T h e s e  se m a n tic  re la t io n s h ip s  h e lp  the in d e x  
ta sk  to f in d  the b e st term s to re p resen t a  co n ce p t o f  te n n s. R e s e a r c h  b y  B e lk in  and  C ro ft  
( 1 9 9 2 ) ,  R i lo f f  and  L e h n e rt  ( 1 9 9 4 )  a n d  M o e n s  (2 0 0 0 )  reported  that the a d va n tag e  o f  u s in g  
a c o n tro lle d  v o c a b u la r ie s  a p p ro a ch  in  the in fo r m a tio n  e x tra ctio n  c o u ld  h e lp  to s o lv e  the  
p ro b le m  o f  the a m b ig u o u s m e a n in g  o f  e a c h  ex tracted  in d e x  te n n s. T h e  co n tro lle d  
la n g u a g e  in d e x  term s c o n tro l the v a r ia t io n  o f  features for id e n t ic a l o r s im ila r  co n ce p ts  
a n d  d e a l w ith  s y n o n y m y  an d  other te n n  re la tio n s h ip s  an d  w ith  se m a n tic  a m b ig u ity .
A lt h o u g h  the u se  o f  c o n tro lle d  la n g u a g e  te ch n iq u e  for the in d e x  te n n  ex tra ctio n  is  u s e fu l 
w h e n  the texts c a n  b e  re p resen ted  b y  a ccu ra te  a n d  u n a m b ig u o u s  c o n c e p ts, the te ch n iq u e  
d o es no t e lim in a te  the te n n  se le c tio n  p ro b le m s , as it m a y  be o ut o f  date in  re la tio n  to 
d o cu m e n ts b e in g  in d e x e d . M a in ta in e r s  o f  c o n tro lle d  v o c a b u la rie s  sp e n d  a great d e a l o f  
t im e  k e e p in g  th em  u p -to -d a te  w ith  the latest c o n c e p tu a l term s u se d  in  th e ir  re sp e c tiv e  
d o m a in s  o f  k n o w le d g e . W h ile  th is  effort is  e x p e n s iv e , the p a y o ff  c o m e s  in  re d u c in g  the  
su b se q u e n t re tr ie v a l effort.
S co tt an d  M a r w in  ( 1 9 9 9 )  u se d  s y n ta c tic  an d  se m a n tic  re la t io n s h ip s  (s y n o n y m s  a n d  
h y p e m y m s )  b e tw e e n  w o rd s a n d  p h ra se s in  the area o f  text c la s s if ic a t io n  h a s  p resen ted  
that the s y n o n y m s  an d  h y p e m y m s  re la tio n s h ip  betw een  w o rd s (p h ra se s) re q u ire  
k n o w le d g e  o f  the target la n g u a g e  in  o rd er to d e te rm in e  th e ir c o n c e p tu a l re la tio n s h ip s , an d  
s u c h  k n o w le d g e  is  n o t d ire c t ly  a v a ila b le  fro m  the tra in in g  d o cu m e n ts. In  o rd er to p ro v id e  
the se m a n tic  re la t io n s h ip  k n o w le d g e  the W o r d N e t  w a s  in te g rate d  in  the syste m .
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H o w e v e r , as the p r e v io u s  d is c u s s io n  stated the th e sau ru s is  m o s t ly  to u p d ate the  
in fo rm a tio n . S co tt a nd  M a r w in  re p o rted  th e ir c la s s if ic a t io n  sy s te m  d id  n o t p ro d u c e  a  
s ig n if ic a n t  p e rfo rm a n ce  im p ro v e m e n t.
T h e re  are d iffe re n t w a y s  o f  id e n t ify in g  a  term  in  a  s p e c ia lis t  d o cu m e n t. O n e  w a y  o f  
f in d in g  out w h e th e r so m e th in g  is  a  term  o r n ot, is  s im p ly  to m a tc h  it  a g a in st a  
te rm in o lo g y  d atab ase  i f  o n e is  a v a ila b le . N e x t , the te rm in o lo g y  s tu d y  is  re v ie w e d  in  
te rm s o f  to u n d e rsta n d  the n atu re  o f  te rm in o lo g y  stu d y  a n d  h o w  it  u se d  fo r interpreter in  a  
s p e c ia lis t  expert c o m m u n ity . T w o  p r io r  te rm in o lo g y  d ata  m o d e ls  are e x p lo re d  a n d  
re v ie w e d  in  o rd e r to u n d e rsta n d  the b a s ic  fu n c tio n  o f  the te rm in o lo g y  d atab ase  fo r  
re tr ie v e  an d  store te rm in o lo g y  d ata  in  d iffe re n t p u rp o se s. T h e  n a tu re  o f  te rm in o lo g ic a l  
d ata  a n d  te rm in o lo g y  d atab ase  w il l  b e  d e sc rib e d  w h ic h  it  is  ne e d e d  to c o n sid e r for  
cre a tin g  d o cu m e n t in d e x in g  p u rp o se .
2 . 2  R e p r e s e n t i n g  T e r m i n o l o g y  I n f o r m a t i o n
A c c o r d in g  to the O x f o r d  o n lin e  d ic t io n a ry , te rm in o lo g y  is  d e fin e d  as “the d o ctrin e  o r  
s c ie n t if ic  stu d y  o f  te rm s; in  u se  a lm o st a lw a y s , the sy ste m s o f  b e lo n g in g  to a n y  s c ie n c e  o r  
su b je c t; te c h n ic a l term s c o lle c t iv e ly ; n o m e n c la tu re .” 3 T h e  stu d y  o f  te rm in o lo g y  is  
t y p ic a lly  c o n fin e d  to s e v e ra l s u b je c t  areas s u c h  as lin g u is t ic s , tra n sla tio n , in fo rm a tio n  
s c ie n c e , an d  in fo r m a tio n  re tr ie v a l. T h e s e  su b je c t  areas h a v e  re lie d  o n  the te rm in o lo g y  fo r  
c o m m u n ic a t io n  w ith in  a  s p e c ia l su b je ct. S a g e r ( 1 9 9 0 :9 )  d e sc rib e d  the first u sa g e  o f  
te rm in o lo g y  fo r re c o r d in g  as re fe rrin g  to a te c h n ic a l v o c a b u la r y , w h ic h  h a s ce rta in  
co h e re n ce  b y  the fact that the term s b e lo n g  to a  s in g le  su b je c t  area. T h e  In te rn a tio n a l  
A s s o c ia t io n  o f  T e r m in o lo g y  ( 1 9 8 2 )  d e fin e d  the w o rd  te rm in o lo g y  as “ . . .  co n ce rn e d  w ith  
the stu d y  a n d  u se  o f  the sy ste m s o f  s y m b o ls  a n d  lin g u is t ic  s ig n s  e m p lo y e d  fo r h u m a n  
c o m m u n ic a t io n  in  s p e c ia lis e d  areas o f  k n o w le d g e  an d  a c t iv it ie s , it  is  p r im a r ily  a  
l in g u is t ic  d is c ip lin e  -  l in g u is t ic s  b e in g  in te rp reted  h e re  in  its  w id e s t  p o s s ib le  sen se -  w ith  
e m p h a sis  o n  se m a n tic s  (sy s te m s o f  m e a n in g s  a n d  co n ce p ts) an d  p r a g m a tic s .” T h is  m e a n s  
the te rm in o lo g y  d e a ls  w ith  the co n ce p t o f  a  term  in  a  p a rtic u la r  su b je c t  d o m a in .
3 Oxford online dictionary (http://www.oed.com, accessed 10 February 2004)
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‘ C o n c e p t 5 is  d e fin e d  as “ a n y  u n it  o f  th o u g h t, g e n e r a lly  e x p re sse d  b y  a  te n n . C o n c e p ts  
m a y  b e  the m e n ta l re p re se n tatio n  n o t o n ly  o f  b e in g s  or th in g s b u t a ls o  o f  q u a lit ie s , o f  
a ctio n s, a n d  e v e n  o f  lo ca tio n s . A  co n ce p t m a y  represent o n ly  o n e  in d iv id u a l  o b je ct o r  
c o m p ris e  a ll  in d iv id u a ls  h a v in g  c e rta in  c h a ra cte r ist ic s  in  c o m m o n  ( I S O / R  1 0 8 7 ) ” . M o s t  
te rm in o lo g y  w o rk  starts fro m  a co n ce p t, id e n tif ie d  b y  term  re la te d  in fo rm a tio n , s u c h  as 
definition o f term, entry term, subject field, language, usage o f  that te n n , etc. S a g e r  
( 1 9 9 0 : 2 1 )  e x p la in e d  that co n ce p ts c o u ld  b e  d e sc rib e d  in  three w a y s : b y  d e fin it io n ; b y  
th e ir re la t io n s h ip  to o ther co n ce p ts— as e x p re sse d  b y  the c o n c e p tu a l stru ctu re  an d  r e a lis e d  
in  lin g u is t ic  fo rm s ; a n d  b y  the l in g u is t ic  fo rm s th e m se lv e s, the te rm s, p h ra se , or  
e x p re s s io n s  ch o se n  for th e ir re a lis a t io n  in  a n y  o ne la n g u a g e . S a g e r d e fin e d  ‘t e r m in o lo g y ’ 
h a s three b a s ic  task s:
1 .  to a cco u n t fo r sets o f  c o n ce p ts  as d iscre te  en tities o f  the k n o w le d g e  stru ctu re;
2 . to a cc o u n t fo r sets o f  in te rre la te d  lin g u is t ic  e n tities w h ic h  are a sso c ia te d  w ith  
c o n ce p t g ro u p e d  a n d  stru ctu re d  a c c o rd in g  to c o g n it iv e  p r in c ip le s , and
3 . to e sta b lish  a  l in k  b e tw e e n  co n ce p ts  and  term s, w h ic h  is  d o n e  b y  d e fin it io n s  
(S a g e r, 1 9 9 0 :2 1 )
A t  p resen t, te rm in o lo g y  is  a sso c ia te d  w ith  the p r o v is io n  o f  the in fo rm a tio n  s e rv ic e , w h ic h  
re q u ire s  the c o lle c t io n  o f  in fo r m a tio n  ab o ut te rm s in  ord er to c o m p ile  d ic tio n a rie s  and  
g lo s sa rie s . T h e  e le c tro n ic  te c h n ic a l g lo s s a ry  o r te rm in o lo g y  d ic t io n a r y  h a s b e n e fite d  
fro m  d atab ase  te ch n o lo g y , b e c a u s e  it  a llo w s  u se rs to se a rch  the te rm in o lo g y  d ata  
e ffe c t iv e ly . B e c a u s e  o f  the a d v a n ta g e  p r o v id e d  b y  d atab ase  te c h n o lo g y , the d atab ase  
c o u ld  b e  a d ap ted  as a  k n o w le d g e  b a se  in  a  p a rt ic u la r  d o m a in  a n d  the d atab ase s are m o re  
fre q u e n tly  u se d  in  lin g u is t ic  a p p lic a t io n  sy s te m s, s u c h  as in  M a c h in e  T r a n s la to r  ( M T ) .  
T h is  m ig h t b e  b e c a u s e  the te rm in o lo g y  d atab ase  h e lp s  m a c h in e s  to u n d e rsta n d  a n d  
re p resen t d o m a in  k n o w le d g e  o f  term  a n d  co n ce p t o f  term s, w h ic h  u se d  in  the s p e c ia l  
la n g u a g e  text.
T h e r e  is  an  o v e rla p  b e tw e e n  te rm in o lo g y  s tu d y  a n d  in fo rm a tio n  s c ie n c e s  -  te rm in o lo g y  
stu d y  is  c o n c e rn e d  w ith  co n ce p ts  a n d  th e ir re p re se n tatio n ; in fo rm a tio n  sc ie n c e  is  
co n c e rn e d  w ith  texts a n d  th e ir co n stitu e n ts. H o w e v e r , the o v e r la p p in g  b etw e e n  
te rm in o lo g y  a n d  in fo rm a tio n  sc ie n c e  o c c u r s  in  s u c h  c o m m o n  id e a s  as u s in g  term s as  
in d e x e s  in  the stu d y  o f  s p e c ia l la n g u a g e  texts. S a g e r ( 1 9 9 0 :6 )  e x p la in e d  that ‘ T h e  
te rm in o lo g y  is  u se d  b y  b o th  in d e x e rs  a n d  the s p e c ia l le x ic o g ra p h e rs . B o th  g ro u p s o f
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p ro fe ss io n a ls  are co n c e rn e d  w ith  a id s  to c o m m u n ic a t io n  an d  p r o v id e  s e r v ic e s  d ire c t ly  or 
in d ir e c t ly  to the s c ie n t if ic  c o m m u n ic a t io n ’ . T h e  te rm in o lo g y  is  as im p o rta n t in  
in fo rm a tio n  s c ie n c e  an d  in fo r m a tio n  re tr ie v a l ( IR )  as in d e x  cre a tio n  in  a sp e c ia lis t  
la n g u a g e . T h e  l in k  b e tw e e n  in fo rm a tio n  s c ie n c e  an d  te rm in o lo g y  h a s  c o n tin u e d  b e c a u s e  
o f  the n e e d  for su b je c t c la s s if ic a t io n  in  in fo r m a tio n  sc ie n ce .
W h ile  se v e ra l lin g u is ts  in  the f ie ld  o f  te rm in o lo g y  s u c h  as C o n d a m in e s  and  R e b e y r o lls  
( 1 9 9 8 )  a n d  P e a rso n  ( 1 9 9 8 )  h a v e  fo cu se d  o n  the n o tio n  o f  r ic h  co n te xts a n d  are in terested  
in  the d e te ctio n  o f  term s, re la tio n s  b e tw e e n  te rm s, o r d e fin it io n s  a n d  p ro p e rtie s o f  te n n s ,  
w e  are in te rested  in  the u se  o f  so m e  p ro p e rtie s o f  te n n s  a n d  co n ce p ts  in  the te rm in o lo g y  
stu d y  in  text ca te g o risa tio n , in  te n n s  o f  in d e x in g  task s. W it h  the e n ric h e d  p ro p e rtie s o f  
te rm in o lo g y , e.g . l in g u is t ic  in fo rm a tio n  o f  a  term , d o m a in , co n ce p t, etc., it  is  b e lie v e d  that 
th is  in fo rm a tio n  w o u ld  h e lp  u s  to u n d e rsta n d  the s p e c ia lis t  la n g u a g e  texts p ro p o se d  for 
th is  re se arch .
Review of Various Terminological Data Models
A  te n n in o lo g y  d atab ase  is  a  s y s te m a t ic a lly  o rg a n is e d  c o lle c t io n  o f  te n n s  for a  s p e c if ic  
en terp rise . T y p ic a l ly ,  a  t e n n in o lo g y  d atab ase  is  u se d  b y  a  h u m a n  b e in g  to a cc e ss  
d e fin it io n s  o f  te n n s, o r fo re ig n  la n g u a g e  e q u iv a le n ts  o f  a te n n  i f  s u c h  d ata  e x iste d  in  the  
d atab ase. T h e s e  are e s s e n t ia lly  th ro u g h  the m a n u a l o p e ratio n  o f  a  t e n n in o lo g y  d atab ase. 
A  n u m b e r o f  auto m ated  o p e ratio n s o n  a  d atab ase  h a v e  m o o te d , in c lu d in g  m a c h in e  
tra n sla tio n  w h e re  a co m p u te r p ro g ra m  u p o n  e n co u n te rin g  a  term  in  a  so u rce  la n g u a g e  
trie s to f in d  a  fo re ig n  la n g u a g e  e q u iv a le n t a u to m a tic a lly  fro m  its  te n n  b a se . T h is  u se  o f  a  
te rm in o lo g y  d atab ase  is  m u c h  m o re  a k in  to a  le x ic a l d atab ase fo r s p e ll ch e c k e rs . T h e re  is  
c o n sid e ra b le  in te rest in  the u se  o f  t e n n in o lo g y  d atab ases in  text re tr ie v a l. In  text re tr ie v a l,  
a t e n n in o lo g y  d atab ase  c a n  b e  u se d  to f in d  the  s y n o n y m  o f  a te rm  o r the term  m a y  b e  
n a iT o w ly  o r b r o a d ly  re la te d  to a  term  in  the d atab ase, w h ic h  is  u se d  in  a  q u e ry  b y  the en d  
u se r.
T e r m in o lo g y  h a s ta k e n  a d v a n ta g e  o f  d a ta b a se  te c h n o lo g y  to store, m a in ta in  and  u p d ate  
te n n in o lo g y  data. D a t a  m o d e ls  p resen t the e n titie s a n d  re la tio n s h ip s  b e tw e e n  the en tities. 
A  te n n  is  an e n tity , w h ic h  h a s a sso c ia te d  e n titie s l ik e  headword, definition a n d  context. 
E a c h  o f  the en tities h a s v a r io u s  re la tio n s h ip s  w ith  e a ch  other a n d  w ith  o th er term s. T h is
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re la tio n s h ip  c a n  b e  concept-centre structure o r term-centre stru ctu re, d e p e n d in g  011 the  
p u rp o se  o f  the m o d e l d e sig n . O w in g  to the d atab ase  te ch n o lo g y , a  u s e r  c a n  se a rch  fo r a  
p a rt ic u la r  e n tity  fro m  the d atab ase. A  d atab ase  is  n o t o n ly  fo r sto rin g  d ata  in  the d atab ase, 
b u t a lso  a llo w s  the u se r to in te rch a n g e  te rm in o lo g y  d ata b etw e e n  m a c h in e s . M o s t  o f  
te rm in o lo g y  d atab ase s h a v e  b e e n  d e sig n e d  for d iffere nt p u rp o se s. In  th is  stu d y , tw o  
t e rm in o lo g y  d ata  m o d e ls  w ere  in v e stig a te d : the te rm in o lo g y  m o d e ls  fo r the L a n g u a g e  
R e s e a r c h  E n g in e e r  ( L R E )  p ro je c t T R A N S T E R M  an d  T r a n s la to r ’ s w o rk b e n c h  ( T W B ) .  
T h e  a im  o f  the in v e s t ig a tio n  is  to u n d e rsta n d  the structure o f  the te rm in o lo g y  d atab ase  
a n d  the re la tio n s h ip  o f  e a ch  co m p o n e n t, a n d  to adapt the te rm in o lo g y  d ata  m o d e l for  
a u to m a tic  feature v e c to r  se le c tio n  in  the text c a te g o ris a tio n  task .
T R A N S T E R M
P r o je c t  T R A N S T E R M  w a s  fu n d e d  b y  the E u ro p e a n  C o m m is s io n  u n d e r co n tra ct L R E  6 2 -  
0 5 5  d u rin g  1 9 9 4 -1 9 9 6 .  T h e  p ro je c t  a im s  to h a n d le  p ro b le m s o n e m a y  e n co u n te r w h e n  
e n ric h in g  te rm in o lo g ie s  an d  in te g ra tin g  th e m  in to  a p p lic a tio n  d ic t io n a rie s  o f  la n g u a g e  
e n g in e e rin g  sy ste m s. F u rth e r a im s  w e re  to represent te rm in o lo g ic a l an d  lin g u is t ic  
k n o w le d g e  and  to co n n e ct the e x is t in g  te rm in o lo g y  c o lle c t io n s  in  a  n o r m a lis e d  form at to 
h e lp  in  the in te rch a n g e  a n d  re u se  o f  te rm in o lo g y  c o lle c tio n . T h e re fo re , the m o d e l-  
sta n d a rd ise d  p ro ce d u re s e x p e cte d  to l in k  a  term  d atab ase  w ith  g e n e ra l la n g u a g e  
d ic tio n a rie s  as a  le x ic a l re so u rce .
T h e r e  are three co m p o n e n ts in  the T R A N S T E R M  m o d e l: TRANSTERM Conceptual Data 
Model (CDM), TRANSTERM Document Type Definition (DTD) a n d  TRANSTERM 
to o lb o x . W e  fo cu se d  o n  the T R A N S T E R M  C D M  (as sh o w n  in  F i g u r e  7 )  as o n ly  the  
C D M  is  re la te d  to the te rm in o lo g y  data.
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Figure 7: TRANSTERM conceptual data model
T R A N S T E R M  C D M  c o n s is ts  o f  a  co re  a n d  a n  a p p lic a t io n  p a ra m e te risa b le  m o d u le  u se d  
to re p resen t e x is t in g  te rm in o lo g ie s  in  n o r m a lis e d  form . T h e  T R A N S T E R M  C D M  
c o m p o n e n t c a n  b e u se d  fo r in c o rp o ra tin g  la n g u a g e  s p e c if ic  d ata  (sy n ta c tic  a n d  
m o r p h o lo g ic a l data) a n d  te rm in o lo g y  s p e c if ic  d a ta  (co n ce p tu a l, a d m in istra tiv e , se m a n tic ,  
a n d  p ra g m a tic  d ata).
T R A N S T E R M  C D M  is  o rg a n is e d  in  three la y e rs : the terminological container, the  
terminological concept, a n d  terminological unit. T h e  terminological container d e fin e s  
the d o m a in  to w h ic h  a  te n n  b e lo n g s. T h e  terminological concept is  the a b stra ctio n  o f  the  
term  an d  is  la n g u a g e  in d e p e n d e n t. T h u s , te n n s  in  tw o o r m o re  la n g u a g e s  d e n o tin g  the  
sa m e  co n ce p t are lin k e d  to a s in g le  te rm in o lo g y  co n ce p t. F in a l ly ,  the terminological unit 
re p resen ts the lin g u is t ic  re a lis a t io n  o f  the te n n  a n d  is  la n g u a g e  s p e c if ic . T h e  c o n stru ctio n  
o f  te rm in o lo g ic a l re co rd s is  re p resented  b y  l in k s  to the te n n in o lo g ic a l u n it, the  
te rm in o lo g ic a l co n ce p t, a n d  the t e n n in o lo g ic a l co n tain e r. T h e  co n ce p t takes the m id d le  
p la c e  b etw een  the te rm in o lo g ic a l co n ta in e r a n d  the t e n n in o lo g ic a l u n it. In  a d d it io n , the  
re la tio n s h ip  b etw een  the te rm in o lo g ic a l c o n ta in e r an d  the te rm in o lo g ic a l co n ce p t is  
m a n y -t o -m a n y . O n  the o th er h a n d , the te rm in o lo g ic a l c o n c e p t is  lin k e d  w ith  the  
te n n in o lo g ic a l u n it  b y  o n e -t o -m a n y  re la tio n s h ip . N o te  that in  tra n sla tio n , term s in
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d iffe re n t la n g u a g e s  m ig h t  b e  lin k e d  to o n e  co n ce p t. T h u s , in  th is  ca se , the E n t it y  
R e la t io n s h ip  b etw een  co n ce p t an d  u n it  is  o n e -t o -m a n y  see Figure 8.
Figure 8: TRANSTERM Conceptual Data Model
T h e re  is  a  re la tio n s h ip  b etw e e n  d o m a in -c o n c e p t  an d  co n ce p t-te rm . T h e  l in k  b etw een  
d o m a in  a n d  co n ce p t (d o m a in -c o n c e p t)  is  a  m a n y -t o -m a n y  re la tio n s h ip , b u t c o n ce p t-te rm  
is  a  o n e -to -m a n y  re la tio n s h ip . T h u s , m a n y  term s c a n  b e lo n g  to ju s t  o n e co n ce p t. 
H o w e v e r , there is  no l in k  b etw e e n  d o m a in  an d  term  (d o m a in -te rm ). It  is  o b se rv e d  that 
the m o d e l w a s  d e sig n e d  to h a v e  the co n ce p t as the ce n tra l l in k  to other co m p o n e n ts. 
T h e re fo re , the c o n c e p t c a n  b e  rep resen ted  w ith o u t term s or d o m a in s . T h is  m e a n s that the  
co n ce p t c a n  b e  lin k e d  a n d  u se d  in ste a d  o f  te n n s , w h e n  o n  o c c a s io n s  the te rm in o lo g ic a l  
u n it  ca n n o t f in d  the term . T h e  re la tio n s h ip s  in  th is  m o d e l p r o v id e  a  s ig n if ic a n t  p ro to typ e  
fo r d ata  m o d e llin g  in  th is  re se arch .
Translator’s Workbench (TWB)
T h is  p ro je c t  w a s fu n d e d  b y  the E u ro p e a n  C o m m is s io n  u n d e r co n tra ct L R E  2 3 1 5  d u r in g  
1 9 8 9 - 1 9 9 2 .  T h e  p ro je c t  a im s  to d e fin e  a  sta n d a rd ise d  g e n e ric  re p re se n tatio n  o f  
te rm in o lo g ic a l d ata, e n ric h e d  w ith  l in g u is t ic  in fo rm a tio n , a n d  o f  a p p lic a t io n  s p e c if ic  
k n o w le d g e  d e riv e d  fro m  the c h a ra c te r is t ic s  o f  te rm in o lo g ie s ; to im p le m e n t a  m o d u la r  
p o rta b le  t o o l-k it  a llo w in g  the re ce p tio n  o f  te rm in o lo g ic a l re so u rce s a n d  s e m i-a u to m a tic  
te rm in o lo g y  c o n stru c tio n  fro m  text.
T h e  d ata  m o d e l a rch ite ctu re  d e v e lo p e d  fo r T W B  e v o lv e d  fro m  a n  e a rlie r  m o d e l in  u se  
fo r the U n iv e r s it y  o f  S u r r e y ’ s K I T E S  (K n o w le d g e  In te g rate d  T e r m in o lo g y  S y s te m )  
P r o je c t  term  b a n k . T h e  a rch ite ctu re  fo r T W B  co n sists  o f  tw o la y e rs : the co re  term  b a n k
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a n d  the ex ten d  term  b a n k . T h e  d a ta  are a rra n g e d  in  fo u r c lu s te rs: acquisition, 
representation, explication a n d  deployment as illu stra te d  in  T a b l e  7  b e lo w .
T a b l e  7 :  D a t a  r e c o r d  f o r m a t  o f  T W B
TWB Terminology Record format
Acquisition Data: Deployment Data: Explicatory Data: Representation Data:
Entry Foreign language Context Short Grammar
Language Equivalent Context source Grammar
Country Synonym Entry remark Collocation
Term status Variant Definition
Domain 
Head word 
R/A/G status 
Terminologist 
Entry date
Abbreviation Definition source
T h e s e  fo u r p h a se s c o m p o s e  o f  the k n o w le d g e -b a s e d  re co rd  form at a s fo llo w s :
• Acquisition data is  c o m p o s e d  the fo llo w in g  attributes: e n try  term , la n g u a g e , 
c o u n try , d o m a in , term  status, v e r if ic a t io n  statu s, a d m in istra tiv e  d e ta ils  (s u c h  as the  
te n n in o lo g is t ’s n a m e , date). T h e  a c q u is it io n  d ata  d e a ls  w ith  the c o n c e p tu a l o rg a n is a tio n  
a n d  the c re a tio n  o f  a  c o ip u s  in c lu d in g  a  c o n c e p tu a l d ia g ra m  o f  the d o m a in  or s u b -d o m a in  
a n d  lis t  o f  te n n s  together w ith  a r c h iv a l data.
• Representation data is  co m p o s e d  o f  g ra m m a tic a l in fo rm a tio n , a b b re v ia tio n , 
v a ria n t, c o llo c a t io n  a n d  h e ad w o rd . T h e  re p re se n tatio n  d ata  d e a ls  w ith  the lin g u is t ic  
d e sc rip tio n  o f  the te n n , g ra m m a tic a l ca te g o ry , m o r p h o lo g ic a l a n d  sy n ta c t ic  in fo rm a tio n .
• Explicatory data: c o m p o s e d  o f  co n te x t ( +  so u rce  re fe re n ce ), e n try  re m a rk  and  
d e fin it io n  ( +  S o u rc e  re fe re n ce ). T h e  e x p lic a t io n  d ata d e a ls  w ith  the e la b o ra tio n  o f  the  
te n n , d e fin it io n  a n d  co n te x tu a l u se  in c lu d in g  the p ro cu re m e n t o f  d e fin it io n s  fro m  d o m a in  
experts.
• Deployment data', co m p o s e d  o f  s y n o n y m  an d  fo re ig n  la n g u a g e  e q u iv a le n t. T h e  
d e p lo y m e n t d e a ls  w ith  the e x p lo ra tio n  o f  the sen se  re la tio n s b e tw e e n  te n n s  s u c h  as 
s y n o n y m y , h y p o n y m y  a n d  a n to n y m , an d  e q u iv a le n c e .
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Figure 9: TWB Conceptual Data Model and relationship
A  sn a p sh o t o f  T W B  c o n c e p tu a l m o d e l is  illu stra te d  in  Figure 9. T h e  m o d e l is  d e sig n e d  
to h a v e  re la tio n s h ip s  lin k e d  a m o n g  term , d o m a in , co n ce p t a n d  d e fin it io n . It  is  o b v io u s  
that te n n  ta k e s m id d le  p o s it io n  b etw een  d o m a in  a n d  co n ce p t o r d o m a in  an d  d e fin it io n  in  
th is  case. T h e  E n t it y  R e la t io n s h ip  m o d e l o n  Figure 10 b e lo w  sh o w s c le a r ly  that the  
d e sig n  o f  T W B  is  d iffe re n t fro m  the p r e v io u s  d ata  m o d e l ( T R A N S T E R M ) ,  w h ic h  h a s  a  
co n c e p t-ce n tre  d e sig n . I n  T W B ,  the d o m a in  is  lin k e d  to term  e n try  a n d  the term  e n try  is  
l in k e d  to the co n ce p t.
Figure 10: TWB conceptual data model
h i  a d d it io n , the e n try  a n d  the co n ce p t h a v e  a  o n e -to -m a n y  re la t io n s h ip ; one e n try  c a n  
b e lo n g  to m a n y  co n ce p ts  a n d  o ne e n try  c a n  h a v e  m a n y  d e fin it io n s . M o re o v e r, the tw o  
m o d e ls  a llo w  in te r-re la tio n s  fo r term s a n d  co n ce p ts.
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Table 8: Comparison of terminology model used in TWB and TRANSTERM
P r o je c t M o d e ls
Conceptual Data Implementation Relationship Model-centred
TWB
(1989-94) V V V
term-concept, 
term-domain, 
NO domain-concept
term-centred
model
TRANSTERM
(1994-96) ? V
term-concept, 
term-domain 
and domain-concept
concept- 
centred model
T h e  tw o p ro je cts  -  T W B  an d  T R A N S T E R M  -  w ere  d e v e lo p e d  at S u r r e y  d u r in g  1 9 8 9 -  
1 9 9 6 ,  w ith  d iffe re n t o b je c tiv e s . Table 8 a b o v e  sh o w s the d iffe re n c e  b e tw e e n  them . F ir s t  
o f  a ll, ‘TWB a im e d  to d e v e lo p  a  m a c h in e -a s s is te d  m e th o d o lo g y  fo r c re a tin g  la n g u a g e  fo r  
s p e c ia l p u rp o se  ( L S P )  te rm in o lo g ie s  u s in g  le x ic o g r a p h ic a l m e th o d s a n d  attem pt to 
o rg a n ise , store a n d  re trie v e  term s in  a  s p e c ia lis t  d o m a in , a c c o rd in g  to a  S u rr e y  in te rn a l 
te c h n ic a l report. T h e  te rm in o lo g y  d atab ase  w a s  d e v e lo p e d  fo r tra n sla tio n  p u rp o se s a n d  it  
u se d  E n t it y  R e la t io n s h ip  ( E -R )  to re p resen t c o n c e p tu a l data. A g a in , the c o n c e p tu a l d ata  
m o d e l o f  T W B  p re se n ts the re la tio n s h ip s  b e tw e e n  term-concept a n d  term-domain, b u t  
there w a s n o  re la tio n s h ip  w ith  domain a n d  concept in  the m o d e l. T h is  w a s  
u n d e rsta n d a b le  as the T W B  m o d e l is  a  te rm -ce n tre d  in ste a d  o f  a  concept-cen tred  m o d e l. 
O n  the other h a n d , TRANSTERM a im e d  to e lab o ra te  a  sta n d a rd ise d  g e n e ric  re p resen tatio n  
(C o n c e p tu a l D a t a  M o d e l or C D M ) .  T h e  m o d e l w a s b a se d  o n  re la t io n s h ip s  b etw e e n  term- 
concept a n d  term-domain. T h is  m o d e l w a s  d e sig n e d  to l in k  re la tio n s h ip s  b etw een  
concept an d  domain, w h ic h  w a s  d iffe re n t fro m  T W B .  T R A N S T E R M  C D M  w a s a b le  to 
re p resen t the co m p le te  re la tio n s h ip  o f  co n c e p tu a l o rg a n is a tio n  a n d  at the tim e , it  seem ed  
to b e  the m o st a p p ro p ria te  m o d e l fo r te x t-c a te g o ris in g  tasks.
T h e  d e sig n  o f  the te rm in o lo g y  m o d e l fo r text ca te g o risa tio n  is  c o n sid e re d  in  term s o f  
re p re se n tin g  the d o m a in  k n o w le d g e  o f  term s in  a  sp e c ia l la n g u a g e  text -  f in a n c ia l n e w s  
a rtic le  in  o u r case. T h e  m o d e l s h o u ld  re p resen t the them e o f  the co n te x t an d  s p e c ia lis m  
o f  the text d o cu m e n t. In  o u r ca se , term s, w h ic h  are u se d  in  the n e w s a rtic le , s h o u ld  b e  
u se d  to re p resen t the s p e c ia lis m  o f  the text as w e ll as represent the c o n c e p t b e h in d  that 
term . H o w e v e r , a  term  s h o u ld  a lso  h a v e  in te r-re la tio n s h ip s  to other te n n s  in  a  p a rt ic u la r  
d o m a in . T h e  re la tio n s h ip  b etw een  te n n s, s u c h  as s y n o n y m s , s h o u ld  b e  in v o lv e d  in  the  
d ata  m o d e l d e sig n in g . In  a d d it io n , the re la tio n s h ip  b etw een  te n n  a n d  d o m a in  sh o u ld  b e  
c le a r  w h e n  u s in g  term s to in d e x  a  d o cu m e n t. I f  a n  e n try  term  c a n  b e  u se d  in  m a n y
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d o m a in s , it  s h o u ld  re p resent o n ly  one co n ce p t; o th e rw ise , it m ig h t  b e  c o n fu se d  d u rin g  
text ca te g o risa tio n  ta sk s . T h e  t e n n in o lo g y  d ata  m o d e l is  fo r sto rin g  u s e fu l in fo rm a tio n  
fo r e x tra ctin g  k e y -te r m s  in  the text c a te g o ris a tio n  (m o re  d e ta il in  n e x t se ctio n ). T h e re fo re , 
the d ata  m o d e l s h o u ld  b e  d e sig n e d  n o t o n ly  fo r re p re se n tin g  the k e y -te r m  and  d e fin it io n  
o f  th e  term , b u t a lso  fo r re p re se n tin g  c o n c e p tu a l d ata, as t e n n in o lo g y  th e o ry  h a s  b e e n  
u se d  in  o th er re se a rch  su b je c ts , s u c h  as tra n sla tio n .
2 . 3  ‘ R e a l  W o r l d ’  T e r m i n o l o g y  S y s t e m s
T o  e n su re  c o n s is te n c y  a n d  s p e c if ic ity , so m e  in fo rm a tio n  s e r v ic e  a p p lic a t io n s , s u c h  as 
Cotnpendex4, ad o p t a  h y b r id  sy ste m  in  w h ic h  b o th  c o n tro lle d  v o c a b u la r y  in d e x e s  an d  
n a tu ra l la n g u a g e  in d e x e s  are u se d . U s e r s  c a n  se le c t term s fro m  the text to rep resent the  
s p e c if ic it y  o r n e w  te rm in o lo g ie s  o f  the d o cu m e n t a n d  p la c e  these te rm s in  u n c o n tro lle d  
v o c a b u la r y  in d e x e s. H o w e v e r , th is  m a n u a lly  u p d ated  in d e x  is  e x p e n s iv e  a n d  tim e  
c o n s u m in g . A  te rm in o lo g y  d ic t io n a r y  is  a  n e w  c h o ic e  to s o lv e  the p ro b le m . B a s e d  o n  
the c o rp u s -b a s e d  a p p ro a ch , the te n n  lis t  in  s p e c ia l texts c a n  b e  a u to m a tic a lly  extracted  
a n d  s y n c h r o n is e d  w ith  the te n n in o lo g y  d atab ase. T h e  fo llo w in g  se c tio n  d e ta ils  w h a t  
t e rm in o lo g y  d ata  w a s  u se d  in  th is  stu d y  a n d  h o w  it w o u ld  b e  a u to m a tic a lly  u p d ate d  in  the  
d ata  m o d e l.
E x is t in g  o n lin e  te n n in o lo g y  d ic tio n a rie s  c a n  b e  a d ap ted  a n d  u se d  fo r e x tra ctin g  ca n d id a te  
term s fro m  s p e c ia lis t  la n g u a g e  texts. S e v e r a l t e n n in o lo g y -b a s e d  d o cu m e n t m a n a g e m e n t  
sy s te m s u se  a  th e sau ru s o r te n n in o lo g y  d ic t io n a ry . F o r  e x a m p le , the LIQUID5 p ro je ct  
extracts ca n d id a te  te n n s  fro m  s p e c ia l texts a n d  these te n n s  are lin k e d  to d o m a in -s p e c if ic  
o n to lo g y  in  a  th e sau ru s. T h e  in te re stin g  p o in t, h ere, is  the u se  o f  a  te n n in o lo g y  
d ic t io n a r y  fo r e x tra ctin g  c a n d id a te  te n n s  fro m  ra w  texts as in d e x in g  in  the text re tr ie v a l in  
th is  stu dy.
A n  o n lin e  f in a n c ia l t e n n in o lo g ic a l d ic t io n a r y  l ik e  that p r o v id e d  b y  Web Finance Co6 
w o u ld  b e  a  better c h o ic e  fo r a u to m a tic  te rm in o lo g y  co n stru ctio n . T h e  d ic t io n a r y  h a s b e e n
4 Available at http://www.cas.org/ONLINE/DBSS/compendexss.html
5 LIQUID project is an European fund project. Details available from:
http://liquid.sema.es/documet_pdf/automatic_terminolog_extraction_validation_liquid_approach.pdf
6 Available at: www.investorwords.com
-34-
Chapter 2 M otivation and Literature Review
p u b lis h e d  o n lin e  in  H T M L  form at, w h ic h  a llo w s  the u se r to c h e c k  te rm in o lo g ic a l term s  
a n d  th e ir  d e fin it io n s  v ia  h y p e rlin k s . T h e  te rm in o lo g y  d ic t io n a r y  c o n ta in s  o v e r 5 ,0 0 0  
term s, a n d  is  d iv id e d  in to  2 5  s u b -d o m a in s : accounting, banldng, bonds, brokerage, 
currency, dividend, earnings, economy, futures, global, insurance, IPO, law, lending, 
merger, mutual, option, real estate, retirement, stoclcs, strategies, tax, technical, trading 
a n d  venture.
In  the te rm in o lo g y  d atab ase  fro m  www.investorwords.com, the le m m a  o f  a  te n n  is  lin k e d  
to its d e fin it io n  a n d  the term s th e m se lv e s  are in te r lin k e d  v ia  th e ir p re se n ce  in  other te rm s’ 
d e fin it io n s. T h is  e x a m p le  o f  h y p e r -l in k in g  is  a n  attem pt to u se  a m o d e l o f  d o m a in  
k n o w le d g e  to store a n d  re trie v e  term s a n d  a sso c ia te d  lin g u is t ic  a n d  n o n -lin g u is t ic  data. 
F o r  e x a m p le , term , d o m a in  o f  e a ch  te n n  an d  d e fin it io n  o f  e a ch  te n n  that h a s  in te rlin k e d  
o f  te n n s  w ith in  a  d o m a in . T h is  l in g u is t ic  a n d  n o n -lin g u is t ic  data are co n sid e re d  w h e n  the  
d atab ase  m o d e l h a s b e e n  d e sig n in g . T o  c o n stm ct the te rm in o lo g y  d atab ase, the  
te rm in o lo g y  d ata  w e re  im p o rte d  a u to m a tic a lly  to the d e sig n e d  d atab ase  m o d e l, w h ic h  the  
d e s ig n in g  o f  the d ata  m o d e l w il l  b e  m o re  d e ta ile d  in  later se ctio n . T h e  te rm in o lo g y  d ata  
w e re  im p o rte d  a n d  tra n s fe n e d  to the d atab ase a c c o rd in g  to the s u b -d o m a in s  d e sig n e d  b y  
the su b je c t experts fro m  the W e b F in a n c e .
T y p ic a l ly ,  w h a t is  re q u ire d  is  to a ss ig n  the d o cu m e n t a  su b je c t c a te g o ry , o r m o re  th a n  one, 
a s u b -s p e c ia lis m  w ith in  the su b je ct. T e r m in o lo g y  g lo s sa rie s  are t y p ic a lly  u se d  to in d e x  
d o cu m e n ts m a n u a lly  a nd  in  so m e  ca se s a u to m a tic a lly . M e tr ic e s  b a se d  o n  fre q u e n c y  o f  
te n n s  in  a  d o cu m e n t are treated as a m e a su re  o f  its ‘b e lo n g in g n e s s ’ to a  d o m a in , the te n n s  
b e in g  c h e c k e d  in  the g lo s sa ry . T h e  m e th o d o lo g y  o f  u s in g  the te rm in o lo g y  re so u rce  w il l  
b e  d e sc rib e d  in  the n e x t se ctio n . T e n n in o lo g y  d ata  is  a  la rg e  re so u rce , w h ic h  n e e d s a  
su ita b le  to o l to store a n d  m a in ta in  the data, h i  o rd er to u se  the t e n n in o lo g y  fo r term  
in d e x in g  the d ata  in  a  f in a n c ia l t e n n in o lo g y  d ic t io n a r y  are tested in  the f o llo w in g  se c tio n  
in  term s o f  h o w  te rm in o lo g ic a l n o u n  p h ra se s ( N P )  a n d  le x ic a l N P  a p p e a r in  the sp e c ia l 
la n g u a g e  d ic t io n a r y  an d  h o w  to u se  the le x ic a l N P  in  the in d e x in g  task.
Coverage of a Terminology Database
T h e  te rm in o lo g y  d atab ase  a d ap ted  fro m  investorwords.com c o m p ris e s  1 ,8 9 3  s in g le  term s  
a n d  4 ,5 4 6  m u lt i-w o r d  term s. (T e r m s  a p p e a rin g  in  m o re  th a n  o n e  d o m a in  are treated
-35-
Chapter 2 Motivation and Literature Review
se p a ra te ly ). W h e n  c o n s id e r in g  the p o p u la t io n  o f  single a n d  2-word o r more compound 
te n n s , I  n o tic e  that the 2 -w o r d  o r m o re  c o m p o u n d  te n n s  ap p ear n e a r ly  tw ic e  as often as  
s in g le  te n n s. It  c a n  b e  se e n  that the tw o  o r m o re  w o rd  c o m p o u n d  te n n s  w e re  crea te d  b y  
s in g le  term s in  the f o n n  o f  modifier word +  headword. F o r  e x a m p le , the c o m p o u n d -  
te rm s cabinet security, convertible security, mortgage pass-through security, a ll  h a v e  the  
h e a d w o rd  ‘ s e c u r ity ’ , w h ic h  is  a lso  a  s in g le  te n n  in  the datab ase. T h e  h e a d w o rd , w h ic h  is  
a n e u tra l le m m a , is  u se d  in  a  n u m b e r o f  c o m p o u n d  term s in  the d ic tio n a ry . T h e  a v e ra g e  
le n g th  o f  a  n o u n  p h a se  te n n  in  the f in a n c e  d ic t io n a r y  is  1 .9 7 .  F u rth e r, an  in v e s tig a tio n  
re su lt o f  the a v e ra g e  le n g th  o f  the n o u n  p h a se s in  2 5  s u b -d o m a in s , a n d  the d istr ib u tio n  is  
re p resen ted  in  b e lo w  F i g u r e  1 1 .
T h e  ch a rt h a s a  h ig h  p e a k  in  the 2 -w o r d  c o m p o u n d s p o s itio n , a n d  th is  is  true for a ll  
e x ce p t fo r three d o m a in s : law, currency, a n d  technical analysis. T h e  tra n sitio n  fro m  
s in g le  term  to 2 -w o r d  c o m p o u n d  c a n  b e  e x p la in e d  b y :
y = mx+c ( 1 )
w h e re  x  a n d  y  are the co o rd in a te s o f  the p o in ts  that s a tis fy  the fu n c tio n  a n d  so  l ie  o n  the  
stra ig h t-lin e  g raph, m is  the g ra d ie n t o f  the s tra ig h t-lin e  g ra p h  a n d  c is  the y  in te rce p t o f  
the stra ig h t-lin e  g ra p h  w h e n  x  =  0. T h e  g ra d ie n t is  a  n u m b e r that re p resen ts the steepn ess  
o r s lo p e  o f  a  stra ig h t lin e . T h e  X - a x i s  o f  the ch a rt represents the n u m b e r o f  a v e ra g in g  
te rm  le n g th s fo r e a c h  d o m a in . O n  the other h a n d , the Y - a x i s  o f  the ch a rt rep resents the  
n u m b e r o f  te n n s  (a s p e rce n tag e ) in  e a c h  d o m a in .
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Figure 11: Distribution of term length in the terminology database
There are two trends in Figure 11: positive and negative. The positive trend is derived 
from the number of single-word terms compared with the number of 2-word terms. Most 
domains have the positive trend, except technical analysis and law, which have negative 
trends. Moreover, the negative trend is derived from the number of 2-word terms 
compared with the number of 3-word terms. Both trends represent the distribution of 
term-length in our terminology database. The result of the analysis in our terminology 
dictionary is similar to Justeson and Katz (1995). The slope of m in each domain has a 
similar range, except for the technical analysis and law domains, as in the shaded column 
in Table 9.
The productivity of the single-word terms and the number of the 2-word terms can be 
divided into three groups. The first group (or the positive trend group) contains the 
merger, IPO, lending, stock, and banking domains, which follow a similar positive trend. 
In the second group (or the negative trend), it can see law and technical analysis domains; 
these trends are negative. The last group is ‘non-productive’, which means the numbers 
of single-term and 2-word terms are equal. From the 25 investigated domains, there are 
only two domains, law and technical analysis, which follow negative trends. It can
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conclude that the positive trend and the negative trend might help in terms o f to 
understand the characteristics o f terms in the terminology dictionary. The understanding 
o f term distribution trends might help in text categorisation to extract both single terms 
and multi-words terms extraction for domain specific language texts as well.
Table 9: Term productivity of single and compound terms in sample domains
m e r g e r
m  C
I P O
m C
le n d in g
m  c
s to c k
m C
b a n k in g
m  C
te c h n ic a l
m c
la w
m C
W ord 1-2 0.36 -0.08 0.31 -0.04 0.33 -0.09 0.30 -0.04 0.30 -0.04 0.00 0.46 -0.37 1.19
W ord 2-3 -0.57 1.77 -0.46 1.49 -0.42 1.42 -0.44 1.43 -0.45 1.47 -0.31 0.89 -0.15 0.57
W ord 3-4 -0.06 0.25 -0.08 0.37 -0.12 0.53 -0.08 0.36 -0.03 0.19 -0.10 0.42
W ord 4-5 -0.02 -2.07 -0.04 -1.40 -0.07 -0.70 -0.01 -1.65
W ord 5-6 0.00 0.01 0.00 0.02
One way o f describing news reports is to classify the texts as general or special texts. A 
news item is composed o f various linguistic levels, including the lexical level and the 
semantic level. The news item is also composed o f general and special words/terms. We 
attempt to test the specificity o f texts in contrast with general texts. General news reports 
have been categorised into several domains, which might include an incorrect category. 
A particular domain, like finance can also have many sub-domains.
2 . 4  T h e  R o l e  o f  C o m p o u n d  T e r m s
In order to focus on sub-domains, it is important for the system to analyse texts within 
specialisms. This involves identifying the domain to which the text belongs. The 
terminology dictionary contains more than 5,000 financial terms across 25 sub-domains. 
This empirically defined ontology o f the finance  domain is used in the categorisation o f 
texts.
A terminology database is a systematically organised collection o f terms (for a specific 
enterprise). Typically, a terminology database is used by humans to access definitions o f 
terms, or foreign language equivalents o f a term, if  such data exist in the database. A 
typical example is machine translations, where a computer program whenever it 
encounters a term to be translated, tries to find a foreign language equivalent 
automatically from its term base. This type o f terminology database is a little like lexical
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d atab ase  fo r s p e ll ch e c k e rs . T h e r e  is  a c o n s id e ra b le  a m o u n t o f  in te rest in  the u s e  o f  
te n n in o lo g y  d atab ase s in  text re tr ie v a l. In  text re tr ie v a l, a  te rm in o lo g y  d atab ase c a n  b e  
u se d  to f in d  s y n o n y m s  o f  a  term , w h ic h  m a y  b e  n a n o w ly  o r b r o a d ly  re la te d  to other term s  
in  the d atab ase, a n d  then the se a rc h  is  e x p a n d e d  b y  in c lu d in g  the s y n o n y m .
T h e  u se  o f  a  te rm in o lo g y  d atab ase  in  id e n t if y in g  the d o m a in  to w h ic h  a  d o cu m e n t  
b e lo n g s  is  an in te llig e n t ta sk , t y p ic a lly  p e rfo rm e d  b y  h u m a n  exp erts. Id e n t if y in g  
c h a ra cte r ist ic s  o f  the co n te x t is  a lso  an exp ert ta sk  in  the se n se  that the exp ert is  a b le  to 
u n d e rsta n d  s p e c ia lis e d  d o cu m e n ts  (w h ic h  are d iff ic u lt  the g e n e ra l p o p u la tio n ) an d  b e  a b le  
to m a k e  a  ju d g e m e n t ab o u t the co n ten t o f  the d o cu m e n t. T h e r e  are n u m e ro u s w a y s  o f  
id e n t if y in g  term s in  a  s p e c ia lis t  d o cu m e n t. F ir s t ,  to d is c o v e r  w h e th e r a  to ke n  is  a  term  or  
not c a n  b e  a c h ie v e d  e a s ily  b y  m a tc h in g  the to k e n  a g a in st a  t e n n in o lo g y  d atab ase  i f  s u c h  a 
d atab ase is  a v a ila b le . T h is  ap p ears to b e  a  stra ig h tfo rw ard  ta sk . H o w e v e r , s u c h  a n  
a p p ro a ch  a ssu m e s that the t e n n in o lo g y  d atab ase  h a s e x te n siv e  c o v e ra g e  o f  the d o m a in  
a n d  c a n  in co rp o ra te  n e w  te n n s  a u to m a tic a lly . A  d ire ct m a tc h  is  a  c o m p u ta t io n a lly  
e ffic ie n t  a p p ro a ch , an d  w e  w il l  d e sc rib e  th is  later. S e c o n d , so m e  sets o f  s p e c ia lis t  
d o m a in  ca te g o rie s, s u c h  as sports f in a n c ia l tra d in g , g en e th e rap y , g o v e rn m e n t  
a d m in istra tio n , are b e in g  u p d ate d  c o n sta n tly  d u e  to the d y n a m ic  d e v e lo p m e n t in  these  
d is c ip lin e s . O n e  c h a ra c te r is t ic  o f  these s p e c ia lis t  texts is  the w a y  in  w h ic h  te n n s  are u se d  
in  the text. S p e c ia lis t  texts are g e n e r a lly  w ritte n  to in fo r m  re ad ers ab o u t s p e c ia lis e d  
o b je cts  an d  even ts. In  a d d it io n , p e rh a p s e q u a lly  im p o rta n t, s p e c ia lis t  texts are w ritten  to 
presen t a  p o in t  o f  v ie w , w h ic h  is  p e rh a p s a  v a r ia n t  o f  the v ie w s  h e ld  g e n e r a lly  w ith in  the  
s p e c ia lis t  c o m m u n ity , or to report in te re stin g  v a lu e s  or b e lie fs  in  the d o m a in .
T h e  d ire ct m a tch  a p p ro a ch  re q u ire s  th e  e x iste n ce  o f  a  d atab ase. T h e  c o v e ra g e  o f  the term  
in  s u c h  d atab ases is  m e n tio n e d  that it  m a y  n o t b e  e x h a u stiv e , a n d  in d e e d , in  so m e  c a se s, it  
m a y  no t b e  adequate. T h e  a uth o r w a n t to e x p lo re  w h e th e r there is  a  s im p le  m e a su re  b y  
that c a n  v a lid a te  the c o v e ra g e  an d  e x h a u stiv e n e ss  o f  a t e n n in o lo g y  d atab ase.
L in g u is t s  h a v e  lo o k e d  at h o w  te n n s  are p re se n te d  in  text, in  g e n e ra l, a n d  s p e c ia lis t  texts 
in  p a rtic u la r . H a l l id a y  a n d  M a r t in  ( 1 9 9 3 )  a n d  H o e y  ( 1 9 9 1 )  h a v e  a rg u e d  that in  sp e c ia lis t  
d o m a in s , the auth or attem p ts to fo c u s  the atten tio n  o f  the re a d e r o n  s p e c if ic  o b je cts  and  
e ven ts. T o  that en d , the a uth o r u se s a  re stricte d  set o f  v o c a b u la r ie s  to k e e p  the fo cu s. 
T h e  re stricte d  v o c a b u la r y  set is  re p eated  a n d  th is  s m a ll v o c a b u la r y  set ten d s to d o m in a te
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the text as su ch . S u c h  freq u en t s p e c ia lis t  te n n s, e ith er s in g le  w o rd  o r  co m p o u n d  te n n s,  
h a s b e e n  re ferred  to as burstiness in  the s p e c ia lis t  literature  (Ju ste so n  a n d  K a t z ,  1 9 9 5 )  o r  
weirdness ( A h m a d , 1 9 9 5 ;  A h m a d  an d  R o g e r , 2 0 0 1 ) .  A h m a d  ( 1 9 9 5 )  c la im e d  that  
c a n d id a te  te rm s are id e n tif ie d  b y  co n tra stin g  the fre q u e n c y  o f  w o rd s in  the s p e c ia lis t  
co rp u s w ith  that o f  the fre q u e n c y  o f  the sa m e  to ke n s in  a  re p re se n ta tiv e  c o rp u s  o f  g eneral 
la n g u a g e . A h m a d ’ s s ta tis tic a l m e a su re  o f  re la t iv e  fre q u e n c y  in  co rp o ra  o f  s p e c ia lis e d  
a n d  g e n e ra l la n g u a g e , a ls o  k n o w n  as, weirdness, is  u se d  to d is t in g u is h  the le x ic a l le v e l  
b e tw e e n  g e n e ral la n g u a g e  a n d  sp e c ia l la n g u a g e  texts. B o th  ‘w e ir d n e s s ’ a n d  ‘b u r s t in e s s ’ 
e m p lo y  a  ju d g e m e n t o n  the fre q u e n c y  d is tr ib u tio n  o f  term s w ith in  a  text. I f  the  
d istr ib u tio n  e x ce e d s a  ce rta in  th re sh o ld  th e n  these te n n s  are re g a rd e d  as ‘ te rm s’ . 
O th e rw is e , th e y  are re je cte d .
B e fo r e  d is c u s s in g , a n y  further ab o ut b u rstin e ss  o r w e ird n e ss, a  d is c u s s io n  in  another  
p ro p e rty  o f  s p e c ia lis t  texts is  n e ed ed . G e n e r a lly ,  co m p o u n d  te n n s  d o m in a te  an d  m o d if y  
in  the s p e c ia lis t  texts. A  c o m p o u n d  te n n  u s u a lly  c o n ta in s  a  h e a d w o rd  an d  m o d if ie d  
w o rd s, w h ic h  are t y p ic a lly  a n o th er n o u n  p h ra se  a n d  a d je c t iv e  p h ra se . A  s p e c ia lis t  u se s  a 
la rg e  n u m b e r o f  c o m p o u n d s to ta lk  ab o u t su b tle  d iffe re n ce s b etw e e n  the p ro p erties o f  a  
d o m a in  o b je ct o r su b tle  d iffe re n ce s b e tw e e n  k in d s  o f  even ts. F o r  e x a m p le , p e o p le  w h o  
w o rk  in  the n u c le a r  p o w e r in d u s tr y  w o u ld  n o t ju s t  ta lk  abo ut a  nuclear reactor, th e y  w il l  
ta lk  ab o u t a  breeder reactor o r a  power reactor, a  fission reactor o r a  fusion reactor. In  
a ll  the ca se s, fo c u s  is  o n  the term  reactor, a d je c t iv e s  or m o d if ie r s  are in tro d u ce d  to 
d is t in g u is h  d iffe re n t k in d s  o f  re acto rs. B a s e d  o n  th is  o b se rv a tio n , a  c h a ra cte r ist ic  o f  
s p e c ia lis t  text is  the p e r v a s iv e  u se  o f  c o m p o u n d  te n n s.
C o n s e q u e n tly , an o th er in te re stin g  is s u e  is  h o w  the term s w o u ld  b e  u s e d ?  T e r m s  are  
eith er s in g le  w o rd  te n n s  b e c a u s e  th e y  are the fo c u s  p o in t, or m u lt i w o rd  term s w h ere  a  
s m a ll  set o f  s in g le  w o rd s w o u ld  b e  u se d  as a  h e a d e r, a n d  a  n u m b e r o f  m o d if ie r s  u se d  to 
sh o w  the d iffe re n c e s b etw e e n  the o b je ct o r the even t, w h ic h  is  d eno ted  b y  the h e a d w o rd  
o f  the co m p o u n d . Ju ste so n  an d  K a t z  ( 1 9 9 5 )  o b s e rv e d  that n o u n  p h ra se s c o m p r is in g  tw o  
w o rd s ten d  to d o m in a te  the d is tr ib u tio n  o f  the sp e c ia lis t  texts. T h e y  lo o k e d  at fo u r  
d ic tio n a rie s  o f  s p e c ia lis t  texts, in c lu d in g  fib re  o p tic s , m e d ic in e , p h y s ic s  a n d  m a th e m a tics, 
and  p s y c h o lo g y . Ju ste so n  and  K a t z  ( 1 9 9 5 : 1 3 )  stated the ‘p r e v a le n c e  o f  a  n o u n  p h ra se  
c o n ta in  o n ly  a  n o u n  an d  a n  a d je c t iv e  fo llo w in g  fro m  g e n e ra lis a tio n s c o n c e rn in g  t y p ic a lly  
the stru ctu re  o f  the te c h n ic a l se m a n tic  d o m a in ’ . T h e y  d is c u s s e d  the fa ct that te n n s  that
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are t y p ic a lly  u se d  fo r ta x o n o m ic  ca te g o rie s are q u ite  re g u la r in  stru ctu re  ( ib id ). O f  the  
fo u r d ic tio n a rie s  the a uth o r h a s  lo o k e d  at, th e y  fo u n d  that the a v e ra g e  le n g th  o f  a  n o u n  
p h ra se  te rm  is  1 . 9 1  as sh o w n  in  Table 10 b e lo w . T h e y  fo u n d  that in  the e n g in e e rin g  
s u b je ct, f ib re  o p tics, the term  le n g th  is  o v e r tw o , w h e re a s in  m e d ic in e  the term  structure  
c o u ld  b e  as lo w  as 1 . 7 7 .  T h e y  a lso  o b se rv e d  that in  a  ty p ic a l d istr ib u tio n  o f  term  ra n g e , 
the n u m b e r o f  tw o w o rd  te n n s  is  s u b s ta n tia lly  la rg e r th a n  o n e -w o rd  term s.
T h is  o b s e rv a tio n  d oes not h o ld  fo r m e d ic in e  w h e re  the d istr ib u tio n  o f  s in g le  w o rd  a n d  
tw o -w o rd  c o m p o u n d s are r o u g h ly  the sa m e . M e d ic in e , l ik e  o ther s c ie n t if ic  su b je cts , 
w h ic h  o rig in a te d  in  the 1 9 th c e n tu ry  a n d  e a r ly  p a rt 2 0 th ce n tu ry , is  d o m in a te d  b y  G r e c o -  
L a t in  te n n s  a n d  so m e  w o rd s, w h ic h  w e re  im p o rte d  in to  E n g lis h , m a y  b e  a  co m p o u n d , but  
th e y  are e s s e n tia lly  b le n d e d  w o rd s in  G r e e k  o r L a t in . F o r  in sta n ce , the te rm  malaria re fer  
to mol (bad) +  aria (air), w h ic h  is  a  tw o -w o rd  te rm  but th is  is  w h a t Ju ste so n  a n d  K a t z  
re fer to as a ‘ s in g le  w o rd  te rm ’ .
Table 10: Distribution of term length in different dictionaries
Term length (in number of words) 
1 2 3 4
Ratio between special 
corpus compare with 
total word in the 
collection
Fiber optics 43 109 36 12 2.085
Physics& mathematics 41 125 29 5 1.99
Psychology 64 120 12 4 1.78
Medicine 88 80 22 10 1.77
Term length (in number of words)
1 2 3 4
Accounting 28 112 46 14 2.23
Computing 29 146 21 4 2.00
Linguistic 67 123 8 2 1.725
Earth sciences 119 73 8 0 1.445
T h e  a uth o r h a s co n su lte d  d ic tio n a rie s  o f  a cc o u n tin g , earth s c ie n c e , c o m p u tin g , a n d  
l in g u is t ic s  to ex ten d  the ra n g e  o f  o b s e rv a tio n s p u t fo rw ard  b y  Ju ste so n  an d  K a t z . T h e  
c h o ic e  is  the d e lin e a te : earth sciences are  c lo s e  to medicine in  that b o th  h a v e  a b io lo g ic a l  
b a se  a n d  h e n c e  the d o m in a n c e  o f  G r e c o -L a t in  te n n s ; a c c o u n ta n c y  is  a  la r g e ly  co n te xt  
ro o ted  su b je c t, so an  E n g lis h  d ic t io n a r y  fo r a c c o u n ta n c y  w o u ld  re fer m a in ly  to te n n s  in  
E n g lis h . Computing is  c h o se n  b e c a u s e  it  is  a  technological su b je c t a n d  the a uth o r w an te d  
to see w h e th e r w h a t p r e v a ils  in  fibre optics a nd  to le sse r extent in  physics a n d  
mathematics as d is c u s s e d  b y  Ju ste so n  a n d  K a t z ,  p r e v a ils  in  computing o r not. F i n a l ly  yet  
im p o rta n tly , linguistics d ic t io n a r y  is  ch o se n , w h ic h  d oes c o m p r is e  a  n u m b e r o f
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psychological te n n s, b u t a lso  b o rro w e d  te n n s  fro m  literature a n d  anthropology. T h e  
o b s e rv a tio n s , e x ce p t for su b je c ts  l ik e  m e d ic in e , w h ic h  is  d o m in a te d  w ith  term s b o n o w e d  
fro m  other la n g u a g e s  and  w o rd s that are b le n d e d  w h e n  th e y  c o m e  in to  the target la n g u a g e  
(a s p e r the e x a m p le  a b o v e  fro m  G r e c o -L a t in )  c o u ld  b e  u se d  to v a lid a te  e x is t in g  
te n n in o lo g y  d atab ase.
Adaptive Terminology Database
C o n v e n t io n a lly , a  te n n in o lo g y  d atab ase  is  often u se d  in  tra n sla tio n . T h e  te n n in o lo g y  
d atab ase  in  the tra n sla tio n  w o rk  p re se n ts as s p e c ia lis t  re so u rce  fo r tra n sla to rs o r te c h n ic a l  
w riter. H o w e v e r , the t e n n in o lo g y  d atab ase  c a n  b e  u se fu l in  the text ca te g o risa tio n  in  o u r  
stu d y . O u r  a d a p tiv e  te n n in o lo g y  d a ta  m o d e l w a s d e sig n e d  b y  a d a p tin g  the tw o  
co n c e p tu a l m o d e ls  o f  T W B  a n d  T R A N S T E R M  as m e n tio n e d  in  the se c tio n  2 .2 ,
A s  the te rm in o lo g y  d atab ase  m o d e l is  fo r text ca te g o risa tio n  p rn p o se , the m o d e l is  term- 
centred. T h is ,  b e c a u s e  the te n n  s h o u ld  b e  a llo w e d  to h a v e  in te r -lin k e d  to other a sso c ia te d  
te n n s  together w ith  th e ir re la t io n s h ip s  a n d  th e ir d e fin it io n s. T h e  se m a n tic  re la t io n s h ip  o f  
the te n n , synonym o r variants, s h o u ld  b e  co n sid e re d  in  the m o d e l d e sig n . H o w e v e r , the  
se m a n tic  re la tio n s h ip  re co rd s are no t c o n sid e re d  in  th is  re se arch . T h is  w o u ld  b e  a  further  
re se a rch  fo r the term  q u e r y  in  the text c a te g o ris a tio n  syste m . T h e  co n sid e ra tio n  h e re  is  
the te n n s  a n d  t e n n s ’ a s s o c ia tio n  in fo n n a tio n , s u c h  as d o m a in  a n d  th e ir  d e fin it io n , w ith in  
a g iv e n  d o m a in  c a n  b e  re co rd e d  a n d  se a rch e d  in /fr o m  the d atab ase. Figure 12 illu stra te s  
the m o d e l w h e re  a  te n n  takes the m id d le  p la c e  b e tw e e n  the d e fin it io n  a n d  the d o m a in ; the  
m o d e l sh o w s that te n n s  a n d  th e ir a sso c ia te d  in fo rm a tio n  are m a n a g e d  a n d  o rg a n ise d  in  
c o n c e p tu a l structure. B e c a u s e  e a ch  te n n  in  e a c h  re co rd  m u st h a v e  a  l in k  to o n e o r m o re  
d o m a in (s )  a n d  th e ir d e fin it io n . T h e  c o n c e p tu a l structure o f  the d ata  m o d e l w a s  d e sig n e d  
in  th is  w a y  so that w h e n  e a ch  term  is  re co rd e d  in  the d atab ase , its  d o m a in  a n d  its  
d e fin it io n  m u s t a lso  b e  re co rd e d . T h e re fo re , in  th is  case , e a ch  te n n  in  the d atab ase  w il l  
re p resen t the b e lo n g in g n e s s  to a  p a rt ic u la r  co n ce p t as e a ch  te n n  b e lo n g s  to a  p a rt ic u la r  
d o m a in  a n d  h a s a  p a rt ic u la r  d e fin it io n  o r m e a n in g .
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Figure 12: Terminological data model for categorisation
A c c o r d in g  to the d atab ase  m o d e l, the term a n d  domain h a s a many-to-many re la tio n s h ip . 
In ste a d  o f  a  d ire ct l in k  b e tw e e n  these tw o e n titie s, tra n sfo rm a tio n  in to  tw o one-to-many 
r e la tio n s h ip s  is  re q u ire d , as many-to-many re la tio n s h ip s  ca n n o t b e  re p resen ted  b y  the  
re la tio n a l m o d e l. Figure 12 sh o w s the  tra n sfo rm e d  m o d e l o f  term-domain a n d  term- 
definition. T h e  many-to-many re la tio n s h ip  o f  term-definition a n d  term-domain m e a n  that  
a  te n n  c a n  h a v e  m a n y  d e fin it io n s  an d  m a n y  d o m a in s .
T h e  term-centred d ata  m o d e l a llo w s  f le x ib le  se a rc h  q u e rie s: fo r e x a m p le , a te n n  s u c h  as 
bond, w h ic h  h a s se v e ra l m e a n in g s  a n d  sen ses in  le x ic o n  w o rk 7:
bond 1 .  A n  e le c tr ic a l fo rce  l in k in g  ato m s.
2 . A n  in te re st-b e a rin g  ce rtif ic a te  o f  debt is su e d  b y  a  g o ve rn m e n t.
3 . M o n e y  that m u s t b e  fo rfe ite d  b y  the b o n d s m a n  i f  a n  a cc u se d  
p e rso n  fa ils  to ap p e ar in  co u rt fo r tria l an d  so o n ’
T h e s e  m e a n in g s  c o u ld  b e  lim ite d  a n d  u n a m b ig u o u s  w h e n  u s in g  term s to re p resen t co nten t  
o f  d o cu m e n ts. T h e  te rm  bond w ith  m e a n in g  (3 )  fro m  the e x a m p le  a b o v e  b e lo n g s to the  
bond d o m a in ; the term  bond w ith  m e a n in g  ( 1 )  in  the e x a m p le  a b o v e  is  lin k e d  to the  
physics d o m a in . T h e  re co rd  fo rm a t in  the te n n in o lo g y  d ata m o d e l w il l  h e lp  u s to c la r if y  
m e a n in g  o f  term s in  text ca te g o risa tio n . H o w e v e r , as u s in g  the te rm in o lo g ic a l data m o d e l, 
w h ic h  w a s  d e s ig n e d  to re trie v e , store te rm s, a n d  a sso c ia te d  term s in  c o n c e p tu a l structure, 
th e  text c a te g o ris a tio n  sy s te m  c a n  le a rn  that e a ch  te n n  w ith in  a  g iv e n  d o m a in  c a n  
re p resen t in d iv id u a l co n ce p t. W it h  th is  id e a , the te rm in o lo g y  d a ta b a se  a n d  te rm in o lo g y  
k n o w le d g e  fo r term  in d e x  e x tra ctio n  are b e lie v e d  that th e y  w o u ld  h e lp  fo r im p r o v in g  the  
te xt ca te g o risa tio n  a c c u ra c y . F u r th e r d is c u s s io n  o n  term  e x tra ctio n  an d  h o w  the
7 WordNet ® 1.6, © 1997 Princeton University
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te rm in o lo g y  e x tra ctio n  w il l  b e  p e rfo rm e d  to im p ro v e  the text c la s s if ic a t io n  a c c u r a c y  w il l  
b e  sh o w n  in  n e x t chap ter.
2 . 5  C h a p t e r  C o n c l u s i o n
I f  w o rd s c a n  b e  u se d  as in d ic e s  o f  text a n d  these w o rd s are g enerated  fro m  the co n ten t o f  
that text, the in te re stin g  q u e stio n , h e re , is  h o w  to ch o o se  the a p p ro p ria te  w o rd s to 
re p resent the co nten t o f  that text. P a r t ic u la r ly , i f  the w o rd s u se d  in  d o m a in  s p e c if ic  texts  
h a v e  a  s p e c if ic  m e a n in g  in  a  p a rt ic u la r  co n ce p t, th en it  m ig h t c o n c lu d e  that the su b je c t  
experts c a n  a lso  u se  these  w o rd s as the in d ic e s  for text in  a  d o m a in  s p e c if ic  text. 
H o w e v e r , fo r c o ip u s  l in g u is t ic s  the ta s k  o f  c h o o s in g  o r e x tra ctin g  the k e y  w o rd s fro m  text 
co rp u s c a n  r e ly  o n  a  m a c h in e -re a d a b le  d ic t io n a r y  o r a  th e sa u ru s, s u c h  as WordNet. 
H o w e v e r , the d ic t io n a ry  re q u ire s  m a n u a l u p d ate  an d  is  b u ilt  fo r g e n e ral la n g u a g e  p u rp o se . 
In ste a d  o f  u s in g  a  g e n e ra l la n g u a g e  le x ic a l  d ata  re so u rce , s u c h  the W o r d N e t , to ex tract  
k e y  w o rd s, th is  th e s is  p r o v id e  a  n e w  a p p ro a ch  to extract k e y  term  u s in g  te rm in o lo g y  
k n o w le d g e . M o re o v e r, the te rm in o lo g y  d ata  h a s b e e n  stored a n d  o rg a n ise d  in  a  
co n c e p tu a l stru ctu re  b e n e fitin g  fro m  d atab ase  te ch n o lo g y . T h e  d atab ase  w a s  d e sig n e d  
a n d  in v o lv e d  in  the text c a te g o ris a tio n  sy s te m  in  th is  stu d y  (m o re  d e ta il in  C h a p te r 3 ). 
T h is  a p p ro a ch  the te rm in o lo g y  d a ta  m o d e l c a n  u p d ate  the term  lis t  in  a  g iv e n  d o m a in  
a u to m a tic a lly  b a se d  o n  c o ip u s  l in g u is t ic  a p p ro a ch . It  c a n  see e x a m p le s  in  se c tio n  3 . 1 .
T e r m in o lo g y  m o d e ls  h a v e  b e e n  in v e stig a te d  a n d  d is c u s s e d  in  term s o f  th e ir u se  for  
re p re se n tin g  te n n s  a n d  the co n ce p t o f  the te n n , w h ic h  c a n  b e  u se d  as co n te x tu a l features. 
A lt h o u g h  m o s t t e n n in o lo g y  m o d e ls  w e re  u se d  in  c o m p u tin g  l in g u is t ic  stu d y , the m o d e ls  
c a n  b e  adap ted  fo r cre a tin g  d o cu m e n t in d e x e s  in  In fo rm a tio n  re tr ie v a l as sh o w  in  th is  
re se a rch . T h e  ad a p ted  d atab ase  m o d e l re p re se n ts b o th  te n n  a n d  th e ir a sso c ia te d  term  
in fo rm a tio n , d o m a in  an d  d e fin it io n . T h u s , the te n n  in  the a d ap ted  d atab ase  rep resents  
b o th  d o m a in  o f  that te n n  an d  the m e a n in g  o f  that term  in  the d atab ase  re co rd. T h e  term  
in fo r m a tio n  o f  e a ch  te n n  w o u ld  b e  u se d  to re p resen t a  p a rtic u la r  c o n c e p t o f  the te n n  u se d  
in  the text d o cu m e n t. W e  b e lie v e  that re p re se n tin g  c o n ce p tu a l d ata  that it  w o u ld  h e lp  the  
text ca te g o risa tio n  to le a rn  to ca te g o rise  text better. T h is  c a n  b e  se e n  fro m  e x p e rim e n t  
re su lts  in  C h a p te r  4 .
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Furthermore, this chapter has showed the investigation o f behaviour o f the terminology 
data. We observed that the distribution o f multi-word tenns in specialist lexica is 
dominant 2-word terms tend to dominate the distribution across domains in our database. 
The study showed that-2-word terms are more useful and powerful to represent the 
concept o f tenns. However, the lexical signature in the special language w ill have more 
observation regarding how single terms are used to produce the multi-word tenns. The 
puipose o f this investigation is to understand the nature o f the multi-word terms in special 
language and to extract candidate multi-word terms from special text corpora. The 
conclusion is a domain specific dictionary can be adapted for tenn exfraction and 
extracted terms can be used for creating document indexing. Tenn can be used to 
represent the content and concept o f the text document by extracting terms from the text 
and matching the tenns in the tenninology database. Methodologies for creating the 
vector model and the select vector feature w ill be explained and discussed in next chapter.
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The development o f text categorisations was founded on the method to select or extract 
feature vectors because the accuracy o f categorisation systems could be affected by 
‘ inappropriate’ feature vectors. However, not only the vector selection method is 
important, but also the training algorithms, visualisation programs, and especially the 
evaluation methods used to quantify the performance o f the text categorisation. This 
chapter focuses on methods o f the construction o f text vectors that w ill represent the 
largest possible number o f texts in an arbitrarily chosen collection o f texts. One needs 
ready-access to an up-to-date list o f terms: a method o f tenn extraction that relies on the 
properties o f special language texts, namely that the distribution o f lexical items in 
specialist texts somehow or other signifies a specialism being used. This distribution is at 
some variance w ith the distribution o f words in a general language corpus (see Section 
3.1); a discussion how to choose terms from an existing database is shown in this section.
Once the terms, single and multi-word tenns, are chosen then it is important to attach 
different weights to the terms accordingly, again, to the lexical distribution: the weights 
are attached in the belief that the tenns thus chosen w ill have sufficient discriminatory 
power to distinguish and to cluster documents (shown in Section 3.2). Once the terms are 
chosen then the training algorithms can be executed — we present a brief description o f 
two algorithms -  Kohonen’s self-organising feature maps and Vapnik’s support vector 
method (Section 3.3). The trained system is then tested and typical infonnation retrieval 
can be used for this purpose -  we have used classification accuracy, precision and recall, 
and average quantization enor. The testing is performed by observing whether a test 
news item o f a specific category occupies the same node in a Kohonen SOFM where a 
similar training vector was placed -  the sim ilarity is measured by manually checking 
whether category labels assigned to both training vector and test vector are the same or 
not. (Section 3.4). Section 3.5 concludes this Chapter.
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3.1 Corpus-based Terminology Extraction
There are two kinds o f texts: general and special language. General language texts are 
used everyday and are understood without any special training. On the other hand, 
special language texts are used in technical subject fields i.e. Nuclear Physics, 
Automative engineering, Forensic science etc. However, how can distinguish special 
language text from general? One observation is that closed class words (e.g. to, the, or, 
at, was and etc.), or grammatical words, are essential for both types o f texts. Hence, 
Ahmad [1994] has studied this phenomenon in a number o f specialism and compared 
them with a representative general language sample o f text. Specialist terms in any 
special text can be identified by linguistic disciplines - semantic, lexicology, syntactic, 
and pragmatic level - that have provided perfectly acceptable descriptions o f general 
language. There are number o f considerations regarding the representation o f general 
language included Halliday and M artin (1993). They mentioned that in specialist 
languages, the text is much more structured and had its own lexicogrammar. It can be 
said that a specialist language is rich in lexicon or has a high lexical density w ith 
relatively fewer grammatical variances as compared to general language.
The analysis aims to understand the tenn and lexical relationship between terms in a 
corpus, and to compare tenns in special language (Reuters financial news) and terms in 
general language (British National Coipus or BNC). W ithin a large coipus, it presumes 
that it is enriched w ith the lexical infonnation. One key point o f using computation 
terminology database is that it can automatically update tenninology data in the database. 
To extract and update tenninology data from raw texts, one way to do that is by using the 
special corpus. The special language texts and general language texts have several 
different behaviours; the special language text is comprised o f technical terms, which are 
used in a particular domain. In contrast, a general language text is comprised o f terms 
used in daily language.
Three possible distinctions between general language and specialist language that can be 
made: the frequency o f occurrence o f terms present in both may differ; the morphological 
variants o f common tenns may have different distributions; certain common tenns may 
occur together in different ways such as compound nouns, and specific collocation 
patterns are more frequently found in specialist texts (Ahmad, 2001). Special languages
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share a number o f pragmatic and language-based characteristics; this allows us to refer to 
them as a subset o f the general language.
Seven specialist language corpora included Reuters financial news have been conducted 
in several projects in the University o f Surrey. A  stock market news corpus was 
constructed for comparing specialist texts and general texts. The corpus comprises news 
items published during 15 January to 15 February 2004. It contains 80,532 news items - 
1,393,154 tokens. Table 11 below briefly sums up the behaviour o f the 100 most 
frequent words in the seven Surrey special corpora, together w ith the contribution o f the 
most frequent words to the total composition o f the corpus (CRF) and number o f open 
class words in each o f the 100 words. The difference between the observed frequency o f 
open class words in each o f the corpora (Columns 2-7) and open class words in the BNC 
(Column 8) shows that the distribution o f open class words occurrence can be used to test 
the specialism o f the corpus. Note that the BNC (Column 7) has reported only two open 
class words, whereas other specialist corpora have 21, 23, 30, 33, 39 and 38 open class 
words. The study o f a special corpus can also be use by statistic methods to compare the 
general language and special language.
Table 11: Frequency of opened and closed class words in the six Surrey special 
corpora (including stock market news) and the British National corpus. (CRF. are 
stand for cumulative relative frequency)
Group Dance Forensic
science
Linguistics Nuclear
physics
Auto­
motive
engineering
Stock
market
news
BNC
(1) (2) (3) (4) _(5) (6) (7) (8)
Tokens 346,263 654,197 688,733 472,108 326,621 1,391,354 100
millions
Text 326 1,451 68 158 132 80,532 4,124
CRF. 47.33 45.24 47.95 50.98 46.72 41.1 45
Open class 21 23 30 33 39 38 2
Closed
class
79 77 70 67 61 62 98
Column
Total
100 100 100 100 100 100 100
According to the ratio o f open class words to closed class words in Table 11, the 
frequency o f open class words and close class words in each o f these corpora together 
w ith the frequencies o f Stock market news. The observed frequency, i.e. the average 
across six specialist corpora, shows that the corpora are statistically the same w ith respect 
to frequently occurring open class words as shown w ith A^-square test measure. The
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difference between observed frequencies o f open class words in each o f the coipora (see 
Columns 2-7 in Table 12) can be computed against the expected frequency o f the number 
o f open class words in each o f the corpora (Column 8 in Table 12). A2-square value o f 
13.231 is obtained for 2 degrees o f freedom; this result is performed to validate the 
difference between these six coipora from each other by considering the distribution o f 
the open class words.
Table 12: Frequency of open-class aud closed class words in the six special Surrey 
Corpora
Group Dance Forensic
science
Linguistics Nuclear
physics
Auto­
motive
engineering
Stock
market
news
Expected
frequency
(1) (2) (3) (4) (5) (6) (7) (8)
Open
Class
21 23 30 33 39 38 186
30.66%
Closed
Class
79 77 70 67 61 62 414
69.33%
Column
Total
100 100 100 100 100 100 600
We also examined the same hypothesis that the proportion o f the open class words (and 
closed class words), is the same throughout these six coipora as compared w ith the BNC, 
in terms o f comparing their distribution. The average proportion o f open and closed class 
words in the specialist coipora is 30.66% and 69.33% respectively (Column 2 in Table 
13), and in the BNC, the number o f open and closed class words is 2% and 98% 
respectively (Column 3 in Table 13).
Table 13: A comparison of the BNC with ‘average’ specialist corpus
Group ‘Specialist
Corpus’
BNC Expected frequency
(1) (2) (3) (4)
Open Class 33
30.66 2 16.33%
Closed Class 167
69.33 98 83.66%
The A^-square value o f 30.0669 (for 2 degrees o f freedom) is obtained for the difference 
between the observed (Column 2 and 3 in Table 13) w ith that o f the expected frequencies 
(Column 4 in Table 13). There is a statistically significant difference between the use o f 
the first 100 most frequent words in specialist coipora and in the general language
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corpora. Therefore, these A^-square values have shown that the two corpora are not the 
same. The investigated results show that the two different types o f text corpora, general 
language corpus and specialist corpora can be distinguish by the number o f open class 
words and closed class words, which closed classed words most tend to appear more in 
the general language coipus or BNC. On the other hand, the open class words tend to 
appeal* more in  the specialist corpora. Therefore, from the investigated result, we could 
use the analysis o f the frequency o f the close class words and the open class words to 
build a special corpus: for example, Stock market news for our study. To extract terms 
from text coipus, next section w ill describe the lexical analysis in special language texts 
(Stock market news). This study is to automatic extracting term used for creating 
document index in the text categorisation.
Lexical Variance in Stock Market News Corpora
A  wordlist o f the coipus was generated using System Quirk. Three experiments have 
been carried out i) frequency analysis o f single tenns, ii) frequency analysis o f compound 
terms and iii)  frequency analysis o f single and compound terms that exists in the finance 
terminology database. First, a single word list is extracted and sorted according to 
frequent occurrence o f that word in the corpora. Table 15 shows the first 100 most 
frequently occurring words in the stock market news corpora. It can be seen that the most 
frequent words appear in  the stock market news collection are the closed class words 
(determiners, conjunctions, prepositions and certain verbs). When looking at the first 10 
most frequent words in the coipus, nine out o f ten are closed class words, and they 
account for 19.3% o f the entire coipus. Some o f the open class words present are lexical 
variants w ith two o f them being derivational (report and reporting) and two inflectional 
(shares and stocks) together w ith two being proper nouns (Paris and Yen). The first 10 
words o f the stock market news corpora are closed class words w ith a cumulative relative 
frequency o f 19.3 alongside the average ratio o f open class words, which is 38% to 62%.
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Table 14: Frequency distribution of the first 100 most frequent words in the Surrey 
stock news corpus. Open class words (OCW) are indicated with bold typeface. 
Proper Nouns (PN) are indicated with italic typeface.
Tokens
Cumulative
Relative
Frequency
No. of 
OCW
the,of,to,in,and,a,on,s,for,percent 19.3% 1
by, at, shares, said, as, is, its, from,that, company 5.6% 2
index,be,market,with,news,or,year,it,after,was 3.9% 3
stock,up,top,will,are,net,million,stocks,an,bank 2.8% 6
new,exchange,which,securities,this,has,share,february,proposed,u 2.2% 5
day,earnings,investors,reporting,gmt,points,all,no,but,results 1.8% 5
were,full,group,have,not,messaging,billion,date,had,price 1.6% 4
rose,more,profit,may,financial,monday,quarter,European,lik,equity 1.4% 6
would,pa,interest,Friday,report,down,jan,january,other,fell 1.3% 3
paris, expected,yen, tuesday, also, corp,Thursday, one,week, been 1.2% 4
Total 41.1% 38
There are 56 open class words w ithin the second 100 most frequent words o f the stock 
market news coipus (see Table 15). The average ratio o f open class words is 56% to 
44%, much higher than the ratio o f first 100 word frequent words, which is 38% to 62%.
Table 15: Frequency distribution of the second 100 most frequent words in the 
Surrey stock news corpus. Open class words (OCW) are indicated with bold 
typeface. Proper Nouns (PN) are indicated with italic typeface.
Tokens
Cumulativ No. of 
e Relative OCW 
Frequency
aimouncement,high,time,Wednesday,economic,any,information,issued, 
capital, December 1.11%
6
related,closed,total,listing,tradiiig,diary,last,each,their,two 1.04% 5
shareholders,we, dollar, markets, data, higher, month, board, equities, firm 0.97% 8
First,about,trade,session,i,companies,following,issue,over,holdings 0.90% 6
sales, editing,japan, close, investment, analysts, some, cents, please, maker 0.84% 8
march,while,ftse,due,period,page,dated,reports,york,ended 0.80% 4
buy,directors,world,largest,sector,three,strong,into,before,see 0.77% 7
Such, story, kong, under, business, hong, there, malaysia, if, can 0.73% 3
since, offer,issues, prices, above, nasdaq, acquisition, fourth, tokyo,view 0.69% 8
visit,could,technology,low,refer,further,average,foreign,now,public 0.66% 7
7.40% 56
One of the key distinctions of a specialism is a number of terms that have a relative
frequency higher than the BNC. Table 16 shows the first 36 open class words in the
coipus with their rank frequency, relative frequency, and weirdness (the ratio of the
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relative frequency o f a term in the finance news corpus to the relative frequency o f the 
term in the BNC or general language corpus). A  high weirdness indicates the significant 
use o f the word in the specialist corpus as compared to general corpus; as an example, a 
weirdness o f in fin ity  indicates the tenn is not present in the BNC. The weirdness and 
frequency o f temis determine the most like ly candidates in our corpus. The first open 
class word has a rank o f 10 whereas the first open class word has a rank o f 68 in the BNC. 
It can be observed that the terms shows in Table 16 have a high weirdness ratio together 
w ith high frequency o f occurrence in the observed corpus.
Table 16: Top 36 open class words in the Surrey stock news corpus.
Rank Term Freq. Freq/N. W. Rank Term Freq. Freq/N. W.
10 percent 12411 0.00891 305 54 reporting 2479 0.00178 75.8
13 shares 9680 0.00695 82.7 56 points 2472 0.00177 12.3
20 company 6270 0.0045 11.2 60 results 2347 0.00168 10.9
21 index 6044 0.00434 93.4 61 foil 2280 0.00164 5.89
23 market 5493 0.00394 13.1 62 group 2274 0.00163 3.93
25 news 5392 0.00387 26.6 65 messaging 2216 0.00159 2.53E+03
31 stock 4697 0.00337 41.7 70 price 2068 0.00148 8.04
33 top 4148 0.00298 12.6 71 rose 2066 0.00148 13.2
36 net 3868 0.00278 41.6 73 profit 2024 0.00145 24.5
37 million 3802 0.00273 11.1 75 financial 1998 0.00143 8.64
38 stocks 3630 0.00261 153 77 quarter 1920 0.00138 18.5
40 bank 3375 0.00242 13.5 78 european 1915 0.00137 6.76
42 exchange 3213 0.00231 26.2 80 equity 1911 0.00137 69.8
44 securities 3101 0.00223 116 83 interest 1888 0.00136 4.91
47 share 3022 0.00217 16 85 report 1862 0.00134 4.83
49 proposed 2886 0.00207 24.7 90 fell 1784 0.00128 12
52 earnings 2621 0.00188 58.7 91 expected 1751 0.00126 7.5
53 investors 2565 0.00184 67.8 96 coip 1703 0.00122 23.9
(Note: Freq. stands for Frequency, Freq/N. stand for Frequency divided by total number of word in the 
collection or called Relative Frequency, and W. stands for Weirdness coefficient.)
3.1.2 Extracting Candidate Compound Terms
A heuristic to identify compound nouns is given by a sequence o f two or more 
consecutive words that do not combine w ith closed class words in the sequence. This 
heuristic is fa irly simple and straightforward and it can miss out tenns in some case. 
However, the consideration o f the heuristic in the grammatical category o f compound 
noun phrases has been stressed by Heid, Jau(3, Kruger and Hofmann, 1996; Justeson and 
Katz, 1995; Evans and Zhai, 1996; Jacquemin, 1998. An extensive lexicon, which should 
include infonnation about grammatical categories in specialist texts, may always have
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limitations forced by the underlying grammatical theory. The heuristic method in our 
case w ill be enough for our purpose to deal w ith a range o f subjects, for which it may 01* 
may not have an exhaustive lexicon. For example, the first two columns in Figure 13, 
rank 1 ordinary shares is comprised o f two single tenns (ordinary and shares) by the 
share(s) term has 12,702 appearance in the stock market news coipus. Similar to rank 50 
common shares is comprised o f two single tenns (common and shares). The tenn shares 
shares a concept o f the term shares. In column 2 and 3 in Figure 13, rank 2 share capital, 
rank 7 share index and rank 19 share price use the tenn share to produce compound 
tenns. It can observe that both tenns stock(s) and bank(s) is used to produce compound 
tenns in the stock market news corpus w ith similar way to the tenn share(s).
(#1) ordinary _ share(s) (#12702)- — capital (#2)
(#50) common — — index (#7)
----- - price (#19)
(#12) common -stock(s) (#8327) - ..... exchange (#4)
(#33) technology — — market (#7)
(#5) central bank (#3327)
(#9) federal reserve —
Figure 13: Snap short of the production of single word terms
The term shares occupy the rank 13 in the first 100 most frequent single tenns in Table 
16. The bold type tenns are terms that are not found in the existing tenninology database 
and as new terms, they may be updated as neologism candidate tenns in the tenninology 
database. It is observed that over 80% o f the most frequent candidate compound terms 
have at least one term present from amongst the most frequent 200 indicating that they 
are essential to the domain and the most productive.
I f  we observe that 50 most frequent compound terms in Table 17 one can see that a high 
proportion o f the constituents o f the compounds are amongst the most frequent single 
open class words in the coipus. The most frequent words do occur widely and perhaps 
are collocated in the compound tenns. Many tenns in specialist texts are invented o f 
more than one tenn. The underlining o f words in Table 17 indicates that the term is part 
o f the set o f open class words that present in the first 200 most frequent single tenns. The
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bold w ith underline type indicates the possible new candidate tenns when compared w ith 
existing tenninology data.
Table 17: Some possible candidate compound terms with frequency in the stock 
news corpus. Single terms are indicated with underlining. Possible new compound 
candidate terms are indicated with bold typeface and underlining.
Rank Freq. Compound term Rank Freq. Compound term
1 773 ordinary shares 31 53 executive director
2 365 share capital 32 51 restraining order
3 214 new vork stock exchange 33 46 technology stocks
4 184 Stock exchange 34 45 operating profit
5 180 central bank 34 45 offer price
6 176 Stock market 35 42 reserve bank
7 168 Share index 36 40 registration statement
7 168 net profit 36 40 vice president
8 156 fourth quarter 36 40 purchase price
9 149 federal reserve bank 36 40 strong demand
10 148 issue price 37 38 foreign funds
11 142 percent stake 37 38 economic growth
12 135 common stock 38 37 portfolio manager
13 134 interest rates 38 37 tax profit
14 107 relevant authorities 38 37 open market
15 101 economic indicators 39 36 purchase agreement
16 99 foreign investors 40 35 institutional investors
17 94 financial markets 40 35 market value
18 93 public offering 41 33 mutual funds
18 93 emerging markets 41 33 real estate
19 89 share price 42 36 purchase agreement
20 80 blue chips 43 35 institutional investors
21 78 chief executive 43 35 market value
22 76 managing director 44 33 mutual funds
23 68 percent drop 45 32 investor relations
24 65 Third quarter 46 31 monetary policy
24 65 financial quarter 47 30 bonus issue
25 62 basis points 48 29 senior manager
25 62 interest payment 49 28 fund managers
26 61 shareholder meetings 49 28 gross domestic product
27 60 nominal value 49 28 quarter sales
28 59 rate hike 49 28 price index
29 55 opening bell 49 28 european commission
29 55 econonnc recovery 49 28 annual report
30 54 fund manager 49 28 fiscal year
50 26 common shares
When compare tenn lists in Table 17 to Table 18, new terms are found. For example, 
ordinary share, share capital, share exchange in finance. The focus o f the experiment 
here is on identifying ordinary structures, noun phrases and morphological patterns. 
Compound terms usually have a nominal head and in scientific disciplines, they are noun 
phrases (NP). Justeson and Katz (1995) observed that many o f the compound terms used 
in specialist languages in English are o f the type NP and noted the following grammatical 
structures o f multi-word noun phrases:
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NP -> [Adjective] [Noun], NP.
[Noun] [Noun], NP 
[Adjective] [Adjective] [Noun],NP 
[Adjective] [Noun] [Noun], NP 
[Noun] [Adjective] [Noun], NP 
[Noun] [Noun] [Noun], NP
T a b l e  1 8  shows the 5 0  most frequent candidate tenns that were extracted from the corpus 
and matched against the existed tenninology data in the tenninology database. The aim 
o f this investigation was to compare the tenns’ ‘productivity’ w ithin the tenninology 
database w ith that o f the compound terms in the coipus.
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Table 18: The 50 most frequent candidate compound terms existing in the 
terminology database. Single terms are indicated with underlining. Compound 
candidate terms that are shown in Table 17 and that are also found in the 
terminology database are indicated with bold typeface.
ilk Freq Compound terms Rank Freq Compound terms
1 320 Dow iones industrial average 33 27 closing price
2 307 Wall street 34 24 target price
3 254 listing requirements 35 23 balance sheet
4 214 New vork stock exchange 35 23 trading volume
5 184 stock exchange 36 22 conversion price
6 180 central bank 36 22 exercise price
7 168 net profit 37 20 Chicago board options exchange
8 149 federal reserve bank 38 19 quarterly report
9 135 common stock 38 19 preferred stock
10 111 stock market 38 19 consensus forecast
11 104 nasdaq composite index 39 17 earning report
12 93 public offering 39 17 tender offer
13 81 net proceeds 39 17 annual meeting
14 74 lead manager 39 17 net asset value
15 60 nominal value 40 16 stock split
15 60 net tangible assets 40 16 net book value
16 55 opening bell 41 15 shelf offering
16 55 financial condition 42 14 price range
17 54 Fund manager 42 14 stock index
18 53 initial public offering 42 14 open interest
19 48 Weak dollar 42 14 fair value
20 47 working capital 43 13 underwriting agreement
20 47 earnings per share 43 13 preliminary prospectus
21 45 operating profit 43 13 commercial bank
22 44 European central bank 43 13 moving average
23 41 closing bell 43 13 budget deficit
24 40 registration statement 44 12 market capitalization
25 37 Portfolio manager 44 12 cash flow
25 37 Open market 44 12 par value
26 36 Hang seng index 44 12 accrued interest
26 36 Purchase agreement 44 12 audited financial statements
27 45 commodity futures trading
35 market value 11 commission
28 34 conference call 45 11 foreign exchange
29 33 joint venture 45 11 trade deficit
29 33 real estate 46 10 bond market
30 32 European union 46 10 capital expenditure
30 32 payment date 46 10 shelf registration
31 31 american stock exchange 46 10 nikkei index
31 31 monetary policy 46 10 brokerage firm
32 28 gross domestic product 46 10 national bank
32 28 price index 47 9 real estate investment trust
32 28 principal amount 48 8 Chicago mercantile exchange
32 28 annual report 48 8 market price
32 28 fiscal year 49 6 net sales
32 28 original cost 50 5 consumer price index
Similar to the first 50 compound tenns, in Table 17, the underlining in Table 18 also 
indicates single term that is part o f the set o f open class words, that is also present in the 
200 most frequent single terms. Nearly 80% o f the most frequent candidate compound
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terms in the tenninology database have at least one tenn present from the most frequent 
200 indicating that they are important to the domain and the most productive as they 
comprise the 50 most frequent compound tenns extracted from the corpus. Moreover, the 
bold type indicates compound tenns that occur in the corpus that are the same as the 
compound terms that were extracted and shown in Table 18. The similar compound 
terms that are found in both tables can be used to confirm the validity o f those tenns. It 
concludes that terms, which are not already in the tenninology dictionary, but found in 
the Table 18, can be updated to the tenninology database.
The characteristic and behave o f key tenns used in the specialist corpora have been 
shown in this section. These key terms, which both are single-word tenns and m ulti­
word tenns, are extracted from the coipora. However, there are associated information 
share between tenns; for example a compound tenn, which is composed, o f two (or more) 
single word tenns. These terms show the lexica grammar o f specialist terms, which share 
the associated information and conceptual data. The extracted tenns based on the 
dictionary criterion and coipus-based are very important for create document index. 
These terms can be used for indicating the content o f texts and work as document indexes. 
After, the method to extract key terms from special coipora has been shown; next, it w ill 
be the discussion o f method for constructing text vectors for text categorisation. Single 
word terms and multi-word terms w ill be used to construct text vector in vector model in 
the following section.
3 .2  C o n s tru c t in g  V e c to rs
For text classification, training a text classifier involves the construction o f a 
classification procedure from a training set o f texts, attached as true classes. Each text is 
labelled w ith one or more classes via a data representation model. The vector space 
model in text retrieval is often used as the data representation. In this case, each 
document is represented as a vector o f words that represents the absence and presence o f 
key tenns in the tra in ing set o f the texts. Then, a classifier is constructed based on the 
training set. The learning task from the training set is to extend the mapping class label 
to a new set o f previously unseen texts, or a test set o f the text.
Once a model has been built from the training data, the classifier analyses the test 
documents and uses the model to assign these documents labels. However, the text
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classifier requires much more than machine learning algorithms. The machine learning 
algorithms cannot process the raw text -  the text document must be converted into a 
vector form to feed in to the classifier. The following section discusses the fundamental 
techniques used to transform the text to feature vectors for classifiers.
3.2.1 Creating Single W ord Vectors
h i order to produce a set o f in itia l features from text documents, a number o f text 
processing techniques are employed - word/term extraction, closed-class words removal 
and term weighting:
• Word/term extraction - for feature identification, it is necessary to convert a text 
document from a long stream o f characters into a stream o f words or tokens. W ith 
the English language, where boundaries between words are marked by spaces and 
punctuation, it is easy for a computer to break the word stream to single words. 
Four approaches for word extraction: Term frequency, Frequency and weirdness, 
Terminology based and Statistic tfidf are used in this study.
• Closed-class words removal - closed class words are removed from the bag-of- 
word list, which are extracted from the training and testing corpus. These words 
are functional or comiective words that have no infonnation content. For example, 
prepositions, articles, and conjunctions.
• Term weighting -  after word extraction, closed-class words removal, each text 
document is transfonned into a document vector, conesponding to the set o f 
words appearing in each document. To find the union o f all these sets, duplicates 
are removed so each word is unique w ithin the union set. Measurements must be 
made for each tenn according to the importance o f the term in the documents. 
This involves assigning to each term a weight indicating the relative importance 
o f the tenn in a document. This process o f assigning a weight to each indexing 
tenn is commonly known as term weighting in infonnation retrieval.
The representation o f example vectors has a crucial influence on how meaningfully the 
learning algorithm can generalise. A  fundamental problem when dealing with natural 
language is that the context has a substantial influence on the meaning o f the text 
document. Different levels for representing text for text classification can be structured
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according to the level, which the feature engineer needs to analyse. Text document can 
be represented at word level, multi-word level and semantic level. This section considers 
some statistical mechanisms for identifying the levels o f important terms w ithin texts.
Term extraction
The simplest way to extract words or terms for classification is the bag-of-word approach: 
to assemble a feature set in which each feature corresponds to a word found in the text. 
An example may be seen in Figure 14 below:
Figure 14: A word frequency vector
The most general and widely used bag o f words model is define below:
Let tj, t2,..., t» denote distinct tenns used for indexing documents and Dj,D2,..., Dm 
documents. Document A  is represented b y  a term vector defined as:
A  (an, al2,..., fl/n) (1)
where ag is a weight o f a tenn ty in the document A .  The values Ay can be just simple 
frequencies o f the term tj in the document A .  Although, single word extraction is the 
most popular in creating vector model, the information about phrase w ithin the text 
document is lost. Obviously, a single document has a sparse vector over the set o f all 
tenns. The number o f possible features can be very large but each single document 
includes only a small fraction o f them.
3.2.2 Creating Multi-word Vectors
Here, the consideration is the pattern o f multi-words used in our special language texts, 
the financial news texts. To identify the candidate multi-word terms from the training
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coipus, we analysed the word patterns and used statistical mechanisms by our method. 
System Quirk was used for creating collocation patterns o f words from our coipus, then 
the collocation lists were generated according to the strength o f the patterns. Two
word co-occurrences and this strength is used as threshold to extract the multi-word 
candidate terms.
t-test is a statistical measure that tells us how probable it is that a certain collocation w ill 
occur. The t-test was developed by Church and Mercer (1993) to test a particular 
hypothesis. The t-test compares the two hypotheses, by taking the difference o f the 
means o f the two probability distributions, and normalising by the variances. The t-test is 
widely used for collocation discovery; for example work by Jacquemin (2001). The test 
can be defined as:
where x  is the sample mean, s 2 is the sample variance, N  is the sample size, and p  is the 
mean o f the distribution. Church and Mercer gave an example o f using t-test to measure 
the ‘significance5 the co-occurrence o f two words: strong and enough, in TREC-AP news 
against the null hypothesis. A  single token is extracted from the training corpus w ith the 
close-class words removed. These tokens are then passed to System Quirk as the ‘seed 
word5 generating collocations using the t-test. The word pair w ith high t-test score w ill 
be selected as the multi-words feature and these text features w ill be passed to the 
classifier system. A ll our experiments were tested and the results w ill be reported in the 
next chapter.
z-score is a statistical measure o f the relative importance o f a specific data set (x) w ithin a 
given data collection by comparing the data occurrence w ith the mean and standard 
deviation o f that data collection, z-score can be defined as:
where X  = frequency o f the word occurrence in the data set, p  is the mean or average 
frequency o f all words in the text collection and a is standard deviation o f word
statistical approaches: t-test and z-score have been used for testing the strength o f two-
x -  p
(2 )
Z = — (3)cr
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fre q u e n cie s. T h e  z-score v a lu e  o f  a  g iv e n  w o rd  c a n  b e  u se d  to d e te rm in e  h o w  s u c h  w o rd s  
re la te  to the others (S m a d ja , 1 9 9 3 ) .  S y s te m  Q u ir k  h a s b e e n  u se d  to c o m p u te  the z-s cores. 
S im ila r  to t-test th re sh o ld , the c a n d id a te  m u lt i-w o r d  te n n s  are e x tracte d  a n d  th e n  p a ss  to 
the feature g e n e ratio n  m e th o d  in  the m a c h in e -le a m in g  a lg o rith m . T h e  e x p e rim e n t w il l  b e  
rep o rted in  d e ta il in  the n e x t chap ter.
H e r e , o u r co n sid e ra tio n  is  to ex tract m u lt i-w o r d  te n n s fro m  th e tra in in g  co rp u s, w h e re  
these c a n d id a te  te n n s  m ig h t re q u ire  h u m a n  ju d g m e n t. T h e  m e th o d  w e  u se  m ig h t ne ed  
furth er e x p lo ra tio n  to d e c id e  w h ic h  sta tis tic a l te ch n iq u e  is  b est su ite d  for o u r p u rp o se . 
U s in g  a ll  ex tracte d  te n n s  as feature v e c to rs  to create v e c to r m o d e ls  m ig h t b e  c r u c ia l  
b e c a u s e  a  la rg e  s iz e  o f  v e cto rs. T h u s , to re d u c e  the s iz e  o f  feature v e c to r  d im e n s io n s ,  
there are s e v e ra l w a y s ; fo r e x a m p le , featu re  se le c tio n  a n d  featu re  e x tractio n . T h e  
fo llo w in g  se c tio n  w il l  d is c u s s  the feature se le c tio n  a n d  v e c to r c o n s tm c tio n  m e th o d o lo g y .
3 .3  F e a tu r e  S e le c tio n  a n d  V e c to r  C o n s tru c t io n
A  p a rt o f  the text c a te g o ris a tio n  ta sk , the tra n sfo rm a tio n  o f  text d o cu m e n ts to feature  
v e c to rs, is  im p o rta n t fo r m a c h in e  le a r n in g  a lg o rith m s . A s id e  fro m  the p ro b le m  o f  a  larg e  
n u m b e r o f  text c o lle c t io n s , a la rg e  s iz e  v e c to r is  an o ther m a jo r  p ro b le m  in  text 
c a te g o risa tio n . In  a  la rg e  d o cu m e n t set, o n ly  a  r e la t iv e ly  s m a ll  n u m b e r o f  the to tal 
features m a y  b e  u s e fu l in  the text c a te g o risa tio n , w h ile  u s in g  a ll  the features m a y  a ffe ct  
the c la s s if ie r  p e rfo rm a n ce . Q u a n t if y in g  a  feature p la y s  a n  in c r e a s in g ly  im p o rta n t ro le  
these d a y s . M o r e  re se a rc h  in  th is  area is  re q u ire d  fo r c la s s if ic a t io n  e f f ic ie n c y  a n d  
a c c u r a c y  in  the future.
A  re p re se n ta tio n  o f  a  d o cu m e n t that is  b a se d  o n  a se q u e n ce  o f  w o rd s  im p lie s  h ig h  
d im e n s io n a lity , a lth o u g h  the n u m b e r o f  d is t in c t  w o rd s in  a  d o cu m e n t set D  c a n  b e  v e r y  
large . T o  s o lv e  the p ro b le m  o f  the v e c to r sp a rse n e ss an d  h ig h  d im e n s io n a lity , there are  
tw o c o m m o n ly  u se d  te ch n iq u e s: feature extraction a n d  feature selection. Feature 
extraction is  a  p ro ce s s  that extracts a  set o f  n e w  features fro m  the o r ig in a l features  
th ro u g h  so m e  fu n c tio n a l m a p p in g  s u c h  a s p r in c ip a l co m p o n e n t a n a ly s is  ( P C A )  a n d  latent 
s e m a n tic  in d e x in g  ( L S I )  in v e n te d  b y  D e e rw e s te r, D u m a is ,  F u r n a s , L a n d a u e r  and  
H a r s h m a n  ( 1 9 9 0 ) .  A n o th e r  re d u c tio n  m e th o d  Feature selection is  a  p ro ce s s  that ch o o se s
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a su b se t fro m  the o r ig in a l feature set a c c o rd in g  to so m e  crite ria . T h e  term  feature 
selection refers to the se le c tio n  o f  k e y , c h a ra c te r is t ic  a n d  d is t in g u is h in g  features fro m  a ll  
the features o f  a  g iv e n  o b je ct. Feature selection an d  feature extraction are  u se d  to re d u ce  
feature d im e n s io n a lity  in  a  d im e n s io n  sp a ce  (F u k u n a g a , 19 9 0 ) . F e a tu re  se le c tio n  a n d  
e x tra ctio n  c a n  b e  c la s s e d  into  tw o g ro u p s: a  sta tis tic a l a p p ro a ch  a n d  a  n a tu ra l la n g u a g e  
p r o c e s s in g  a p p ro a ch  ( M la d e n i a n d  G r o b e ln ik , 2 0 0 3 ; S o u c y  a n d  M in e a u , 2 0 0 3 ;  L e e  et al, 
2 0 0 3 ) .
S ta t is t ic a l le a rn in g  fo r feature v e c to r re d u c tio n  h a s  b e e n  w id e ly  u se d  in  text c la s s if ic a t io n .  
F o r  e x a m p le , document frequency threshold, information gain, mutual information, X2 
statistic, term strength, odds ratio, weirdness coefficient (see  Y a n g  a n d  P e d e se n , 1 9 9 7 ;  
G a la v o tt i et al, 2 0 0 0 ; M la d e n ic ,  1 9 9 8 ;  A h m a d , 19 9 4 ) . T h e  th re sh o ld  m e th o d s are b a se d  
o n  the re m o v a l o f  features, w h o se  fre q u e n c ie s  are g reater th a n  o r le s s  than a  d e fin e d  
th re sh o ld  v a lu e . T h is  m e th o d  is  fast an d  e ffic ie n t. H o w e v e r , ig n o ra n c e  o f  the e x iste n ce  
o f  o th er features is  a  m a jo r  d ra w b a c k , a n d  re q u ire s  e v a lu a tio n  o f  e v e r y  feature o n  its ow n. 
T h is  le a d s to the p ro b le m  o f  lo s in g  s ig n if ic a n t  v e cto rs  a lth o u g h  the s iz e  o f  feature v e cto rs  
is  re d u ce d . H o w e v e r , w e  a rg u e that the b est term s m a y  g iv e  w o rse  c la s s if ic a t io n  re su lts  
th a n  a no ther g ro up  o f  features. W e  su g g e st o u r te rm in o lo g y  d atab ase  a p p ro a ch  c o u ld  
h e lp  to se le ct the ‘b e s t’ term s, w h ic h  im p ro v e  the c la s s if ic a t io n  re su lt. O u r  re su lts  are  
d is c u s s e d  in  C h a p te r 4.
F e a tu re  se le c tio n  is  u se d  to re d u ce  the s o -c a lle d  ‘ d im e n s io n a lity ’ -  i f  w e  take a ll the k e y  
w o rd s, th e n  the v e cto rs  th u s crea te d  w il l  h a v e  m a n y  co m p o n e n ts a n d , h e n ce , a  h ig h  
d im e n s io n . O n e  c a n  a rg u e  in tu it iv e ly  that n o t a ll  the k e y w o rd s  are im p o rta n t, and  
in fo rm a tio n  re tr ie v a l stu d ie s sup p o rt th is  in tu itio n . T h e  e x c lu s io n  o f  a  (la rg e ) n u m b e r o f  
k e y w o rd s , b a se d  p r e fe r a b ly  o n  a  sta tis tic a l c rite rio n , to create a  lo w -d im e n s io n a l v e c to r is  
c a lle d  d im e n s io n a lity  re d u ctio n .
F o u r  d iffe re n t v e c to r sp a ce  m o d e ls  are u se d ; e a ch  d ist in g u ish e d  fro m  the other b y  the  
m a n n e r in  w h ic h  term s are w e ig h te d  an d  th e re b y  in c lu d e d , to v a r y in g  d egrees, or  
e x c lu d e d  altogeth er. F o r  u s, d o cu m e n t fre q u e n c y  is  a  k in d  o f  text fre q u e n c y  in  that for  
t fd f  co m p u ta tio n s w e  u se  d o cu m e n t fre q u e n c y . T h e  a uth or re s p e c t iv e ly  u se s a  facto r that 
re la te s to the s iz e  o f  the s p e c ia l a n d  g e n e ra l la n g u a g e  c o ip o ra , a n d  a  B o o le a n  v a lu e  fo r  
in d ic a t in g  the e x iste n ce  o r o th e rw ise  o f  a  to k e n  in  the te rm in o lo g y  d atab ase. A l l  th ese
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m e th o d s a s s ig n  a  sc o re  to e a ch  in d iv id u a l  feature an d  th e n  se le ct featu res, w h ic h  are  
g reater th a n  a  c o n d it io n  th re sh o ld . Table 19 b e lo w  sh o w s the co m p o n e n ts o f  the  
w e ig h tin g  sc h e m e s u se d  fo r e a ch  o f  the fo u r m o d e ls .
Table 19: The computation of term weighting used in the creation of vectors in the 
different models: the weighting is the product of term frequency (a) and text 
frequency (b)
Methods Text type Term
Frequency
(a)
Text
Frequency
(b)
T e n n
fre q u e n c y /in v e r s e
In d iv id u a l  D o c u m e n ts  d in  a  
c o lle c t io n  C
Ad d f
C o n tra s t iv e
L in g u is t ic
D o c u m e n ts  in  a  s p e c ia lis t  
c o lle c t io n  ‘ C ’ an d  in  a  g e n e ral 
la n g u a g e  c o lle c t io n  ‘ G ’
Ac tft,G
S ta n d a rd ise d  term C o lle c t io n  C  a n d  T e n n in o lo g y  
d atab ase T db
Ac =  1 1
i f  t e  T Db 
e lse  
=0
C o m p o u n d  te n n C o lle c t io n  C tftd > th re s h o ld N / A
Baseliue
R a n d o m C o lle c t io n  C A a N A
P u re  F r e q u e n c y C o lle c t io n  C t f d > th re s h o ld N A
h i  th is  se ctio n , a  stu d y  w h e re  three d iffe re n t ty p e s o f  v e cto rs  w e re  cre a te d  b a se d  o n  ( i)  
term occurrence a n d  document frequency m e tr ic e s  tfdfi ( ii)  weirdness: a co n tra stiv e  
l in g u is t ic s  te ch n iq u e  u se d  to a u to m a tic a lly  ex tract term s b y  ta k in g  the ra tio  o f  the re la tiv e  
fre q u e n c y  o f  a  term  in  a  s p e c ia lis t  text c o lle c t io n  w ith  that o f  the re la t iv e  fre q u e n c y  o f  the  
sa m e  to ke n  in  a  re p re se n ta tiv e  g e n e ral la n g u a g e  c o ip u s ; a n d  ( i i i)  frequency o f occurrence 
o f a token together w ith  the k n o w le d g e  as to w h e th e r o r n o t the to k e n  e x ists  in  a  b ro a d  
co v e ra g e  te n n in o lo g y  d a ta -b a se . T w o  ‘b e n c h -m a r k ’ v e cto rs  w e re  create d . F ir s t , the  
‘ra n d o m ’ v e c to r (b a se d  o n  the w o rk  o f  M la d e n ic  an d  G r o b e lin k , 1 9 9 9 ) :  a  w o rd  lis t  fro m  
the a v a ila b le  text w e re  co n stru cte d , e x c lu d e  a ll  c lo s e d  c la s s  w o rd s, a n d  then ra n d o m ly  
se le ct w o rd s fro m  the w o rd  lis t  to create  the ra n d o m  v e cto r. S e c o n d , w e  u se  o n ly  
fre q u e n c y  in fo rm a tio n  ab o u t the to k e n s, a g a in  ig n o r in g  the c lo s e d -c la s s  w o rd s, to 
co n stru ct the v e cto rs  c o n ta in in g  term s a b o v e  a  p re -d e fm e d  th re sh o ld  v a lu e , th e re b y  
ig n o r in g  a ll  lo w  fre q u e n c y  te n n s.
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Figure 15: Flowchart of feature selection system archetype
T h e  sy s te m  a rch e typ e , as sh o w n  in  Figure 15, d em o n strates that the tra in in g  d o cu m e n ts  
h a v e  b e e n  p re -p ro c e sse d  to re trie v e  w o rd  le v e ls  fro m  d iffe re n t feature se le c tin g  m e th o d s. 
In ste a d  o f  cre a tin g  a n  in d e x  u s in g  tfidf, w e  create  an  in d e x  b a se d  o n  text fre q u e n c y  in  the  
tra in in g  c o ip u s . It  is  n o te d  that the in d e x  c a n  b e  created  b y  d iffe re n t a p p ro a ch e s, w h ic h  
w il l  b e  d e sc rib e d  in  d e ta il in  the f o llo w in g  se ctio n .
TFIDF
T h e  e a r ly  p io n e e rs  o f  in fo rm a tio n  re tr ie v a l, ch a rg e d  w ith  the ta sk s  o f  f ilte r in g  and ro u tin g , 
d e v e lo p e d  a  se rie s o f  m e tric e s  (a s in  S p a r c k  Jo n e , 1 9 7 2 )  re ferred  to as tfd f  w h ic h  
co m p u te d  the im p o rta n ce  o f  a  term  fo r d is c r im in a t in g  b e tw e e n  d o cu m e n ts. T h e  
co m p u ta tio n  c a n  b e  se e n  fro m  e q u a tio n  4  b e lo w :
t f id f  ( w v ) = t f tJ ■ log A -  (4)
w h ere t f  is  the fre q u e n c y  o f  te n n  i in  d o cu m e n t j ,  N  is  the total n u m b e r o f  d o cu m e n ts in  
the d o cu m e n t c o lle c t io n , a n d  d f  is  the n u m b e r o f  d o cu m e n t w h e re  te n n  i appears at least
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o n ce . T h e  v a lu e  fro m  th is  e q u a tio n  te lls  u s  that h ig h  v a lu e  tfidf term s ap p ear to b e  
s ig n if ic a n t  fo r the s p e c if ic  d o cu m e n t. T h e  m o re  freq u en t a term  is  in  a  d o cu m e n t, a n d  the  
le ss  it ap p ears in  other d o cu m e n ts, the h ig h e r its tfidf v a lu e . F o r  the f irst  m o d e l, the tfd f  
v e c to r is  create d  b y  g o in g  th ro ug h  the d o cu m e n ts  in  the c o lle c t io n  (se e  Figure 16 b e lo w ).
Figure 16: Flowchart of feature selection based on TFIDF statistical technique
F o r  e a c h  d o cu m e n t in  the c o lle c t io n , w e  extract a  set o f  feature (te rm s) b a se d  o n  w,y an d  
e a ch  feature d e p e n d s o n  a  c o n d it io n  o f  a  fu n c tio n  that returns a  B o o le a n  fo r a  g iv e n  term . 
I n  o u r c a s e , the c o n d it io n  is  d e fin e d  as fo llo w s  in  e q u a tio n  5 :
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[ >  threshold, true
= (5 )
[false
W e  n o ted  that th is  m o d e l d o es n o t e x p lic it ly  a llo w  for d iv id in g  the c o lle c t io n  in  to m o re  
th a n  o n e d o m a in . In  a d d it io n , c lo s e d -c la s s  w o rd s h a v e  to b e  e x c lu d e d  a rb itr a r ily  a n d  
m a n u a lly .
Contrastive Linguistic
T h e  se co n d  m o d e l is  b a se d  o n  e x tra ctin g  te n n s  a u to m a tic a lly  b y  co n tra stin g  the  
b e h a v io u r  o f  a  to k e n  in  a  d o cu m e n t c o lle c t io n , o r a  s u b -c o lle c t io n , w ith  that o f  the  
b e h a v io u r  in  a  n o n -s p e c ia lis t , b u t re p re se n ta tiv e  g en eral la n g u a g e  c o lle c t io n . H e r e  w e  
c a n  u se  the la rg e  ‘n a t io n a l’ c o ip o r a , for e x a m p le , the B r it is h  N a t io n a l C o rp u s . R e la t iv e  
fre q u e n c y  o f  a  w o rd  in  a  text is  the ra tio  o f  the a b so lu te  fre q u e n c y  o f  the w o rd  to the to tal 
n u m b e r o f  w o rd s in  a  text o r co rp u s. Weirdness is  the ratio  o f  the re la t iv e  fre q u e n c y  o f  a  
te n n  in  the s p e c ia lis t  co rp u s to the re la t iv e  fre q u e n c y  o f  the term  in  the g e n e ra l c o ip u s . A  
h ig h  w e ird n e ss  ra tio  in d ic a te s  s ig n if ic a n t  u se  o f  the term  in  the s p e c ia lis t  co rp u s as 
c o m p a re d  w ith  the g e n e ra l la n g u a g e  c o rp u s, a n d  it  is  a n  in d ic a t io n  that a  d o m a in  exp ert  
w il l  a p p ro v e  the ca n d id a te  te n n  as a ‘ te rn i’ . O u r  e q u a tio n  6 fo r th is  m o d e l is  e x p re sse d  as 
fo llo w s :
freq sc
Nweirdness _ coefficient =  —  (6)
freq gl
w h e re  freqsc ~  f re q u e n c y  o f  a  te n n  in  a  s p e c ia lis t  co rp u s;
freqoL =  fre q u e n c y  o f  a  te n n  in  a  g e n e ral la n g u a g e  c o rp u s;
N s =  to tal n u m b e r o f  te n n s  in  the s p e c ia lis t  c o rp u s;
N g =  to tal n u m b e r o f  term s in  the g e n e ral la n g u a g e  c o ip u s ;
h i  the e a rlie r se c tio n  3 . 1 . 1 ,  w e  e sta b lish e d  that the term  a p p e a rin g  in  s p e c if ic  d o m a in  
co rp u s h a s a  h ig h e r w e ird n e ss  v a lu e  th an  the sa m e  term  w h e n  it ap p ears in  g e n e ral 
la n g u a g e  co rp u s (the B N C ) .  T h e  w e ird n e ss  c o e ff ic ie n t  v a lu e s  c a n  b e  in  the ra n g e  o f  0  <  
w e ird n e ss  <oo. T h is  v a lu e  m e a n s i f  a  te rm  t h a s  a  h ig h  v a lu e  w e ird n e s s  c o e ff ic ie n t, it  is
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u se d  m o re  fre q u e n tly  in  a  s p e c ia lis t  la n g u a g e  a n d  no t fre q u e n tly  in  the g e n e ra l la n g u a g e . 
W e ir d n e s s  v a lu e s  c a n  b e  co m p u te d  u s in g  S y s te m  Q u ir k  as d e m o n strate d  in  Figure 17 
b e lo w :
Figure 17: Flowchart of feature selection based oil ‘weirdness’ technique
T h e  re la t iv e  fre q u e n c y  o f  a  s p e c ia lis t  term  w il l  b e  u s u a lly  m u c h  h ig h e r  in  a  sp e c ia lis t  
c o lle c t io n  th a n  in  a  c o lle c t io n  c o m p r is in g  e v e r y d a y  g e n e ral la n g u a g e  texts. H o w e v e r , the  
d is tr ib u tio n  o f  c lo s e d  c la s s  w o rd s -  o r g ra m m a tic a l w o rd s l ik e  d e te rm in e rs (a, an, the..), 
c o n ju n c tio n s  (and, but), p re p o sit io n s  (in, on) -  that c h a ra cte rise  a  la n g u a g e  as a  w h o le , are  
d istrib u te d  r o u g h ly  in  the sa m e  w a y  in  b o th  the g e n e ral a n d  s p e c ia l la n g u a g e  c o lle c tio n s .  
T h u s , the sc h e m e  to ex tract s p e c ia lis t  te n n s  a lso  se rv e s to e x c lu d e  w h a t is  o th e iw is e  
k n o w n  lo o s e ly  as stop-word list. T h e  ra tio  o f  the re la tiv e  fre q u e n c y  in  sp e c ia lis t  and  
g e n e ral la n g u a g e  c o lle c t io n s  in d ic a te s  w h e th e r o r n o t a  to ke n  is  a  c a n d id a te  te n n . T h e
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ra tio  v a r ie s  b etw een  ze ro  -  to ke n  no t in  the s p e c ia lis t  c o lle c t io n , to in f in it y  -  to k e n  not  
u se d  in  the g e n e ral la n g u a g e  c o lle c t io n ; the ra tio  o f  u n ity  is  g e n e r a lly  fo u n d  fo r the c lo s e d  
c la s s  w o rd s. T o k e n s  w ith  h ig h e r ra tio s are se le cte d  as te n n s. T h e  o n ly  a rb itra ry  step h e re  
is  the c h o ic e  o f  a  g e n e ral la n g u a g e  c o ip u s  (E x te n s iv e  d is c u s s io n  o f  th is  p o in t  m a y  b e  
fo u n d  at w w w .in v e s to rw o rd s .c o m  an d  in  A h m a d , 1 9 9 5 ) .  W e  h a v e  u se d  the 1 0 0  m ill io n  
w o rd s B r it is h  N a t io n a l C o ip u s  as a  re p re se n ta tiv e  co rp u s o f  E n g lis h  in  th is  stu d y. 
In fo n n a tio n  abo ut the B N C  m a y  b e  a c c e s s e d  at h ttp ://w w w .n a tc o r p .o x .a c .u k /). E a c h  
feature d ep en d s o n  a  c o n d it io n , a  fu n c tio n  that re tu rn s a  B o o le a n  fo r a  g iv e n  te n n . In  th is  
ca se , the c o n d it io n  is  d e fin e d  in  o u r e q u a tio n  as:
[> threshold, true 
weirdness (t) = < (7 )
[false
I f  the w e ird n e ss  ra tio  o f  te n n s  is  h ig h e r than a  g iv e n  th re sh o ld , th e n  that te n n s  are ta k e n  
as a  text ve cto r. O th e rw is e , it is  re m o v e d  fro m  the w o rd  list. S ig n if ic a n c e  o f  a  w o rd  is  
tested b y  u s in g  w e ird n e ss. T h is  m e th o d  is  s im p le  b e ca u se  it  re q u ire d  o n ly  the w e ird n e ss  
c a lc u la t io n  in  the p ro ce ss. H o w e v e r , the s p e c ia lis m  o f  te n n s  c a n  b e  tested b y  a  
t e n n in o lo g y  d atab ase. A s  the e a rlie r d is c u s s io n  in  C h a p te r  3 , a  t e n n in o lo g y  d atab ase  h a s  
in tro d u ce d  for extract text v e cto rs. T h e  f o llo w in g  se c tio n  w il l  d is c u s s  in  d e ta il h o w  to 
u se  the te rm in o lo g y  d atab ase  ex tract featu re  v e cto rs.
Standardised term
T h e  s p e c ia l co rp o ra  c a n  b e  u se d  in  te n n in o lo g y  e x tra ctio n  fro m  the tra in in g  c o ip u s  b y  
tw o m e th o d s: the s e le c tio n  o f  the m o s t freq u en t te n n s  that o c c u n e d  in  e a c h  text a n d  b y  
m a tc h in g  the ca n d id a te  te n n s  a g a in st the te n n in o lo g y  d atab ase. T h e s e  c a n d id a te  term s  
h a v e  d o m a in -s p e c if ic  k n o w le d g e  an d  th e y  h o ld  s ig n if ic a n t  m e a n in g  in  the n e w s text. In  
th is  se co n d  m e th o d , w e  u se  term s in  the te rm in o lo g y  d atab ase  to in d e x  the s p e c ia l texts as 
th e y  re p resen t the s ig n if ic a n t  m e a n in g  o f  the con text.
T h e  sta n d a rd ise d  term  c a n  b e  tested b y  m a tc h in g  te n n s  w ith  a  te rm in o lo g y  datab ase. T h e  
fo llo w in g  Figure 18 sh o w s the f lo w ch a rt o f  e x tra ctin g  m e th o d  u s in g  the te n n in o lo g y  
d atab ase. T h is  m e th o d  d iffe rs fro m  tho se e a rlie r  m e th o d s. ‘ T e n n s ’ fro m  a te rm in o lo g y  
d atab ase  h a s b e e n  u se d  to extract v e cto rs  in  th is  m e th o d .
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Figure 18: Flowchart of feature selection based on terminology based technique
T h e  th ird  m o d e l (p resen ted  in  Figure 18) is  b a se d  o n  m e th o d s a n d  te ch n iq u e s fro m  the  
stu d y  o f  s p e c ia lis t  te rm in o lo g y . M u c h  effort g o es in  c re a tin g  te rm in o lo g y  d atab ases that  
h a v e  b e e n  v e r if ie d  an d  v a lid a te d  b y  s p e c ia lis ts  a n d  lin g u is ts ; e a ch  te n n  is  a ssig n e d  a  
n u m b e r o f  attributes -  so m e  m a n d a to ry  a n d  others o p tio n a l. A  te n n in o lo g y  d atab ase  
p r o v id e s  a  lis t  o f  k e y  te n n s  a n d  m a k e s  the co m p u ta tio n  o f  tfidf a n d  other fre q u e n c y  
re la ted  m e th o d s re d u n d a n t as o n e  a lr e a d y  k n o w s  abo ut that a  ce rta in  to k e n  in  a  text is  
s p e c ia lis t  te n n  o r not. T h e  w e ig h t o f  a  term  t is  s im p ly  a b in a r y  w e ig h t, w h ic h  is  the  
o c c u rre n c e  o r a b se n ce  o f  the te n n s  in  a d o m a in  c o lle c tio n . T h is  is  e x p re sse d  in  e q u a tio n  
8 as fo llo w s :
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\l,t e database , N
s tan  dard (t) =  \ ( 8)
[0,t g  database
T h e  d ata  b a se  u se d  in  th is  stu d y  is  a  w e b -b a s e d  glossary o f financial terms c o m p r is in g  
6 ,0 0 0  te n n s  d iv id e d  o v e r 2 5  f in a n c ia l su b -c a te g o rie s  in c lu d in g  bonds, currencies, 
economy, shares, mergers and acquisitions an d  so on as d is c u s s e d  in  se c tio n  2 .3 .
T h e  u se  o f  te n n  fre q u e n c y  a n d  d o cu m e n t fre q u e n c y  is  an a d -h o c  m e a su re  an d  it c a n  b e  
arg u e d  that it  d o e s no t tak e  in to  a cc o u n t the lin g u is t ic  p ro p e rtie s o f  the te n n s  per se. 
T h o s e  w o rk in g  w ith  the l in g u is t ic  p ro p e rtie s o f  the v a r io u s  u n its  o f  la n g u a g e  -  w o rd s, 
p h ra se s a nd  w h o le  texts e v e n  -  in  the f ie ld  o f  c o ip u s  lin g u is t ic s , fo r in sta n ce , u se  the s o -  
c a lle d  re la t iv e  fre q u e n c y  m e a su re  (f/N, w h e r e / is  the a b so lu te  fre q u e n c y  o f  o ccu rre n ce  o f  
a lin g u is t ic  to ke n  a n d  N  is  the to tal fre q u e n c y  o f  a ll  the to ke n s). R e la t iv e  fre q u e n c y  
m e a su re s a llo w  the c o m p a ris o n  o f  the b e h a v io u r  o f  a  to ke n  a cro ss texts o f  d iffe re n t s iz e s  
-  th is  is  in co rp o ra te d  in d ir e c t ly  in  tfd f  m e tr ic e s  th ro ug h  the s c a lin g  fa cto r (the total 
n u m b e r o f  d o cu m e n ts  No) fo r the d o cu m e n t fre q u e n cy .
5
A c c o r d in g  to A h m a d  ( 1 9 9 5 )  a n d  A h m a d  a n d  R o g e i| ( 2 0 0 1 ) ,  an o th er im p o rta n t lin g u is t ic  
p o in t  abo ut term s is  that a  s p e c ia lis t  term  is , in  m a n y  w a y s , a  sta n d a rd ise d  te n n . T h e  
sta n d a rd isa tio n  c a n  b e ; (a) formal, that is  thro ug h  the In te rn a tio n a l S ta n d a rd s  
O r g a n is a tio n  ( IS O )  o r th ro u g h  a  le a rn e d  b o d y  that p ro d u ce s a  g lo s s a r y  o f  term s fo r the  
d o m a in  that h a v e  b e e n  v e r if ie d  a n d  v a lid a te d  b y  an  expert p a n e l w it h in  the d o m a in  a n d  
b y  lin g u is ts /tra n s la to rs ; (b ) persuasive as th ro u g h  the p ro d u c tio n  o f  sp e c ia lis t  d ic t io n a ry  
o r te rm in o lo g y  d ata  b a s e s ; (c )  consensual that is  ex tracted  a u to m a tic a lly , b a se d  o n  strict  
sta tis tic a l c rite rio n , fro m  a co rp u s o f  s p e c ia lis t  texts. T h e  I S O  stan d ard s u s u a lly  d e a l w ith  
e n g in e e rin g  a n d  te c h n o lo g y  su b je c ts  a n d  ca n n o t b e  e a s ily  fo u n d  for so fte r s c ie n c e s  a n d  
co m m e rc e . T h e  te n n in o lo g y  d atab ase s are s lo w ly  e m e rg in g  a n d  w e  sh o w  that these c a n  
b e  u se d  fo r id e n t ify in g  te n n s  a n d  fo r b u ild in g  ve cto rs. T h e  a u to m a tic  e x tra ctio n  o f  
te n n in o lo g y  an d  o n to lo g y  o f  s p e c ia lis t  d o m a in s  w il l  co m p le m e n t, and  e v e n tu a lly  
o ve rta k e , the u se  o f  the ra th er b ro a d  c o v e ra g e  th e sa u ri l ik e  the WordNet. In  s u c h  th e sau ri, 
there is  c o n sid e ra b le  sco p e  fo r o v e r -g e n e ra lis a tio n  o n  the o n e h a n d , a n d  o n  the other, 
there is  a  g o o d  c h a n c e  that h ig h ly  s p e c ia lis e d  te rm s w il l  no t b e  fo u n d  in  s u c h  g e n e ra l-  
p u rp o se  th esau ri.
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Frequency-based weighting
W e  are e v a lu a t in g  the e ffe c tiv e n e ss  o f  the three d iffe re n t m o d e ls  a g a in s t the ra n d o m  
v e c to r a n d  p u r e -fre q u e n c y  v e cto rs  as a  b e n c h m a rk . O n ly  fre q u e n c y  in fo n n a tio n  ab o ut  
the to ke n s, a g a in  ig n o r in g  the c lo s e d -c la s s  w o rd s, to co n stru ct the v e c to rs  c o n ta in in g  
te n n s  a b o v e  a  p r e -d e f in e d  th re sh o ld  v a lu e  th e re b y  ig n o r in g  a ll lo w  fre q u e n c y  term s is  
u se d  (se e  Figure 19 b e lo w ). A  w rite r n o n n a lly  repeats k e y  w o rd s that are a rg u e d  o r  
e lab o ra tes o n  an a sp e ct o f  the su b je ct. It  is  p o s s ib le  that the freq uen t o ccu rre n ce  o f  
im p o rta n t w o rd s in  the text w il l  re fle ct the su b je c t  o f  the text. T h e  fre q u e n c y , w ith  w h ic h  
the w o rd  a p p ears in  the text, k n o w n  as bag-of-words, h a s  b e c o m e  a  p o p u la r  w a y  to a s s ig n  
the s u b je c t  to the text.
Figure 19: Flowchart of feature selection based ou ‘bag-of-words’ technique
Moreover, the tradition feature selection, bag-of-word method is used in this research,
and another baseline for a feature selection method, random selection is used, because the
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ra n d o m  se le c tio n  is  s im p le  a n d  e a s y  to u se . T h e  fo llo w in g  se c tio n  w e  w il l  d is c u s s  the  
ra n d o m  se le c tio n  m e th o d .
Random Vectors
T h e  ‘r a n d o m ’ v e c to r ’ (b a se d  o n  the w o rk  o f  M la d e n ic  and  G r o b e lin k , 2 0 0 3 ) :  w e  create  a  
w o rd  lis t  fro m  the a v a ila b le  text a n d  e x c lu d e  a ll  c lo s e d  c la s s  w o rd s  (the s to p -w o rd  list). 
W e  se le ct a feature r a n d o m ly  fro m  the w o rd  lis t . T h is  m e th o d  d e p e n d s o n  the n u m b e r o f  
w o rd s in  the w o rd  lists . T h e  ra n d o m  se le c t io n  is  to a v o id  b ia s  fo r se le c tio n . W e  u se  th is  
m e th o d  in  o u r re se a rch  b e c a u s e  th is  is  a  tra d itio n  se le c tio n  m e th o d  a n d  it is  s im p le  to 
p ro ce s s . T h e  n u m b e r o f  v e c to rs  is  c h o se n  d e p e n d  o n  a  g iv e n  th re sh o ld : i f  the v e c to r s iz e  
le s s  th an  the g iv e n  th re sh o ld  then w e  tak e  that v e cto rs  as the tra in in g  v e c to r. O th e rw ise ,  
w e  ig n o re  it. T h e  c h o se n  v e cto rs  th e n  u se  in  the term  w e ig h t m e th o d s. T h e  fo llo w in g  
se c tio n  w il l  d e sc rib e  the term  w e ig h t m e th o d s a n d  the m e th o d  to c o n stru c t feature v e c to rs  
fo r text c la s s if ic a t io n .
3.2.4 Term Weight and Training the Text Classifier
T h e  n e x t step is  to p ro d u c e  the set o f  in it ia l  features b y  m e a s u r in g  the ‘ im p o rta n c e ’ o f  
e a ch  te rm  in  the d o cu m e n ts. T h is  in v o lv e s  a s s ig n in g  e a ch  term  a w e ig h t in d ic a t in g  the  
re la t iv e  im p o rta n ce  o f  the te n n  in  a  d o cu m e n t, c a lle d  term  w e ig h tin g . W e  d e fin e  the set  
o f  te n n s  a n d  th e ir c o rre sp o n d in g  term  w e ig h tin g  as:
Dj= (w jl,Wj2,...,wJt) (9)
w h e re  k  is  the n u m b e r o f  term s o f  e a ch  D a n d  wy is  the term  w e ig h t o f  the ith te n n  in  
d o cu m e n t j.  A  v e c to r  is  a  o n e -d im e n s io n a l set o f  v a lu e s , w h e re  the p o s it io n  o f  e a ch  v a lu e  
in  the set is  f ix e d  a n d  re p resen ts a  p a rt ic u la r  d o m a in . T h e re  are se v e ra l w a y s  for  
d e te rm in in g  the te n n  w e ig h ts , in c lu d in g  binary a n d  weighted b y  -  term  fre q u e n cy , tfidf. 
T h e  s im p le s t  w a y  in v o lv e s  a  b in a r y  te n n  w e ig h t; an d  is  e x p re sse d  as fo llo w s :
f l , /  e  TinD. 
weighty) = \  ( 10 )
1 0 , /  £  TinDj
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w h e re  the term  w e ig h t wjt is  e q u a l to 0 i f  the ith in d e x in g  term  is  no t in  d o cu m e n t j  a n d  1
o th e rw ise . F o r  the b in a r y  a p p ro a ch , the d o m a in  c o n ta in s  the v a lu e  o f  o ne o r ze ro . T h e  
oth er a p p ro a ch e s, the d o m a in s  are t y p ic a lly  the set o f  a ll  p o s it iv e  re a l n u m b e rs o f  to ken. 
T h e  v a lu e  fo r e a c h  p r o c e s s in g  to ke n  re p resen ts the re la tiv e  im p o rta n c e  o f  that p r o c e s s in g  
to ke n  in  re p re se n tin g  the se m a n tic s  o f  the ite m . A  w e ig h t v e c to r acts in  th e  sa m e  w a y  as
re la t iv e  im p o rta n ce  o f  a  p r o c e s s in g  to k e n  in  re p re se n tin g  the se m a n tic s  o f  the item .
Term frequency weighting:
F o r  te n n  fre q u e n c y  w e ig h tin g , w e  u se  the term  o c cu rre n ce  fre q u e n c ie s  in fo rm a tio n  to 
re p resen t the se m a n tic s  o f  the feature v e cto r. A  te n n  w h ic h  is  u se d  m o re  fre q u e n tly  in  a  
d o cu m e n t e m p lo y s  m o re  w e ig h t in  the re p re se n tin g  d o cu m e n ts  v e c to r, w h ic h  a ssu m e s  
that the  te rm s w ith  h ig h  t e m i w e ig h t, are m o re  im p o rta n t fo r re p re se n tin g  the d o m a in  o f  
that d o cu m e n t. T h e  te n n  fre q u e n c y  w e ig h tin g  is  d e fin e d  in  the fo llo w in g  e q u a tio n  as:
in  d o cu m e n t j , w h ic h  is  the n u m b e r o f  tim e s that the i te n n  ap p ears in  d o cu m e n t j.
It  c a n  a rg u e that a  p ro b le m  c a n  a ir iv e  w h e n  te n n s  w ith  h ig h  te n n  fre q u e n c ie s  m a y  not  
a lw a y s  a ss is t  in  d is t in g u is h in g  b e tw e e n  d o cu m e n ts  w ith  d iffe re n t ca te g o rie s , e s p e c ia lly  
w h e n  these te n n s  ap p e ar fre q u e n tly  in  a ll  d o cu m e n ts  in  the d o cu m e n t set. T h u s , to re fle ct  
the d is c r im in a t io n  v a lu e  o f  e a c h  te n n  in  the te n n  w e ig h t, a fa cto r c a ll  in v e r s e  d o cu m e n t  
fre q u e n c y  ( I D F )  is  u sed .
TFIDF weighting:
S p a r c k  Jo n e s ( 1 9 7 2 )  a lo n g  w ith  A h m a d , V r u s ia s  a n d  L e d fo r d  ( 2 0 0 1 )  a n d  S a lto n  ( 1 9 8 3 )  
h a s su g g e ste d  the fo llo w in g  a p p ro a ch  to idf. F o r  tfidf w e ig h tin g , the te n n  w e ig h t is  e q u a l  
to the p ro d u ct o f  the term  fre q u e n c y  an d  the in v e r s e  d o cu m e n t fre q u e n c y  (idf).
a b in a r y  v e c to r b u t it p r o v id e s  a  ra n g e  o f  v a lu e s  that lo ca te  a  v a r ia n c e  in  the v a lu e  o f  the
( 1 1 )
w h e re  te rm  w e ig h t (vty) is  a p o s it iv e  in te g e r e q u a l to the term  fre q u e n c y  (tf) o f  the ith term
(12)
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w h e re  weight ft)  is  the t fd f  w e ig h tin g  o f  te n n  i in  d o cu m e n t j.  B a s e d  o n  th is  a p p ro a ch , a  
te n n  that a p p ears in  fe w e r d o cu m e n ts h a s  a  h ig h e r idf. S a lto n  ( 1 9 8 3 )  o b se rv e d  that the  
te n n s  that are co n ce n trate d  in  a  few  d o cu m e n ts are m o re s ig n if ic a n t  in  d is t in g u is h in g  
b e tw e e n  d o cu m e n ts  w ith  d iffe re n t d o m a in s . B y  th is  e q u a tio n , te rm s that ap p e ar  
fre q u e n tly  in  a  few  d o cu m e n ts  are g iv e n  h ig h e r te n n  w e ig h ts.
3 .4  T r a in in g  A lg o r ith m s
A f te r  the set o f  d o cu m e n ts to b e  ca te g o rise d  is  tra n sfo rm e d  in to  a  set o f  feature v e cto rs  
u s in g  te ch n iq u e s m e n tio n e d  e a rlie r , it  is  th en fe d  to the text c la s s if ie r s  as in p u t. M a c h in e  
le a r n in g  te ch n iq u e s h a v e  b e e n  d e v e lo p e d  b a se d  o n  d iffe re n t a p p ro a ch e s, in c lu d in g  
p r o b a b ilis t ic  m e th o d s, re g re ssio n  m e th o d s, d e c is io n  tree, n e u ra l n e tw o rk s, b a tc h  a n d  
in c re m e n ta l le a rn e rs o f  lin e a r  c la s s if ie r s , su p p o rt v e cto r m a c h in e s , b o o s tin g  m e th o d s a n d  
so  on. T h e s e  te ch n iq u e s h a v e  a d v a n ta g e s an d  d isa d v a n ta g e s , b u t in  th is  re se a rch , T h e  
a uth o r fo c u se s o n  tw o o f  th e m , n a m e ly  n e u ra l n e tw o rks b a se d  o n  K o h o n e n  Self- 
organising maps (K o h o n e n , 1 9 9 5 )  a n d  the Support Vector Machine ( V a p n ia k , 1 9 9 5 ) .
T h e  re a so n s fo r th is  c h o ic e  are tw o fo ld s. F ir s t , there are tw o d iffe re n t le a rn in g  sc h e m e s;  
supervised a n d  unsupervised. T h e  Self-organising maps ( S O M ) , w h ic h  is  u n s u p e rv ise d  
m a c h in e  le a rn in g  w h e re  a  m o d e l is  d is t in g u is h e d  fro m  s u p e rv is e d  le a rn in g  b y  the fa ct that  
there is  n o  a priori output. O n  the other h a n d , Support vector machine ( S V M ) ,  w h ic h  is  
su p e rv is e d  le a r n in g  t y p ic a lly  treats in p u t o b je cts  as a set o f  ra n d o m  v a ria b le s . A  jo in t  
d e n s ity  m o d e l is  th e n  b u ilt  fo r the d ata  set. H o w  the tw o c la s s if ie r s  le a m  to c la s s if y  
v e c to rs  create d  fro m , h o w  the c la s s if ie r s  d is p la y  a  re p re se n tatio n  sc h e m e  for a n  e ffic ie n t  
le a r n in g  c la s s if ie r  fo r d o cu m e n ts  are the m a in  fo c u s  in  th is  re se arch . T h is  is  a  s ig n if ic a n t  
e v a lu a tio n  o f  o u r h e u r is t ic  feature re p re se n ta tio n  m e th o d . S e c o n d  re a so n , the sup p o rt  
v e c to r m a c h in e  is  the m e th o d  that h a s  b e e n  reported  w ith  the b e st p e rfo rm a n ce  in  
c o m p a ra tiv e  T C  e x p e rim e n ts  so far a n d  it is  the latest m e th o d  in  the c la s s if ie r  le a rn in g  
c o m m u n ity  (S e b a s t ia n i, 2 0 0 5 ;  J o a c h im s , 19 9 8 ) .  A l l  the e x p e rim e n ts u s in g  the tw o  
c la s s if ie r s  w il l  b e  e a rn e d  o n  in  ch a p te r 4.
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3.4.1 Self-organizing Map (SOM)
T h e  s e lf -o r g a n is in g  m a p  ( S O M )  is  a  m e th o d  fo r u n s u p e rv ise d  le a rn in g , b a se d  o n  a  g rid  o f  
a r t if ic ia l n e u ro n s w h o se  w e ig h ts  are ad a p ted  to m a tch  in p u t v e cto rs  in  a  fra m in g  set. 
U n lik e  s u p e rv is e d  n e u ra l n e tw o rk s, the S O M  d o es no t p ro d u ce  a n  erro r b a se d  o n  an  
e x p e cte d  output. A n  S O M  is  e s p e c ia lly  g o o d  at p ro d u c in g  v is u a lis a t io n s  o f  h ig h ­
d im e n s io n a l data. It  w a s  first  d e sc rib e d  b y  the F in n is h  p ro fe sso r T e u v o  K o h o n e n  a n d  is  
th u s so m e tim e s re ferred  to as a  K o h o n e n  m a p . T h e  steps th ro u g h  the K o h o n e n  S O M  
a lg o rith m  are d em o n strated  is  Figure 2 0  b e lo w  (K o h o n e n , 1 9 9 5 ) .
S tep  1 .  R a n d o m iz e  the m a p 's n o d e s ’ w e ig h t v e cto rs
S tep  2 . T a k e  an in p u t v e c to r
S tep  3 . T r a v e rs e  e a ch  n o d e  in  the m a p
1 .  U s e  E u c lid e a n  d ista n c e  fo r m u la  to m e a su re  the d ista n c e  betw een  the  
in p u t an d  a ll  m a p s ’ n o d e s
2 . T r a c k  the n o d e  that p ro d u ce s the sm a lle st  d ista n c e  (th is  n o d e  w il l  b e  
c a lle d  the Best Matching Unit o r B M U )
Step  4 . U p d a te  the n o d e s in  the n e ig h b o u rh o o d  o f  B M U  b y  p u llin g  th e m  c lo s e r to 
the in p u t v e c to r  a c c o rd in g  to K o h o n e n ’s fo rm u la e .
Step  5 . R e p e a t step 3 -4  w ith  a  n e w  in p u t v e c to r u n t il a ll  the in p u t h a s  b e e n  taken . 
S tep  6 . U p d a te  tra in in g  p a ra m e te rs a c c o rd in g ly .
S tep  7 . R e p e a t step 5 fo r the d e sire d  n u m b e r o f  c y c le s .
Figure 20: Kohonen algorithm
F ir s t , the d ata  is  tra n sfo rm e d  in to  a  n u m b e r o f  "feature ve cto rs"  w h e re  e a ch  e le m e n t o f  
the v e c to r is  a sso c ia te d  w ith  so m e  features o r attributes o f  the d ata  p o in t. F o r  o u r  
d o cu m e n ts, e a ch  feature re p resen ts a te rm  o r p h ra se  that m a y  b e  p resen t in  the d o cu m e n t. 
T h e  m a p  it s e lf  c o n s is ts  o f  a n u m b e r o f  n e u ro n s, w h ic h  s im p ly  c o n ta in  a  “re feren ce  
v e c to r” o r “re sp e c tiv e  in p u t v e c to r” that is  o f  the sa m e  le n g th  as the feature v e cto rs. 
T h e s e  re fe re n ce  v e cto rs  are u se d  in  the s im ila r ity  c o m p u ta tio n s b e tw e e n  the d o cu m e n ts,  
a n d  are in it ia liz e d  w ith  ra n d o m  v a lu e s . A  feature v e cto r is  ra n d o m ly  se le cte d  fro m  the  
in p u t set. U s in g  a n  a p p ro p ria te  m e tr ic , the feature v e cto r is  c o m p a re d  to e v e ry  n e u r o n ’ s 
re fe re n ce  ve cto r. T h e  n e u ro n  w h o s e  re fe re n ce  v e c to r is  m o st s im ila r  to that p a rt ic u la r  
feature v e c to r  is  c h o se n  as the w in n in g  n e u ro n . T h e  n e ig h b o u rin g  n e u ro n s -  n e u ro n s that 
are to p o g r a p h ic a lly  c lo s e  in  the m a p  u p  to a  c e rta in  g e o m e tric  d ista n c e  -  to the ‘w in n in g ’ 
n e u ro n  are th en  u p d ate d  b y  a  ce rta in  am o u n t. T h e  effect o f  th is  u p d ate  s h o u ld  b e  to
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tra n sfo rm  the re fe re n ce  v e cto rs o f  the n e ig h b o u r in g  n e u ro n s to b e  s lig h t ly  m o re  s im ila r  to 
the feature ve cto r. T h e  w e ig h ts  w ,y (t+ l) o f  the w in n in g  n e u ro n  a n d  its  n e ig h b o u rh o o d  are  
a d ju ste d  as the in c r e m e n ta l-le a m in g  o c cu rs  fo llo w in g  the fo rm u la e :
wiJ(t+l)=wIJ(t)+a(t)xy(t)x{xJ-wv(t))
w h e re  X  is  a  f ix e d  n u m b e r o f  tra in in g  ite ra tio n s, w ry is  the cu rre n t w e ig h t v e cto r, xj is  the  
target in p u t, t is  the cu rre n t ite ra tio n  a n d  o(t) is  the le a rn in g  re stra in t d u e  to tim e . o(t) is  
g iv e n  b y :
a ( 0 = ( « ma x “ « mJ X <2 + « m a x  ( 1 4 )
w h e re  a,mx is  the startin g  le a rn in g  rate a n d  o i s  the f in a l le a rn in g  rate. T h e  t v a lu e  is  the 
cu rre n t c y c le  a n d  the tmox is  the to tal n u m b e r o f  c y c le s . y  is  the e x p o n e n tia l fu n c tio n  that 
re stra in t d u e  to d ista n c e  fro m  B M U .  y(t)  is  g iv e n  b y :
y(t) =  exp decay(t) x
f  r. V_y ( 1 5 )
w h e re  r,y is  the d ista n ce  b e tw e e n  the cu iT e n t a n d  the B M U ;  a is  the n e ig h b o u rh o o d  v a lu e  
a n d  d e c a y  (t) is  the d e c a y  fa cto r that is  p o p u la r ly  u se d  in  fo rm  o f  K o h o n e n  stan d ard  
v a r ia t io n  d e c a y  (t) =  -0 .5  a n d  the G a u s s ia n  D e c a y  facto r d e c a y  (t) =  41og/3 (t) (K o h o n e n ,  
1 9 9 5 ) .
h i  the tra in in g  p ro ce ss, the S O M  a lg o rith m  is  fed  w ith  feature v e cto rs, w h ic h  c a n  b e  o f  
a n y  d im e n sio n . In  m o st a p p lic a t io n s , h o w e v e r, the n u m b e r o f  d im e n s io n s  w il l  b e  h ig h . T o  
v is u a lis e  a tra in e d  n e u ra l n e tw o rk, output m a p s  c a n  a lso  b e  m a d e  in  d iffe re n t d im e n sio n s:  
1 -d im e n s io n a l, 2 -d im e n s io n a l, so o n , b u t m o s t p o p u la r  are 2 D  a n d  3 D  m a p s. T h e  output  
m a p  is  p lo tted  to s im u la te  the tra in in g  p ro ce s s  a n d  p ro v id e s  in fo rm a tio n  abo ut n e u ro n  
a ctiv a tio n . E a c h  n e u ro n  in  the in p u t la y e r  is  co n n e cte d  to e a ch  n e u ro n  in  the output la y e r  
o r m a p .
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T h e  a lg o rith m  is  e x p la in e d  m o st e a s ily  in  term s o f  a  set o f  a r t if ic ia l n e u ro n s, e a ch  h a v in g  
its  o w n  p h y s ic a l lo c a t io n  o n  the o u tp ut m a p , w h ic h  tak e  part in  a  winner-take-all p ro ce ss, 
a c o m p e tit iv e  n e tw o rk, w h e re  a n o d e  w ith  its  w e ig h t v e c to r c lo s e st  to the v e c to r  o f  in p u ts  
is  d e c la re d  as the w in n e r  and , in  the m a p p in g  p ro ce s s, its w e ig h ts  are a d ju ste d  m a k in g  
th e m  c lo s e r  to the in p u t vecto r.
In  th is  e x p e rim e n t, E u c l id ia n  d ista n c e  to c a lc u la te  the shortest d ista n ce  b etw e e n  the in p u t  
a n d  the c o m p e tin g  n e u ro n s w a s u se d  in  the e x p e rim e n ts. E a c h  n o d e  h a s a  set o f  
n e ig h b o u rs. W h e n  th is  n o d e  w in s  a  c o m p e titio n , the n e ig h b o u rs' w e ig h ts  are a lso  
ch a n g e d . H o w e v e r , th e y  are n o t c h a n g e d  as m u c h  as the w in n e r s  are. T h e  further the  
n e ig h b o u r is  fro m  the w in n e r, the s m a lle r  its w e ig h t ch a n g e . T h is  p ro ce ss  is  th en  
rep eated  fo r e a ch  in p u t v e cto r, re p e a te d ly , fo r a  n u m b e r ( u s u a lly  la rg e ) o f  c y c le s .  
D iff e r e n t  in p u ts  p ro d u ce  d iffe re n t w in n e rs . T h e  n e tw o rk  a c c o m p lis h e s  a s s o c ia tin g  output  
n o d e s w ith  g ro u p s o r p atterns in  the in p u t d ata  set. I f  these  patterns c a n  b e  n a m e d , in  o u r  
c a s e  w e  n a m e  as c la s s , the c la s s e s  c a n  b e  a ttach ed  to the a sso c ia te d  n o d e s in  the tra in e d  
net.
T h e  S O M  p ro ce s s  fo r a n y  c la s s if ic a t io n  ta s k  is  to c la s s if y  m  o b je cts  into  n  c la ss e s  a n d  the  
feature v e c to r  re p resen ts a ll  the o b je cts  a n d  c o n ta in s  slo ts fo r re le v a n t attributes o f  a ll  the  
c la s s e s . R e p re se n ta tio n  is  e q u iv a le n t to su g g e stin g  that attributes o f  o n ly  o n e  c la s s  are  
p resen t fo r a n y  g iv e n  o b je ct. T h e  output o f  S O M  is  a  m a p , w h ic h  re p resen ts h o w  o b je cts  
in  a  h ig h  d im e n s io n a l sp a ce  c a n  b e  m a p p e d  onto a  lo w  d im e n s io n a l sp a ce . H o w e v e r , the  
output o n ly  p r o v id e s  q u a lita t iv e  in fo rm a tio n  ab o u t the p ro p e rtie s o f  th e  o b je cts. T h is  
m e a n s the m a p  o n ly  a llo w s  u s  to see o b je cts  that are b e in g  c la s s if ie d  a c c o rd in g  to the  
p ro p e rtie s o f  the attributes -  a  g iv e n  c la s s  w il l  b e  p la c e d  c lo s e ly  to a n o th er w h e n  the  
o b je ct h a s  the attributes, w h ic h  are the s m a lle s t  d ista n ce . C o n v e r s e ly , the o b je cts  
b e lo n g in g  to d iffe re n t c la s s e s  are sh o w n  in  th e ir  d ista n ce  fro m  the c la s s  la b e l o n  the  
o utp ut m a p .
F o r  c la s s if ic a t io n  in  th is  e x p e rim e n t, so m e  p a ra m e te r settin g  is  n e e d e d  fo r the S O M  
e x p e rim e n t b e c a u s e  the re su lt  o f  S O M  c la s s if ic a t io n  d ep en d s o n  s u c h  settin g. In  th is  
e x p e rim e n t, the n u m b e r o f  e x e m p la r  in p u t v e c to rs  h a s  a  f ix e d  s iz e  s im ila r  to the output  
g rid , w h ic h  is  d e te rm in e d  d u r in g  the u n s u p e rv is e d  tra in in g  p ro ce ss. T r a in in g  co m m e n c e s  
w ith  a n  in p u t la y e r, c o n s is t in g  o f  1 5 x 1 5  u n its . T h e  m o d e l v e c to r o f  e a ch  u n it  is  in it ia lis e d
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as the first  in p u t d ata  set. T h e  tra in in g  p ro ce s s  starts w ith  an  a v a ila b le  s iz e  in p u t v e c to r  o f  
the m a p , w h ic h  is  s e lf -o rg a n is e d  a c c o rd in g  to the stan d ard  S O M  tra in in g  a lg o rith m . T h is  
fra m in g  p ro ce s s  is  repeated  fo r a f ix e d  n u m b e r X  o f  tra in in g  ite ra tio n s, w e  set X  =  1 0 0 0  
c y c le s . T h e  k e y  p a ra m eters fo r a  S O M  in c lu d e  the le a rn in g  rate ( a ) ,  the n e ig h b o u rh o o d  
s iz e  (7) a n d  the d e c a y  fa cto r (6). W e  h a v e  u se d  a  ty p ic a l in it ia l  settin g  fo r the tra in in g  
p a ra m e te rs, ce=0.9, 7 = 8, that e v e n tu a lly  b o th  d e cre a se d  to zero  to w ard s the en d  o f  the  
tra in in g  p ro ce ss. V m s ia s  (2 0 0 4 )  su g g e ste d  in  h is  w o rk  that a  h ig h  le a rn in g  rate is  
re co m m e n d e d  to gu aran tee h ig h  a d ju stm e n ts  in  the w e ig h ts o f  a ll  n e u ro n s  b u t it sh o u ld  
d e cre ase  to the m in im u m  v a lu e  to s ta b ilis e  the tra in in g  p ro ce ss. In  a d d itio n , the  
n e ig h b o u rh o o d  v a lu e  s h o u ld  b e  k e p t h ig h  to g uaran tee e q u a l d is tr ib u tio n  o f  a b ilit y  o f  
le a rn in g  a m o n g  the n e u ro n s. U s in g  th is  d e fa u lt settin g  is  the re a so n  that at the first  
tra in in g  the S O M  attem p ts to sep arate the m o st s ig n if ic a n t  c lu ste rs  o f  in p u ts fro m  the  
other an d  th en  it  attem pt to sep arate e a ch  c lu s te r o f  in p u ts  in to  furth er c lu ste rs  u n til the  
le a rn in g  rate a n d  n e ig h b o u rh o o d  rate m e et at a co n sta n t v a lu e , a c c o rd in g  to u se r  
re q u ire m e n ts . T h e  te stin g  re g im e n  in v o lv e s  the c o m p u ta tio n  o f  the E u c l id ia n  d ista n ce  o f  
a text v e c to r fro m  the m o st ‘ e x c ite d ’ -  ‘w in n e r  tak e s a l l ’ n o d e s o n  the output m a p  o f  the  
1 5 x 1 5  tra in e d  S O M . S o m e  furth er d is c u s s io n  o n  p a ra m e te r settin g  o n  S O M ’ s m a p  c a n  
b e  fo u n d  in  V m s ia s  (2 0 0 4 ).
3 .4 .2  S u p p o r t  V e c t o r  M a c h in e  ( S V M )
S u p p o rt V e c t o r  M a c h in e  is  a  r e la t iv e ly  n e w  le a rn in g  a p p ro a ch  fo r s o lv in g  t w o -c la s s  
pattern re c o g n itio n  p ro b le m s . A  S V M  attem pts to f in d  a  h y p e rp la n e  that m a x im is e s  the  
m a rg in  b etw e e n  p o s it iv e  an d  n e g a tiv e  tra in in g  e x a m p le s, w h ile  s im u lta n e o u s ly  
m in im iz in g  tra in in g  set m is c la s s if ic a t io n s . T h e  g o a l o f  a  S V M  is  to p ro d u c e  a  m o d e l,  
w h ic h  p re d icts  the target v a lu e  o f  d ata  in sta n ce s  in  the testin g  set, w h ic h  are g iv e n  o n ly  
the attributes. G iv e n  a  fra m in g  set o f  in s ta n c e -le v e l p a irs  (x/,y,), i = l , . . . , /  w h ere  x / eR n 
a n d  y  e  { 1 , - 1 } /, the su p p o rt v e c to r m a c h in e s  re q u ire  the s o lu tio n  o f  the fo llo w in g  
o p tim is a tio n  p ro b le m :
m in  \  wTw +  C  Z  £■ ( 1 6 )w,b,t w
s u b je c tt o  y / w r 0 ( x ,.) +  6) > ! - £ . ;  £  > 0  ( 1 7 )
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In  a  b in a r y  c la s s if ic a t io n  ta sk  m la b e lle d  e x a m p le s  (x i,  y i ) , . . . ,  (x„„ ym), w h e re  x / e X  are  
tra in in g  d ata  p o in ts  a n d  yi e { - 1 , + 1 } are the c o rre sp o n d in g  c la s s  la b e ls , fo rm  the tra in in g  
set. In  o rd e r to m a k e  the d ata  lin e a r ly  se p a ra b le , d ata p o in ts  are m a p p e d  fro m  the in p u t  
sp a ce  A  to a  feature sp a ce  F  w ith  a  m a p p in g  : X  ->  F  b e fo re  th e y  are u se d  fo r tra in in g  
o r fo r c la s s if ic a t io n . T h e  tra in in g  v e c to r x,- is  m a p p e d  in to  a  h ig h e r d im e n s io n a l sp a ce  b y  
the fu n c tio n  <f>. T h e n  the S V M  fin d s  a  lin e a r  se p a ra tin g  h y p e rp la n e  w ith  the m a x im a l  
m a rg in  in  th is  h ig h e r d im e n s io n a l sp a ce . C  >  0 is  the p e n a lty  p a ra m e te r o f  the error term . 
S V M s  are u n iv e r s a l le a rn e rs; b y  p lu g g in g  in  a  k e rn e l fu n c tio n s, the S V M  c a n  le a rn  lin e a r  
th re sh o ld  fu n c tio n s, p o ly n o m ia l c la s s if ie r s , r a d ia l b a s ic  fu n c tio n  n e tw o rk s ( R B F ) ,  an d  
th re e -la y e re d  s ig m o id  n e u ra l n e tw o rks.
T h e r e  are se v e ra l c o m m o n ly  u se d  k e rn e ls  ( V a p n ik ,  19 9 8 ) . T h e  o rd in a r y  in n e r p ro d u ct is  
c a lle d  the linear kernel
K(xi,x j )=<uiv>  ( 1 8 )
a n d  the polynomial kernel is  d e fin e d  as
K(xn Xj) = (y <u,v>+  l ) rf ( 1 9 )
w h e re  d e t o s  the d egree o f  the p o ly n o m ia l a n d  y e  t o .  W h e n  the p o ly n o m ia l k e rn e l is  
u se d , the d ata  p o in ts  are m a p p e d  in to  a  feature sp a ce  w h ic h  c o n ta in s  a ll  p ro d u cts  o f  in p u t  
v e c to r e le m e n ts u p  to d. T h e  y  p a ra m e te r o f  the p o ly n o m ia l k e rn e l c o n tro ls  the w e ig h t  
d iffe re n ce s o f  the p ro d u c t features o f  d iffe re n t ord ers. A n o th e r  w id e ly  u se d  k e rn e l  
fu n c tio n  is  the Gaussian kernel
K  ( x , , X j )  = e-rl«-4‘(20)
w h o se  w id th  is  d e te rm in e d  b y  the 7  p a ra m e te r. W e  referred  to K e e r t h i a n d  L i n  (2 0 0 3 )  fo r  
m o re  in fo rm a tio n  ab o u t the b e h a v io u r  o f  the  S V M  w ith  the G a u s s ia n  k e rn e l w ith  
d iffe re n t c o m b in a tio n s  a n d  the p e n a lty  p a ra m e te r C . H s u ,  C h a n g  a n d  L i n  ( 2 0 0 3 )  
su g g e ste d  u s in g  a  c r o s s -v a lid a t io n  a n d  a  g rid  se a rch  in  o rd e r to e stim ate  the b est  
c o m b in a tio n  a n d  the p e n a lty  p a ra m e te r C  fo r the G a u s s ia n  k e rn e l. W e  adopted  th is  
p ro ce d u re  a n d  p e rfo rm e d  a s im ila r  se a rc h  fo r the lin e a r a n d  p o ly n o m ia l k e rn e ls .
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In ste a d  o f  u s in g  a  lin e a r  k e rn e l l ik e  Y a n g  a n d  L i u  ( 1 9 9 9 ) ;  J o a c h im s  ( 1 9 9 8 ) ;  D u m a is  et al 
( 1 9 9 8 )  o r H e a rs t  ( 1 9 9 8 ) ,  w e  p e rfo rm e d  a  stu d y  u s in g  the S V M  w ith  R B F  k e rn e l fu n ctio n . 
T h e  R B F  k e n n e l fu n c tio n  is  d e fin e d  b y  as:
K(xi,xj ) = e x p ( - y  Xi - Xj f ) , y>  0 ( 2 1 )
F ir s t ,  it is  a n  in te re stin g  target fo r feature s e le c t io n  b e c a u s e  n o  c o m p a ra tiv e  text feature  
se le c tio n  stu d ie s h a v e  y e t c o n sid e re d  it  a n d  its  u se  o f  features is  e n tire ly  a lo n g  the  
d e c is io n  b o u n d a ry  b e tw e e n  the p o s it iv e  a n d  n e g a tiv e  c la ss e s. T h e  se c o n d  re a so n  to u se  
R B F  K e r n e l is  the R B F  k e rn e l n o n -l in e a r ly  m a p s  s a m p le s  in to  a  h ig h e r  d im e n s io n a l sp a ce . 
T h u s , u n lik e  the lin e a r  k e rn e l, it  c a n  h a n d le  the c a s e  w h e n  the re la tio n  b etw een  c la s s  
la b e ls  a n d  attributes in  n o n lin e a r . F u rth e rm o re , the n u m b e r o f  h y p e rp a ra m e te rs  
in f lu e n c e s  the c o m p le x ity  o f  m o d e l s e le c tio n  a n d  the p o ly n o m ia l k e rn e l h a s  m o re  
h y p e rp a ra m e te rs th a n  the R B F  k e rn e l.
T o  u se  R B F  k e rn e ls , there are tw o m a in  p a ra m e te rs C  an d  7 , w h ic h  are n o t k n o w n  
b e fo re h a n d . T o  f in d  o ut w h ic h  C  an d  7  are the b est fo r a  p a rt ic u la r  p r o b le m , so m e  k in d  o f  
m o d e l se le c tio n  m u s t b e  d o ne. T h e  g o a l is  to id e n t if y  C  a nd  7  s u c h  that the c la s s if ie r  c a n  
a c c u ra te ly  p re d ict u n k n o w n  d ata  o r te stin g  d ata. T o  se a rch  fo r C  a n d  7 , a n d  the  
c la s s if ic a t io n  p ro ce ss, w e  u se  o p e n -s o u rc e  im p le m e n ta tio n  fo r the b e st p a ra m eter C  a n d  7  
v a lu e s  o f  S V M s ,  an d , k e rn e l fu n c tio n s  u s in g  g rid  o p tim isa tio n  as su g g e ste d  b y  H s u  et al 
( 2 0 0 3 ) . A l l  the e x p e rim e n ts  c a rrie d  o ut u se d  the L I B S V M  2 .8  so ftw a re  as in , C h a n g  an d  
L i n  ( 2 0 0 5 )  an d  w il l  b e  d is c u s s e d  in  the C h a p te r  4.
3 .5  E v a lu a t io n  o f  th e  T e s t  P ro c e d u re s
G e n e r a lly , th e  e v a lu a tio n  o f  text c a te g o risa tio n  p e rfo rm a n ce  is  fo c u se d  o n  the tw o m a in  
is s u e s  u n d e r c o n sid e ra tio n , classification efficiency a n d  effectiveness. T h e  c la s s if ic a t io n  
e f f ic ie n c y  is  the a v e ra g e  tim e  re q u ire d  to c la s s if y  a  d o cu m e n t b y  a  c la s s if ie r . T h is  
classification efficiency o f  the feature s e le c tio n  a lg o rith m s , the c la s s if ie r  le a rn in g  
a lg o rith m , are o f  m a jo r  im p o rta n c e  w h e n  c o n s id e r in g  text c la s s if ic a t io n  a p p lic a tio n s  that
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re q u ire  the ca te g o ris a tio n  o f  a  la rg e  v o lu m e  o f  d o cu m e n ts. A n o th e r  c la s s if ie r  e v a lu a tio n  
m e th o d , effectiveness, is  the a c c u r a c y  a n d  co rre ctn e ss o f  the c la s s if ic a t io n .
W e  m e a su re d  the c la s s if ic a t io n  e f f ic ie n c y  o f  the feature s e le c tio n  a lg o rith m s b y  
c o m p a rin g  se v e ra l feature se le c tio n  m e th o d s u s in g  a  ‘b e n c h m a r k 5. F u rth e rm o re , w e  
m e a su re d  an d  the e m p ir ic a l e ffe c tiv e n e ss  o f  m u lt i-la b e lle d  text ca te g o ris a tio n  in  term s o f  
the c la s s ic  in fo rm a tio n  re tr ie v a l p a ra m e te rs o f  precision, recall a n d  Break-Even Points 
measure ( B E P ) .  T h e s e  m e a su re s c a n  g iv e  a n  a p p ro x im a tio n  o f  the ca te g o risa tio n  
e ffic ie n c y . P r e c is io n  is  the v a lu e  d e fin e d  b y  the n u m b e r o f  d o cu m e n ts that the c la s s if ie r  
c o rr e c t ly  c la s s if ie d  as b e lo n g in g  to a  c a te g o ry  (true p o s it iv e  o r TP), d iv id e d  b y  the  
n u m b e r o f  d o cu m e n ts  that the c la s s if ie r  c la s s if ie d  as b e lo n g in g  to that c a te g o ry  (true  
p o s it iv e s  a n d  fa lse  p o s it iv e s  o r FP). R e c a ll  is  the v a lu e  d e fin e d  b y  the n u m b e r o f  
d o cu m e n ts that the c la s s if ie r  c o rr e c t ly  c la s s if ie d  as b e lo n g in g  to a  c a te g o ry  (TP), d iv id e d  
b y  the n u m b e r o f  a ll  d o cu m e n ts  a n d  d o cu m e n ts  that b e lo n g  to that ca te g o ry  (TP+FP).
P r e c is io n  is  d e fin e d  as:
T h e  e ffe c tiv e n e ss  is  co m p u te d  for s e v e ra l ca te g o rie s p r o v id in g  the p r e c is io n  a n d  r e c a ll  
re su lts  fo r in d iv id u a l  ca te g o rie s. T h e s e  re su lts  are a v e ra g e d  th ro u g h  a p ro ce s s  a lso  c a lle d  
m icroaveraging.
T h e  m ic r o a v e ra g in g  p r e c is io n  is  d e fin e d  as:
(2 2 )
R e c a ll  is  d e fin e d  as:
(23)
T h e  Break-even point c o m b in e s  re c a ll a n d  p r e c is io n  w ith  a n  e q u a l w e ig h t: 
B r e a k -e v e n  p o in t  m e a su re  is  d e fin e d  as:
P + RBEP = 7 -— . (24 )( )
precision — (25)
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T h e  m ic r o a v e ra g in g  r e c a ll is  d e fin e d  as:
y |c| tp ,
recall = M g "  --------  (2 6 )
Classification Accuracy (CA)
T h e  c la s s if ic a t io n  a c c u r a c y  is  c a lc u la te d  fro m  the p ro p o rtio n  o f  the n u m b e r o f  re le v a n t  
m a p p in g s  to the n u m b e r o f  in p u t n e w s a rtic le s. T h e s e  m e a n s the la b e l s h o w n  o n  a  tra in e d  
S O M  is  a p re fe re n ce  a n d  th e ir la b e ls  are a ss ig n e d  to the S O M  n o d e . T h e  c o n sid e ra tio n  
f a lls  in to  e v e r y  in p u t v e cto r, w h ic h  is  m a p p e d , to these n o d e s w il l  b e  to re a ss ig n  the u n it  
la b e l to re p la c e  its  o r ig in a l la b e l. O u r  e v a lu a t io n  m e th o d  is  s im ila r  to K o h o n e n  et al, 
2 0 0 0 ; W e rm te r a n d  H u n g , 2 0 0 2  a n d  H u n g  et al, 2 0 0 4 . K o h o n e n  su g g e sts that the  
c a te g o ris a tio n  error as “a ll d o cu m e n ts  that re p resen ted  a m in o r ity  n e w sg ro u p  at a n y  g rid  
p o in t  w e re  co u n te d  as c la s s if ic a t io n  e rro rs.” T h u s , in ste a d  o f  u s in g  the m in o r ity  
n e w sg ro u p , a m a jo r ity  v o te  fo r the sa m e  u n it  is  u se d . T h is  m e a n  i f  the re p la ce d  in p u t  
v e c to r la b e l m a tch e s o n e  o f  the o r ig in a l la b e ls  a ss ig n e d  b y  tra in in g  d ata, w h ic h  is  R e u te rs  
a n d  T R E C - A P  in  o u r c a s e , it is  a  co rre ct m a p p in g .
Average quantization error (AQE)
T h e  c o n stru c tio n  o f  a  ‘ g o o d  [s e lf -o rg a n is in g  feature] m a p ’ re lie s  in  p a rt o n  the v a rio u s  
m o n ito rin g  te ch n iq u e s u se d  to v ie w  the ‘ q u a lit y  o f  le a r n in g ’ : K o h o n e n  ( 1 9 9 5 )  su g ge sts  
that ‘ d iffe re n t le a rn in g  p ro ce s se s c a n  b e  d e fin e d  startin g  w ith  d iffe re n t in it ia l  v a lu e s [..]  
a n d  a p p ly in g  d iffe re n t se q u e n ce s o f  the tra in in g  v e cto rs x(t) a n d  d iffe re n t le a rn in g  
p a ra m e te rs .’ ( p . l 2 1 ) .  T h e  b est m a p  is  e x p e cte d  to y ie ld  the sm a lle s t  a v e ra g e  q u a n tiz a tio n  
error qE. T h e  m e a n  o f  q u a n tiz a tio n  error ( A Q E )  ‘d e fin e d  v ia  in p u ttin g  the tra in in g  d ata  
o n ce  a g a in  after le a r n in g ’ , is  g iv e n  as
AQE = h f 3 ? i - ™ i i  (2 7 >N M
where N is the total number of input patterns, x< is the sequences of the training vectors,
and w‘ is the initial values of the input pattern i. The AQE is defined as the average
distance between every input vector and its BMU. This technique has been reported to be
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o f  s ig n if ic a n t  v a lu e  in  a  n u m b e r o f  p a p ers: K o h o n e n  et al, 2 0 0 0 , W e n n te r  and  H u n g ,  
2 0 0 2 ;  H u n g  et al, 2 0 0 4 .
3 .6  C h a p te r  C o n c lu s io n
In  th is  ch a p te r, w e  h a v e  d is c u s s e d  the te n n in o lo g y  d atab ase  an d  the te rm in o lo g y  d ata  
m o d e l d e sig n e d  to b e  u se d  in  the feature s e le c tio n  fo r text c la s s if ic a t io n . T h e  
te rm in o lo g y  k n o w le d g e  c a n  b e  ex tracted  e ith e r fro m  sp e c ia l la n g u a g e  texts or fro m  an  
e x is t in g  d ic tio n a ry . B o th  re so u rce s w e re  e n ric h e d  w ith  d o m a in  s p e c if ic  an d  co n ce p t  
k n o w le d g e . T h e  te rm in o lo g y  d ic t io n a r y  a p p ro a ch  is  a  n e w  c h o ic e  to s o lv e  the p ro b le m  o f  
a m b ig u o u s co n ce p ts o f  the in d e x in g  te n n  w ith  the la c k  o f  d o m a in  s p e c if ic  k n o w le d g e . 
T h is  te rm in o lo g y  re so u rce  w a s in  a  d atab ase  form at, w h ere  w e  c a n  store an d  re trie ve  
te n n s  a n d  th e ir a sso c ia te d  lin g u is t ic  a n d  n o n -lin g u is t ic  data. H o w e v e r , the te rm in o lo g y  
re so u rce  w a s  n o t sta n d a rd ise d  e n o u g h  for u se  in  text re p resen tatio n . S in c e  the  
t e n n in o lo g y  d ata  w a s  m o s t ly  u se d  in  te c h n ic a l and  s p e c ia l la n g u a g e  stu d y , the term  
s p e c ia lis m  is  im p o rta n t in  th is  stu d y . W e  attem pt to u se  the s p e c ia lis t  te n n s  to in d ica te  
w h ic h  are ‘ g o o d ’ fo r d is t in g u is h in g  the c la s s e s  o f  text d o cu m e n ts  a m o n g  a ss ig n e d  c la ss e s.  
T o  id e n t if y  a n d  u p d ate  the te rm in o lo g y  d ata, w e  u se  a  co rre la tio n  m e a su re  c a lle d  the  
weirdness to extract the s p e c ia lis t  te n n s  in  a  s p e c ia l la n g u a g e  text. F o r  the m e a su re , 
te n n s  in  the f in a n c e  c o rp u s  c a n  b e  id e n tif ie d  (tho se w ith  h ig h  w e ird n e ss  v a lu e s ). W e  
fo u n d  that the te rm in o lo g y  d ata  in  a  s p e c if ic  d o m a in  c o u ld  b e  a u to m a tic a lly  ex tracted  
fro m  a s p e c ia l la n g u a g e  co rp u s. T h is  m e c h a n is m  w il l  be u se d  in  the featu re  se le ctio n .
F u rth e rm o re , to p ro v e  that o u r h e u r is t ic  m e th o d , w h ic h  w a s  b a se d  o n  t e n n in o lo g y  
k n o w le d g e , is  ‘ g o o d ’ e n o u g h  to d is t in g u is h  the text fro m  g iv e n  c la s s e s , w e  u se d  d ata  
fro m  the d atab ase  to co n stru ct the feature v e cto rs  that w il l  b e  tra in e d  in  N e u r a l N e tw o rk s  
b a se d  o n  the K o h o n e n  a lg o rith m . B e fo r e  p a s s in g  the v e c to r  to the n e u ra l n e tw o rks, w e  
u se d  d iffe re n t a p p ro a ch e s fo r the v e c to r co n stru ctio n . T h re e  feature se le c tio n  m e th o d s: 
tfidf, ‘w e ir d n e s s ’ a n d  te rm in o lo g y  b a se d , are co m p a re d  a g a in s t tw o b a s e lin e s : random 
selection a n d  term frequency (tf) o r bag-of-words. T h e s e  h a v e  b e e n  d is c u s s e d  in  the  
p r e v io u s  se ctio n . T h e s e  v e cto rs  are then tra in e d  u s in g  S O M , unsupervised le a rn in g  and  
S V M ,  supervised le a rn in g  a lg o rith m s fo r text c la s s if ic a t io n . T h e  p e rfo rm a n ce  o f
- 8 3 -
in d iv id u a l  feature s e le c tio n  m e th o d s w il l  b e  e v a lu a te d  u s in g  classification efficiency an d  
effectiveness. T h e s e  re su lts  w il l  b e  c a rrie d  o n  in  C h a p te r 4.
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Chapter 4 
4 Experiment and Case Studies
T h is  ch a p te r fo c u s  o n  p r a c t ic a l sc h e m e s fo r the h e u r is t ic  v e c to r co n stru c tio n  a n d  tra in in g  
the N e u r a l N e tw o rk  fo r text c a te g o ris a tio n  d e sc rib e d  in  the p r e v io u s  chap te r. A n  
a rch e ty p a l text c a te g o ris a tio n  sy ste m  w a s  b u ilt  fo r e v a lu a tio n  p u rp o se . T h e  a rch e typ e  is  
b u ilt  fo r p r e -p ro c e s s in g , v e c to r c o n stru c tin g  a n d  c la s s ify in g  text v e cto rs  u s in g  the  
K o h o n e n  M a p s  an d  S u p p o rt v e c to r  m a c h in e  c la s s if ie rs . T h e  a rch e ty p e  c a n  co m p u te  
v a r io u s  in fo n n a tio n  re tr ie v a l m e trice s  (tfidf) a n d  then co m p a re s th e  re su lts  o f  a  v e c to r  
cre a tio n  m e th o d  w ith  that o f  a ‘r a n d o m ’ v e c to r an d  a  c r u d e ly  co n stru cte d  fre q u e n c y  
ve cto r.
T w o  d iffe re n t text co rp o ra , R e u t e r s -2 2 1 7 3  text c o lle c t io n  ( R C V 1 ) ,  T R E C - A P  n e w s w ire  
h a v e  b e e n  u se d  to e v a lu a te  the sy ste m  a rch e ty p e . T h e s e  text c o lle c t io n s  h a v e  b e e n  u se d  
r e g u la r ly  b y  re se a rch e rs in  the text ca te g o risa tio n  c o m m u n ity  (se e  Y a n g ,  1 9 9 9 ; H u n g  et al, 
2 0 0 4 ; D e b o le  a n d  S e b a s tia n i, 2 0 0 4 ; C o h e n , 1 9 9 5 a ;  C o h e n , 1 9 9 5 b ; L e w is  a n d  G a le ,  1 9 9 4 ;  
L e w is  et al, 1 9 9 6 ;  S c h a p ir e  a n d  S in g e r , 2 0 0 0 ) . A n  a d d it io n a l c o lle c t io n , the R e u te rs  
f in a n c ia l n e w s c o lle c t io n  fro m  R e u te rs  f in a n c ia l w il l  b e  u se d  fo r the e x p e rim e n t. T h e  u se  
o f  a  R e u te rs  N e w s  S tre a m  (c. 5 -6 ,0 0 0  sto rie s p e r d a y  in  o v e r 2 ,3 0 0  to p ic s) p re se n ts a  
m a jo r  test fo r a  c a te g o ris a tio n  syste m . T h is  is  a  r e a l-w o rld  text d atab ase  a n d  w e h a v e  
ap p eared  q u ite  s u c c e s s f u lly  h ere.
A  d e v e lo p e d  a p p lic a t io n  fo r v e cto rs  se le c tio n  a n d  cre a tio n  c a lle d  FeSe w i l l  a lso  d e sc rib e d  
in  S e c tio n  4 . 1 .  D e t a il  o f  the d ata  sets u se d  w il l  b e  d e sc rib e d  in  S e c tio n  4 .2 . T h e  
p e rfo rm a n ce  e v a lu a tio n  o f  the c la s s if ie r  a n d  a  ‘ s e lf -e v a lu a t io n ’ u s in g  v e cto rs  that 
c o m p ris e  r a n d o m ly  se le cte d  te n n s  p r o v id e s  a  b a s e lin e  for the p e rfo rm a n c e  o f  the sy ste m : 
classification accuracy a n d  o th er m e a su re s u se d  to m e a su re  the p e r fo n n a n c e  o f  sy ste m s  
tra in e d  w ith  d iffe re n t v e c to rs  w il l  b e  sh o w n  in  S e c tio n  4 .3 .  S e c tio n  4 .4  c o n c lu d e s  the  
ch ap te r.
- 8 5 -
Chapter 4 Experim ent and Case Studies
4 .1  T h e  c o m p o n e n ts  o f  o u r  a rc h e ty p e  
System Quirk
T o  d em o n strate  id e a s  o n  a  p r a c t ic a l le v e l, a  v a r ie ty  o f  a p p lic a tio n s  h a v e  b e e n  in v o lv e d  in  
th is  stu d y . B e fo re  the feature v e cto rs  are fe d  to a  c la s s if ie r , a  text h a s  to be tra n sfo rm e d  
in to  feature v e c to rs , as d is c u s s e d  in  the p r e v io u s  chapter. System Quirk is  a  text a n a ly s is  
sy s te m  d e v e lo p e d  at the U n iv e r s it y  o f  S u rre y . T h e  sy s te m  co m p o s e s  o f  m a n y  
c o m p o n e n ts; Virtual Corpus Manager, KonText, Ferret, Browser/Refiner an d  ColloQator 
(see  w w w .c o m p u tin g .s u iT e y .a c .u k /S y s te m Q /; G i l la m ,  2 0 0 4 ). T h e  tw o m a in  co m p o n e n ts, 
w h ic h  h a v e  b e e n  u se d  in  th is  stu d y , are KonText a n d  ColloQator. T h e  K o n T e x t  
co m p o n e n t a llo w s  u se rs  to co m p u te  the fre q u e n c y , a n d  w e ird n e ss  o f  w o rd s  in  the tra in in g  
c o ip u s . T h e  co m p o n e n t a lso  h a s a c c e s s  to the fre q u e n c y  d is tr ib u t io n  o f  w o rd s in  the  
B r it is h  N a t io n a l C o r p u s , w h ic h  w a s  u s e d  w h e n  c o m p u tin g  w e ird n e ss. T h e  se c o n d  
co m p o n e n t is  ColloQator that a llo w s  u se rs to c o m p u te  w o rd  c o -o c c u r r e n c e  a n d  th e ir  
p o s s ib le  c o llo c a te s  u s in g  t-test a n d  z-score. T h e  h ig h -fr e q u e n c y  se e d  w o rd s are c h o se n  to 
create  c o llo c a t io n  p a irs  a n d  the sy ste m  a llo w s  r e -c o llo c a t in g  the c o llo c a t io n . C o llo c a te s  
in  the s p e c ia l la n g u a g e  texts are extracted. I f  z-score o f  a  c o llo c a te  is  greater th a n  a  g iv e n  
s ta tis tic a l th re sh o ld  th en it  w i l l  b e  ch o se n  as a  feature. W it h  these tw o co m p o n e n ts, the  
k e y  w o rd s are id e n tif ie d  a n d  extracted.
Feature selection system (FeSe)
O u r  feature S e le c tio n  sy s te m  (FeSe) is  a  feature c o n stru c tio n  sy s te m  d e v e lo p e d  in  J a v a  
p ro g ra m m in g  la n g u a g e . T h e  sy ste m  a llo w s  u se rs  to extract the text features w ith  
d iffe re n t te n n  w e ig h ts: b in a r y  w e ig h t, fre q u e n c y  w e ig h t and  lo g a rith m  p a rtit io n  w eig h t. 
T h e  c la s s  d ia g r a m  o f  th e  FeSe sy s te m  d is p la y  in  Appendix D. T h e r e  are three m a in  
co m p o n e n ts in  FeSe: C o ip u s  a n a ly s is , T e x t  p r o c e s s in g  a n d  V e c t o r  co n stru ctio n .
1 .  Corpus analysis co m p o n e n t d e a ls  w ith  f ilte r in g  texts. T h e  p u ip o s e  o f  th is  fu n c tio n  is  
to h e lp  u se rs to create a  text c o ip u s  a c c o rd in g  to o n e s re q u ire m e n ts. S in c e  n e w s ite m s in  
the R C V 1  are in  X M L  form at, w e  c a n  c o lle c t  text d o cu m e n ts w ith  p a rt ic u la r  to p ic (s). F o r  
e x a m p le , u se rs  c a n  create  a  s u b -c o ip u s  c o n ta in in g  n e w s ite m s ab o u t sport n e w s o n ly . In  
th is  ca se , u se rs g iv e  the GSPO (sp o rt) co d e  to the sy ste m  an d  the sy s te m  w il l  then c o lle c t  
a n d  sa v e  the n e w s to a  te m p o ra ry  f ile . W h e n  s a v in g  the n e w s, u se rs c a n  s p e c if y  to  
in c lu d e  o n ly  the n e w s title , co ntent o r b o th  o f  them . F u rth e r, u se rs c a n  do a d v a n c e  se a rch
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s u c h  as c o lle c t  sport (GSPO co d e ) n e w s w h ic h  d o es no t in c lu d e  G o v e rn m e n t a n d  S o c ia l  
(GCAT co d e ).
2 . Text processing co m p o n e n t d e a ls  w ith  a n a ly s in g  the co n ten t o f  texts. F o r  e x a m p le , 
c o u n tin g  w o rd  fre q u e n c y , s te m m in g  w o rd s, e x tract term s u s in g  the t e n n in o lo g y  d atab ase, 
c o u n tin g  term  fre q u e n c y  in  d o cu m e n t fre q u e n c y , re m o v in g  stop w o rd s.
3 . Vector construction co m p o n e n t d e a ls  w ith  g e n e ratin g  feature v e c to rs  w ith  d iffe re n t  
v e c to r m o d e ls . T h e  w o rd  lis t /te n n in o lo g y  d ata  are fed as in p u t fo r th is  p ro ce ss. A s  
m e n tio n e d  e a rlie r, S y s te m  Q u ir k  h a s b e e n  u se d  fo r e x tra ctin g  w o rd s w ith  h ig h  fre q u e n c y  
a n d  h ig h  w e ird n e ss. T h e  FeSe sy ste m  u se s the output fro m  S y s te m  Q u ir k  to create  
feature v e cto rs  w ith  d iffe re n t te n n  w e ig h ts : binary weighting a n d  frequency weighting. 
T h e  FeSe sy s te m  c a n  extract h e a d lin e , co n tent, to p ic  co d e  se p a ra te ly , a n d  sa v e  e a ch  to a  
te m p o ra ry  f ile . It  is  f le x ib le  a n d  e a s y  to u se  fo r cre a tin g  feature v e c to rs  w ith  d iffere n t  
te rm  w e ig h tin g . D e p e n d in g  o n  u se r re q u ire m e n ts , the u se r  c a n  create  the feature v e cto rs  
fro m  the n e w s d o cu m e n t o f  a n y  k in d s  o f  texts.
MMUC
F o r  the e x p e rim e n t, an  o p e n -s o u rc e  so ftw are  -  MultiModal Unsupervised Classifier 
(MMUC) d e v e lo p e d  b y  V r u s ia s  (2 0 0 4 )  at the U n iv e r s it y  o f  S u n e y  are used . T h is  
so ftw a re  is  a v a ila b le  at w w w .c o m p u tin g .s u rr e y .a c .u k /n c g /s o ftw a re .h tm l. . T o  r u n  th is  
so ftw a re, the sy s te m  re q u ire s  a  J a v a  e n v iro n m e n t ( J D K  1 . 1  o r a b o v e ). T h e  sy ste m  is  an  
u n s u p e rv is e d  n e u ra l n e tw o rk  that p ro d u c e s  K o h o n e n  m a p s. U s e r s  h a v e  the o p tio n  to 
c o n fig u re  the p a ra m e te rs, s u c h  as the le a rn in g  rate, the n e ig h b o u rh o o d  s iz e , a n d  the d e c a y  
facto r. T h e  e x p e rim e n t p a ra m e te rs set u p  d e ta ils  h a v e  b e e n  d is c u s s e d  in  S e c tio n  3 . 3 . 1 .  
A d v a n ta g e s  o f  u s in g  the M M U C  are the re su lts  o n  the output m a p , in c lu d in g  the d e ta ils  
ab o u t the a c t iv a t io n  o f  the n e u ro n s, the c la s s if ic a t io n  o f  the in p u t v e c to rs , a n d  the a b ilit y  
to exp o rt the re su lt as a n  E x c e l  spreadsh eet.
LIBSVM
h i  a d d it io n  to M M U C ,  w e  a lso  u se d  the L I B S V M  2 .8  p a c k a g e  (a s p e r C h a n g  an d  L in ,  
2 0 0 5 ) . T h e  L I B S V M  is  a  l ib r a r y  fo r S V M  a n d  re g re ssio n . T h e  sy ste m  first p e rfo rm s a  
s c a lin g  o p e ratio n  o n  the in p u t ve cto r. T h e  sy ste m  th en fin d s  the b e st p a ra m e te r fo r C  and  
7 (se e  se c tio n  3 .3 .2 )  b y  a  c r o s s -v a lid a t io n  test, a n d  these p a ra m eters u se d  to tra in  the R B F  
k e rn e l o f  the S V M  c la s s if ie r . A n  a d v a n ta g e  o f  u s in g  L I B S V M  is  that the tra in in g  t im e  is
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m u c h  sh o rter th a n  the M M U C .  P e rfo rm a n c e  o f  the S V M  is  m e a su re d  u s in g  B r e a k -e v e n  
p o in ts  ( B E P )  v a lu e s .
4 .2  T h e  d a ta  sets used  
Reuters dataset
T h e  o r ig in a l R e u t e r s -2 2 1 7 3  text c o lle c t io n  ( R C V 1 ) ,  p ro v id e d  b y  the C a r n e g ie  G ro u p  In c .  
c o n ta in s  8 0 6 ,7 9 1  a rtic le s , w h ic h  e a ch  a rt ic le  is  d e sig n a te d  in to  o n e  o r m o re  se m a n tic  
c a te g o rie s  s u c h  as market, bond market, earning bond market a n d  so  on. F o r  the  
e x p e rim e n t, 7 8 0  n e w s ite m s that f a ll  in to  o n e  o f  the f o llo w in g  c a te g o rie s /c la s s e s  -  ‘b o n d ’ , 
‘ c u r r e n c y ’ o r ‘ e c o n o m y ’ w e re  se le cte d . F r o m  th is  c o lle c t io n , 6 0 0  n e w s ite m s w ere  
a ss ig n e d  as the tra in in g  d ata  set an d  the re m a in in g  1 8 0  a rtic le s  as the te stin g  set. K e y  
w o rd s are extracted  fro m  e a ch  n e w s ite m .
TREC-AP news
T h e  T R E C - A P  text c o lle c t io n  is  w id e ly  u se d  as a  b e n c h m a rk  text c o lle c t io n  in  text  
ca te g o ris a tio n  co m p e tit io n  (as in  L e w is ,  1 9 9 5 ;  L e w is  and  G a le , 1 9 9 4 ; C o h e n , 1 9 9 5 ) .  T h e  
c o lle c t io n  is  b a se d  o n  a  su b set o f  the A P  n e w s w ire  sto ries fro m  the T R E C / T I P S T E R  text  
re tr ie v a l text c o lle c t io n  w ith  to tal o f  2 4 2 ,9 1 8  A P  n e w s sto ries fro m  the y e a r 19 8 8  th ro u g h  
1 9 9 0  are in c lu d e d . T h e  c o lle c t io n  c o n ta in s  2 0  ca te g o rie s a n d  the d a ta  w a s  d iv id e d  in to  
tra in in g  a n d  test set. ( A v a ila b le  at
w w w .d a v id d le w is .c o m /re s o u rc e s /te s tc o lle c t io n s /tr e c a p / [a cc e ss e d  A u g u s t  2 0 0 4 ]) . T h e  
texts that rep resents as bond, currency trading an d  economies c la s s  are c h o se n . F o r  the  
e x p e rim e n t, 1 ,7 4 4  a rtic le s  are c h o se n  as the tra in in g  set an d  5 1 3  a rtic le s  are ch o se n  as the  
te stin g  set.
Reuters news stream
A  th ird  data set, o n ly  a v a ila b le  th ro u g h  s u b s c r ip t io n  -  R e u te rs  F in a n c ia l  N e w s  stre am  -  is  
ch o se n . T h e  1 3 ,6 7 0  a rtic le s  are u se d  as the tra in in g  set an d  8 ,7 4 8  a rt ic le s  are u se d  as the  
te stin g  set. F o r  the R e u te rs  n e w s stre am  d ata  set, n e w s a rtic le s  b o th  the tra in in g  a n d  
te stin g  sets h a v e  at le a st 1 o f  the f o llo w in g  ca te g o rie s: stoclcs, bonds, politics, economics, 
debt, retail, finance, mergers, dividends a n d  law. T h e  re a so n  fo r c h o o s in g  these 1 0
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ca te g o rie s is  that the o r ig in a l te rm in o lo g y  d ata  w e  u se d  c o n ta in e d  o n ly  f in a n c e  an d  
b u s in e s s  d o m a in  data. L ik e  the p r e v io u s  tw o text c o lle c t io n s , feature v e cto rs  are created  
for e a ch  n e w s ite m  in  the sa m e  m a n n e r. T h e  s iz e s  o f  the d ata  set u se d  in  the e x p e rim e n t  
are sh o w n  in  Table 20 b e lo w .
Table 20: The text collection used in the experiment
Collection Total Training Set Testing Set
No. Document Word Document Word
Texts number number number number
Reuters data set 806,791 600 114,430 180 64,217
TREC- AP news 242,918 1,744 962,322 543 321,758
News stream 13,670 13,670 6,710,000 8,748 4,074,174
T h e  e x p e rim e n t d ia g ra m , w h ic h  c o n d u cts  fo r th is  re se arch , is  sh o w n  in  Figure 21 b e lo w . 
T h e re  are three p h a se s fo r e x p e rim e n ta l c o n d u ct: training corpus and pre-processing, 
feature extraction an d  feature weighting. T h e  tra in in g  c o rp o ra  (R e u te rs , T R E C - A P  and  
R e u te rs  n e w s stre am  c o lle c t io n ) are c le a n e d  an d  p re -p ro c e sse d  in  p h a se  1 .  T e r m s  a nd  
c a n d id a te  c o m p o u n d  te n n s  are extracted  in  p h a se  2  w h ere  d iffe re n t a p p ro a ch e s are u se d  
to se le ct k e y  w o rd s (featu re): tfulfi terminology based, term frequency and weirdness, 
to gether w ith  tw o b e n c h m a rk  m e th o d s random a n d  term frequency, w h ic h  h a v e  a lr e a d y  
b e e n  d is c u s s e d  in  p r e v io u s  se ctio n . N e x t , in  p h a se  3 feature v e c to r w ith  d iffe re n t te n n  
w e ig h t a p p ro a ch e s: binary weight, term frequency weight a n d  t fd f  weight are u sed . T h e  
feature v e c to r  in  p a sse d  to tw o c la s s if ie r s : MMUC an d  LIBSVM. T h e  e x p e rim e n t re su lt  
a n d  e v a lu a tio n  w il l  b e  sh o w n  in  n e x t se ctio n .
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F ig u r e  2 1 :  E x p e r im e n t a l  se t u p
In  the n e x t se ctio n , w e  d is c u s s  the re su lts  o f  o u r e x p e rim e n ts a nd  e v a lu a te  th e m  in  the  
lig h t o f  others w o rk  in  th is  f ie ld s .
4 .3  E x p e r im e n t  R e s u lts  a n d  D is c u s s io n
h i  th is  se ctio n , w e  w il l  d e sc rib e  the re su lts  o f  three m a jo r  e x p e rim e n ts : tw o co n d u cte d  
u s in g  s e lf -o r g a n is in g  feature m a p s ( 4 .3 .1  an d  4 .3 .2 )  a n d  the o th er e a rn e d  out u s in g  
su p p o rt v e c to r m a c h in e s  ( 4 .3 .3 ) .
4.3 .1  E x p e r im e n t A : S O M  classification  fo r  d iffe re n t d a ta  sets
S u b s e q u e n tly , feature v e cto rs  w ith  d iffe re n t s iz e s  3 l , 3 2, ... , 3 8 re p re se n tin g  e a ch  n e w s  
ite m  are se lected . T h e  d ata  sets are co n sid e re d  lo w  d im e n s io n a l i f  feature s iz e  <3, or  
h ig h  d im e n s io n a l i f  feature s iz e  >6561. T h is  n u m b e r in c re a se s b y  3n w h e re  n  = 1, 2, 3,.., 
8 as it b e c a u s e  there are three c a te g o rie s  o f  the fra m in g  text d o cu m e n t. W h e n  the v e c to r  
s iz e  is  3 ,  o n ly  the top three k e y  w o rd s are c h o se n , an d  the se le c tio n  is  b a se d  e ith e r o n  
term  fre q u e n c y  ( T F ) ,  term  w e ird n e ss  ( T W ) ,  te n n in o lo g y  b a se d  ( T B ) ,  tfid f , co m p o u n d  
term  ( C P )  o r ra n d o m  s e le c t io n  ( R D ) .  A l l  features are ra n k e d  a c c o rd in g  to th e ir co m p u te d  
v a lu e  (as d is c u s s e d  in  se c tio n  3.2-3.3). W e  first co m p a re  the im p a c t o f  d iffe re n t feature
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selection algorithms using a SOM classifier. Figure 22 shows a sample output o f the 
SOM classifier.
3 3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3 3|
3 3 3 3 3 3 3 3 3 3 3 3 3 1 1
3 2 2 3 3 3 3 3 3 3 3 3 3 1 1
2 2 2 2 3 3 3 3 3 3 3 3 3 1 1
2 2 2 2 2 2
mtatM
2 1 1 1 3 3 3 1 1
2 2 2 2 2 2 2 2 1 1 1 1 1 1 1
2 2 2 2 2 2 2 2 1 1 1 1 1 1 1
2 2 2 2 2 2 2 21 1 1 1 1 1 1 1
2 2 2 2 2 2 2 2 2 1 1 1 1 1 1
2 2 2 2 2 2 2 2 2 1 1 1 1 1 1
2 2 2 2 2 2 2 2 2 2 1 1 1 1
2 2 2 2 2 2 2 2 2 2 1 1 1 1 1
Figure 22: Sample of classification result using SOM by ‘1* represents ‘bond’ class, 
‘2’ represents ‘currency’ class and ‘3’ represents ‘economy’ class.
SOM is able to cluster the news items into three distinct 3 groups; the number ‘I ’ 
represents a group o f ‘bond’ news items, the number ‘2’ represents a group o f ‘currency’ 
news items and the number ‘3’ represents a group of ‘economy’ items. The SOM 
Classification Accuracy (CA) according to section 3.5 was measured for different sets o f 
feature vectors created with varying feature size.
Figure 23: Classification Accuracies measured for the Reuters collection using SOM.
The feature weight is binary weighting. (Note: the number of features = logjN)
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The performance curves for each term selection algorithms (term frequency (TF), term 
weirdness (TW), terminology base (TB), tfidf, compound term and Random selection) are 
shown in Figure 23. The classification accuracies increase with the number of features. 
There is no over fitting observed in the experimental rank as the number of features 
increases. The following table illustrates the comparison results of vector models.
Table 21: Summary the best CA for Reuters set using SOM
Methods CA (percent) Vector size
Compound 73 243
TB 66 243
TW 64 243
TFIDF 45 6561
Baseline
TF 70 243
RANDOM 61 6561
The highest CA is 73% for the compound term selection algorithm with feature vector 
size 243, which is slightly higher than the frequency selection algorithm (70% the 2nd 
highest CA) and terminology based selection algorithm (66%, 3rd highest). We observed 
that the CA of feature selection algorithms TF, TW, TB and compound merges when the 
feature vector size is 729. It is interesting to see the random feature selection give the 
worst CA, a merely 61% (see detail in Table 22). Most of selection models have a CA 
better than the random model, but the TF perform the 2nd best in terms of CA.
Figure 24: Classification Accuracies measured for the TREC-AP collection using
SOM. The feature weight is binary weighting. (Note: the num ber of features =
logsN)
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Figure 24 displays the performance curves on the TREC-AP data set. The first 
impression is that the feature selection algorithm TF, TW, TK, t f d f  and COMPOUND all 
has similar performances.
Table 22: Summary the best CA of TREC-AP set using SOM
Methods CA (percent) Vector size
TW 99 81
Compound 99 243
TFIDF 99 6561
TB 98 243
Baseline
TF 99 243
RANDOM 88 6561
Table 22 shows the result o f using different feature selection algorithms in detail. The 
highest CA is 99%. We found all the feature selection algorithms have better 
performance than the random feature selection algorithm. This may be due to the pre­
defined categories o f the TREC-AP set are clearly declared. The TREC-AP data set has 
only one category code for each news item, which is straightforward for the classifier to 
recognise, while the Reuters data set, which has at least one category defined news item 
for each news item, is more complicated and might be considered as having more ‘noise’ 
for the SOM classifier (see section 2.1). It is observed that the categories in the TREC- 
AP are more clearly defined than in the Reuters. It is interesting to note the random 
feature selection algorithm performs the significantly worse.
Figure 25: Classification Accuracies for the Reuters news stream using SOM. The
feature weight is binary weighting. The results are reported in Table 23 (Note: the
num ber of features = logjN)
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Figure 25 d is p la y s  the p e rfo rm a n ce  c u rv e s  o f  R e u te rs  n e w s stre am  d ataset cate g o rie s. 
T h e  h ig h e st CA a c h ie v e d  44%, b y  u s in g  the T B  feature se le c tio n  a lg o rith m  (see Table 
23). T h e  T B ,  c o m p o u n d , tfidf a n d  T W  feature s e le c t io n  m e th o d s h a v e  better C A  th a n  a ll  
b a s e lin e  m e th o d s. W h e n  the feature v e c to r s iz e  in c re a se s, the C A  for the T K ,  co m p o u n d , 
tfidf a n d  T W  feature se le c tio n  a lg o rith m s a lso  in c re a se s, w h ic h  is  o p p o site  fo r the ra n d o m  
a n d  T F  se le c tio n  a lg o rith m s.
Table 23: Summary the best CA of newstream set using SOM
Methods CA (percent) Vector size
TB 44 81
Compound 43 243
TFIDF 38 243
TW 34 6561
Baseline
TF 40 81
RANDOM 31 3
h i  o rd e r to h a v e  a  better o v e r v ie w  o f  the p e rfo rm a n ce  o f  the s ix  feature se le c tio n  
a lg o rith m s a n d  th e ir  re la t io n s h ip  to the ch a n g e  o f  v e cto r s iz e s  a m o n g  the three d atasets, 
Table 24 w a s created. N o te  that d ata  fo r th e  te n n in o lo g y  b a se d  feature se le c tio n  
a lg o rith m  are m is s in g  w h e n  the v e c to r  s iz e  is  6 5 6 1  as the t e n n in o lo g y  d atab ase  b e in g  
u se d  o n ly  co n ta in s  a ro u n d  6 ,0 0 0  term s. P e rfo rm a n c e  o f  the ra n d o m  feature se le c tio n  
a lg o rith m  w a s  se le cte d  as the b e n c h m a rk , as it  h a s  b e e n  w id e ly  u s e d  b y  other re se a rch e r  
as in  M la d e n ic  a n d  G r o b e lin k  ( 2 0 0 3 ) . T h e re fo re , C A  o f  th is  a lg o rith m  w a s  m e a su re d  b y  
ta k in g  th e  a v e ra g e  o f  1 0  in d e p e n d e n t ru n s, In  Table 24, the c o lu m n s  5 , 7 , 9 , 1 1  an d  1 3  
illu stra te  the p e rce n ta g e  im p ro v e m e n t o f  e a c h  feature se le c tio n  a lg o rith m  a g a in st the  
ra n d o m  feature se le c tio n  a lg o rith m .
It  is  o b se rv e d  that w h e n  the p o s s ib le  ca te g o rie s fo r e a ch  n e w s ite m  in cre a se , the C A  
d e cre a se s, re g a rd le ss  o f  the feature se le c tio n  a lg o rith m s u se d . S e c o n d , the p e rfo rm a n ce  
g a in  is  no t s ig n if ic a n t, o r so m e tim e s n e g a tiv e , w h e n  the s iz e  o f  the feature v e c to r  is  
in c re a se d  ( > 1 0 0 0 ) .  T h ir d , the p e rfo rm a n c e  o f  th e  ra n d o m  feature s e le c t io n  a lg o rith m  is  
n o t a p p e a lin g , 5 th p la c e  a m o n g  the s ix  a lg o rith m s. F o u rth , the T K  a nd  C P  feature  
se le c tio n  a lg o rith m s p e rfo rm  the best, p a r t ic u la r ly  w h e n  v e c to r s iz e s  are b etw e e n  8 1  a n d  
2 4 3 . F if t h , the T K  a n d  C P  feature s e le c t io n  a lg o rith m s o ffe r better re su lts  th an  the others  
d o w h e n  the ca te g o rie s o f  n e w s ite m s are c o m p lic a te d .
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Table 24: Classification accuracy (CA) of six feature selection methods for different 
data sets
D ata set Size o f   C A  (p e rcen t)
vectors RD TF TF (I) TW TW
(1)
TB TB (I) TFIDF TFIDF
(1)
CP CP
(1)
(1) (2) <?) w (5) W (V W (9) (10) (12) (13)
Reuters 3 39 33 -0.15 36 -0.08 29 -0.26 33 -0.15 59 0.51
81 34 65 0.91 62 0.82 60 0.76 33 -0.3 68 0.50
243 45 70 0.56 64 -0.33 66 0.47 41 -0.9 73 0.62
6561 61 63 0.03 62 0.02 - - 45 -0.2 68 0.11
TREC-AP 3 60 71 0.19 93 0.55 98 0.63 96 0.61 90 0.50
81 67 99 0.48 99 0.49 97 0.45 92 0.38 96 0.43
243 73 99 0.36 99 0.36 98 -0.88 94 0.28 99 0.36
6561 88 98 0.11 99 0.12 - - 99 0.12 99 0.13
News stream 3 31 23 -0.24 15 -0.50 26 -0.15 14 -0.54 25 -0.19
81 30 40 0.32 15 -0.49 38 0.2 31 0.50 38 0.50
243 28 23 -0.16 31 0.10 44 0.57 38 0.04 43 0.27
6561 20 36 0.32 34 0.35 38 0.04 38 0.36 39 0.54
Note: RD=random , I = Im provem ent ratio, TF = term  frequency, TW  =term  w eirdness, TB = term inology based, CP = com pound terms
The feature selection algorithms were not only tested in terms o f classification accuracy, 
but also were compared in term o f processing time. Table 25 shows the processing time 
using SOM classifier. Generally, we can see when the feature vector is larger; the 
processing time will take longer. As the SOM processing time is based on the number o f 
feature vectors, the Reuters and TREC-AP set (600 and 1744 texts) will take a shorter 
time than the newstream data set (8,748 texts). This is due to the SOM classifier 
mechanism, which takes time to learn to classify texts. This would be a disadvantage o f 
SOM when dealing with high dimensional data. Thus, a conclusion is we could reduce 
the feature dimension to reduce the processing time.
Table 25: Display SOM processing time for different data sets
D ata  set S ize o f CPU T im e (sec.)
v ecto rs RD T F T W T B T F ID F
(1) (2) (3) (4) (5) (6) (7)
R eu te rs 3 20 26 22 29 33
81 107 115 121 134 125
243 390 318 354 286 341
6561 2439 2863 3162 - 3545
T R E C -A P 3 14 18 23 13 15
81 60 89 102 108 122
243 373 357 409 382 394
6561 2088 2158 2177 - 2301
N ews s tre am 3 3928 3373 5763 3520 3630
81 8400 7340 9430 11750 9760
243 14600 11277 22743 19629 14764
6561 97811 864767 772837 - 109376
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Second evaluation method is the average quality evaluation (AQE). According to Hung 
et al (2004), the AQE is used as a measurement in vector quantisation and it is defined as 
the average distance between every input vector and its best matching unit in the SOM 
map. They comment that small AQE values means small distortion for all input vectors 
to their cluster centres and a good clustering approach has a small AQE. It is important to 
mention that Higher AQE does not necessarily indicate that the classification will be bad. 
It simply indicates that there are no clear cluster boundaries. Table 26 shows the AQE 
with respect to the different vector sizes, data sets and feature selection algorithms used. 
In this evaluation, the first observation is that a smaller vector size performs better than a 
larger one, which is true regardless o f the choice o f feature selection algorithms and 
datasets. Second, the random feature selection algorithm performs the best in general, 
followed by the TK and CP feature selection algorithm. Third, the number o f categories 
per news item seems have little effect on the AQE.
Table 26: Average quality evaluation (AQE) of five feature selection methods for 
different data sets
D ata
set
S ize o f 
vecto rs R an d o m T F T F T W T W T K T K T F ID F T F ID F C P C P
W W (1) (I) (I)
3 9 .9 x l0 ‘3 1,2x lO '13 -0.15 2.5 x lO 13 -0.87 2 .9 x l0 'J -1 1.5 x lO 13 1.31 0.002 -0.655
Reuters 81
0.01 0.06 4.9 0.008 -0.18 0.043 3.21 0.065 5.46 0.043 3.214
243 0.02 0.09 0.54 0.10 2.44 0.09 2.66 0.10 2.02 0.079 1.782
6561 0.19 0.21 0.05 0.19 0.12 - - 0.12 -0.03 0.125 1.736
3 5 .7 x l0 19 2 .4 x l0 'lc4.29x10* 4 .6 x 1 0 '° 7.05 1.1 x l0 '° 1.9x10* 1.1 x lO '13 2.0x10* 1.17E-10 2.0x10*
T R EC- 81 0.004 0.03 6.73 0.01 2.52 0.02 10.63 0.02 3.93 0.06 12.94
AP 243 0.01 0.07 4.11 0.05 2.23 0.04 4.58 0.04 2.04 0.07 3.45
6561 0.13 0.19 0.47 0.12 0.05 - - 0.12 -0.02 0.14 0.04
3 1.3E-10 4.4E-13 -1.00 9.6E-20 -1.00 6.1E-09 45.87 8 .7E -11 -0.33 6.1E-09 45.87
News 81 4.6E-03 1.1E-02 1.33 1.3E-05 -1.00 1.3E-05 -1.00 5.0E-04 -0.89 1.3E-02 1.77
stream 243 1.0E-02 1.3E-02 0.30 7.3E-02 6.03 5.1E-02 3.90 1.6E-02 0.50 5.3E-02 4.13
6561 1.3E-03 3.5E-03 1.78 9.2E-02 72.42 9.9E-02 78.30 6.7E-02 52.74
Note: I = Im provem ent ratio, TF = term  frequency, TW  =T erm -w eirdness, TK  = term inology bases and C P = com pound terms
Surprisingly, we found the AQE results are opposite to the CA results. First o f all, a 
smaller vector size in CA produces worse results whilst a smaller vector size produces 
better AQE results. This may be the result o f over fitting the training data, since the AQE 
is a function for testing the quality o f the map and it is used for measuring the quality of 
the training data by computing the average distance between each data vector and its Best 
Match Unit (BMU). Kohonen (1997) suggested that the measurement would give the 
best results when the map size has over fitted the data. This may happen when the
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number of map units is as large as or larger than the number of training data sets. As a 
result, the small vector size has the best result owing to the over fitted training data.
4 .3 .2  E x p e r im e n t B : S O M  classification  b y  te rm  freq u en cy  w e ig h t and T F ID F  
w e ig h t
The puipose of this experiment is to compare the performance of the classifications and 
show how our feature selection algorithms perform in different tenn weight techniques. 
We used tenn frequency weight and tfidf weight for constructing feature vectors instead 
of using binary weight. Hence, the absence or presence of a word in the feature vector is 
replaced with the actual tenn frequency and t fd f  values. The experiment is conducted by 
using the two data sets from experiment A: the Reuters and TREC-AP collection. The 
vector size is set at 30, 300, 600, and 1,000 since Experiment A suggested a larger vector 
size will a yield better CA result, hi addition, the CP feature selection algorithm is 
omitted, as the t fd f  computation cannot cope with compound tenns. Apart from that, this 
experiment is earned out in the same manner as Experiment A.
Figure 26 (a) show the Classification Accuracy measured for the Reuters data set, using 
term frequency weight. In this case, five feature selection algorithms have been 
compared. The t fd f  performs the best with CA at 66% while the TK and TW show a 
similar performance, with CA at 62% and 58% respectively, when the vector size is 300. 
The random and frequency selection algorithm brought better results only when the 
vector size was larger than 300. In general, all five feature selection algorithms yield a 
higher CA when the vector size increases, except for t fd f  which started to decrease when 
the vector size is greater than 600.
Chapter 4 Experiment and  Case Studies
(a)
(b)
Figure 26: Classification Accuracies measured for the Reuters collection using SOM. 
The feature weight is ‘term frequency’ weighting, (b) The feature weight is TFIDF 
weighting. The results may be seen in Appendix D.
Figure 26 (b) shows the CA measured for the Reuters, using tfidf weighting. The results 
vary between 17% and 70%. This time, varying the vector size seems to have completely 
opposite effect to the CA depends on the feature selection algorithms used. For example, 
when the vector size increases from 30 to 600, the performance of the TF and random 
algorithm increases, but at the same time, the performance of the TW and TK decreases. 
The conclusion in this case is that TF has the best CA at 69% with a vector size of 600, 
and tfd f  TK, TW performs best with a vector size of 30.
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Table 27: Summary the best CA of the Reuters set using SOM
Data set Methods CA(tfidf weight)
CA
(frequency weight)
TFIDF 63 66
TW 65 62
TK 45 61
Reuters Baseline
TF 69 64
RANDOM 32 56
T h e  p r o c e s s in g  tim e s fo r e a ch  w e ig h tin g  m e th o d  are a lso  m e a su re d . A s  sh o w n  in  Table 
27, p r o c e s s in g  tim e  d e p e n d s o n  th e  s iz e  o f  the v e cto r, as re p o rted  in  e x p e rim e n t A .  
H o w e v e r , w e  fo u n d  the feature v e c to r g en erated  b y  the tfidf w e ig h tin g  m e th o d  tak e s  
lo n g e r th a n  the feature v e c to r  g enerated  b y  the te rm  fre q u e n c y  w e ig h tin g  m e th o d.
Table 28: Display of SOM training times for different weighting methods for the 
Reuters data set
Renters Data set Size of CPU Time (see.)
vectors RD TF TW TB TFIDF
(1) (2) . (3) (4) (5) (6) (7)
Term 30 40 78 37 38 39
frequency
weight
300 243 2 0 9 250 24 8 253
600 4 2 3 4 8 5 512 4 8 7 41 3
1000 815 813 813 810 795
TFIDF weight 30 41 42 39 4 0 42
300 2 5 6 26 7 25 7 2 5 6 263
600 4 9 6 511 553 49 3 4 9 8
1000 832 838 828 813 8 37
Figure 27 (a) b e lo w  sh o w s the C A  m e a su re d  fo r the T R E C - A P ’ c o lle c t io n , u s in g  term  
fre q u e n c y  w e ig h tin g . In  th is  e x p e rim e n t, the e m p h a sis  w a s p u t onto th e T F ,  T W  a n d  T B ,  
w h ic h  sh o w  a  s im ila r  C A  b e tw e e n  9 8 %  a nd  9 9 % .  O n  the o th er h a n d , the re su lts  o f  tfidf 
a n d  ra n d o m  feature a lg o rith m  v a r y  s ig n if ic a n tly . W h e n  the feature s iz e  in c re a se s (o v e r  
3 0 0  featu res), the t fd f  feature se le c tio n  a lg o rith m  h a s s im ila r  re su lts  to th o se o f  T F ,  T W  
a n d  T B .  S u r p r is in g ly , the ra n d o m  feature se le c tio n  a lg o rith m  p e rfo rm s the w o rst th is  
tim e . O v e r a ll,  C A  in c re a se s  w h e n  the v e c to r  s iz e  in cre a se s.
Chapter 4 Experiment and  Case Studies
(a)
(b)
Figure 27: (a) Classification Accuracies measured for the TREC-AP collection using 
SOM. The feature weight is term frequency weighting, (b) The feature weight is 
TFIDF weighting. The results may be seen in Appendix D.
Figure 27 (b) shows the CA by using tfd f  weighting for the TREC-AP. The TF, TW, 
TB show the best CA at 99% when the vector size is between 30 and 300, which are 
almost the same results as when using the term frequency weighting. We found the tfidf 
and random feature selection algorithm performs better when the vector size is over 600. 
In this case, the tfd f  reaches a CA of 99% and the random selection algorithm achieves 
76%. Table 29 summaries the best CA of each feature selection method. It can see that 
the TW and TB selection methods have similar results for the best CA. However, it is
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im p o rta n t to p o in t  out that the other fo u r se le c tio n  m e th o d s h a v e  better C A  th a n  the  
ra n d o m  feature se le c tio n  m e th o d . T h is  o u tco m e  is  s im ila r  to the R e u te rs  case .
Table 29: Summary the best CA of the TREC-AP set using SOM
Data set Methods CA(tfidf weight)
CA
(frequency weight)
TW 99 99
TB 98 99
TFIDF 96 97
Reuters
Baseline
TF 99 99
RANDOM 74 89
T h e  C P U  p r o c e s s in g  tim e  o f  the T R E C - A P  is  s im ila r  to the p r e v io u s  e x p e rim e n t w h e n : 
th e  s iz e  o f  v e c to r  in c re a se s, the C P U  t im e  in c re a se s. Table 30 sh o w s the C P U  t im e  
c o m p a re d  a m o n g  the f iv e  feature se le c t io n  m e th o d s w ith  d iffe re n t term  w e ig h t  
a p p ro a ch e s. H o w e v e r , the te n n  f re q u e n c y  w e ig h tin g  takes le ss  t im e  fo r the tra in in g  
p ro ce ss.
Table 30: Display of CPU time for SOM training time for different weighting 
methods for TREC-AP data set
TREC-AP Data Size of CPU Time (sec.)
set vectors RD TF TW TB TFIDF
0) (2) (3) (4) (5) (6) (7)
Term 30 115 116 116 113 120
frequency
weight
300 744 748 774 742 757
600 1460 1458 1446 1457 1618
1000 2390 2395 2386 2380 2476
TFIDF weight 30 130 119 126 121 124
300 758 761 817 799 796
600 1555 1555 1555 1546 1624
1000 2503 2562 2525 2471 2609
S o  far, w e  h a v e  d is c u s s e d  the re su lts  o f  u s in g  d iffere n t feature se le c t io n  an d  w e ig h tin g  
s c h e m e s: b in a ry , fre q u e n c y , a n d  tfdf. A lt h o u g h  the C A  is  d iffe re n t fro m  e x p e rim e n t to 
e x p e rim e n t, there are so m e  c o m m o n  c h a ra c te r is t ic s . O n e  c a n  o b se rv e  that the C A  u s in g  
T F  w ith  b in a r y  w e ig h tin g  is  a lw a y s  better th a n  th o se u s in g  t fd f  w e ig h tin g , w h ic h  c o n ta in s  
sta tis tic a l in fo rm a tio n  o f  the feature in s id e  the w h o le  c o ip u s . T h is  is  d iffe re n t fro m  
e x p e rim e n ts b y  L ia o  et al ( 2 0 0 3 )  w h e re  t fd f  is  better th an  T F .  T h e y  su g g e ste d  that the
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co rp u s in fo rm a tio n  h e lp s  to im p ro v e  a c c u ra c y . T w o  p o s s ib le  re a so n s fo r o u r d iffe rin g  
re su lts  c o u ld  b e:
(a ) O u r  o b se rv e d  feature s iz e  is  s m a lle r  a n d  the tra in in g  co rp u s is  s m a lle r , so the I D F  is  
no t h e lp fu l. T h is  m e a n s  w h e n  a term  w ith  h ig h  fre q u e n cy , ap p ears in  e v e r y  d o cu m e n t, 
the tfd f  w il l  b e  lo w .
(b ) It  is  p o s s ib le  that o u r c la s s if ie r  is  d iffe re n t. L ia o  et al, u se d  S V M  fo r th e ir  
e x p e rim e n t(s), w h ic h  is  a  lin e a r  c la s s if ie r  a n d  therefore a  stra ig h tfo rw a rd  d ire ct  
c o m p a ris o n  w ith  th e ir w o rk  is  n o t p o s s ib le . F u r th e r in v e s t ig a tio n  is  n e e d e d  in  th is  asp ect.
4.3 .3  E x p e r im e n t C : S V M  classification w ith  d iffe re n t datasets
T h e  feature v e c to rs  crea te d  p r e v io u s ly  ca n n o t o n ly  b e  a p p lie d  to a  S O M  c la s s if ie r , b u t  
c a n  a ls o  b e  test u s in g  a  S V M  c la s s if ie r . T h is  is  re q u ire d  in  o rd e r to a v o id  a n y  
c o in c id e n ta l o u tco m e s that m ig h t a ffe ct o u r re su lts .
S V M s  are u n iv e r s a l learn ers. T h e  S V M s  c a n  le a m  lin e a r  th re sh o ld  fu n c tio n  u s in g  a  p lu g ­
in  o f  an  a p p ro p ria te  k e rn e l fu n ctio n . A s  w e ll as th re sh o ld  fu n c tio n s , th e y  c a n  le a m  
p o ly n o m ia l c la s s if ie r s , r a d ia l b a s ic  fu n c tio n  ( R B F )  n e tw o rks, a n d  s ig m o id  n e u ra l nets. 
F o r  th is  e x p e rim e n t, w e  c h o se  R B F  n e tw o rk s s in c e  it  is  the d e fa u lt  o p tio n  for the o p e n -  
so u rce  S V M  to o l, LIBSVM. A n o th e r  re a so n  fo r u s in g  R B F  is  that a  R B F  c a n  h a n d le  
ca se s w h e n  the re la tio n  b e tw e e n  c la s s  la b e ls  a n d  attributes is  n o n lin e a r  as d em o n strated  
b y  K e e r t h i a n d  L i n  ( 2 0 0 3 ) . T h e re  are tw o m a in  p a ra m eters n e e d e d  w h e n  u s in g  R B F  
k e rn e ls : C  an d  y (a s m e n tio n  in  S e c tio n  3 .2 ) .  T h e  L I B S V M  p a c k a g e  p ro v id e s  a  to o l, 
w h ic h  is  a b le  to id e n t ify  the b e st C  an d  y  for e a ch  tra in in g  set. T h is  a llo w s  the c la s s if ie r  
to a c c u ra te ly  p re d ict  u n k n o w n  data. W e  u se  the p r o v id e d  to o l in  the L I B S V M  p a c k a g e ,  
d e v e lo p e d  in  P y th o n  p ro g ra m m in g  a n d  C  p ro g ra m m in g  la n g u a g e , to id e n t if y  the C  a n d  y  
p a ra m e te rs fo r e a ch  d ata  set. T h e  p a ra m e te rs u se d  in  th is  e x p e rim e n t are sh o w n  in  
A p p e n d ix  D .
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Number o f  Features
Figure 28: Breakeven points measured for the Reuters collection. The feature 
weight is binary. (Note: the number of features = log3N)
Figure 28 shows the performance of the SVM on the Reuters data set. In this case, five 
feature selection algorithms have been compared. It can be seen that the TF and TW 
show the best BEP at 73% and 72% respectively, when the vector size is 6561. The TB 
performs similar BEP at 66% when the feature size is less than 243. The random 
selection algorithm brought better results only when the vector size was larger than 81. 
In general, all the five feature selection algorithms yield a higher BEF when the vector 
size increases. While our best BEP achieved, using a non-linear RBF kernel is 73%, 
Joachims (1998) and Yang (1999) obtained best BEP of 86% and 85.9% respectively, 
using linear RBF kernels. It seems their linear RBF kernel performs better than the non­
linear RBF kernel in this case study.
Table 31: Summary the best BEP of the Reuters set using SVM
Methods BEP(percent)
TW 73
TB 63
TFIDF 61
Baseline
TF 73
RANDOM 64
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Table 31 shows the rank BEPs of each feature selection method using the SVM classifier. 
It can see that the TW has the highest BEP and the baseline, TF, method has the same 
performance. It is surprising that the TF and random selection methods perform better 
than the TB and tfd f selection methods.
Figure 29: Breakeven points measured for the TREC-AP collection using SVM. The 
feature weight is binary. (Note: the number of features = logjN)
Figure 29 shows the classification performance on the TREC-AP data set. The results 
are conveyed with a BEP of 99% when the vector size is maximum (6561 vectors). Apart 
from the tfd f  and random feature selection algorithms, this achieved a BEP of 60% when 
the vector size is 3. The others have shown a consistently high performance (BEP above 
90%).
Table 32: Summary the best BEP of the TREC-AP set using SVM
Methods BEP(percent)
TFIDF 99
TB 99
TW 99
Baseline
TF 99
RANDOM 99
The best BEP has been ranked and shown in Table 32. It can be seen that all the feature 
selection algorithms have reached the best BEP scores at 99%. This can explain that the
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feature vector used in the experiment can identify the characteristics of the TREC-AP 
categories perfectly in the SVM classifier.
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Figure 30: Breakeven points measured for the Reuters news stream collection using 
SVM. The feature weight is binary.
Figure 30 shows the performance of the SVM classifier on the Reuters news stream data 
set. The TF show the best BEP at 93%, which is slightly better than the TW (87%), tfidf 
(83%) and random (81%) when the vector is 6561. However, when the vector size is 243, 
the TB shows the best BEP of 70%, followed closely by TF, TB and tfidf the random 
feature selection algorithm, achieved only 40%. In general, it seems that the BEP 
increases when the size of vector increases.
Table 33: Summary the best BEP of the newstream set using SVM
Methods BEP(percent)
TW 0.87
TFIDF 0.83
TB 0.72
Baseline
TF 0.93
RANDOM 0.81
The best BEPs for different feature selection algorithms are shown in Table 33. It can 
see the TF has the best BEP compared among the TW, tfidf and TB. Surprisingly, the TF 
has the best BEP at 93%. Using our approach, TB has the worst BEP at 72%. However,
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no te that the v e c to r  s iz e  u s in g  the T B  h a s o n ly  b e e n  e a rn e d  o ut u p  to 2 4 3  as the  
te rm in o lo g y  d atab ase  c o v e rs  o n ly  6 ,0 0 0  te n n s. T h is  c o u ld  b e  the re a so n  that the T B  h a s  
the w o rst re su lt.
4 .4  C o n c lu s io n
S e v e r a l te ch n iq u e s fo r feature se le c tio n  h a v e  b e e n  d e v e lo p e d  a n d  tested fo r th e ir  
e ffe c tiv e n e ss  o n  im p r o v in g  d o cu m e n t ca te g o risa tio n . W e  u se d  b o th  tra d itio n a l m e th o d  
s u c h  as tfidf a n d  c o rp u s -b a s e d  m e th o d s fo r e x tra ctin g  c a n d id a te  te rm s. O u r  b e n c h m a rk s  
w e re  the v e cto rs  g en erated  u s in g  the ra n d o m  se le c t io n  an d  fre q u e n c y  se le c t io n  a lg o rith m s.  
W e  e m p lo y e d  S O M  an d  S V M  as lin e a r  a n d  n o n -lin e a r  c la s s if ie r s  to e v a lu a te  the feature  
se le c tio n  a lg o rith m s a n d  d iffe re n t w e ig h tin g  sc h e m e s o n  the R C V 1 ,  T R E C - A P  a n d  
R e u te rs  n e w s stre am  d atasets. T h e  tw o c la s s if ie r s , S O M  a n d  S V M  h a v e  th e ir o w n  
ad v a n ta g e s a n d  d isa d v a n ta g e s . B a s e d  o n  the re su lts , w e  fo u n d  that the S V M  c la s s if ie r  is  
su p e rio r to the S O M  in  te rm s o f  the tra in in g  tim e . It  is  im p o rta n t to m e n tio n  that as the  
S O M  takes m u c h  lo n g e r th a n  S V M  to c o m p le te  the tra in in g  p ro c e s s ; th is  is  b e c a u s e  the  
tra in in g  t im e  o f  the S O M  d e p e n d s u p o n  the s iz e  o f  feature v e c to rs  a n d  the n u m b e r o f  
tra in in g  c y c le s  w h e re a s the S V M  do n o t h a v e  th is  p ro b le m . A lth o u g h , th e  S V M  c la s s if ie r  
is  su p e rio r to the S O M  in  te n n s  o f  the tra in in g  tim e , the S V M  a lg o rith m  is  ‘ s u p e r v is e d ’ 
m e th o d , w h ic h  re q u ire s  p r e -k n o w le d g e  o f  the d o m a in  o f  the tra in in g  data. W h e re a s  the  
S O M  do no t re q u ire d  a n y  p r e -k n o w le d g e  fo r the c la s s if ic a t io n .
W h e n  w e  u se d  ‘d o m a in  k n o w le d g e ’ o r ‘te n n -b a s e d ’ m e th o d , to cre a te  feature v e cto rs  b y  
s u b d iv id in g  the text c o lle c t io n  in to  s u b -c a te g o rie s , the S O M  re su lts  w e re  v e r y  g o o d  -  
o v e r 6 0 %  fo r R e u te rs  a n d  9 9 %  fo r T R E C - A P  dataset w h e n  u s in g  the C la s s if ic a t io n  
A c c u r a c y  m e a su re m e n t. In  a ll  ca se s  w e  sh o w e d  that the o p tim a l v e c to r s iz e s  (c .2 4 0  term s) 
w il l  s u f f ic e  in  the p r o d u c tio n  o f  h ig h e r C A ’ s a n d  lo w e r A Q E  -  in  lin e  w ith  th e  arg u m e n ts  
re la te d  to d im e n s io n a lity  re d u c tio n . It  s h o u ld  b e  n o ted  that s in c e  S O M ’ s are co n fig u re d  to 
re d u c e  the d im e n s io n a lity  o f  a  c o lle c t io n  o f  o b je cts , there m ig h t b e  so m e  m itig a t in g  facto r  
h e re  as w e ll. W e  h a v e  sh o w n  that the s im p le  tra d itio n a l ra n d o m  feature se le c tio n  m e th o d  
ap p ears to p e rfo rm  q u ite  w e ll, a n d  s u r p r is in g ly  better th an  tfd f
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Tenninology based feature selection, which is our contribution, performed very well in 
the case where a small number of features are used. This might due to the fact that the 
domain name of each feature can distinguish the document from each of the others. 
Based on the scheme of the extracted the term that distinguishes the document to each 
other, this is similar to work of Guthrie, Walker and Guthrie (1994). Their classification 
model is able to calculate the probability that a document on subject i will be classified as 
on subject /  by look at the probability of terms distribution in a type of document; their 
classification model is based on the computation of the frequency of word in each 
type/class. Thus, the special terms can be distinguished from each other based on the of 
the frequency of word in a particular type of document. On the other hand, we used the 
probability ratio of the relative frequency of a term in the specialist corpus to the relative 
frequency of the tenn in the general coipus or, ‘weirdness’ to indicate significant use of 
the term in the specialist coipus. Our approach is unsupervised approach which means 
the term can be identified by computing the weirdness ratio without pre-knowledge of 
given domains in the coipus but Guthrie, Walker and Guthrie’s model is supervised 
approach as it required the pre-defined types or domains of given texts before 
computation of the probability of frequency terms in each domain. Their experiment 
using 1,000 texts on business from the DARPA TIPSTER project or AP-news wire and 
1,100 texts from MUC collection has been reported with 99.99% of accuracy. 
Comparing with our experiment results, using SVM to classify the AP-news wire data set, 
we archieve about 96% of the BEP and 97.5 % of the CA when using SOM to classify the 
same data set.
Replacing contiguous single words with compound candidate terms has shown significant 
improvement over all single words schemes. The comparison between different 
weighting schemes shows binary as the preferred feature weighting method. This could 
be because the classifiers system can leant to classify by the binary weighted vector 
method better than other weighted vector methods.
Work is also continuing on open-ended document collections -  like the Reuters Financial 
News that streams in throughout the day where the assigned categories can at times be 
not as informative as one would require. The methods and techniques for learning to 
automatically categorise document collections of arbitrary size will perhaps alleviate the 
need for manual categorisation. We have already shown the classification accuracy of the
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news streams in our case. The results are not as good as classifying the RCV1 collection, 
but this might due to the sparse number of topics and large volume of news articles.
The best classification performance for both RCV1 and TREC-AP, is weirdness and 
terminology. It is interesting that both schemes are based on terminology knowledge, 
where weirdness may be used to identify domain specific terms (as discussed in previous 
chapter) and terminology is based on the tenninology data from the terminology 
dictionary, which is a special language dictionary. We may conclude that the domain 
knowledge from tenninology study can help in constructing feature vectors in the pre­
processing stage. The use of tenninology knowledge for feature selection in text 
classification has shown promising and consistent results -  the top two in all the cases.
To sum up, the results from all experiments proved that a framework for text feature 
selection that uses coipus linguistic and tenninology knowledge extraction methods help 
to increase the classification accuracy and to visualise the data. The key results showed 
that classification accuracies of over 90% can be obtained using self-organising maps and 
the Break-even Points of over 98% can be obtained using support vector machine.
Chapter 5 Conclusion and Future Work
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5.1 C onclusion
In this thesis, using a tenninology database in the area of text classification has been 
described and the study of linguistically motivated ways to improve the accuracy of text 
classification was discussed. Using a tenninology database to reduce vector dimensions 
in a vector space is one way to improve classification accuracy. We believe the 
tenninology database would be a ‘good’ knowledge resource when creating text indexes. 
The terminology database approach has been used in several subject fields: for example, 
translation aid, knowledge acquisition and linguistic study. However, we have used the 
tenninology database approach in the field of text categorisation based on machine 
learning algorithms, which is a sub-field in the field of artificial intelligence (AI). To 
manage the terminology data, a database was designed using the term-centre model. We 
explored a finance terminology dictionary that covers 5,000 terms in 25 sub-domains, 
converted the dictionary into the tenninology database, and subsequently used for 
constructing feature vectors for the financial news texts.
Moreover, to automatically extract the tenn from special language texts a method called 
‘weirdness’ was described. This extraction method can be used for updating the 
tenninology database in future work. Based on this research, the framework to 
automatically extract and update the tenninology knowledge base has been described and 
discussed, but the practical level is further investigation is still needed, which might 
involve human experts to justify the term that extract automatically following our 
heuristic method.
This thesis demonstrated a heuristic approach for automatic feature vector creation in the 
text categorisation. The feature vector creation is based on the study of coipus linguistics 
and tenninology knowledge in domain specific text, such as finance and business news. 
Our use of tenninology for text representation in machine learning has had encouraging
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outcomes in tenns of improving the text classification accuracy compared with the 
baseline (random) feature selection method.
To sum up, the terminology and NLP can be used to create contextual indexes and these 
indexes are able to represent content of texts very well. The terminological indexes can 
be created based on techniques from coipus linguistics and terminology, hi order to 
extract the tenninology data from specialist corpora, we have shown the usage of 
‘weirdness ’ and tenninology dictionary. Both methods can be used for extracting single­
word tenns and multi-word tenns, where the muli-word tenns are produced by two (or 
more single word) tenns. Based on Smajda and Justeson and Katz’s work, we can 
automatically extract the lexical semantic relations of tenns (section 3.2.1). The semantic 
relations show the tenns, which share a concept in a specific domain. This is different 
from other researches, which involve using tagger to extract the semantic relationship for 
terminology extraction as in Justeson and Katz (1995), and Jacquemin (2001). However, 
using an existing tenninology dictionary has its own limitations: for example, tenns and 
data entry must be updated or the population of tenns is not large enough to use for 
creating index. Recall that in our experiment, we have mentioned that the feature vector 
created using the tenninology database can only have vector size < 2,000, because the 
number of tenns in the database has only about 6,000. We suggested that the 
terminology database should have a larger size and should be updated automatically. We 
have suggested a coipus-based method, using ‘weirdness’ and ‘collocation patterns’ for 
automatically extracting and updating the terminology data in section 3.1.1.
As the first aim of this research is to categorise texts, we used tenninological indexes to 
represent text content in machine learning for text categorisation. Our method has been 
proved and tested against the bag-of-words and random method. The single-word 
tenninological indexes improve the categorisation accuracy and the lexical semantic of 
the single-word also show a better performance in the text categorisation system. We 
conclude that using terminology knowledge to create document index could be a 
significant step in the research in Information engineer field and our framework to create 
the index might be used in other applications; for example, information retrieval, 
information extraction, ontologies and semantic web.
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5.2 M ain  con trib u tion
To categorise text automatically in an arbitrary domain by using an adaptive tenninology 
database, it requires the qualifier adaptive property in adaptive TDB. Our TDB can be 
updated automatically by the systematic use of a corpus of text in a domain to which the 
TDB relates. Our approach relies on a computer-based method for identifying candidate 
tenns, where normally the identification of candidate tenns has been done by human 
experts.
Our contribution has been to adapt terminology database for text classification. The 
terminology data for mapping domain knowledge of specialist texts to the domain 
knowledge of tenns that are used in the text has been represented in this thesis. Our 
outcome from the contribution can be applied to several subject fields; information 
retrieval, infonnation extraction, tenninology extraction or the creation of rules based 
expert system. The key contribution of this research is the application of a domain 
specific dictionary in text categorisation. The use of a tenninology based techniques 
showed significant improvement over previous approaches; random, tfdf. We mapped 
domain knowledge associated with each tenn to the attribute record to the database, 
which designs to representing terminology knowledge.
Another outcome from this research is a framework to reduce the vector size in the vector 
space for a categorisation system based on tenninology, coipus linguistics and data 
modelling. This framework was evaluated by comparing the algorithm with other feature 
selection algorithms, such as tfd f  and random selection method. The outcome from our 
experiment shows that our feature selection algorithm improves Classification Accuracy 
when using SOM and increase the BEP value when using SVM for text classification.
5.3 F u tu re  W ork
Our research focus using the tenninology database for creating term indices and for the 
purpose of feature selection raises several questions for future research:
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First, we have used the terminology as a sub-component for a feature selection algorithm. 
This can provide a good opportunity for new researchers to improve the text 
categorisation performance. The new method for extracting tenninology data is still an 
interesting consideration.
Second, we have shown experiment results, which use a cross-validation technique based 
on different machine learning algorithms, SVM and SOMs. However, there are still 
many machine-learning techniques for text categorisation, which should be explored and 
compared with our feature selection algorithm.
Third, we have foimd the use of multi-word terms for creating feature vectors has better 
results than using single terms. The multi-word terms, which represent more specific 
meaning in special domain and appear more often than the single terms in our dictionary, 
could be extracted by different approach. Based 011 our study, we used lexical signature 
and collocation data based on the two statistic methods, t-test and z-score. However, 
there are several ways to extract the multi-word tenns, such as an unsupervised learning 
algorithm for lexical acquisition approach in the work of Kit and Wilkes (1999) They 
showed a significant success using the minimum description length (MDL) techniques, a 
learning algorithm searching for an optimal segmentation of an utterance that maximises 
the description length gain from the individual segments. The unknown words, special 
tenninology, proper names can be extracted by this approach, which based on the use of 
the lexical acquisition based on MDL paradigm to extract multi-word tenns for index; 
this can be contributed in future work.
Finally, term exfraction in this research has been done in English texts. However, the 
framework for feature selection can be applied for multi-language as our heuristic method 
for the feature selection is based on corpus linguistic, which can be used for any 
languages, hi addition, the key word exfraction is based on the lexical analysis which 
could work in different languages using the framework described in this research. Again, 
this is a fertile area worth further exploration.
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Appendix B: Feature Selection Algorithms
This appendix illustrates four feature selection algorithms: tenn frequency, tenn 
‘weirdness’, tenninology based and TFIDF. These algorithms are composed of 
three stages: input, processing and output. A word list generated from training 
documents is used as the input stage. Details of each step in the processing stage 
have already been discussed in section 3.2.2. The output is a feature vector, each 
developed by following the particular process of each algorithm. Figure B-l 
provides the term frequency feature selection algorithm.
TERM FREQUENCY BASED
INPUT: word list from train documents Wtrain 
Closed class word Wci0Sed 
Threshold Nthreshoid
BEGIN
1 initial i=l;
2 take word (Wj) from Wtnun
3 if  (true) then
4 remove Wj from Wtrain
5 i := i+1
6 goto 2
7 else
8 check(Wj) with WiiSt of that collection
9 if(true) then
10 add freq(Wj) to ffeq(WijSt)
11 else
12 add freq(Wi) and Wj to WijSt
13 check end of Wtrain
14 if(tme) then
15 sort the Wiist by freq and go to 18
16 else
17 goto 2
18 get threshold NthreShoid
19 check Nthreshoid
20 if (freq(Wj)> Nthreshoid) then
21 Wi = feature vector
END
OUTPUT: a set of feature vector
Figure B -l: Algorithm of feature selection based on term frequency or ‘bag-of- 
word’ technique
Appendix
Figure B-2 illustrates the ‘weirdness’ based algorithm.
WEIRDNESS BASED 
INPUT: word list from train documents Wtrain
Closed class word Wci0Sed
Weirdness measure= (freq(W]iSt)/ Wtrain)*( freq(WoL)/N gl)’1 
BNCWGLfreq(W)GL
Tlireshold Nthreshold 
BEGIN
1 initial i=l;
2 take word (Wi) from Wtrain
3 if (true) then
4 remove Wi from Wtrain
5 i := i+1
6 goto 2
7 else
8 check(Wj) with WiiSt of that collection
9 if(tme) then
10 add freq(Wj) to freq(WijSt)
11 else
12 add freq(Wj) and W; to Wi;st
13 check end of Wtrain
14 if(true) then
15 calculate weirdness(Wust )and freq(Wiist)
16 sort the WiiStby weirdness value and go to 19
17 else
18 goto 2
19 get threshold Nthreshold
20 cheek Nthreshold
21 if (weirdness(WiiSt) and fi*eq(Wi)> Nthreshold) then
22 Wi = feature vector
END
OUTPUT: a set of feature vector
Figure B-2: A lgorithm  o f feature selection based on ‘weirdness’ technique
Appendix
Figure B-3 shows the tenninology.
TERMINOLOGY DAT ABASED 
INPUT: word list from train documents Wtrain
Closed class word Wci0Sed 
Tenninology dictionary Wterm 
Threshold Nthreshold 
BEGIN
1 initial i=T;
2 take word (Wj) from Wtrain
3 compare Wj with Wci0Sed
4 if (true) then
5 remove Wj from Wtrain
6 i := i+1
7 goto 2
8 else
9 get Wterm
10 check(Wj) with Wterm
11 if(true) then
12 check(Wj) with Whstof that collection
13 if(true) then
14 add freq(Wj) to freq(W]ist)
15 else
12 add freq(Wi) and Wj to Wust
13 check end of Wtrain
14 if(true) then
15 sort the WiiStby frequency and go to 20
18 else
19 goto 2
20 get threshold Nthreshoid
21 check Nthreshold
22 if (weirdness(WiiSt) and freq(Wj)> Nthreshold) then
23 Wi = feature vector
END
OUTPUT: a set of feature vector
Figure B-3: Algorithm of feature selection based oil terminology technique
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Figure B-4 shows the TFIDF
TFIDF
INPUT: word list from train documents Wtrain
Closed class word Wci0Sed 
TFIDF =
Thieshold Nthreshoid
BEGIN
1 initial i= l;
2 take word (Wj) from Wtrain
3 if (true) then
4 remove Wj from Wtrain
5 i := i+1
6 goto 2
7 else
8 check(Wj) with WiiSt of that collection
9 if(true) then
10 add freq(Wj) to freq(WhSt)
11 else
12 add freq(Wi) and Wj to WHst
13 check end of Wtrain
14 if(tme) then
15 calculate TFJDF(WijSt )
16 sort the Whstby TFIDF value and go to 19
17 else
18 goto 2
19 get threshold Nthreshoid
20 check Nthreshoid
21 if (TFIDF(WiiSt) > Nthreshoid) then
22 Wi = feature vector
END
OUTPUT: a set of feature vector
Figure B-4: A lgorithm  o f feature selection based on T F ID F  technique
Appendix
Appendix C: The Closed Class Word 
Table C-l: The closed class word list used for removal in the feature selection 
algorithms (parti)
a as changes et hadn't indicated
a's aside clearly etc happens indicates
able ask co even hardly inner
about asking com ever has insofar
above associated come every hasn't instead
according at comes everybody have into
accordingly available concerning everyone haven't inward
across away consequently everything having is
actually awfully consider everywhere he isn't
after b considering ex he's it
afterwards be contain exactly hello it'd
again became containing example help it'll
against because contains except hence it’s
ain't become corresponding f her its
all becomes could far here itself
allow becoming couldn't few here's j
allows been course fifth hereafter just
almost before currently first hereby k
alone beforehand d five herein keep
along behind definitely followed hereupon keeps
already being described following hers kept
also believe despite follows herself know
although below did for hi knows
always beside didn't former him known
am besides different formerly himself 1
among best do forth his last
amongst better does four hither lately
an between doesn't from hopefully later
and beyond doing further how latter
another both don't furthermore howbeit latterly
any brief done g however least
anybody but down get i less
anyhow by downwards gets i'd lest
anyone c during getting i'll let
anything c'mon e given i'm let's
anyway c's each gives i've like
anyways came edu go ie liked
anywhere can eg goes if likely
apart can't eight going ignored little
appear cannot either gone immediate look
appreciate cant else got in looking
appropriate cause elsewhere gotten inasmuch looks
are causes enough greetings inc ltd
aren't certain entirely h indeed m
around certainly especially had indicate mainly
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Table C-l: The closed class word list used for removal in the feature selection 
algorithms (part2)
Many okay said t's toward what
may old same take towards what's
maybe on saw taken tried whatever
me once say tell tries when
mean one saying tends truly whence
meanwhile ones says tli try whenever
merely only second than trying where
might onto secondly thank twice where's
more or see thanks two whereafter
moreover other seeing thanx u whereas
most others seem that un whereby
mostly otherwise seemed that's under wherein
much ought seeming thats unfortunately whereupon
must our seems the unless wherever
my ours seen their unlikely whether
myself ourselves self theirs until which
n out selves them unto while
name outside sensible themselves up whither
namely over sent then upon who
nd overall serious thence us who's
near own seriously there use whoever
nearly P seven there's used whole
necessary particular several thereafter useful whom
need particularly shall thereby uses whose
needs per she therefore using why
neither perhaps should therein usually monday
never placed shouldn't theres uucp tuesday
nevertheless please since thereupon V Wednesday
new plus six these value thursday
next possible so they various Friday
nine presumably some they'd very
no probably somebody they'll via
nobody provides somehow they're viz
non q someone they've vs
none que something think w
no one quite sometime third want
nor qv sometimes this wants
normally r somewhat thorough was
not rather somewhere thoroughly wasn't
nothing rd soon those way
novel re sorry though we
now really specified three we'd
nowhere reasonably specify through we'll
0 regarding specifying throughout we're
obviously regardless still thru we've
of regards sub thus welcome
off relatively such to well
often respectively sup together went
oh right sme too were
ok s t took weren't
Appendix
Appendix D: ‘Fese’ class diagram
C I  a s s i f i e r
t a b l e  F r e q  : H a s h t a b l e
r e u t e r T o p i c  : H a s h t a b l e
d o o F r e q  : H a s h t a b l e
d o m a l n T a b l e  : H a s h t a b l e
o o d e T a b l e  : H a s h t a b l e
l i n e  : S t r i n g
t e m p k e y  : S t r i n g
k e y  : S t r i n g
t o p i c  : S t r i n g
o o d e L I g t  : S t r i n g
s l n g l e L i n e  : S t r i n g
s e n t e n c e  : V e c t o r
I n c l u d e L i s i  : V o o t o r
e x c l u d e  L i s t  : V e c t o r
g r o u p L l s t  : V e o t o r
f l l e N u m  :  I n t
m y F l I e  : S t r i n g
m y f l l e  : F l l e W r l t e r
r e s u  I t  : F i l e
s e t R e s u l t F i l e C i n  f i l e N a m e  : S t r i n g )  : v o i d  
r e a d l n c l u d e L i s i Q  : v o i d
r e a d l n o l u d e L l s t C o p y < i n  n a m e  : S t r i n g )  : v o i d  
< < o r e a t e > >  C l a s s i f y O  
r e a d T  e r m F i l e Q  : v o i d  
r e a d R e u t o r T o p l o s O  : v o i d
r e a d E x c i u s e  C o d  e 0  : v o i d
r e a d O r o u p O  : v o i d  
r e a d D o m a l n Q  : v o i d
d o  m a i n t a i n  t e r m  F o u n d  : H a s h t a b l e )  : H a s h t a b l e  
o a t e g o r l s e ^ i n  c o n t e n t  : S t r i n g )  : H a s h t a b l e  
e x t r a o t T e r m ( i n  c o n t e n t  : S t r i n g )  : H a s h t a b l e  
g e t C a t e g o r y F o r < i n  c o n t e n t  :  S t r i n g )  : v o i d  
o r e a t e B i n a i y V e o t o r F o i < l n  c o n t e n t  : S t r i n g )  : v o i d  
o r e a t e V e o t o r F o i ( i n  o o n t e n t  : S t r i n g )  : v o i d  
o  r e  a t e  P  a  r t l t i  o  n  V e  o t o  r F  o  < i  n  o o n t e n t  : S t r i n g )  : v o i d  
p r l n t R e s u l f r £ i n  r e s u l t  : H a s h t a b l e )  : v o i d  
g e t D o m a l n Q  : H a s h t a b l e
g e t T  e x t C o n t e n t ( l n  - f i l e N a m e  : S t r i n g )  : S t r i n g  B u f f e r
o h e o k T o p i c s ^ l n  f i l e N a m e  : S t r i n g , I n  s e a r o h T o p i o s  : V e o t o r )  : b o o l e a n
o o u n t T o p l o s < l n  f i l e N a m e  : S t r i n g , ! n  h t T o p i o s :  H a s h t a b l e ) :  H a s h t a b l e
g e t S t e m F r e q ( i n  h t  : H a s h t a b l e )  : H a s h t a b l e
iaj o  r d  L i s t £ i  n  l i n e  : S t r i n g )  : H a s h t a b l e
g e t T e r m l n o l o g v < l n  f i l e N a m e  : S t r i n g )  : v o i d
p r o o e s s F l l e ( i n  f i l e N a m e  : S t r i n g )  : v o i d
t e s t i H e a d l i n e C i n  s  : S t r i n g )  : b o o l e a n
t e s t D o o N o ( i n  s  : S t r i n g )  : b o o l e a n
t e s t D o o E n d ( l n  s  : S t r i n g )  : b o o l e a n
t o V e o t o i < i n  t o p i c s  : S t r i n g Q )  : V e o t o r
g e t T o p l o s < i n  f i l e N a m e  : S t r i n g . i n  n o d e  : S t r i n g , i n  n o d e N a m e  : S t r i n g )  : V e o t o r  
s t e p B ( i n  t o p i c s  : V e c t o r , i n  o o d e S e a r o h  : V e o t o r )  : b o o l e a n  
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Methods:
• checkTopicQ The checkTopic method is used to check the topics of each 
news item in the collection to see if they match the user requirement(s).
• readReuterTopics()The readReuterTopics method is used to get the Reuters 
topics from each news item in the collection.
• getTextContentQ The getTextContent method is use to get the content of 
each news item.
• getTopicQThe getTopic method is use to get the topic of each news item.
• readTermFile() The readTennFile method is used to get the tenns from the 
terminology database.
• readDomainQ The readDomain method is used to get the domain of each 
tenn from the tenninology database.
• extractTerm() The extractTerm method is used to extract term from the text 
collection.
• getStemFreq() The getStremFreq method is used to stem words, and return 
the lemma frequency.
• wordList() The wordList method is used to created word list from a news 
item.
• getTerminologyO The getTerminology method is used to read tenninology 
data
• documentFreqO The documentFreq method is used to calculate the tfidf 
from a text collection.
• readlncludeListQ The readlncludeList method is used to get a list of terms 
that will be used for creating feature vectors.
• createBinaryVectorForQ The createBinaryVectorFor method is used to 
create the binary feature vector representing a news item.
• createVectorFor() The createVectorFor method is used to create the term 
frequency feature vector representing a news item.
• processFileQ The processFile method is used to process the vector model
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Appendix E: Experimental Data
Table D - l:  Classification accuracy (CA) o f five feature selection methods fo r
Reuters data set using ‘ term  frequency’ weight
Data set V ector size
Random TF TF (I) TW TW  (I) TK TK  (I) TFID F TFID F (1)
30 28 43 0.56 56 1.02 59 1.14 54 0.96
300 49 31 -0.37 58 0.17 61 0.23 66 0.32
600 51 62 0.20 59 0.16 59 0.16 64 0.25
1000 56 64 0.16 62 0.11 60 0.08 44 -0.2
Reuters (RCV) V ector size AQE (percent)
Random TF TF (I) TW TW  (I) TK TK  (I) TFID F TFID F (I)
30 0.04 0.04 0.01 0.02 -0.48 0.04 0.08 0.04 0.04
300 0.08 0.09 0.18 0.06 -0.19 0.08 0.04 0.10 0.24
600 0.04 0.11 1.46 0.08 0.78 0.09 0.87 0.12 1.51
1000 0.06 0.13 1.16 0.10 0.65 0.09 0.51 0.13 1.22
Note: I = Im provem ent ratio , TF =  term  frequency, TW  =Term -w eirdness and TK = term inology bases
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Table D-2: Classification accuracy (CA) o f five feature selection methods fo r
Reuters data set using ‘ t f id f  weight
Data set V ector size-
Random TF TF (1) TW TW  (I) TK TK  (I) TFID F TFID F (I)
30 17 31 0.77 44 1.58 45 1.61 63 2.65
300 24 43 0.77 34 0.41 36 0.48 35 0.43
600 25 69 1.78 29 0.16 28 0.11 52 1.07
1000 32 47 0.49 65 1.05 35 0.11 27 -0.14
Reuters
(RCV )
No. o f A Q E (percent)
vectors
Random TF TF
W
TW TW  (I) TK TK (I) TFID F TFID F (I)
30 0.02 0.07 1.86 0.08 2.35 0.07 1.96 0.07 2.00
300 0.03 0.05 0.67 0.05 0.77 0.06 0.85 0.05 0.53
600 0.04 0.05 0.16 0.05 0.20 0.05 0.38 0.04 0.06
1000 0.06 0.04 -0.25 0.03 -0.42 0.06 0.03 0.04 -0.31
Note: I = Im provem ent ratio, TF = term  frequency, TW  =T erm -w eirdness and TK =  term inology bases
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Table D-3: Classification accuracy (CA) o f five feature selection methods fo r
the TREC-AP data set using ‘ term  frequency’ weight
D ata set V ector size- CA  (percent)
Random TF TF (I) TW TW  (I) TK TK (I) TFID F TFIDF (I)
30 74 99 0.35 96 0.30 99 0.34 74 0.00
300 80 99 0.23 99 0.23 98 0.21 97 0.20
600 88 99 0.12 99 0.12 99 0.12 96 0.09
1000 89 99 0.11 99 0.11 99 0.11 97 0.09
TREC-AP V ector size A QE (percent)
Random TF TF (I) TW TW  (I) TK TK (1) TFID F TFID F (I)
30 0.06 0.03 -0.46 0.01 -0.83 0.03 -0.46 0.01 -0.90
300 0.02 0.06 1.95 0.04 1.11 0.11 4.06 0.09 3.26
600 0.02 0.07 1.73 0.07 1.49 0.13 3.81 0.05 1.00
1000 0.06 0.08 0.36 0.08 0.30 0.15 1.46 0.07 0.20
Note: I =  Im provem ent ratio, TF = term  frequency, TW  =T erm -w eirdness and TK =  term inology bases
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Table D-4: average quality average (AQ E) o f five feature selection methods fo r
TREC-AP data sets using ‘ t f id f i weight
Data set V ector size- L A (percent)
Random TF TF (1) TW TW  (I) TK TK (1) TFID F TFID F (I)
30 40 99 1.48 96 1.41 98 1.46 77 0.94
300 42 99 1.37 99 1.38 97 1.32 38 -0.09
600 60 98 0.64 83 0.38 98 0.64 96 0.61
1000 74 95 0.28 97 0.31 96 0.30 96 0.29
TREC- V ector size A QE (percent)
AP Random TF TF (I) TW TW  (I) TK TK  (I) TFIDF TFID F (I)
30 0.05 0.12 1.22 0.11 1.03 0.13 1.45 0.14 1.59
300 0.06 0.13 1.25 0.11 0.98 0.13 1.36 0.15 1.69
600 0.10 0.15 0.49 0.10 0.02 0.14 0.42 0.14 0.39
1000 0.10 0.17 0.68 0.18 0.79 0.18 0.84 0.01 -0.85
Note: I =  Im provem ent ratio, TF = term  frequency, TW  =Term -w eirdness and TK =  term inology bases
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Table D-5: Break-even points (BEP) measured by SVM of five feature selection 
methods for different data sets
Data set M ethods V ector size C Gamma Break-even points
random 3 2.6875 0.005371 0.4
81 0.335938 0.6875 0.405
243 0.0625 3.5 0.48373
6561 0.085938 5.34375 0.64372
TF 3 2 0.007813 0.48373
81 0.03125 2 0.534071
243 0.0078125 0.03125 0.539734
6561 0.001953125 2 0.731818
TW 3 8 0.007813 0.323639
Reuters (RCV 1) 81 0.0078125 0.03125 0.44
243 0.03125 2 0.731818
6561 0.001953125 2 0.719388
TK 3 8 0.007813 0.48373
81 0.03125 8 0.611111
243 0.0078125 0.5 0.63759
6561 - - -
TFIDF 3 2.0 0.007813 0.44
81 0.0078125 0.03125 0.576399
243 0.007813 0.03125 0.539734
6561 0.0078125 8 0.611
random 3 0.5 0.5 0.6
81 2.0 0.125 0.693
243 512 0.001953 0.810
6561 2.0 0.001953 0.994
TF 3 0.3125 0.5 0.918
81 2.0 0.3125 0.995
243 0.5 2.0 0.996
6561 8.0 0.000122 0.995
TW 3 0.5 0.007812 0.926
TREC-AP 81 0.125 0.3125 0.995
243 512 0.00195 0.993
6561 2.0 0.00195 0.978
TK 3 8.0 0.007812 0.978
81 2.0 0.03125 0.997
243 0.125 0.5 0.997
6561 - - -
TFID F 3 32.0 0.007812 0.6
81 0.5 0.125 0.995
243 0.5 0.03125 0.971
6561 0.5 0.007812 0.997
random 3 0.03125 2 0.29
81 0.125 0.007812 0.42
243 2 0.03125 0.44
6561 0.5 0.00195 0.81
TF 3 32 0.007812 0.23
81 2 0.5 0.52
243 8 0.007812 0.71
6561 0.5 0.03125 0.93
TW 3 0.03125 0.0078125 0.15
N ew stream
81 8 2 0.41
243 2 0.125 0.70
6561 0.5 0.001953 0.87
TIC 3 0.03125 0.0078125 0.15
81 0.125 0.001953 0.46
243 2 0.125 0.72
6561
TFID F 3 0.03125 0.5 0.26
81 0.125 8 0.38
243 8 0.007812 0.69
6561 32 0.125 0.83
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