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Abstract
We show that the generating function (in n) for the number of
walks on the square lattice with steps (1, 1), (1,−1), (2, 2) and (2,−2)
from (0, 0) to (2n, 0) in the region 0 ≤ y ≤ w satisfies a very special
fifth order nonlinear recurrence relation in w that implies both its
numerator and denominator satisfy a linear recurrence relation.
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1 Introduction
We consider walks in the two-dimensional square lattice with steps (1,1),
(1,-1), (2,2) and (2,-2). We assign a weight
√
z for a unit distance along the
x-axis. We constrain them to lie in the region defined by y ≥ 0 and y ≤ w.
The motivation for considering such walks is the modelling of polymers forced
to lie between plates separated by a small distance.
One would then like to calculate various combinatorial quantities. In
principle, one hopes to count all possible configurations of the polymer mod-
elling it as a self-avoiding walk [WSCM, MTW]. Since this is a tough nut to
crack, one simplifying approach is to treat the polymer as a directed walk.
Studies of this kind have been done in the literature with simpler steps
such as Dyck paths ((1, 1) and (1,−1)) which we review in the next section.
See, for example, [DR, BORW]. For further developments on the subject, see
[R] and the references therein.
Even though the motivation came from Physics [BORW], it later occured
to us that this is the number of basketball games (post-1896 and pre-1961,
when the three-pointer did not exist) in which the home team always leads
the visitor by at most w points ending in a tie!
2 E´tude - Soccer Games
As a warm-up to the study of basketball games, let us consider soccer games
with the same condition [BORW]. These are exactly Dyck walks on the square
lattice restricted to 0 ≤ y ≤ w starting at the origin and ending on the x-axis.
As is usual, we assign a weight
√
z for both steps.
Let Cw(z) be the generating function for such a walk. And Dw(z) be
the generating function for an irreducible walk. That is, one which does not
touch the x-axis in the interior of the walk. A general walk is either the null
walk or is composed of an irreducible walk followed by a smaller such walk.
Thus,
Cw = 1 +DwCw. (1)
And an irreducible walk starts with the (1, 1) step and ends with the
(1,−1) step with an arbitrary walk in between whose width is w − 1.
Dw =
√
zCw−1
√
z
2
= zCw−1, (2)
which implies
Cw =
1
1− zCw−1
. (3)
This leads to a nice continued fraction expression for Cw, which has the
distinct aroma of Tchebyshev! Notice that C0 = 1 and thus, C1 = 1/(1− z).
Then
Cw =
1
1−
z
1− · · ·
z
1−
︸ ︷︷ ︸
w−2 terms
z
1− z for w ≥ 2 (4)
(3) is a patently nonlinear recurrence for the generating function. But it
does lead to a linear recurrence for the numerator and denominator of Cw.
This can be seen by setting Cw =
Pw
Qw
. It is easily seen (do it!) that the linear
recurrence relations
Pw = Qw−1 (5)
Qw = Qw−1 − zQw−2 (6)
with suitable initial conditions gives rise to Cw. Notice that these are recur-
rences with constant coefficients in w but, of course, not in z. This explains
the relationship of the denominators with Tchebyshev polynomials of the first
kind - Tn(z) which satisfies a very similar second order recurrence relation in
n with constant coefficients, viz.
Tn(z) = 2zTn−1(z)− Tn−2(z). (7)
As an aside, note that if w = 2, the number of walks ending at (n, 0) give
rise to the Fibonacci numbers and if w =∞, the Catalan numbers [St].
3 The Main Result - Basketball Games
Definition 1 An [ij] walk is a walk that starts at the line y = i and ends
at the line y = j.
Definition 2 An irreducible [ij] walk is an [ij] walk that touches the mini-
mum of i and j only at the corresponding endpoint.
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We will need various kinds of generating functions in the proof. Let
f
[ij]
w (z) denote the generating function of the [ij] walk with width w. And
let g
[ij]
w (z) denote the generating function for the corresponding irreducible
version of the walk. Note that, at the end of the day, we need a recurrence
relation for Fw := f
[00]
w .
Theorem 1 Let Fw be defined as above. Then it satisfies the following re-
currence relation.
Fw = 1− zFw + 2zFwFw−1 + 2z2FwFw−1Fw−2
−(z3 + z4)FwFw−1Fw−2Fw−3 + z5FwFw−1Fw−2Fw−3Fw−4 (8)
To prove this, we first write down a set of equations relating different
generating functions and then try to solve for Fw. First off, a [00] walk is
either the empty walk or it is composed of an irreducible [00] walk followed
by a smaller [00] walk.
f [00]w = 1 + f
[00]
w g
[00]
w (9)
Next, a [01] walk is always uniquely composed of an arbitrary [00] walk
followed by an irreducible [01] walk. Similarly, a [10] walk is uniquely com-
posed of an irreducible [10] walk followed by an arbitrary [00] walk.
f [10]w = g
[10]
w f
[00]
w (10)
f [01]w = g
[01]
w f
[00]
w (11)
A [11] walk either never goes below the first level, in which case it is
simply the same as a [00] walk with width w−1, or if it does, it is composed
of an irreducible [10] walk followed by an arbitrary [01] walk.
f [11]w = f
[00]
w−1 + g
[10]
w f
[01]
w (12)
Now, we go on to describe the irreducible walks. Since we have a finite
width, we will describe them in terms of generating functions for lower widths.
In each case, we have to consider different cases for the starting step and the
ending step. First, an irreducible [00] walk can begin with either the (1, 1)
4
or (2, 2) step and end with either the (1,−1) or (2,−2) step. If the walk
starts with (1, 1) and ends with (1,−1), then there could be an arbitrary
[00] walk with width w − 1 in between. If the walk starts with (1, 1) and
ends with (2,−2), there has to be an arbitrary [01] walk with width w − 1
in between. If the walk starts with (2, 2) and ends with (1,−1), there has to
be an arbitrary [10] walk with width w − 1 in between. And finally, if the
walk starts with (2, 2) and ends with (2,−2), there is a [11] walk with width
w − 1 in between.
g[00]w = zf
[00]
w−1 + z
3/2f
[01]
w−1 + z
3/2f
[10]
w−1 + z
2f
[11]
w−1 (13)
For an irreducible [01] walk, we just need to consider the starting steps.
If it starts with (1, 1), the remainder is an arbitrary [00] walk with width
w − 1. If it starts with (2, 2), the remainder is again an arbitrary [10] walk
with width w − 1. A very similar argument on the ending step yields the
equation for an irreducible [10] walk.
g[01]w = z
1/2f
[00]
w−1 + zf
[10]
w−1 (14)
g[10]w = z
1/2f
[00]
w−1 + zf
[01]
w−1 (15)
First we eliminate the irreducible generating functions using equations
(13), (14) and (15). Then equations (9), (10), (11) and (12) become
f [00]w = 1 + f
[00]
w (zf
[00]
w−1 + z
3/2f
[01]
w−1 + z
3/2f
[10]
w−1 + z
2f
[11]
w−1) (16)
f [01]w = f
[00]
w (z
1/2f
[00]
w−1 + zf
[01]
w−1) (17)
f [10]w = f
[00]
w (z
1/2f
[00]
w−1 + zf
[10]
w−1) (18)
f [11]w = f
[00]
w−1 + f
[01]
w (z
1/2f
[00]
w−1 + zf
[01]
w−1). (19)
We clean up our notation now. Let Fw := f
[00]
w , Gw := f
[01]
w , Hw :=
f
[10]
w , Jw := f
[11]
w . Then
Fw = 1 + Fw(zFw−1 + z
3/2Gw−1 + z
3/2Hw−1 + z
2Jw−1) (20)
Gw = Fw(z
1/2Fw−1 + zHw−1) (21)
Hw = Fw(z
1/2Fw−1 + zGw−1) (22)
Jw = Fw−1 +Gw(z
1/2Fw−1 + zGw−1). (23)
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Using (21) and (22),
Gw −Hw = zFw(Hw−1 −Gw−1). (24)
But notice that G0 = H0 = 0 by definition. Therefore, inductively,
Gw = Hw. Thus,
Gw = Fw(z
1/2Fw−1 + zGw−1). (25)
Now we eliminate everything in (20) in the form of Gw and Fw using (23)
and the result of (24).
Fw = 1 + Fw(zFw−1 + z
2Fw−2
+z2Gw−1(z
1/2Fw−2 + zGw−2) + 2z
3/2Gw−1). (26)
Substituting (25) in (26),
FwFw−1 = Fw−1 + zFwF
2
w−1 + z
2FwFw−1Fw−2 + z
2FwG
2
w−1
+2z3/2FwFw−1Gw−1
= Fw−1 + z
2FwFw−1Fw−2 + zFwFw−1(Fw−1 + z
1/2Gw−1)
+z3/2FwGw−1(Fw−1 + z
1/2Gw−1)
= Fw−1 + z
2FwFw−1Fw−2 + z
1/2GwFw−1 + zGwGw−1. (27)
Both (26) and (27) have a term of the form Gw(z
1/2Fw−1+zGw−1). From
(26),
z2FwGw−1(z
1/2Fw−2 + zGw−2) = Fw − 1− zFwFw−1
− z2FwFw−2 − 2z3/2FwGw−1 (28)
and from (27),
z2FwGw−1(z
1/2Fw−2 + zGw−2) = z
2Fw(Fw−1Fw−2
− Fw−2 − z2Fw−1Fw−2Fw−3). (29)
Equating the two,
Fw = 1 + zFwFw−1 + 2z
3/2FwGw−1
+ z2FwFw−1Fw−2 − z4FwFw−1Fw−2Fw−3. (30)
Substituting the term zFwGw−1 using (25), we get an expression for Gw
in terms of Fw’s only.
2z1/2Gw = Fw − 1 + zFwFw−1 − z2FwFw−1Fw−2 + z4FwFw−1Fw−2Fw−3 (31)
Finally, substituting (31) in (30) gives the desired result (8) 
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Theorem 2 Let Xw be the generating function for the walk with steps
(1, 1), (1,−1), (p, 2), (p,−2) with p > 0. Then Xw satisfies a similar recur-
rence relation
Xw = 1− zp/2Xw + (z + zp/2)XwXw−1 + (z1+p/2 + zp)XwXw−1Xw−2
−(z3p/2 + z2p)XwXw−1Xw−2Xw−3 + z5p/2XwXw−1Xw−2Xw−3Xw−4 (32)
The proof follows exactly the same set of ideas. To start off, we define
the same set of generating functions. Equations (9-12) remain the same and
equations (13-15) are slightly modified. Following the steps of the previous
proof yields the result 
4 Numerators and Denominators of Fw
Using (8), we will now derive a linear recurrence relation for the numerators
and denominators of Fw.
Theorem 3 Let Pw and AZw be defined as follows.
P0 = 1, AZ0 = 1
P1 = 1, AZ1 = 1− z
P2 = 1− z, AZ2 = 1− 2z − 3z2
P3 = 1− 2z − 3z2, AZ3 = 1− 3z − 5z2 − 2z3 + z4
P4 = 1− 3z − 5z2 − 2z3 + z4, AZ4 = 1− 4z − 6z2 + 2z3
For w ≥ 5, they are defined recursively by
Pw = AZw−1 (33)
AZw = (1 + z)AZw−1 − 2zAZw−2 − 2z2AZw−3
+ (z3 + z4)AZw−4 − z5AZw−5 (34)
Then, Fw :=
Pw
AZw
is precisely the generating function for the walk defined
earlier satisfying the recurrence relation (8).
These denominators are to basketball what Tchebyshev polynomials are
to soccer.
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For w ≤ 4, the generating functions are given by
F0 = 1 (35)
F1 =
1
1− z (36)
F2 =
1− z
1− 2z − 3z2 (37)
F3 =
1− 2z − 3z2
1− 3z − 5z2 − 2z3 + z4 (38)
F4 =
1− 3z − 5z2 − 2z3 + z4
1− 4z − 6z2 + 2z3 (39)
and therefore, the initial conditions give the right generating function. To
see that (33,34) imply (8), divide (34) by AZw. Then,
1 = (1 + z)
AZw−1
AZw
− 2zAZw−2
AZw
− 2z2AZw−3
AZw
+ (z3 + z4)
AZw−4
AZw
− z5AZw−5
AZw
. (40)
But now, using (33)
AZw−1
AZw
= Fw, (41)
AZw−2
AZw
= Fw−1Fw, (42)
AZw−3
AZw
= Fw−2Fw−1Fw, (43)
AZw−4
AZw
= Fw−3Fw−2Fw−1Fw, (44)
AZw−5
AZw
= Fw−4Fw−3Fw−2Fw−1Fw. (45)
which implies (8) 
5 Remarks
For the sake of completeness, we give references to the number of such bas-
ketball games for various values of w. For w = 2, · · · , 6 and w = ∞, the
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sequence of games ending at n : n is in [Sl]. Except for the case of w = 2,
which also arises in some other contexts, all other sequences are new.
Let us now point out why this recurrence is so special! First of all,
notice that all terms in (8) involve only successive generating functions. It
is precisely this property that leads to a linear recurrence relation for the
denominators. Let us look at this in a little more detail.
Consider the generating functions Fw, Gw, Hw, Jw defined earlier by equa-
tions (20-23). It will not be shown, but it does turn out that the denomi-
nators for all four of them are preceisely AZw. Denote their numerators by
Pw, gw, hw, jw respectively. Rewriting (20-23) gives
Pw
AZw
= 1 +
Pw
AZwAZw−1
(zPw−1 + z
3/2gw−1 + z
3/2hw−1 + z
2jw−1) (46)
gw
AZw
=
Pw
AZwAZw−1
(z1/2Pw−1 + zhw−1) (47)
hw
AZw
=
Pw
AZwAZw−1
(z1/2Pw−1 + zgw−1) (48)
jw
AZw
=
Pw−1
AZw−1
+
gw
AZwAZw−1
(z1/2Pw−1 + zgw−1) (49)
But notice that Pw = AZw−1 and therefore, the first three of these equa-
tions are linear but the fourth is not! In fact, if the fourth were also linear,
there is no way the recurrence for Pw would terminate uniformly in w. The
nonlinearity of the fourth equation almost miraculously cancels out excess
terms that arise in the fifth order recurrence.
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