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Résumé
Le travail présenté dans ce mémoire concerne le prototypage virtuel 3D des compo-
sants électromagnétiques d’électronique de puissance, par la technique des éléments finis.
La démarche correspond à la volonté de disposer d’outils de simulation multiphysiques 3D
toujours plus performants, notamment dans le contexte de l’intégration en électronique
de puissance. Il s’agit de mettre au point des méthodes et des procédures adaptées à la
caractérisation d’inductances, de transformateurs ou de coupleurs multiphasés haute fré-
quence, dans un environnement de conversion statique, avec des formes d’onde de tension
et de courant non sinusoïdales. Cela nécessite de connaître le comportement harmonique
des composants électromagnétiques sur une large gamme de fréquence, et de tenir compte
des spécificités de réalisation comme l’utilisation de bobinages en technologie feuillard ou
planar et de noyaux magnétiques en matériaux ferrite.
Dans le premier chapitre de ce mémoire, une analyse des limitations actuelles des
modèles analytiques et numériques des composants magnétiques HF en électronique de
puissance est faite afin de définir les besoins les plus importants qui seront par la suite
abordés. Dans cette optique, le choix de la plateforme ouverte de simulation multiphysique
en 3D, par éléments finis, COMSOLMultiphysics, a été fait. En effet, l’objectif ici n’est pas
de développer un nouveau code de calcul mais de mettre au point un outil de simulation
adapté aux problématiques rencontrées en électronique de puissance.
Le deuxième chapitre aborde le point très important de la détermination des pertes
cuivre HF en tenant compte des effets fréquentiels tels que les effets de peau et de proxi-
mité. La problématique des bobinages feuillards ou planars est résolue par l’utilisation
d’éléments coques spécifiques. Le troisième chapitre traite de la détermination des pertes
fer, à haut niveau d’excitation et pour des formes d’onde de champ non sinusoïdales.
Sur la base d’abaques de densités de pertes fournis par les constructeurs de matériaux,
deux méthodes de calcul sont proposées, l’une en cours de traitement et l’autre en post-
traitement. La prise en compte de la non-linéarité est analysée ainsi que la problématique
de l’existence localisée de champs tournants.
Le quatrième chapitre aborde l’extraction virtuelle des paramètres électriques des com-
posants électromagnétiques multiphasés et la définition de matrices d’impédances (induc-
tances et résistances propres et mutuelles), en fonction de la fréquence. A l’exception des
pertes fer non prise en compte ici, cette formalisation permet de traduire finement le
comportement harmonique large bande des composants multiphasés.
Finalement, le cinquième chapitre propose trois exemples d’utilisation de ce nouvel
outil. Le premier exemple aborde le dimensionnement optimal et la caractérisation vir-
tuelle d’un coupleur triphasé de forte puissance. Le deuxième exemple montre l’intérêt de
la modélisation harmonique sous la forme de matrices impédances pour simuler le com-
portement d’un coupleur hexaphasé in-situ dans un convertisseur de puissance. Enfin le
troisième exemple montre la possibilité de lancer des campagnes d’études paramétriques
automatisées pour étudier l’évolution d’un ou plusieurs paramètres dimensionnant afin de
calculer des tables de réponses d’aide au dimensionnement.
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Abstract
The work presented in this thesis deals with the 3D virtual prototyping of electro-
magnetic components used in power electronics thanks to the finite element method. The
approach follows the desire to have an always more and more powerfull 3D multiphysics
simulation tools, especially in the context of power electronics integration. It consists
in developing adapted methods and procedures to characterize inductors, transformers
or multiphase high-frequency InterCell Transformers (ICT), in a static conversion envi-
ronment, in which voltage and current waveforms are non-sinusoidal. This requires the
knowledge of the harmonic behavior of electromagnetic components over a wide frequency
range, and to take into account the realization specificities such as the use of foil or planar
windings technology and the use of ferrite magnetic cores.
In the first chapter of this thesis, an analysis of today’s analytical and numerical models
limitations of HF power electronics magnetic components is made in order to identify the
most important needs that will be addressed later. In this context, the choice of the open
platform for multiphysics simulation in 3D finite element, COMSOL Multiphysics, has
been done. Indeed, the aim here is not to develop a new calculation code but to offer an
appropriate simulation tool to face the problems encountered in power electronics.
The second chapter broaches the very important issue of determining the HF copper
losses by taking into account frequency phenonema such as skin and proximity effects.
The problem of foils planar windings is resolved by the use of specific shell elements.
The third chapter concerns the determination of iron losses under high level supply
and non-sinusoidal waveforms. Based on losses densities charts provided by the materi-
als manufacturers, we propose two calculation methods: one in ongoing-processing and
another in post-processing. The consideration of the nonlinearity is analyzed and the
problem of the existence of localized rotating fields.
The fourth chapter discusses the virtual extraction of the electrical parameters of mul-
tiphase electromagnetic components and the definition of frequency depedant impedance
matrices (self and mutual inductances and resistances). Except for iron losses that are
not taken into account here, this formalization can fine translate the broadband harmonic
behavior of multiphase components.
Finally, the fifth chapter presents three examples of practical application of this new
tool. The first example discusses the optimal design and virtual characterization of a high
power three-phased ICT. The second example shows the interest of modeling harmonic
impedances in the form of matrices to simulate the behavior of a six-phased ICT in situ
in a power converter. Finally, the third example shows the ability to run automated
parametric study campaigns to study the evolution of one or more sizing parameters to
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Introduction générale
L’étude et la modélisation des composants électromagnétiques utilisés en électronique
de puissance (inductance, transformateur, coupleur) doivent suivre les évolutions et les
progrès accomplis ces dernières années tant sur le plan des matériaux que sur celui des
structures de conversion. L’intégration (au sens où on essaye de réaliser des objets avec
une densité de puissance toujours plus grande) et le dimensionnement optimal (au sens
où on cherche à obtenir, sous contraintes d’un cahier des charges, les objets les plus petits
et les plus efficaces possibles) nécessitent de disposer d’outils logiciels de simulation plus
performants, permettant de simuler des objets en 3D, sans à priori et avec des approches
multiphysiques.
En plus de l’amélioration de la précision des calculs du fait d’une approche 3D com-
parativement aux calculs classiques utilisant des formulations analytiques sujettes à de
fortes hypothèses simplificatrices, de tels outils logiciels doivent permettre également de
tendre vers la mise en place d’une démarche de prototypage virtuel. Dans ce cas, l’étude
et la réalisation coûteuse et chronophage de prototypes physiques pourra être remplacée
par l’étude et la caractérisation de prototypes virtuels reconfigurables à souhait.
De tels outils logiciels peuvent aussi être efficacement utilisés pour mieux comprendre
les phénomènes multiphysiques locaux et globaux mis en jeux. Fort de ces enseignements,
le dimensionnement des objets étudiés pourra être à son tour amélioré.
Figure 1 – Projection de l’évolution du prototypage virtuel en électronique de puis-
sance
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La Figure 1, extraite de [1], illustre et projette l’évolution de cette démarche de pro-
totypage virtuel pour laquelle l’étude et la maîtrise d’outils numériques sont capitales.
Elle montre qu’à court terme (horizon 2020) le prototypage virtuel doit prendre l’essentiel
(80%) de la phase d’étude et développement d’un convertisseur.
La mise au point d’une telle démarche se heurte très rapidement aux contraintes liées
à une approche 3D en termes de définition des modèles (méthode par éléments finis) et de
coût de calcul (taille des problèmes à résoudre, temps de calcul, infrastructure matérielle
adaptée). Notre travail va donc consister à mettre au point un outil logiciel, particu-
lièrement adapté aux problématiques rencontrées en électronique de puissance et plus
spécifiquement à celles rencontrées dans l’équipe Convertisseur Statique (CS) du LAbo-
ratoire PLAsma et Conversion d’Energie (LAPLACE). Cet outil doit être suffisamment
simple, ouvert et robuste pour qu’il puisse être utilisé sur une large gamme d’applications.
Dans l’idéal, le prototypage virtuel nécessite une approche multiphysique afin de pou-
voir pré-calculer un convertisseur dans son ensemble, à la fois sur le plan électrique, mé-
canique et thermique. Cette quête prendra du temps. Dans le cadre de cette thèse, nous
nous sommes restreints à travailler uniquement sur le prototypage des composants magné-
tiques (inductances, transformateurs, coupleurs) dans un environnement d’électronique de
puissance.
Les premières difficultés de modélisation qui apparaissent rapidement sont celles liées
aux nouvelles topologies de coupleurs multiphasés pour les convertisseurs multiniveaux,
à la montée des fréquences de commutation induite par l’utilisation des nouveaux inter-
rupteurs à grand gap, permettant une intégration poussée et aux très forts rapports de
forme des bobinages feuillards ou planars de plus en plus utilisés [1] (cf. Figures 2 et 3).
Figure 2 – Nouvelles structures de conversion « ultra-compacte ». (Source :
https ://www.pes.ee.ethz.ch)
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Figure 3 – Exemple de réduction d’une structure de conversion complète - [2]
La problématique soulevée dans cette thèse est donc celle de l’étude et de la simu-
lation multiphysique de composants électromagnétiques soumis à des hautes fréquences
et pouvant avoir des formes géométriques plus ou moins complexes impliquant des effets
3D. Le choix du logiciel COMSOL Multiphysics a été fait afin de disposer d’une plate-
forme ouverte de calcul par éléments finis, permettant de modéliser des objets en 2D ou
3D et de faire des liens avec d’autres outils de dessin ou de simulation développés dans
l’équipe CS. Ce dernier point est important pour enrichir les procédures de conception
électro-thermo-magnétique ou de conception mécanique déjà développées dans l’équipe et
utilisant des logiciels comme PSim, PLECS, MATLAB, Inventor ou Altium.
Toujours dans un souci de simplicité et de praticité, nous voulons aussi montrer que
cet outil peut être déployé sur une simple station de travail dont les caractéristiques
techniques sont données ci-dessous. Toutes les simulations présentées au cours de cette
thèse ont été réalisées sur cette machine 1.
Dans le premier chapitre, après avoir rappelé les problématiques liées à l’étude des
composants électromagnétiques utilisés en électronique de puissance et particulièrement
au sein de notre groupe de recherche, nous justifierons l’intérêt de disposer d’outil de
simulation numérique 3D par la méthode des éléments finis. Au cours de cette première
partie, nous discuterons également de l’aspect multiphysique inhérent à la caractérisation
de ces objets et à la nécessité de pouvoir utiliser les résultats obtenus par ces simulations
avec des logiciels de simulation circuit.
Le second chapitre consistera à étudier et à proposer des méthodes permettant la
modélisation 3D de bobinages à grand rapport de forme. En partant de l’étude des effets
fréquentiels qui apparaissent dans ces conducteurs, nous montrerons comment, par des
techniques de réductions de modèles, ces effets complexes peuvent être pris en compte.
Une validation « pas à pas » des différentes étapes de modélisation sera suivie.
Au chapitre 3, nous aborderons la modélisation 3D des pertes fer. Nous montrerons
comment certaines limites à l’évaluation des pertes fer peuvent être levées en incluant leur
1. WorkStation 128GB 1866MHz DDR3 ECC RDIMM ; Intel® Xeon® Processor E5-1620 v2 (Quad
Core HT, 3.7 GHz Turbo, 10 MB).
11
calcul dans une méthode par éléments finis 3D. Nous mettrons en place des méthodes pour
permettre d’utiliser les modèles classiques (basés sur l’exploitation des données construc-
teurs) non pas à l’échelle macroscopique (typique d’une évaluation analytique) mais à
l’échelle d’un élément. Pour être sûr de la cohérence des résultats à cette échelle, nous
étudierons l’impact de la non linéarité et la nécessité de cette dernière pour l’évaluation
des pertes fer locales et globales. Deux méthodes seront étudiées : - une première méthode
consistera à évaluer ces pertes par post-traitement, - une seconde méthode consistera à
évaluer ces pertes par un calcul direct à travers la définition d’une perméabilité complexe.
Enfin, le calcul de ces pertes dans le cas d’un coupleur et les problématiques liées à la
nature mutliphasée de ces objets seront discutés.
Par la suite, le chapitre 4 présentera des techniques de caractérisation des composants
magnétiques multiphasés et ce dans le plan fréquentiel. Nous montrerons que la repré-
sentation matricielle complète, par la définition de résistances et d’inductances propres
mais également de résistances et d’inductances mutuelles, permettra une prise en compte
fine des pertes cuivre dues aux effets fréquentiels et aux jeux d’alimentations. Nous pré-
senterons également dans cette partie l’extraction de ces matrices par une méthode de
spectroscopie d’impédance virtuelle.
Dans le dernier chapitre, notre outil sera mis en application à travers plusieurs études.
Tout d’abord, nous montrerons comment tirer profit de cette modélisation fine pour amé-
liorer des routines existantes de dimensionnement par optimisation. Nous proposerons la
possibilité de coupler automatiquement les routines développées dans le groupe CS afin
de corriger les formulations analytiques utilisées par un recalage 3D. Ensuite, nous mon-
trerons comment les paramètres extraits de nos simulations (matrice d’impédance dans le
plan fréquentiel) pourront être réutilisés simplement dans un logiciel circuit (Ootee) basé
sur une résolution fréquentielle développée par le groupe de recherche. Nous montrerons
que cette association de deux travaux en interne dans l’équipe CS permet un réel gain
quant à la simulation électrique fine des composants électromagnétiques. Enfin, nous fi-




Intérêts et problématiques de la
simulation par la méthode des éléments
nis en 3D des composants
électromagnétiques utilisés en
électronique de puissance
Lorsque la volonté est de disposer d’un outil de simulation précis (pouvant convenir
aux critères du prototypage virtuel), il semble logique de vouloir les appréhender au travers
de modélisation 3D. Cependant, même si la rapide et constante évolution des ressources
informatiques rend cette démarche de plus en plus accessible, la simulation 3D des com-
posants électromagnétiques hautes fréquences peut s’avérer chronophage, qu’il s’agisse du
développement et du calcul. Ainsi, cet effort doit être justifié.
Après avoir brièvement présenté les objets que nous voulons étudier, nous discuterons
des limites actuelles qui se posent en terme de formulation analytique ou de simulation
par éléments finis en 2D. Nous montrerons alors pourquoi la simulation par éléments finis
en 3D est nécessaire.
Par ailleurs, dans l’optique de pouvoir simplement utiliser les résultats de notre outil
3D, nous aborderons les problématiques et les enjeux d’un couplage multi logiciels.
Enfin, nous conclurons quant aux intérêts et problématiques du prototypage virtuel
en 3D des composants magnétiques en électronique de puissance et nous présenterons la
démarche que nous avons suivie dans le cadre de ces travaux.
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1.1 Présentation du cadre - Nature des objets, leurs
dimensions, leurs rapports de forme et leurs condi-
tions d’excitations
Nous présentons ici le type d’objet que nous voulons étudier à l’aide de notre outil.
Ces objets sont utilisés en électronique de puissance pour filtrer, stocker, isoler, et adapter
les niveaux de tensions (cf. Figure 1.1).
Figure 1.1 – Exemples d’objets dimensionnés et utilisés dans le groupe CS du La-
boratoire LAPLACE
Les objets présentés sur la Figure 1.1 sont :
a. Coupleur Monolithique 6 Phases - 20kHz [3, 4, 5]
b. Transformateur/Coupleur 8 Phases - 100kHz [6, 7]
c. Coupleur Planar Monolithique 5 Phases - 300kHz [8, 9]
d. Transformateur Planar - 1MHz [10]
Afin de pouvoir mettre en place des méthodes adaptées à l’étude de ces objets que l’on
retrouve communément aujourd’hui dans la plupart des convertisseurs statiques à dé-
coupage haute fréquence, il est nécessaire de dresser les caractéristiques communes à ces
objets. Ils ont tous comme points communs :
— Un bobinage à très grands facteurs de formes : « Feuillard » ou « Planars »
— Un circuit magnétique généralement en ferrite avec ou sans entrefer
— Une fréquence de fonctionnement comprise entre [10kHz-1MHz]
L’étude de ce type d’objets est excessivement complexe étant donné qu’ils réunissent
un ensemble de problématiques elles-mêmes complexes. Nous allons donc identifier les
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verrous théoriques de modélisation et voir comment nous pouvons les lever à l’aide d’un
outil numérique par la méthode des éléments finis en 3D.
Dans le cadre de cette thèse, les coupleurs magnétiques ayant déjà fait l’objet de
nombreux travaux ([11, 12, 13, 14, 15, 16, 17, 18, 19, 3, 4]), nous ne reviendrons pas sur
leur principe de fonctionnement.
1.2 Problématique - Discussions autour des limites du
dimensionnement analytique et par éléments nis
2D
Qu’il s’agisse des formules analytiques seules ou qu’il s’agisse de modèle numérique par
éléments finis 2D, ces deux approches ne sont pas suffisantes pour décrire, et ce de façon
précise, le comportement physique d’un composant électromagnétique. Ces approches sont
souvent trop restrictives et non exhaustives. Ainsi, après avoir répertorié ces formules et
méthodes, nous justifierons de l’apport de l’approche 3D.
Avant tout, il est nécessaire de situer le contexte et de préciser les grandeurs auxquelles
nous nous intéresserons par la suite. Nous pouvons électriquement caractériser un objet
électromagnétique hautes fréquences (essentiellement inductif) à l’aide des grandeurs sui-
vantes :
— Inductances propres (et mutuelles si plusieurs bobinages), inductance de fuite,
capacités inter et intra spires
— Pertes dans le noyau magnétique : Pertes « Fer »
— Pertes dans les conducteurs électriques : Pertes « Cuivre »
L’appréhension de ces différentes grandeurs permet par la suite d’établir un modèle d’im-
pédance équivalent relatif à l’objet étudié. Ce modèle peut ensuite être utilisé pour réaliser
la simulation électrique du système.
1.2.1 Discussion sur le calcul analytique des pertes « cuivre »
Un exemple qui illustre bien ce propos concerne l’étude de la résistance alternative
d’un conducteur. Comment établir, à priori, à partir des dimensions géométriques et des
conditions d’excitation, la valeur de la résistance AC? De nombreuses formulations sont
proposées dans la littérature. Nous pouvons notamment citer la formule de Dowell [20]
(et ses extensions) ou celle de Ferreira [21].
D’autres formules ont été développées dans [22, 23, 24] mais là encore leurs conditions
d’applications sont restrictives. Dans [25, 26], des études concernant la validité de certaines
de ces hypothèses et des informations quant à la précision de ces formules y sont présentées.
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Revenons sur la formule originelle de Dowell, cette dernière est uniquement valable
pour le calcul de la résistance alternative de conducteurs placés dans une fenêtre dans
laquelle il y a une compensation parfaite des ampères-tours. Les hypothèses impliquent
également une invariance selon la 3e`me dimension et un champ unidirectionnel dans la
fenêtre.
Dans notre cas, la forme géométrique et les conditions d’alimentation des objets étudiés
font apparaître deux limites majeures à l’utilisation de cette formule :
— Calcul de la résistance des « têtes de bobines » qui représentent la partie du
conducteur à l’extérieur de la fenêtre - Figure 1.2
— Calcul de la résistance lorsqu’il n’y a pas compensation du champ magnétique à
l’intérieur de la fenêtre - Figure 1.3
Or, dans beaucoup de cas et notamment pour la conception des inductances et des cou-
pleurs, ces limites ne permettent pas de caractériser précisément la résistance. En effet,
comme nous pouvons le voir sur la Figure 1.2, la place prise par les « têtes de bobines » est
majoritaire. De plus, les conditions d’excitation ne respectent pas la deuxième hypothèse,
celle d’avoir une compensation des ampères-tours dans la fenêtre. Sur la Figure 1.3, la
décomposition des courants en série de Fourier montre que la résistance alternative ne
peut pas être calculée pour certaines fréquences de mode différentiel. Cela pose donc un
vrai problème pour l’estimation des pertes Joules dans les bobinages.
Figure 1.2 – Photo d’un coupleur 6 phases et un plan de coupe 2D schématique. En
rouge : partie du conducteur pour laquelle la formule de Dowell n’est
pas applicable et en vert : fenêtres de bobinages dans lesquelles il est
possible d’appliquer la formule de Dowell
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Figure 1.3 – Un exemple de formes d’ondes de courant dans un coupleur 6 phases
et sa FFT associée (TSW , fSW : période et fréquence de découpage).
En rouge : Raies fréquentielles pour lesquelles la formule de Dowell
n’est pas applicable et en vert : raies « homopolaires » pour lesquelles
la formule de Dowell est applicable.
Cependant, faute de mieux, l’étude de la résistance AC repose généralement sur cette
formulation. Dans l’exemple suivant, nous avons comparé les résultats que nous pouvions
obtenir en appliquant la formule de Dowell avec ceux que nous obtenions par mesures (Fi-
gure 1.4). L’étude concerne la résistance propre d’un des bobinages du coupleur présenté
en Figure 1.2.


















Figure 1.4 – Comparaison du rapport RAC/RDC pour la résistance propre d’un bo-
binage obtenu avec Dowell et par la mesure. Calcul et mesure réalisés
sur le coupleur présenté Figure 1.2
Au vue de la Figure 1.4, il apparaît clairement que cette formule ne permet pas une
évaluation correcte de la résistance alternative propre, pourtant la plus simple à évaluer
car elle ne tient pas compte des conditions d’alimentation multiphasée.
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Ainsi, afin de pouvoir s’affranchir de toutes les hypothèses d’applications de ces for-
mules analytiques souvent très restrictives et trop approximatives, l’approche choisie, que
nous développons au Chapitre 2, est de pouvoir calculer précisément et sans a priori
la valeur de la résistance alternative, propre et apparente (ou symétrique), à l’aide de
simulation par éléments finis 3D.
1.2.2 Discussion sur le calcul analytique des pertes « fer »
Le calcul analytique des pertes fer peut être abordé suivant deux approches distinctes.
D’une part elles peuvent être calculées à partir de formules déduites de mesures. Dans
ce cas, le mécanisme physique des pertes n’est pas décrit. Les plus utilisées sont celles
regroupées sous la dénomination formules de Steinmetz [27]. Il s’agit d’un calcul de pertes
globales sans distinction des phénomènes physiques (hystérésis, courants induits...). Les
différentes formulations (MSE [28, 29], GSE [30, 31], iGSE [32], i²GSE [33, 34]) permettent
d’étendre les conditions initiales d’utilisation de la formule de Steinmetz, à savoir le calcul
des pertes fer sous un champ sinusoïdal. Dans le cadre de l’électronique de puissance il est
crucial de pouvoir calculer les pertes en régime non sinusoïdal. Aujourd’hui, les dernières
formulations de type Steinmetz permettent de prendre en compte des formes d’excitations
trapézoïdales. Une autre formulation, relativement identique à celles de « Steinmetz »,
proposée par Bertotti [35] permet quant à elle de se rapprocher des mécanismes physiques
à l’origine de ces pertes en décomposant la formule en trois termes, chacun d’eux asso-
ciés à un mécanisme physique distinct (hystérésis, courants induits, excédentaires - [36]).
Toutes ces formulations sont basées sur la connaissance de la norme de la densité de flux
magnétique.
D’autre part, une autre approche consiste à retranscrire le phénomène hystérétique à
l’origine physique des pertes à travers des formulations mathématiques. Ainsi, les pertes
peuvent être intrinsèquement déduites par un calcul direct de puissance dissipée. Nous
pouvons distinguer deux types de modèles. Les modèles statiques permettent de prendre
en compte uniquement des cycles majeurs et les modèles dynamiques permettent eux de
prendre en compte les cycles majeurs ainsi que les cycles mineurs. Nous pouvons citer les
modèles de Jiles-Atherton ou de Preysach [37, 38, 39, 40]. Cependant ces modèles n’ont
pas retenu notre attention car ils nécessitent de réaliser des mesures supplémentaires à
celles fournies par les constructeurs pour caractériser les paramètres du modèle. De plus,
leur implémentation dans un code de calcul par éléments finis n’est pas simple et n’est
pas l’objet de cette thèse.
Nous nous intéresserons donc uniquement à montrer la possibilité d’utiliser les formules
analytiques classiques type Steinmetz pour calculer les pertes fer à partir de la densité de
champ magnétique.
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Dans [41], les auteurs répertorient les limites de cette approche (ils parlent notamment
de l’illusion de pouvoir estimer précisément les pertes fer à partir des seules données
constructeurs). Nous pouvons citer notamment :
— Plages restreintes de mesures : les abaques fournis ne couvrent pas tous les points
de fonctionnement possibles dans le plan fréquence, densité de flux magnétique.
— Validité de la modélisation : par exemple, la formule de Steinmetz n’est pas exacte
et ne permet pas de retranscrire précisément la mesure des pertes pour toutes les
valeurs de fréquences ou de densités de flux magnétique.
— Influence de la forme d’onde (trapézoïdale, niveau DC... ) : les mesures sont réalisées
uniquement avec des excitations sinusoïdales.
— Distribution non homogène de la densité de flux magnétique : les pertes fer sont
généralement calculées à partir d’une densité de flux moyenne dans le noyau, la
dispersion de la densité de champ magnétique dans le noyau étant négligée.
La Figure 1.5 permet par exemple d’illustrer ce dernier point pour une géométrie où les
effets de bords, de coins et de rétrécissements (la section normale au chemin moyen n’est
pas constante) du noyau magnétique sont importants.
Figure 1.5 – Résultats de simulation présentant la dispersion spatiale du champ
magnétique (en haut) et ses pertes fer associées calculées à partir de
la formule de Steinmetz (en bas)
En effet, nous remarquons que pour cette géométrie, la densité de flux magnétique et
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donc la densité de pertes est fortement hétérogène dans le volume du noyau magnétique.
Il est donc évident qu’appliquer la formule de Steinmetz (ou ses formulations dérivées)
sans prendre en compte cette dispersion ne peut pas fournir une évaluation précise des
pertes fer. Ainsi, afin de pouvoir mieux prendre en compte le calcul des pertes fer dans
une géométrie pour laquelle la dispersion est grande, il est naturel de vouloir appliquer
ces modèles volumiques non plus en 1D mais de les appliquer en 3D. Notons que ces
cartographies sont obtenues par des simulations linéaires et que nous obtenons donc des
valeurs de densité de flux magnétique aberrantes au niveau des coins/bords.
Nous verrons par la suite (Chapitre 3) comment prendre en compte cette dispersion
dans un environnement de calculs par éléments finis. Nous analyserons en quoi elle per-
met d’améliorer l’estimation des pertes fer et ainsi le dimensionnement des composants
électromagnétiques. Nous verrons également que cette volonté de prendre en compte la
dispersion spatiale des pertes induit la nécessité d’étudier conjointement le phénomène de
la non linéarité à travers la saturation magnétique.
1.2.3 Discussion sur le calcul analytique des inductance de fuites
L’étude de certains objets magnétiques, et notamment des coupleurs et des transfor-
mateurs, nécessite la connaissance précise des inductances de fuite. En effet, dans le cas
des coupleurs, elles sont directement responsables de l’ondulation du courant de sortie
et donc des pertes cuivre associées. Or, il n’est généralement pas possible de calculer les
flux de fuites de manière analytique. En effet, comme les lignes de champ de la Figure
1.6 l’illustrent, nous sommes rapidement confrontés à la complexité des trajectoires prises
par le champ magnétique dans l’air. Comment alors pouvoir appréhender précisément ces
flux de fuites ? Si pour certaines géométries particulières il est possible d’estimer ces fuites
[42], de façon plus ou moins sophistiqué comme il est proposé dans [42, 43, 44, 45], les
conditions d’applications sont trop restrictives. Pour tous les autres cas, il n’existe pas
de formulation analytique prenant en compte les phénomènes 3D. Ainsi, il apparaît donc
évident que pour une évaluation précise des fuites, le recours à la modélisation numérique
3D est essentiel.
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Figure 1.6 – Lignes de champ 3D illustrant les fuites dans un coupleur en échelle
1.2.4 Discussion sur le calcul par éléments finis 2D vs 3D
Nous pouvons alors constater, à travers l’étude des trois grandeurs caractéristiques pré-
cédentes, lesquelles sont fondamentales pour l’étude des composants électromagnétiques
(les pertes cuivre, les pertes fer et l’inductance de fuites), que les formulations analytiques
dont nous disposons aujourd’hui ne permettent pas une étude précise des phénomènes,
précision nécessaire dans une démarche de prototypage virtuel. Lorsque les méthodes ana-
lytiques classiques ne permettent plus de répondre à cette problématique, il est nécessaire
de s’orienter vers des outils plus sophistiqués tels que la simulation par éléments finis. Or,
du fait de plusieurs verrous tels que la difficulté de mise en œuvre, les temps de calculs
ou les ressources informatiques nécessaires, ces simulations sont souvent réalisées en 2D
uniquement. Toutefois, la réduction d’un objet 3D à une étude 2D seule impacte de fait la
justesse des calculs. Nous allons montrer en comparant des résultats issus de simulations
2D avec ceux issus de simulations 3D prises comme références - hypothèse validée tout au
long de ce travail et plus particulièrement au Chapitre 4 par comparaison à la mesure -
pourquoi il est nécessaire de réaliser ces simulations 3D.
L’extrapolation des grandeurs électriques globales à partir des valeurs linéiques obte-
nues par simulation 2D peut être réalisée de plusieurs façons [46]. En fonction de la forme
des objets que nous étudions, nous ne pouvons pas simplement multiplier les valeurs li-
néiques obtenues par la profondeur de l’objet. Il s’agirait alors de négliger les têtes de
bobines, à l’image de ce qui peut être fait pour les machines électriques, considérant que
la profondeur est très grande devant les autres dimensions. Dans notre cas cette hypothèse
ne peut pas s’appliquer. Pour illustrer cela, nous comparons avec la 3D les résultats ob-
tenus par deux méthodes d’extrapolation des résistances et inductances globales à partir
de simulations FEM 2D :
— 2D[*] : Cette première méthode consiste simplement à multiplier de façon classique
les résultats linéiques par la profondeur du noyau.
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— 2D[**] : Cette seconde méthode fait, quant à elle, la distinction entre la part interne
et externe à la fenêtre de bobinage des résultats linéiques. Elle consiste à réaliser
la somme pondérée de ces résultats linéiques par les longueurs respectives.
Le détail de la mise en application de ces deux méthodes est donné en Annexe B.
Les objets d’études sur lesquels ces méthodes sont appliquées sont ceux présentés
Figure 1.7, il s’agit d’un coupleur à 2 phases en ligne et d’un coupleur à 4 phases en
échelle.
Figure 1.7 – Objets étudiés pour la comparaison 2D vs 3D
Ces méthodes sont appliquées pour le calcul des résistances et des inductances pour
deux conditions d’alimentations particulières qui permettent de caractériser pleinement
un multipôle électromagnétique (cf. Chapitre 4). La première consiste à alimenter un seul
des bobinages, nous parlerons alors de résistances et d’inductances propres. La seconde
consiste à alimenter l’ensemble des bobinages avec une alimentation homopolaire et nous
parlerons donc de résistances et d’inductances homopolaires (ou de fuites).
Alimentation Monophasée
Une seule des phases est alimentée et nous comparons les résultats obtenus en 3D et
en 2D selon les deux méthodes d’extrapolation. Nous nous intéressons à l’évaluation de la
résistance électrique propre R - pertes dans le bobinage alimenté et pertes induites dans
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le (ou les) bobinage(s) passif(s) - et de l’inductance propre L, le tout selon la fréquence.
Les résultats sont présentés sur les Figures 1.8 et 1.9.
Figure 1.8 – Comparaison des résultats obtenus par simulations 2D et 3D - Cou-
pleur en ligne
Figure 1.9 – Comparaison des résultats obtenus par simulations 2D et 3D - Cou-
pleur en échelle
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Grâce à ces résultats nous pouvons conclure plusieurs choses. Tout d’abord, l’évalua-
tion de la résistance propre à partir de la simulation 2D ne permet pas d’obtenir des
résultats suffisamment précis. En effet, nous obtenons des erreurs pouvant atteindre plus
de 30% quelle que soit la configuration, en ligne ou en échelle. Par ailleurs, pour com-
prendre et illustrer les erreurs obtenues dans le cas de l’inductance propre, nous pouvons
nous intéresser au développement spatiale des lignes de champ magnétique. En effet,
comme nous pouvons le voir sur la Figure 1.10, les lignes de champ sont canalisées à
l’intérieur du noyau magnétique (pour un souci de clarté, les lignes de champ en 3D ont
été graduées selon l’intensité de la densité de flux magnétique). Ainsi, dans le cas d’un
coupleur en ligne, il apparaît que le calcul de l’inductance propre peut, sans trop com-
mettre d’erreurs, être réduit à une résolution 2D. Dans le cas d’un coupleur en échelle,
cette constatation n’est plus possible. Comme le montre la représentation des lignes de
champ 3D (cf. Figure 1.10), ces dernières reflètent de la nécessité d’effectuer un calcul 3D
pour évaluer correctement l’inductance propre.
Figure 1.10 – Représentation des lignes de champ - De gauche à droite : Simulation
3D du coupleur échelle V1, Simulation 3D du coupleur échelle V1 j
Simulation 2D correspondante
Ces premiers résultats mettent pleinement en avant la nécessité de réaliser des si-
mulations en 3D pour avoir des résultats précis dans le cadre de la caractérisation des
constantes électriques des coupleurs magnétiques aux rapports de formes étudiés. Même
si la méthode d’extraction 2D[**] proposée permet d’améliorer nettement l’évaluation des
valeurs de L et R (mis à part pour le calcul de L dans le cas des coupleurs en échelle), les
niveaux d’erreurs restent rédhibitoires.
Alimentation Homopolaire
L’étude précédente a été reprise dans le cadre d’une alimentation homopolaire pour
laquelle tous les bobinages sont alimentées en phases (Figure 1.13). L’intérêt de cette ali-
mentation est grand puisqu’elle permet l’évaluation de l’inductance homopolaire qui n’est
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rien d’autre que l’inductance de fuite globalisée. Cette inductance de fuite est primordiale
pour le dimensionnement d’un coupleur car elle régit l’ondulation du courant de sortie.
Figure 1.11 – Comparaison des résultats obtenus par simulations 2D et 3D - Cou-
pleur en ligne
Figure 1.12 – Comparaison des résultats obtenus par simulations 2D et 3D - Cou-
pleur en échelle
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Figure 1.13 – Représentation des lignes de champ pour une alimentation homopo-
laire - De gauche à droite : Simulation 3D du coupleur ligne V1,
Simulation 3D du coupleur échelle V1 j Simulation 2D correspon-
dante
La comparaison des résultats obtenus dans le cadre d’une alimentation homopolaire est
sensiblement identique à celle obtenue pour une alimentation monophasée et, là encore,
avec des taux d’erreurs trop importants (30-40%).
Par ailleurs, dans le cas des coupleurs en échelle, nous nous sommes volontairement
placés dans une configuration favorable à une évaluation 2D à partir d’un seul plan de
coupe (plans de coupe identiques). Cependant, nous pouvons lister plusieurs probléma-
tiques qui complexifient encore davantage l’évaluation des grandeurs électriques globales
à partir de simulation 2D, et qui nécessitent de réaliser 2 plans de coupe :
— Distances inter bobinages selon la largeur et la profondeur différentes
— Section de la jambe bobinée non carrée
— Nombre de phases supérieures à 4
Sur la Figure 1.14, nous présentons le modèle vue de dessus du coupleur héxaphasé pré-
senté précédemment (cf. Figure 1.2) avec certaines cotes montrant la dissymétrie.
Figure 1.14 – Présentation des dissymétries. En trait pointillé : plans de coupe 2D
nécessaires
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L’étude de cet objet réel rassemble toutes les problématiques de dissymétrie réperto-
riées ci-dessus. Il serait alors nécessaire de réaliser deux plans de coupe. Cependant, le
degré de complexité et de mise en œuvre que cela nécessiterait, sans pour autant atteindre
les niveaux de précisions souhaités, ne nous semble pas pertinent car nous voulons pouvoir
disposer d’un outil générique et pouvant fournir précisément toutes les grandeurs, dans
toutes les configurations géométriques et sans à priori.
Ainsi, cette étude comparative met en avant la nécessité de réaliser des simulations en
3D pour pouvoir finement évaluer les grandeurs électriques de tels objets. Nous voulons
disposer d’un outil capable d’évaluer ces grandeurs :
— Quelle que soit la fréquence
— Quelles que soient les conditions d’alimentation
— Quelles que soient les formes géométriques
Notre démarche sera donc de réaliser une procédure de modélisation et d’extraction de
paramètres par la méthode des éléments finis en 3D.
1.3 Couplage Multi Physiques
Lorsque nous réalisons un calcul de pertes, il est très vite intéressant de déterminer
l’échauffement du dispositif. Cependant, sous l’effet d’une variation de température, les
caractéristiques des matériaux varient aussi. Ces variations pouvant être relativement
grandes il semble nécessaire de devoir réaliser des simulations couplées entre ces deux
physiques, ici : l’électromagnétique et la thermique. Le couplage des physiques dans un
environnement par éléments finis peut être effectué selon deux approches : forte ou faible.
Le couplage fort consiste à résoudre conjointement les deux physiques, les degrés de li-
berté sont alors multipliés. Le couplage faible est un processus séquentiel au cours duquel
chacune des physiques est résolue séparément et où le résultat de l’une est le terme source
de l’autre. Dans le cas typique de l’échauffement d’un conducteur parcouru par un courant
électrique, le couplage faible serait pertinent et les densités de pertes cuivre calculées à
travers une simulation électromagnétique seraient les termes sources de la simulation ther-
mique. D’une manière générale, les constantes de temps de ces deux physiques permettent
de pouvoir résoudre par couplage faible.
Cependant, avant même de pouvoir prétendre réaliser ces couplages, il faut préalable-
ment être capable de correctement calculer les pertes. Au regard des discussions précé-
dentes, dans le cadre des objets éléctromagnétiques hautes fréquences que nous étudions,
ces problématiques posent déjà à elles seules des problèmes complexes et c’est pourquoi
nous nous intéressons uniquement aux calculs des pertes, sans tenir compte de l’aspect
thermique.
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1.4 Couplage Multi Logiciels
Dans le but de pouvoir réaliser la conception virtuelle complète d’un convertisseur sta-
tique, il est nécessaire de pouvoir coupler les résultats extraits des simulations 3D FEM
avec d’autres logiciels de simulation de circuits tels que PLECS, PSIM. Ce couplage per-
met de connaître, à priori, le fonctionnement global du convertisseur à travers l’étude des
formes d’ondes, le calcul des pertes, l’étude de la stratégie de commande etc. . . (Figure
1.15). Cependant, ces logiciels sont basés sur des résolutions temporelles et peuvent diffi-
cilement modéliser le comportement fréquentiel des éléments passifs. Par exemple, il est
difficile et fastidieux de transcrire l’augmentation de la résistance en fonction de la fré-
quence. Dans notre travail de thèse, nous présentons alors le couplage avec un logiciel de
simulation fréquentiel développé au laboratoire (l’Ootee) qui permet de prendre en compte
ces variations fréquentielles, lesquelles peuvent, dans certains cas, fortement impacter le
fonctionnement convertisseur. La démarche globale est résumée dans le diagramme de la
Figure 1.15.
Figure 1.15 – Présentation de la démarche de prototypage virtuel et du couplage
multi logiciels
1.5 Conclusion du chapitre et présentation de la dé-
marche
Le but de notre travail de thèse est de pouvoir proposer des méthodes et un outil
permettant de caractériser virtuellement les objets électromagnétiques présentés. Pour
aller au delà des limites des formulations analytiques et des simulations par éléments
finis 2D, cette caractérisation sera réalisée à l’aide de simulation par éléments finis 3D.
Une attention particulière est portée à la modélisation par éléments finis de ces objets
pour obtenir des modèles robustes et relativement rapides. En effet, lorsque l’on souhaite
réaliser des simulations par éléments finis 3D, les ressources de calculs informatiques
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peuvent rapidement être limitantes. Or, comme le but est de proposer un outil pouvant
être déployé sur une simple station de calcul, les techniques de réduction de modèle sont
un des points clefs de cette démarche. Comme il s’agit de proposer un outil automatisé
nous essaierons de proposer une bibliothèque d’objets permettant la construction simple
et rapide des objets électromagnétiques que l’on retrouve en électronique de puissance.
Au vu des objets courants que l’on cherche à étudier, nous nous sommes focalisés à
l’automatisation d’objets électromagnétiques à conducteurs à grands facteurs de formes
(Annexe A).
Dans l’optique de réaliser une conception virtuelle complète d’un organe de conversion
statique, il est nécessaire de pouvoir facilement coupler les résultats obtenus par notre
modèle avec des logiciels de simulation de circuit. Ce point sera aussi abordé.
Enfin, il est intéressant de pouvoir également coupler cette modélisation automatique
à des procédures d’optimisation. Nous montrerons comment intégrer cet outil dans une
procédure d’optimisation (cf. Figure 1.15).
Par ailleurs, au vu de la taille des objets étudiés et des fréquences de travail, leur com-
portement électrostatique ne sera pas étudié. En revanche, nous mettrons en perspective
comment il serait possible d’enrichir notre outil pour aborder ces aspects.
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Chapitre 2
Modélisation 3D de bobinage à grand
rapport de forme : Pertes « cuivre »
2.1 Problématique
Comme nous venons de le voir au Chapitre 1, les objets électromagnétiques que nous
étudions vont être modélisés et simulés dans un environnement par éléments finis en 3D.
Cependant, cette modélisation n’est pas évidente et nécessite une étude approfondie.
La modélisation complète des bobinages à grand facteur de forme de type feuillard
ou planar (cf. Figure 2.1) pour une simulation par éléments finis en 3D peut très vite
devenir très lourde en termes de mémoire et temps de calcul. En effet, la résolution
des effets fréquentiels apparaissant dans l’épaisseur des conducteur nécessite d’avoir un
maillage fin afin de pouvoir correctement déterminer la cartographie de la densité de
courant surfacique. Ainsi, combinée au facteur de forme des conducteurs étudiés, nous
comprenons vite que la modélisation complète n’est pas raisonnable, voire impossible
pour pouvoir être simulée sur une simple station de calcul.
Figure 2.1 – Conducteurs à grand facteur de forme de type : a. « Feuillard » - b.
« Planar »
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Après avoir rappelé et précisé les effets fréquentiels à résoudre et avoir présenté les
limitations d’une telle résolution par éléments finis, nous présenterons des techniques de
réduction de modèle. Une fois la validation de ces modèles établie, nous appliquerons ces
techniques à des objets de tests puis à des objets issus de convertisseurs réels.
2.1.1 Effets fréquentiels
Issus des couplages permanents qui existent entre les grandeurs électriques et magné-
tiques au travers des équations de Maxwell, Equations 2.1 et 2.2, les effets fréquentiels
dans les conducteurs se traduisent principalement pas une augmentation de la résistance
alternative à haute fréquence.





L’effet de peau est la conséquence de courants de Foucault auto induits à l’intérieur
d’un conducteur. Il se traduit par une diminution de la surface « effective » à travers
laquelle transite le courant dans un conducteur. Ce phénomène a pour conséquence une
augmentation de la résistance électrique. L’épaisseur de peau dont la formule est donnée





ou µ est la perméabilité magnétique du matériau, σ sa conductivité électrique, et f la
fréquence du courant sinusoïdale.
L’évolution de la résistance en fonction de la fréquence pour le cas d’un conducteur
cylindrique isolé dans l’air est donné sur la Figure 2.2.
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Figure 2.2 – Effet de peau pour un conducteur cylindrique infiniment long. Evo-
lution du rapport RAC/RDC selon la fréquence et cartographies de la
densité de courant surfacique associées
Nous voyons que pour les hautes fréquences le rapport RAC/RDC peut prendre de forte
valeurs et sa connaissance est nécessaire pour une évaluation fine des pertes cuivre.
Effets de proximité
Les effets de proximité sont des phénomènes fréquentiels complémentaires qui modi-
fient la répartition de la densité surfacique de courant à l’intérieur d’un conducteur. Ils
sont la conséquence des courants induits dus à un champ magnétique externe. En effet,
deux conducteurs proches sont couplés magnétiquement et selon le signe des courants qui
traversent ces conducteurs, la cartographie de champ magnétique résultante est différente
(cf. Figure 2.4). Nous parlons alors d’effet de proximité direct lorsque les courants sont
dans le même sens et d’effet de proximité inverse dans le cas contraire. La répartition de
la densité de courant pour deux conducteurs cylindriques infiniment longs est présentée
Figure 2.3.
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Figure 2.3 – Effet de proximité sur deux conducteurs cylindriques infiniment longs.
Variation de la densité surfacique de courant pour plusieurs fréquences
Figure 2.4 – Lignes de champ et Densité surfacique de courant : a. Effet de peau -
b. Effet de proximité direct - c. Effet de proximité inverse
Effets multiples dans un cas réel
Dans le cas d’un objet réel comportant plusieurs enroulements, eux mêmes composés
de plusieurs spires, les effets fréquentiels sont multiples. Pour bien comprendre, il est
nécessaire de détailler les différents effets possibles qui peuvent apparaitre. Dans le cas
d’un coupleur, ces différents effets sont :
— Effets de proximité direct intra enroulement : Figure 2.5 a.
— Effets de proximité inverse intra enroulement : Figure 2.5 b.
— Effets de proximité direct ou inverse inter enroulement selon les conditions d’ali-
mentations : Figure 2.5 c.
33
Figure 2.5 – Différents effets de proximité
Tous ces effets combinés sont à l’origine de l’augmentation de la résistance électrique
lorsque la fréquence augmente. La répartition de la densité de courant issue de tous
ces effets est complexe étant donnée sa forte hétérogénéité. Cette forte hétérogénéité est
présentée sur la Figure 2.6.
Figure 2.6 – Répartition de la densité de courant dans un conducteur pour deux
jeux d’alimentation
De plus, comme nous pouvons le voir, toujours sur la Figure 2.6, la présence d’un
entrefer (entre la jambe et la culasse supérieure) créant des flux de franges est lui aussi
à l’origine de la modification de la répartition de la densité surfacique de courant dans
l’épaisseur du conducteur. La combinaison de ces effets fréquentiels et de ces effets que
nous pouvons qualifier de géométriques rend difficile l’appréhension de la résistance alter-
native de ces conducteurs soumis à des excitations hautes fréquences.
Nous allons maintenant voir comment ces effets peuvent être résolus par la méthode
des éléments finis mais il est nécessaire de prendre des précautions quant au maillage.
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2.1.2 Effets fréquentiels et éléments finis
Il est communément admis que pour pouvoir correctement résoudre l’effet de peau
par éléments finis, il est nécessaire d’avoir au moins deux éléments dans l’épaisseur de
peau. Il faut donc, afin de réaliser un bon maillage à priori, connaître cette épaisseur de
peau. Si il est simple de l’appréhender dans le cas d’un conducteur seul (cf. Figure 2.7),
dans le cas d’un enroulement à plusieurs spires pouvant comporter des effets fréquentiels
et géométriques complexes, il n’existe pas de formule. De plus, les gradients qui existent
peuvent être complètement différents dans chacune des spires d’un même enroulement (cf.
Figure 2.6). Il n’y a donc plus de grandeur caractéristique simple qui permette de dresser
une loi concernant le maillage.
Figure 2.7 – Procédure de maillage fréquentielle avec problématique de l’effet de
peau
La Figure 2.7 nous permet de comprendre pourquoi la simulation haute fréquence
d’un simple conducteur même en 2D peut rapidement devenir très coûteuse en temps et
mémoire de calcul dû au raffinement du maillage. Ce raffinement de maillage sera encore
plus coûteux avec les structures précédemment présentées en 3D et très vite nous obtenons
des tailles de modèles rédhibitoires.
Afin de réduire la taille des modèles, il est possible d’utiliser des approximations géo-
métriques et/ou mathématiques pour modéliser les conducteurs à grand facteur de forme.
2.2 Méthodes de réduction de modèle
Afin de pouvoir raisonnablement aborder les problématiques de simulations par élé-
ments finis des conducteurs à grand facteur de forme soumis à des excitations HF, nous
allons donc nous intéresser aux méthodes de réduction de modèles.
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2.2.1 Méthode d’homogénéisation
La méthode d’homogénéisation est une première méthode permettant de réduire la
taille d’un modèle pour la résolution des effets fréquentiels de proximité dans les conduc-
teurs à partir d’approximations mathématiques et géométriques. La prise en compte de
l’effet de peau est réalisée dans un second temps. Tout d’abord, le concept de perméa-
bilité magnétique complexe consiste à substituer le matériau conducteur électrique par
un matériau hystérétique, non conducteur et respectant l’équivalence énergétique : active
(pertes), réactive (inductance) (cf. Figure 2.8).
Figure 2.8 – Principe de l’utilisation de la perméabilité complexe (Figure extraite
de [47])
Pour modéliser un ensemble de conducteurs en une seule entité (cf. Figure 2.9), en plus
de l’utilisation de la perméabilité complexe, il est nécessaire d’homogénéiser l’ensemble
conducteur et guipage. La méthode est basée sur la notion de réluctance magnétique. La
démarche est présentée sur la Figure 2.9.
Figure 2.9 – Principe d’homogénéisation d’un ensemble de conducteurs (Figure ex-
traite de [47])
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Cette technique permet une réduction notoire de la taille du modèle tout en conser-
vant une très bonne évaluation des pertes dans les conducteurs dues aux différents effets
fréquentiels de peau et de proximité ([47, 48, 49, 50, 51, 52]).
Cependant, dans cette approche, comme dans toutes les approches d’homogénéisation,
les informations relatives aux effets locaux internes aux conducteurs sont perdues. Seuls
les résultats « vue des bornes » sont exploitables. De plus, dans la prévision de pouvoir
à terme appréhender les phénomènes capacitifs, nous n’avons pas choisi de travailler sur
cette approche.
2.2.2 Approximation géométrique
Le grand facteur de forme des conducteurs amène à vouloir réduire leur modélisa-
tion volumique en une modélisation surfacique équivalente. Cette réduction géométrique
permet de ne plus avoir à considérer l’épaisseur du conducteur dans sa modélisation par
éléments finis. Elle est essentielle pour diminuer le maillage des conducteurs. Nous avons
donc cherché à appliquer cette technique.
Cependant, afin de ne pas modifier l’aspect général et notamment l’encombrement
global du bobinage, la simplification est réalisée au niveau de la surface médiane du
conducteur. La Figure 2.10 en présente le principe. A titre d’exemple, nous obtenons
2 912 506 éléments tétraédriques pour le maillage du conducteur complet contre seulement
44 980 éléments triangulaires, soit une réduction d’un facteur 64.
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Figure 2.10 – Présentation de la technique de réduction géométrique par modélisa-
tion d’un conducteur massif en surface médiane équivalente et consé-
quence en terme de maillage
Cependant, cette réduction étant purement géométrique, elle ne permet pas de prendre
en compte les gradients de densité de courant susceptibles d’exister dans l’épaisseur du
conducteur à haute fréquence. Comme le montre la Figure 2.11, cette méthode ne peut
être utilisée que pour des fréquences pour lesquelles les effets fréquentiels ne se manifestent
pas dans l’épaisseur du conducteur.
Figure 2.11 – Limite fréquentielle de l’utilisation de la réduction géométrique
Pour des plus hautes fréquences, il est nécessaire de compléter l’approximation géo-
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métrique par une approximation mathématiques des phénomènes électromagnétiques in-
ternes, dans l’épaisseur du conducteur.
2.2.3 Approximation mathématique
Pour prendre en compte les effets fréquentiels survenant dans l’épaisseur des conduc-
teurs, nous avons retenu la technique des éléments « coques », classiquement utilisée
en mécanique par exemple. Cette technique consiste à utiliser des modèles mathéma-
tiques permettant de virtuellement supprimer l’épaisseur du conducteur tout en prenant
en compte ce qui se passe à l’intérieur [53].
Pour cela, il faut préalablement déterminer les formulations du champs aux frontières
du conducteur qui traduisent le comportement interne et d’intégrer les résultats à la ré-
solution par éléments finis. Les formules obtenues sont utilisées comme des conditions de
frontières et sont couplées à la résolution classique des équations de Maxwell par éléments
finis. Plusieurs approximations mathématiques sont étudiées suivant que le conducteur
peut être considéré comme plus ou moins épais. L’intégralité des développements ma-
thématiques est présentée en Annexe C. Ce développement s’appuie sur l’ensemble des
résultats et propositions présentés dans [54, 55, 56, 57, 58, 59, 60].
1e`re Approximation - Conducteur infiniment épais La première approximation
consiste à étudier le problème classique du conducteur infiniment épais soumis à un champ
incident HF, Figure 2.12.
Figure 2.12 – Présentation de la réduction du modèle dans le cas d’un conducteur
infiniment épais
La pénétration du champ à l’intérieur du conducteur peut être analytiquement cal-
culée. Son calcul peut ensuite être intégré comme une condition à l’interface. On définit
















Où ε, σ, µ sont respectivement la permittivité, la conductivité, la perméabilité du
conducteur et ω la pulsation électrique.
Dans dans le cas d’un « bon » conducteur, l’impédance Z se simplifie,
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On obtient l’impédance de surface « classique » d’un bon conducteur avec comme
grandeur caractéristique l’épaisseur de peau δ,
Z ' (1 + i)
σδ
Cette approximation permet de pouvoir évider un conducteur et donc de l’extraire de
la résolution par éléments finis. Dans le cas d’un conducteur d’épaisseur finie mais dont
la profondeur de pénétration du champ est très petite devant la taille du conducteur,
l’intérieur du conducteur peut être supprimée du modèle et l’ensemble des effets internes
sont ramenés au niveau de la frontière (cf. Figure 2.13). Dans ce cas, il n’y a pas de
couplage entre les champs incidents aux deux frontières externes du conducteur.
Dans le cas des conducteurs à très grand facteur de forme, cette approximation peut
s’appliquer uniquement pour des fréquences pour lesquelles l’épaisseur de peau serait très
petite devant l’épaisseur du conducteur.
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Figure 2.13 – Exemple d’un conducteur d’épaisseur finie pour lequel l’épaisseur de
peau est petite devant l’épaisseur
2e`me Approximation - Conducteur non infiniment épais Cette seconde approxi-
mation consiste à modéliser un conducteur fin (c’est à dire dont l’épaisseur est du même
ordre de grandeur que l’épaisseur de peau) par une surface médiane équivalente à laquelle
sont ajoutées des conditions de frontières, Figure 2.14. De la même façon que dans le cas
précédent, les calculs analytiques sont intégrés au niveau de la surface. On définit comme
précédemment une impédance de surface ZS mais aussi une impédance de transfert ZT
pour tenir compte du couplage magnétique des champs incidents aux frontières. Néces-
sairement plus coûteuse en terme de calculs, les inconnues sont dédoublées au niveau de
cette frontière, c’est à dire les degrés de liberté.
























ZS est l’impédance de surface et ZT est l’impédance de transfert. La première traduit
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la pénétration du champ dans le conducteur et la seconde traduit le couplage des deux
champs incidents.
Où ε, σ, µ sont respectivement la permittivité, la conductivité, la perméabilité et ω la
pulsation électrique.
Figure 2.14 – Présentation de la réduction géométrique et mathématique pour un
conducteur fin
Ces approximations sont déjà implémentées et utilisables sous COMSOL Multiphysics
mais ont été initialement prévues pour modéliser des écrans magnétiques. Notre travail
a donc consisté à savoir comment les utiliser de façon judicieuses afin de simuler des
conducteurs à grands facteurs de formes.
2.3 Validation numérique
Afin de valider ces méthodes de réduction, des résultats issus de modèles 3D réduits
comportant une axisymétrie sont comparés à des résultats issus de simulation 2D complète
axisymétrique. Il est nécessaire de passer par la validation de ces modèles très simples qui
constituent les briques élémentaires des objets plus complexes que nous voulons à terme
pouvoir simuler. Tout d’abord, le modèle consiste en une simple spire comme le présente
la Figure 2.15. Ce modèle mono spire est décliné en une version verticale et horizontale
pour se rapprocher des objets réels utilisant des conducteurs de type feuillard ou planar.
42
Figure 2.15 – Modèles axisymétriques pour validation des réductions utilisées en
3D : a. Conducteur Vertical - b. Conducteur Horizontal
Procédure de maillage optimal
Une procédure spécifique de maillage a été développée. Elle permet d’avoir le moins
d’éléments possible, tout en conservant une bonne précision, pour pouvoir repousser les
limites des ressources matérielles dont nous disposons. En effet, même si grâce aux mé-
thodes de réductions, la taille des modèles est moindre, elle reste néanmoins forte. Il est
donc important de travailler sur la façon de mailler les conducteurs pour pouvoir à la fois
avoir de bons résultats tout en ayant des modèles les plus réduits possible.
Dans un premier temps, les arêtes du conducteur sont maillés en tenant compte de
l’épaisseur de peau. La règle est d’avoir au minimum 1 fois la longueur (idéalement 2, mais
nous avons vérifié que les résultats restent bons avec 1 seul élément) de l’épaisseur de peau
pour ces éléments d’arêtes. Ensuite le maillage de la surface est conditionné par un facteur
de grossissement fixe pour pouvoir relâcher le maillage du conducteur au milieu.
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Figure 2.16 – Procédure de maillage fréquentiel auto adaptatif des conducteurs mo-
délisés en surface
Ainsi, comme explicité sur les Figures 2.16 et 2.17, le maillage s’adapte au plus proche
des gradients physiques mis en jeu. Nous venons mailler finement seulement là où cela est
nécessaire et le maillage est relâché ailleurs.
Figure 2.17 – Evolution du maillage selon la fréquence. Cas d’un conducteur hori-
zontal
Dans le cas multi spires, cette procédure doit être étendue et adaptée, et ce plus
particulièrement pour le cas multi spires verticales. Nous allons présentés ici les différentes
étapes des procédures de maillage dans les cas multi spires horizontales et verticales.
Dans le cas multi spires horizontales, la procédure est la suivante (cf. Figure 2.18) :
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i) La spire supérieure est maillée selon la procédure d’une monospire.
ii) Le maillage surfacique est ensuite extrudé selon la distance interspires de ma-
nière à avoir un élément selon cette distance.
iii) Les éléments surfaciques rectangulaires sont ensuite convertis en éléments sur-
faciques triangulaires pour permettre leur couplage avec les éléments volu-
miques (tétraèdres) du reste du domaine (air).
Figure 2.18 – Procédure de maillage fréquentielle des conducteurs multi spires ho-
rizontales
Dans le cas du maillage d’un bobinage multi spires verticales, la procédure doit être
modifiée. La procédure que nous proposons est la suivante (cf. Figure 2.19) :
i) L’ensemble des arêtes supérieures des spires est maillé selon l’épaisseur de
peau
ii) La surface supérieure des spires est maillée pour n’avoir qu’un seul élément
inter spire
iii) Ce maillage surfacique est extrudé selon la hauteur des spires. La répartition
du maillage extrudé suit une loi géométrique de sorte que les extrémités soient
finement maillées et que le milieu soit plus lâche.
iv) Les éléments surfaciques rectangulaires sont ensuite convertis en éléments sur-
faciques triangulaires pour permettre leur couplage avec les éléments volu-
miques (tétraèdres) du reste du domaine (air).
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Figure 2.19 – Procédure de maillage fréquentielle des conducteurs multi spires ver-
ticales
Résultats
Les résultats sont présentés Figure 2.20. Pour savoir si les modèles de réduction sont
valides, nous comparons les résistances « vues des bornes » calculées en 3D avec celles
obtenues en 2D axisymétrique. En effet, c’est bien entendu la grandeur la plus impactée
lors d’une réduction d’un conducteur à sa surface médiane dans lequel se développent des
gradients dans l’épaisseur (selon la fréquence). Nous appelons :
— 3D[BF] : Approximation géométrique uniquement
— 3D[HF] : Approximation géométrique + mathématiques
Plusieurs enseignements sont à tirer de ces résultats. Tout d’abord, comme on s’y atten-
dait, les modèles 3D[BF] et 3D[HF] offrent de bons résultats dans leur plage de fréquences
respective. Pour les fréquences intermédiaires, il faut faire attention, au cas par cas, à la
pertinence de chacun des deux modèles. Néanmoins, le modèle 3D[HF] permet d’obtenir
de très bon résultats pour une plage étendue de fréquences avec des erreurs de l’ordre de
5% mais des difficultés de convergence apparaissent pour des fréquences basses. Toutefois,
l’évolution du rapport RAC/RDC sur la plage complète peut être obtenue avec l’utilisation
des deux modèles étant donné le recouvrement des résultats.
Ceci valide donc la modélisation mathématique utilisée pour prendre virtuellement en
compte ce qui se passe dans le conducteur en ajoutant ces conditions de frontières.
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Figure 2.20 – Comparaison du rapport RAC/RDC entre les simulations 2D et 3D
pour les deux méthodes de réduction BF et HF dans le cas mono spire
Pour continuer de se rapprocher du cas d’un bobinage réel, le cas multi spires a été
étudié. Trois spires en série ont été simulées. Là encore, les configurations verticale et
horizontale sont considérées. Ces simulations sont réalisées afin de valider le fait que
les effets de proximité sont également bien résolus avec les approximations utilisées. Les
résultats sont présentés Figure 2.21.
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Figure 2.21 – Comparaison du rapport RAC/RDC entre les simulations 2D et 3D
pour les deux méthodes de réduction BF et HF dans le cas multi spire
De la bonne utilisation des approximations pour la réduction de modèle
Les approximations vues précédemment permettent de modéliser un conducteur pou-
vant être géométriquement fin mais non nécessairement électriquement fin. En effet, la
comparaison des résultats a permis de montrer que l’utilisation des approximations géo-
métriques et mathématiques offrent de bons résultats et permettent d’avoir une précision
suffisamment fine pour pouvoir appréhender les grandeurs électriques nécessaires au di-
mensionnement des objets électromagnétiques HF.
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Figure 2.22 – Synthèse de l’utilisation des approximations pour modéliser en sur-
face uniquement un conducteur électrique soumis à des excitations
HF
Cependant, il est essentiel de connaître la fréquence critique (2.22) à partir de laquelle
la densité surfacique de courant se développe de façon non uniforme dans l’épaisseur du
conducteur et ainsi à partir de laquelle il est nécessaire d’utiliser ces conditions de fron-
tières. Mais, la connaissance de cette fréquence (à priori) n’est pas simple étant donnée
la complexité des effets (fréquentiels et géométriques) qui sont à l’origine de cette distri-
bution.
2.4 Validation expérimentale
Pour valider ces différentes méthodes, les résultats issus de simulation sont confrontés à
des mesures expérimentales effectuées sur des dispositifs tests de type feuillard ou planar.
2.4.1 Cas d’un bobinage planar
Des circuits « test » ont été réalisés afin de comparer des résultats issus de mesures avec
ceux issus de simulations. Ces circuits réalisés sur PCB reprennent une géométrie axisy-
métrique. Ces premiers objets relativement simples permettent de valider étape par étape
l’ensemble des problématiques liées aux phénomènes HF dans un conducteur électrique :
— Circuit élémentaire constitué d’une simple spire : Figure 2.23 a.
— Circuit élémentaire constitué de 3 spires en série : Figure 2.23 b.
— Circuit élémentaire constitué de 3 spires en parallèle : Figure 2.23 c.
Pour tous ces circuits les dimensions des pistes en cuivre sont de 17mm de rayon moyen,
de 4mm de largeur et de 100µm d’épaisseur.
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Figure 2.23 – Circuits de test réalisés pour valider les modèles. a. Monospire - b. 3
Spires en série - c. 3 Spires en parallèle.
La mesure est réalisée avec un impédance-mètre de précision. Ce type d’appareil est
indispensable pour pouvoir bien mesurer à la fois la résistance et l’inductance de tels
objets. En effet, ces objets ont des facteurs de qualité pouvant atteindre 100 à 200, il faut
donc avoir une très grande précision sur la phase, sans quoi les mesures sont imprécises
[61]. L’appareil utilisé est un Agilent 4294A avec une sonde de mesure Agilent 42941a
Impedance Probe (cf. Figure 2.24).
Figure 2.24 – Mesures des circuits de test sur AGILENT 4294A avec sonde PCB
Les résultats sont présentés Figure 2.25.
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Figure 2.25 – Résultats des mesures des circuits de test sur AGILENT 4294A avec
sonde PCB : a. 1 Spire - b. 3 Spires série - c. 3 Spires parallèle
Ces résultats démontrent une bonne précision des simulations en comparaison avec les
mesures. Nous obtenons moins de 10% d’erreur entre la simulation et la mesure. Cette
première comparaison permet de valider la modélisation surfacique des conducteurs de
type planar.
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2.4.2 Cas d’un bobinage feuillard
La modélisation d’un bobinage feuillard a également été suivi d’une phase de vali-
dation. La mesure a été faite sur le bobinage d’un coupleur, seul et isolé dans l’air. Le
bobinage est constitué de 17 spires en feuilles d’aluminium de 500µm isolées par du No-
mex de 70µm pour être monté sur un noyau de section 28mmx30mm. La modélisation
du bobinage et son maillage selon la procédure présentée précédemment sont représentés
Figure 2.26.
Figure 2.26 – Bobinage réel et son modèle associé ainsi que son maillage pour
120kHz
La mesure de la résistance de ce bobinage a à nouveau été réalisée sur l’impédance-
mètre Agilent 4294A. Les résultats sont présentés sur la Figure 2.27.
Figure 2.27 – Comparaison du rapport RAC/RDC entre la mesure et la simulation
Ces résultats permettent de valider la méthode de modélisation des conducteurs
feuillards utilisés pour les bobinages des coupleurs. Sans les approximations qui permettent
la réduction du modèle, les limites informatiques n’auraient pas permis de réaliser ces si-
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mulations. L’ensemble des conducteurs d’un coupleur peut ainsi être modélisé et nous
reviendrons sur la prise en compte des résistances alternatives au Chapitre 4.
2.5 Conclusion du chapitre
La modélisation 3D de bobinages à grand facteur de forme est essentielle pour pouvoir
modéliser les objets électromagnétiques que nous sommes amenés à étudier aujourd’hui.
Cette modélisation nécessite une attention particulière pour pouvoir réduire la taille des
modèles que nous obtenons tout en conservant une bonne précision de calcul. Nous avons
ainsi vu comment il est possible de réduire la taille des modèles en utilisant des élé-
ments coques qui permettent de ne pas avoir à considérer et donc mailler l’épaisseur des
conducteurs tout en tenant compte des effets du champ électromagnétique interne. Des
procédures de maillage spécifiques ont été présentées pour pouvoir là encore diminuer
fortement la taille des modèles. Finalement, la véracité de notre méthode de modélisation
et de maillage a été validée en confrontant les résultats à des modèles 2D axisymétriques
pris comme références et à des mesures.
Maintenant que nous venons de traiter le calcul des résistances électriques et donc des
pertes dans les conducteurs électriques, nous allons nous intéresser à l’étude des pertes
dans les matériaux magnétiques à travers une modélisation 3D.
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Chapitre 3
Modélisation 3D des Pertes « fer »
La conception de composants magnétiques nécessite la connaissance des pertes élec-
tromagnétiques dont ils sont le siège. Après avoir vu comment estimer par modélisation
3D les pertes cuivre dues à la circulation des courants dans les enroulements nous allons
maintenant voir comment estimer les pertes fer dues à la variation temporelle du champ
magnétique dans les noyaux magnétiques. L’évaluation fine des pertes fer est assez com-
plexe en pratique car elles dépendent de la fréquence, de l’amplitude, de la forme d’onde
de la densité de flux magnétique ainsi que de la nature des matériaux et de la géométrie.
Dans ce travail, nous nous sommes intéressés à l’évaluation des pertes fer dans les ma-
tériaux magnétiques de type ferrite utilisés en électronique de puissance. Afin d’étudier
l’influence des effets géométriques et d’une répartition non homogène du champ électro-
magnétique dans des composants de forme complexe, notre démarche a consisté à coupler
les résultats de simulation par éléments finis en 3D avec des modèles de pertes fer actuel-
lement utilisés par la communauté des électroniciens de puissance. Il est intéressant de
noter que cette approche peut être étendue à d’autres modèles de pertes en fonction de
la précision recherchée ou de l’évolution des connaissances scientifiques.
Même si aujourd’hui les noyaux magnétiques ont des formes géométriques relative-
ment simples (U, I, E...) ou plus complexes mais bien connues et bien caractérisées (PQ,
EFD, POT...) notre démarche doit pouvoir s’appliquer à des formes plus complexes ou
moins connues. En effet, dans l’optique de l’intégration en électronique de puissance, nous
pouvons être amenés à vouloir utiliser au mieux l’espace disponible et réaliser ainsi des
noyaux magnétiques dont la forme pourrait être non conventionnelle. Par ailleurs, les
optimisations topologiques étant de plus en plus répandues, elles pourraient également
aboutir à des formes plus ou moins complexes.
Après avoir dressé les problématiques de la modélisation des pertes fer et de leur calcul,
nous étudierons si il est nécessaire de prendre en compte la non linéarité magnétique
lors d’une évaluation 3D des pertes fer par éléments finis. Nous présenterons alors deux
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procédés de calcul des pertes fer à partir de simulations par éléments finis en 3D, soit par
post-traitement ou soit par prise en compte direct à travers l’utilisation de perméabilité
complexe.
3.1 Problématique
L’estimation des pertes fer est aujourd’hui principalement réalisée à l’aide d’abaques
de mesures fournis par les constructeurs de matériaux magnétiques. En effet, il est extrê-
mement difficile de décrire mathématiquement le comportement hystérétique du champ
magnétique et surtout de l’intégrer à un code de calcul par éléments finis. Cependant, les
conditions d’obtention de ces abaques sont restrictives. Ces dernières sont données pour
des alimentations sinus et sont réalisées sur un tore dans lequel le champ est unidirection-
nel et relativement homogène. Néanmoins, il a été montré dans [32] qu’avec ces mêmes
informations il est possible d’étendre les estimations à des formes d’ondes non sinus utili-
sées en électronique de puissance et à des géométries plus complexes grâce à l’utilisation
de données volumiques.
Une autre limite à l’utilisation de cette approche est le fait qu’elle est souvent utilisée
en considérant une densité de flux magnétique calculée sur le chemin magnétique moyen.
L’inhomogénéité de la distribution de la densité de champ du champ magnétique à l’inté-
rieur d’un noyau magnétique n’est alors pas prise en compte. Cette inhomogénéité peut
rendre ce calcul très grossier.
Ainsi, nous allons voir comment utiliser les données constructeurs permettant d’obtenir
les modèles volumiques de pertes fer et de les coupler à des simulations par éléments finis
3D qui permettent la prise en compte de la répartition inhomogène de la densité de champ
magnétique.
3.2 Possibilité de prendre en compte la densité volu-
mique de pertes - (Données constructeurs)
Les données constructeurs concernant les pertes fer sont généralement présentées sous
forme d’abaques (cf. Figures 3.1, 3.2). Elles représentent l’évolution de la densité volu-
mique de pertes en fonction de la densité de flux magnétique et paramétrée en fréquence
(ou vice versa). Même si l’aspect thermique ne sera pas traité, nous voyons également sur
ces données que les pertes fer sont fortement dépendantes de la température.
En première approche, la variation de la densité de pertes Pv, en fonction de la fré-
quence f et de la densité de flux magnétique Bˆ, peut être modélisée sous la forme bien




L’extraction des paramètres de Steinmetz k, α, β, peut alors être obtenue par une
méthode de minimisation classique en utilisant la méthode des moindres carrés.
Figure 3.1 – Données constructeurs pour les pertes fer pour le matériau 3F3 de
chez Ferroxcube
Figure 3.2 – Données constructeurs pour les pertes fer pour le matériau N87 de
chez Epcos
A titre d’exemple, les valeurs des coefficient de Steinmetz obtenues pour le N87 sont
données dans le Tableau 3.1. Les valeurs proposées correspondent à une minimisation
globale pour toute la plage de fréquences [20− 500kHz] et de densité de flux magnétique
[25− 200mT].
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k [W/m3] α β
1.46 1.44 2.22
Table 3.1 – Coecient de Steinmetz pour le matériau N87
Ce qui est important pour nous est que ces données sont volumiques. Nous pouvons
donc avoir l’idée de les utiliser non pas de façon globale mais à l’échelle d’un élément.
Pour cela, il faut préalablement vérifier que le comportement global coïncide avec
le comportement local, et ce dans le cas de la géométrie sur laquelle les mesures ont
été effectuées. En effet, si ce n’était pas le cas, ces informations ne pourrait pas être
utilisées localement. La géométrie classiquement utilisée pour caractériser les pertes dans
les matériaux magnétiques de type ferrite est un tore dont le rapport de forme est de
l’ordre de 1.5 (diamètre externe sur diamètre interne).
Dans ces conditions, on peut montrer (Annexe D) que la mesure des pertes fer globales,
vue des bornes, donne une très bonne estimation à 99, 16% près de la densité volumique
de pertes fer. Nous pouvons donc en déduire un modèle local de pertes fer qui sera utilisé
par la suite dans nos calculs 3D par éléments finis.
3.3 Nécessité de la prise en compte de la non linéarité
magnétique ?
Après avoir présenté la non linéarité magnétique et notamment comment prendre en
compte cette dernière dans un code de calcul par éléments finis, nous comparerons les
résultats du calcul des pertes fer pour les deux approches linéaires et non linéaires afin de
pouvoir répondre à cette interrogation.
3.3.1 Non linéarité des matériaux magnétiques
Il ne s’agit pas de décrire les mécanismes physiques à l’origine de la non linéarité ma-
gnétique mais de présenter d’un point de vue pratique comment prendre en compte cette
non linéarité dans un environnement de calcul par éléments finis. Dans un code de calcul
par éléments finis il est assez difficile de prendre en compte la nature hystérétique du
champ magnétique dans le matériau [38]. Généralement, la non linéarité magnétique est
uniquement prise en compte à l’aide de la courbe anhystérétique. Afin d’assurer la conver-
gence d’un calcul par éléments finis, il est nécessaire que cette fonction soit monotone.
Il est possible d’obtenir cette courbe par traitement numérique de la courbe d’hystérésis
fournie par le constructeur.
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Prenons l’exemple du traitement réalisé pour obtenir la courbe anhystérétique du
matériau Epcos N87. Après avoir numérisé l’ensemble des points du cycle d’hystérésis,
nous réalisons la demi-somme des valeurs de densité de flux magnétiques symétriques





Nous obtenons ainsi la courbe tracée sur la Figure 3.3.
Figure 3.3 – Extrait des données constructeurs et courbe anhystérétique obtenue
après numérisation et traitement - Matériau N87
Une fois obtenue, la courbe anhystérétique peut être renseignée dans le code de simu-
lation par éléments finis.
Nous allons maintenant comparer les résultats que nous obtenons sur les pertes fer
lors d’un calcul linéaire et non linéaire. Avant cela, nous voulons détailler l’impact de la
prise en compte de cette non linéarité au niveau des cartographies obtenues. Ces effets
sont présentés sur un exemple illustratif.
3.3.2 Exemple illustratif
La volonté est de prendre en compte, autant que nécessaire, les effets locaux dans
le calcul des pertes fer. Il est donc important qu’ils soient correctement calculés. Or, les
valeurs de densité de flux magnétique aberrantes susceptibles d’apparaître, du fait des
effets de bord ou de coin, lors d’une simulation par éléments finis (2D ou 3D) réalisée
de façon linéaire (perméabilité constante) peuvent impacter les calculs locaux et ainsi
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l’estimation des pertes fer. Même s’il s’agit de phénomènes très localisés, ces valeurs
aberrantes peuvent poser des problèmes lorsqu’on réalise un calcul de pertes fer localisé.
En effet, dans le cas des ferrites étudiées ces pertes sont, à minima, proportionnelles au
carré de l’induction. Ainsi, même si le volume de ces zones est négligeable devant le volume
global, les pertes peuvent ne plus l’être.
Partons du constat que les cartographies obtenues en régime linéaire ou non linéaire
diffèrent, la question est de savoir si, pour une valeur moyenne de densité de flux donnée,
le calcul des pertes globales est modifié par la prise en compte de la non-linéarité. La
prise en compte de la non-linéarité corrige non seulement les valeurs aberrantes aux coins
mais modifie également toute la cartographie de densité de flux magnétique. En effet, la
perméabilité relative est une fonction de la densité de flux magnétique et diminue pour
des valeurs importantes. Ainsi, la baisse de la perméabilité au niveau des coins comme il
est présenté sur les Figures 3.4, 3.5 et 3.6 se traduit par une nouvelle trajectoire pour le
flux magnétique, modifiant à nouveau la perméabilité relative sur ce nouveau chemin et
ce ainsi de suite. Il y a donc un phénomène d’homogénéisation qui modifie globalement
l’ensemble de la cartographie de densité de flux magnétique.
Figure 3.4 – Cartographie de la densité de flux magnétique. A gauche : Simulation
Linéaire - A droite : Simulation Non Linéaire
Figure 3.5 – Cartographie de la perméabilité relative. A gauche : Simulation linéaire
- A droite : Simulation Non Linéaire
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Figure 3.6 – Effet de la non linéarité sur les lignes de flux. A gauche : Simulation
Linéaire - A droite : Simulation Non Linéaire
Ce processus peut également être perçu en imaginant un réseau de réluctance variable
en parallèle symbolisant les différentes lignes de flux magnétique. Les chemins proches
des coins subissent donc une augmentation de la réluctance entraînant une redistribution
du flux selon les autres chemins et ce ainsi de suite. La question est donc de savoir si ces
modifications sont significatives dans l’évaluation des pertes fer. Ainsi, pour obtenir une
cartographie de pertes cohérentes il semble être nécessaire de travailler en non-linéaire.
3.3.3 Comparaison des résultats : Linéaire vs Non Linéaire
L’objet choisi est celui d’une inductance planar avec un noyau ferrite de type PQ. Le
matériau choisi est le N87 Epcos et la courbe de non linéarité utilisée est celle présentée
à la section précédente. La procédure de calcul des pertes fer utilisée est celle présentée
section suivante qui consiste à calculer localement les pertes à partir de la formule de
Steinmetz compte tenu de la cartographie de la densité de champ magnétique obtenue
par éléments finis 3D. Avant de s’intéresser aux résultats quantitatifs pour la comparaison,
il est intéressant de s’arrêter préalablement sur les cartographies de champ obtenues dans
les deux cas. La Figure 3.7 présente des cartographies 3D, 2D et 1D pour un comportement
magnétique linéaire et non-linéaire. Les deux résultats sont présentés de sorte à avoir la
même valeur moyenne de la densité de flux au niveau d’une section de la jambe centrale
(A l’image de ce qui peut être fait par une spire de mesure en pratique).
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Figure 3.7 – Cartographies 3D, 2D et 1D de la densité de flux magnétique obtenues
par simulation linéaire (à gauche) et non-linéaire (à droite) pour une
densité de flux magnétique moyenne dans la jambe centrale de 100mT
Nous allons maintenant voir l’impact de la prise en compte de la non linéarité au
niveau du calcul des pertes fer globales.
Le calcul des pertes fer réalisé à partir de la formule de Steinmetz classique pour le











Ce calcul est réalisé à la fois sur les cartographies obtenues en linéaire et en non
linéaire. Un ensemble de résultats présentant les différences obtenues dans les deux cas
est présenté dans le Tableau 3.2.
Linéaire Non-linéaire
BMAX [T] 0.94 0.55
BMOY [T] 0.100 0.100
P3DSE [W] 7.4 7.5
Table 3.2 – Comparaison des résultats obtenus en linéaire et en non linéaire
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Nous voyons donc à travers ces résultats que l’impact de la prise en compte de la
non-linéarité est faible (1.33%) à ce niveau d’excitation moyen. Même si certaines valeurs
de densité de flux magnétique sont aberrantes, il s’agit de phénomènes très localisés n’im-
pactant pas les résultats globaux. Néanmoins, si nous reprenons les mêmes cartographies
de champ présentées précédemment et que nous traçons cette fois-ci les cartographies de
pertes associées nous obtenons les résultats présentés Figure 3.8.
Figure 3.8 – Cartographies 3D, 2D et 1D de la densité de pertes volumiques ob-
tenues par post-traitement de simulation linéaire (à gauche) et non-
linéaire (à droite) pour une densité de flux magnétique moyenne dans
la jambe centrale de 100mT
Les écarts en terme de densité de pertes magnétique sont accentués par la puissance
en β qui apparaît dans les équations de Steinmetz. Si globalement nous obtenons une très
faible différence dans l’évaluation des pertes fer globales entre un modèle linéaire et non
linéaire, nous perdons les informations locales relatives aux éventuels points chauds. La
connaissance de ces points chauds peut s’avérer importante dans certain cas étant donné
qu’ils peuvent être à l’origine d’un emballement thermique (lorsque T > 80− 100C pour
les ferrites, cf. Figure 3.13.2)
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Par ailleurs, il est également possible de s’intéresser à l’évolution des pertes globales
pour différents niveaux d’excitations. Les résultats sont représentés Figure 3.9.
Figure 3.9 – Evolution des pertes fer globales pour différents niveaux d’excitations
Nous voyons sur ces résultats que l’évaluation des pertes fer 3D par éléments finis peut
être réalisée à partir de simulation linéaire tant que le comportement global moyen reste
linéaire. Dans ce cas, il y a globalement moins de 10% d’écart entre l’évaluation à partir
de simulations linéaire et non linéaire.
La zone en rouge sur la Figure 3.9 délimite le moment à partir duquel le comportement
magnétique global devient non-linéaire. A partir de ce moment là, il n’est plus possible
de réaliser des simulations statiques et il faudrait alors passer dans le domaine temporel.
Cette première pré-étude concernant l’impact de la non linéarité dans l’évaluation des
pertes fer semble pouvoir permettre d’affirmer qu’il n’est pas nécessaire d’en tenir compte
sous certaines conditions.
3.4 Calcul des pertes fer par post traitement
Le calcul des pertes fer 3D par post-traitement consiste, une fois la cartographie de
densité de flux magnétique obtenue par simulation, à calculer les pertes fer associées. Après
avoir présenté la méthode, nous l’appliquerons dans le cas d’une excitation sinus. Nous
verrons également comment il est possible de calculer les pertes fer pour des excitations
non-sinus.
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3.4.1 Présentation de la méthode
Pour bien comprendre d’où part l’idée, revenons tout d’abord sur la façon actuelle
d’estimer les pertes fer avec « les méthodes » de Steinmetz. En première approche, en
régime sinusoïdal non saturé, les pertes fer dans les matériaux magnétiques sont estimées
à partir de la formule présentée précédemment, appelée « Steinmetz Equation » (SE) :
Pv(t) = kf
αBˆβ (3.2)
Où Pv(t) représente la valeur moyenne temporelle de la densité volumique de perte,
Bˆ l’amplitude crête de la densité de flux magnétique, et f sa fréquence. Les paramètres
k, α, β sont déterminés à partir des courbes de densités de pertes données par les fabricants
en régime sinusoïdal non saturé. Quoique restrictive au régime sinusoïdal non saturé, cette
formule est intéressante car ses paramètres sont basés sur des spécifications générales et
accessibles facilement car données par les constructeurs.
Cependant, en électronique de puissance, les composants magnétiques ne travaillent
pas en régime sinusoïdal. Ils sont généralement alimentés par des tensions rectangulaires à
rapport cyclique variable. La densité de flux magnétique présente une forme d’onde trian-
gulaire de valeur moyenne non nulle et la formule de Steinmetz précédente ne s’applique
plus correctement. Dans le cas d’une excitation quelconque, une approche intéressante a
été proposée par [32]. Elle consiste à utiliser une formule améliorée de la formule précé-









Où Pv(t) représente la valeur moyenne temporelle de la densité volumique de perte,
dB/dt la dérivée temporelle de B(t), ∆B l’ondulation de la densité de flux magnétique,







Il est à noter que la formule 3.3 nécessite la connaissance de B(t) et s’applique à toute
forme d’onde périodique mais de valeur moyenne nulle (c’est une restriction forte de cette
approche). De plus, elle utilise les mêmes paramètres k, α, β déterminés précédemment à
partir des mêmes courbes de densités de puissances données par les fabricants en régime
sinusoïdal non saturé. Une nouvelle formulation, i²GSE [34], permet quant à elle de pou-
voir prendre en compte une valeur moyenne non nulle mais elle nécessite la connaissance
de nouveaux paramètres à déterminer par des mesures spécifiques. Comme le but ici est
de proposer un outil permettant de réaliser un prototypage virtuel, sans avoir la nécessité
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de réaliser des mesures supplémentaires, nous nous sommes donc intéressés à la première
approche.
S’il est généralement admis que la densité de flux magnétique est homogène dans un
tore (Annexe D), les noyaux utilisés en électronique de puissance ont des formes plus
complexes dans lesquelles la densité de flux magnétique peut présenter de forts gradients.
Afin de prendre en compte précisément cette répartition non homogène de la densité de
flux magnétique dans un composant de forme complexe, l’idée est d’utiliser les résultats
issus de simulation par la méthode des éléments finis. Il s’agit donc d’appliquer les formules
3.2 ou 3.3 non pas à l’échelle macroscopique du composant magnétique mais à l’échelle
d’un élément fini.
La formule 3.2 est assez simple à utiliser dans la mesure où elle ne nécessite qu’une seule
simulation magnétostatique pour obtenir l’amplitude Bˆ de l’induction en chaque élément.
Par contre, la formule 3.3 nécessite la connaissance de la densité de flux magnétique
temporelle B(t) sur une période complète T et ce pour tous les éléments. La courbe B(t)
est donc reconstituée pour chaque élément en faisant N simulations quasi statiques pour
les différentes valeurs d’excitation.
Afin de connaître la densité de flux élément par élément, un algorithme de calcul rapide
a été défini. Ce dernier, que nous appellerons méthode du barycentre, est présenté Figure
3.10.
Figure 3.10 – Calcul simplifié de la norme de la densité de flux magnétique dans
un élément et son volume associé
Sous l’hypothèse d’une qualité de maillage impliquant une relative homogénéité de
la densité de flux magnétique à l’intérieur d’un élément, ce calcul permet de réduire
considérablement le temps nécessaire à l’évaluation comparativement à l’interpolation
proposée par COMSOL Multiphysics.
La procédure d’évaluation des pertes fer globales par post-traitement est résumée sur
le graphique de la Figure 3.11.
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Figure 3.11 – Procédure d’évaluation locale des pertes fer - Couplage COM-
SOL/MATLAB
Par la suite, nous appellerons donc ces méthodes en utilisant le suffixe 3D [62]. Nous
nommons alors la méthode d’évaluation 3D des pertes fer dans le cas sinusoïdal, à partir








De la même façon nous nommons la méthode d’évaluation 3D des pertes fer dans le
cas non sinusoïdal, à partir de la formule de Steinmetz améliorée, par 3DiGSE. Le calcul














3.4.2 Application cas sinus
Dans le cas d’une alimentation sinus, il suffit d’implémenter la formulation de Stein-
metz à l’échelle d’un élément. L’hypothèse de l’état quasi-stationnaire permet de réaliser
la simulation soit en statique soit en fréquentielle. En effet, dans le cas de noyau magné-
tique en ferrite dont les dimensions caractéristiques sont de l’ordre du centimètre soumis
à des excitations inférieures au mégahertz, la très faible conductivité de ces matériaux
(ρ ' 10 − 20) fait que les cartographies obtenues pour ces deux simulations sont les
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mêmes. En effet, la très faible intensité des courants induits ne crée pas des champs
pouvant déformer les champs incidents et la cartographie est donc identique.
Afin de mettre en avant la nécessité de prendre en compte la dispersion de densité de
flux champ magnétique pour le calcul des pertes fer, nous allons comparer les résultats
pour plusieurs géométries et avec un calcul analytique 1D classique. Ces trois géométries
sont choisies pour montrer l’impact du calcul local pour plusieurs dispersions de densité




Figure 3.12 – Géométries étudiées pour le calcul 3D des pertes fer
Le calcul analytique 1D est réalisé à partir de la densité de flux magnétique calculée




Les résultats sont présentés Figure 3.13.
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Figure 3.13 – Comparaison entre l’évaluation analytique 1DSE des pertes fer et le
calcul 3DSE en régime linéaire et non-linéaire pour les trois géomé-
tries étudiées. Le calcul des erreurs relatives est effectué en prenant
comme référence les résultats de la méthode 3DSE Non linéaire
Plusieurs enseignements sont à tirer de ces résultats. Tout d’abord, nous retrouvons
le résultat démontré précédemment à savoir que pour la géométrie torique A, les com-
portements globaux et locaux sont identiques c’est pour cela que nous obtenons une très
faible erreur ( < 3% ) entre le modèle analytique 1DSE et le modèle 3DSE. En revanche,
le calcul analytique 1DSE n’est plus précis lorsqu’il s’agit d’évaluer les pertes fer pour
des géométries pour lesquelles il existe une grande dispersion de la densité de flux ma-
gnétique. La géométrie B comporte des effets de coins (augmentation de la densité de
flux magnétique à la corde et diminution en périphérie du chemin moyen) et la géométrie
C comporte en plus des effets de coins, des effets de rétrécissement de la section le long
du chemin suivi par le flux magnétique. Les résultats donnent des erreur de 14% pour la
géométrie B et de 75% pour la géométrie C.
Une première conclusion consiste à dire que, et ce de façon logique, plus la géométrie
comporte une grande dispersion de densité de flux magnétique plus l’évaluation des pertes
fer à partir de formule analytique calculée sur le chemin moyen sera erronée.
Enfin, nous validons à nouveau la non nécessité de prendre en compte la non linéarité
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pour correctement estimer les pertes fer lorsque le comportement global reste linéaire. Les
résultats montrent globalement moins de 4% d’erreur entre l’évaluation 3DSE Linéaire
et 3DSE Non linéaire. C’est pourquoi les simulations réalisées par la suite le seront en
régime linéaire.
3.4.3 Application cas non sinus
Dans le cas d’une alimentation non sinus, l’implémentation du calcul des pertes fer
est plus complexe. En effet, la formule iGSE proposée par [32] pour prendre en compte
les formes d’ondes non sinus nécessite la connaissance de ∆B sur une période. Il apparaît
donc que cette formule ne peut être mise en œuvre qu’à posteriori par post-traitement, une
fois les cartographies temporelles obtenues. Prenons l’exemple de forme d’ondes classiques
(cf. Figure 3.14) au niveau d’une inductance de sortie d’un convertisseur DC/DC de type
buck.
Figure 3.14 – a. Forme d’onde de tension et la densité de flux magnétique asso-
ciée en fonction du rapport cyclique α - b. Forme d’onde de courant
correspondante en fonction du rapport cyclique α
En régime linéaire et sous l’hypothèse quasi statique, la forme d’onde de courant est
alors une image de celle de densité de flux magnétique. Comme la formule iGSE utilisée ne
prend pas en compte le niveau DC, la forme d’onde peut être recentrée sur 0. Ensuite, ces
formes d’ondes sont discrétisées pour réaliser plusieurs simulations quasi-statiques et ainsi
reconstituer l’évolution temporelle de la densité de flux magnétique en chaque élément
Be´le´ment(t).
Nous utilisons la méthode dite du barycentre pour le calcul de la densité de flux
magnétique au sein de chaque élément car cette dernière est extrêmement plus rapide que
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l’interpolation classique proposée par COMSOL Multiphysics. En effet, pour reconstituer
la forme temporelle il serait nécessaire de réaliser Nbe´le´ment Nbpas interpolations.
Avec, Nbe´le´ment le nombre d’éléments dû à la discrétisation spatiale et Nbpas le nombre
de pas temporels dû à la discrétisation temporelle.
Le diagramme présenté Figure 3.15 résume cette procédure d’estimation des pertes fer
dans le cas d’excitations non sinus.
Figure 3.15 – Procédure de calcul des pertes fer dans le cas d’une excitation non
sinus
Appliquée aux trois géométries d’études, cette procédure permet d’obtenir les courbes
temporelles présentées Figure 3.16. Elles sont obtenues pour un rapport cyclique α = 0.2
et pour un niveau d’excitation tel que ∆Bmoy = 0.200 [T].
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Figure 3.16 – Évolution de l’enveloppe temporelle de la norme de la densité de flux
magnétique pour les trois géométries étudiées
Nous présentons dans le Tableau 3.3 les différents taux de dispersions de densité de
flux magnétique pour les trois géométries.
A B C
∆Bmoy [T] 0.200 0.200 0.200
∆Bmax/∆Bmin [T] 2.02 12.4 85.2
Table 3.3 – Taux de dispersion de l’ondulation de la densité de champ magnétique
pour les trois géométries d’étude
Ce sont ces taux de dispersion qui sont à l’origine de la non validité d’un calcul de
pertes fer à partir d’un champ moyen. Cependant, pour savoir si cela a un impact sur le
calcul globale des pertes fer, il faut mettre en relation les volumes associés à ces zones où le
champ est loin du champ moyen. Les résultats sont présentés pour ce niveau d’alimentation
limite dans le Tableau 3.4.
A B C
∆Bmoy [T] 0.200 0.200 0.200
P1DiGSE(∆Bmoy) [W] 1.67 1.67 1.67
P3DiGSE [W] 1.62 1.42 6.76
Table 3.4 – Pertes fer globales obtenues en régime non sinus (α = 0.2,∆Bmoy =
0.2 [T]) pour les trois géométries
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Comme les erreurs obtenues entre l’estimation analytique 1D et notre calcul 3D ne
dépendent pas de la formule utilisée mais uniquement de la dispersion de la densité de flux
magnétique, les erreurs relatives obtenues sont sensiblement identiques à celles obtenues en
régime sinusoïdal. Ainsi, si dans le cas de la géométrie A la précision est acceptable (3%),
pour les géométries B et C, et d’autant plus pour la C, les erreurs sont trop importantes
(18% et 75%).
Ce qui est intéressant dans cette démarche c’est que nous pouvons également obtenir
l’évolution de l’estimation de ces pertes pour différent rapport cyclique et pour différents
niveau d’excitation, le tout sans avoir à réaliser de simulation supplémentaire étant donné
que nous sommes en régime linéaire stationnaire. En somme, dans ce cadre, une seule
information de cartographie de densité de flux magnétique normalisée est nécessaire pour
pouvoir extrapoler à un grand nombre de résultat tout en intégrant l’apport de la réso-
lution 3D. L’intérêt d’avoir toutes ces informations peut être grand dans une démarche
d’optimisation.
L’évolution des pertes fer en fonction du rapport cyclique α pour un même ∆Bmoy est
tracé sur la Figure 3.17.
Figure 3.17 – Évolution des pertes fer pour les trois géométries étudiées en fonction
du rapport cyclique α pour ∆Bmoy = 0.2 [T]
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Nous pouvons voir sur ces résultats la forte dépendance des pertes fer en fonction du
rapport cyclique. En effet, plus le rapport cyclique est petit, plus la dérivée temporelle
dB/dt sera grande et donc plus les pertes seront importantes d’après iGSE.
Enfin, l’évolution des pertes fer en fonction du ∆Bmoy est quant à elle tracée sur la
Figure 3.18.
Figure 3.18 – Évolution des pertes fer pour les trois géométries étudiées en fonction
du ∆Bmoy pour un rapport cyclique α = 0.2
Concernant l’évolution des pertes en fonction de l’ondulation de densité de flux ma-
gnétique, il s’agit ici du même résultat que dans le cas sinus à savoir une évolution en
puissance β.
Un autre point très important serait de pouvoir connaître la forme d’onde de B(t)
à priori qui est elle-même dépendante des caractéristiques électriques (principalement
l’inductance) de l’objet électromagnétique que nous étudions. Imaginons qu’il ne soit pas
possible de calculer précisément la valeur de cette inductance de façon analytique. Il est
possible de calculer l’inductance par une simulation par éléments finis et ensuite de simuler
le circuit électrique avec un logiciel de simulation temporelle (PLECS, PSIM... ). Ainsi,
la forme d’onde i(t) est obtenue et elle peut être discrétisée pour réaliser de nouvelles
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simulations quasi statiques nécessaires pour reconstituer celle de B(t). Nous verrons qu’il
est nécessaire d’effectuer cette démarche dans le cas d’un coupleur magnétique. En effet,
les formes d’ondes dépendent de l’inductance de fuite pour laquelle il n’est pas possible de
calculer sa valeur par une formule analytique. Cette étude est détaillée à la Section 3.6.
3.4.4 Validation Expérimentale
Dans le cadre d’un projet long réalisé par des élèves de 3e`me années de l’ENSEEIHT
[63], des mesures de pertes fer ont été effectuées. Ces mesures sont réalisées à partir de
grandeurs électriques courant/tension, images des grandeurs magnétiques champ/densité
de flux magnétique. Conscient que cette technique de mesure est très sensible aux préci-
sions des appareils utilisés, cette dernière a préalablement été validée par la réalisation de
mesures sur des tores afin de retrouver les résultats fournis par les données constructeurs.
Une fois cette validation effectuée, des mesures ont été réalisées sur un E70/33/32 en
N87 de chez Epcos. Nous pouvons ainsi confrontrer nos résultats des méthodes 3DSE et
3DiGSE à des mesures.
Tout d’abord les mesures ont été réalisées dans le cas d’une excitation sinus et les
résultats sont présentés sur la Figure 3.20. L’ensemble du dispositif de mesure est présenté
sur la Figure 3.19. L’alimentation linéaire utilisée étant limitée en puissance, l’intégralité
des mesures n’a pas pu être réalisé pour tous les couples {fréquence, densité de flux
magnétique}.
Figure 3.19 – Dispositif de mesure des pertes fer - Cas d’une alimentation sinus
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Figure 3.20 – Comparaison des résultats obtenus pour le calcul des pertes fer en
mesures et en simulations pour plusieurs valeurs de Bˆ - Cas d’une
alimentation sinus - 25°C
Ensuite, les mesures ont été réalisées dans le cas d’une excitation triangulaire symé-
trique et les résultats sont présentés sur la Figure 3.22. Afin de pallier la limitation de
puissance de l’alimentation linéaire, un pont en H a été utilisé pour réaliser les mesures.
Ce nouveau dispositif de mesure est présenté sur la Figure 3.21.
Figure 3.21 – Dispositif de mesure des pertes fer - Cas d’une alimentation trian-
gulaire
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Figure 3.22 – Comparaison des résultats obtenus pour le calcul des pertes fer en
mesures et en simulations pour plusieurs valeurs de Bˆ - Cas d’une
alimentation triangulaire - 25°C
Ces résultats permettent de valider nos méthodes de calculs des pertes fer basées sur
des calculs locaux, 3DSE et 3DiGSE. La température, grandeur critique vis à vis de ces
mesures, a été supervisée à l’aide d’une caméra thermique. Comme il s’agit d’une mesure
électrique, les temps de réponses sont très courts devant ceux de la thermique et nous
pouvons alors supposer qu’il s’agit d’une mesure fugitive à température constante.
3.5 Calcul des pertes fer en direct - Utilisation de la
perméabilité complexe
Pour pouvoir prendre en compte les pertes fer en direct dans une simulation par élé-
ments finis, il est possible d’utiliser la notion de perméabilité complexe [64]. Ainsi, les
pertes fer seront de fait déductibles à partir de l’énergie magnétique calculée à l’intérieur
du matériau. Il est important de noter que l’utilisation de la perméabilité complexe im-
plique nécessairement de travailler en régime harmonique. La perméabilité complexe est
souvent donnée par les constructeurs des matériaux. Cependant, elle n’est pas exploitable
car mesurée à très bas niveau d’excitation. Notre démarche consiste à chercher à appliquer
la perméabilité complexe en la définissant à partir de la densité de puissance et applicable
pour de plus haut niveau d’excitation.
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3.5.1 Détermination de µ’ et µ
De la même façon que pour les techniques d’homogénéisations des conducteurs, les
expressions de µ0 et µ00 sont obtenues par équivalence énergétique. Partons de l’expression



































Enfin nous obtenons une première équation sur µ0 et µ00,
µ002   ω jBj
2
2µ0Pv
µ00 + µ02 = 0 (3.4)
Nous avons donc une première relation liant la perméabilité complexe et les pertes.
Il s’agit maintenant de savoir comment obtenir les coefficients µ0 et µ00 à partir de la
connaissance de la densité de puissance.
Comme précédemment, les pertes Pv connues à partir des données constructeurs
peuvent être modélisées par des équations de type Steinmetz. Il faut une seconde re-
lation pour pouvoir déterminer ces inconnues. Comme le propose [65] en prenant pour µ0
une valeur constante égale à µi fournie par le constructeur, l’équation 3.4 peut alors être
résolue.





00 + µ02 = 0
µ0 = 2200
Une fois l’équation 3.4 résolue nous obtenons la courbe tracée Figure 3.23 pour µ00(B).
Figure 3.23 – Evolution de la perméabilité µ00 selon la densité de flux magnétique
Nous obtenons par régression quadratique les expressions suivantes :
µ
′′







Le concept de la perméabilité complexe implique de raisonner en régime harmonique,
c’est pourquoi il n’est pas possible d’utiliser ce concept pour évaluer les pertes fer dans
un régime autre que sinus. Seul ce régime est donc étudié.
A partir des équations 3.5, il est possible :
— De calculer la valeur de µ′′ à partir de la connaissance de la densité de flux ma-
gnétique moyenne ([65]) : µ′′ = f(Bmoy) = cste. µ00 est donc constante dans tout
le noyau et ses variations locales sont négligées.
— De calculer la valeur de µ00 à partir de la connaissance locale de la densité de flux
magnétique : µ′′ = f(jBj). µ00 peut varier localement.
Nous obtenons les résultats présentés Figure 3.24.
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Figure 3.24 – Evolutions des pertes fer obtenues avec l’utilisation d’une perméabi-
lité complexe
Nous constatons que nous obtenons rigoureusement les mêmes résultats qu’avec la
première méthode 3DSE de calcul à posteriori (cf. Figure 3.13). Ce qui est cohérent dans
la mesure où nous partons de la même définition de la densité volumique des pertes
formulée par l’équation de Steinmetz.
La prise en compte des pertes fer à travers la définition de perméabilité complexe est
ainsi validée. Plus élégante, cette méthode permet surtout de pouvoir évaluer ces pertes
directement sans avoir à post traiter les cartographies de champs. En revanche, elle se
cantonne à des excitations sinus pour lesquelles il est possible de réaliser des simulations
fréquentielles uniquement. Nous observons sur les résultats que la prise en compte de µ′′
comme étant une fonction de la densité de flux magnétique permet une meilleur estimation
des pertes fer lorsque la géométrie comporte des effets 3D. Dans le cas du Tore, les effets
sont négligeables mais pour les deux autres géométries nous observons des erreurs dues
aux effets locaux. Dans le cas de l’inductance planar PQ, l’erreur devient réellement non
négligeable étant donné la très grande dispersion du champ à l’intérieur du noyau et il
devient donc aberrant de prendre pour µ′′ une valeur constante.
Enfin, la première façon de procéder (µ′′ = f(Bmoy) = cste) nécessite de connaître
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à priori une valeur de la densité de flux magnétique sur le chemin moyen laquelle peut
ne pas forcément être bien connue selon la géométrie du circuit magnétique étudié. La
seconde façon de procéder (µ′′ = f(jBj)) est quant à elle plus générale et ne nécessite
aucun à priori sur la densité de flux magnétique puisque la valeur de µ′′ s’adapte à cette
valeur.
3.6 Cas du coupleur - Problématique des champs pul-
sants et tournants
Après avoir vu deux méthodes différentes de calcul des pertes fer à l’aide d’une mo-
délisation par éléments finis 3D, nous allons appliquer ces méthodes pour calculer les
pertes fer d’un coupleur magnétique. L’objet étudié est celui présenté Figure 1.2. Le cir-
cuit étudié est un convertisseur buck à 6 phases entrelacées. Les formes d’ondes non sinus
appliquées aux bornes des bobinages nécessitent d’utiliser la formule iGSE. Comme nous
l’avons présenté précédemment, nous allons appliquer cette formule à l’échelle d’un élé-
ment. Nous rappelons que cette formulation nécessite la connaissance de l’évolution de la
densité de flux magnétique sur toute une période de découpage. Or, dans le cas d’un cou-
pleur, cette forme d’onde dépend de l’inductance de fuite. Comme cette inductance n’est
pas calculable de façon précise à l’aide d’une formule analytique, il est d’abord nécessaire
de pré caractériser le coupleur par des simulations par éléments finis 3D pour obtenir
cette inductance. Nous pouvons ensuite simuler cet objet dans un logiciel circuit et nous
obtenons les formes d’ondes des courants de phases que nous pouvons discrétiser pour
réaliser à nouveau les simulations quasi-statiques nécessaires à la reconstitution de l’évo-
lution temporelle de la densité de flux magnétique en chaque élément. Cette procédure
est présentée sur la Figure 3.25.
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Figure 3.25 – Procédure d’évaluation des pertes fer dans le cas d’une alimentation
non sinus avec précaractérisation de l’objet
Nous définissons ainsi le circuit présenté Figure 3.26 avec pour matrice d’inductance
celle obtenue par spectroscopie d’impédance (cette partie est détaillé au Chapitre 4). Nous
pouvons ensuite en extraire les formes d’ondes de courants lesquelles seront discrétisées
pour ensuite réaliser les simulations quasi statiques.
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Figure 3.26 – Circuit électrique simulé avec la matrice inductance issue de simu-
lation par éléments finis et formes d’ondes de courants en régime
permanent pour un rapport cyclique α = 0.75
Mais avant d’aller plus loin, il se pose un autre problème qui est celui de l’orientation
spatiale et temporelle des champs. En effet, si l’on s’intéresse à l’orientation des densité
de flux magnétique pendant une période de découpage T, on se rend compte de l’existence
de champs tournants au niveau de certaines zones du noyau magnétique. La Figure 3.27
présente ces différentes zones.
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Figure 3.27 – Différentes zones remarquables par rapport à l’orientation spatiale
de la densité de flux magnétique au cours du temps : a. Jambes - b.
Culasses « 1 » - c. Culasses « 2 » - d. Coins
Les évolutions temporelles en certains points pour lesquels l’orientation de la densité
de flux magnétique est remarquable sont présentées sur les Figures 3.28, 3.29, 3.30 et 3.31.
Figure 3.28 – Evolution temporelle et spatiale de la densité de flux magnétique d’un
point situé dans une jambe
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Figure 3.29 – Evolution temporelle et spatiale de la densité de flux magnétique d’un
point situé dans une culasse « 1 »
Figure 3.30 – Evolution temporelle et spatiale de la densité de flux magnétique d’un
point situé dans une culasse « 2 »
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Figure 3.31 – Evolution temporelle et spatiale de la densité de flux magnétique d’un
point situé dans un coin
Nous pouvons voir sur les loci 3D que si il est possible de considérer la densité de flux
magnétique au niveau des jambes comme parfaitement pulsante, ceci n’est clairement
plus vrai lorsque l’on s’intéresse aux coins. Les champs dans ces zones présentent des
comportements de champs tournants à savoir que leurs direction n’est pas constante au
cours d’une période. Il est possible de quantifier cet effet en s’intéressant aux rapports des
∆Bx,y,z/max(∆Bx,∆By,∆Bz). Les résultats sont rassemblés dans le Tableau 3.5.

















0.0075 0.0342 0.00650 0.0151 0.00560 0.0404 0.401 0.764
Table 3.5 – ∆Bx,y,z/max(∆Bx,∆By,∆Bz) obtenu pour les différentes zones
Nous voyons sur ces résultats que seuls les zones de coins semblent manifestement être
soumises à des champs tournants.
Or, les formulations de calcul des pertes fer initialement basées sur celle de « Stein-
metz » sont issues de mesures réalisées sur des champs pulsants (et donc unidirectionnels).
Elles ne permettent donc pas de correctement estimer les pertes en champ tournant. Des
études, essentiellement sur les tôles magnétiques utilisées pour la conception des machines
électriques ont montrées que l’impact des champs tournants pouvait être grand pour le
calcul des pertes fer, [66, 67, 68, 69, 70, 71, 72, 73].
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Afin de pouvoir continuer à utiliser les formulations de « Steinmetz », l’approche clas-
sique utilisée dans ces travaux propose de décomposer l’orientation spatiale de la densité
de flux magnétique en deux contributions supposées indépendantes selon des axes mineur
et majeur. Nous obtenons ainsi deux champs pulsants supposés indépendants.
De plus, pour pouvoir appliquer la formule iGSE laquelle nécessite la connaissance de
l’évolution temporelle de la densité de flux magnétique, il n’est plus possible dans le cas
général de travailler avec la norme de la densité de flux. La prise compte de la norme seule
empêche donc d’appliquer correctement iGSE. Nous avons donc besoin de reconstituer une
évolution temporelle signée de la densité de flux magnétique par cette décomposition en
champs pulsants.
Avant cela, nous voulons insister sur un point important. Il n’est pas possible de
calculer les pertes fer en sommant les contributions des trois champs pulsants dans les
directions (Ox),(Oy) et (Oz) et ce même dans le cas où le champ résultant est lui aussi
pulsant. Nous montrons sur un exemple simple la nécessité de connaître le champ pulsant
équivalent afin de correctement calculer les pertes « fer ». La démonstration est présentée
en Annexe E.
Ainsi, afin de pouvoir résoudre à la fois les problématiques liées aux champs tournants
et à l’utilisation de la norme, nous proposons deux méthodes.
Dans le cas général, il s’agit donc de retrouver le (ou les) champ(s) pulsant(s) équi-
valent(s) à partir de la connaissance des évolutions spatiales et temporelles des densités
de flux magnétique locales (en chaque élément).
1e`re Décomposition - Sous la forme d'un champ unique pulsant équivalent
Lorsque la nature « tournante » du champ est faible, une première possibilité consiste sim-
plement à approximer le « nuage » de points obtenus dans l’espace (O,Bx(t), By(t), Bz(t))
par la droite qui minimise la distance à l’ensemble de ces points. Nous obtenons ainsi
l’orientation d’un champ pulsant équivalent et par projection orthogonale l’évolution
temporelle de ce champ pulsant peut être reconstituée. Conscient qu’il s’agit là d’une
approximation, cette méthode permet néanmoins une bonne représentation de l’évolu-
tion des champs pour lesquels la nature elliptique est faible (axe majeur grand devant
axe mineur) et permet d’obtenir une évolution temporelle signée nécessaire pour pouvoir
appliquer iGSE.
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Figure 3.32 – « Nuage » de points représentant l’évolution spatiale du champ au
niveau d’un élément et la droite qui modélise un champ pulsant équi-
valent
Nous pouvons alors définir le champ pulsant,
−!
B i = Bix(t)
−!x +Biy(t)−!y +Biz(t)−!z
−!
B ipuls = Bin(t)
−!n
Une fois l’évolution Bin(t) connue, il ne reste plus qu’à appliquer l’algorithme de
calcul iGSE pour chaque élément i. Les champs pulsants obtenus pour les quatre éléments
remarquables précédents sont présentés sur la Figure 3.33.
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Figure 3.33 – Evolution temporelle des champs pulsants équivalents obtenus au ni-
veau des différentes zones
Une analyse qualitative de ces résultats montre que nous retrouvons globalement les
évolutions temporelles des composantes spatiales prédominantes (cf. Figures 3.28, 3.29,
3.30 et 3.31) pour les jambes et les culasses. Pour les coins où il n’y a pas de composantes
prédominantes, le résultat est différent. Le champ pulsant équivalent obtenu représente
une approximation du champ elliptique correspondant.
2e`me Décomposition - Sous la forme de deux champs pulsants : axe majeur et
axe mineur Lorsque la nature « tournante » est importante, un seul champ pulsant ne
permet plus de reconstituer l’évolution spatiale de la densité de flux magnétique. Il est
cette fois-ci nécessaire de décrire l’évolution spatiale du champ comme la somme de deux
champs pulsants orthogonaux comme le propose [69]. En plus de la droite qui minimise la
distance à l’ensemble des points, nous avons donc également besoin du plan qui minimise
la distance à l’ensemble des points pour connaître l’orientation du second champ pulsant
(cf. Figure 3.34).
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Figure 3.34 – « Nuage » de points représentant l’évolution spatiale du champ au
niveau d’un élément et sa décomposition en deux champs pulsants
équivalents
Nous pouvons alors définir les deux champs pulsants comme suit,
−!
B i = Bix(t)
−!x +Biy(t)−!y +Biz(t)−!z
Une première projection permet de ramener l’ensemble des points du nuage 3D sur un
plan,
−!
B iplan = Biu(t)
−!u +Biv(t)−!v
Ensuite, dans ce plan, on définit un axe majeur et mineur, de tel sorte que,
−!
B iaxes = Bin (t)−!n  +Bin⊥ (t)−!n ?
Une fois les évolutions Bin (t) et Bin⊥ (t) connues, il ne reste plus qu’à appliquer l’algo-
rithme de calcul iGSE pour chaque élément i et de faire la somme des deux contributions
selon les axes (On) et (On?).
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Les deux champs pulsants (majeur et mineur) ainsi obtenus pour les quatre éléments
précédents sont présentés sur la Figure 3.35.
Figure 3.35 – Evolution temporelle des champs pulsants et ? obtenue dans les
différentes zones
Tout d’abord, nous voyons sur ces courbes que si pour les jambes et les culasses
l’approximation d’un unique champ pulsant suffit et que nous retrouvons, peu ou prou,
les mêmes chronogrammes pour le champ pulsant sur l’axe majeur (cf. Figure 3.33).
En revanche, dans les coins, le champ pulsant sur l’axe mineur apparaît là comme une
contribution non négligeable et est donc nécessaire pour évaluer les pertes fer totales.




P3DiGSEn [W] 1.00 (46%) 0.387 (18%) 0.510 (24%) 0.253 (12%)
2.15 (100%)
P3DiGSEn,n⊥ [W]  1.00 (40%) 0.395 (16%) 0.673 (27%) 0.334 (14%)? 0 (0%) 0 (0%) 4.80 10−3 (0.2%) 0.059 (2.4%)
2.46 (100%)
Table 3.6 – Pertes fer obtenues en régime non sinus (α = 0.75) pour le coupleur
hexaphasé
Ces résultats confirment à nouveau l’intérêt de réaliser un calcul local des pertes. En
effet, qu’il s’agisse de l’évaluation des pertes fer obtenue à partir d’un champ pulsant
équivalent ou à partir de deux champs pulsants, les écarts avec le calcul global, réalisé
lui à partir d’une densité de flux magnétique moyenne, sont grands (respectivement 50 et
25%).
Cependant, nous voyons quand même que la part des pertes due aux champs tour-
nants semble faible. Il est important de préciser que ce résultat n’est vrai que pour cette
géométrie et pour cette alimentation.
3.7 Conclusion du chapitre
L’évaluation précise des pertes fer est une difficulté majeure dans l’étude des objets
électromagnétiques hautes fréquences. En effet, les phénomènes physiques à la base de ces
pertes sont complexes et multiphysiques. Ainsi, il est extrêmement difficile de transcrire
mathématiquement tous ces mécanismes. Néanmoins, grâce à l’utilisation de résultats
de mesures fournis par les constructeurs, il est possible de pouvoir estimer ces pertes.
C’est ce que nous avons voulu présenter dans ce chapitre en montrant les différentes
possibilité de calcul des pertes dans un environnement de calcul par éléments finis 3D.
Partant de la notion de densité volumique de pertes (données constructeurs), différentes
procédures d’évaluation des pertes fer à l’aide d’une modélisation 3D par éléments finis ont
été présentées, dans les cas sinus et non sinus. Par ailleurs, nous avons montré qu’il n’était
pas nécessaire de réaliser des simulations non linéaires pour l’évaluation des pertes fer
tant que le comportement global reste linéaire. Nous avons également étudié la possibilité
d’utiliser une perméabilité complexe pour intégrer directement au modèle les pertes plutôt
que d’avoir à les calculer par post-traitement. En revanche, la prise en compte d’une
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perméabilité complexe impose des simulations fréquentielles et donc ne peut être utilisée
que dans les cas d’excitations sinus. Finalement, nous nous sommes longuement concentrés
sur la problématique des pertes fer dans les coupleurs. Nous avons en particulier souligné
l’intérêt de calculer séparément les pertes dans les différentes zones du noyau. Nous avons
également vu que pour certaines zones, l’orientation spatiale et temporelle de la densité
flux magnétique correspondent à des champs tournants et qu’il est nécessaire, pour pouvoir
estimer les pertes fer, de décomposer le calcul selon des champs pulsants équivalents.
Afin de pouvoir totalement valider ce travail, il serait nécessaire de réaliser d’autres
mesures plus spécifiques. Cependant, il est difficile de mettre en place un banc pouvant
mettre en avant ces résultats. Tout d’abord la mesure des pertes fer est à elle seule une
difficulté majeure. De plus, dans le but de montrer de la nécessité de réaliser des calculs
3D prenant en compte les effets locaux, il faudrait pouvoir avoir des cartographies locales
de mesures. Cependant, il est seulement possible d’obtenir par mesures électriques des





Une attention particulière a été apportée à l’étude des coupleurs magnétiques. Ces
objets innovants offrent des avantages dans les nouvelles structures de conversion multi-
cellulaires. En effet, il a été montré dans [4] qu’ils pouvaient, dans les cas les plus favo-
rables, permettre une réduction en masse de l’organe de filtrage d’un facteur 2. Cependant,
l’étude des ces objets est complexe. Elle met en jeu l’ensemble des problématiques que
nous avons présentées jusqu’ici à savoir l’évaluation des pertes « cuivre » HF avec les effets
de peau et de proximité, l’évaluation des pertes « fer » pour des excitations non sinus ou
encore le calcul de l’inductance de fuite. Nous présentons ici comment établir un modèle
électrique équivalent d’un coupleur à partir de la simulation par éléments finis 3D.
La nature multiphasée (multipôle) de ces objets amène à vouloir les caractériser de la
même façon qu’une machine électrique. La représentation matricielle de ces objets permet
de prendre en compte les différents couplages magnétiques et leurs impacts sur le calcul des
grandeurs symétriques. Etant donné les effets fréquentiels auxquels les conducteurs sont
soumis et la richesse du spectre des formes d’ondes de courant, il est nécessaire de pouvoir
également caractériser ces matrices dans le plan fréquentiel. Nous verrons que l’extension
naturelle du concept d’inductance propre et mutuelle peut être opérée à celui de résistance
propre et mutuelle pour pouvoir prendre en compte les variations de résistances apparentes
dues aux couplages magnétiques (effets de proximité inter enroulements).
Ainsi, après avoir présenté la modélisation sous forme de matrice des composants ma-
gnétiques multiphasés, nous montrerons comment extraire les matrices impédance (R,X)
pour enfin passer à l’étape de validation.
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4.1 Intérêt de la représentation matricielle des compo-
sants magnétiques multiphasés
Bien connue dans le domaine des machines électriques, nous allons voir comment à
travers la représentation matricielle l’ensemble des problématiques et des phénomènes
physiques des composants magnétiques de l’électronique de puissance peuvent être natu-
rellement et facilement pris en compte.
4.1.1 Inductance de fuite
Grâce à la modélisation matricielle, les inductances de fuites sont naturellement prises
en compte comme étant la différence entre l’inductance propre et la somme des mutuelles.
Le calcul analytique de l’inductance de fuite étant très difficile, la simulations par éléments
finis 3D est cruciale pour l’appréhender. De plus, l’inductance de fuite est importante pour
dimensionner les coupleurs car elle conditionne l’ondulation de sortie du convertisseur.
Cependant, une précaution est à prendre afin de correctement calculer ces fuites. En
effet, il est nécessaire de correctement modéliser l’air environnant pour assurer la bonne
évaluation des flux de fuites s’épanouissant dans l’air. Cette modélisation nécessite géné-
ralement de définir une boîte d’air susamment grande. Cela se traduit par une prise en
compte coûteuse en terme d’éléments. De plus, il est souvent difficile d’appréhender la
bonne taille de cette boîte nécessaire pour obtenir des calculs aux précisions voulues.
Afin de pouvoir lever ce problème et éviter d’avoir à considérer une si grande boîte,
nous avons utilisé le concept des éléments « infinis ». Traduits pas des conditions de
passages, ils permettent de multiplier virtuellement les dimensions géométriques de la
zone considérée par un facteur, ici de 1000 (Figure 4.1).
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Figure 4.1 – Utilisation des domaines d’éléments infinis.
L’utilisation de ces domaines d’éléments infinis permet une réduction notoire de la
taille du modèle 3D tout en permettant un calcul juste des flux de fuites. Nous ne sou-
haitons pas trop développer cette notion mais nous avons pris soin de bien valider cette
approche.
4.1.2 Concept de résistance mutuelle
A l’image des inductances mutuelles, les résistances mutuelles permettent de traduire
les couplages existants entre tous les conducteurs (effet de proximité). Ainsi, de la même
façon que les inductances mutuelles permettent de traduire la variation de l’inductance
apparente lorsqu’un multipôle magnétique est soumis à différents jeux d’alimentations,
les résistances mutuelles permettent la même chose [74, 75, 76].
Afin d’illustrer ce propos, nous prenons l’exemple d’un coupleur bi-phasé modélisé en
3D, Figure 4.2.
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Figure 4.2 – Effets de proximité direct (à gauche) et inverse (à droite) dans la
fenêtre de bobinage. Impact sur la répartition spatiale de la densité
surfacique de courant et tracé du champ magnétique externe long de
la ligne de coupe (trait en pointillé blanc)
Nous imaginons clairement que selon le type d’alimentation et compte tenu des diffé-
rentes cartographies de la densité surfacique de courant obtenues, la résistance apparente
sera modifiée. Il est donc nécessaire de savoir comment prendre en compte par une mo-
délisation électrique cette dépendance.
En électronique de puissance, cet objet est alimenté par des formes d’ondes de tensions
rectangulaires. Ces formes ondes décomposées dans le plan fréquentiel aboutissent à diffé-
rent jeux d’alimentation [14]. Lorsque le nombre de phases est supérieur à trois, on parle
alors de système direct d’ordre 1,2 ... jusqu’à N. Les ordres correspondants à des multiples
du nombre de phases correspondent à des alimentations appelées homopolaires où tous
les enroulements sont alimentés de façon identique. Dans le cas d’un coupleur, il y a donc
plusieurs phénomènes à prendre en compte pour la bonne évaluation de ses pertes cuivre.
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Tout d’abord il faut pouvoir traduire la variation de la résistance selon la fréquence mais
en plus pouvoir tenir compte du type d’alimentation, lui aussi dépendant de la fréquence.
Nous allons montrer comment la représentation matricielle permet de prendre en compte
naturellement l’effet de l’alimentation à travers la définition de résistances mutuelles, et
que la prise en compte de la variation selon la fréquence se fait en définissant cette matrice
pour plusieurs fréquences.
Par nécessité de clarté, nous présentons ici le cas biphasé. L’extension au cas N-phasé
est présentée en Annexe F.
Les équations liant courants et tensions sont alors, en prenant en compte les résistances
mutuelles R12 et R21 :
V 1 = R11I1 + jL11ωI1 + jL12ωI2 +R12I2
V 2 = R22I2 + jL22ωI2 + jL21ωI1 +R21I1
Dans ce cas à 2 phases, seuls deux jeux d’alimentations représentés sur la Figure 4.2
sont à étudier issus de la décomposition en série de Fourier [14]. Soit les courants sont
en phase, soit ils sont en opposition de phase. Nous pouvons calculer la résistance résul-
tante de ces deux configurations, (nous nous intéressons uniquement aux deux premières
fréquences de la décomposition)
Vordre1 = (R11(f) R12(f))I1 + j(L11   L12)2pifI1
Vordre2 = (R11(2f) +R12(2f))I1 + j(L11 + L12)2pi2fI1
Soit,
Rordre1 = R11(f) R12(f)
Rordre2 = R11(2f) +R12(2f)
La définition de résistance mutuelle permet donc de prendre en compte l’impact du
couplage magnétique entre les phases et ses conséquences en terme de résistance « ap-
parente » (tout comme l’inductance mutuelle). Définie en fonction de la fréquence, la
matrice de résistances permet de prendre en compte à la fois l’effet de l’augmentation
de la résistance due à l’augmentation en fréquence mais aussi l’effet des jeux d’alimen-
tation également en fonction des différentes fréquences. Nous pouvons alors calculer les
pertes cuivre totales, en utilisant la décomposition en série de Fourier, ici nous considérons













(R11(nf) + (−1)nR12(nf)) Iˆ(nf)2
Et nous pouvons donc définir une résistance symétrique globale telle que,
Rsym(nf) = (R11(nf) + (−1)nR12(nf))
Des valeurs arbitraires mais cohérentes à un cas réel ont été définies pour tracer l’évolu-
tion de l’ensemble des résistances en fonction de la fréquence. Cette évolution est présentée
Figure 4.3. La fréquence de découpage donne la fréquence fondamentale (ordre 1) fixée
dans cet exemple à 10kHz.
Figure 4.3 – Evolution de la résistance symétrique calculée dans le plan fréquentiel
à partir de la définition de la résistance mutuelle
Nous voyons l’effet de l’ordre de l’alimentation au niveau de la résistance symétrique
qui prend alternativement deux valeurs suivant l’ordre fréquentiel excité.
Tout l’enjeu est maintenant de savoir comment obtenir la matrice complète des résis-
tances en fonction de la fréquence, notamment les résistances mutuelles. Nous allons voir
comment la spectroscopie d’impédance virtuelle permet d’obtenir ces valeurs.
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4.2 Spectroscopie d’Impédance Virtuelle
Un multipôle magnétique est pleinement défini à travers sa matrice impédance, ou
plus précisément, ses matrices d’impédances selon la fréquence (cf. Figure 4.4, [5]).
Figure 4.4 – Caractérisation matricielle fréquentielle d’un multipôle magnétique
Il est maintenant nécessaire de voir comment obtenir ces paramètres dans le cadre
d’une démarche de prototypage virtuel. Une méthode simple permettant d’obtenir l’en-
semble des valeurs est la spectroscopie d’impédance. De la même façon que ce que l’on
pourrait faire en pratique, la spectroscopie consiste à alimenter une phase et à regarder
la tension induite au niveau des autres phases.
Soit m la phase alimentée et n les phases non alimentées, nous avons alors,
Vm = (Rmm + jLmmω)Im
Vn = (Rmn + jLmnω)Im
Le calcul des termes propres Rmm et Xmm se fait directement en s’intéressant aux
parties réelles et imaginaires de l’impédance vue par la phase alimentée. Même chose
pour les termes mutuelles, en séparant la partie réelle de la partie imaginaire des tensions
















Cette extraction, répétée pour plusieurs fréquences, permet d’obtenir l’ensemble des
matrices nécessaires à la caractérisation électrique.
Comme nous ne considérons pas les pertes fer, qui peuvent être raisonnablement né-
gligés dans le cas de faibles niveaux d’excitations, toutes les pertes générées proviennent
des conducteurs.
4.3 Validation numérique
Nous allons valider cette modélisation en comparant les résultats obtenus d’une part
par le calcul des résistances symétriques à partir de la matrice de résistance (Annexe F)
et d’autre part avec ceux obtenus en réalisant directement les alimentations aux différents
ordres. Nous reprenons le coupleur hexaphasé étudié précédemment pour réaliser cette
validation. Son modèle numérique est présenté sur la Figure 4.5.
Figure 4.5 – Modèle du coupleur hexaphasé
Concernant les simulations, nous présentons le résultat de la procédure de maillage
automatique développé pour ce type d’objet à partir de nos études préliminaires sur la
modélisation des conducteurs feuillards.
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Figure 4.6 – Exemple du maillage du modèle complet obtenu pour 120kHz - 825 207
éléments, 10 956 146 degrés de liberté, 69,77GB RAM, 37mins6secs
Tout d’abord, nous extrayons la matrice de résistances à partir de spectroscopie d’im-
pédance virtuelle. Dues aux symétries de la matrice, seulement 2 simulations sont né-
cessaires à chaque fréquence pour remplir l’intégralité de la matrice. Les résultats sont
présentés sous forme de courbes en fonction de la fréquence Figure 4.7.
Figure 4.7 – Evolution du rapport RAC/RAC(20kHz) en fonction de la fréquence
pour la résistance propre (à gauche) et pour les résistances mutuelles
(à droite)
Une fois ces valeurs obtenues, nous calculons les résistances symétriques pour les dif-
férentes fréquences.
Ensuite, une autre série de simulations est effectuée pour laquelle l’ensemble des bo-
binages sont alimentés selon les différents ordres à considérer. Nous calculons alors les
résistances symétriques obtenues. Les résultats sont présentés Figure 4.8.
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Figure 4.8 – Evolution de la résistance symétrique soit évaluée directement à par-
tir des simulations aux différents ordres, soit calculée à partir de la
matrice de résistances.
Nous obtenons les mêmes résistances symétriques (à de très faibles erreurs près) entre
les simulations directes réalisées aux différents ordres et les calculs à partir des matrices
résistances obtenues par spectroscopies à ces mêmes fréquences. Cette comparaison per-
met ainsi de valider l’approche proposée. L’utilisation de résistances mutuelles permet de
rendre compte des effets de couplage fréquentiels entre conducteurs (effets de proximité).
Il est intéressant de remarquer sur ces courbes la diminution des résistances homopolaires.
4.4 Validation expérimentale
Nous allons comparer des résultats issus de mesures à ceux obtenus par simulations.
Pour réaliser les mesures des termes propres, nous avons utilisé un Agilent 4294A qui
permet des mesures précises pour des facteurs de qualité pouvant aller jusqu’à 200 [61].
Pour les termes mutuels, nous alimentons un bobinage par un amplificateur linéaire piloté
par un GBF et nous mesurons les tensions induites sur les autres bobinages, Figure 4.9.
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Figure 4.9 – Dispositifs de mesures pour les termes propres et mutuels
Nous insistons sur le fait qu’il s’agit de spectroscopie d’impédance bas niveau pour
laquelle les pertes fer peuvent être négligées. L’ensemble des résultats est présenté sur les
Figures 4.10 et 4.11.
Figure 4.10 – Résultats obtenus en mesure et en simulation pour l’évaluation des
termes propres du bobinage 1 en fonction de la fréquence
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Figure 4.11 – Matrices de résistances et d’inductances obtenues par simulation et
par mesures pour deux fréquences caractéristiques : Fdec = 20kHz −
NFdec = 120kHz
Les résultats obtenus entre les simulations et les mesures sont très proches. Nous
obtenons une erreur globale inférieure à 10%.
Cependant, la mesure des résistances mutuelles à partir de la tension induite n’est pas
possible car la précision des mesures ne le permet pas. Il est néanmoins possible d’avoir
une mesure indirecte de ces résistances mutuelles, tout du moins leur valeur moyenne.
En effet, lorsque les différents bobinages du coupleur sont reliés de telles sorte à ce qu’ils
soient en configuration homopolaire (cf. Figure 4.12), la résistance mesurée correspond
alors à la résistance symétrique que nous avons définie précédemment (en prenant soin de
compenser les résistances des connectiques afin de réaliser une comparaison quantitative).
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Figure 4.12 – Mise en série des bobinages - Configuration homopolaire























La comparaison des résultats est effectuée dans le Tableau 4.1.
f [kHz] 20 40 60 80 100 120
Rmmes [mΩ] −8.15 −10.9 −13.5 −14.3 −16.7 −21.3
Rmsim [mΩ] −8.03 −11.2 −13.1 −14.8 −16.3 −20.1
Table 4.1 – Comparaison entre la résistance mutuelle moyenne mesurée et calculée
pour deux fréquence caractéristiques
Ces résultats montrent une très grande cohérence entre la simulation et la mesure et
permettent de valider à nouveau la véracité des simulations.
De plus, l’inductance mesurée dans cette configuration correspond à l’inductance de
fuite totale. Cette mesure est plus précise que le calcul de l’inductance de fuite à partir de
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la matrice de mutuelle mesurée étant donné qu’il s’agit d’une mesure directe. Les résultats




Table 4.2 – Comparaison de l’inductance de fuite moyenne entre la simulation
et la mesure (Lfmes[L] : à partir de la matrice de mutuelle mesurée,
Lfmesdirecte : mesure directe)
Là encore la précision des résultats obtenus par simulation est très satisfaisante.
Il est important de noter que ces mêmes mesures ont été réalisées sur d’autres coupleurs
et que les résultats obtenus étaient également en cohérence avec les simulations.
4.5 Conclusion du chapitre
Après avoir vu comment modéliser des composants électromagnétiques utilisés en élec-
tronique de puissance aux chapitres 2 et 3, ce chapitre 4 a permis de voir comment ca-
ractériser des coupleurs électriques sous forme de matrices impédances. La représentation
matricielle proposée permet une prise en compte globale de tous les phénomènes mis en
jeu dans un multi pôle magnétique. Nous avons vu comment intégrer la prise en compte
des effets de proximité inter bobinages à travers la définition de résistances mutuelles.
Les effets fréquentiels étant importants, nous avons vu qu’il est nécessaire d’établir les
matrices d’impédance pour plusieurs fréquences multiples de la fréquence de découpage.
Enfin, nous avons vu que les matrices impédances peuvent être obtenues facilement par
simulation en réalisant une spectroscopie virtuelle d’impédance. C’est cette technique que




Notre outil de simulation 3D étant qualifié et pleinement opérationnel, il s’agit main-
tenant de présenter quelques mises en pratiques possibles. Nous présenterons dans un
premier temps comment notre outil peut être intégré dans une démarche de dimension-
nement. Nous présenterons ensuite le couplage de notre outil de simulation par éléments
finis avec un logiciel de simulation circuit développé en interne pour l’étude fréquentielle
des convertisseurs. Enfin, nous présenterons une autre possibilité d’étude offerte par notre
outil, à savoir une analyse paramétrique de l’inductance de fuite des coupleurs.
5.1 Dimensionnement
5.1.1 Procédure
Notre démarche consiste ici à intégrer notre outil de simulation 3D au sein d’une pro-
cédure de dimensionnement optimale de coupleurs qui a été développée dans l’équipe lors
de travaux précédents. Cette routine, développé sous Matlab, repose sur les formulations
analytiques des grandeurs électro-magnéto-thermique, qui sont par définition approxi-
matives. L’idée est donc de réaliser un recalage de certains paramètres dimensionnants
importants (inductance de fuite, RAC ...) en faisant appel à la simulation 3D. Etant donné
les temps de calculs mis en jeu, il n’est pas possible de faire appel à la simulation 3D à
chaque itération de l’algorithme d’optimisation. Ainsi, les simulations 3D sont appelées
uniquement à la fin d’une étape complète d’optimisation afin de corriger les expressions
analytiques utilisées. Si besoin, il est possible de relancer une nouvelle étape de dimen-
sionnement optimal. Lorsque cette démarche converge vers la précision souhaitée nous
sortons de la boucle.
Cette procédure intégrant les facteurs correctifs est présentée sur la Figure 5.1.
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Figure 5.1 – Procédure de dimensionnement optimisé corrigée par simulations 3D
par éléments finis
La démarche est appliquée aux cas des coupleurs. Pour ces objets, certaines formules
analytiques utilisées sont très limitées et peu précises (cf Chapitre 1) et cette démarche
permet d’améliorer grandement la précision des calculs pour le dimensionnement. En
effet, comme nous l’avons vu précédemment, les simulations issues des modélisations que
nous proposons fournissent des résultats très proches du comportement réel de l’objet
final. Nous comprenons alors là tout l’intérêt d’utiliser ces puissants outils afin de pouvoir
éviter la phase de réalisation d’un prototype physique réel laquelle est souvent coûteuse
et chronophage.
5.1.2 Cahier des charges
Le coupleur que nous prenons comme exemple ici est un coupleur triphasé en ligne
que nous avons totalement dimensionné avec notre approche. La structure de conversion
globale est présentée sur la Figure 5.2. Les caractéristiques principales du cahier des
charges nécessaires pour le dimensionnement des coupleurs sont les suivantes :
— Tension du bus continue d’entrée : 3500 V
— Courant continu de sortie : 675 A (225 A par phase)
— Puissance : 250 kW
108
— Ondulation sur le courant de sortie : 80 A crête à crête (27 A crête à crête par
phase)
— Fréquence de découpage : 4 kHz
— Fréquence apparente de l’ondulation de courant : 3 4kHz
Figure 5.2 – Hacheur Buck triphasé, parallélisé et entrelacé
Au vu du niveau de courant important et de la relativement faible fréquence de dé-
coupage, le matériau choisi est un matériau magnétique de type amorphe, METGLAS
Amorphous Alloy-SA1, permettant d’atteindre des champs de saturation plus importants
que dans un ferrite tout en ayant des pertes relativement faibles. Quant aux bobinages,
le choix a été fait de les réaliser en feuillard d’aluminium. Ainsi, ce coupleur correspond
parfaitement aux objets types que nous avons pré-définis dans notre outil.
5.1.3 Résultats
Prototype Virtuel Nous présentons sur la Figure 5.3 les coupleurs successifs résultants
de la procédure d’optimisation corrigée par appels à la modélisation 3D FEM. Compte
tenu des ressources informatiques nécessaires pour ce problème spécifique, le comporte-
ment HF n’a pas pu être mené (nous avons atteint les limites matériels de notre station
de travail). Les valeurs des résistances et de l’inductance de fuite ont été corrigés par un
calcul BF uniquement.
Notons que pour converger, la boucle présentée Figure 5.1, faisant appel à la correction
FEM3D, a nécessité 4 itérations. Seul le résultat final est présenté sur la Figure 5.3.
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Figure 5.3 – Différents coupleurs obtenus par optimisation analytique seule ou avec
correction par FEM3D
Pour finir, le comportement magnétique DC est confirmé par une dernière simulation
afin de vérifier que le niveau de densité de flux magnétique dans les différentes jambes
correspond à celui souhaité (ici 0.6 T). Dans ce cas précis, il s’agissait d’une forte contrainte
étant donné le fort niveau de courant DC. Nous obtenons les différentes résultats 3D, 2D
et 1D présentés sur la Figure 5.4.
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Figure 5.4 – Cartographies 3D, 2D et 1D de la densité de flux magnétique obtenues
pour une alimentation homopolaire DC nominale
Nous observons qu’une légère dissymétrie, due à la forme du noyau magnétique, appa-
raît sur la jambe centrale. En effet, comme la Figure 5.4 le montre, les chemins magnétiques
des jambes extérieures et de la jambe centrale sont différents. Afin de rééquilibrer les flux,
cette dissymétrie pourrait être compensée en utilisant des entrefers différents, en utilisant
des sections de jambes différentes ou en disposant le noyau magnétique selon un triangle
équilatéral. Dans notre cas, cette compensation n’a pas été faite.
Prototype Réel Le coupleur optimal réalisé est présenté Figure 5.5. Le circuit magné-
tique est fabriqué à partir de 5 noyaux « I » ayant pour dimensions 1893580mm pour
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les jambes verticales et 293  35  80mm pour les jambes horizontales. Deux entrefers
de 0.8mm sont insérés de part et d’autre des 3 jambes verticales. Le feuillard d’alumi-
nium utilisé pour le bobinage mesure 165mm de hauteur et 1mm d’épaisseur. Le bobinage
comporte 30 spires. Le poids total est de 38kg.
Figure 5.5 – Coupleur réalisé à partir de la procédure de dimensionnement optimale
corrigée par FEM3D
Nous présentons dans le Tableau 5.1 un comparatif des résultats obtenus par simulation
et mesure pour l’inductance de fuite totale.
LfTOTSIMOPTIM
[µH] LfTOTMES [µH] LfTOTSIMREEL
[µH]
558 482 490
Table 5.1 – Comparaison des différentes valeurs d’inductances de fuite totales :
LfTOTSIMOPTIM
obtenue par simulation de l’objet optimisé, LfTOTMES ,
la mesure, et LfTOTSIMREEL
simulation de l’objet réalisé
Ces résultats illustrent une grande difficulté sur le fait de comparer des résultats issus
de simulation pour le prototype virtuel à des résultats de mesures sur le prototype réel.
En effet, nous voyons des écarts non négligeables entre la simulation de l’objet souhaité
(obtenu par la procédure d’optimisation corrigée) et la mesure. Ces écarts ne sont pas
dus à une imprécision des simulations mais aux différences qui existent entre cet objet
virtuel souhaité et l’objet réel. Des contraintes technologiques, émanant de réalisation
pratique, empêchent de pouvoir réaliser avec exactitude l’objet souhaité (obtenu par une
optimisation continue).
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Les différences sont répertoriées sur la Figure 5.6.
Figure 5.6 – Différences géométriques entre l’objet souhaité (a.) et l’objet réalisé
(b.)
D’autres différences qu’il est difficile d’appréhender pour modéliser correctement le
bobinage sont, par exemple les « arrondis », les connectiques et le facteur de foisonnement
(bobinage manuel).
Une fois ces différences géométriques prises en compte dans la modélisation de l’ob-
jet, nous voyons sur les Tableaux 5.1 et 5.2 que les écarts entre mesure et simulation
s’amenuisent naturellement. Nous insistons sur ce point précis pour mettre en évidence
la nécessité de prendre en compte, à priori, dans une procédure de dimensionnement vir-
tuelle, les contraintes technologiques de réalisation. Faute de quoi, le prototypage virtuel
perd, en quelque sorte, un peu de son sens et de son intérêt, l’objet simulé et l’objet réalisé
n’étant pas identiques.
Ce coupleur a été testé en boucle ouverte dans ses conditions réelles d’utilisation et son
comportement électro-magnéto-thermique a parfaitement répondu au cahier des charges.
Nous présentons des formes d’ondes de courants mesurés sur la Figure 5.7.
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Figure 5.7 – Formes d’ondes de courants mesurés sur le coupleur en boucle ouverte
pour un niveau d’excitation de 110% de l’excitation nominale
Remarque Notons sur ces résultats que la mesure directe des fuites totales par une
mise en série des différents bobinages (valeurs présentées dans le Tableau 5.1) permet
une meilleure mesure de ces dernières car il s’agit d’une mesure directe. En effet, lorsque
nous calculons les fuites indirectement à partir des mesures des inductances propres et
mutuelles (cf. Tableau 5.2), la précision des mesures peut très fortement impacter le
calcul. Dans cet exemple, l’inductance de fuite totale calculée de façon indirecte donne
162 + 148 + 141 = 451 [µH] alors que l’inductance de fuite totale mesurée directement
(482 [µH]). En simulation ces deux approches sont rigoureusement identiques.
[L]SIMOPTIM [µH] [L]MES [µH] [L]SIMREEL [µH] 1590  786  609 786 1740  786
 609  786 1590
  1320  627  531 616 1318  554
 544  560 1245
  1380  658  554 658 1460  658
 554  658 1380

Lf/PhaseSIMOPTIM [µH] Lf/PhaseMES [µH] Lf/PhaseSIMREEL [µH]
Phase 1, 3 Phase 2 Phase 1 Phase 2 Phase 3 Phase 1, 3 Phase 2
195 168 162 148 141 178 154
LfTOTSIMOPTIM
[µH] LfTOTMES [µH] LfTOTSIMREEL
[µH]
558 482 490
Table 5.2 – Comparaison des matrices d’inductances, des inductances de fuites par
phase et des inductances de fuite totales entre la simulation de l’objet
optimisé SIMOPTIM , la mesure MES et la simulation de l’objet réaliséSIMREEL
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5.2 Couplage multi logiciel
5.2.1 Logiciel circuit - solveur fréquentiel
Notre équipe a entrepris en 2012-13 le développement d’un outil logiciel évolutif d’aide
au dimensionnement en électronique de puissance. Ce travail a essentiellement consisté
à formaliser et valoriser les activités de recherche menées ces dernières années dans le
groupe convertisseur du LAPLACE. Il a permis de constituer un outil de simulation de
convertisseur statique qui permet de :
— Prendre en compte les éléments technologiques en gérant des bases de données
existantes de matériaux passifs et de semi-conducteurs,
— Disposer simplement des degrés de liberté offerts par les convertisseurs multi-
niveaux,
— Déterminer les différentes formes d’ondes et grandeurs importantes de manière
quasi-instantanée (il s’agit en fait de se dispenser des méthodes classiques de réso-
lution d’équation différentielle à l’aide d’une résolution fréquentielle),
— Évaluer à partir des deux fonctionnalités précédentes les pertes, la masse et le
volume des différents éléments et en déduire les pertes globales de la structure,
— Effectuer des balayages de paramètres de dimensionnement permettant ainsi d’ob-
tenir une première idée de leur influence.
Ce prototype logiciel a fait l’objet d’un dépôt à l’agence de protection des programmes
par la SATT, sous la référence IDDN.FR.001.360033.000.S.P.205.000.20600.
Dans le cadre de notre travail, ce logiciel apporte un intérêt supplémentaire pour valo-
riser notre méthode de caractérisation fréquentielle virtuelle des multipôles magnétiques
et notamment la prise en compte des matrices impédances dépendantes de la fréquence.
En effet ce logiciel, basé sur une résolution fréquentielle, permet de prendre en compte
« naturellement » les évolutions des grandeurs électriques dans le plan fréquentiel. Nous
pouvons ainsi définir des éléments passifs dépendant de la fréquence. De plus, il permet de
définir une matrice d’impédance complète (inductance et résistance propres et mutuelles)
dans le cadre d’objet multi pôle. La complexité du comportement électrique des coupleurs
peut donc être prise en compte grâce à l’utilisation des matrices impédances et ceci dans
le plan fréquentiel.
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Figure 5.8 – Concept général du logiciel Ootee - (En vert intérêt conjoint à nos
travaux)
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A ce stade, notre contribution permet de prendre en compte le comportement fré-
quentiel d’un coupleur, sans à priori et sans artifice. Car, avec un logiciel circuit classique,
l’évolution fréquentielle de l’impédance des composants magnétiques est obtenue par l’in-
termédiaire de circuit RL série ou parallèle mis en réseaux (réseaux de Cauer/Foster).
Cependant, la complexité des circuits obtenus peut être grande et ajoutée au reste du
convertisseur, le circuit complet devient lourd.
5.2.2 Couplage
Concrètement, les matrices obtenues par simulation FEM3D (cf. Figure 4.4) sont di-
rectement renseignées dans la définition de l’objet. La procédure de couplage est présentée
sur la Figure 5.9.
Figure 5.9 – Procédure de couplage multi logiciels - FEM3D/OOTEE
Pour mettre en pratique ce couplage, la question essentielle est de savoir jusqu’à quelle
fréquence les matrices doivent être extraites par rapport à la fréquence de découpage
(20kHz). En effet, ces matrices doivent être renseignées pour couvrir toute la bande pas-
sante de la simulation (ici de 12MHz, soit 100 fois la fréquence apparente). Cependant, il
n’est pas nécessaire (voir pas possible à cause des limites informatiques) de réaliser l’en-
semble des simulations pour toutes les fréquences multiples de la fréquence de découpage
jusqu’à 12MHz. Néanmoins, il est possible d’extrapoler le comportement large bande à
partir de la connaissance sur une bande de fréquence restreinte (voir minimale). Compte
tenu de l’allure des évolutions des résistances propres et mutuelles calculées au paragraphe
4.3 (Figure 5.10), il semble satisfaisant de réaliser une extrapolation linéaire à partir des
matrices extraites jusqu’à 240kHz (2Nphasefdec).
117
Figure 5.10 – Extrapolation linéaire de l’évolution des résistances propres et mu-
tuelles
Nous avons également validé la possibilité de n’extraire les matrices que jusqu’à 120kHz
(Nphasefdec) et le comportement extrapolé est encore très satisfaisant. C’est cette stratégie
minimale que nous adoptons par la suite.
5.2.3 Résultats
Dans l’exemple présenté ici, le convertisseur modélisé est à nouveau un buck entrelacé
à 6 phases. Nous reprenons les résultats issus des simulations sur le coupleur hexaphasé
(cf. Figure 4.11). Nous pouvons ainsi comparer les formes d’ondes obtenues que nous
avons précédemment obtenues avec le logiciel de simulation circuit temporel PLECS,
avec celles obtenues par le logiciel de simulation circuit fréquentielle Ootee.
La topologie du convertisseur simulé dans l’Ootee, en tenant compte de la caracté-
risation fréquentielle complète obtenue par simulation FEM3D jusqu’à 120kHz avec une
extrapolation linéaire pour les fréquences restantes, est présentée sur la Figure 5.11.
Figure 5.11 – Topologie Buck 6 phases entrelacées - Matrices renseignées
Les formes d’ondes des tensions découpées et des courants de phases sont présentées
sur la Figure 5.12.
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Figure 5.12 – Formes d’ondes obtenues sur une période avec l’OOTEE
Ce qui est rassurant, c’est que nous obtenons des formes d’ondes des courants de phases
typiques des coupleurs magnétiques. La plus-value apportée par notre modèle matriciel
se situe dans la justesse des courants calculés, tant sur ces formes d’ondes que sur leurs
valeurs absolues.
La connaissance combinée de la FFT du courant et d’évolution des résistances selon
la fréquence nous permet en plus d’obtenir les pertes « cuivre » dans le plan fréquentiel.
Ces derniers sont rassemblés sur la Figure 5.13 (par souci de clarté et afin de mettre en
perceptive le comportement AC, les résultats sont présentés sur la plage [10kHz-12MHz],
le comportement DC n’est pas présenté).
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Figure 5.13 – a. FFT Courant phase 1 - b. Pertes « cuivre » totales - c. Contribu-
tion des termes propres et mutuelles
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A travers la définition de la matrice de résistance pour plusieurs fréquences, la prise
en compte des pertes cuivre dues aux effets fréquentiels de peau et de proximité se fait
naturellement grâce à la résolution fréquentielle opérée par l’Ootee. Il s’agit là d’une réelle
plus-value comparée aux logiciels de simulation circuit basés sur une résolution temporelle
pour lesquels cette prise en compte n’est pas possible.
Nous voyons par exemple que pour une fréquence de 20kHz, les pertes « mutuelles »
qui modélisent la prise en compte des effets de proximité ne sont pas négligeables, fai-
sant passer de 39W à 48W les pertes totales. Nous remarquons également que pour une
fréquence de 120kHz, les pertes « mutuelles » ne sont pas non plus négligeables, d’autant
plus qu’elles sont négatives, les effets de proximité étant tous de type inverse et donc
favorables. Sans cette prise en compte les pertes calculées à cette fréquence sont de 19W
alors que les pertes totales effectives ne sont que de 8W.
De plus, nous remarquons qu’à partir de 120kHz (fréquence de l’ondulation du courant
de sortie) les pertes sont toutes négligeables. En effet, même si les résistances alternatives
augmentent avec la fréquence, les amplitudes des raies fréquentielles des courants dimi-
nuent davantage par l’action du filtrage (décroissance en 1/n²) et la somme de toutes ces
pertes de 120kHz jusqu’à la bande passante de simulation de 12MHz est négligeable (<1%
des pertes totales).
Cela permet de conforter la nécessité de ne renseigner les matrices que jusqu’à 120kHz,
le comportement au delà pouvant être extrapolé et même si cette extrapolation est gros-
sière son impact est faible sur les résultats.
5.3 Exploration multi paramétriques
5.3.1 Choix des variables
Dans cette dernière application, nous avons cherché à utiliser la simulation numérique
3D comme un outil d’exploration. L’idée est de réaliser un grand nombre de simulations
afin d’obtenir un abaque sur l’évolution d’une grandeur dimensionnante. Cet abaque pour-
rait ainsi être utilisée très simplement dans une procédure d’optimisation par interpolation
multidimensionnelle. Cette démarche peut être extrêmement utile lorsqu’il s’agit d’appré-
hender des grandeurs pour lesquelles il n’y pas véritablement de formulations analytiques.
Ainsi, dans le cas des coupleurs, l’inductance de fuite en est un parfait exemple.
Nous allons donc présenter la démarche appliquée au calcul de l’inductance de fuite
totale des coupleurs (alimentation DC homopolaire). Comme l’objectif ici est uniquement
de calculer l’inductance de fuite, la modélisation des bobinages peut être réduite à une mo-
délisation monolithique globale de l’encombrement sans prendre en compte les différentes
spires. De plus, grâce aux symétries géométriques, seulement 1/8 de la structure peut
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être modélisé. Ces considérations permettent d’obtenir des modèles suffisamment légers
et rapides tout en conservant une bonne précision. (Cette modélisation simplifiée a été
validée en comparant les valeurs d’inductances de fuites obtenues avec celles des modèles
complets). Plutôt que de parler d’inductance, nous parlerons maintenant de perméance
de fuite totale.
Dans un premier temps, nous devons définir l’ensemble des paramètres géométriques
nécessaire à la construction géométrique d’un coupleur.
— x1 : Epaisseur du bobinage [m]
— x2 : Hauteur du bobinage [m]
— x3 : Distance inter bobinages [m]
— x4 : Largeur du noyau magnétique [m]
— x5 : Profondeur du bobinage [m]
— x6 : Entrefer [m]
— x7 : Distance noyau/bobinage [m]
— x8 : Nombre de phases
Ces derniers sont représentés sur la Figure 5.14.
Figure 5.14 – Paramètres géométriques présentés ici dans le cas d’un coupleur à 3
phases en ligne - Modèle 1/8e`me
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5.3.2 « Plan d’expérience »
Une fois ces paramètres définis, il est nécessaire de préciser leur intervalle et leurs
pas de variation. En effet, prenons l’exemple d’un paramètre pour lequel la perméance
de fuite totale varie linéairement, il n’est alors pas nécessaire d’avoir un petit pas pour
ce paramètre. A priori, ne sachant pas comment varie la perméance en fonction de tous
ces paramètres, on a besoin de réaliser préalablement un rapide « plan d’expérience ».
Partant de plusieurs géométries initiales définies arbitrairement (cf. Figure 5.15), nous
faisons varier un seul paramètre à la fois.
Figure 5.15 – Géométries arbitraires définies pour établir le « plan d’expérience »
Ainsi, nous obtenons la variation de la perméance de fuite totale P en fonction de ces
paramètres pour ces 6 géométries. Les résultats normalisés sont rassemblés sur la Figure
5.16 où P0 représente la perméance de fuite totale calculée pour la première valeur de la
variation paramétrique.
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Figure 5.16 – Evolution de la perméance de fuite totale en fonction des différents
paramètres - Surligné en noir, les zones à rapport de forme « cohé-
rent »
D’après les évolutions obtenues, compte tenu des rapport de forme que nous imposons,
dans la mesure du possible, cohérents, et avec l’expérience acquise sur ces objets, les
discrétisations choisies sont présentées dans le Tableau 5.3.
Lorsque la variation est linéaire (ou quasi linéaire), vrai pour l’épaisseur du bobinage
x1, la distance inter bobinages x3, la largeur du noyau x4, la profondeur du noyau x5,
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la distance inter noyau/bobinages x7 et le nombre de phases x8, nous prenons 3 valeurs.
Concernant la hauteur du bobinage x2 et l’entrefer x6, nous sommes loin d’une variation
linéaire et nous avons alors pris 6 valeurs.
5.3.3 Variation paramétrique anisotrope - Table de réponse
Par soucis de temps, seulement l’abaque pour les coupleurs en ligne a été calculé.
D’après les discrétisations choisies (Tableau 5.3) il s’agit donc de réaliser les 36  62 =
26 244 simulations pour obtenir une grille régulière qui facilite l’interpolation. Sachant
qu’une simulation dure approximativement 30s, 9-10 jours de calculs sont nécessaires
pour obtenir toutes les valeurs de la table.
x1 f5; 50; 100g [mm]
x2 f5; 10; 25; 50; 75; 100g [mm]
x3 f5; 25; 50g [mm]
x4 f5; 50; 100g [mm]
x5 f5; 50; 100g [mm]
x6 f0; 0.1; 0.5; 0.75; 1; 2g [mm]
x7 f1; 5; 10g [mm]
x8 f3; 5; 7g
Table 5.3 – Valeur choisies pour réaliser l’abaque
Enfin, afin de valider et de « tester » l’abaque obtenu, il s’agit de savoir comment
se comporte l’interpolation à l’intérieur de cette table. Pour cela, un grand ensemble de
simulations (1 000) avec pour jeu de paramètres des valeurs prises aléatoirement dans les
intervalles définis précédemment pour réaliser l’abaque ont été réalisées. Nous comparons
les résultats de ces simulations avec ceux obtenus par interpolation linéaire multidimen-
sionnelle (cf. Figure 5.17).
Figure 5.17 – Présentation simplifiée à deux paramètres de la validation par tirs
aléatoires
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Sur les 1 000 simulations réalisées, nous obtenons les résultats présentés sur la Figure
5.18 et nous pouvons voir que 91% des résultats sont inférieurs à 20% d’erreur. De plus,
nous avons calculé la moyenne des erreurs qui est de 7%. Ainsi, même si le nombre de
valeurs prises pour la variation des différents paramètres peut sembler faible, les résultats
obtenus sont très corrects.
Figure 5.18 – Précision de l’interpolation multidimensionnelle pour le calcul de la
perméance de fuite totale des coupleurs en ligne
Afin de pouvoir valoriser l’apport de cet abaque, il serait extrêmement intéressant de
compléter cette étude en y ajoutant les coupleurs en échelle et de l’intégrer dans une
routine d’optimisation.
5.3.4 Variation paramétrique isotrope
Nous nous sommes également intéressés à l’évolution de la perméance de fuite totale en
fonction d’un facteur d’homothétie isotrope K, lequel pondère l’ensemble des grandeurs
géométriques. Les résultats sont présentés sur la Figure 5.19.
126
Figure 5.19 – Evolution de le perméance de fuite totale normalisée et fonction du
facteur d’homothétie isotrope K
Ce dernier résultat, montrant la proportionnalité « parfaite » entre la perméance de
fuite totale et le facteur d’homothétie, permet de s’abstenir des éventuelles probléma-
tiques liées au choix des bornes supérieures et inférieures des intervalles de définition des
différents paramètres. Cela permet une extrapolation simplifiée pour l’utilisation de notre
table de valeurs.
5.4 Conclusion du chapitre
Ce dernier chapitre a permis de mettre notre outil en pratique à travers plusieurs
applications. Nous avons présenté comment, dans une procédure de dimensionnement,
tirer profit de notre outil de prototypage virtuel. Cette procédure a été utilisée pour
dimensionner un objet concret répondant à un cahier des charges réel que nous avons
validé par des mesures. Ensuite, nous avons montré en quoi la caractérisation virtuelle des
composants multiphasés à travers une représentation matricielle pouvait être utilisée dans
un logiciel de type circuit basé sur une résolution fréquentielle développé dans le groupe
de recherche. Ce couplage a mis en lumière la possibilité de pouvoir finement prendre
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en compte les pertes cuivre alternatives hautes fréquences dans une modélisation circuit.
Enfin, afin de pouvoir, à terme, simplifier la procédure d’optimisation, nous avons montré
la possibilité d’établir une table de réponse multi paramétrique basée sur des modèles
simplifiés pour l’évaluation de l’inductance de fuite totale des coupleurs magnétiques.
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Conclusion générale
L’objectif de cette thèse était de mettre au point des méthodes et un outil logiciel adap-
tés au prototypage virtuel 3D de composants électromagnétiques utilisés en électronique
de puissance.
La première phase de notre travail a consisté à justifier notre démarche et à démontrer
la nécessité d’utiliser une approche numérique 3D par éléments finis. Après avoir dressé le
cadre de travail en présentant les objets typiques que nous souhaitions étudier, nous avons
discuté des limites actuelles des formulations analytiques ou des approches par éléments
finis en 2D. Nous avons mis en avant les apports importants, en termes de précision, que
peut procurer une approche 3D, notamment pour l’estimation des pertes cuivre en haute
fréquence ou pour le calcul des inductances de fuite dans les coupleurs multiphasés.
Dans la deuxième phase de notre travail, nous nous sommes intéressés au calcul des
pertes cuivre et plus particulièrement à des méthodes de réduction de modèles pour les
conducteurs à grand facteur de forme et soumis à des excitations hautes fréquences. Nous
avons tout d’abord défini les effets fréquentiels responsables de l’augmentation de la ré-
sistance alternative des conducteurs. Ensuite, nous avons montré que la simulation par
éléments finis en 3D de ces effets fréquentiels, combinés à de grands facteurs de forme des
conducteurs, pouvait amener à une augmentation très importante du maillage et donc de
la taille des modèles numériques. Pour contourner ce problème, nous avons utilisé deux
types d’éléments coques pour modéliser les spires des bobinages, suivant que l’on travaille
à basse ou haute fréquence. Tous nos modèles ont été validés, d’abord numériquement
par comparaison avec des calculs 2D axisymétriques de référence puis expérimentalement
par comparaison avec des mesures sur des objets tests spécialement réalisés à cet effet.
Le niveau de précision obtenu pour l’évaluation des pertes cuivre est très bon et répond
à nos exigences inhérentes au prototypage virtuel.
La troisième phase de notre travail a consisté à étudier la modélisation 3D des pertes
fer. Dans cette étude, nous nous sommes fixés comme contrainte préalable de partir uni-
quement des informations relatives aux densités de pertes fer fournies par les fabricants
de matériaux ferrite. Deux méthodes de calcul des pertes fer, par post-traitement ou par
calcul direct, ont été abordées. A partir des cartographies de champ obtenues, la première
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méthode par post-traitement consiste à appliquer localement, au niveau de chaque élé-
ment, la formule classique de Steinmetz (SE) dans le cas sinusoïdal ou la formule améliorée
de Steinmetz (iGSE) dans le cas non-sinusoïdal. La deuxième méthode, par calcul direct
en régime sinusoïdal uniquement, consiste à définir, dès le départ, une perméabilité com-
plexe pour le matériau ferrite, fonction de la densité de pertes fer donnée par le fabricant.
Cela permet de calculer les pertes fer sur toute la plage d’utilisation du matériau. En com-
plément de cette étude, nous avons étudié l’influence de la non-linéarité sur le calcul local
du champ et par là même sur l’hétérogénéité des pertes fer associées. Nous avons montré
que, tant que le comportement global de la structure reste linéaire, la prise en compte de
la non-linéarité du matériau magnétique n’est pas nécessaire pour obtenir des résultats
globaux pertinents (même si on perd des informations locales), ce qui permet de simplifier
grandement les études. Enfin, nous avons mis en évidence que dans le cas des coupleurs,
leur nature multiphasée engendre des problématiques supplémentaires avec l’apparition
de champs tournants localisés. Dans ce cas, nous avons montré que l’estimation des pertes
fer, par une formulation de type Steinmetz (SE ou iGSE), nécessite une décomposition
du champ en deux composantes pulsantes indépendantes. Au final, nous avons testé nos
modèles sur trois géométries différentes, pour étudier le bénéfice de la prise en compte
de l’hétérogénéité 3D du champ sur les pertes. La géométrie torique, pour laquelle l’hé-
térogénéité est faible, a permis, dans un premier temps, de valider la précision de nos
calculs. Pour les deux autres géométries plus complexes, nous avons partiellement validé
nos résultats. Quoi qu’il en soit, nous supposons que notre approche conduit à une bien
meilleure prise en compte des pertes fer en 3D par rapport aux approches classiques.
Notre outil logiciel étant complètement qualifié, la quatrième phase de notre travail a
consisté à l’utiliser pour modéliser électriquement un composant magnétique multiphasé.
Par spectroscopie virtuelle d’impédance, nous sommes en effet capable de calculer un jeu
de matrices impédances, sur toute la gamme de fréquence du composant, en tenant compte
de tous les termes propres et mutuels (résistifs comme inductifs) et de leur variation
en fonction des effets fréquentiels. Dans le cadre d’une approche harmonique et d’une
décomposition en série de Fourier des tensions et courants, cette approche permet alors
de déterminer des impédances symétriques équivalentes pour chaque rang harmonique
et donc d’ouvrir encore le champ d’étude et de simulation de ces composants. Toute
cette approche a été validée par des mesures expérimentales effectuées sur un coupleur
hexaphasé.
Finalement, dans la cinquième phase de notre travail, nous avons voulu donner un
aperçu des possibilités d’étude offertes par notre outil logiciel en l’utilisant pour résoudre
quelques problématiques.
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I Tout d’abord, nous avons cherché à intégrer notre outil logiciel dans une dé-
marche de dimensionnement optimale de coupleurs magnétiques multiphasés qui
a été mise au point dans l’équipe CS sur la base de formulations analytiques cor-
rigées par des appels à des simulation 2D. Notre apport a donc consisté à modifier
la procédure de dimensionnement pour faire appel cette fois à des simulations 3D
correctives. Sur la base d’un cahier des charges donné, cette nouvelle procédure a
permis de dimensionner un coupleur triphasé de forte puissance. Par rapport à la
procédure de dimensionnement initiale, cette nouvelle procédure a permis d’appor-
ter un gain notable en termes de compacité. Les mesures expérimentales effectuées
sur l’objet réalisé ont confirmé la justesse de nos calculs.
I Ensuite, nous avons cherché à coupler notre outil à un logiciel de simulation
fréquentiel développé au sein du groupe CS pour l’étude et le dimensionnement de
structures complètes de conversion. Cette possibilité de couplage a été rendue pos-
sible grâce à notre capacité à effectuer des spectroscopies virtuelles d’impédances.
Les composants magnétiques sont donc définis par des matrices impédances équiva-
lentes, sur une très large gamme de fréquence ce qui permet naturellement de tenir
compte de tous les effets fréquentiels. Cette contribution apporte une plus-value
importante dans la modélisation sans à priori des composants magnétiques, en si-
tuation dans un convertisseur de puissance, en particulier sur la prise en compte
précise des fuites magnétiques et des pertes cuivre.
I Enfin, nous avons voulu présenter une autre possibilité d’étude offerte par
notre outil de simulation, comme la détermination préalable de courbes de ré-
ponse ou d’abaques pour fournir une aide au dimensionnement de composants
magnétiques. Il s’agit de calculer, à priori, l’évolution multidimensionnelle d’une
grandeur dimensionnante. Nous avons pris comme grandeur d’étude la perméance
de fuite (fonctionnement linéaire). Quelles que soient les dimensions d’un objet
type (choisi au départ), nous avons calculé, dans un premier temps, un vecteur
multidimensionnel de perméance de fuite. Ce vecteur peut alors être, dans un
deuxième temps, très facilement consulté pour déterminer l’inductance de fuite,
quelles que soient les dimensions de l’objet. Nous avons vérifié la cohérence de nos
calculs même dans le cas où la valeur de la perméance de fuite doit être extrapo-
lée entre deux valeurs pré-calculées. Cette étude prospective peut être étendue à
d’autres grandeurs dimensionnantes et peut faciliter, à terme, le dimensionnement
de composants magnétiques, par exemple dans le cas d’une procédure de dimen-
sionnement optimal où il ne serait plus nécessaire de faire appel à un calcul par




Évidemment, le travail présenté dans ce manuscrit n’est pas exhaustif et de nombreuses
investigations restent à mener dans le champ du prototypage virtuel 3D. Nous voulons
présenter ici quelques pistes à suivre pour poursuivre ces travaux à cours et moyen termes.
Dans un avenir proche, il serait intéressant de finir de valider nos travaux sur la
modélisation des bobinages planars. En effet, nous avons uniquement étudié, à travers
des circuits tests, la possibilité de modéliser ces conducteurs mais la confrontation à des
mesures expérimentales sur des objets réels plus complexes reste à faire. Notamment,
la problématique des connectiques comme les vias et des associations combinées série et
parallèle de différentes spires dans des PCB multicouches sont des points sur lesquels il est
encore nécessaire de travailler. Ce travail nécessitera de coupler notre outil avec un logiciel
de routage comme Altium pour récupérer directement les fichiers de routage générés.
Concernant l’évaluation des pertes fer, les méthodes d’évaluation que nous avons pro-
posées nécessitent d’être mieux validées et confrontées à des mesures expérimentales.
Cependant, la mesure même des pertes fer est une difficulté en soit et doit faire appel à
des bancs de mesure spécifiques et des méthodes appropriées. Pour cela, un rapproche-
ment avec des chercheurs spécialistes des matériaux magnétiques devrait permettre de
développer ce point. Sur les pertes fer encore, il serait intéressant de voir comment les
prendre en compte dans notre approche matricielle globale et comment elles pourraient
s’intégrer par exemple dans les termes résistifs des impédances que nous déterminons par
spectroscopie virtuelle.
Enfin, dans une approche multiphysique, la prise en compte de la thermique est une
évolution nécessaire pour caractériser pleinement un composant électromagnétique à son
point de fonctionnement nominal, compte-tenu des possibilités de refroidissement. Il s’agit
donc de voir comment résoudre les deux physiques (électromagnétique et thermique).
Compte-tenu des constantes de temps mises en jeu, il semble qu’un couplage lâche, où les
deux physiques sont résolues successivement, serait pertinent.
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Annexes
ANNEXE A - Présentation de l’outil automatique de si-
mulation 3D par éléments nis de coupleurs magnétiques
La création de la géométrie des coupleurs magnétiques, leurs conditions de simulation
et leurs maillages ont entièrement été automatisés à l’aide de scripts développés sous
MATLAB et le liens vers COMSOL est réalisé à travers le LiveLink. Afin de ne pas se
limiter aux coupleurs, les briques géométriques élémentaires permettant la création des
coupleurs ont préalablement été automatisées.
Les formes de circuits magnétiques élémentaires typiques, telles que des I, E, U, O
(Figure 20), ainsi que les conducteurs, bobines de type « feuillards » (Figure 21), ont
été automatisés. Comme nous le présentons au Chapitre 4, ces conducteurs peuvent être
modélisés soit par une représentation surfacique uniquement soit par une représentation
surfacique plus une approximation mathématique permettant la prise en compte des effets
fréquentiels dans l’épaisseur du conducteur. Ces deux considérations nécessitent une mo-
délisation légèrement différentes compte tenu de la technique d’alimentation. Ces deux cas
ont été pris en compte. Nous dénommons par ST la modélisation surfacique uniquement
et par TBC la modélisation surfacique à laquelle s’ajoute l’approximation mathématique.
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Figure 20 – Formes élémentaires de cicruits magnétique : I, E, U, et O
Figure 21 – Conducteurs Feuillards - Deux types de modélisations ST et TBC
Nous pouvons ainsi créer à partir de ces briques élémentaires un nouvel objet (macro
objet) à savoir une jambe bobinées à partir d’un I et d’un bobinage (cf. Figure 22).
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Figure 22 – Jambes bobinées conducteurs « feuillards » modélisation de type TBC
Enfin, pour arriver au coupleur il ne reste plus qu’à associer ces jambes bobinées avec
les culasses en I pour un coupleur en ligne et en O pour un coupleur en échelle (cf. Figure
23).
Figure 23 – Modélisation automatisée d’un coupleur en ligne ou en échelle à partir
des briques ou macro briques élémentaires
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A cette modélisation géométrique automatique sont également automatisées toutes les
étapes classiques à la résolution par éléments finis :
— Affectation des matériaux
— Définition des termes sources
— Conditions aux limites et aux frontières (éventuellement conditions de symétries)
— Maillage (il s’agit ici d’une procédure de maillage fréquentiel auto adaptatif basée
sur les procédures présentées Figures 2.7,2.16,2.18,2.19 et 4.6)
Enfin, l’extraction des résultats (inductances, résistances...) est elle aussi automatique.
ANNEXE B - Méthodes d’extrapolation des résistances
et inductances globales à partir de simulations FEM 2D
Nous présentons ici de façon détaillée la technique d’extrapolation des valeurs des
résistances et inductances globales à partir des résistances linéiques obtenues lors d’une
simulation 2D.
2D[*] La première méthode appelée 2D[*] consiste simplement à multiplier de façon
classique les résultats linéiques par la profondeur du noyau. Le schéma de la Figure 24
présente le calcul réalisé dans le cas d’un coupleur en ligne et la Figure 26 pour le cas
d’un coupleur en échelle.
Figure 24 – Schéma explicatif du calcul de la résistance globale pour un coupleur en
ligne avec la méthode 2D[*]
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Figure 25 – Schéma explicatif du calcul de la résistance globale pour un coupleur en
échelle avec la méthode 2D[*]
Le calcul est alors donné par les formules,
RtotLIGNE = ((Rint1 +Rext1) + (Rint2 +Rext2)) p
LtotLIGNE = ((Lint1 + Lext1) + (Lint2 + Lext2)) p
RtotECHELLE = ((Rint1 +Rext1) + (Rint2 +Rext2)) (d+ p)
LtotECHELLE = ((Lint1 + Lext1) + (Lint2 + Lext2)) (d+ p)
Avec d la largeur de la jambe et p sa profondeur.
2D[**] La deuxième méthode appelée 2D[**] fait quant à elle la distinction entre la part
interne et externe à la fenêtre de bobinage et consiste à réaliser la somme pondérée de
ces résultats linéiques par les longueurs respectives. Le schéma de la Figure 25 présente le
calcul réalisé dans le cas d’un coupleur en ligne et la Figure 27 pour le cas d’un coupleur
en échelle.
144
Figure 26 – Schéma explicatif du calcul de la résistance globale pour un coupleur en
ligne avec la méthode 2D[**]
Figure 27 – Schéma explicatif du calcul de la résistance globale pour un coupleur en
échelle avec la méthode 2D[**]
Le calcul est alors donné par les formules,
RtotLIGNE = (Rint1 +Rint2) d+ (Rext1 +Rext2) (lmoy − p)
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LtotLIGNE = (Lint1 + Lint2) d+ (Lext1 + Lext2) (lmoy − p)
RtotECHELLE = (Rint1 +Rint2) (d+ p) + (Rext1 + 2Rext2) (lmoy − (d+ p))
LtotECHELLE = (Lint1 + Lint2) (d+ p) + (Lext1 + 2Lext2) (lmoy − (d+ p))
zAvec d la largeur de la jambe, p sa profondeur et lmoy la longueur moyenne du bobinage.
ANNEXE C - Approximation mathématiques pour
la modélisation des conducteurs surfaciques (éléments
coques)
Cas d’un conducteur infiniment épais soumis à un champ incident
La configuration est celle présentée Figure 28.
Figure 28 – Conducteur infiniment épais soumis à un champ incident
Partons des équations de Maxwell dans un milieu conducteur,
rH = σE+ ε∂E
∂t
r E = −µ∂H
∂t
Où ε, σ, µsont respectivement la permittivité, la conductivité, la perméabilité et H,E
sont les vecteurs de champs magnétique et électrique.
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Il s’agit de deux équations de d’Alembert auxquelles s’ajoute un terme supplémentaire
proportionel à la dérivée temporelle des champs électriques ou magnétiques. Pour résoudre








Pour simplifier, nous raisonnons uniquement sur la variation selon z de la composante
selon x. Nous cherchons alors des solutions de la forme,
Ex(z) = Ae
 ikz +Beikz
Or, d’après l’hypothèse d’un conducteur infini, nous obtenons,
Ex(z ! +1) = 0 ) B = 0









Or la loi d’ohm permet d’écrire,













Cas d’un conducteur d’épaisseur fini soumis à des champs incidents
de part et d’autre
La configuration est celle présentée Figure 29.
Figure 29 – Conducteur fin soumis à des champs incidents à ces parois externes
Il s’agit de la même démarche, nous partons des équations de Maxwell dans un milieu
conducteur,
rH = σE+ ε∂E
∂t
r E = −µ∂H
∂t
Où ε, σ, µ sont respectivement la permittivité, la conductivité, la perméabilité et H,E
sont les vecteurs de champs magnétique et électrique.
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Pour simplifier, nous raisonnons uniquement sur la variation selon z de la composante
x. Nous cherchons alors des solutions de la forme,
X(z) = Ae ikz +Beikz
Où X peut être de façon équivalente Exou Hx.
Or nous avons les conditions aux paroies suivantes,




















Ensuite, les équations de Maxwell peuvent être rééctrites de façon symétrique comme
suit,
rH = je
r E = jm
Où jeet jmsont respectivement les densités de courant électrique et de courant magné-
tique. Nous calculons ensuite les densités de courants surfaciques équivalentes de ces deux










































De plus, les composantes tangentielles des champs magnétiques et électriques de part
et d’autre de la surface sont liées aux courants surfaciques précédents par les relations,
Ht1  Ht2 = Ke
Et1  Et2 = Km
Nous obtenons donc le système suivant,{
Ht1  Ht2 = σ+iωεk tan(kd2 )(E1 + E2)























Et1 + Et2 = β(Ht1  Ht2)

































ANNEXE D - Densité volumique de pertes - Cas du Tore
La géométrie torique est intéressante étant donnée qu’elle permet à partir de mesure
globale de se ramener à des caractérisations volumiques. En effet, pour des facteurs de
forme particulier, nous pouvons montrer que la faible dispersion de la densité de champ
magnétique à l’intérieur du noyau permet de se ramener à ces grandeurs volumiques.
Prenons l’exemple d’un tore de section carrée uniforme S, de rayon intérieur R1 et de
rayon extérieur R2 (cf. Figure 30), nous distinguons la densité de flux magnétique locale
par Bloc et la densité de champ magnétique dîte globale Bglo.
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Figure 30 – Tore de section carré








































Faisons maintenant l’hypothèse que les pertes volumiques locales s’expriment de la
façon suivante (nous utilisons une modélisation de type formule de Steinmetz « classique »











Il s’agit maintenant de voir si les pertes volumiques globales évoluent selon la même




























2(λ  1)β(λ2 β   1)
ln(λ)β(2  β)(λ2   1)
Il s’agit maintenant d’étudier l’évolution de g(λ) en prenant β w 2.5 (valeur caracté-
ristique des matériaux étudiés) nous obtenons :
λ 1.1 1.25 1.5 1.66 2
g(λ) 0.9995 0.9974 0.9916 0.9870 0.9763
Table 4
Compte tenu des résultats du Tableau , nous pouvons globalement conclure que, dans
le cas des tores utilisés pour la caractérisation des pertes « fer » pour lesquels λ < 2,
pglo = ploc
Cette étude confirme donc la possibilité d’utiliser localement ces données pour une
meilleure évaluation des pertes fer en prenant justement en compte les effets locaux 3D.
153
ANNEXE E - De la bonne évaluation des pertes « fer »
à partir de la connaissance de l’évolution spatiale de la
densité de flux magnétique
La configuration est celle proposée Figure 31.
Figure 31 – Exemple d’un champ pulsant en 3D
Nous pouvons écrire,
−!
B = B(t)−!n = Bx(t)−!x +By(t)−!y +Bz(t)−!z
Et, en se plaçant dans le cas de champs sinusoïdaux de même amplitude et en phase,




B .−!n = 1p
3
(Bx(t) +By(t) +Bz(t)) =
p
3Bˆ cos(ωt)
Nous calculons alors les pertes de deux façons. Soit en sommant les pertes dues aux
champs pulsants selon (Ox), (Oy) et (Oz) : Pvx,y,z , soit à partir du champ pulsant selon











La courbe d’équation y = 3
x
2
 1 est tracée sur la Figure 32.
Figure 32 – Evolution du rapport Pvn/Pvx,y,z en fonction de β 2 [1.5, 2.5] (plage de
valeurs caractéristiques pour les ferrites utilisées)
Nous pouvons voir que l’évaluation des pertes « fer » à partir de la somme des pertes
selon chaque composante peut être extrêmement grossière d’autant plus que β s’éloigne
de la valeur 2. Ainsi, cet exemple permet de montrer que les pertes « fer » ne peuvent être
évaluées par la simple somme arithmétique des pertes selon chacun des axes mais qu’il
est impératif de les calculer à partir du champ pulsant résultant.
ANNEXE F - Calcul des éléments symétriques pour un
système matricielle N-phasé
Partons de l’expression liant les tensions et courants des enroulements en définissant
des résistances mutuelles. Nous avons, pour un système N-phasé et dans un premier temps
écrivons les relations pour une harmonique,




Avec, Rmm et Xmm les résistances et réactances propres et Rmn et Xmn les résistances
et réactances mutuelles. L’expression peut être réécrite sous forme matricielle, en posant
[Z] la matrice d’impédances, nous obtenons,





Z11 Z12    Z1N
Z12
. . . ...
... . . .
...
ZN1       ZNN

Où Zmn = Rmn + jXmn.
Ensuite, nous pouvons calculer les puissances actives et réactives instantanées totales,
p = Re([V ].[I])
= Re([Z].[I].[I])
= Re (([R] + j[X]) .[I].[I])
= [R][I].[I]
q = Im([V ].[I])
= Im([Z].[I].[I])
= Im (([R] + j[X]) .[I].[I])
= [X][I].[I]
Car [I].[I] 2 R.





































Car Rmn = Rnm.





































Car Xmn = Xnm.
Nous allons maintenant étendre ces expressions à des excitations multi harmoniques en
utilisant la théorie de Fourier. Nous pouvons écrire en prenant la phase 1 comme référence,
V1 =
∑+1








α Vα exp(jαω(t  (N 1)TN ) + φα)
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Cette écriture permet de remarquer qu’un système N-phasé équilibré multi harmo-
niques peut être décomposé en une somme de systèmes N-phasés équilibrés mono harmo-
nique direct d’ordre α. Or, dans le cas d’un système équilibré direct d’ordre α (α 2 [1, N ]),
nous avons les relations suivantes,
8m 2 [1, N ], Im = a (m 1)αI1
Avec a = ej
2pi
N . Nous pouvons alors réécrire les expressions de P et Q en fonction de























































Nous obtenons finalement les expressions des résistances et réactances symétriques en
fonction de la fréquence et de l’ordre de l’alimentation.
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