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CHAPTER 1 INTRODUCTION
1.1 Background
The increasing complexity of real systems necessitates a new formation in a simulation framework that can accurately simulate the time-varying system dynamics
and provide decision support. Continuous changes in characteristics of modern production and service systems require dynamic adaptation and re-identification of the
discrete event system models to demonstrate the same system. In order to deal with
this problem, there should be a new automated input or update mechanism working with the simulation framework. Using process-driven prediction methodology,
such as a discrete event simulation model, can specify system dynamics, bottlenecks, waiting times, or resource utilization; however, it might be weak on predictive models that require more realistic prediction. In this situation, data-driven
approaches are needed to support the process-driven prediction methodology. The
integration of predictive methods, such as ML algorithms, is an excellent candidate
to solve this problem. In this thesis, we conduct extensive research to integrate
discrete event simulation methods to machine learning algorithms to increase the
prediction accuracy of the model. We have focused three extensive studies under
our research portfolio that utilizes machine learning-based simulation modeling.
The first study, process knowledge-driven change point detection for automated
calibration of discrete-event simulation models using machine learning, calibrates
simulation model parameters for the model update and determines resource levels.
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In the second part, we build a novel predictive model to predict the time of the sepsis treatment operations using machine learning methodologies. In this study, we
mostly focused on time-to-event prediction of main clinical events such as antibiotic
administration time, blood culture times, or fluid resuscitation time in a hospital.
In addition, we also conduct extensive initial research by using discrete-event simulation and process mining algorithms to understand the clinical procedure of sepsis
treatment.
1.2 Discovery of Discrete Event Simulation Models Using Machine Learning
The main emphasis of discrete event simulation (DES) models is on modeling
the stochastic behavior of different events in the system given system characteristics
such as process flow, service and arrival distributions, and the number of servers.
However, these characteristics change over time, and the model falls behind the system reality. Changing characteristics of the system require a continuous update with
additional methodologies. For this reason, the overall objective of this research is to
increase the reality of discrete event simulation models using data-driven predictive
modeling.
DES models are built using manual observation and data collection through the
involvement of analysts, simulation engineer, domain experts etc. This process is often costly and results in DES models that can become obsolete due to the changes in
the process, e.g., control flows, parameters, resource-task assignments, etc. Hence
there is a need to auto-mate the discovery of DES models with little or no manual
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involvement. This task would input the historical data of the process, any knowledge with respect to the process’s control flow, resource levels, duration distributions, queuing policies, etc. In this part of the research, we developed a data-driven
machine learning approach to discover DES models using historical process data.
1.2.1

Research Objectives and Motivations

Our objective has been to develop an integrated approach to automatically discover DES models using historical data and readily available process knowledge
(without need for further observation and data collection). The proposed approach
leverages the powerful machine learning methodologies and the ability to simulate
large number of simulation models in parallel. The ingredients of this approach are:
historical data, readily available process knowledge, universal model capturing the
variations of the DES representation of the underlying process as per the unknown
process elements.
The developed approach consists of two steps. First step is to identify the process
changes affecting the data using a novel change point detection algorithm that integrates data-driven methods with process knowledge to identify when the unknown
process elements (i.e., resource levels) change in discrete event systems. With this
step, we are guaranteed to partition the historical process data into temporal segments in which the system has a stationary process structure (with respect to the
unknown process elements to be discovered). Unique to our approach is the use of
discrete event simulation models to capture complex process dynamics that usually
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occur at times of unknown process element transition (resource level). More specifically, this work proposes a consolidated framework for process-driven multi-variate
change point detection (PD-CPD) by combining change point detection models with
machine learning and process-driven simulation modeling.
Second step is the use of a universal model representation of the underlying
process and generation of a repository of simulation models and simulated process outputs which are then used to train selected supervised learning classification
models (such as random forest, support vector machines, or ensemble methods) for
the identification of the underlying process model. We illustrate the second step
of the proposed approach by focusing on the determination of unknown resource
levels.
1.2.2

Contributions and Significance

There are two significant contributions of this research summarized as follows.
(i) Our first contribution is a process driven change point detection method that
focuses on the source of changes in system properties, as reversed to their
manifestations in system outputs. The value of process knowledge in complex
systems constitutes the difference between process- driven change point detection (PD-CPD) and data-driven change point (DD-CPD). This contribution
can be used in isolation from the second contribution by the wider DES modeling community in building simulation models through the parameter and
distribution estimates using historical datasets obtained from non-stationary
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process based systems. Hence it becomes possible to use the fully automated
use of multiple DES models to represent the system at different times, rather
than using an average analysis.
(ii) Our second contribution is to develop an automated machine learning based
approach to discover DES models for systems that undergo variations with
respect to unobserved process elements. The advantage of this contribution
is that the DES models of commonly studies process based systems can be
automatously discovered and periodically calibrated to stay current as the
process undergoes changes.
1.3 Time-to-Event Prediction in Clinical Care Operations: Case of Antibiotic
Administration in Sepsis Treatment
Increasing complexities in healthcare systems requires more effective predictions for health condition progression and clinical care and procedure pathways.
Time-to-event prediction of clinical outcomes use statistical data-based models (i.e.
survival models); however, these methods may not be appropriate for predicting
the multi-phase clinical events especially given the interplay between health condition and interventions. Hence, there is a need for predicting the time-to-event
of a sequence of clinical events subject to the interventions. In this part, we aim
to develop a data-driven predictive model in order to increase the effectiveness of
time-to-event prediction of clinical care operations. We study the sepsis treatment
procedure (antibiotic administration in treatment operation) as the use case of this
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development.
1.3.1

Research Objectives and Motivations

Research on clinical predictive analytics mostly focus on predicting onset and
time-to-event of clinical events such as hospital length of stay, prediction of a clinical
duration, or survival outcome and duration. We focus on the time-to-event prediction of clinical operations in the sepsis treatment pathway during a single episode
visit. While there have been time-to-event studies for events of individual patients
across multiple visits, predicting multiple clinical events during a single visit using
the real-time data is not addressed. Predicting an entire procedure, i.e. discharge
from ED/ICU, might be relevant for a broad set of applications and more robust,
however, does not answer such questions as “when patient X will need procedure
P” or “is there enough of equipment E in the next 6 hours” and thus is not useful
for the operational management of clinical resources. The objective of this research
is to create more valuable prediction models for the specific clinical operations in
treatment pathways and demonstrate through the sepsis use case.
1.3.2

Contributions and Significance

The contribution of this study is the development of a predictive framework for
the time-to-event predictions of specific clinical operations. There are extensive
studies about early sepsis prediction methodologies. In literature, data-driven predictive methods for sepsis are mostly concerned with the likelihood of sepsis and,
most recently with sepsis onset. The information of the likelihood of sepsis or sepsis
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onset predictions primarily does not contribute to the treatment steps and strategies
in clinical treatment or prevention procedures. Hence this study will contribute to
the timing and risk prediction of treatment steps along with early prediction, which
is not addressed previously, by enhancing the prediction of time-to-event prediction
of clinical pathways of those patients with sepsis.
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CHAPTER 2 PROCESS KNOWLEDGE DRIVEN CHANGE POINT DETECTION
FOR AUTOMATED CALIBRATION OF DISCRETE EVENT SIMULATION MODELS
USING MACHINE LEARNING
In this section, we propose a novel change point detection algorithm that integrates process knowledge into data-driven prediction methodology to recognize
when a system characteristic (i.e., resource levels) change in discrete event systems.
In addition, we also investigate how to discover DES models using machine learning, historical data, and a universal model capturing the range of uncertainty of
unknown process elements. We observe this through the resource-level prediction
using supervised learning classification methods.
2.1 Introduction
Increasing complexity of modern systems require a new generation of simulation
models that can accurately represent the time-varying system dynamics and provide
decision support. In manufacturing and service systems, discrete event simulation
(DES) models are extensively used to represent the discrete flow of materials, requests and customers in dynamic environments. Challenges associated with the
complex nature of modern systems are being increasingly addressed by digital twin
technologies [104, 103] that aim to create a one-to-one replica of the physical world
using highly detailed simulation models. The resulting DES models reveal complex
system relationships and unlock a significant potential for better prediction and
decision making capabilities. However, these technologies also require a substantial upkeep as the underlying systems evolve. Dynamically changing characteristics
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of modern manufacturing and service systems necessitate adaptation of the DES
models to represent the same system at different times. Hence, it becomes a fundamental research challenge to automate the detection and estimation of changes
in system characteristics in order to maintain the validity of DES models. Conventional way of identifying these changes would be to use data-driven change point
detection models (DD-CPD) [13]. DD-CDP models rely on the system output(s) to
detect when the system characteristics change. In reality, process dynamics in complex systems may alter (modulate and/or time-shift) how the changes in system
characteristics manifest themselves in system outputs. Integrating process knowledge into change point detection models is thus critical to pinpoint the exact time of
change in systems characteristics by accurately capturing how they relate to system
outputs. This distinction proves to be increasingly critical as system complexities
rise.
It is often difficult to predict the performance of modern systems through stylized models. Advances in data processing and computing capabilities enable powerful simulation models to incorporate and analyze these processes in detail. Conventional DES models assume a system with static and known characteristics. The
main emphasis of these models are on modeling the stochastic behavior of different
events in the system given system characteristics such as process flow, service and
arrival distributions, and number of servers [100]. However these characteristics
change over time. While some of these changes are extraneous (i.e., arrival distribu-
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tions) and can be detected only with DD-CPD methods, others such as process flow,
resource levels and service time distributions are intrinsic to the system and their
detection can greatly benefit from the process knowledge. In recent years, there has
been an increasing interest in the automated discovery of process knowledge, with a
specific focus on discovering control flow and process mapping [117, 8]. Contemporary process mining literature prioritizes the discovery of control flow and extract
the performance and resource patterns - i.e. resource levels and service distributions [118]. Further, majority of the process mining approaches assume the process
to be in steady state and other studies focus only on the concept drift (changes in
the process) in terms of control flow or resources to the extend they are detectable
from the event logs [18, 23, 82, 19]. However, most of the dynamic changes in
modern systems, occur as a result of changes in performance and resource levels,
e.g., machine outage or degradation in a manufacturing setting and nurse schedule
change or dynamic task assignment in healthcare systems. These variations may
not be detectable through the event logs due to, for example, lack of data collection
or complex process inter-dependencies. Detection of these variations (i.e., changes
in resource levels or degradation of performance) intrinsic to the system and identifying the corresponding change points is a key challenge for migrating the static
DES models to an adaptive and dynamic setting.
A supervised approach to identify the temporal change-points (i.e., changes in
resources levels or performance rates) is to model the time lag between resource
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level changes and resulting impact on the system characteristics using a regression
or similar approach. However, this supervised approach requires the knowledge of
historical input (i.e., resource, performance) levels and actual change points which
may not be available. Further, even when the historical change point and output data is available, this approach assumes that the system is stationary. Time
lag changes dynamically as a function of interactions within the system. For instance, a DES system transitioning from a low-service to-high service level state
would provide corresponding outputs with different delays depending on the level
of congestion.
In this study, we propose an unsupervised process-driven change point detection
(PD-CPD) method for complex systems using simulation models. The proposed PDCPD method is an unsupervised approach and provides a unified framework that
combines change point detection models with machine learning and process-driven
simulation. The PD-CPD process is initialized using the DD-CPD estimates which are
then refined through iterative simulation and machine learning methodologies. In
each iteration, given the change point(s) of the system characteristics, simulation
models generate system level outputs as time-series data streams which are then
used to train machine learning models to predict system characteristics. These machine learning models are utilized to estimate the likelihood that the data received
from the physical world can point to the same change points in system characteristics. The process is repeated until the change point with the maximum likelihood is
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identified. The unique contributions of this work can be summarized as follows:
• We propose a change point detection method that focuses on the source of
change - i.e. changes in system characteristics - as opposed to their manifestations in system outputs. Difference between PD-CPD and DD-CPD comes from
the value of process information that creates a mapping between system characteristics and outputs. This mapping cannot be incorporated within purely
data-driven methods in many complex systems.
• We develop an automated procedure to calibrate simulation models according
to explicit changes that effect the underlying processes. For time-varying systems, this procedure enables the fully automated use of multiple DES models
to represent the system at different times, rather than relying on an average
analysis that cannot explicitly incorporate the dynamic system behavior.
• We provide a method that uses machine learning to identify the fitness between the time series outputs from process-driven simulation model and physical world. The proposed method uses Nonlinear Autoregressive with External Input (NARX) Model that is more capable (e.g., handling non-linear and
time-varying time series profiles) than alternatives such as linear parametric
autoregressive, or autoregressive moving-average models [95].
In what follows, section 2.3 introduces the related work and surveys the development in change point detection and simulation research to place the contribu-
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tions of this chapter in context. In Section 2.4, we develop the unified methodology
for PD-CPD and introduce its components. Section 2.5 presents a case study and
demonstrates the effectiveness of PD-CPD. In sections 2.6 and 2.7, we conclude the
chapter with some limitations, future directions, and closing remarks.
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2.2 Related Work (Literature Review)
DES models systematize the operations of real-world system as discrete event
sequences and commonly used to analyze dynamic and complex systems [12]. DES
models offer a flexible and dynamic system representation that are widely used
for effective analysis of process-based systems in manufacturing, automotive, transportation, or healthcare industries [12, 11, 75, 66]. This study aims to automate
the detection and estimation of the changes in system characteristics to maintain
the validity of DES models. Hence, it contributes to two independent literature
streams: (1) automated discovery and calibration of DES models, and (2) change
point analysis.
Automated discovery and calibration of models has been studied by both the
DES and process mining communities. In DES literature, many studies attempt to
create an automated model discovery using formal model specifications for simulation models [10, 110, 42, 51]. More recently, several studies also propose datadriven model integration using external database and analysis techniques to create
simulation models [76, 55]. In addition, some DES studies focus on model calibration and parameter update using data-driven approaches [32, 33, 16]. Simulation
model transformation and parameter calibration of DES formalism is discussed in
different publications by Zeigler [127, 128]. Complexity of simulation model parameter calibration is also studied by Hofmann [49], and extensive development
and evaluation of this procedure is analyzed by Park et al [93]. Spear [111] stud-
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ied multivariate statistical analysis for calibration, uniqueness, and goodness of fit
for high dimensional space and large simulation models of environmental systems.
Model update and parameter calibration is also studied in process mining literature
as concept drift [18, 19]. Concept drift literature primarily focuses on detection of
drifts on time [44] and keeping predictive models up to date [62]. Process mining studies present different methods to discover and understand business process
model changes in a period [18, 96].
The proposed PD-CPD method is an offline unsupervised multivariate non-parametric
change point detection approach using high-dimensional dependent time series
data. Change point detection problem is a special case of the more general change
point analysis and estimation problems. The change point analysis aims to identify not only the timing, but also which parameters change and their change levels.
The focus of this study is the change point detection and we assume that “levels of
changes” are known and the levels are provided. We also note that the generalization of the proposed PD-CPD approach to additionally account for the uncertainty in
the change levels can be readily incorporated without requiring procedural changes.
Change point detection and estimation is a data-driven method to identify and diagnose abrupt changes in time series data. It is a signal processing tool not only
commonly used in mathematics and statistics, but also in various fields such as machine learning, finance, economics, healthcare, engineering, etc. [73, 37, 25, 59].
Change point detection methods are traditionally classified as online (real-time set-
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ting) [4, 125] and offline (retrospective setting) detection [14, 115]. Most discrete
event simulation models are executed offline, therefore our focus in this work is on
the multivariate offline change point detection approaches. Since there is no label
to use in analysis, the change point detection problem is a typical unsupervised
learning method. In the CPD literature, most methods consider one dimensional
(univariate) data sets, and others use multi-dimensional (multivariate) data sets to
detect changes. Change point detection methods for univariate time series has been
studied for different domains in the literature [25, 52, 69]. Since changes in a complex system may manifest across multiple system performance characteristics, it is
important for the CPD method to handle multi-dimensional data. In this part, we
also consider a nonparametric (distribution free) model with multivariate dataset,
because we have no known distribution or a stable distribution in most simulation
models. Matteson and James [83] developed a nonparametric approach for multiple change point analysis of multivariate observations and compared with alternative methods. Other studies with nonparametric CPD approach in multivariate time
series has been also analyzed in literature with different studies [130, 50, 129].
This chapter mainly contributes to the automated DES model calibration literature by proposing a data-driven approach to detect and estimate the change
points for resource parameter estimation. It also contributes to the nonparametric
multivariate change point detection literature by leveraging the underlying process
knowledge through simulation.
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2.3 Methodology
This section develops the proposed PD-CPD method - a novel offline multidimensional change point detection approach driven by process knowledge and
machine learning for automated change detection and calibration of DES models.
Without loss of generality, we herein consider a class of periodic type changes, i.e.
resource task assignment or shift change, in the system.
Figure 2.1 presents the flowchart of the PD-CPD methodology. Proposed PD-CPD
method executes in four stages. First stage is the initialization stage and determines
an initial estimate of the system’s change point(s) by applying a multivariate nonparametric change point detection technique to the time-series dataset (for each
realization). In the second stage, i.e. simulation stage, the method generates system outputs by simulating the DES model calibrated with the incumbent change
points. The DES model is simulated for each realization of the system using the
corresponding system inputs. Third stage is the predictive model training where
we train a time series neural network model, i.e., Nonlinear Autoregressive with
Exogenous Input (NARX) Model, for each realization. These neural networks are
then used to predict the change points given the time-series datasets of the system’s
performance outputs. Last stage is the change point evaluation and perturbation
stage. In this final stage, we evaluate the change point predictions obtained using
the NARX models and update the change points using a perturbation based approach. We repeat this process with the perturbed change point(s) until change
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point(s) with the maximum likelihood is identified.
Inputs to the proposed PD-CPD method are multiple realizations of multivariate
time-series data obtained from the system representing its performance outputs at
different times. These multiple realizations correspond to unique output samples
of the system in which the changes occur at the same change points, e.g., multiple
day outputs of a system where changes are repeated daily. In addition, we process
the raw data to extract parameters of a simulation model of the system. Outputs
of the simulation model are also processed using a snapshot strategy to collect
multi-variate time-series performance output data (features) i.e. number in system,
number in queue, utilization etc. matching the time points of the actual system’s
time-series data.
In what follows, we introduce the methods required for the proposed framework, and integrate them into a unified solution algorithm for process-driven change
point prediction.
2.3.1

Data-Driven Change Point Estimation

Multivariate non-parametric CPD is the first step of our methodology to detect
data-based abrupt changes using real system data. This approach provides initial
CPs using raw data, without using any process knowledge. We use standard offline
change point detection methods, see references [115]. There are multiple methods used for offline non-parametric change point detection such as non-parametric
maximum likelihood, rank-based detection, kernel-based detection, and probabilis-
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Figure 1: Process Knowledge Driven Change Point Detection (PD-CPD) Model
Framework.
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tic methods. Change point detection method for a single change point τ can be
expressed in general form as follows:


τ = arg min Z(t) =

t−1
X

ϕ(xi ; θ([x1 , ... xt−1 ])+

i=1

n
X


ϕ(xi ; θ([xt , ... xn ])

(2.1)

i=t

where ϕ and θ define the section empirical estimate, and the deviation measurement, respectively. The formulation can use different types of statistics such as
standard deviation, root mean squared, linear etc.
Since, we have N number of change points in the case, then CPD function minimizes

Z(N ) =

N
−1 tj+1
X
X−1
j=0

ϕ(xi ; θ([θtj ... θtj+1 −1 ])) + βN

(2.2)

i=tj

where t0 and tN are the first and the last sample of time series data, and constant
number β represents a fixed penalty added for each change point [68, 61].
Unique to our application, the multi-variate raw dataset may represent multiple
realizations of the system’s performance data (i.e., periodic changes in the underlying system characteristics). For instance, the raw time-series dataset consists of the
daily performance outputs of a system over the course of multiple days, i.e. realizations. Hence, applying a DD-CPD method to each realization could lead to a distinct
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set of change point(s). These distinct CPs implied by multiple realizations can be
conciliated by selecting a representative CP set based on median or mean across
realizations. The proposed PD-CPD method is agnostic to the DD-CPD method used
to initialize and the initialization method of multiple CPs.
2.3.2

Process-Driven Change Point Prediction

Most process-driven systems have resource level changes in the short term (e.g.
shift changes during a day or ad-hoc task assignment due to congestion) and long
term (e.g. every 2-3 months or seasonal changes). These changes can be classified as one-of-a-kind (e.g., ad-hoc task assignment in service processes or machine
degradation in manufacturing) or periodic (shift changes). In the case of periodic
change points, the real system generates multiple realizations of time series data.
The historical data from the system (e.g., event logs) is processed to generate features of the system performance in the form of time series data such as average
number of entities in system, average number in queue, utilization of a process etc.
using a sliding time window approach. Figure 2 illustrates the multi-dimensional
time-series feature data for two change points for a single realization of the system.
Determination of which features to used is also a decision to be made as part of
the proposed approach. For instance, if the goal is to estimate resource shift changes
of a process step, then clearly utilization of that specific process as well as queues
prior to the execution of that step should be included in the feature set. While some
features are more important than others, the importance determination of features
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Figure 2: Multivariate time-series features of a process with a single change point.
is left to the predictive model building step where less important features can be
eliminated or new features can be extracted in a supervised manner [70]. Such
feature selection approaches are beyond the scope of our contribution. In addition,
time windowing used to create time-series features of system performance is important. Clearly, these feature sets can be extracted at different levels of resolution
by choosing the windowing function and temporal width. Choice of short width
promotes greater sensitivity with respect to changes, but by increasing the size of
time-series dataset it decreases the performance of the predictive modeling due to
the system’s intrinsic variability during periods with no changes. In comparison
longer width windowing gives a better predictive performance in stationary peri-

23
ods, but reduces sensitivity to changes. Next, we discuss simulation model, NARX
neural network, and change point perturbation steps of the PD-CPD.
A) DES Simulation Modeling - Mapping System Characteristics to Performance Outputs
DES models allow us to change the system characteristics and observe how those
changes are manifested in the system outputs, therefore, it provides a powerful tool
to map system characteristics changes with outputs. In implementing the PD-CPD’s
second stage (simulation stage), we assume that a DES model of the system is
available or can be constructed. Further, we assume that the change points are
characterized such that which process step they affect and their number are known
except their timing. For instance, in our case study of emergency room modeling,
we consider dynamic shift changes on resource (staffing) levels. We further assume
that all system changes are same type (periodic or one-of-a-kind) and share the
same periodicity (if periodic). In the case of periodic changes, we repeat the DES
simulation runs for each realization of the historical data using the same flow unit
attributes and arrival distributions but allow for variability through the processing times. Process duration distributions are estimated by distribution fitting using
all realizations’ data. DES models are configured to record high fidelity system
performance data (e.g., queue lengths and wait times, total time in system). Each
DES model corresponding to a realization is replicated multiple times with different
random seeds and their outputs are processed through the same sliding time win-
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dowing approach used for the actual system’s dataset to obtain multi-dimensional
feature sets. All DES model runs are executed with the same incumbent change
points (timing and levels).
B) Change Point Prediction and Evaluation - NARX Neural Network Model
Given the simulated system’s performance feature sets, we train a unique neuralnetwork model (corresponding to each realization) which predicts temporal resource levels given the time-series features. Next we test the prediction accuracy
of resource levels using actual system’s features as inputs and simulated changes in
resource levels as labels. For predictive modelling, we use Nonlinear Autoregressive Exogenous input (NARX) model, which is a robust class of dynamic recurrent
neural network model suitable for nonlinear systems and time series and is nonparametric. NARX predicts future values of a time series y(t) from past values of
that time series and past values of a second time series u(t). The NARX neural
network output can be mathematically expressed as follows:

y(t) = f [y(t − 1), y(t − 2), ..., y(t − d), u(t − 1), ..., u(t − d)] + (t)

(2.3)

where f is a nonlinear function that describes the system behaviour and (t) is the
approximation error. The NARX neural network framework is illustrated in Figure
2.3.
In our approach, NARX neural network model predicts the temporal resource
levels y(t) using d preceding resource levels and time-series performance features
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Figure 3: NARX Neural Network Framework with Delayed Inputs and Outputs.
u(τ ) where t − d ≤ τ ≤ t − 1. In training the NARX neural network, we use the
the input m dimensional feature data from the multiple DES replications (of a realization) and the simulated resource levels (as per the incumbent change). Note
that the number of DES model replications (for a given realization) determines the
size of data available for training and validation of the NARX model. For validation of the NARX model, we use k-folds in training and validation approach. To
determine the optimal NARX model, we apply the common trial-and-error method
to specify the number of hidden neurons and training function presented by Maier
and Dandy [79]. However, the number of neurons, training functions, and other parameters can change depending on different case study. We explained all the details
of our model parameters and input data in the case study section. The prediction
performance of trained models were compared using mean squared error (MSE),

26
accuracy measures. The lowest MSE or highest accuracy score provides the best
prediction performance for that specific model. Once trained, each NARX model is
then input with the features obtained from the actual system’s realization to make
resource level predictions. These resource level predictions are then discretized by
a simple rounding procedure and compared with the simulated resource levels at a
selected temporal region. The reason for not comparing the predicted resource levels with those simulated in the full temporal spectrum is to increase the sensitivity
of comparison accuracy. To illustrate, let’s consider discretization of a single day of
24 hours with 96 intervals of 15 minutes and a single change point at 8 AM (i.e.,
32nd interval). A 30 minute timing discrepancy between predicted and simulated
resource level corresponds to an accuracy of 98% which hinders the comparison of
accuracies with high variability. Instead of using all 96 intervals, by using 20 intervals (2.5 hours) centered at 8 AM, the accuracy would be 90%. Without apriori
imperfect knowledge of the change points, the comparison temporal spectrum cannot be determined. The proposed PD-CPD begins with a wide range of the temporal
spectrum (centered at initial DD-CPD estimates of change points), i.e. low sensitivity, and then gradually constricts the temporal spectrum to increase sensitivity.
Accuracy of the incumbent resource level solution (change point) is then found by
averaging the accuracies across multiple realizations.
C) Identifying Optimal Process-Driven Change Point
In the last step, we perturb and update change points that are determined by PD-
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CPD method in order to improve prediction results. After training the NARX neural
network and testing with the actual system’s data, we obtain an average prediction
accuracy indicating degree of agreement between the simulated resource levels and
system’s actual performance data. Next, the incumbent change points are updated
by perturbation (i.e., change times), and simulation, NARX training and testing
procedure are repeated to evaluate different change point combinations.
In small instances, one can conduct an extensive neighborhood search, i.e. run
simulations and NARX for assessing fitness for a small set of change point combinations to ascertain the optimal change point. However, for medium to large
instances, e.g., multiple change points, such an approach may prove impractical
and require an optimization approach. The perturbation-based optimization procedure of PD-CPD approach, belongs to the domain of simulation-based optimization,
where at each iteration, given a direction of improvement, the incumbent solution is iterated in the improvement direction by a predetermined amount/step size.
Proposed PD-CPD approach starts this perturbation with the initial change points
identified through DD-CPD. At the end of first iteration, a perturbation step is executed where change times of resource levels are perturbed to obtain improvement
direction. A common challenge in using solely the direction of improvement for
iterations is the nonlinearity of the objective space which poses risk of convergence
to a local optima. Hence, most solution approaches also utilize an exploration step
where iterates are allowed to be perturbed to an inferior solution (i.e., exploration
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step) [7].
While many of the simulation-based optimization approaches are applicable,
we use a modified form of the simulated annealing algorithm in our experiments.
Simulated annealing is a probabilistic technique that brings together exploitation
(choosing most accuracy improving direction) with exploration that chooses suboptimal moves with a gradually decreasing probability to allow for the algorithm
to escape local minima. The tradeoff between exploration and exploitation is cast
through a temperature parameter, which yields to pure exploitation as the temperature goes to zero, or a random-walk when temperature is infinite. A common
approach is to start with a higher temperature to allow exploration in earlier stages,
and to lower it after every iteration to ensure stability towards the end of the algorithm. We refer the interested reader to [114, 15] for variants and uses of simulated
annealing. Our rational for choosing simulated annealing was to provide a simple
search method to showcase the flexibility of our framework in terms of integrating
different simulation-based optimization methods. For a general overview of search
algorithms within simulation literature that can be integrated into our framework,
we refer the interested reader to [67].
2.3.3

Solution Algorithm

In this section, we formally introduce the Process-Driven Change Point Detection algorithm that brings together the set of methods outlined in Sections 2.3.1 &
B. Main objective of the algorithm is to leverage detailed DES models to capture
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process-driven insights, which are then used to augment the initial change point
estimations that are acquired through purely data-driven methods.
The proposed algorithm (Algorithm 1) starts with data-driven estimation in
Stage A that include acquisition and processing of observation data, and extraction of multi-dimensional time-series features for each observation. These feature
sets are used to produce initial, data-driven change point estimates that initialize
the search space for Stage B. Stage B incorporates process-driven insights to change
point prediction. It starts with selecting change point combinations in the neighborhood of the incumbent solution. For each selected change point combination,
multi-replication runs of a DES simulation model is executed as outlined in Section
2.3.2. The resulting DES simulations are used to train and predict resource levels via NARX models. NARX prediction accuracy measures for observed time-series
data streams are evaluated to quantify the success rate of the change point combination. A detailed explanation of this procedure is provided in 2.3.2, and outlined
within the Process-Driven Assessment procedure. Given the accuracy estimates for
each candidate change point solution, the algorithm decides which candidate solution replaces the incumbent change point. After sufficient number of iterations, the
algorithm terminates, and the change point estimate with minimal error is identified as the optimal prediction. The perturbation based optimization procedure is a
modified version of simulated annealing.
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Algorithm 1: Process-Driven Change Point Detection
Data: Time Series Data Observations
Result: Process-Driven Change Point Predictions τ ∗
Stage A: Data-Driven Change Point Estimation:
• Convert the observations from raw data into time series of the arrivals and
features, α := {αt , ∀t ∈ T }, and ψ := {ψt` , ∀` ∈ F, ∀t ∈ T }, respectively. T
and F indicate the set of times and features.
• Define τ0 , · · · , τm ∈ M as the ordered change points such that τi < τj for any
i < j. These change points split the sets α and ψ to m segments, whereby the
ith segment contains {αt , ∀t ∈ T : τi−1 < t ≤ τi } and
{ψi,t , ∀i ∈ M, ∀t ∈ T : τi−1 < t ≤ τi }. Ri is denoted as the corresponding
resource level.
• Given ψ, identify the
Pmoptimal data driven change points
∗
τDD := arg minτ,m i=1 [φ(ψ : τi−1 < t ≤ τi )] + βm, where φ and β denote the
deviation measurement, and the penalty for additional change points,
respectively.
Stage B: Process-Driven Change Point Prediction:
∗
• Let k ← 1, τ 0 ← τDD
, ε0 ← M , where M is a sufficiently large number. Define
Ω = ∅ as the set of change point scenarios.

while k ≤ kmax do
– Randomly select τ , an n-neighbor of τ k−1 ,
from the list δ(τk−1 ) that includes all change point combinations
τ ∈ {τi ∀i ∈ K : |τi − τik | ≤ n}.
– Execute the Procedure P DA(α, R, τ, ψ) to obtain
the error term associated with τ , namely ε.
– If ε ≥ εk−1 , with probability exp(ε − εk−1 /(k · T emp(k)), let τ k ← τ k−1 and
εk ← εk−1 . Otherwise, τ k ← τ and εk ← ε.
– Add the change points τ k and the associated error k
to the set Ω. Update T emp(k) and k ← k + 1.
• Optimal change point set is τ ∗ ← τ j , where j yields minimum average error,
i.e. j = arg min εi .
1≤i≤k
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Procedure Process-Driven Assessment(PDA)
Input: α, R, τ, ψ
Build simulation model ξ(α, R, τ ) using arrival data α, resource levels R and
change point estimates τ . Define S as the set of replications.
for s ∈ S do
• Generate a set of time series realizations from
ξ(α, R, τ ), denote the corresponding feature set as ψs .
• Use k-fold cross validation for tuning the parameters
of the NARX model. Using the optimized parameters, train NARX model using
ψs and R;
• Test NARX model using actual feature sets ψ and R. Denote the corresponding
error as εs .
Obtain an average error ε =
Output: ε

P

s∈S

εs /|S|.

2.4 Case Study
To demonstrate the steps of our approach, we conducted a case study using
an emergency department (ED) and consider two resource level changes reflecting
shift changes within a single day. Resource levels are considered as Ri ∈[1, 3] in
our model. This level of resources (along with other parameters and arrival data)
corresponds to a realistic ED setting where there are occasional congestion induced
waiting. In the pre-processing phase, the input raw data is generated by simulating
the ED system for 30 realizations (e.g., 30 day history), which are then converted
to time-series data. Since we use snapshot property to generate time series data
with 10 minute intervals, each time series input has 144 data points for 24 hours
horizon. In this experiment, we use 6 features (such as the number of entities
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waiting in the system, waiting in queue, time in idle/busy states) in order to predict
resource level change times with multivariate data-driven change point detection.
Figure 2.4 depicts input features and initial change point detection results.

Figure 4: Model Input Features and CPD Results.

In this case study, we use non-parametric offline change point detection method
considering "mean" and "standard deviation" changes as the change point detection
statistics. For "mean" statistic, change point detection function minimizes the total
residual error from the best horizontal level for each section. Given a time series
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data as x1 , x2 , ..., xn , CPD function finds change point t such that:

Z(t) =
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=(t − 1) var([x1 , ... xt−1 ]) + (n − t + 1) var([xt , ... xn ])

(2.6)

attains its minimum value. When we use standard deviation, we fix the mean, and
use the following function;
n
X

ϕ(xi ; θ([xm , ... xn ]))

(2.7)
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=(n − m + 1) log var([xm , ... xn ]).

(2.9)
(2.10)

Data-driven change point detection algorithm identifies two change points of the
system as τ1 = 10.5 and τ2 = 19.33 during the 24-hr day. Next, we parametrize the
discrete event simulation model by setting up the changes to occur at these initial
estimates. Next we simulate the ED for each realization with multiple replications
and process the outputs of each realization to obtain the multivariate time-series
features.
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Next, using simulation outputs, we train and validate a NARX neural network
model for each realization. In the training phase, we use multiple inputs (i.e., 6
features representing the performance outputs of the simulated system) and single
output (resource level at each time series point) with training samples corresponding to the simulation replications. We use scaled conjugate gradient backpropagation network function for training and validation. We note that the simulation data
is only used for the training and validation, not for testing. In the testing phase,
actual historical time-series data is used as input features and simulation labels (resource levels) are used for output, thereby we observe simulation model’s fitness
with respect to the actual data. In this experiment, input delays, feedback delays
and hidden layer size are considered as 1:2, 1:2, and 5, respectively. Training and
validation sets are divided as 80% and 20%, respectively, and testing data is taken
from the actual data. Figure 2.5 illustrates the training and validation results for
a single NARX neural network. We have two change points and three different resource levels in a day. Since resource shift at CP1 is larger, prediction performance
in τ1 is better than τ2 . We note that accuracy results (both in validation and testing)
vary across individual NARX models corresponding to each realization (see Figure
2.7).
For each realization, we test the corresponding NARX neural network model
and find the average error across all realizations. Next, we perturb the incumbent
change points as described in Algorithm 1. We use a modified version of simulated
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Figure 5: NARX Neural Network Time Series Response for Training and Validation
Sets.
annealing to perturb the change points and obtain the change point combination
that yields the minimum error. The perturbation algorithm converges the CP iterates to the actual CPs of τ1∗ = 10 and τ2∗ = 20 hours.
Figure 2.6 characterizes the absolute time deviation (averaged across realizations) response as a function of different change point combinations used in simulations. We note that our proposed PD-CPD is an unsupervised approach seeking
to minimize the deviation between the change points of resource levels that are
simulated versus those predicted by the NARX neural network models. Figure 2.6’s
depiction thus illustrates how different CPs used in simulations compare with the
actual CPs. Absolute time deviation is the absolute distance between the actual
CPs (τ1∗ = 10 and τ2∗ = 20 hours) and those predicted by the NARX models in
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the testing stage, respectively. Response surface depicted in Figure 2.6 reveals the
non-convexity of the average absolute time deviation in terms of simulated CPs. It
further shows that the local minimum is attained at the actual CPs, i.e. τ1∗ and τ2∗ .
The reason for non-zero average time deviation at the minimum is that NARX models for some of the realizations predict change points different than actual CPs given

Figure 6: PD-CPD Average Absolute Time Deviation Results.

the time-series features of different realizations. However, the method converges
to the minimizing solution of τ1∗ = 10 and τ2∗ = 20 hours which has zero deviation
from the actual CPs. This is an improvement of the DD-CPD results which has a
total absolute deviation of 70 minutes.
Figure 2.7 compares the results of the DD-CPD and PD-CPD approaches on a
daily (realization) basis for 30 days using the optimal solution. Of the 30 days,
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NARX models’ predictions for days 3, 6, 16, and 23 correspond to the actual CPs,
i.e. no deviation. The PD-CPD outperforms the DD-CPD in 26 days out of 30 days.
Note that while on days 4,26, and 28, PD-CPD’s deviations are higher than DDCPD, these results are for individual days. Indeed, the PD-CPD’s optimizing solution
corresponds to actual CPs which are better than the DD-CPD results of τ1 = 10.5 and
τ2 = 19.33 which has a total absolute deviation of 70 minutes.
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2.5 Limitation and Future Directions
In the current study, each day is simulated with multiple replications and a NARX
model is trained based on the average features across replications. Instead of averaging, one approach could be to train and validate NARX model with the nonaveraged replication results. However, NARX model is not able to process more
than one time series sequence as it is not able to handle the time delay between
observations across a day’s replications. An alternative way (to averaging across
replications) is to replicate each day’s simulation and build a NARX model for each
of these simulation replications. These NARX models would then form an ensemble
model for each day. We can then make aggregate predictions using these ensemble models, i.e. by choosing the majority resource level across simulation replications. Another limitation to the proposed approach is the fidelity of the simulation
model. Clearly, the accuracy of the detected change points will be effected by the
fidelity level of the simulation model of the system. We assume that there exists
a high-fidelity simulation model which accurately captures the system dynamics
with respect to the resource changes and their temporal change points. The task of
developing such a simulation model is outside the scope of this work.
In this work, we focus on system changes and change point detection due to
resource level changes. Thus, we assumed that ”levels of changes” are known and
levels are provided by data. While this assumption may appear as a limitation, in
a separate study, we investigated the feasibility to determine the resource levels
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when the resource(s) level information within a specific time frame is unknown
but bounded by known maximum and minimum levels. In this work, we utilize a
classification algorithm (e.g. random forest, support vector machines, or k-nearest
neighbor classifiers) and process-related features to predict resource levels. Given
the bounds on resource levels, we first simulate process instances for each resource
level combination using the historical arrival data (an other known process data)
and extract such features such as the average number in the system, the average
number in the queue, average waiting time, and utilization. Note that these selected
features are ascertained to be available from the historical system data, i.e. those
not available are excluded from the predictor feature set. Next, we train a classifier
to predict the resource level combination and test using the historical data. In this
study, we have assumed that the timings of the resource level changes are known
which is a limitation. This limitation can be remedied by alternating between the
resource level change prediction and timing prediction using the data driven change
point estimates as the initial values for resource level change prediction.
Another future research opportunity is to extend the present approach to change
point detection at multiple timescales. Most discrete event systems have periodic
change points that are short term(i.e. daily, weekly) as well as long term (i.e.
monthly, quarterly, or yearly). This study focused on detecting change points that
repeat on a single time scale where we considered daily shift changes. Future
extension can investigate the presence of short-term and long-term changes (i.e.,
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quarterly surgery block time allocation and daily staff shift changes) and their joint
detection with process knowledge driven CPD method.

Figure 7: DD-CPD vs PD-CPD - Daily Based Absolute Time Deviation Results.
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2.6 Conclusion
In this chapter, we propose a novel change point detection algorithm that combines data driven methods with process knowledge, to identify when resource levels change in discrete event systems. Unique to our approach is the use of discrete
event simulation models to capture complex process dynamics that typically occur
at times of resource level transition. Our experimental results indicate that the
value of process knowledge is significant in improving change point detection accuracy. The proposed model can complement a large variety of data driven change
point detection models, and provides an extensive basis for automated discovery of
process knowledge in discrete event systems.
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CHAPTER 3 TIME-TO-EVENT PREDICTION IN CLINICAL CARE OPERATIONS:
CASE OF ANTIBIOTIC ADMINISTRATION IN SEPSIS TREATMENT
3.1 Introduction
Sepsis is a severe life-threatening condition in a hospitalized patient caused by
an infection. Sepsis mostly appears when chemicals circulation through the vessels
to fight an infection start inflammation the body. Sepsis and septic shock are major
healthcare problems all over the world, and this is one of the significant causes of
death, especially for ICU patients [77]. About 1.7 million patients have sepsis, and
nearly 270,000 of these people die because of this disease each year in the U.S.
[1]. In the world, more than 30 million people are affected by sepsis each year,
and 6 million of these people die potentially because of sepsis, severe sepsis, and
septic shock [3, 98]. Besides, the total treatment cost of sepsis-related problems
is exceptionally high in U.S. hospitals. Nearly 13% of U.S. health expenditures are
related to sepsis complications, and most patients have this problem during the ICU
stays[98, 91].
Sepsis is a critical medical emergency condition; thereby, early recognition and
effective care management can reduce multiple organ failure and death risk. Any
infections can cause sepsis complications for patients; thus, various symptoms and
signs can give us an idea about the sepsis development process. These warnings
signs might be fast or shortness of breath, low or high temperature, altered level
of consciousness or mental confusion, rapid heart rate, low blood pressure, insufficient urine production, and organ dysfunction [2, 99, 109]. Therefore, the most
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significant steps of sepsis prevention are early recognition of sepsis, time-effective
care management, and minimizing delays of treatment steps. One of the main sepsis treatment concepts is Sepsis Six, which is a bundle of medical therapies intended
to reduce mortality and sequential organ failure in patients with sepsis. Table 1 provides sepsis six procedures with details. Instead of sepsis six, we may also consider
these steps separately; however, the most crucial point here to apply these steps
within the first hour after sepsis recognition. It is undoubtedly essential to detect
or predict sepsis as early as possible; however, reducing delays and waiting times
is one of the most critical strategies to reduce mortality, organ failure, and cost of
treatment.
There are two significant causes of sepsis treatment delays and medical decisionmaking errors; these are process-induced and organizational delays. Process induced delays are mostly related to capacity-related issues and system congestion;
thus, it might be detect applying simulation models. On the other hand, organizational delays include treatment, diagnosis, and evaluation delays, which are studied
in the literature.
We must consider different types of delays in sepsis progress and treatment processes such as ICU bed capacity shortage, diagnostic/prediction delay, caregiver
decision delay, and treatment delay. First, ICU bed capacity shortage may not seem
a common problem for sepsis treatment; however, it always has to be considered
as a cause of delay. Secondly, diagnosis delay in sepsis is an organizational type of
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Table 1: Sepsis Six Steps and Explanation.
Sepsis Six Steps
1. Deliver High Flow Oxygen

2.

3.

4.

5.

6.

Explanation
- Call the MD
- Prescribe oxygen
- Prepare and administer oxygen
- Charting and document
Take a Blood Cultures
- Call the MD or RN
- Prepare BC equipment and take blood culture
- Send the blood sample to the lab
- Charting and document
Administer iv Antibiotic
- Call the MD to check and prescription
- Find a RN to prepare medication
- Prepare the medication for the patient
- Check allergies and administer medication
- Charting and document
Start IV fluid resuscitation
- Call the RN
- Get iv access and prepare equipment
- Check fluid and iv access
- Charting and document
Serum Lactate Measurement - Call the MD or RN
- Prepare equipment and take the sample
- Send to the lactate machine
- Obtain lactate measurement results
- Charting and document
Urine Output Observation
- Find a RN
- Help the patient to take urine culture
- Get the urine sample and send to the lab
- Get the lab result and inform the MD
- Charting and document

delay and can affect mortality rate and patient condition significantly. Therefore,
early sepsis prediction and diagnosis can help providers to act rapidly and reduce
delays. Current machine learning-based technologies address this portion except
the duration prediction answering when it would happen. Thirdly, the decision delay of caregivers is also another considerable delay factor that affects the patient
condition. The decision delay time is the duration that is spent between patient
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health state indicating sepsis and decision to start sepsis treatment. The decision
delay is partially organizational and partially process-related because providers do
not know what will come up and engaging activities that would prevent making
timely decisions. One of the most crucial steps is to start antibiotic therapy as soon
as possible for early treatment and prevention. The significance of early antibiotic
therapy for sepsis patients is investigated by extensive studies to show increases in
patient mortality [106, 74]. For septic shock patients, an hour delay in treatment
can cause an up to 9.9% increase in patient mortality [63]. Last but not least, treatment delays can affect the patient’s condition and sepsis-related mortality rates.
Treatment delays are mostly related to process-based delays in systems such as the
duration of sepsis six procedures and transition times between treatment procedure
steps. Here, we need to consider or predict all internal and external resource activities concerned with the treatment, such as all providers and equipment. Thus,
treatment delays may be categorized as both process-induced and organizational
delay types.
There are three most common scoring approaches in identification and detection
of sepsis: Systemic Inflammatory Response Syndrome (SIRS) criteria, Sequential
Organ Failure Assessment (SOFA), and quick SOFA (qSOFA) scoring. These scoring
methods mainly use vital signs of patients, as shown in Table 2 [108].
The current state-of-the-art in sepsis prediction literature includes statistical
models, which use machine learning algorithms, to evaluate different performance
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Table 2: qSOFA and SIRS Scoring Criteria.
Criterion
Unit of Measure
Respiratory Rate (RR)
Breaths/min
Systolic Blood Pressure (SBP)
mmHg
Glasgow Coma Scale (GCS)
Heart Rate
Beats/min
Body Temperature
Celsius
White Blood Cell Count (WBC) 1000/µL

qSOFA
≥ 22
≤ 100
≤ 13
-

SIRS
> 20
>90
<36 or >38
<4 or >12

and measurements such as early sepsis patient prediction, length of stay, sepsisrelated mortality rates, and early prediction time [81, 22, 89]. Existing technology
in early prediction of sepsis mostly focus on near historical patient vitals data. Thus,
they can predict patient condition using SIRS, SOFA, or qSOFA scoring, and proactively increase the accuracy level of this prediction. Early prediction only affects
SIRS and qSOFA warning times prediction, so this can reduce the diagnostic delay time. However, the early prediction will not affect treatment delays, such as
intravenous antibiotics timing, fluid (iv) resuscitation, mechanical ventilation, or
vasopressor therapy. Therefore, our goal is not only considering early sepsis prediction but also to predict treatment operations with data-driven predictive models
by integrating process-driven analysis. Thus, we evaluate the Sepsis Six treatment
procedure using process-driven design with a discrete-event simulation and process
mining algorithms in our initial analysis. Another goal is to detect treatment delays
and their reasons using treatment start times and especially for antibiotic start time.
There is outstanding literature on early sepsis prediction; however, the research
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area that covers the sepsis risk and timing prediction along with early prediction
are not commonly worked in the literature. In this research, one of the main goals
is to answer not only " what if" and "who" questions; but also "when" questions
in order to start a quick and efficient sepsis treatment procedure. In this chapter,
the overall objective is to detect/predict the time of sepsis treatment operations
(antibiotic administration) along with possible delays for individual patients and
to suggest a proactive solution approach to related healthcare systems and staff in
order to prevent harmful results of sepsis and septic shock.

48
3.2 Literature Review (Related Work)
The structure of clinical care operations (steps) and their completion times in
healthcare operations are mostly well defined in theory, however this execution process is highly complex and variable in practice. Consequently, long waiting times
and delays are frequently reported in both the literature and practice. In this section, we focus on the clinical sepsis care literature categorized into four related
areas: detection and prevention strategies, delays in clinical care, delays in prevention, and time- to-event predictions.
3.2.1

Detection and Prevention of Sepsis

Sepsis is a life-threatening organ dysfunction caused by an uncontrollable infection. Literature is abundant with studies on the detection and prevention of
sepsis such as the effect of data-based early sepsis prediction on mortality rates,
the effect of delays on the sepsis treatment process, detection of sepsis patients
[58, 56, 80, 124, 20]. Most recent studies in this literature are statistical models that use patient information and vital signs for sepsis prediction in intensive
care units (ICUs) or emergency departments (EDs) [81, 29]. These statistical and
predictive models use different types of performance and measurements, such as
length of stay in the hospital, sepsis-related mortality rates, early prediction time,
or door-to-needle times [84, 85, 113].
The increasing use of sepsis screening and detection in intensive care units and
emergency departments also increased the validation and the necessity of scoring
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systems such as Systemic Inflammatory Response Syndrome (SIRS), quick Sepsisrelated Organ Failure Assessment (qSOFA), or National Early Warning Score (NEWS).
There are extensive studies that provide assessment, comparison, and consistency
of sepsis-related scoring systems in literature [116, 78, 48]. Luo et al. assess the
diagnostic value of qSOFA and SIRS scoring systems with a prospective cohort study
[78]. Haydar et al. investigate not only the sensitivity of these scoring systems in
diagnosing sepsis but also the diagnostic timeliness of SIRS and qSOFA [48]. Data
mining, machine learning, and artificial intelligence methodologies have been used
to predict sepsis. Notably, several studies report success using data-based machine
learning models in the early prediction of sepsis [89, 34, 53]. Desautels et al. proposed a novel machine learning approach to predict ICU patients using minimum
health record data of ICU patients [34]. Nemati et al. developed an artificial intelligence algorithm which is called AISE (Artificial Intelligence Sepsis Expert) for
early prediction of sepsis [89]. Islam et al. also conducted a comprehensive review
of the extant sepsis prediction literature and performed a meta-analysis with their
observations assessing the limitations, advantages and performances of several approaches [53].
3.2.2

Delays in Clinical Care

Possibly the most important step forward in clinical care for critical disease is
the early detection and treatment. To reduce delays in healthcare, Green et al.
categorize three sources of dangerous healthcare delays with an extensive paper,
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as emergency department delays (doctors and inpatient beds), delays for medical
appointments, and nursing care delays [47]. Institute of Medicine of the National
Academies of Science inform that between 44,000 and 98,000 deaths each year
and for more than one million injuries in consequence of medical errors in hospitals [36]. Although there are many causes of these deaths, recent studies show
that inadequate nurse staffing levels are one of the main reasons [5, 88]. Since
most nursing tasks are time sensitive such as medications and responding to patient needs in intensive care unit and emergency department, these statistics are
not surprising. Sepsis, severe sepsis, or septic shock is a great example in this issue.
One of the most critical sepsis-related study areas is sepsis care delays and their reasons. More specifically, Papali et al. categorize sepsis care delays based on process
stages, e.g., delays in triage/diagnosis, resuscitation, and monitoring/reassessment
[92]. One group of studies mostly focus on diagnostic delays in intensive care
units, emergency departments, or different care units in hospitals [92, 105, 97].
According to Burney et al., among nurses, the greatest perceived contributor to delays in treatment is the diagnosis delay by physicians. On the other hand, among
physicians, the most significant perceived contributor to delays in treatment is the
delay in the availability of ICU beds and nursing delays (e.g., time to completion
of an order) [20]. Another group of studies investigates treatment delays and their
causes by focusing on the steps of the Sepsis Six protocol , especially resuscitation,
antibiotics, and oxygen deliveries in sepsis treatment [107, 40]. The shortage of
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non-direct care resources can also prevent the satisfactory sepsis management in
ICU. For instance, inadequate amounts of fluids, inefficient laboratory processing
service tunes, unavailability of intravenous broad-spectrum antibiotics, delay in access to patient rooms or beds [65]. Some groups of studies focus on organizational
or patient-related system delays in the care process in intensive care units and emergency departments. The length of hospital stays before sepsis and severity of illness
are some of the patient-related clinical factors [6]. In addition to patient-related
clinical factors, there are several organizational factors such as institutional design,
coordination of teams, or resource assignments.
Sepsis treatment and patient care include antibiotics and intravenous fluids.
Health- care providers (MDs and nurses) want to treat sepsis with antibiotics as
soon as possible once sepsis determination is made. Accordingly, the time to antibiotic is one of the most critical factors in sepsis treatment success. There are
comprehensive studies that explain the impact of early antibiotic administration
and investigate the effect of organizational delays increasing time to antibiotic
[112, 107, 121]. Seymour et al. conducted a study that investigates the association
between emergency department delays in antibiotic administration and in-hospital
mortality for sepsis patients [107]. As a result, researchers discover a connection
between delay in antibiotics and in-hospital mortality.
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3.2.3

Delay Prevention and Remedy

Despite the technological advances, delay in care is a commonly occurring phenomenon in today’s healthcare systems. Extant literature offers comprehensive
studies on delay prevention or delay reduction in clinical care activities. Green
et al. presents a systematic overview of healthcare delay reduction using operation
research methodologies covering multiple areas such as nursing care delays, physician delay, inpatient bed delays, and medical appointment delays [47]. Meretoja
et al. implement a set of intervention strategies to reduce in-hospital care delays
between 1998 and 2011. They analyzed door-to-needle time in stroke thrombolysis in emergency department, and they showed it is possible to reduce the median
care delay from 105 minutes to 20 minutes [86]. Murray and Berwick explained
various delays in primary care, explain clinical management remedies to reduce patient waiting and delay in care, and proposed the advanced access model [87]. In
addition, Finn et al. conducted an extensive research to reduce the time to care for
possible heart attack by categorizing phases of delay between symptom onset and
definitive treatment. They investigated reasons for these delays and assessed three
categories as follows: decision time or patient delay, transport time, and hospital
time [41].
There are several studies using process-based predictive methodology, especially
using discrete event simulation models, to reduce delays in care or patient waiting
times, and improve healthcare service delivery [9, 39, 24]. Since the data-based
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prediction is not enough to figure out sepsis treatment system dynamics such as
resource allocation, shared resources, waiting times in the treatment process, and
flow bottlenecks, it is necessary to integrate discrete event simulation into the current data-based model. Thereby, it is possible to increase the effectiveness of sepsis
treatment for a patient who will be sepsis as previously predicted. Another advantage of using this method is that it is easy to categorize delays due to bottlenecks.
This approach can determine types of delays and their causes; thus, it may increase
the effectiveness of sepsis intervention. We can also analyze sepsis clinical care
steps using process mining methods, and then suggest solution to bottlenecks in
the systems using optimization methods.
3.2.4

Time-to-Event Prediction

Prognostic model research in clinical care operations highly useful in detecting
system characteristics, time estimations, and changes. There are two study areas
in clinical prognostic model research: risk prediction and time-to-event prediction
[94]. Clinical risk prediction studies estimate the probability of event occurrence
within a specific timeline using patient outcomes. On the other hand, time-toevent prediction approach is concerned with estimating the period of time (from
the previous event to next event, if available). If the study population (clinical
dataset) has event-based patient outcomes along with its time information, time-toevent prediction models might be the best option to predict event occurrence times.
In Figure 8, we illustrate time-to-event prediction with various times for antibiotic
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administration (demanded time) scenario. In the clinical procedure, one of the
commonly used statistical methods is Cox Proportional Hazards [31] regression
analysis, a generalization of the logistic regression analysis, for investigating the
association between the survival time and predictor variables. This approach also
commonly uses for analyzing clinical care pathway time-to-event data. Time-toevent prediction of clinical care is increasingly used in healthcare systems quality
improvement, clinical decision making, and other health-related researches. Most
of these studies focus on statistical models such as regression, neural networks, or
any other predictive methods to predict only the time to a single event.

Figure 8: Illustration of Various Times in Antibiotic Event Prediction.

Instead of predicting time-to-event for a single event, it might be useful to provide predictive methods for predicting multiple events in the clinical pathways.
There are powerful predictive methodologies in the extant literature to accomplish
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this objective such as temporal point process prediction using recurrent neural networks and LSTMs which are successfully applied in other domains [38, 72, 54, 21,
126, 90, 123, 71, 17]. Disease trajectories can be modeled as a temporal point process, a random process whose realization involves a sequence of (labeled) events in
continuous time. Accurate prediction of disease trajectories using survival analysis
is constrained by strong parametric assumptions and limited in their ability to learn
from high-dimensional data.
Time-to-event prediction methods can also support online medical time series
prediction. Cheng et al. proposed a frame- work, which is called MEDGP, to estimate the temporal dependencies from sparse medical time-series data for online
prediction [28]. Sabuncu proposed a novel Bayesian algorithm on the Relevance
Voxel Machine (RVoxM) framework to make image-based prediction diagnosis of
disease and other similar clinical event times [102]. Choi et al. focused on a novel
method to variable selection in Cox proportional hazards regression models and
compares simulated survival datasets and two clinical case studies [30].
In addition, the time-to-event predictions can also be applied to predict the remaining time of clinical operations, i.e., time to the next process step. For example,
in the case of sepsis treatment process, we predict the time to the next event for a
sepsis patient. Early diagnosis of sepsis can reduce organ failure and mortality rates
due to sepsis. A time-to-event prediction for sepsis onset help to build a predictive
and prescriptive model structure. Ghosh et al. presented a time-to-event prediction

56
approach in order to predict the onset of septic shock in intensive care unit [46].
The ability to predict time-to-event for each sepsis care step, such as antibiotic timing or fluid resuscitation time, enables real-time monitoring and improvement of
the sepsis treatment procedures.
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3.3 Dataset and Study Population
In this section, we describe the retrospective dataset used in our time-to-even
prediction study including dataset overview, inclusion diagram, ICU control flows
and mapping, and two standards for sepsis diagnosing and onset timing.
3.3.1

MIMIC-III Dataset

An essential part of this research is the ability to investigate large datasets found
in electronic health record information systems. Therefore, we choose the Medical
Information Mart for Intensive Care (MIMIC-III) dataset that has more than 58,000
ICU admissions records at the Beth Israel Deaconess Medical Centre (BIDMC), in
Boston, between 2001 and 2012. MIMIC-III dataset stores such data as patient’s
vital signs, medications, laboratory measurements, all charting observations in ICU,
and discharge in- formation [57].The MIMIC database comprises of anonymized
EMRs and dates with the data stored in different tables as follows [57, 45]:
• Admissions: Details of each admission to ICU
• Callout: Provides such timestamp information as when a patient was READY
for discharge from the ICU, and when the patient was discharged from the
ICU.
• Caregivers: Details of the staff resource caring for a patient during the ICU
stay.
• Chartevents: Patient chart information.
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• D_cpt: High-level definitions of the current procedural terminology (CPT)
codes.
• D_icd_diagnoses: Definition table for ICD diagnoses.
• D_icd_procedures: Definition table for ICD procedures.
• D_items: Definition table for all items in the ICU databases.
• D_labitems: Definition table for all laboratory measurements.
• Datetimeevents: Contains all date formatted data.
• Diagnoses_icd: Contains ICD diagnoses for patients, most notably ICD-9 diagnoses.
• Drgcodes: Contains diagnosis-related groups (DRG) codes for patients.
• Icustays: Defines a single patient ICU stay information.
• Inputevents_cv: Input data for CareVue patients.
• Inputevents_mv: Input data for MetaVision patients.
• Labevents: Contains all laboratory measurements for a given patient.
• Microbiologyevents: Contains microbiology information, including cultures
acquired
• Outputevents: Output data for patients.
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• Patients: Demographic information on patients.
• Prescriptions: Medication information from the hospital computerized order
entry (CPOE) system.
• Procedures: Various information on the procedures carried out on patients
from multiple tables.
• Transfers: Records of the movement of patients between care units and wards
during their hospital stay.
The MIMIC-III dataset includes two different database systems: the CareVue
(2001-2008) and MetaVision (2008-2012) EHR systems. These databases store
some parts of data differently. Since the MetaVision database has no information
for antibiotic-iv and its timing, we use only the MetaVision database in our study.
MIMIC-III dataset has 26 relational tables, and 16 of these tables have timestamped
information. Since we need a time-based (timestamps) patient event information,
we use only these 16 tables and their supporting tables from the dataset. All MIMIC
tables are connected with unique patient id (SUBJECT_ID) and a unique admission id (HADM_ID). Chartevents table is one of the most essential and largest data
frames for our study. Since we need sepsis patient information, we use ICD-9 diagnosis codes of sepsis by taking from diagnoses_ICD and procedures_icd tables. We
also use ITEM_ID from the D_item table in order to identify parameters.
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3.3.2

Vital Measurements and Patient Inclusion

In our study, we use the most important vital signs of patients, such as temperature, respiration rate, systolic blood pressure, heart rate, oxygen saturation (SpO2),
white blood count, and Glasgow Coma Scale (GCS). These features are mostly available for ICU patients in the chartevents table of the MetaVision data system. These
features help in understanding patient’s clinical characteristics and is used to calculate such scores as SOFA, SIRS, or qSOFA. The MIMIC-III dataset contains 58,976
admissions of 46,520 patients. The MetaVision database includes 23,756 ICU stays
of a total of 61,532 ICU stays. We present the inclusion diagram in Figure 9 used to
filter out patients without adequate data.
3.3.3

Sepsis Diagnosis and Onset Timing

Our time-to-event prediction approach is a supervised approach, and our data
preparation requires sepsis diagnosis and sepsis onset labeling. We use two gold
standards used by Calvert et al. [22]. The first standard determines whether the
patient is a sepsis case using the International Classification of Disease (ICD) codes;
ICD code 995.91 indicates sepsis, ICD code 995.92 indicates severe sepsis, and ICD
code 785.52 indicates septic shock. The second standard uses SIRS and qSOFA
scoring system to determine the timing of sepsis diagnoses. We illustrate these
criteria in Table 2.
According to the Center for Medicare and Medicaid Services, sepsis is the existence of two or more SIRS criteria in a patient. Any additional organ dysfunction
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Figure 9: Admission Inclusion Criteria for Sepsis Patients.
in a sepsis case is categorized as severe sepsis. If the severe sepsis persistent and
there is hypotension despite adequate iv fluids resuscitation and/or lactate level is
higher than 4 mmol/L, the patient is categorized as being in the septic shock state
as shown in Table 3.
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Table 3: Sepsis, Severe Sepsis, and Septic Shock States.
STATE
SEPSIS

CONDITION
CRITERIA
Suspected Infection + at least 2 criteria Temperature > 38 or < 36
Heart Rate ≥ 90
Respiratory Rate ≥ 20
WBC > 12000 or < 4000
SEVERE SEPSIS Sepsis + organ dysfunction
SBP < 90
MAP < 70
Lactate > 2
Creatinine > 2
Alternate Mental Status
SEPTIC SHOCK Severe Sepsis + hypotension
SBP < 90
despite adequate iv fluids
MAP < 65
SBP ≥ 40 below baseline
Lactate > 4

3.4 Methodology
In this section, we describe the methodology developed to predict time-to-event
for the first antibiotic injection in a sepsis case. First, we detail the data preprocessing and feature selection steps. Next, we describe extraction of the sepsis
treatment procedure using process-driven approaches (Process Mining and universal DES models). Last, we present the time-to-event data-based prediction model
and its development using the Extreme Gradient Boosting (XGBoost) method. Our
proposed method flowchart is illustrated in Figure 10.
3.4.1

Data Preparation and Pre-processing for Predictive Model

MIMIC-III dataset is publicly available data with an institutional permit. Due to
the complexity inherent in healthcare systems and processes, this dataset presents
challenges in terms of processing and machine learning applications, thus require
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Figure 10: Proposed Method Flowchart
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extensive data extraction and pre-processing efforts [122]. MIMIC-III dataset includes high resolution time-based information of patient vitals and resource activities. First step in our data preparation efforts is to understand the data schema
of the MIMIC-III dataset. We summarize vital sign parameters used in our study
along with their ITEMID codes in Appendix 15. Figure 11 illustrates the extracted
parameters used in aforementioned scoring systems.
MIMIC-III is a raw, multidimensional, and cumulative dataset. To analyze patientoriented events and vital signs, we convert this data into a patient-based time-series
dataset. Accordingly, we obtain all events and their times for a specific patient with
dependent events in a time-series structure. Vitals sign measurements such as temperature, heart rate, respiratory rate, systolic blood pressure, WBC, or oxygen saturation are recorded as time-series. We create patient-based time series data using related tables. With this time-series data, we continuously calculate SIRS and qSOFA
scores using updated (most recent) patient vital signs measurements. For all other
events, we create a reference time that represents the event start or charting time (if
available). By sorting all ICU events in a time-series manner, we can then track such
information as patient condition, resource interactions, observe idle/busy times, patient or resource control flows, and calculate their updated SIRS/qSOFA scores. In
Appendix 24, we summarize MIMIC-III dataset sepsis-six procedure steps used in
our work.
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Figure 11: MIMIC-III Data Extraction Steps.

3.4.2

Understanding System Dynamics with Process-Driven Approaches

Sepsis is a serious clinical condition that manifests itself as the patient’s response
to an infection. Treatment of sepsis is a complex and time-sensitive process, especially for complex cases. Understanding sepsis treatment procedure is required in
order to control the entire system and build predictive models for these services. Patient flow management in healthcare operations (such for sepsis intervention and
treatment) is a challenging task that requires a system-level understanding of how
and when patients need clinical intervention and interact with resources. Therefore, we utilized process-driven methods to understand the sepsis treatment pro-
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cedures using the MIMIC-III clinical dataset. Process mining is one such method
to discover process maps by extracting control flows using event log (timestamp)
information. Process mining is an interdisciplinary research area that combines process and flows modeling, data mining, and computational analysis methodologies
in healthcare systems [64, 101]. We use the process mining methodology in our
research to learn the coarse model. In Appendix 25, we present the ICU admission and sepsis treatment flow using inductive visual miner with the ProM process
mining tool [120, 119].We detect patient-specific decision flows and various clinical paths in this process mining output of sepsis treatment. Thus, patient-specific
time-to-service prediction is highly reasonable for the sepsis treatment procedure.
In addition to process mining, we also create a general process-driven model for
sepsis treatment procedures in the intensive care unit using discrete event simulation modeling approach. DES has advantages in real and complex systems such as
ICU or ED simulations such as capturing resource interactions, tracing simulation
progress, analyzing different scenarios and interventions, or identification of bottlenecks. DES represents all details such as patient flows, waiting times, and resource
interactions of sepsis six treatment steps. DES approach can also be used to capture
the impact of interventions in sepsis treatment such as an antibiotic (iv), fluid (iv)
injection, high flow oxygen delivery times, blood culture times, and lab activities.
Finally, using a DES model, we can characterize the busy/idle times and identify
bottlenecks.
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3.4.3

Time-to-Antibiotic Prediction Model Using Extreme Gradient Boosting
Algorithm

This section develops a sequential data-driven prediction algorithm for time-toantibiotic prediction in sepsis treatment. This time-to-event prediction approach
gives operational support to caregivers in the sepsis treatment. The proposed predictive model is used upon the sepsis diagnosis or its prediction and provides early
information about treatment steps to increase the effectiveness of sepsis treatment
operations.
Our input dataset has missing data (NA) for different features. Data imputation
techniques are commonly used to deal with missing data. However, in our study,
we chose to use unprocessed data to capture all the realities and actual behavior of
the system. Several machine learning algorithms are robust to missing values in the
input dataset and can be used without any apriori treatment of missing value. For
example, Random Forest, Naive Bayes, or k-NN algorithms can work with missing
values, especially for the categorical data types. We have tested various classification algorithms to handle missing values in input data to predict time-to-antibiotic
in sepsis treatment and, given its flexibility and performance, we chose to use Extreme Gradient Boosting (XGBoost) algorithm to train our prediction model.
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A) Extreme Gradient Boosting Fundamentals
Extreme Gradient Boosting (XGBoost) algorithm is a fast and efficient opensource implementation of the gradient boosted trees or stochastic gradient boosting machine learning algorithm. The stochastic gradient boosting algorithm, also
known as gradient boosting machines (GBM), is a powerful machine learning technique that performs well in most challenging problems. This method is a supervised
learning algorithm that refers to a class of ensemble machine learning algorithms
built with tree-based models that accurately predicts a target variable. Extreme
Gradient Boosting method minimizes a regularized objective function that combines a convex loss function (residuals) and a penalty term for model complexity.
The training process goes iteratively by adding new trees that predict the residuals
or errors of prior trees. Then it is combined with previous trees to make the final
prediction. This method is called gradient boosting because it applies a gradient
descent algorithm to minimize the loss. Another significant feature of Extreme Gradient Boosting is to be a fast machine learning algorithm because it is parallel and
distributed computing. In Figure 12, we briefly illustrate how gradient tree boosting
works.
Extreme Gradient Boosting (XGBoost) is an improved version of the gradient
tree boosting algorithm. Chen et.al. [27, 26] suggest practical improvements in
the regularized objective to create a more effective method. Especially they focused
on the second order method which is originated from Friedman et. al [43]. The
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Figure 12: Gradient Tree Boosting Structure
objective function (loss function and regularization) at iteration t that we need to
minimize is the following:

(t)

L

=

n
X

(t−1)

l(yi , ŷi

+ ft (Xi )) + Ω(f (t))

(3.1)

i=1

where Xi is the input vector, yi is the observed value, ŷi is the predicted value, l is
the loss function, and Ω is a model complexity function term.
To be able to use traditional optimization techniques, we convert this objective
function to a function in the Euclidean domain. In this case, f (x) is the loss function
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l, while a is the previous step (t − 1) predicted value and ∆x is the new learner we
need to add in step t. In order to simplify optimization model structure, we expand
the loss function by taking the second-order Taylor approximation;

1
f (x) ≈ f (a) + f 0 (a)(x − a) + f 00 (a)(x − a)2
2

(t−1)

where a and x are ŷi

(t−1)

and ŷi

(3.2)

+ft (Xi ), respectively. Then, the objective function

reduce to following formulation.

L(t) '

n
X

(t−1))

[l(yi , ŷi

i=1

1
+ gi ft (Xi ) + ft2 (Xi )] + Ω(f (t)
2

(3.3)

where

(t−1)

gi = δŷ( t−1) l(yi , ŷi

)

(3.4)

was the first derivative of l, and

(t−1)

hi = δŷ2( t−1) l(yi , ŷi

)

(3.5)

was the second derivative of l. Then, we remove the constant parts, we have the
following simplified objective to minimize at step t:
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L

(t)

=

n 
X
i=1


1
2
gi ft (Xi ) + hi ft (Xi )) + Ω(f (t))
2

(3.6)

In what follows, we introduce the significant steps of our predictive model required for the proposed framework.
B) Feature Selection for Predictive Model
Using the extant literature and medical expert opinion, we determined 26 different types of features in EHR in the intensive care unit registry that are known
to be associated with sepsis. We derived some of these features by taking hourly
averages of vital signs such as temperature, heart rate, respiratory rate, and blood
pressure. We used the most recent measurements of vital signs and take the hourly
average of these values over the previous 6 hours or less. In addition to the average,
we also consider the difference between consecutive values as additional features.
In Table 4, we present all feature sets that are used in our predictive model along
with their types (categorical or continuous). One group of features is basic demographic information about the patients, and these are unary features. However,
another group of features is repetitive vital sign measures, so we calculate additional features for each hour. Changes in the patient’s clinical state are captured
through differences in periodic measurements. In total we obtain 181 total features
for a 6-hour lookback (training) period for each patient in the predictive model.
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Feature Set
Weight (kg)
Admission Type
Gender
Marital Status
Pregnant
Respiratory Rate
Temperature (C)
Heart Rate
Systolic Blood Pressure
Diastolic Blood Pressure
Mean Arterial Pressure
ART BP Systolic
ART BP Diastolic
ART BP Mean
O2 Saturation
Arterial CO2 Pressure
GCS Eye
GCS Motor
GCS Verbal
Creatinine
Platelet Count
Total Bilirubin
Glucose (Serum)
INR
Hemoglobin
PTT

Table 4: Feature Sets
Variable Type Feature Codes (itemid)
Continuous
226512
Categorical
Categorical
226228
Categorical
226381
Categorical
225082
Continuous
220210, 224688, 224689, 224690
Continuous
223762, 223761
Continuous
220045
Continuous
220179
Continuous
220180
Continuous
220181
Continuous
225309
Continuous
225310
Continuous
225312
Continuous
220277, 220227
Continuous
220235
Categorical
220739, 227011, 226756
Categorical
223901, 227012, 226757
Categorical
223900, 227014, 226758
Continuous
220615
Continuous
227457
Continuous
225690
Continuous
220621
Continuous
227467
Continuous
220228
Continuous
227466
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C) Model Design (Training and Testing Model)
There are extensive studies in early prediction of sepsis using HER of intensive
care unit patients [22, 89, 34]. These studies mostly apply data-based prediction
methodologies such as neural networks. An extensive early sepsis prediction study
conducted by Nemati et al. and they developed an artificial intelligence algorithm
which is called AISE (Artificial Intelligence Sepsis Expert) for early prediction of
sepsis [89]. Their model accurately predicts sepsis patients as early as four hours
before the clinical realization. In addition, Calvert et. al built a sepsis early warning
algorithm, InSight, which was developed to the prediction of sepsis up to three
hours prior to a patient’s first five-hour Systemic Inflammatory Response Syndrome
(SIRS) episode [22]. InSight algorithm is a machine learning classification system
that uses multivariable combinations of easily obtained patient data such as vitals,
peripheral capillary oxygen saturation, Glasgow Coma Scale, and age [34].
With this perspective, we develop our model to predict time to antibiotic injection in real-time triggered by the vital sign based scores (SIRS and qSOFA scores).
State of the art methods in the literature demonstrate success in predicting sepsis
onset as well as the other stages of sepsis; however, they do not provide any insight
into the treatment process. Our approach aims at predicting the time of clinical
operations, i.e., predict a discretization of the time to antibiotic injection. Given the
complexities of healthcare processes and healthcare providers’ need for an approximate time-to-event prediction, we believe that regression- based prediction (i.e.,

74
point estimate of time-to-event) is not a requirement. We believe categorical prediction of the total time until a procedure is sufficient to facilitate the preparation
for the next treatment steps for healthcare workers. In our experimental analysis,
we build multiple predictive models using different discretizations of the time to
antibiotic administration. Our prediction model uses all vital signs, laboratory data,
and additional demographic features in the last 6 hours of the current time to train
the predictive model in the baseline analysis. For discrete time-to-event labeling, we
use 4 hours as a discretization point for classification methods, e.g., antibiotic administration will be within 4 hours or not. Thereby, we aim to predict the antibiotic
injection time (classify the duration) at each vital warning by using near historical
patient data. We define the “warning” as the event when two or more of six vital
signs of the patient are abnormal. To train our model, we first calculate all these
warning times for each sepsis patient. Without loss of generality, we use a 5-fold
cross-validation, where training split is 80% of all sepsis patients (corresponding to
2492 patients in the MIMIC III dataset). We train our predictive model by using all
warning times for the patients in the training set and test the model with a random
warning among testing patients. In the experiment dataset, we identified 37,756
warnings for all sepsis patients and use these warnings for training and testing.
Note that the training and testing observations (warnings) differ across each fold of
cross-validation since we split over the patients (i.e., not over the warnings).
In the base model, we test the predictive model in a random warning time to
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understand how much time is left from that warning to antibiotics injection. Then,
we strategically classified warning types and decided to test our model in those
specific warning times. In Figure 13, we illustrate the prediction approach in a
timeline representation.

Figure 13: Concept of Prediction Approach in Timeline

In order to observe model robustness, we also use different lookback periods
(different than six hours) and measure prediction performance in experimental
analysis. We observe prediction results for the different lookback time periods, and
explain the results in Section 3.6.2. (see Table 8). Since we predict discretized timeto-antibiotic administration, our predictive model is a classification model trained
using the XGBoost classification algorithm. For the binary classification, we use label 0 if the remaining time is less than 4 hours, and label 1 if the remaining time to
antibiotic is more than 4 hours. We also observe the results of different discretization time points (different than 4 hours) for the classification model in order to
understand ”how early” and ”how sensitive” durations can be predicted for these
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clinical operations. We explain the detail of discretization for each experiment in
the study result section.
D) Model Fitting and Hyper-parameters
In a parameter tuning step, a preliminary XGBoost model is trained and tested
to the post-feature selection dataset, then the predictive model optimizes with a
grid search approach to decide different hyper-parameters. The maximum depth
of the tree (max_depth) is taken 15 for a single tree. Increasing this value makes
the model more complex and more likely to overfit. We take the learning rate
(eta) as 0.05. Step size shrinkage used in the update to prevents overfitting. After each boosting step, we get the weights of new features, and eta shrinks the
feature weights to make the boosting process more conservative. In addition, we
take colsample_bytree = 0.8 (subsample ratio of columns when constructing each
tree), and subsample = 0.7 (subsample ratio of the training instances). The objective function of the classifier is used as ”multi:softprob” (Multi classification using
softmax objective. It returns predicted class probabilities.), used the same random number generator seed, and n_thread is determined as 3. The full list of the
hyper-parameters of the classifier is presented in Table 5 along with their range and
explanation. The classification error rate of the extreme gradient boosting model
training with sepsis data is related to the number of iterations. A sample depiction
of how the classification error rate of the model change with iterations is shown in
Figure 14. The number of iterations is decreasing until iteration number 70, then
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the classification error rate is basically maintained at 0.05% and more stable for
the next iterations. Accordingly, we decided to take 100 iterations for the model
training. Since we build different models for different experimental settings (explained in the results section), we optimize some of these parameters to improve
the performance of prediction results.
Table 5: XGBoost Model Hyper-Parameters
Hyper-Parameters Parameter Value Range Explanation
objective
"multi:softprob" Specify the learning task
eta
0.05
[0,1]
Learning rate
max_depth
9
[0,∞] Maximum depth of a tree
subsample
0.7
(0,1]
Subsample ratio of the
training instances
colsample_bytree 0.8
(0,1]
Subsample
ratio
of
columns when constructing each tree
eval_metric
"merror"
Evaluation metrics for validation data
nthread
3
[0,∞] Number of parallel threads
used to run XGBoost
gamma
0
[0,∞] Minimum loss reduction
for a further partition
booster
gbtree
Which booster to use
nround
100
[0,∞] Number of iteration

3.5 Study Results
This section explains the performance of our predictive classification model using the MIMIC-III dataset over various scenarios. We report on the results of different experiment and model settings. First, we build and test our model at the
moment of random sepsis warnings by using near-time patient historical vital signs,
laboratory data and demographics features. Second, we observe the effect of the
length of patient historical data features with respectively 3hr, 4hr, 6hr, 9hr and
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Figure 14: Classification Error Rate
12hr. Third, we focus on sepsis warning severity over the six main vitals by increasing thresholds (observed 2, 3, and 4 vitals levels) in sepsis warning definition.
Fourth, we strategically investigate the effect of specific sepsis warning selection
with combinations of the patient’s vital signs to test our model performance in different subsets. Lastly, we also investigate the effect of the discretization times (in
binary classification) on the predictive model performance.
3.5.1

Result 1: Predictive Model Performance at the Time of Random Warning (Baseline Model Results)

In the first step, we train and test our predictive model using binary labels (0/1
classification) representing discrete time to antibiotic injection intervals. For the binary discretization, we use label 0 (positive class) if the time-to-antibiotic injection
is less than 4 hours, and label 1 (negative class) if the remaining time to antibiotic is
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4 hours or more than 4 hours. In this experiment, we trained and tested the model
that uses the past six hours of the period (181 clinical features) with 2492 patients
and 37756 warnings using 5-fold cross-validation over the patients. We summarize
all prediction performance metrics and results in Table 6 and confusion tables in 7.
Table 6: Baseline Model Performance Results for Random Warning Training and
Testing
Test Results
Mean (sd)
Accuracy
0.70 (0.04)
Balanced Accuracy 0.70 (0.05)
Area Under Curve
0.70 (0.05)
Sensitivity (Recall) 0.77 (0.05)
Specificity
0.64 (0.05)
Precision
0.67 (0.04)
F1 Score
0.71 (0.04)

Table 7: Baseline Model Confusion Matrix Results
Conf. Matrix
Actual
0
1
Pred
0 2817 1396
1 864
2475

Variable Influence on Prediction Performance
Using the classification approach with an extreme boosting algorithm, the influence of each variable on prediction is evaluated. Among all available variables, the
20 most influential factors are illustrated in Figures 15 - 19 with importance graphs
for all models. Respiratory rate, heart rate, temperature, platelet, creatinine, bilirubin, glucose levels, oxygen saturation, blood pressure, and patient weights were the
most important and common variables in our models. Interestingly, the rapid climb
in temperature and respiratory rate were also delineated as influential variables to
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predict early treatment steps. Another interesting result in feature significance is the
timing of the most significant features. Our results show that the most significant
variables are provided in the last hour before the sepsis warning time. The relative
importance of the variables in each predictive model is described with importance
clusters in Figures 15 - 19.

Figure 15: Feature Importance Graph for 12-Hour Model

3.5.2

Result 2: The Effect of Lookback Period Selection (Historical Period
Decision)

In order to examine model robustness, we evaluated different lookback periods
and measure prediction performance. We used different lookback periods as 3-hr, 4hr, 6-hr, 9-hr, and 12-hr for training and testing steps, and use 115, 137, 181, 247,
and 313 features (periodic vital signs, laboratory data, demo- graphics features),

81

Figure 16: Feature Importance Graph for 9-Hour Model

Figure 17: Feature Importance Graph for 6-Hour Model
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Figure 18: Feature Importance Graph for 4-Hour Model

Figure 19: Feature Importance Graph for 3-Hour Model
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respectively. We observe prediction results for the different lookback time periods
and summarize the results in Table 8, and confusion matrices in Table 9.
Table 8: Model Performance Results for Different Training/Testing Periods
Accuracy
Bal.Acc.
AUC
Sensitivity
Specificity
Precision
F1 Score

12-Hr Lookback
Mean (sd)
0.71 (0.05)
0.71 (0.05)
0.71 (0.05)
0.79 (0.05)
0.64 (0.05)
0.68 (0.04)
0.73 (0.04)

9-Hr Lookback
Mean (sd)
0.71 (0.05)
0.72 (0.05)
0.72 (0.05)
0.79 (0.04)
0.65 (0.05)
0.68 (0.04)
0.73 (0.04)

6-Hr Lookback
Mean (sd)
0.70 (0.04)
0.70 (0.05)
0.70 (0.05)
0.77 (0.05)
0.64 (0.05)
0.67 (0.04)
0.71 (0.05)

4-Hr Lookback
Mean (sd)
0.67 (0.04)
0.67 (0.04)
0.67 (0.04)
0.72 (0.05)
0.62 (0.04)
0.64 (0.04)
0.68 (0.04)

3-Hr Lookback
Mean (sd)
0.64 (0.03)
0.64 (0.04)
0.64 (0.04)
0.71 (0.04)
0.58 (0.04)
0.62 (0.02)
0.66 (0.04)

Our results indicate that predictive model performance increases when we increase the lookback period. However, there is no significant improvement difference
between 9-hr and 12-hr models. We reach the highest level of balanced accuracy
(72%), sensitivity (79%), and F1-score (73%) in the 9-hr model. Figure 20, shows
the difference in the prediction performances of each model.
Hypothesis Testing with McNemar’s Test for Comparison of Classifier Performances in Different Models
McNemar’s test is a practical statistical test to examine the statistical signifiTable 9: Confusion Matrix Results for Different Training/Testing Periods
12-Hr
Pred

9-Hr

0
1

Actual
0
1
2908 1394
773
2477

3-Hr

0
1

Actual
0
1
2651 1458
1030 2413

4-Hr
Pred

Pred

Pred

0
1

Actual
0
1
2883 1365
798
2506

0
1

Actual
0
1
2610 1621
1071 2250

6-Hr
Pred

0
1

Actual
0
1
2817 1396
864
2475
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Figure 20: Comparison of Different Training/Testing Periods on Model Performance
cance of the differences in two different predictive (classification) model performances [35].McNemar‘s test is a Chi-square test and it is applied to a two-by-two
contingency table, the cells of which include the number of samples true and false
predicted by both methods, the number of samples only classified as true by one of
the predictive methods [60].
In this study, we use McNemar‘s test to compare the testing set performance of
different models. In the following equation, we briefly describe the test statistic
with continuity correction with 1 degree of freedom:
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χ2 =

(|nij − nji | − 1)2
nij + nji

(3.7)

where nij the number of false classifications by method i but correct classification
by method j, and nji indicates the number of false classification by method j but
not by method i. We use McNemard‘s test to compare testing results at different
times by using a 95% confidence interval (α = 0.05). Our test result shows that all
the prediction performances are not statistically different between models 12-hr, 9hr, and 6-hr. However, we reject the null hypothesis that these three models are not
significantly different from 4-hr and 3-hr models as shown in Table 10. In addition,
we reject the null hypothesis that 4-hr and 3-hr models are not also significantly
different on model performance.
Table 10: McNemard’s Statistical Test Results for Model Differences (α = 0.05)
Comparison
12-Hr vs 9-Hr
12-Hr vs 6-Hr
12-Hr vs 4-Hr
12-Hr vs 3-Hr
9-Hr vs 6-Hr
9-Hr vs 4-Hr
9-Hr vs 3-Hr
6-Hr vs 4-Hr
6-Hr vs 3-Hr
4-Hr vs 3-Hr

McNemard‘s
0.01
2.29
27.29
72.99
2.49
27.97
74.11
13.17
49.42
11.02

P-val.
3.84
3.84
3.84
3.84
3.84
3.84
3.84
3.84
3.84
3.84

Significance of Difference
Model perf. is not significantly different at p < 0.05.
Model perf. is not significantly different at p < 0.05.
Model perf. is significantly different at p < 0.05.
Model perf. is significantly different at p < 0.05.
Model perf. is not significantly different at p < 0.05.
Model perf. is significantly different at p < 0.05.
Model perf. is significantly different at p < 0.05.
Model perf. is significantly different at p < 0.05.
Model perf. is significantly different at p < 0.05.
Model perf. is significantly different at p < 0.05.
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3.5.3

Result 3: The Effect of Increasing Warning Thresholds in Sepsis Severity
on Model Performance

As mentioned, we use six main vital signs to predict sepsis occurrence. When
two or more vitals are abnormal, then a warning event is realized and a detailed
patient examination for sepsis risk is needed. Since our model predicts, at each
warning, the first antibiotic injection time, the definition of warning event affects
the features and records used in training and testing. Herein, we define different
warning definitions for sepsis risk and observe predictive model performance under
these scenarios. More specifically, we train and test two additional models corresponding to warnings events with 3 and 4 abnormalities, respectively. We present
performance results for the different warning thresholds in Table 11. We also provide a performance comparison graph for three different testing strategies in Figure
21.
Table 11: Predictive Model Performance for Different Number of Vital Levels
Accuracy
Bal.Acc.
AUC
Sensitivity
Specificity
Precision
F1 Score

2 or More Vitals
Mean (sd)
0.71 (0.04)
0.72 (0.05)
0.72 (0.05)
0.79 (0.04)
0.65 (0.05)
0.68 (0.04)
0.73 (0.04)

3 or More Vitals
Mean (sd)
0.70 (0.04)
0.70 (0.04)
0.70 (0.04)
0.80 (0.05)
0.61 (0.04)
0.68 (0.04)
0.73 (0.04)

4 or More Vitals
Mean (sd)
0.69 (0.04)
0.68 (0.05)
0.68 (0.05)
0.78 (0.06)
0.57 (0.06)
0.68 (0.03)
0.73 (0.05)

The following comparison analysis shows that the total number of warning signs
is not significantly changing the proposed model accuracy. Although there is a slight
difference in sensitivity and specificity scores between models, the F-score (a gen-
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eral measure of test accuracy) is same (73%) for all three models. These results
show that 2 or more abnormal vitals, as reported in the medical literature, is appropriate for warning event characterization. Next section discusses a generalization
of the warning event definition by considering not only the number of abnormal
vitals but also their types.

Figure 21: Comparison of Model Performance for Different Vital Levels
3.5.4

Result 4: The Effect of Strategic Warning Selection on Model Performance

In this result section, we investigate the significance of patient vital signs used in
warning determination on the model performance. The predictive model is tested
at the time of a warning event triggered by the abnormalities in the six vital signs
of a patient. Our aim is to find the most important combination of vitals in order
to decide warning times. Feature importance analysis results reveal that some of
the vitals are more important than others. Accordingly, we first identify various
scenarios where different subsets of the six vital signs are abnormal, extract the
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corresponding warning events, and train and test the models and compare their
time-to-antibiotic prediction model performance. In Table 12, we illustrate some
of the crucial vital sign combination scenarios with their corresponding thresholds.
We also provide a performance comparison graph for different combinations of vital
signs in Figure 22.
Table 12: Warning Selection Criteria
Criteria
Testing Criteria 1 (SIRS)
Testing Criteria 2
Testing Criteria 3
Testing Criteria 4 (qSOFA)
Testing Criteria 5
Testing Criteria 6
Testing Criteria 7
Testing Criteria 8

Vital Signs
RR + HR + Temp + WBC
RR + HR
RR + HR + Temp
RR + SBP + GSC
GSC + SBP
GSC + Temp
SBP + Temp
GSC + SBP + Temp

Table 13: Model Performance Results for Different Criteria
Accuracy
Bal.Acc.
AUC
Sensitivity
Specificity
Precision
F1 Score

SIRS
Mean (sd)
0.69 (0.05)
0.68 (0.05)
0.68 (0.05)
0.81 (0.05)
0.55 (0.06)
0.67 (0.05)
0.73 (0.03)

qSOFA
Mean (sd)
0.72 (0.02)
0.72 (0.02)
0.72 (0.02)
0.82 (0.04)
0.63 (0.04)
0.68 (0.02)
0.74 (0.03)

Criteria 6
Mean (sd)
0.74 (0.01)
0.73 (0.01)
0.73 (0.01)
0.83 (0.02)
0.61 (0.04)
0.74 (0.02)
0.78 (0.02)

Criteria 7
Mean (sd)
0.73 (0.03)
0.73 (0.03)
0.73 (0.03)
0.80 (0.04)
0.66 (0.05)
0.70 (0.03)
0.75 (0.03)

Criteria 8
Mean (sd)
0.74 (0.01)
0.75 (0.02)
0.75 (0.02)
0.80 (0.05)
0.70 (0.03)
0.68 (0.01)
0.74 (0.03)

We summarize the performance results for different combinations (SIRS, qSOFA,
and top three performing scenarios) of vital signs in Table 13. These results show
that there are better warning event determinations to predict the time to antibiotic
injection for sepsis patients. We reach the highest performance in the application
of Testing Criteria 8, which is using the Glasgow Coma Scale (GSC), systolic blood
pressure (SBP), and temperature of the patient. The predictive model performance
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reaches 75% in balanced accuracy and 80% in the sensitivity score with this setting.

Figure 22: Balanced Accuracy Comparison of Different Testing Strategies

3.5.5

Result 5: Predictive Model Sensitivity on Early Detection of Antibiotic
Time (The Effect of Label Discretization on Model Performance)

The proposed time-to-event prediction model aims to provide early detection of
a clinical operation in the sepsis treatment process. Early prediction of a clinical
event provides an opportunity to proactively manage operations such as pharmacy
preparation, task scheduling for nurses, laboratory scheduling, and in advance medication dispensing. The central questions are ”how early” and ”how sensitive” we
can provide this meaningful information for a healthcare system. If we predict very
early (or with an extensive period), the value of this information is lower due to its
latency. On the other hand, if we predict late (or with a short period), there will
be no time to prepare resources in the healthcare system. For instance, if we pre-
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dict the patient will need an antibiotic treatment within 12 hours, this information
is not very significant for healthcare providers. Because they have plenty of time
for preparation and they may feel that they do not need to change their resource
plans. In contrast, if we predict the patient will need an antibiotic treatment within
30 minutes, it will also not beneficial for healthcare providers to take action. In
this section, we investigate the predictive model sensitivity by using different label
discretization levels in the binary prediction model. For this, we build five different predictive models using various prediction lengths (label discretization), i.e. 2,
3, 4, 5, and 6. In Table 14, we provide the performance results for different predicted time-to-event durations . We also provide a performance comparison graph
for different models in Figure 23.
Table 14: The Comparison of the Label Discretization
Accuracy
Bal.Acc.
AUC
Sensitivity
Specificity
Precision
F1 Score

2-Hr Disc.
Mean (sd)
0.73 (0.03)
0.55 (0.02)
0.55 (0.02)
0.18 (0.03)
0.93 (0.01)
0.47 (0.04)
0.26 (0.03)

3-Hr Disc.
Mean (sd)
0.68 (0.04)
0.64 (0.03)
0.64 (0.03)
0.49 (0.03)
0.78 (0.04)
0.55 (0.04)
0.55 (0.04)

4-Hr Disc.
Mean (sd)
0.71 (0.04)
0.72 (0.05)
0.72 (0.05)
0.79 (0.04)
0.65 (0.05)
0.69 (0.04)
0.74 (0.04)

5-Hr Disc.
Mean (sd)
0.71 (0.04)
0.70 (0.05)
0.70 (0.05)
0.78 (0.05)
0.61 (0.05)
0.66 (0.03)
0.71 (0.03)

6-Hr Disc.
Mean (sd)
0.69 (0.05)
0.70 (0.05)
0.70 (0.05)
0.74 (0.04)
0.67 (0.05)
0.65 (0.04)
0.69 (0.04)

The comparative analysis result indicates that the 2-hr model has a high accuracy level. However, it gives a low sensitivity score and low balanced-accuracy
score. Figure 23 shows that 4-hr, 5-hr, and 6-hr discretization models are more robust and consistent than 3-hr discretization. Since the model performance is higher
and more balanced, we decide to use 4 hours of discretization. This design is also
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a reasonable period for medical, pharmaceutical, and resource-based planning purposes in a healthcare setting.

Figure 23: Effect of Label Discretization
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3.6 Conclusion
This chapter described the sepsis concept, explained sepsis progress, treatment
procedure in intensive care units, and the most common problems related to sepsis treatments. We introduced our study population and extensively described
the MIMIC-III dataset used in our model development and experiments. We also
conducted an extensive literature review about early sepsis recognition, predictive
methods for the onset of sepsis stages, and prediction of sepsis treatment delays.
We discuss our preliminary studies and methods, such as pre-processing, data extraction, process mining, and simulation model outputs in the third step. Next, we
described a data-driven predictive model for the time-to-service prediction of antibiotic injection which is not studied in the sepsis literature. Lastly, we analyzed
different scenarios to observe the predictive model performance and improve model
accuracy using different settings of lookback period, warning event definition, and
length of the predicted time-to-event interval. In addition, we also discussed the
effects of patient vital signs on the detection and efficient management of sepsis.
Current state-of-art in early sepsis prediction methodologies focuses on sepsis
onset and early sepsis detection; however, this research investigates the early prediction of time-to-event of clinical treatment operations for sepsis patients. Unique
to our approach is the use of data-driven classification-based machine learning
methodology with time-series data and the use of periodic vital signs along with
laboratory data and demographics features for time-to-service prediction of antibi-
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otic injection in sepsis treatment.
In conclusion, this research mainly focuses on approaches for the early recognition, diagnosis, and therapeutic management of sepsis. It aims to provide practical time-to-event predictions to healthcare providers for proactive treatment and
service operations management. The proposed methodology has the potential to
increase the effectiveness of sepsis treatments since it provides on-time information
about the clinical operations, and our results show that time-to-antibiotic injection
periods for sepsis patients can be predicted with high accuracy. Our experimental
results also indicate that the value of intelligent warning (vital signs) selection is
significant in improving the predictive accuracy. Another use case for this research
is for process benchmarking and improvement. The proposed learning algorithm
can be trained in high-performance healthcare facilities (effective in managing care
delivery operations without significant delays) and then can be used in other facilities needing sepsis treatment operations improvements. The proposed research also
provides a very extensive basis for clinical pathway prediction for sepsis treatment
and other medical procedures.
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CHAPTER 4 CONCLUSION AND FUTURE RESEARCH
4.1 Summary and Conclusion
This dissertation contributes to advances in the literature in discovering clinical processes and calibrating discrete-event simulation models in healthcare service systems by using data-driven and process-driven predictive models. Unlike the
data-driven predictive models such as machine learning and other statistical studies, the proposed methodologies in this thesis also use process-based methods and
analysis in healthcare service systems. In the proposed research framework, the
combination of patient-specific and system-specific analysis is utilized to increase
the effectiveness of predictive modeling in healthcare systems. Clinical care procedures and treatment operations in healthcare service systems need to be more
predictable and operationally efficient for patients. In this dissertation, we aim to
increase the efficiency of clinical operations for patients and providers and ensure
maintaining the efficient system updated by using proposed novel approaches. In
this chapter, we present the research summary and contribution for each chapters
and explain the future research directions of our research portfolio.
The first part of our research proposes an integrated framework for processdriven multi-variate change point detection by coupling change point detection
models with machine learning and process-driven simulation modeling. The processdriven change point detection (PD-CPD) method uses discrete event simulation
models to produce system-level outputs as time-series data streams. Then these
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outputs are used to train time-series neural network models to predict system characteristics and change points. The process-driven change point detection method
optimizes change points by renewing simulation and neural network model building steps until the change point(s) with the maximum likelihood is identified. We
implement our proposed method in an emergency room case study. We indicate
that process-driven change point detection significantly improves change point detection accuracy over data-driven change point estimates.
In the second part of the research, we focus on the time-to-event prediction of
clinical care operation with the antibiotic injection case in the sepsis treatment procedure. Process-driven models such as simulation-based predictive models can be
updated with additional data-driven analysis (Chapter 2). In this part of the research, we mainly investigate the predictability of the time-to-event period, which
depends on both patient health and system conditions. In Chapter 3, we create
patient-specific historical data using a MIMIC III database. We build a predictive
classification model using patient vital signs, laboratory data, and patients demographics. The overall goal of this research is to provide insights for the timing of
treatments, to facilitate the proactive allocation of clinical resources. For this reason, we predict time-to-antibiotic in sepsis treatment for healthcare providers and
build a predictive machine learning model. Another potential use of this model is
that the proposed learning algorithm can be trained in high-performance healthcare facilities and used to improve the sepsis treatment process efficiency in other
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hospitals and clinics. This work is also a complementary approach that predicts and
updates the time distribution of clinical operation in simulation model calibrations.
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4.2 Future Research
In this section, we describe two future study opportunities for this dissertation.
4.2.1

Proactive Coordination of Healthcare Operations Using Discrete-Event
Simulation and Clinical Care Pathway Prediction

A future study can focus on different approaches to the early recognition, diagnosis, and management of sepsis, and aim to maximize the on-time treatment. This
approach would integrate data-driven prediction of sepsis and simulation driven
pre-diction of system’s operations as well as different intervention scenarios for system performance improvement. In order to predict the essential interventions, there
is also a need to observe the impact of therapeutic interventions such as antibiotic
treatment, fluid resuscitation, or any other medical procedures.
Current state-of-art in early prediction of sepsis can accurately predict the onset
of patient sepsis (and sepsis stages). Early prediction primarily aims to reduce
the diagnostic delays (time to the warning event). However, early prediction of
sepsis does consider treatment delays which are significant determinants of the
care outcomes. Treatment delays are concerned with the availability of resources
and operational management. First objective of a future study is thus to predict
treatment delay types, their causes and degree of severity using integrated datadriven and simulation models. Next objective is to develop and test intervention
scenarios specific to sepsis and ICU using prescriptive models.
There are extensive studies about early sepsis prediction methodologies. How-
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ever, this dissertation research contributes to the timing and risk prediction of treatment steps along with early prediction, which is not addressed previously. Datadriven prediction is not adequate to predict sepsis treatment system dynamics such
as resource allocation, waiting times in the treatment process, and flow bottlenecks.
Thus, future study combining discrete event simulation with the machine learning
approach to predict treatment delays is complementary to the sepsis prediction.
4.2.2

Optimizing Intervention Strategies in Sepsis

Another future research opportunity is to focus on the early recognition, diagnosis, and therapeutic management of sepsis. Such a future approach can simulate
different intervention scenarios by observing the impact of therapeutic interventions such as early antibiotic time, fluid resuscitation time, lab work procedures, or
infection screening. In addition to therapeutic intervention, this research also need
to consider process-induced and organizational interventions such as the total number of re-sources and their allocations or sequencing, layout design, transfer times,
and other activity times in order to reduce delays. The overarching goal of such
future research is to suggest the most effective intervention strategies to increase
operational efficiency for healthcare provides. Hence, given the interventions and
effect on delays, such future research can further optimize the intervention strategies with prescriptive simulation-based optimization methods such as OptQuest.
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APPENDIX A: NOTE TO PRACTITIONERS FOR CHAPTER 2
Conventional change point methods for calibrating discrete event simulation
models use data-driven approaches. While some change points are external to the
process based system (i.e., arrival patterns), others (e.g., resource schedules, control policy changes) are internal and could be discovered by leveraging process
knowledge. The proposed method augments these data-driven approaches through
the integrated use of simulation models and machine learning methods that enable
the discovery of process drivers to improve change point detection accuracy. Proposed method is shown to leverage process knowledge in improving the data-driven
change point detection to pinpoint the precise changes in the process-based system’s internal drivers. Three points are important to better implement this method
in practice: 1) In the presence of a large number of features, it could be more efficient to use feature selection techniques to identify a subset of time series features
that are significant to be used in the model. 2) Practitioners may either use arrival
data as an input to their model, or simulate arrival through a specific distribution.
Former method would accelerate convergence for a particular scenario, whereas
the latter would enable the reuse of the results of the simulation models for similar analyses. 3) Since the data driven methods provide an initial solution for our
method, it is important to use a data driven method that works effectively in order
to improve computational efficiency.
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APPENDIX B: MIMIC-III DATASET - SEPSIS SIX PROCEDURE

Figure 24: MIMIC-III Dataset - Sepsis Six Procedure.
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APPENDIX C: PROCESS MINING MODEL OF SEPSIS TREATMENT

Figure 25: Process Mining Model of Sepsis Treatment.
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APPENDIX D: VITAL SIGN PARAMETER CODES WHICH USES FOR SIRS AND
QSOFA.
Table 15: Vital Sign Parameter Codes which Uses for SIRS and qSOFA.
Parameters
Temperature

Metavision - ITEMID
223762, 223761

Carevue - ITEMID
676, 678

Heart Rate

220045

211

Respiratory Rate

220210, 224422, 224689, 224690

618, 651, 615, 614

White Blood Cells

27062, 27063, 226779, 226780

1127, 861, 4200, 1542

Systolic Blood Pressure

220050, 225309, 220179

51, 455, 6701

Diastolic Blood Pressure

220051, 220180, 225310

8368, 8441, 8555

Glasgow Coma Scale

220739, 223900, 223901

-
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The healthcare system in US is rapidly changing and reshaping to adopt continuously evolving demand for improved operational efficiency and treatment effectiveness from patients and providers in critical health services. Healthcare service systems and clinical treatment operations needs to be more predictable to increase operational efficiency through proactive operations management. This research contributes to the literature by discovering clinical processes and calibrating
discrete-event simulation models in healthcare service systems using data-driven
and process-driven predictive models. Unlike the data-driven predictive approaches
such as the machine learning and statistical methods, the proposed methodologies in this thesis leverages and focuses on process-based methods and analysis in
healthcare service systems.
Our first contribution is an integrated framework for process-driven multi-variate
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change point detection by coupling change point detection models with machine
learning and process-driven simulation modeling in healthcare service systems. Initial development and succeeding calibration of discrete-event simulation models
for complex healthcare systems require precise identification of dynamically changing process characteristics. Existing data-driven change point methods assume that
changes are extrinsic to the system and cannot utilize available process knowledge.
Our framework leverages simulation models to generate system-level outputs that
are then used to predict system characteristics and change points using neural networks. The framework’s optimization layer iterates the change points by repeating
simulation and predictive model building steps until the simulated system characteristics conforms to that of the actual process data. Using an emergency department case study, we demonstrate that the developed approach significantly improves change point detection accuracy over data-driven methods’ estimates and is
able to detect actual change points.
Our second contribution is a time-to-event prediction approach for clinical care
operations in intensive care units. By focusing on the sepsis treatment in intensive
care units, we predict time-to-event for antibiotic administration at critical vital
states of the sepsis-risk patients. Our approach’s most salient aspects are the feature
engineering specific to sepsis care and timing and labeling of the predictions. Using
a real dataset, MIMIC-III (Medical Information Mart for Intensive Care-III) dataset,
we demonstrate that the approach is able to accurately predict a practical time-
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window for antibiotic administration. Through predicted antibiotics administration
time interval, the providers can make informed decisions and the operations staff
can proactively coordinate activities to ensure meeting service standards for quality
of care.
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