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Résumé
Les écoulements turbulents à phases séparées sont présents dans de très nombreuses applica-
tions. Cependant, la simulation de tels écoulements avec une interface déformable constitue l’un des
problèmes les plus complexes de la mécanique des fluides numérique. La prise en compte du bilan
des contraintes normales est au cœur du problème de déformation de l’interface. Dans le travail
présenté ici, nous développons un algorithme permettant de simuler des écoulements diphasiques in-
compressibles et turbulents en suivant le déplacement de l’interface par une approche lagrangienne.
Les équations de Navier-Stokes instationnaires écrites en variables vitesse-pression sont résolues
dans les deux phases en utilisant des maillages curvilignes orthogonaux. Dans un premier temps,
nous introduisons un schéma de raccordement des vitesses tangentielles et des cisaillements. Ce
schéma est appliqué afin de simuler l’interaction de deux écoulements turbulents séparés par une
interface plane. La turbulence est traitée par une approche de simulation des grandes échelles uti-
lisant un modèle dynamique. Un algorithme original est ensuite développé dans le but de satisfaire
de façon non-itérative à la fois la continuité des vitesses normales et des contraintes normales sur
l’interface et l’incompressibilité dans les deux phases. Différentes simulations d’écoulements dipha-
siques avec interface déformable sont réalisées afin de valider ces développements.
Mots clefs : approche lagrangienne, interface déformable, conditions de raccordement, écoule-
ments à phases séparées, équations de Navier-Stokes
Abstract
Turbulent incompressible two-phase separated flows are present in many applications. However,
simulation of such flows with a moving interface is one of the most challenging problems in todays
computational fluid dynamics. Taking properly into account the normal stress budget accross the
interface is the main difficulty of moving interface problems. This work deals with the development
of a boundary-fitted method for computing turbulent incompressible two-phase flows. The interface
displacement is achieved through a Lagrangian approach. The unsteady Navier-Stokes equations
written in a velocity-pressure formulation are solved within the two phases using an orthogonal cur-
vilinear grid. In a first step, we introduce a scheme allowing tangential velocities and shear stresses
to match across the interface. We apply this technique to compute the countercurrent flow genera-
ted by two streams separated by a plane interface. This scheme is then applied to compute various
situations involving the interaction between two turbulent flows separated by a flat interface. The
turbulence is treated by using the Large Eddy Simulation approach with a dynamic model. An ori-
ginal algorithm is then developed to satisfy without any internal iteration the continuity of normal
velocities and stresses across the interface and the incompressibility condition within both phases.
Several simulations of two-phase flows with a moving interface are carried out to validate these
developments.
Keywords : Lagrangian approach, moving interface, interfacial boundary conditions, separated
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Introduction générale
Les écoulements turbulents diphasiques et incompressibles sont présents dans de très nombreuses
applications. Cependant la compréhension de la dynamique de la turbulence dans ces écoulements
notamment au voisinage de l’interface, reste largement imparfaite. La première difficulté résulte de
la turbulence elle-même et de l’analyse des interactions entre les structures d’échelles très différentes
qui coexistent. La seconde concerne la présence d’une interface déformable qui interagit avec ces
structures turbulentes.
Ce travail a été réalisé dans le cadre d’une convention CIFRE en collaboration avec la société
TOTAL SA. et l’Institut de Mécanique des Fluides de Toulouse (IMFT). L’étude se focalise par-
ticulièrement sur des configurations qui à terme sont pertinentes vis-à-vis des problèmes pétroliers
de transport d’huile et de gaz à condensat. Ces configurations correspondent à des écoulements
turbulents à phases séparées. L’objectif de ce travail est de développer une méthode de simula-
tion permettant d’appréhender ce type d’écoulement en prenant en compte la dynamique de la
turbulence et ses effets sur l’interface qui sépare les deux fluides en présence.
L’originalité de l’approche développée dans ce travail réside dans le traitement de l’interface. En
effet, la plupart des simulations d’écoulements diphasiques sont réalisées à partir d’une approche
dite à un fluide dans laquelle le maillage ne suit pas l’interface. Il en résulte la possibilité de traiter
des topologies d’écoulement complexes et évolutives (rupture et coalescence) mais aussi un certain
nombre de problèmes. Parmi ceux-ci on peut noter la tendance des interfaces à s’épaissir dans le
temps (d’où une prise en compte imparfaite des conditions de raccordement) et une conservation
de la masse souvent approximative et qui se dégrade dans le temps. Ces deux éléments rendent
encore difficile la réalisation de statistiques fiables dans des écoulements turbulents diphasiques
menées avec des approches de type Volume of Fluid, Level Set ou Front Tracking. C’est la raison
pour laquelle nous avons opté pour une stratégie différente qui consiste à déformer le maillage pour
suivre les mouvements de l’interface.
La méthode choisie ici pour étudier la turbulence est une approche par simulation des grandes
échelles (SGE). Ce type d’approche repose sur une séparation arbitraire des échelles qui consiste à
simuler les grandes structures et à modéliser l’action des petites échelles sur les grandes. En termes
d’informations obtenues mais aussi de maillage et de temps de calcul, cette approche représente un
bon compromis par rapport aux deux solutions extrêmes que sont la simulation numérique directe
et la modélisation statistique au sens de Reynolds.
Ce mémoire se décompose en quatre chapitres. Le premier décrit dans un premier temps le
contexte industriel dans lequel s’inscrit ce travail, puis présente brièvement un aperçu bibliogra-
phique des travaux expérimentaux, théoriques et numériques consacrés à l’étude des écoulements
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à phases séparées laminaires et turbulents. Enfin, une dernière partie s’attache à décrire les choix
méthodologiques adoptés pour simuler ce type d’écoulement. En effet, deux grandes approches
existent pour suivre les déplacements d’une interface selon que l’on adopte un point de vue eulérien
ou lagrangien.
Le deuxième chapitre présente en détail les développements numériques que nous avons réalisés
afin d’obtenir un algorithme permettant de simuler des écoulements diphasiques incompressibles à
interface déformable en suivant le déplacement de cette dernière par une approche lagrangienne.
Ce choix nous impose de générer un maillage adaptatif qui suit les déformations de l’interface au
cours du temps ; la technique correspondante fait l’objet d’une première partie. Les équations de
Navier-Stokes sont par la suite résolues dans un système de coordonnées curvilignes déformables
par la technique de simulation des grandes échelles. Puis, nous présentons le shéma de raccorde-
ment des vitesses tangentielles et des cisaillements au travers d’une interface plane. Ensuite, un
algorithme original est décrit. Celui-ci permet de simuler des écoulements gaz-liquide à phases sé-
parées en assurant simultanément la continuité des vitesses normales et des contraintes normales
sur l’interface et l’incompressibilité dans les deux phases sans itération interne.
Dans le troisième chapitre, nous présentons des simulations d’écoulements laminaires à phases
séparées. Dans un premier temps l’interface reste plane (écoulement de Poiseuille diphasique) afin
de valider le raccordement des vitesses et des contraintes tangentielles. Puis, des simulations pour
lesquelles l’évolution temporelle de l’interface est connue analytiquement sont menées pour s’assurer
de la prise en compte correcte du bilan des contraintes normales qui est au cœur du problème de
déformation de l’interface (ondes de gravité, instabilité de Rayleigh-Taylor, écoulement de Couette
à deux couches).
Des simulations d’écoulements turbulents diphasiques par une approche de simulation des
grandes échelles sont présentées dans le dernier chapitre. Une attention particulière est portée
sur l’étude dynamique de la turbulence au voisinage de l’interface dans différentes configurations,
notamment des situations à contre-pente pour lesquelles les effets de la gravité peuvent générer des
situations de contre-courant dans la phase liquide. Enfin, dans une dernière partie nous explicitons
la méthode adoptée pour prendre en compte le caractère tridimensionnel inhérent aux écoulements
turbulents.
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Les écoulementes de fluides se rencontrent partout autour de nous et la mécanique des fluides
trouve des applications dans de très nombreux secteurs. Les écoulements font partie intégrante
de notre environnement naturel dans des domaines aussi variés que la météorologie, l’océanogra-
phie, l’astrophysique et la biologie. Ils se retrouvent également dans des environnements industriels
tels que l’aéronautique, l’automobile, le secteur de l’énergie... Parmi toutes ces applications, les
écoulements turbulents diphasiques à phases séparées sont très répandus et constituent une confi-
guration largement présente dans la nature. Elles interviennent par exemple dans les interactions
atmosphère-océan. Qui n’a jamais observé l’apparition de vagues sous l’action du vent, puis vu ces
vagues déferler sur la côte ? On retrouve ce type d’écoulement dans la plupart des écoulements
industriels notamment dans le milieu pétrolier et le transport dans des pipelines. En effet, lors
de forages, les fluides issus de l’extraction des champs d’hydrocarbures sont constitués de gaz à
condensat, d’un mélange de pétrole et de particules solides. Lors du transport sur des distances
qui peuvent être très importantes, cet écoulement évolue sous l’effet de nombreux mécanismes
qui à l’heure actuelle restent mal compris. La simulation numérique est un moyen incontournable
qui vient s’ajouter aux dispositifs expérimentaux pour tenter de comprendre de tels phénomènes.
Dans ce vaste projet de compréhension de la turbulence diphasique, ce mémoire de thèse s’attache
à améliorer la compréhension de la physique des écoulements turbulents à phases séparées. Ces
écoulements se caractérisent par la présence de deux phases, gazeuse et liquide, séparées par une
interface continue du fait de la ségrégation opérée par la pesanteur.
Pour traiter la turbulence, notre choix s’est orienté vers la simulation des grandes échelles. En
effet, cette méthode permet de simuler des écoulements turbulents à grand nombre de Reynolds
sans pour autant nécessiter des maillages de taille excessive. Avec une simulation numérique di-
recte, le maillage utilisé doit permettre de capter toutes les échelles spatiales de l’écoulement. Or le
rapport entre l’échelle des plus gros tourbillons et l’échelle de Kolmogorov varie avec le nombre de
Reynolds comme Re3/4. Pour tenir compte de toutes les structures turbulentes dans une simulation
directe, il faut donc un maillage d’environ Re9/4 points, ce qui dépasse généralement la capacité
des calculateurs actuels. Ainsi, la simulation directe est réservée à des écoulements à faible nombre
de Reynolds turbulent, ce qui est loin d’être le cas dans les configurations pétrolières qui nous inté-
ressent. De plus, contrairement aux approches classiques, la simulation des grandes échelles décrit
en temps et en espace, la dynamique des grandes échelles de la turbulence et non pas seulement
les quantités statistiques, ce qui est un point crucial pour réellement comprendre les mécanismes
physiques en jeu.
A l’heure actuelle, même dans le monde industriel la simulation des grandes échelles est de plus
en plus utilisée pour traiter des écoulements turbulents monophasiques. Le problème se complexifie
lorsqu’il s’agit d’écoulements diphasiques avec une interface. En effet, la difficulté majeure consiste
à résoudre précisément la zone interfaciale à l’aide d’un modèle de sous-maille adapté au caractère
diphasique de l’écoulement.
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1.1 Contexte industriel
Les écoulements turbulents à phases séparées se rencontrent dans le transport de gaz à conden-
sat sur longue distance qui entre en jeu dans la mise en production de réservoirs de gaz naturel.
Ils représentent un enjeu majeur pour les opérateurs pétroliers qui souhaitent améliorer les mo-
dèles numériques unidimensionnels utilisés pour les prédire, notamment en obtenant de nouvelles
données concernant les frottements pariétaux et interfaciaux. En effet, cette configuration d’écou-
lement est assez mal prédite par les corrélations existantes implantées dans des codes industriels
multiphasiques. La prévision des contraintes de cisaillement pariétal et interfacial dans ce type
d’écoulement est d’une grande importance car elle conditionne directement la détermination des
pertes de charges. Une meilleure compréhension des interactions dynamiques entre les deux fluides
d’une part et entre le fluide et la paroi est donc essentielle.
Le pipeline est le moyen le plus économique et le plus sûr pour transporter des liquides et des
gaz. C’est un long tuyau muni de pompes, de soupapes et d’organes de régulation. Ce système
transporte un mélange composé de pétrole, de gaz et parfois d’eau provenant du réservoir amont
ou produite par condensation. A cette composition triphasique se rajoute parfois la présence de
particules solides. Ce transport des puits de production vers les points de ramassage tels que les
usines de traitement et de purification où se produisent l’extraction de l’eau ainsi que la séparation
du gaz et du pétrole se fait sur des distances relativement longues grâce à des pressions très élevées.
Afin de résister aux frottements, des postes de pompage et des stations de compressions sont situés
le long du pipeline environ toutes les centaines de kilomètres.
Figure 1.1 – Configuration de l’écoulement stratifié à contre-pente
La situation étudiée est celle des écoulements de gaz et d’huile dans des pipelines. Le transport
de liquide se fait dans des conduites de grand diamètre avec des vitesses de gaz importantes.
L’écoulement dans le gaz est donc fortement turbulent tandis que le régime dans le liquide peut
être soit turbulent, soit laminaire. Le débit de liquide étant très faible, l’écoulement est stratifié
et principalement dominé par la gravité. En fonction du débit de gaz, le liquide est plus ou moins
cisaillé et l’interface est déformée par la présence de vagues. Dans la suite, nous nous plaçons
dans la configuration d’un régime à vagues pour lequel le débit de gaz n’est pas assez important
pour provoquer l’arrachement de gouttelettes. Enfin, ces pipelines sont principalement posés sur les
fonds marins. Le terrain présente donc des irrégularités de pente qui se manifestent par des portions
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faiblement ascendantes ou descendantes. Le cas le plus défavorable d’un écoulement à contre-pente
sera étudié. Dans cette situation, le liquide situé près de la paroi n’est pas entraîné par le gaz mais
par l’effet de la gravité ce qui induit un contre-courant.
1.2 Les écoulements laminaires à phases séparées
Il existe différentes configurations d’écoulements lorsqu’un gaz et un liquide circulent ensemble
dans un canal ou un tube. Ces deux phases peuvent sous certaines conditions être séparées par une
interface continue, on parle alors de régime à phases séparées. Cette configuration est dominée par
les effets de la gravité qui impose au liquide de densité plus importante de se situer en dessous de
la phase gazeuse. A de faibles vitesses du gaz, l’interface reste plane grâce à la gravité et aux effets
de tension de surface. En augmentant le débit du gaz, un régime à vagues régulières apparaît dû
à des instabilités inertielles de type Kelvin-Helmholtz (écoulement stratifié lisse puis ondulé), puis
l’amplitude des vagues augmentant, celles-ci peuvent atteindre la paroi supérieure et conduire à un
regime appelé écoulement à poches et à bouchons. A d’assez grandes vitesses du gaz se produit la
formation de goutellettes et le phénomène d’atomisation. Dans le cadre de ce mémoire, seuls les
régimes stratifiés lisse et ondulé seront abordés.
Figure 1.2 – Cartographie des différentes configurations pour un écoulement air/eau en conduite
horizontale de diamètre D=78mm (Badie et al. 2000)
Concernant l’étude des écoulements diphasique stratifiés en régime laminaire Brauner &Moalem-
Maron (1992) puis Ullmann et al. (2004) ont défini des équations de fermeture sur les cisaillements
pariétaux et interfaciaux dans des modèles à deux fluides. Ces relations permettent de prédire no-
tamment les fractions volumiques de gaz et de liquide (holdup) et les pertes de charge dans des
configurations d’écoulements co-courant et contre-courant en fonction de l’angle d’inclinaison de la
conduite. Cependant, dans certains cas plusieurs solutions avec des holdups différents peuvent exis-
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ter Ullmann et al. (2003). Les équations de conservation de la masse et de la quantité de mouvement
s’écrivent en prenant en compte le raccordement des cisaillements à l’interface τig = −τil :
Ulhl = Ughh (1.1)
(ρl − ρg)g sin θ + τwl − τig
hl
− τwg + τig
hg
= 0 (1.2)
Ce système de deux équations fait intervenir six inconnues : Ul et Ug les vitesses respectivements
dans le liquide et le gaz, τwl et τwg les contraintes tangentielles exercées par la paroi respectivement
sur le liquide et sur le gaz, τig la contrainte tangentielle interfaciale exercée par le liquide sur le gaz
(et inversement pour τil) et hl la hauteur du liquide (ou hg). Des équations de fermeture permettent
de définir les frottements pariétaux et interfaciaux afin de résoudre le système. En introduisant les
paramètres adimensionnels suivants :
Y =





(paramètre de Martinelli) (1.3)
où jl =
hl
h ul est la vitesse superficielle du liquide et jg celle du gaz définie de façon similaire.
Ullmann et al. (2003) obtiennent une prévision de fraction de liquide pour différentes configurations
d’écoulements (fig. 1.3).
Figure 1.3 – Evolution de la fraction de liquide en fonction de l’inclinaison de la conduite, Ullmann
et al. (2003)
Les valeurs positives de X2 correspondent à un écoulement co-courant, les valeurs négatives à
un écoulement contre-courant. L’écoulement est ascendant lorsque Y < 0 et descendant dans le
cas contraire. Trois solutions stables peuvent exister pour un écoulement co-courant descendant ou
ascendant. Dans le cas d’un écoulement à contre-courant, deux solutions sont possibles. A l’heure
1.3 Les écoulements turbulents à phases séparées 23
actuelle, les mécanismes qui entrent en jeu pour faire tendre l’écoulement vers une solution plutôt
qu’une autre sont assez mal compris.
1.3 Les écoulements turbulents à phases séparées
Dans la littérature de très nombreux auteurs ont mené des travaux théoriques, expérimentaux
ou numériques pour étudier les écoulements turbulents à phases séparées. En effet, ceux-ci sont
présents dans de nombreuses applications telles que les interactions entre le vent et les vagues à la
surface de l’océan (Miles (1957), Lighthill (1962)) ou encore le transport pétrolier. Une première
étude théorique pour comprendre les mécanismes de génération de vagues sous l’effet du vent a été
développée par Jeffreys (1925). Il suppose que la séparation de l’écoulement gazeux au niveau des
crêtes des vagues augmente les effets de traînée de l’air et induit une croissance de l’amplitude des
vagues. Des mesures expérimentales du champ de pression de l’air au-dessus des vagues ont ensuite
permis de démontrer l’inconsistance de ce mécanisme de séparation (sheltering effect). Dans les
années 50, Phillips (1957) et Miles (1957) développent chacun une théorie sur la croissance des
vagues. Miles applique une analyse de stabilité linéaire à l’écoulement cisaillé au-dessus d’une
vague de taille infinitésimale en supposant l’écoulement gazeux incompressible. La turbulence est
simplement considérée comme générant un profil de vitesse moyen. Il montre ainsi que le taux
de croissance des vagues est lié à l’écoulement dans la couche critique où la vitesse moyenne de
l’écoulement gazeux est inférieure à la vitesse de propagation des vagues. Ce taux de croissance
est proportionnel à la courbure du profil de vitesse. D’un autre côté, Phillips considère que la
génération de vagues provient des fluctuations turbulentes de la pression dans le champ gazeux et
montre que le taux de croissance évolue de façon linéaire pour de courtes longueurs d’onde et lors de
la phase initiale de naissance des vagues. Lorsque les vagues sont générées à l’interface, celles-ci se
développent jusqu’à atteindre un niveau d’équilibre défini par des mécanismes complexes mettant
en jeu les effets de gravité, de tension de surface et de frottement. Phillips (1932) a montré que le
maximum d’amplitude des vagues ∆hmax dépend de la vitesse de propagation des vagues c :




où Ui est la vitesse interfaciale. Notons, que si la vitesse des vagues est grande, la vitesse interfaciale
peut être négligée, et dans le cas des ondes de gravité en eau profonde où c =
√
g
k , le maximum de
l’amplitude peut s’écrire en fonction de la longueur d’onde λ :
∆hmax ∝ λ2π (1.5)
Dans les dernières décennies, de nombreuses études expérimentales ont été menées sur les océans,
les lacs ou en canal pour comprendre les interactions entre la turbulence de l’air et les vagues de
surface. Parmi d’autres, on peut citer les travaux de Snyder et al. (1981) et Hristov et al. (2003).
Ces mesures ont permis d’obtenir des données sur le champ fluide tels que les profils de vitesse
moyens et les distribution de pression dans le gaz permettant d’évaluer les transferts d’énergie du
gaz vers le liquide. Cependant, à cause de la complexité de l’environnement, une analyse détaillée
des structures de l’écoulement à proximité de l’interface est difficile à obtenir. En effet, pour réaliser
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des mesures précises, les capteurs doivent se situer aussi proche que possible de l’interface sans la
toucher, c’est à dire au niveau des crêtes des vagues. De nombreux expérimentateurs ont étudié des
écoulements turbulents au-dessus de parois ondulées puis sur des interfaces gaz/liquide. On peut
citer par exemple, l’étude expérimentale de Cohen & Hanratty (1968) qui s’intéresse aux effets
des vagues sur un écoulement turbulent en canal. Si des vagues sont présentes la résistance à l’air
augmente. Ces auteurs mettent en évidence le fait que la présence de vagues peut être comparée à
l’effet d’une surface solide rugueuse. La figure (1.4) montre un profil expérimental de vitesse dans
le gaz au-dessus d’une phase liquide avec présence de vagues. Ce profil, contrairement à celui qu’on
pourrait observer dans une configuration monophasique d’un écoulement entre deux parois, est
asymétrique. Le maximum de la vitesse n’est pas localisé à mi-hauteur de la phase gazeuse. Ceci
est directement lié aux valeurs différentes des contraintes de cisaillement entre la paroi supérieure et
l’interface. La contrainte de cisaillement τ0 au niveau de l’interface peut être obtenue à partir d’un
bilan de quantité de mouvement dans la direction longitudinale et en considérant que le cisaillement







Figure 1.4 – Profil expérimental de vitesses Cohen & Hanratty (1968), R : Nombre de Reynolds
du liquide basé sur la hauteur moyenne de l’interface H et la vitesse moyenne du liquide, RB :
Nombre de Reynolds du gaz avec 2a comme échelle de longueur et basé sur la vitesse moyenne du
gaz entre l’interface et la position du maximum de la vitesse.
Dans les années 80, plusieurs chercheurs Suzanne (1985), Fernandez-Flores (1984) et Fabre et al.
(1983) se sont intéressés à la structure locale d’écoulements turbulents stratifiés gaz-liquide en canal
rectangulaire par anémométrie à fil chaud dans l’air et anémométrie laser Doppler dans l’eau. Deux
expériences ont été réalisées pour comparer les régimes stratifiés lisse et ondulé. Dans le cas d’un
régime stratifié lisse, l’écoulement est simplement une superposition de deux couches monopha-
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siques. Sur la figure (1.6) le profil de vitesse dans le gaz est quasi symétrique, la paroi supérieure et
l’interface semble donc jouer le même rôle. Les écoulements dans le gaz et dans le liquide demeurent
parallèles, il n’y a pas de composante de vitesse suivant la direction verticale. Le profil moyen de
vitesse dans le liquide est semblable à celui obtenu dans une configuration de Couette monopha-
sique en régime turbulent (écoulement cisaillé). Les profils de cisaillement turbulent sont linéaires.
Dans le cas d’un régime stratifié ondulé, le profil de vitesse moyen dans le gaz perd sa propriété de
symétrie, le maximum se rapproche de la paroi supérieure et des composantes de vitesse suivant
la direction verticale allant de l’interface vers la paroi supérieure apparaissent. L’écoulement n’est
plus parallèle. De même dans la phase liquide, on peut observer un mouvement de l’interface vers
la paroi inférieure laissant suggérer la présence d’écoulements secondaires dirigés dans chacune des
phases de l’interface vers les parois (figure 1.5). Notons également, que la composante longitudinale
de la vitesse moyenne présente un gradient plus important près des parois et un gradient plus faible
proche de l’interface dans la configuration avec vagues et que le cisaillement turbulent est distribué
de manière non linéaire contrairement au cas où l’interface est lisse. L’évolution de l’énergie ciné-
tique turbulente montre que près des parois, le transport convectif vertical s’oppose au transfert
diffusif turbulent, ce qui a pour conséquence de renforcer les gradients de vitesse, de cisaillement
turbulent et d’énergie cinétique turbulente. Dans la zone proche de l’interface, on observe un équi-
libre entre la dissipation et le transport advectif et diffusif, le terme de production turbulente est
négligeable. Ces auteurs observent ainsi une redistribution de la contrainte de cisaillement −ρ〈u′ v′〉
qui entraîne des modifications importantes des frottements interfaciaux et pariétaux dans chacune
des phases.
Figure 1.5 – Structures secondaires en écoulement stratifié ondulé Fabre et al. (1983)
Aux études théoriques et expérimentaless vient s’ajouter la simulation numérique qui est devenu
un outil incontournable pour décrire des écoulements diphasiques turbulents à phases séparées. Des
simulations d’écoulements turbulents au-dessus de vagues de Gent & Taylor (1976) basées sur les
équations moyennées (équations de Reynolds) couplées à un modèle de type longueur de mélange
ont permis de mettre en évidence le fait que le transfert d’énergie de la turbulence vers l’interface
augmente en fonction de la “rugosité” du champ de vagues. Se basant sur des théories de distorsion
rapide, Belcher & Hunt (1993) montrent que dans l’écoulement turbulent gazeux, les structures
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Figure 1.6 – Profil moyen de vitesse (a) suivant la direction longitudinale (b) suivant la direction
verticale. (c) Contrainte de cisaillement turbulent suivant la direction verticale (d) Energie cinétique
turbulente suivant la direction verticale Run 2 : ReL = 13600 et ReG = 15100 (régime stratifié
lisse), Run 3 : ReL = 13600 et ReG = 25100 (régime stratifié ondulé) Fabre et al. (1983)
turbulentes sont advectées trop rapidement pour transporter de façon significative de la quantité
de mouvement et donc que les effets induits par les perturbations du cisaillement sur l’écoulement
moyen sont négligeables. De plus, ils mettent en avant les erreurs causées par l’utilisation d’un
modèle de longueur de mélange qui modélise de façon incorrecte les gradients des contraintes au
sein de l’écoulement ce qui affecte les valeurs de coefficients de traînée ainsi que la prédiction du
taux de croissance des vagues. L’action des contraintes de Reynolds près de la surface produit un
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Figure 1.7 – Belcher & Hunt (1993)
Figure 1.8 – Mécanisme de croissance des
vagues
épaississement de la couche limite à l’amont de la crête de la vague (figures 1.7 et 1.8). Ceci conduit
à une distribution de pression déphasée par rapport aux amplitudes.
A l’opposé des approches statistiques quasi-stationnaires, la simulation numérique directe per-
met de résoudre toutes les échelles turbulentes. Cette approche est très précise mais très coûteuse et
inapplicable pour des nombres de Reynolds élevés. De nombreuses simulations numériques directes
d’écoulements à faible nombre de Reynolds (Choi et al. (1993), Sullivan et al. (2000) et Yang &
Shen (2010)) ont permis d’obtenir des quantités d’informations sur la dynamique de la turbulence
monophasique non accessibles par une approche statistique de type RANS (cf. figure 1.9).
Les techniques de simulation des grandes échelles quant à elles permettent de simuler des écoule-
ments turbulents à des nombres de Reynolds plus élevés. En effet, elles reposent sur une séparation
des échelles de la turbulence. On résout ainsi les structures dont la taille est supérieure à une échelle
appelée longueur de coupure qui généralement est de l’ordre de la taille d’une maille de calcul et on
modélise les effets des petites structures sur les grandes. Cette méthode semble très prometteuse
et se développe de plus en plus notamment dans les applications industrielles. Des simulations
aux grandes échelles d’écoulements turbulents au-dessus de surfaces ondulées ont été réalisées par
Henn & Sykes (1999), Tseng & Ferzinger (2004) entre autres. Shen & Yue (2001) ont réalisé une
simulation aux grandes échelles pour étudier l’interaction entre un écoulement turbulent cisaillé et
une surface libre à de faibles nombres de Froude.
En définitive, les simulations d’écoulements turbulents monophasiques en canal, en conduite,
sous une interface cisaillée ou sur des parois ondulées mobiles ou fixes sont nombreuses. Cela n’est
pas le cas pour des configurations d’écoulements diphasiques turbulents où les travaux sont relative-
ment rares. L’étude de Lombardi et al. (1996) basée sur une simulation numérique directe concerne
un écoulement de gaz et de liquide avec une interface plane. Les deux phases sont couplées en rac-
cordant les vitesses et les contraintes tangentielles. Les auteurs ont observé que les caractéristiques
de la turbulence dans la phase gazeuse sont similaires à celles d’un écoulement proche d’une paroi.
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(1) (2)
Figure 1.9 – (1) Configuration de la DNS de Sullivan et al. (2000), Re = U0h/ν = 8000, (2) Lignes
de courant moyennées sur une paroi ondulée ak = 0.1 fixe et mobile : (a) c/u∗ = 0, (b) c/u∗ = 3.9,
(c) c/u∗ = 7.8, (d) c/u∗ = 11.5. La ligne pointillée correspond à la zone où la vitesse moyenne du
gaz est égale à la vitesse de déplacement de la paroi 〈u〉 = −uw.
Angelis et al. (1997) élargit ensuite le problème à des configurations d’écoulements stratifiés avec
une interface légèrement déformable grâce à une méthode lagrangienne pour suivre les déforma-
tions capillaires de l’interface. Enfin, les travaux de Fulgosi et al. (2003) décrivent une simulation
numérique directe d’un écoulement turbulent diphasique à contre-courant avec interface faiblement
déformée au nombre de Reynolds Re∗ = 171. Dans la continuité, Liu et al. (2009) décrivent une
simulation numérique directe d’un écoulement de Couette turbulent air-eau avec interface plane.
Ils mettent notamment en évidence les différences de structure de la couche limite turbulente au
voisinage de l’interface côté liquide comparée à celles proche des parois ou de l’interface côté gaz.
A la différence des structures turbulentes présentes dans le gaz, celles de l’écoulement liquide sont
plus robustes et de plus grande dimension, la production et le mélange de la turbulence sont plus
intenses et cela influence grandement les caractéristiques interfaciales.
Une autre approche possible décrite par Bouffanais (2007) consiste à utiliser des éléments spec-
traux pour réaliser des simulations numériques directes d’écoulements turbulents à phases séparées
en rotation avec déformation de maillage. Plus récemment, Adjoua (2010) a développé un modèle
numérique couplant les méthodologies Volume of Fluid sans reconstruction d’interface à partir d’un
modèle à un fluide turbulent et la simulation des grandes échelles pour traiter la turbulence. Dans
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Figure 1.10 – Méthode lagrangienne Figure 1.11 – Méthode eulérienne
cette approche, les contraintes de sous-maille sont évaluées par un modèle dynamique mixte qui va
s’adapter aux caractéristiques locales de la turbulence dans chacune des phases que celles-ci soient
en régime turbulent ou laminaire. Ces développements ont permis de simuler des écoulements à
phases séparées dans différents régimes : turbulent-turbulent et films liquides laminaires cisaillés
par un courant gazeux turbulent. Enfin, Komori et al. (2010) ont réalisé une simulation numérique
directe d’un écoulement turbulent diphasique à phases séparées en utilisant une formulation arbi-
trairement lagrangienne-eulérienne (ALE) pour suivre le mouvement de l’interface gaz-liquide. Ils
montrent ainsi que les mouvements des fluides sont fortement influencés par la présence d’ondes de
surface au niveau de l’interface. Ces ondulations intensifient la turbulence du côté liquide comparée
à celle observée au voisinage d’une interface plane.
1.4 Choix de l’approche numérique
La simulation des écoulements turbulents diphasiques gaz-liquide présentant une interface dé-
formable constitue l’un des problèmes les plus complexes de la mécanique des fluides numérique.
Deux grandes approches existent, consistant à suivre l’interface selon deux points de vue : eulé-
rien ou lagrangien. Pour différents types de configurations diphasiques, deux approches numériques
peuvent ainsi être envisagées pour résoudre le système d’équations :
- une approche lagrangienne qui consiste à construire un maillage qui s’adapte en permanence
aux déformations de l’interface (cf. figure 1.10).
- une approche eulérienne qui consiste à construire un maillage fixe le plus simple possible sur
lequel les interfaces se meuvent librement (cf. figure 1.11).
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1.4.1 Approche eulérienne
L’approche eulérienne utilise un maillage fixe sur lequel sont résolues les équations usuelles
de conservation de la masse et de la quantité de mouvement écrites en considérant un seul fluide
de propriétés (densité, viscosité) variables. L’écoulement de deux fluides incompressibles et non
miscibles est représenté par un modèle à un fluide. Ce dernier reste incompressible mais sa densité
et ses propriétés physiques varient brusquement au travers de l’interface. L’interface est advectée
grâce à l’équation de transport d’une grandeur liée à sa position (taux de présence de l’une des
phases, distance à l’interface...). Dans cette famille de techniques se situent les méthodes de suivi
de front (Front Tracking) Unverdi & Tryggvason (1992), les méthodes de suivi en volume avec
ou sans reconstruction d’interface (Volume Of Fluid) et les méthodes utilisant une fonction de
distance signée (Level Set) Osher & Sethian (1988). Ce type d’approche est très bien adapté aux
topologies complexes d’interfaces (grandes déformations, rupture ou coalescence de bulles ou de
gouttes, déferlement de vagues, atomisation d’une nappe en gouttelettes...).
L’approche eulérienne permet de simplifier au maximum la gestion du maillage. Ce maillage
n’est pas dépendant des déformations de l’interface qui peuvent être complexes. Cependant, elle
présente certaines limitations qui concernent la non-conservation exacte de la masse des fluides et
un épaississement artificiel de l’interface qui rend difficile la description de phénomènes liés à des
couches limites interfaciales. Ces limitations permettent difficilement d’étudier les caractéristiques
statistiques de la turbulence car ceci suppose des statistiques effectuées sur des temps longs. Sur
de tels temps, l’érosion numérique des interfaces peut être importante et entraîner un manque de
précision même si les travaux de Bonometti (2005) et Bonometti & Magnaudet (2007) dans le cadre
du code JADIM, ont permis d’améliorer cette méthode en conservant la raideur de l’interface. De
plus, comme pour la plupart des méthodes numériques de suivi d’interface la conservation de la
masse de chacun des fluides n’est pas rigoureusement assurée. Par conséquent, une dérive dans le
temps de la masse des fluides est possible.
1.4.2 Approche lagrangienne
L’approche lagrangienne résout les équations de Navier-Stokes sur un maillage adaptatif qui suit
les déformations de l’interface au cours du temps. Avec ce type de description, les conditions de saut
peuvent être imposées de façon très précise en respectant exactement la géométrie de l’interface.
Cette approche a tout d’abord été développée pour résoudre des problèmes à surface libre Ryskin &
Leal (1984a), Yang & Prosperetti (2006). Dans ces configurations, la phase gazeuse n’a pas d’effet
sur la dynamique de l’écoulement. Le bilan de quantité de mouvement n’est résolu que dans la phase
liquide et une condition de cisaillement nul est imposée sur l’interface. La pression dans le gaz est
supposée constante et est utilisée comme référence pour la pression dans le liquide. Cependant, dans
le cas où la phase gazeuse entraîne la phase liquide, le raccordement des cisaillements (qui impose
une discontinuité du gradient de vitesse sur l’interface) ne peut être pris en compte sans résoudre
l’écoulement dans les deux phases. De plus, peu de travaux existants ont considéré le couplage de la
pression dans les deux phases, c’est à dire le raccordement des contraintes normales sur l’interface.
Un groupe d’auteurs Lombardi et al. (1996), Angelis et al. (1997) et Fulgosi et al. (2003) a réalisé
des simulations numériques directes d’écoulements turbulents eau-air avec une interface légèrement
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déformable mais n’a pas explicité la démarche de couplage des deux phases.
Un nouveau maillage qui suit les déformations de l’interface doit donc être construit à chaque
pas de temps. Ce maillage adaptatif entraîne une résolution plus complexe des équations et exclut
toute rupture ou reconnection de l’interface. En revanche, il permet de décrire l’interface de manière
précise et les conditions aux limites y sont imposées directement en suivant les lignes de coordonnées.
En définitive, à la vue des avantages et des inconvénients de chacune des deux méthodes nu-
mériques, la méthodologie qui nous semble la mieux adaptée est la simulation des grandes échelles
couplée avec une approche lagrangienne, l’objectif de cette étude étant d’analyser la dynamique
de la turbulence au voisinage d’une paroi et d’une interface cisaillée à grand nombre de Reynolds
turbulent. De plus, les paramètres de l’écoulement nous permettent de supposer que l’interface
se déformera de façon continue sans apparition de déferlement de vagues ce qui renforce le choix
de cette méthode. L’objectif de notre approche est d’obtenir une méthode lagrangienne permet-
tant de simuler des écoulements gaz-liquide turbulents à phases séparées en assurant d’une part la
continuité des vitesses et contraintes tangentielles, d’autre part celle des vitesses normales et des
contraintes normales sans itération interne.
A l’heure actuelle, les concepts de la simulation des grandes échelles sont essentiellement déve-
loppés pour les écoulements monophasiques. Ainsi, pour pouvoir utiliser sans modifications cette
méthode dans le contexte qui nous intéresse il faut résoudre séparément chaque phase et assu-
rer le couplage des deux fluides au travers de l’interface, ce qui implique d’utiliser une approche
lagrangienne.
1.4.3 Le code JADIM
Le code de recherche JADIM est développé dans le groupe Interface de l’IMFT depuis une
vingtaine d’années. Il est constitué d’un solveur principal qui résout numériquement les équations
de Navier-Stokes tridimensionnelles à partir d’une méthode de volumes finis d’ordre deux en espace
et en temps pour un écoulement instationnaire de fluide newtonien et incompressible. Les termes
advectifs sont traités par un schéma de Runge-Kutta du troisième ordre et la partie visqueuse
par un schéma semi-implicite de Crank-Nicolson. La pression est calculée par une méthode de
projection. Les équations sont exprimées en variables primitives vitesse-pression dans un système
de coordonnées curvilignes orthogonales. Différents modules s’ajoutent à ce noyau de simulation
directe :
- module de suivi d’interface mobile utilisant une variante de la méthode Volume Of Fluid
(VOF) Bonometti (2005), Bonometti & Magnaudet (2007) ;
- module de simulation des grandes échelles de la turbulence (SGE) ou Large Eddy Simulation
(LES) Calmet (1995), Calmet & Magnaudet (1997) ;
- module de transfert de chaleur ;
- module de suivi lagrangien de particules.
1.5 Conclusion
Dans ce chapitre, nous avons présenté le contexte industriel général dans lequel s’inscrit cette
thèse. Une partie bibliographique a permis de faire le point sur les différents travaux expérimentaux,
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théoriques et numériques portant sur l’étude d’écoulements turbulents diphasiques à phases sépa-
rées. Deux approches numériques existent pour simuler des écoulements diphasique et nous avons
choisi de développer un algorithme de déformation d’interface par une approche lagrangienne cou-
plée à une simulation des grandes échelles. Cette démarche est décrite en détail dans le chapitre
suivant.
Chapitre 2
Développement d’un algorithme de
déformation d’interface
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La simulation d’écoulements en présence d’interface déformable est complexe car elle fait inter-
venir de nouvelles difficultés. Le domaine d’écoulement devient une inconnue qui varie au cours du
temps. Ce chapitre décrit les algorithmes et la méthode numérique développés pour résoudre les
équations de Navier-Stokes sur un domaine déformable. Nous présentons dans un premier temps
la méthode de génération de maillages curvilignes orthogonaux qui suivent les déformations de
l’interface. Puis, nous rappelons les grands principes de la simulation des grandes échelles dont
l’intérêt est de traiter la turbulence comme un événement non totalement aléatoire en résolvant les
grandes échelles de l’écoulement et en modélisant l’action des petites échelles grâce à une opération
de filtrage spatial. Ensuite, nous montrerons comment les équations de Navier-Stokes s’expriment
sur un maillage déformable. Enfin, nous nous intéressons au cœur du problème de résolution d’écou-
lements diphasiques en décrivant la démarche adoptée pour réaliser le couplage des deux phases en
assurant tout d’abord le raccordement des vitesses et des contraintes tangentielles puis celui des
contraintes et vitesses normales.
2.1 Génération de maillages curvilignes orthogonaux
Le code JADIM est basé sur un système de coordonnées curvilignes orthogonales. Ce choix a
été fait afin de limiter le nombre de termes de courbure intervenant dans l’écriture des équations de
Navier-Stokes et de faciliter l’imposition des conditions aux limites aux frontières. L’inconvénient
majeur est lié au fait qu’il faut générer un maillage orthogonal. Dans le type d’approche choisi, le
maillage va suivre les déplacements et les déformations de l’interface. Le domaine de calcul ainsi que
les coordonnées du maillage pour chaque phase sont donc des inconnues puisqu’une des frontières
évolue au cours du temps.
Les maillages curvilignes orthogonaux sont générés par la technique de transformation quasi-
conforme des coordonnées développée par Duraiswami & Prosperetti (1992). Dans le cas d’un
écoulement plan, le principe consiste à transformer un domaine physique de coordonnées (x, y)
correspondant à l’une des phases de l’écoulement en un domaine auxiliaire (ξ, η), appelé domaine
de calcul et tel que 0 ≤ ξ, η ≤ 1 sur lequel les équations sont résolues (fig. 2.1). Puis, de manière
à imposer précisément les conditions aux limites, les frontières du domaine de calcul sont fixées
de telle sorte qu’elles coïncident avec celles du domaine physique. Ce type de méthode fonctionne
bien pour des situations bidimensionnelles. L’extension à des géométries tridimensionnelles est par
contre problématique étant donné que l’existence et l’unicité de la solution ne sont pas garanties.
Nous verrons cependant dans un des paragraphes suivants comment il est possible de prendre
en compte le caractère tridimensionnel de l’écoulement lorsque celui-ci est turbulent. En effet, si
la déformation de l’interface reste bidimensionnelle bien que l’écoulement soit tridimensionnel, le
maillage peut ensuite être simplement dupliqué dans la troisième direction.
Il existe plusieurs types de systèmes de génération de coordonnées curvilignes orthogonales.
Celui que nous allons utiliser a été introduit par Ryskin & Leal (1983), Ryskin & Leal (1984a).
Cette approche consiste à écrire que les coordonnées physiques (x,y) vérifient les équations de
Laplace ∇2x = 0,∇2y = 0. En coordonnées curvilignes, ces équations deviennent :
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On fait apparaître la fonction de distorsion f(ξ, η) = (gξξ/gηη)1/2 et son inverse 1/f , où gij
désigne le tenseur métrique. Cette fonction de distorsion permet de contrôler la distribution des
lignes de coordonnées curvilignes. Physiquement, cette fonction représente le rapport des côtés
d’un rectangle dans le domaine physique (x,y) transformé en un rectangle dans le domaine de
calcul (ξ, η). Dans le cas particulier où f = 1, les facteurs d’échelle sont égaux et la transfomation
est dite conforme. La méthode de construction de cette fonction de distorsion est fondamentale
pour parvenir à la génération d’un maillage orthogonal. Celle-ci a été développée par Duraiswami
& Prosperetti (1992) et est décrite précisément dans les travaux de Blanco (1992), Blanco (1995).
Après la détermination de cette fonction, le système d’équations génératrices du maillage (2.1) doit
être résolu en tenant compte des conditions aux frontières. Pour effectuer cette résolution, le système
est transformé en un problème instationnaire dont nous cherchons les solutions stationnaires à l’aide

























En discrétisant les équations de façon implicite en différences finies avec un précision d’ordre
deux dans l’espace et d’ordre un dans le temps, on obtient deux systèmes tridiagonaux pour chacun
des deux pas de temps suivant les directions ξ et η. Ces systèmes sont résolus en utilisant l’algo-
rithme de Thomas. Dans le cas où l’on souhaite générer un maillage avec des conditions périodiques,
cette étape doit être légèrement adaptée. Par exemple, pour une périodicité suivant ξ, la résolution
suivant η reste inchangée, par contre dans la direction ξ, la matrice obtenue est tridiagonale pério-
dique puisque l’on va inverser un système où les inconnues en i = Ni sont y(Ni − 1, j), y(Ni, j)
et y(2, j). De même en i = 2, ces inconnues sont y(Ni, j), y(2, j) et y(3, j), Ni étant le nombre de
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noeuds suivant la direction ξ.
L’équation de la frontière peut être connue de façon analytique ou approchée par des fonctions
splines. L’expression de chaque contour se met sous la forme :
Fi(x, y) = 0 i = 1, 4 (2.3)
Cette équation est discrétisée sur chaque frontière. Pour générer un maillage orthogonal, une
contrainte supplémentaire doit être introduite. La condition d’orthogonalité s’écrit, grâce au tenseur












A partir des équations (2.3) et (2.4), une nouvelle condition est imposée sur les contours, par











Les dérivées ∂x∂η et
∂y
∂η sont exprimées par un développement de Taylor au quatrième ordre.
Les équations (2.2),(2.3) et (2.5) sont résolues simultanément et leur résolution par une méthode
de type Newton-Raphson permet d’obtenir l’ensemble des couples (x,y) solutions du problème de
maillage orthogonal. Pour plus de précisions sur la résolution numérique, le lecteur est invité à se
reporter aux travaux de Blanco (1995).
Dans le cas d’une génération d’un maillage périodique, les conditions sur les frontières concernées
doivent en plus satisfaire les conditions de périodicité suivantes :
S(x0) = S(xn) (2.6)
S′(x0) = S′(xn) (2.7)
S′′(x0) = S′′(xn) (2.8)
S étant par exemple une fonction spline cubique et x0, ..., xn étant les points à interpoler.
Dans le code JADIM, les équations de Navier-Stokes sont écrites en coordonnées curvilignes
et en variables primitives vitesse-pression. Une difficulté supplémentaire consiste à résoudre ces
équations en utilisant une méthode de discrétisation (volumes finis) précise au second ordre sur un
maillage à variables décalées. La génération d’un maillage pour chaque grille U, V (composantes de
la vitesse) et P (points de pression) augmente ainsi le coût de la génération du maillage. De plus,
la méthode de résolution utilisée impose aux points de vitesse d’être placés au milieu des points de
pression afin de minimiser le nombre d’interpolations nécessaires pour obtenir des approximations
d’ordre deux de chaque terme des équations de Navier-Stokes (cf. figure 2.2). La procédure de
génération de ces trois maillages se fait par interpolation du maillage principal en utilisant des
splines cubiques, ces splines étant périodiques dans le cas de l’obtention d’un maillage périodique.
Elle permet en outre de redistribuer les lignes de coordonnées dans les zones où de forts gradients
de la solution sont attendus, notamment près des parois et de l’interface. Dans notre étude, la
transformation utilisée est celle de Moin & Kim (1982) qui resserre les lignes au voisinage de η = 0
et η = 1.
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Figure 2.2 – Discrétisation spatiale sur un maillage décentré vitesse-pression
Pour tester les performances du code de calcul, deux paramètres sont utilisés : la déviation









MDO = Supi,j |θij − 90| (2.10)
où Nξ et Nη sont le nombre de noeuds selon respectivement les directions ξ et η, et θij l’angle de
coordonnées au noeud (i,j).
Comme le montre le tableau ci-dessous, les résultats obtenus en imposant une frontière de forme
sinusoïdale d’amplitude a et de période λ sont tout à fait satisfaisants et ceci également pour des
courbures importantes.
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Table 2.1 – Performances du code de génération de maillage curviligne orthogonal en fonction de
la courbure de la frontière
Enfin, le maillage complémentaire correspondant à la deuxième phase de l’écoulement est obtenu
à partir du premier en assurant le raccordement des points de vitesse normale sur l’interface par
des interpolations à l’aide de splines subiques. Les différentes étapes de génération du maillage
curviligne orthogonal sont illustrées sur la figure (2.3).
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Figure 2.3 – Etapes de génération du maillage curviligne orthogonal
2.2 Résolution numérique des équations de Navier-Stokes dans
un système de coordonnées curvilignes et déformables par la
Simulation des Grandes Echelles
2.2.1 Equations de base
Les équations de Navier-Stokes utilisées ici supposent que l’écoulement est instationnaire et que
les fluides sont newtoniens, immiscibles et incompressibles. En l’absence de contribution volumique
des forces extérieures, l’évolution de l’écoulement est décrite par les deux équations suivantes :






où V est le vecteur vitesse, P la pression, ρ la masse volumique du fluide considéré et τ le tenseur
des contraintes visqueuses :
τ = ν(∇V+ t∇V) (2.13)
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où ν est la viscosité cinématique supposée constante. Les équations (2.11) et (2.12) traduisent
respectivement la conservation de la masse et de la quantité de mouvement.
L’approche lagrangienne consiste à résoudre ces équations sur un domaine se déformant avec
l’interface. Le volume de contrôle sur lequel les équations sont intégrées se déforme donc dans le
temps. Les équations de transport vont ainsi faire intervenir à la fois la vitesse locale du fluide
notée V et la vitesse locale W du maillage par rapport à un référentiel absolu considéré comme
galiléen. Cette vitesse W doit prendre en compte à la fois le déplacement des points du maillage
et l’effet de la rotation des vecteurs directeurs associés aux lignes de coordonnées.
Lorsque le maillage subit un déplacement solide caractérisé par une vitesse de translation U
et un taux de rotation Ω, on montre que les équations de Navier-Stokes s’écrivent sous la forme
(Mougin (2002)) :
∇.V = 0 (2.14)
∂V
∂t




W = U+Ω× r (2.16)
où r = 0 correspond au centre de rotation du maillage. Notons que ∇.W = 0 dans ce cas.
Lorsque le maillage se déforme de façon quelconque, la vitesse W vaut simplement W = dxdt .
Une fois connue W en tout point, on peut calculer ∇.W qui n’est pas nécessairement nul, puis





Les termes supplémentaires ∇.W et ∇×W sont évalués directement à partir du théorème de













où N désigne la normale au contour ∂S.
2.2.2 Equations de Navier-Stokes dans un repère curviligne mobile par la si-
mulation des grandes échelles
En adoptant une description lagrangienne, il faut générer un maillage qui suit les déformations
de l’interface. Les lignes du maillage sur lesquelles sont résolues les équations sont donc curvilignes.
A partir des expressions des différents opérateurs en coordonnées curvilignes, il est possible d’écrire
les équations de Navier-Stokes dans un repère curviligne (ξ1, ξ2, ξ3).
∇ ·(j) Vj = 0 (2.20)
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∂Vi
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+H ij(Vj(Vj −Wj)− τjj)−Hji (Vj(Vi −Wi)− τji)
(2.21)
Le tenseur des contraintes visqueuses s’écrit :







−H ijVj −Hji Vi + 2Hki Vkδij
]
(2.22)





où hi est le facteur métrique dans
la direction i désigne le facteur de courbure de la coordonnée i dans la direction j, Pope (1978),
Magnaudet et al. (1995).
L’approche de simulation des grandes échelles consiste à séparer de façon arbitraire les petites
et les grandes échelles de la turbulence grâce à un filtre spatial G(x−x′) de taille fixée, indépendant
du temps tel que
∫
G(x − x′)dx′1dx′2dx′3 = 1. Ainsi, l’information contenue dans chaque variable
est décomposée en une partie relative aux grandes échelles Vi(x, t) qui est calculée explicitement et
une composante de petite échelle (ou de sous-maille) vsmi (x, t) qui est modélisée :
Vi(x, t) = Vi(x, t) + vsmi (x, t) (2.23)
Vi(x, t) =
∫
G(x− x′)Vi(x′, t)dx′ (2.24)
Après l’opération de filtrage par la fonction G et en supposant que tous les mouvements de
l’interface sont des mouvements de grande échelle, ce qui simplifieW =W et Ω = Ω, les équations
de Navier-Stokes peuvent s’écrire sous la forme :
∇.V = 0 (2.25)
∂V
∂t
+Ω×V+∇.(V(V−W))) + (∇.W)V = −1
ρ
∇P +∇.τ +∇.τ sm (2.26)
où τ sm est appelé tenseur des contraintes de sous-maille par analogie avec le tenseur des
contraintes visqueuses τ . L’étape de modélisation consiste à trouver une fermeture permettant
de calculer ce terme à partir de grandeurs résolues. En remplaçant Vi par la décomposition de la
vitesse (2.23), le terme τ smij = Vi(Vj −Wj) − Vi (Vj −Wj) peut se mettre sous la forme suivante
introduite par Germano (1986) :








Lsmij = Vi(Vj −Wj)− Vi (Vj −Wj) tenseur de Léonard (2.28)
Csmij = Viv
sm





j − vsmi vsmj contraintes de Reynolds (2.30)
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Les équations de Navier-Stokes se réécrivent à l’aide de la modélisation de sous-maille comme
suit :
∇ ·(j) Vj = 0 (2.31)
∂Vi
∂t





+∇ ·(j) (2(ν + νT )Sij) +∇ ·(j) Lsmij
+H ij(Vj(Vj −Wj)− 2(ν + νT )Sjj − Lsmjj )
−Hji (Vj(Vi −Wi)− 2(ν + νT )Sji − Lsmji )
(2.32)
Les principes de la simulation des grandes échelles et la mise en œuvre de l’approche dynamique
sont détaillés dans l’annexe A.
2.3 Continuité des vitesses et des contraintes tangentielles
Avant cette thèse, la version “DNS/LES” du code JADIM traitait essentiellement des écou-
lements monophasiques. Il était donc nécessaire d’adopter une nouvelle stratégie pour réaliser le
couplage de deux fluides au travers de l’interface. L’idée retenue est de résoudre chaque phase sé-
parément dans son domaine et d’imposer une nouvelle condition limite sur l’interface pour chacun
des deux fluides. La hauteur de l’interface est fixée par la taille des domaines de calcul du gaz et
du liquide. Les vitesses et les contraintes tangenteilles des fluides sont continues à l’interface, d’où
les deux conditions :
n× (V1 −V2) = 0 (2.33)
n× (τ 1 − τ 2) · n = 0 (2.34)
où n désigne la normale à l’interface et les indices 1 et 2 font référence aux deux fluides.
Pour satisfaire les conditions aux limites énoncées ci-dessus, il est nécessaire de calculer la vitesse
et la contrainte tangentielles à l’interface. La figure (2.4) rappelle la position de noeuds de vitesses
et de pression sur un maillage décalé. Les dérivées normales de la vitesse tangentielle à l’interface
sont exprimées au deuxième ordre en espace en utilisant les valeurs de la vitesse tangentielle U en
un point de l’interface (définie par ηj = const.) et aux deux points les plus proches dans la direction










= B1UI +B2Uj +B3Uj+1 (2.36)
où A1, A2, A3, B1, B2 et B3 sont des constantes qui dépendent de la géométrie du maillage.
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En utilisant les conditions (2.33) et (2.34), on obtient alors les expressions de la vitesse et de la
contrainte tangentielles à l’interface sous la forme générique :
n×VI = f(Uj−2, Uj−1, Uj , Uj+1) (2.37)
n× (τ I · n) = g(Uj−2, Uj−1, Uj , Uj+1) (2.38)
Pour réaliser le couplage, deux exécutables (un pour chacune des phases) sont créés. Chacun est
exécuté sur un processeur en échangeant les données nécessaires au calcul des nouvelles conditions
aux limites grâce au langage de communication MPI2. L’interface est ainsi traitée comme une zone
de séparation entre les deux domaines de calcul. Dans chaque domaine, les équations de Navier-
Stokes peuvent être résolues séparément et raccordées à l’interface. Cette procédure peut être
implémentée en imposant soit la contrainte tangentielle soit la vitesse tangentielle comme condition
à la limite sur l’interface côté gaz ou côté liquide. Cependant, dans beaucoup de configurations (par
exemple l’océan dont la surface est cisaillée par le vent), c’est le gaz qui impose une contrainte de
cisaillement au liquide. C’est pourquoi, nous avons choisi d’imposer le cisaillement côté liquide et
la vitesse côté gaz. La procédure inverse a été testée et aucune différence n’a été observée.
2.4 Traitement du bilan des contraintes normales
La prise en compte du bilan des contraintes normales est le cœur du problème de déformation de
l’interface. Ce bilan est constitué de trois contributions qui évoluent dans le temps : les contraintes
visqueuses normales, la force capillaire et la composante hydrostatique de la pression. Dans cette
étude, les effets capillaires sont négligés devant ceux de la gravité mais pourraient être facilement
pris en compte. En effet, d’après les données physiques et les caractéristiques des écoulements en
pipelines, le nombre de Bond (également appelé nombre d’Eötvos) qui compare l’importance des
effets liés à la gravité et celle des effets capillaires est très grand devant 1. Nous négligeons donc ces
derniers. L’idée générale est de modifier la méthode de projection sur laquelle se base l’avancement
en temps dans le code JADIM afin d’assurer simultanément l’incompressibilité dans les deux phases
et le bilan des contraintes normales.
2.4.1 Schéma standard d’avancement en temps
Afin de bien préciser les étapes de la technique que nous avons développée, il est utile de rappeler
brièvement les caractéristiques du schéma d’avancement en temps et de la méthode de projection
utilisés dans JADIM.
Les équations de quantité de mouvement sont écrites en coordonnées curvilignes orthogonales et
en variables primitives vitesse-pression. Elles sont discrétisées en utilisant une méthode de volumes
finis précise au second ordre sur un maillage à variables décalées. Toutes les dérivées spatiales
sont approchées par des schémas centrés d’ordre deux. L’avancement en temps durant l’intervalle
[n, n + 1]∆t est réalisé par un algorithme de type Runge-Kutta à trois pas de temps pour les
termes sources (dont le gradient de pression ∇Pn−1/2) et les termes advectifs, tandis qu’un schéma
semi-implicite de Crank-Nicolson est employé pour les termes visqueux.
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A l’issue de l’étape d’advection-diffusion, on obtient le champ de vitesse intermédiaire prédicteur
V
n,3. Pour satisfaire l’incompressibilité à la fin de chaque pas de temps, ce champ de vitesse est










∇ ·(j) Vjn,3 (2.39)
De la connaissance de Φn+1 on déduit classiquement la solution à divergence nulle V n+1i et la









n+1/2 = Pn−1/2 +Φn+1 (2.41)
2.4.2 Raccordement des contraintes normales et incompressibilité
A la fin de l’étape d’advection-diffusion, la vitesse normale sur l’interface V n∗ est estimée de
façon à ce que le champ prédicteur Vn,3 combiné à V n∗ vérifie l’incompressibilité sur les cellules
qui jouxtent l’interface. En utilisant les notations de la figure (2.4), ces vitesses s’écrivent :











Un,3i+1,j,kAE − Un,3i,j,kAW + V n,3i,j+1,kAN +Wn,3i,j,k+1AF −Wn,3i,j,kAB
]
(2.43)
où AW , AE , AN , AS , AF et AB sont les aires des facettes considérées.
Figure 2.4 – Position des variables sur le maillage décalé
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La condition de raccordement des contraintes normales entre deux phases respectivement dési-




n+1/2 − ρ2(τnn)n+1/22 = Pn+1/21 + ρ1g.xn+1/2 − ρ1(τnn)n+1/21 (2.44)










L’équation (2.44) est à la base de l’algorithme de déformation. Elle fait intervenir les termes de
pression des deux phases. Le gaz et le liquide sont couplés de façon explicite par le raccordement
des vitesses et des contraintes normales. Ces deux conditions sont exprimées au travers du potentiel
















Φn+1I,2 − Φn+1I,1 = Pn−1/21 − Pn−1/22 + (ρ1 − ρ2)g.xn+1/2 − ρ1(τnn)n+1/21 + ρ2(τnn)n+1/22 (2.47)
Il est à noter que la continuité des vitesses normales est satisfaite en (n + 1)∆t (fin du pas de
temps) tandis que celle des contraintes normales est satisfaite en (n + 1/2)∆t (milieu du pas de
temps). Les équations (2.46) et (2.47) indiquent que le potentiel auxiliaire et sa dérivée normale
sont discontinus à l’interface. Ces équations peuvent être directement incorporées dans la matrice
du système linéaire de l’équation de Poisson (2.39) par la technique suivante. On effectue des
développements de Taylor du potentiel auxiliaire au second ordre aux deux premiers points situés
au-dessus de l’interface (soit en j et j + 1) en fonction de la valeur de Φn+1 et de ses dérivées
normales premières et seconde sur l’interface dans la phase considérée :












+ O(l3j ) (2.48)













On obtient le potentiel auxiliaire ΦI,2 sur l’interface dans la phase 2 précis à l’ordre 2 en espace :
ΦI,2 =
ljlj+1(lj+1 − lj) ∂Φ∂ξ2
)
I,2
− l2j+1Φj + l2jΦj+1
l2j − l2j+1
+ O(l2) (2.50)
De la même façon, le potentiel auxiliaire ΦI,1 sur l’interface dans la phase 1 exprimé à partir des
deux premiers points situés en-dessous de l’interface (j − 1 et j − 2) est :
ΦI,1 =
lj−1lj−2(lj−2 − lj−1) ∂Φ∂ξ2
)
I,1
− l2j−1Φj−2 + l2j−2Φj−1
l2j−2 − l2j−1
+ O(l2) (2.51)
Après substitution de ces deux expressions dans (2.46) et (2.47), il est possible d’obtenir les dérivées

















V n∗I,2 − V n∗I,1
) (2.52)















V n∗I,2 − V n∗I,1
) (2.53)
où α, β,A,B,C etD sont des facteurs géométriques ne dépendant que de la distance entre l’interface
et les points de pression situés en j − 2, j − 1, j et j + 1 et vérifiant A−B = −1 et D − C = 1 :














































Figure 2.5 – Visualisation des termes non nuls de la matrice de pression modifiée pour un maillage
de taille (5× 10× 5).
Les équations (2.52) et (2.53), dans lesquelles la différence ΦI,2 − ΦI,1 peut être exprimée en
fonction de grandeurs connues grâce à (2.46) et (2.47), sont finalement introduites dans la matrice de
l’équation de Poisson (2.39), puis dans le calcul de la vitesse normale sur l’interface. Cette méthode
permet de satisfaire de façon non itérative à la fois la continuité des vitesses normales et celle des
contraintes normales sur l’interface. Elle implique cependant une résolution de l’équation de Poisson
dans le domaine fluide tout entier. De plus, la matrice associée perd sa propriété de symétrie. En
effet, deux nouvelles diagonales apparaissent car la solution à l’ordonnée j par exemple dépend de
celles aux ordonnées j + 1, j, j − 1, mais aussi à l’ordonnée j − 2. De la même façon, la solution
à l’ordonnée j-1 dépend de celles aux ordonnées j − 2, j − 1, j et j + 1. La résolution du système
est donc plus coûteuse en temps de calcul. Dans la littérature, aucune démarche visant à assurer
simultanément la continuité des vitesses et des contraintes normales n’a été trouvée. Les travaux de
Fulgosi et al. (2003) décrivent des simulations numériques directes pour des écoulements diphasiques
turbulents avec une interface faiblement déformable mais ils n’explicitent pas la méthode utilisée
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pour satisfaire le bilan des contraintes normales. Notre démarche de résolution est donc à notre
connaissance originale.
2.5 Déplacement de l’interface
Après avoir déterminé le champ de pression et le champ de vitesse Vn+1 qui satisfait la condi-
tion d’incompressibilté, il reste à estimer la nouvelle position de l’interface xn+3/2 qui définit la
géométrie pour le pas de temps suivant [n+1, n+2]∆t. La condition cinématique s’écrit en reliant
la composante normale de la vitesse de l’interface W au déplacement de l’interface défini par la





+W.n = 0 (2.55)
A partir de la vitesse normale de l’interface à l’instant n + 1, on peut déterminer la nouvelle
position de l’interface :
xn+3/2 = xn+1/2 +Vn+1∆t (2.56)
La connaissance de la nouvelle position de l’interface à l’instant n + 3/2 nous permet d’ap-
pliquer la méthode décrite précédemment pour générer le nouveau maillage curviligne orthogonal
correspondant pour chacune des phases. Enfin, il reste à obtenir la vitesse de déformation Wn+1 à





2.6 Bilan de l’algorithme
Résumons les différentes étapes de l’algorithme de déformation d’interface avec couplage entre
les deux phases. Chaque phase suit le même algorithme sur un processeur, les échanges de données
se faisant avec le langage de communication MPI2. A partir d’un ensemble de conditions initiales
sur les champs de vitesse et de pression et d’une forme initiale de l’interface, l’algorithme s’enchaîne
sous la forme suivante :
1. Conditions initiales des champs de vitesse et de pression, forme initiale de l’interface ;
2. Génération du maillage curviligne orthogonal à partir de la position de l’interface dans les
deux phases, puis réalignement des lignes de coordonnées par splines cubiques pour assurer
la coïncidence des points de vitesse normale sur l’interface ;
3. Calcul du champ de vitesse intermédiaire V n,3 par le schéma de Runge-Kutta/Crank-Nicolson
+ Continuité des vitesses et des contraintes tangentielles ;
4. Estimation explicite de la vitesse normale sur l’interface V n∗I afin d’assurer l’incompressibi-
lité de l’écoulement sur le volume des celllules adjacentes à l’interface dès la fin de l’étape
d’advection-diffusion ;
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5. Résolution 3D de l’équation de Poisson et du bilan des contraintes normales sur l’interface
dans le gaz et le liquide, détermination du potentiel auxiliaire ;
6. Détermination du champ de pression et du champ de vitesse Vn+1 qui satisfait la condition
d’incompressibilité ;
7. Estimation de la nouvelle position de l’interface xn+3/2 qui définit la géométrie pour le pas de
temps suivant [n+1, n+2]∆t grâce à la condition cinématique, dxdt = (x
n+3/2−xn+1/2)/∆t =
Vn+1(x, t) ;
8. Génération du nouveau maillage curviligne orthogonal ;
9. Détemination de la vitesse de déformation Wn+1, du taux de rotation Ωn+1 = 12∇×Wn+1
et du taux de compression/dilatation ∇.W du nouveau maillage ;
10. Retour à l’étape 3.
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Ce chapitre a pour but de valider les développements numériques réalisés pour simuler des
écoulements laminaires à phases séparées. Une première partie s’attache à décrire des écoulements
monophasiques selon un point de vue eulérien puis lagrangien afin de comparer les deux approches.
Dans une deuxième partie, nous nous intéressons à des écoulements diphasiques en assurant le
raccordement des deux phases au travers de l’interface.
3.1 Ecoulements monophasiques
Avant de réaliser des simulations décrivant des écoulements à phases séparées, une première
étape consiste à étudier des écoulements monophasiques en présence d’une paroi ondulée fixe puis
mobile. Cette partie a pour but de valider dans un premier temps les développements réalisés concer-
nant la génération d’un maillage curviligne orthogonal variant au cours du temps et la résolution
des équations de Navier-Stokes en tenant compte de la vitesse de déformation W du maillage.
3.1.1 Etude d’un écoulement monophasique sur une paroi ondulée en régime
laminaire
3.1.1.1 Description de la simulation numérique
Cette partie est consacrée à l’étude d’un écoulement monophasique (2D) sur une paroi ondulée
en régime laminaire pour valider la génération des maillages curvilignes orthogonaux et la prédiction
des frottements pariétaux. Le contour inférieur est défini par une fonction sinusoïdale de la forme y =
a cos(2piλ x). Le maillage est composé de 200× 98 cellules, soit 50 mailles par période uniformément
réparties dans la direction longitudinale. Suivant la direction y, le maillage est resserré suivant la
transformation de Moin & Kim (1982) au voisinage des deux parois (plane et ondulée) afin de placer
au moins quatre points dans la sous-couche visqueuse. Cette répartition suit la fonction suivante






avec ξj = −1 + 2 (j−1)(Ny−1 et j = 1, Ny. Le coefficient a est compris entre 0 et 1 de façon à ajuster
le maillage près des limites. Les conditions aux limites sont de type vitesse nulle sur les frontières
horizontales et périodiques sur les frontières verticales. L’écoulement est engendré par un gradient
de pression imposé dans la direction longitudinale et le nombre de Reynolds Re = ρU∞λµ basé sur
la période λ et la vitesse moyenne U∞ de l’écoulement est égal à 390.
3.1.1.2 Détermination des frottements pariétaux
Pour une paroi ondulée avec des oscillations de faible amplitude, l’écoulement reste attaché à
la paroi. Par contre, lorsque le paramètre 2aλ augmente, l’écoulement se sépare et des recirculations
apparaissent dans les creux. Dans cette partie, nous nous intéressons aux frottement pariétaux dans
le cas d’un écoulement qui se détache de la paroi ondulée, correspondant à 2aλ = 0.2. La résultante
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Figure 3.1 – Exemple de maillage
des forces F pariétales est obtenue par l’intégration de la pression P et du tenseur des contraintes




(−P I+ ρτ ) · ndS (3.2)
La contribution des effets dus à la pression et aux contraintes visqueuses sur la force totale
subie par la paroi permet de comprendre les mécanismes à l’origine des forces de frottement. Ces

















La figure (3.2) décrit l’évolution des coefficients de pression et de frottement obtenus après
avoir convergé vers un état stationnaire. Leur distribution sur la paroi ondulée est spatialement
périodique. Dans le cas de la pression, il y a superposition du gradient de pression constant imposé
et des variations de pression dues aux oscillations de la paroi. La paroi supérieure plane est peu
affectée par la présence du fond ondulé. Les changements de signe du coefficient de frottement
visqueux Cf révèlent la présence d’une recirculation et d’une zone de séparation comme le montre
la figure (3.3) sur laquelle sont tracées les évolutions des deux coefficients ainsi que les lignes de
courant sur une longueur d’onde. Nos résultats sont comparés avec ceux obtenus par Patel et al.
(1991). Ces derniers réalisent une simulation numérique d’un écoulement au nombre de Reynolds
Re = 10760, avec des conditions aux limites de type entrée/sortie et une cambrure 2aλ = 0.2.
Qualitativement, nos résultats sont similaires, excepté en ce qui concerne l’influence de l’ondulation
sur le coefficient de pression qui semble moindre pour des nombres de Reynolds plus faibles. Le
maximum du coefficient de frottement visqueux est atteint au niveau des crêtes tandis que celui
du coefficient de pression est légèrement décalé vers l’amont. Le terme de pression joue un rôle
prépondérant dans les mécanismes de frottement près d’une paroi ondulée alors qu’il est nul dans
un écoulement entre deux parois planes de type Poiseuille.
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Figure 3.2 – Evolution des coefficients (a) de pression et (b) des contraintes visqueuses (—) sur
la paroi ondulée, (−−) sur la paroi plane
(a) (b)












Figure 3.3 – (—) coefficient de pression, (−−) coefficient de frottement visqueux sur une longueur
d’onde λ0 (a) dans cette étude, (b) Patel et al. (1991)
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3.1.2 Ecoulement de Couette laminaire sur une paroi ondulée mobile
3.1.2.1 Démarche numérique
Ce paragraphe a pour objectif de décrire la démarche numérique mise en oeuvre pour l’étude
d’un écoulement monophasique sur une paroi ondulée mobile. En effet, dans cette configuration,
nous n’avons pas à raccorder les vitesses et les contraintes normales et tangentielles au niveau de la
frontière déformable. L’évolution de la forme de la frontière va se faire de façon explicite en imposant
une loi d’évolution temporelle. Cette approche nécessite quelques modifications de l’algorithme de
déformation d’interface décrit dans le chapitre 2.
Conditions aux limites variables au cours du temps La nouvelle géométrie du maillage est
calculée à la fin du pas de temps complet, c’est à dire à l’issue de la résolution de la pression qui





)n+1 = Wn+1 sur la frontière mobile, on obtient la nouvelle valeur du champ de
vitesse de déplacement du maillage. Il est à présent nécessaire d’imposer les nouvelles conditions à la
limite sur le champ de vitesse qui varient au cours du temps. Des tests ont été réalisés pour évaluer
la méthode la plus adéquate pour imposer ces conditions à la limite. En effet, l’ambiguïté réside
dans le fait qu’à l’issue du déplacement de l’interface ces conditions sont connues mais ne sont pas
compatibles avec le champ de vitesse calculé sur l’ancienne géométrie. La méthode retenue consiste
donc à faire évoluer simultanément les champs de vitesse intermédiaires V̂k et les conditions aux
limites dans l’étape d’advection-diffusion résolue par un algorithme de type Runge-Kutta à trois
pas de temps. Ainsi, l’évolution temporelle des conditions aux limites est rendue compatible avec
celle des champs de vitesse à l’intérieur du domaine à chaque pas de temps intermédiaire. Calmet
(1995) en s’appuyant sur les travaux de Kim & Moin (1985) a montré que les conditions aux limites
correctes, qui ne portent que sur la composante normale des vitesses intermédiaires sur un maillage




(αl + βl)(Vn+1 −Vn).n (3.5)
où αl et βl sont des coefficients liés au schéma de Runge-Kutta.
α1 + β1 =
8
15
; α2 + β2 =
2
15




Cette condition associée à la condition cinématique sur la frontière V.n = W.n permet égale-
ment de faire évoluer de façon similaire la condition à la limite sur la vitesse de déplacement du
maillage W. Cette même condition est appliquée arbitrairement comme loi d’évolution de Ŵk.n




(αl + βl)(Wn+1 −Wn).n (3.7)
Grâce à cette formulation, l’évolution des conditions aux limites se fait de façon progressive.
On vérifie bien qu’à l’issue de l’étape d’advection-diffusion :
Ŵ3.n =Wn+1.n et V̂3.n = Vn+1.n (3.8)
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Bilan de l’algorithme : version monophasique avec frontière mobile En résumé, à partir
d’un ensemble de conditions initiales sur les champs de vitesse et de pression et d’une forme initiale
de la frontière mobile, l’algorithme peut être décomposé comme suit :
1. Calcul du champ de vitesse intermédiaire Vn,3 par l’algorithme de Runge-Kutta/Crank-
Nicolson + Evolution des conditions aux limites sur la frontière suivant (3.5) + Evolution de
la vitesse de déplacement du maillage suivant (3.7) ;
2. Résolution de l’équation de Poisson pour déterminer le potentiel auxiliaire Φn+1 avec la
condition à la limite sur la pression ∂Φ
n+1
∂n = 0 ;
3. Détermination du champ de pression et du champ de vitesse Vn+1 satisfaisant la condition
d’incompressibilité ;
4. Génération du nouveau maillage curviligne orthogonal à partir de la loi d’évolution temporelle
de la forme de la frontière (connue de façon analytique) ;
5. Détermination de la vitesse de déplacement du maillage Wn+1 dans l’ensemble du domaine,
puis deVn+1I sur la nouvelle géométrie de façon à satisfaire la condition cinématiqueV
n+1.n =
Wn+1.n ;
6. Retour à l’étape 1
3.1.2.2 Description de la simulation numérique
Ce paragraphe décrit la simulation d’un écoulement de Couette laminaire sur une paroi ondulée
fixe selon deux approches différentes. Les résultats sont ensuite comparés aux travaux de Benjamin
(1959) qui a étudié théoriquement ce type d’écoulement en obtenant des solutions analytiques des
distributions de pression et de cisaillement sur la paroi sous les hypothèses de linéarité (faible
cambrure des ondes ak < 0.1 et profil linéaire de vitesse). La première approche consiste à se placer
d’un point de vue eulérien sur un maillage fixe ; la seconde décrit l’écoulement d’un point de vue
lagrangien avec un maillage qui suit les déformations de la paroi. Le passage d’une méthode à
l’autre se fait par un changement de repère suivant la direction longitudinale de l’écoulement x tel
que x′ = x − ct, où t représente le temps, x la position dans le repère fixe, x′ la position dans le
repère mobile et c la vitesse de déplacement de l’onde. Nous allons ainsi nous assurer que l’outil
numérique développé avec une approche lagrangienne donne des résultats similaires à ceux obtenus
par une approche eulérienne.
Le domaine de calcul est bidimensionnel de taille (4λ, h) avec (64×64) mailles dans les directions
longitudinale x et verticale y de l’écoulement. La forme de la paroi ondulée inférieure est donnée
par la fonction F (x, t)) = y−a cos(k(x−ct)). Des conditions de périodicité sont imposées suivant la
direction x. Une condition de vitesse U0 imposée sur la frontière y = h entraîne l’écoulement suivant
x. Le nombre de Reynolds caractéristiqueRe = G
νk2
est égal à 5.75,G étant le taux de cisaillement tel
que U0 = Gh. La cambrure de l’onde ak est fixée à 0.02 de façon à rester dans le cadre des hypothèses
de la théorie linéaire. L’expression des conditions aux limites imposées sur la paroi ondulée inférieure
diffère selon que l’on se place d’un point de vue eulérien (maillage fixe) ou lagrangien (maillage
mobile). Dans le premier cas, des conditions d’adhérence sont imposées, soit V × n = V.n = 0,
n = ∇F‖∇F‖ étant le vecteur unitaire normal à la frontière. Dans la configuration lagrangienne où le
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(a) (b)
Figure 3.4 – Configuration de l’écoulement avec (a) une approche eulérienne (maillage fixe) et (b)
une approche lagrangienne (maillage mobile)
maillage est déformable, la condition cinématique permet de relier W au déplacement de la paroi
définie par la fonction F (x, t) = 0 et s’écrit sous la forme :
∂F
∂t
+W.n∇F = 0 (3.9)
On obtient ainsi les conditions aux limites à imposer sur la frontière inférieure :





[1 + a2k2 sin2(k(x− ct))]1/2 (3.10)
V− (V.n).n =W− (W.n).n = c
[1 + a2k2 sin2(k(x− ct))]1/2 (3.11)
3.1.2.3 Distributions de pression et de cisaillement sur la paroi ondulée
Sur la figure (3.5) sont tracées les évolutions de la pression et de la contrainte de cisaillement
obtenues par les méthodes eulérienne et lagrangienne après convergence vers un état stationnaire.


































Ces grandeurs sont normalisées par ρV 20 , où V0 est l’échelle caractéristique de vitesse telle que
V0 = Gk . Le deuxième terme dans l’expression de la contrainte de cisaillement correspond à la
composante du cisaillement moyen.
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(a) (b)
































Figure 3.5 – Evolutions de la pression (a) et du cisaillement (b) normalisés par ρV 20 sur la paroi
inférieure.(—) théorie linéaire Benjamin (1959),(—) maillage mobile,(—) maillage fixe
Les résultats obtenus par les deux approches sont en bon accord avec la théorie linéaire. Cepen-
dant, les résultats sont moins précis avec l’approche lagrangienne. L’erreur relative sur la pression
est de 13% et de 0.7% sur le cisaillement. En effet, dans ce cas de figure, la solution obtenue est
instationnaire étant donné que les champs de vitesse et de pression évoluent continuellement avec
l’évolution géométrique du maillage. Une diminution du pas de temps ∆t et un raffinement du
maillage n’ont pas permis d’obtenir une meilleure précision. Les résultats sont cependant satisfai-
sants. La valeur maximale de la pression est localisée légèrement à l’amont de la crête tandis que
celle du cisaillement est située légèrement à l’aval de la crête en accord avec la théorie.
3.2 Ecoulements diphasiques
Cette partie a pour but de valider l’outil numérique développé dans sa version diphasique
avec interface plane (écoulement de Poiseuille à deux couches) puis avec interface déformable qui
comprend notamment le raccordement des vitesses et des contraintes normales à travers l’interface.
Ainsi, nous considérons deux configurations physiques sans écoulement moyen dans lesquelles l’évo-
lution de l’interface est connue de façon théorique (onde de gravité et instabilité de Rayleigh-Taylor).
Enfin, nous étudierons la stabilité d’un écoulement de Couette à deux couches et les mécanismes
de génération de vagues.
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3.2.1 Ecoulement de Poiseuille à deux couches en régime laminaire
L’objectif de ce paragraphe est de valider les développements numériques concernant le couplage
de deux fluides au travers de l’interface dans le cas de l’écoulement de Poiseuille à deux couches
pour lequel la solution analytique est connue. Etant donné que l’interface entre les deux phases est
plane, seules les contraintes tangentielles vont jouer un rôle. Le fluide le plus visqueux est entraîné
par le fluide le moins visqueux, la continuité des contraintes visqueuses à l’interface est donc très
importante.
3.2.1.1 Description de la simulation numérique
Le calcul est réalisé sur deux domaines parallélépipèdiques identiques. Le maillage pour chaque
domaine est composé de 50× 64 cellules. Ces mailles sont uniformément réparties dans la direction
longitudinale x de l’écoulement. Suivant la direction y, le maillage est symétrique par rapport à
y = 0 et la répartition suit la fonction (3.1) proposée par Moin & Kim (1982) qui consiste à resserrer
le maillage près des limites (paroi et interface). Les conditions aux limites sont de type vitesse nulle
sur les plans horizontaux et périodiques sur les deux plans verticaux. Sur le domaine de calcul
du liquide, la contrainte tangentielle calculée au cours de la simulation est imposée au niveau du
plan de l’interface, tandis que sur le domaine du gaz, c’est la vitesse tangentielle à l’interface qui
est imposée. L’écoulement de Poiseuille est engendré par un gradient de pression imposé dans la
direction longitudinale. Le rapport des densités des deux fluides est de 1 et le rapport des viscosités
est égal à 50.
3.2.1.2 Résultats
La solution analytique du champ de vitesse dans chaque phase s’écrit :
U1 = 12µ1 (
dP
dx − ρ1g)y2 + b1y + c1
U2 = 12µ2 (
dP
dx − ρ2g)y2 + b2y + c2
(3.14)
où b1, c1, b2 et c2 sont quatre constantes déterminées à partir des quatres conditions limites sui-
vantes : 
U1(y = 0) = 0











La figure (3.6) compare le profil de vitesse obtenu par la simulation avec la solution analytique.
Le profil numérique est en très bon accord avec cette solution. Le fluide le moins visqueux situé
au-dessus entraîne bien le fluide le plus visqueux. A noter cependant, une légère sur-estimation de
la vitesse à l’interface (erreur ≈ 2% sur le maillage considéré). Ce cas test permet de valider les
développements réalisés pour assurer le couplage de deux fluides en régime laminaire au travers
d’une interface plane.
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Figure 3.6 – Profil de vitesse dans un écoulement de Poiseuille diphasique. (—) solution analytique ;
(∗) solution numérique
3.2.2 Onde de gravité
Figure 3.7 – Configuration de l’onde de gravité
Deux fluides de masses volumiques différentes ρ1 et ρ2 sont superposés, le fluide léger étant situé
au-dessus du fluide lourd. Ces deux phases sont séparés par une interface perturbée initialement
62 3 Simulations d’écoulements laminaires à phases séparées
de façon sinusoïdale η(x) = L/2 + a cos(kx) où k = 2π/L est le nombre d’onde avec ak ≪ 1 pour
rester dans le cadre de la théorie linéaire. Sous l’effet de la gravité g et en l’absence de tension de
surface, cette perturbation au niveau de l’interface engendre une onde de gravité dont la pulsation










ρ1(kg/m3) ρ2(kg.m−3) µ1(kg/m.s) µ2(kg/m.s) gravité (m/s2) cambrure de l’onde a/L
10 0.1 10−3 10−5 9.81 0.005
Table 3.1 – Paramètres physiques du cas test correspondant à une onde de gravité
Le domaine de calcul est un parallélépipède rectangle de section carrée de côté L = 1 et
d’épaisseur 0.5 divisée en deux sous-domaines de même hauteur. Des conditions de périodicité
et de vitesse nulle sont respectivement imposées sur les frontières verticales et horizontales. Le
maillage curviligne orthogonal pour chaque sous-domaine est composé du même nombre de cellules
(120×120). Ces mailles sont réparties de façon uniforme suivant les directions x et z de l’écoulement.
Suivant la direction y, les mailles sont reserrées près de l’interface et des parois pour garantir




maillage est initialement construit à partir de la forme sinusoïdale de l’interface η(x). Celle-ci évolue
théoriquement dans le temps selon :
η(x, t) = ae−2νk
2t cos(kx± ωt) (3.17)
























Figure 3.8 – Evolution temporelle de l’amplitude de l’onde de gravité (—) solution théorique (o)
solution numérique
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(a) (b)
Figure 3.9 – Champ de vecteur vitesse dans chacune des phases (a) gaz, (b) liquide
Le terme e−2νk
2t correspond à l’amortissement par les effets visqueux causés notamment par la
présence d’une couche limite au niveau de l’interface du côté du fluide le plus visqueux. Le rapport
des viscosités dynamiques est µ1/µ2 = 100. Le rapport des densités est ρ1/ρ2 = 100. La cambrure
de l’onde initiale est fixée à a/L = 5.10−3. La fréquence théorique correspondant à nos paramètres
de simulation est f = 2π/ω = 1.23478s−1. La fréquence des oscillations est obtenue en réalisant
une transformée de Fourier du signal correspondant à la position de l’interface en une abscisse
x quelconque. Cette méthode est tout d’abord appliquée sur le signal théorique afin d’évaluer
sa précision : elle est de 0.018%. L’écart entre fréquence simulée (f=1.23278s−1) et théorique est
d’environ 0.16%.
3.2.3 Instabilité de Rayleigh-Taylor
Cette configuration est semblable à la précédente. Seule la disposition initiale des deux fluides
diffère. Le fluide lourd est situé au-dessus du fluide léger, créant ainsi sous l’effet de la gravité
une situation instable pour des valeurs suffisamment faibles de la tension de surface. En l’absence
de tension de surface et d’effets visqueux, une pertubation générée sur l’interface engendre une






ρ1(kg/m3) ρ2(kg.m−3) µ1(kg/m.s) µ2(kg/m.s) gravité (m/s2) cambrure de l’onde a/L
1 4 10−8 10−8 2 0.005
Table 3.2 – Paramètres physiques du cas test correspondant à une instabilité de Rayleigh-Taylor
Dans la simulation réalisée, le rapport des viscosités dynamiques est µ1/µ2 = 1. Le rapport des
densités est ρ1/ρ2 = 0.25. La cambrure de l’onde est fixée à a/L = 5.10−3. L’accélération de la
pesanteur est égale à 2. Les conditions aux limites ainsi que la taille du maillage sont les mêmes
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que dans le cas test précédent. L’évolution temporelle de l’interface est dans un premier temps
exponentielle, nous nous intéresserons uniquement à ce stade. En effet, le choix d’une approche
lagrangienne ne nous permet pas de suivre l’interface losque celle-ci se fragmente sous la forme de
« champignons » qui évoluent jusqu’à ce que le fluide lourd atteigne la paroi inférieure. L’évolution
spatio-temporelle de l’interface durant la phase d’instabilité linéaire est donnée par :
η(x, t) = aent cos(kx) (3.19)
Pour calculer le taux de croissance n, une méthode précise consiste à estimer l’énergie de perturba-
tion Epert(t) de l’écoulement durant la phase exponentielle. En effet, compte tenu de la forme des
solutions des équations de la théorie linéaire, toutes les variables suivent une croissance en temps




‖U(x, t)‖2dV ∝ e2nt (3.20)
Le taux de croissance est donc obtenu en calculant le logarithme de l’énergie de perturbation.
La courbe d’évolution de l’énergie de perturbation est portée sur la figure (3.10) en fonction de
tnth, nth étant le taux de croissance théorique calculé à partir de la relation de dispersion (3.18)
(nth = 2.746s−1 pour un nombre d’onde kL = 2π). On attend donc une courbe de croissance dont
la tangente a une pente égale à 2. Un bon accord est trouvé entre le taux de croissance théorique
et celui donné par la simulation avec n = 0.965nth. On peut attribuer la majeure partie de l’écart
au taux de croissance théorique à l’influence de la viscosité qui tend à réduire le taux de croissance,
Duff et al. (1962).












Figure 3.10 – Evolution temporelle de l’énergie de perturbation durant la phase linéaire de crois-
sance. (−−) lnEpert, (—) 2ntht+ E0, E0 étant le logarithme de l’énergie initiale.
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3.2.4 Stabilité d’un écoulement de Couette à deux couches
Dans cette section, nous nous intéressons au comportement non-linéaire de l’interface entre deux
fluides incompressibles, visqueux et non-miscibles entre deux plaques planes parallèles et horizon-
tales. Les fluides sont mis en mouvement par le déplacement des parois supérieure et inférieure.
Dans le régime visqueux, la stabilité de ce type d’écoulement soumis à des perturbations de courtes
et grandes longueurs d’onde a été étudiée respectivement par Hooper & Boyd (1983) et Yih (1967).
Albert & Charru (2000) s’intéressent quant à eux à des nombres d’ondes intermédiaires α1 = O(1)
où α1 = kh1 est le nombre d’onde adimensionnel de la phase inférieure (cf. figure 3.11). Ces auteurs
donnent explicitement les expressions de la vitesse de l’onde et le taux de croissance de l’instabilité.
Le problème fait intervenir les rapports d des hauteurs de films, m des viscosités dynamiques et r
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1h1
(1− r)g =∞ (3.22)
où a1 est le taux de cisaillement de la phase 1, σ la tension de surface et g la gravité. Dans le cas
présent, les effets de gravité et de tension de surface sont supposés négligeables devant les effets
d’inertie.
ρ1(kg/m3) ρ2(kg.m−3) µ1(kg/m.s) µ2(kg/m.s) gravité (m/s2) cambrure de l’onde a/L
1.3 1.3 10−3 2.10−3 9.81 5.10−4
Table 3.3 – Paramètres physiques du l’écoulement de Couette à deux couches
Figure 3.11 – Configuration initiale de l’écoulement de Couette à deux couches
66 3 Simulations d’écoulements laminaires à phases séparées
Considérons deux domaines rectangles identiques de longueur 2πh1 et de hauteur h1 contenant
chacun un des deux fluides. Ceux-ci sont disposés l’un sur l’autre et séparés par une interface
déformée par une perturbation initiale de forme sinusoïdale, de longueur d’onde égale à la longueur
du domaine de calcul et d’amplitude ah1 = 5.10
−4. Des conditions de périodicité sont imposées sur
les frontières verticales. Des vitesses U1 = a1y et U2 = a2y sont respectivement imposées sur les
frontières horizontales inférieure et supérieure. L’initialisation de l’écoulement se fait à partir de
la solution analytique du champ de vitesse en configuration de Couette en tenant compte de la
perturbation introduite au niveau de l’interface qui modifie localement le champ de vitesse. Cette
modification va dans le sens de la perturbation qui va ainsi s’amplifier dans le temps durant la
phase linéaire selon l’équation (3.19). Pour obtenir une estimation du taux de croissance, il suffit









où η0(x) = a cos(kx) est la position initiale de l’interface.
Le contraste de viscosités avec µ2 > µ1 joue un rôle déstabilisateur sur l’écoulement. Le taux
d’amplification reste cependant très faible comme le montre la figure (3.12) représentant l’évolution
de l’interface pour différentes tailles de maillage en fonction du temps t+ adimensionné par a−11 .
Pour des temps courts, on observe une convergence vers la valeur obtenue par la simulation de
Albert & Charru (2000) qui résout de façon analytique les équations d’Orr-Sommerfeld et obtient
un taux de croissance adimensionné na1 = 2.9039.10
−4 . Sur le maillage le plus raffiné, l’écart entre
le taux de croissance théorique et simulé est d’environ 2.4%. Le taux de croissance diminue ensuite
sous l’effet des non-linéarités dans la phase de saturation.


















Albert & Charru (1999)
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3.2.5 Génération de vagues en régime laminaire
3.2.5.1 Généralités
Dans cette section, nous nous intéressons à la génération d’ondes interfaciales en régime la-
minaire. Ces ”vagues” sont générées à partir de mécanismes complexes mettant en jeu à la fois
des forces de pression et des effets visqueux. A partir d’études expérimentales en tube cylindrique
et d’analyses de stabilité linéaire, Andritsos & Hanratty (1987) ont mis en évidence trois régimes
d’écoulement : le régime de vagues bidimensionnelles régulières puis le régime de vagues de grande
amplitude et irrégulières et enfin le régime d’atomisation. Ces observations sont également vérifiées
visuellement par Hanratty & Engen (1957) puis par Taitel & Dukler (1976) qui proposent une
cartographie des régimes en fontion des vitesses superficielles de gaz et de liquide ou encore à partir
d’analyse de spectre d’onde et de fonctions d’auto-corrélation (Akai et al. (1977) ; Fernandez-Flores
(1984)). Les conclusions sont les suivantes :
- Pour de très faibles vitesses de gaz, il n’y a pas de déformation significative de l’interface,
celle-ci reste plane. Puis à partir d’un certain seuil défini par Jeffreys (1924) modifié ensuite par
Taitel & Dukler (1976), on observe l’apparition de vagues de faible amplitude, de courte longueur
d’onde et régulières sur toute la longueur du canal. Ce sont des ondes capillaires ou de gravité
bidimensionnelles obtenues lorsque





où Ug et Ul sont respectivement les vitesses dans le gaz et le liquide, νl la viscosité cinématique du
liquide, ∆ρ = ρl − ρg la différence de masses volumiques du liquide et du gaz, g la gravité et s un
paramètre adimensionnel égal à 0.06.
- Le régime de vagues de grande amplitude et irrégulières est atteint pour des vitesses de gaz
supérieures à la vitesse critique Ug,2 correspondant à l’apparition d’une instabilité de type Kelvin-
Helmholtz :








où k est le nombre d’onde, σ la tension de surface et hl la hauteur de la couche liquide.
- Le régime d’atomisation est enfin atteint au-delà de la vitesse critique Ug,3 définie empirique-
ment par :
Ug,3 = 1.8Ug,2 (3.26)
Dans cette simulation, nous nous placerons dans le régime des vagues bidimensionnelles ré-
gulières. En effet, notre méthode numérique ne nous permet pas d’étudier des configurations de
déferlement et d’atomisation.
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3.2.5.2 Description de la simulation numérique
La situation réalisée ici concerne un écoulement diphasique laminaire dans lequel le gaz cisaille
le liquide avec une vitesse choisie de sorte à se placer dans un régime de vagues bidimensionnelles
et régulières. Les conditions aux limites sont des conditions de vitesse nulle sur le plan horizontal
inférieur et de périodicité sur les plans x et z afin de permettre le développement des ondes jusqu’au
régime établi. Le calcul est réalisé sur deux domaines parallélépipèdiques de hauteurs h2 et h1
suivant y respectivement dans le gaz et dans le liquide. Ces deux domaines sont composés de 120×60
cellules. Ces mailles sont uniformément réparties dans les directions longitudinale x et transversale
z de l’écoulement. Comme dans les simulations précédentes, le maillage suivant y est raffiné près
des parois et de l’interface. A l’état initial, la phase liquide est au repos et une vitesse uniforme
U2 = 2m/s est imposée dans la phase gazeuse (cf. figure (3.13)). L’interface est initialement plane.
Le nombre de Reynolds Re = ρ2U2h2µ2 du gaz est égal à 378. Le rapport des masses volumiques est
ρ1/ρ2 = 146 et le rapport des viscosités dynamiques est µ1/µ2 = 1.16. L’évolution temporelle de
l’interface à différents instants est illustrée par la figure (3.14).
Figure 3.13 – Configuration initiale de l’écoulement
3.2.5.3 Analyse spectrale
Les figures (3.15) et (3.16) présentent respectivement l’évolution de la position de l’interface à
une abscisse donnée au cours du temps ainsi que le spectre en fréquence associé. Ce dernier est
obtenu en réalisant une transformée de Fourier du signal sans tenir compte du régime transitoire. Le
régime établi correspond bien à la propagation d’ondes de gravité bidimensionnelles. L’amplitude
relative de ces ondes est de l’ordre de 0.15% et la fréquence principale vaut f1 = 0.818Hz, le
deuxième pic correspondant au premier harmonique f2 = 2f1.
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(a) (b)
(c) (d)
Figure 3.14 – Evolution temporelle de l’interface aux instants τ = tU2h2 = 0 (a) - 38.67 (b) - 69.33
(c) - 104 (d)















Figure 3.15 – Evolution temporelle de la position de l’interface à une abscisse donnée
70 3 Simulations d’écoulements laminaires à phases séparées










Figure 3.16 – Spectre en fréquence du signal
Ces résultats peuvent être comparés à ceux issus de l’étude de stabilité d’un écoulement di-
phasique stratifié. Considérons deux fluides uniformes de masses volumiques ρ1 et ρ2 séparés par
une interface plane dans une configuration stable telle que le fluide léger 2 soit situé au-dessus
du fluide lourd 1. Ces deux fluides en contact se déplacent parallèlement à des vitesses constantes
différentes respectivement U1 et U2. L’instabilié de Kelvin-Helmholtz se traduit par l’apparition de
modes oscillants se propageant sous forme d’ondes le long de la direction de l’écoulement de base.





En l’absence de tension superficielle et quelle que soit la différence de vitesse (U1 − U2) entre













Dans la configuration de notre simulation, la longueur d’onde critique théorique λc = 2pikc est égale
à 1, 7cm, soit une fréquence théorique des ondes fth = 0.775Hz. L’écart entre la fréquence obtenue
par notre simulation et celle donnée par la théorie linéaire est d’environ 5.5%. Pour analyser cet
écart, il serait nécessaire de considérer les interactions non-linéaires qui se développent à l’interface
et sont manifestement très présentes comme le montre l’amplitude élevée du premier harmonique.
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3.3 Conclusion
L’ensemble des simulations décrites dans ce chapitre permet de valider les développements du
code dans le cas d’un couplage de deux fluides en régime laminaire au travers d’une interface
déformable, même si une étude systématique de convergence en maillage et en pas de temps serait
nécessaire pour déterminer totalement la précision du code dans ce type de configuration. Les
raccordements des vitesses et des contraintes à la fois tangentielles et normales sont satisfaisants
et permettent d’obtenir des résultats proches de ceux de la littérature. L’étape suivante qui est
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Ce chapitre constitué de trois parties a pour but de présenter des simulations numériques
d’écoulements turbulents à phases séparées. La première partie présente une simulation des grandes
échelles d’un écoulement diphasique à phases séparées turbulent/turbulent à contre-courant. La
deuxième s’intéresse au même type d’écoulement mais avec la présence d’une contre-pente. Ces
deux simulations permettent par la suite de faire une étude statistique détaillée de l’écoulement
afin de s’assurer de la bonne reproduction de la physique des phénomènes mis en jeu lors du couplage
des deux phases et d’analyser la structure de la turbulence en présence d’une interface plane. Les
configurations d’écoulements sont celles d’un canal plan avec des conditions de paroi solide sur
les plans horizontaux et de périodicité sur les plans transverses à la direction de l’écoulement. La
dernière partie décrit la démarche adoptée pour prendre en compte l’aspect tridimensionnel de
l’écoulement étant donné que l’interface ne peut se déformer que de façon bidimensionnelle.
4.1 Ecoulement à contre-courant turbulent à phases séparées avec
interface plane
Un des objectifs de cette étude est d’analyser la dynamique et les structures de la turbulence près
d’une paroi et d’une interface cisaillée. C’est pourquoi après avoir validé le couplage, une nouvelle
simulation d’un écoulement diphasique en régime turbulent est réalisée en utilisant la méthode de
simulation des grandes échelles. L’interface est maintenue plane mais les vitesses et les contraintes
tangentielles sont raccordées sur l’interface suivant le schéma présenté dans le chapitre 2. Les effets
de la turbulence de petite échelle sont pris en compte grâce au modèle dynamique mixte décrit
dans ce même chapitre.
4.1.1 Description de la simulation numérique
Le calcul est réalisé sur deux domaines parallélépipèdiques identiques dans la configuration d’un
canal plan, chaque phase ayant son propre domaine. Les conditions aux limites sont similaires aux
cas précédents, c’est-à-dire, deux conditions périodiques suivant x et z et deux parois suivant y.
Concernant la condition à la limite au niveau de l’interface, on impose la vitesse tangentielle côté
gaz et le cisaillement côté liquide. L’écoulement moyen est entraîné par un gradient de pression
suivant la direction longitudinale x. Le choix du gradient de pression moyen est effectué de manière
à obtenir la même contrainte de cisaillement |τ | sur la paroi et au niveau de l’interface dans les deux
phases et à engendrer un écoulement à contre-courant, ce qui implique que la vitesse à l’interface











u∗ étant la vitesse de frottement pariétale qui est différente selon que l’on se situe dans la phase
gazeuse ou liquide. Ces deux paramètres sont reliés par la continuité des cisaillements au travers






La configuration et les conditions aux limites de l’écoulement sont décrites dans les figures (4.1)
et (4.2).
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Figure 4.1 – Système de coordonnées
Le nombre de Reynolds turbulent Re∗ = ρu
∗δ
µ basé sur la demi-hauteur du domaine δ dans
chaque phase et sur la vitesse de frottement pariétale u∗ est égal à Re∗ = 640 pour les deux
fluides, ce qui correspond à une turbulence pleinement développée. Cette configuration s’inspire
des travaux de Lombardi et al. (1996) où une simulation numérique directe est décrite dans la
même configuration mais avec un nombre de Reynolds 10 fois plus faible (Re∗ = 60.4). Pour éviter
des interactions entre la turbulence interfaciale et les frontières haute et basse du domaine, ces
derniers ont imposé des conditions de glissement sur les limites extérieures alors que dans notre
cas nous avons choisi d’imposer des conditions d’adhérence (parois) pour nous rapprocher de la
configuration industrielle.
Pour le choix de la taille du domaine de calcul dans chaque phase, nous nous sommes référés aux
travaux de Calmet (1995) qui a étudié des écoulements turbulents monophasiques en canal plan
avec différentes conditions aux limites (paroi, interface plane cisaillée et surface libre). L’utilisation
de conditions aux limites périodiques se justifie par la propriété d’homogénéité de la turbulence
seulement si le domaine est suffisamment grand pour contenir les plus grandes structures. Dans le
cas de l’interface cisaillée considérée par Calmet, il s’est avéré que la taille du domaine n’était pas
suffisante. Nous avons donc choisi une taille plus importante (4πδ×2δ×2πδ). Pour tester l’influence
de la taille du maillage sur les résultats numériques, deux maillages sont réalisés et comparés avec
les résultats obtenus par Calmet sur son propre maillage (maillage A). Le tableau (4.1) regroupe
les paramètres de calcul des trois maillages utilisés. Les mailles sont uniformément réparties dans
les directions longitudinale et transverse avec un pas (normalisé par l’unité de paroi δ+ = νu∗ )
∆x+ et ∆z+. Suivant la direction verticale y la répartition est identique dans les trois cas et la
transformation précédente (3.1) est utilisée de façon à placer 4 points du maillage dans la sous-
couche visqueuse près de chaque paroi et 2 points dans la sous-couche visqueuse interfaciale. On
sait en effet que près d’une paroi l’épaisseur de la sous-couche visqueuse est habituellement égale à
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Figure 4.2 – Conditions aux limites
Nombre de mailles Taille du domaine de calcul ∆x+ ∆z+
Maillage A 32× 64× 64 2πδ × 2δ × 3piδ4 125 23.6
Maillage B 64× 64× 64 4πδ × 2δ × 2πδ 125 62.8
Maillage C 64× 64× 128 4πδ × 2δ × 2πδ 125 31.4
Table 4.1 – Comparaison de 3 maillages de calcul
5 unités de paroi tandis que celle de la sous-couche visqueuse interfaciale est moins importante, de
l’ordre de 3 unités de paroi.
L’initialisation de la turbulence dans chaque phase a été réalisée en interpolant sur notre maillage
les conditions initiales de la turbulence en canal plan obtenues par Calmet. Cette initialisation avait
été obtenue en superposant un mode de Tollmien-Schlichting bidimensionnel d’amplitude 2% et un
mode tridimensionnel d’amplitude 0.2% sur un profil d’écoulement de Poiseuille laminaire. A partir
de ce champ de vitesses initial les équations de Navier-Stokes sont intégrées jusqu’à obtenir une
solution statistiquement stationnaire, puis les quantités résolues sont moyennées selon les deux
directions homogènes x et z et durant le temps tstat = 6.5 δu∗ . Ainsi, le champ de vitesse Ui s’écrit
à partir de la décomposition de la simulation des grandes échelles (éq. 2.23) comme :
Ui = 〈Ui〉+ u′i + usmi (4.3)
les moyennes statistiques étant notées entre 〈〉, les grandeurs résolues repérées par (¯.) et les fluc-
tuations par (.
′
). Il convient de bien distinguer la fluctuation de vitesse u
′
i, la fluctuation de vitesse
résolue u′i et la vitesse de sous-maille u
sm
i .
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4.1.2 Analyse corrélatoire des vitesses en deux points
L’analyse corrélatoire permet a posteriori de vérifier si la taille du domaine périodique est
adaptée. En effet, il est nécessaire que les longueurs suivant les directions homogènes x et z soient
supérieures à la distance pour laquelle les corrélations de vitesses en deux points deviennent négli-
geables :
Rii(y, rx) =




dans la direction longitudinale (4.4)
Rii(y, rz) =




dans la direction transverse (4.5)
Les figures (4.3) et (4.4) représentent les corrélations obtenues sur le maillage C respectivement
dans le gaz et dans le liquide dans les trois directions (R11, R22 et R33) suivant les deux directions
homogènes x et z et pour trois positions différentes suivant y : près de l’interface cisaillée, près de la




pour le liquide et y+ =
(δ+y)u∗g
ν pour le gaz (ce choix a été fait de façon à obtenir y
+ = 0 au niveau
de l’interface pour les deux phases). Les corrélations tendent à s’annuler pour des distances de
séparation inférieures à la moitié de la taille du domaine ce qui permet de justifier le choix de la
taille du domaine 4πδ × 2δ × 2πδ aussi bien dans le gaz que dans le liquide. Cette analyse permet
également de préciser quelques aspects des structures de l’écoulement. Près de l’interface cisaillée,
les corrélations suivant z décroissent rapidement, notamment R11(y, rz) : plus on se rapproche du
cœur de l’écoulement et plus cette décroissance ralentit. Ceci indique une élongation des structures
turbulentes dans la direction de l’écoulement au voisinage de l’interface. De plus, près de l’interface,
les pics négatifs de R11(y, rz) indiquent la présence de structures allongées appelées streaks qui sont
des zones d’éléments de fluide qui vont plus ou moins vite que l’écoulement moyen local. La distance
de séparation pour laquelle la corrélation atteint son minimum correspond à la distance transversale
séparant deux structures fluides allant dans des directions opposées. Ces structures sont présentes
à la fois dans le gaz et dans le liquide de part et d’autre de l’interface. De même, les pics négatifs
de R22(y, rz) traduisent l’existence de rouleaux longitudinaux près de l’interface (alternance de
vitesses ascendantes et descendantes).
Cet espacement peut être retrouvé dans notre simulation à partir des corrélations de vitesses
en deux points dans la direction transverse de l’écoulement. En effet, il correspond à deux fois
la distance rz à laquelle est localisé le pic négatif de R11(y, rz) qui traduit un changement de
signe des fluctuations sur une faible distance transversale (présence de structures allongées dans la
direction de l’écoulement). De même, le diamètre moyen des tourbillons est donné par la position
du pic négatif de R22(y, rz) qui met en évidence une alternance de vitesses verticales négatives et
positives (présence de rouleaux longitudinaux). Celui-ci est évaluée autour de 80 unités de paroi,
ce qui est bien plus élevé que les estimations expérimentales de Kim et al. (1987) qui obtiennent
un diamètre moyen des tubes de vorticité longitudinale égal à 25 unités de paroi. Cette différence
s’explique simplement par la dimension du maillage. La résolution suivant la direction transversale
est fixée à ∆z+ = 31.4. Notre simulation ne permet donc pas de capter les structures à cette échelle.
Cette grandeur peut également être retrouvée sur la figure (4.7) où est représentée une coupe des
fluctuations instantanées de vorticité longitudinale.
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(a) (b)


























































































Figure 4.3 – Corrélations de vitesses en deux points dans le gaz. (a) dans la direction de l’écou-
lement, (b) dans la direction transverse. De haut en bas : y+ ≈ 640 (au milieu de l’écoulement),
y+ ≈ 17.4, y+ ≈ 1.15 (près de l’interface cisaillée).
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Figure 4.4 – Corrélations de vitesses en deux points dans le liquide. (a) dans la direction de
l’écoulement, (b) dans la direction transverse. De haut en bas : y+ ≈ 1.15 (près de l’interface
cisaillée), y+ ≈ 26.6, y+ ≈ 640 (au milieu de l’écoulement).
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4.1.3 Caractéristiques des structures turbulentes
Sans surprise, l’analyse corrélatoire des vitesses en deux points a révélé la présence de “streaks”
au voisinage d’une paroi ou d’une interface fortement cisaillée. Ces structures sont en fait une suc-
cession transversale de zones fluides allongées dans la direction de l’écoulement qui vont alternati-
vement plus ou moins vite que l’écoulement moyen. Elles sont créées par la présence de tourbillons
longitudinaux contrarotatifs qui successivement entraînent des éléments fluides de haute vitesse
présents au sein de l’écoulement vers la paroi créant ainsi un “streak” de haute vitesse, tandis que
de l’autre côté du tourbillon des éléments fluides de faible vitesse sont éloignés de la paroi produi-
sant un “streak” de faible vitesse Kline et al. (1967). Des simulations numériques, notamment celles
de Kim et al. (1987) dans le cas d’un écoulement en canal, et de Lam & Banerjee (1992) dans le
cas d’un écoulement avec une interface cisaillée ont mis en évidence un espacement caractéristique
moyen entre deux “streaks” de même vitesse : λ+ = λu
∗
ν ≈ 100. Les mécanismes de générations de
ces structures sont représentées sur le schéma (4.5).
Figure 4.5 – Mécanismes de génération des “streaks” près d’une paroi ou d’une interface cisaillée
Les contours de vitesse longitudinale instantanée u′ dans le liquide sont représentés sur la
figure (4.6) dans le plan (x,z) au voisinage de l’interface et au milieu de l’écoulement. Près de
l’interface, des streaks longitudinaux sont visibles. Ces structures cohérentes disparaissent au milieu
du domaine. La figure (4.7) représentant une coupe des isovorticités longitudinales met en évidence
la présence de tourbillons longitudinaux contrarotatifs sous l’interface associés aux streaks. Côté
gaz, ces contours sont ouverts alors qu’ils sont fermés côté liquide. Ceci est en accord avec le
comportement des fluctuations de vorticité tangentielles qui s’annulent sur l’interface côté liquide
(cf. partie suivante).






































Figure 4.6 – Vitesse longitudinale instantanée u′ dans le liquide dans le plan (x,z), de haut en






















Figure 4.7 – Vorticité longitudinale instantanée ω′z près de l’interface, demi-plan (y > 0.88, z) (a)
dans le liquide, (b) dans le gaz
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Figure 4.8 – Profils logarithmiques des vitesses moyennes près de l’interface (a) dans le gaz, (b)
dans le liquide. (+) Maillage A, (◦) Maillage B, (⋄) Maillage C, (—) U+ = y+, (−−) U+ =
2.5 ln(y+) + 5.5, (· · · ) U+ = 2.5 ln(y+) + 1.2
Sur la figure (4.8) sont représentés en coordonnées semi-logarithmiques les profils moyens de
vitesse U+ normalisés par la vitesse de frottement u∗l,g obtenus sur les trois maillages au voisinage
de l’interface côté gaz et côté liquide. Cette figure nous permet de retrouver les caractéristiques
connues des écoulements turbulents en proche paroi à savoir la présence de trois zones pour les
maillages A et C. La zone de très proche paroi où règne un fort gradient de vitesse moyenne quasi-
constant correspond à la sous-couche visqueuse. Dans cette zone, le frottement visqueux domine le
transport de quantité de mouvement. Au-delà de cette zone, l’échange de quantité de mouvement
se fait essentiellement par l’agitation turbulente. La loi de sous-couche U+ = y+ est bien suivie par
les profils de vitesse à la fois dans le gaz et dans le liquide au niveau de l’interface. L’épaisseur de
la sous-couche visqueuse dans le gaz est bien égale à 5δ+ alors que celle dans le liquide est plus
fine ≈ 3δ+ ce qui est conforme aux résultats de la littérature (Calmet & Magnaudet (1998)). Pour
y+ > 30, le profil moyen de vitesses dans le gaz suit la loi logarithmique classique caractéristique de
cette zone inertielle U+ = 1κ ln(y
+)+B où κ = 0.4 est la constante de Karman et B = 5.5. Dans le
liquide, la vitesse U+ suit également une loi logarithmique de même pente mais prend des valeurs
moins importantes (B = 1.2), conséquence directe de la plus faible épaisseur de la sous-couche
visqueuse à l’interface. Entre ces deux zones caractéristiques se trouve la zone tampon.
En revanche les profils obtenus sur le maillage B suivent bien une loi logarithmique mais qui
donne des valeurs de la vitesse moyenne bien plus importantes que sur les deux maillages précédents.
Cette différence s’explique par le fait que le pas du maillage dans la direction transverse δz+ = 62.8
est trop élevé par rapport au diamètre moyen des tubes de vorticité longitudinale et à l’espacement
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moyen entre les streaks qui se forment à proximité de l’interface. Par conséquent, le cisaillement
turbulent moyen −〈u′ v′〉 développé par ces structures est mal évalué et conduit à un profil pour
lequel les vitesses sont plus importantes. Ainsi, même en utilisant une méthode de simulation des
grandes échelles avec des termes de sous-maille qui sont censés modéliser l’action des petites échelles,
il faut être prudent sur le choix de la finesse du maillage. Par la suite, les résultats présentés sont
ceux obtenus avec le maillage C qui permet à la fois de bien reproduire l’évolution des profils de
vitesse près des parois et de l’interface et de respecter les propriétés d’homogénéité dans les deux
directions périodiques.
En définitive, d’après les résultats obtenus en couplant les deux phases au travers d’une interface
plane, il apparaît que le gaz se comporte près de l’interface comme au voisinage d’une paroi étant
donnée l’inertie importante du liquide, ce qui n’est pas le cas pour le liquide pour lequel nous
retrouvons le même comportement que celui obtenu par Calmet & Magnaudet (1998) dans des
configurations monophasiques d’interface cisaillée.
4.1.5 Moments d’ordre deux
4.1.5.1 Intensités turbulentes résolues






























Figure 4.9 – Intensités turbulentes résolues (a) dans le gaz, (b) dans le liquide. (−−) u+rms, (· · · )
v+rms, (− · −) w+rms
Les moments d’ordre deux traduisent l’intensité turbulente des fluctuations de vitesses résolues.
La figure (4.9) montre respectivement dans le gaz et dans le liquide le comportement de l’écart-type
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Figure 4.10 – Intensités turbulentes résolues au voisinage de l’interface (a) dans le gaz, (b) dans
le liquide. (−−) u+rms, (· · · ) v+rms, (− · −) w+rms
Les intensité turbulentes résolues au voisinage de l’interface sont représentées sur la figure (4.10)
dans le gaz et dans le liquide.
L’écoulement dans le gaz se comporte comme un écoulement entre deux parois. La bonne
symétrie des intensités turbulentes résolues dans le gaz selon les trois directions par rapport au
plan médian du canal justifie le choix du temps de moyennage statistique pour les moments d’ordre
deux. Ceci n’est pas tout à fait le cas dans la couche liquide. Cette différence peut sans doute
s’expliquer par l’asymétrie des conditions aux limites (paroi et interface cisaillée) et par l’interaction
entre la turbulence de paroi et la turbulence interfaciale. L’intensité turbulente dans la direction de
l’écoulement atteint son maximum près des paroismax(u+rms) ≈ 3.1 dans le gaz etmax(u+rms) ≈ 2.8
près de la paroi côté liquide. Cette différence entre les deux valeurs se retrouve également sur la
valeur du pic de production d’énergie cinétique turbulente que nous examinons plus loin. Sous
l’interface cisaillée dans le liquide, la composante verticale s’annule tandis que les fluctuations
tangentielles et longitudinales atteignent leur maximum sur l’interface max(u+rms) ≈ 4.6, ce qui est
cohérent avec les conditions aux limites imposées.
4.1.5.2 Fluctuations de vorticité résolues
Sur la figure (4.11) sont représentées les trois composantes des écart-types des fluctuations de














Au sein de l’écoulement les trois composantes sont égales ce qui traduit le fait qu’il n’y a
pas de direction privilégiée dans la distribution des structures tourbillonnaires aussi bien dans le
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gaz que dans le liquide. Côté gaz, la composante transverse ω+z croît et atteint son maximum
égal à 0.46 sur l’interface où se localisent les streaks longitudinaux décrits précédemment. La
composante longitudinale ω+x de la vorticité atteint également son maximum à l’interface tandis que
la composante verticale s’y annule après avoir atteint un pic à 0.07. Ces résultats sont en très bon
accord avec les travaux de Calmet (1995) en canal plan. Côté liquide sous l’interface, les évolutions
sont très différentes. Les composantes tangentielles ω+x et ω
+
z s’annulent sur l’interface après avoir
atteint les valeurs maximales ω+x,max = 0.12 et ω
+
z,max = 0.41. Au contraire, la composante verticale
est maximale sur l’interface étant donné que les fluctuations de vitesses tangentielles subsistent.
(a) (b)






























Figure 4.11 – Ecart-type des fluctuations de vorticité résolues au voisinage de l’interface (a) dans
le gaz, (b) dans le liquide. (−−) ω+x , (· · · ) ω+y , (− · −) ω+z
4.1.6 Moments d’ordre supérieur
Il est également intéressant d’étudier les moments d’ordre plus élevé des fluctuations de vitesses
pour compléter cette étude statistique. Les moments d’ordre trois et quatre normés par les corréla-
tions doubles de vitesse précédentes permettent d’obtenir respectivement le coefficient d’asymétrie
Si et le coefficient d’aplatissement Fi. Leur évolution caractérise l’intensité de l’intermittence de la
turbulence par rapport à une distribution gaussienne des fluctuations pour laquelle, classiquement,









4.1 Ecoulement à contre-courant turbulent à phases séparées avec interface plane 87




























Figure 4.12 – Moments d’ordre 3 : coefficients d’asymétrie (a) dans le gaz, (b) dans le liquide.
(−−) Su, (· · · ) Sv, (− · −) Sw




























Figure 4.13 – Moments d’ordre 4 : coefficients d’aplatissement (a) dans le gaz, (b) dans le liquide.
(−−) Fu, (· · · ) Fv, (− · −) Fw
Sur les figures (4.12) et (4.13), l’évolution des deux coefficients est représentée à la fois dans le
gaz et dans le liquide. Etant donnée la symétrie de notre configuration par rapport à la direction
de l’écoulement, le coefficient d’asymétrie Su devrait être nul ce qui n’est pas exactement le cas.
La raison en est le temps sur lequel les moyennes sont réalisées qui est encore un peu court pour
obtenir une stabilité statistique des moments d’ordre élevé. Au sein de l’écoulement, les valeurs
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des coefficients d’asymétrie et d’aplatissement selon les trois directions traduisent une distribution
quasi-gaussienne des fluctuations de vitesses résolues. Près des parois, la turbulence est fortement
intermittente de même qu’au niveau de l’interface côté gaz. Par contre, les valeurs atteintes par
les moments d’ordre trois et quatre sur l’interface côté liquide sont bien plus faibles. Ces résultats
confirment ceux de Calmet (1995) dans le cas d’un écoulement monophasique en canal et sous une
interface cisaillée.
4.1.7 Profil du cisaillement turbulent
La figure (4.14) présente le profil du cisaillement turbulent normalisé par le frottement pariétal
ρu∗2l,g dans le gaz et dans le liquide. Ce cisaillement se décompose en trois contributions : le cisaille-
ment turbulent moyen qui est une contribution résolue (ou de “grande échelle”) −ρ〈u′ v′〉 et deux
termes supplémentaires propres à la simulation des grandes échelles, la composante −ρ〈L12〉 du





∂x )〉. L’évolution linéaire attendue
est bien vérifiée dans les deux phases. Dans le gaz, le profil de cisaillement turbulent est parfai-
tement symétrique par rapport au plan médian du canal. Par contre une asymétrie reste présente
dans le liquide. Le cisaillement près de la paroi côté liquide est bien plus faible que celui près de la
paroi côté gaz ce qui est à relier également à la remarque faite précédemment concernant la faible
valeur du pic d’intensité turbulente résolue suivant la direction longitudinale dans la même zone.
A noter également que les contributions des petites échelles contenues dans le terme de Léonard et
dans le terme de contrainte de sous-maille ne jouent un rôle significatif que dans les régions de fort
cisaillement (parois et interface).
































Figure 4.14 – Contribution des différents termes du cisaillement turbulent normés par ρu∗2(a)
dans le gaz, (b) dans le liquide.(–) cisaillement turbulent moyen, (· · · ) terme de Léonard, (− · −)
contrainte de sous-maille, (·+ ·+) cisaillement turbulent total
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4.1.8 Bilan d’énergie cinétique turbulente





tenue en effectuant une moyenne statistique des équations (2.23) et (2.24) de la Simulation des
Grandes Echelles :
0 = Pk + Tk +Dk +Πk + TLk + εk (4.10)
avec
Pk = −〈u′i u′k〉
∂〈ui〉
∂xk




























terme de cascade (4.15)
et εk est le taux de pseudo-dissipation calculé par différence des autres termes.




































Figure 4.15 – Termes du bilan d’énergie cinétique turbulente normés par u
∗4
ν dans le gaz (a) près
de la paroi, (b) près de l’interface.
Les figures (4.15) et (4.16) représentent l’évolution au voisinage de chaque frontière de tous les
termes du bilan d’énergie cinétique normés par u
∗4
ν . Près des parois et de l’interface côté gaz, les
trois zones typiques d’un écoulement turbulent de proche paroi sont retrouvées. Dans la sous-couche
visqueuse (y+ < 5), le taux de diffusion visqueuse est compensé par le terme de pseudo-dissipation.
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Figure 4.16 – Termes du bilan d’énergie cinétique turbulente normés par u
∗4
ν dans le liquide (a)
près de l’interface, (b) près de la paroi.
Dans la zone tampon 5 < y+ < 30, les termes de transport turbulent et de cascade interviennent
dans le bilan en jouant tout d’abord un rôle de source puis de puits. Le pic de production est situé
en y+ = 13, ce qui correspond à la position du maximum atteint par l’intensité turbulente urms. Au
niveau de la paroi côté liquide, ce pic est bien moins élevé en relation directe avec la faible valeur
de urms. Enfin, dans la zone logarithmique, l’équilibre classique entre les termes de production et
de dissipation est atteint.
Dans le cas de l’écoulement cisaillé dans le liquide, l’évolution est bien différente. Dans la sous-
couche visqueuse y+ < 3, les termes de transport turbulent et de cascade atteignent leur valeur
maximale sur l’interface. De plus, seul le terme de pseudo-dissipation compense l’apport d’énergie
de tous les autres termes. Dans la zone tampon 3 < y+ < 30, le pic de production est atteint pour
y+ = 5 ce qui est bien plus près de la frontière que dans le cas d’une paroi. Ceci s’explique par le
fait que l’épaisseur de la sous-couche visqueuse est plus faible dans le cas d’une interface cisaillée.
La dissipation équilibre ensuite la production dans la zone logarithmique. Qualitativement, les
résultats obtenus confirment ceux de Calmet (1995) excepté pour le terme de diffusion visqueuse
qui dans cette étude est négatif dans la sous-couche visqueuse interfaciale puis change de signe
dans la zone tampon à y+ = 6 alors que ce terme reste constamment positif dans notre étude.
Cette différence s’explique en examinant les conditions aux limites sur les fluctuations résolues sur
l’interface gaz/liquide : il est en effet possible d’écrire les conditions d’imperméabilité (éq. 4.16) et



























où Sij est le tenseur des taux de déformation. Les conditions sur les fluctuations tangentielles sur











Il faut cependant noter que la condition d’incompressibilité impose au gradient des fluctuations














Dans le cas d’une interface cisaillée, Calmet (1995) suppose que la condition (4.19) reste valable.
L’énergie cinétique turbulente croît à l’approche de la zone interfaciale mais les conditions aux li-
mites (éq. 4.16) et (éq. 4.18) imposent à sa dérivée normale de s’annuler à l’interface. Sa courbure
change donc de signe de la même façon que le terme de diffusion visqueuse Dk = ∂∂y
[
〈ν + νT 〉∂K∂y
]
.
Dans notre cas, les deux phases sont réellement couplées par le raccordement des vitesses et des
contraintes tangentielles. De ce fait, la dérivée normale de l’énergie cinétique turbulente n’est pas
égale à zéro, sa courbure reste de signe constant, de même que le terme de diffusion visqueuse.
Grâce au couplage des deux écoulements, le liquide n’est pas seulement influencé par le cisaillement
turbulent du gaz mais également par ses fluctuations de vitesses. Ainsi, il est raisonnable de consi-
dérer que notre simulation se rapproche davantage de la physique d’un écoulement liquide cisaillé
par un gaz (en supposant toujours que l’interface demeure plane).
Figure 4.17 – Termes du bilan d’énergie cinétique turbulente normés par u
∗4
ν sous une interface
cisaillée (—) Pk ; (· · ·)Tk ; (- - -) Πk ;(— - —)TLk ; (◦ − −◦) Dk ; (×−−×) ǫk ,Calmet (1995)
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4.2 Ecoulement co-courant turbulent à phases séparées à contre-
pente avec interface plane
Après avoir étudié un écoulement à contre-courant à phases séparées, nous considérons main-
tenant un écoulement diphasique turbulent co-courant à contre-pente. Les écoulements industriels
de gaz à condensat et d’huile en pipeline sont dépendants des irrégularités du terrain. Il est donc
intéressant de quantifier les effets de la pente sur leurs caractéristiques, notamment dans la configu-
ration la plus défavorable pour laquelle l’écoulement est à contre-pente (angle d’inclinaison positif).
Dans la réalité industrielle, le transport de gaz à condensat se fait dans des conduites de diamètre
important avec des vitesses de gaz très importantes conduisant à des régimes à très grand nombre
de Reynolds (cf. tableau 4.2) pour les ordres de grandeur d’un exemple d’écoulement pétrolier). Le
débit d’huile de faible viscosité quant à lui est très faible et selon la situation, l’écoulement liquide
peut être laminaire ou turbulent.
Masse volumique du gaz ρg 155 kg.m−3
Masse volumique du liquide ρl 590 kg.m−3
Viscosité dynamique du gaz µg 1.8.10−5kg.(m.s)−1
Viscosité dynamique du liquide µl 3.4.10−4kg.(m.s)−1
Diamètre de la conduite h 0.91 m
Vitesse superficielle du gaz jg 2.44 m/s
Vitesse superficielle du liquide jl 0.007 m/s
Tension de surface σ 0.02 N/m
Gravité g 9.81 m.s−2
Table 4.2 – Paramètres physiques d’un écoulement pétrolier en situation de champ
Ces paramètres physiques permettent de définir les nombres adimensionnels suivants, par exemple,


























où jg et jl sont les vitesses superficielles respectives du gaz et du liquide. Ces termes sont définis








où Qg et Ql sont les débits volumiques respectifs du gaz et du liquide et A la section de la conduite.
Le terme de vitesse superficielle vient simplement du fait de l’homogénéité dimensionnelle de ces
flux à une vitesse.
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Ces informations ont été obtenues à partir d’un modèle élaboré par Fabre (communication per-
sonnelle) pour un écoulement supposé stationnaire et établi. L’écoulement a été supposé turbulent
dans le gaz et laminaire dans le liquide (ce qui a priori n’est pas toujours justifié) afin d’utiliser une
solution exacte de l’écoulement 2D, cela nécessitant l’utilisation d’un modèle adapté (fig. 4.18).
Figure 4.18 – Evolution de la fraction liquide en fonction de l’angle d’inclinaison d’un écoulement
pétrolier en situation de champ obtenu par un modèle unidimensionnel (Fabre, communication
personnelle).
Le nombre de Reynolds réel dans le gaz est bien trop élevé dans le cadre d’une simulation
des grandes échelles et une telle simulation nécessiterait un énorme maillage. C’est pourquoi, dans
la suite, les paramètres physiques des fluides sont choisis afin d’obtenir des nombres de Reynolds
plus raisonnables. D’après le calcul des nombres de Bond, les effets de tension de surface sont
négligeables par rapport aux effets d’inertie.
4.2.1 Description de la simulation numérique
Les conditions aux limites sont des conditions périodiques suivant x et z et des conditions d’adhé-
rence suivant y. Le calcul est réalisé sur deux domaines parallélépipédiques de taille (4πδ×2δ×2πδ)
maillés de la même façon que dans le cas précédent, à savoir avec 64 × 64 × 128 mailles réparties
uniformément dans les directions homogènes (x,z) de l’écoulement et raffinées suivant la direction
y dans les zones où de forts gradients sont attendus, c’est-à-dire près de l’interface et des parois.
Plusieurs simulations ont été effectuées en faisant varier l’angle d’inclinaison du canal θ dans le
but d’étudier les effets de la gravité sur la configuration de l’écoulement. L’écoulement moyen est
entraîné par un gradient de pression suivant la direction longitudinale x. Le choix de la valeur du
gradient de pression moyen a été fait afin d’obtenir une valeur de la contrainte de cisaillement
sur l’interface suffisamment importante pour que la phase gazeuse entraîne une partie de la phase
liquide. Ce choix conduit à des nombres de Reynolds élevés notamment dans la phase gazeuse
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Figure 4.19 – Configuration de l’écoulement
et permet d’obtenir une turbulence bien développée tout en restant dans des limites raisonnables
en termes de maillage. Cette valeur du gradient de pression est similaire dans toutes les simula-
tions, le seul paramètre variable étant l’angle d’inclinaison du canal. Les équations de quantité de
mouvement longitudinale s’écrivent dans les deux phases et sur l’interface :
−hg dP
dx
= τwg + τig + ρghgg sin θ (4.25)
−hl dP
dx
= τwl + τil + ρlhlg sin θ (4.26)
τig = −τil (4.27)
où τwg et τwl sont les cisaillements à la paroi respectivement dans le gaz et le liquide et τig et
τil les cisaillements interfaciaux. Dans la configuration étudiée, les hauteurs hl et hg du liquide et
du gaz sont fixées et égales. Le rapport des masses volumiques est ρl/ρg = 80.7. Le rapport des
viscosités dynamiques est µl/µg = 29.9. Dans l’étude statistique de la turbulence qui suit, on définit



















Il est à noter que ces vitesses de frottement sont différentes selon l’angle d’inclinaison du canal.
De plus, la continuité des contraintes tangentielles τig = τil au travers de l’interface impose une






Les nombres de Reynolds turbulents sont construits à partir de ces vitesses et de la demi-hauteur
δ du domaine dans chaque phase et correspondent à une turbulence bien développée dans chacune
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gδ(ρl − ρg) = 1.14 10
−2 (4.32)
4.2.2 Profils moyens de vitesse
Sur la figure (4.20) sont représentés les profils moyens de vitesse longitudinale 〈U〉 dans le gaz
et le liquide normalisés par la vitesse de frottement à l’interface du gaz u∗ig pour différents angles
d’inclinaison du canal. Dans le gaz, les profils sont similaires à celui obtenu dans la configuration
précédente d’un écoulement à contre-courant, avec une vitesse débitante et une vitesse interfaciale
qui diminuent logiquement lorsque la pente augmente. Côté liquide, les profils obtenus sont égale-
ment typiques des écoulements turbulents cisaillés avec une couche de surface fortement entraînée
et un écoulement quasi-stagnant au milieu du domaine. Pour des pentes de 0◦ et 2◦, la vitesse
débitante est positive dans l’ensemble de l’écoulement liquide qui est entraîné à la fois par le ci-
saillement du gaz et le gradient de pression imposé. A partir d’une pente de 3◦, un écoulement à
contre-courant apparaît au voisinage de la paroi inférieure. Dans cette zone, le cisaillement n’est
plus suffisant pour compenser les effets de la gravité. La vitesse interfaciale reste cependant positive.
Dans les configurations correspondant à des pentes supérieures à 3.5◦, l’ensemble de l’écoulement
liquide se retourne et est entraîné vers le bas par la gravité ainsi qu’une partie de la phase gazeuse
avec une vitesse interfaciale négative.
(a) (b)

































Figure 4.20 – Profil moyen de vitesse longitudinale 〈U〉/u∗ig (a) dans tout le domaine, (b) dans le
liquide
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Pour mieux appréhender les couches limites pariétales et interfaciales, les profils moyens de
vitesse sont tracés en coordonnées semi-logarithmiques en fonction de la variable de paroi y+ (fig.















Sur chacun des profils, on retrouve les trois zones classiques, à savoir la sous-couche visqueuse,
la zone tampon et la zone logarithmique. La loi de sous-couche U+ = y+ est bien vérifiée près
de chacune des frontières une fois que la valeur de la vitesse de frottement correspondante est
correctement estimée. Comme dans la simulation précédente, on trouve une épaisseur de sous-
couche égale à 5 unités de paroi près d’une paroi ou près de l’interface côté gaz alors qu’elle est
seulement égale à 3 unités de paroi près de l’interface côté liquide. Cette plus faible épaisseur
conduit à des valeurs de vitesse moyenne dans la zone logarithmique plus faibles. Le transport de
la turbulence est en effet plus intense du côté liquide au voisinage de l’interface que dans les trois
autres couches limites. Cette zone est caractérisée par la loi classique U+ = 1κ ln(y
+) +B avec une
pente κ−1 = 2.5 bien respectée pour tous les profils, mais un coefficient B qui dépend de la nature
de la frontière.
En effet, côté liquide au voisinage de l’interface, on observe des valeurs différentes du coefficient
B selon la valeur de l’angle d’inclinaison. On sait que ce coefficient est d’autant plus grand que
l’épaisseur de la sous-couche visqueuse est importante. Cependant, ici, la loi de sous-couche est
respectée jusqu’à la même valeur de y+ pour toutes les pentes étudiées ce qui laisse à penser que
l’épaisseur de la sous-couche visqueuse est inchangée et ne joue pas de rôle significatif pour expli-
quer le décalage des profils. Une autre explication possible réside peut-être dans le comportement
de l’écoulement au coeur du liquide : comme le gradient de vitesse loin de l’interface varie signifi-
cativement avec la pente, ces variations pourraient influencer l’épaisseur de la couche tampon, et
donc la valeur du coefficient B. Ceci ne reste cependant qu’une hypothèse car il paraîtrait plus
logique que ces variations influent sur la partie externe de la couche logarithmique. Une analyse
des structures présentes sous l’interface permettrait peut-être de trancher sur ce point. Notons en
tout cas que ce ne sont pas les variations du terme de forçage dPdx − ρgx (normalisé par ρu
∗3
ν ) qui
permettent d’expliquer ces évolutions : en effet, ce terme évolue de façon monotone avec la pente,
tandis que la valeur de B évolue de manière non-monotone.
Au voisinage de la paroi, on retrouve l’allure classique du profil de vitesse excepté pour le cas
correspondant à une pente de 3◦ où la zone logarithmique n’est pas présente à cause de l’apparition
d’une zone à contre-courant près de la paroi.













































Figure 4.21 – Profil moyen de vitesse longitudinale dans le gaz (a) au voisinage de la paroi 〈U〉/u∗wg,
(b) au voisinage de l’interface |〈U〉 − 〈UI〉|/u∗ig, (—) U+ = y+, (−−) U+ = 2.5 ln(y+) + 5.5









































Figure 4.22 – Profil moyen de vitesse longitudinale dans le liquide (a) au voisinage de la paroi
〈U〉/u∗wl, (b) au voisinage de l’interface |〈U〉−〈UI〉|/u∗il, (—) U+ = y+, (−−) U+ = 2.5 ln(y+)+5.5,
(− · −) U+ = 2.5 ln(y+) + 0.4
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4.2.3 Cisaillement turbulent
Les profils de cisaillement turbulent dans le gaz et dans le liquide normalisés respectivement
par le frottement interfacial ρgu∗2ig ou ρlu
∗2
il sont représentés sur la figure (4.23). Le cisaillement





∂x )〉. L’évolution linéaire attendue est bien respectée dans les deux phases. Les contributions des
petites échelles contenues dans le tenseur de Léonard et dans la contrainte de sous-maille ne sont
significatives que dans les régions de fort cisaillement. La valeur du cisaillement est constante de
part et d’autre de l’interface quelque soit la valeur de la pente considérée. Dans le gaz, on note une
dissymétrie du profil en relation directe avec la valeur de la vitesse à l’interface. Celle-ci est fonction
de l’angle d’inclinaison du canal et donc du nombre de Reynolds de l’écoulement. Au voisinage de
la paroi, le cisaillement est plus important avec des pentes nulle ou faibles pour lesquelles le nombre
de Reynolds est plus élevé. Dans le liquide, les profils de cisaillement sont clairement différents en
fonction de la configuration de l’écoulement et sont directement liés aux profils de vitesses décrits
précédemment. Le cisaillement à la paroi devient négatif lorsque que l’écoulement se retourne sous
l’effet de la gravité. Notons que pour la configuration correspondant à une pente de 3◦ le cisaillement
sur la paroi est proche de 0.
(a) (b)























Figure 4.23 – Contribution des différents termes du cisaillement turbulent (a) normés par ρu∗2il
dans le liquide, (b) normés par ρu∗2ig dans le gaz.(–) cisaillement turbulent moyen, (· · · ) terme de
Léonard, (− · −) contrainte de sous-maille, (· + ·+) cisaillement turbulent total. (–) θ = 0◦, (–)
θ = 2◦, (–) θ = 3◦, (–) θ = 3.5◦, (–) θ = 4◦
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4.2.4 Intensités turbulentes
(a) (b)

























Figure 4.24 – Intensités turbulentes résolues (a) normalisées par u∗il dans le liquide, (b) normalisées
par u∗ig dans le gaz. (−−)u+rms, (· · · )v+rms, (−·−)w+rms. (–)θ = 0◦, (–)θ = 2◦, (–)θ = 3◦, (–)θ = 3.5◦,
(–)θ = 4◦
Sur la figure (4.24) sont représentés les profils des intensités turbulentes résolues dans le liquide
et dans le gaz respectivement normalisées par u∗il ou u
∗
ig. Dans le gaz, on retrouve la même évolution
que dans la configuration de l’écoulement à contre-courant décrite dans la simulation précédente.
Le profil est quasiment symétrique et le pic maximal d’intensité turbulente dans la direction longi-
tudinale est atteint près de la paroi et de l’interface en y+ig = y
+
wg = 13. Du côté de la paroi inférieure
dans le liquide, on observe également un pic sur l’évolution des fluctuations longitudinales de vi-
tesse. La valeur atteinte par ce pic est directement liée à la valeur des contraintes de cisaillement
dans cette zone. On remarque ainsi,que dans le cas où la pente est égale à 3◦, le cisaillement est
presque nul à la paroi et il n’y a pas de pic d’intensité turbulente. Celle-ci croît de façon monotone
pour devenir maximale au niveau de l’interface cisaillée. Sous l’interface cisaillée, les évolutions
sont également similaires aux observations précédentes, la composante verticale s’annule alors que
les fluctuations longitudinales et tangentielles y atteignent leur maximum sans différence notable
entre les différentes pentes de l’écoulement.
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(a) (b)



























Figure 4.25 – Intensités turbulentes résolues dans le gaz (a) normalisées par u∗wg au voisinage de
la paroi, (b) normalisées par u∗ig au voisinage de l’interface. (−−) u+rms, (· · · ) v+rms, (− · −) w+rms.
(–) θ = 0◦, (–) θ = 2◦, (–) θ = 3◦, (–) θ = 3.5◦, (–) θ = 4◦



























Figure 4.26 – Intensités turbulentes résolues dans le liquide (a) normalisées par u∗wl au voisinage
de la paroi, (b) normalisées par u∗il au voisinage de l’interface. (−−) u+rms, (· · · ) v+rms, (−·−) w+rms.
(–) θ = 0◦, (–) θ = 2◦, (–) θ = 3◦, (–) θ = 3.5◦, (–) θ = 4◦
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4.2.5 Bilan d’énergie cinétique turbulente
Les différents termes du bilan d’énergie cinétique turbulente résolue K normalisés par u∗4/ν
sont représentés sur les figures (4.27) et (4.28) au voisinage des différentes frontières côté gaz et
liquide. Ce bilan s’écrit :
0 = Pk + Tk +Dk +Πk + TLk + εk (4.35)
où Pk est le terme de production, Tk le terme de transport turbulent, Dk le taux de diffusion
visqueuse, Πk le terme de corrélation vitesse-gradient de pression, TLk le terme de cascade et εk le
terme de pseudo-dissipation évalué par différence des termes précédents.
(a) (b)



































Figure 4.27 – Termes du bilan d’énergie cinétique turbulente dans le gaz (a) normés par
u∗4wg
ν près
de la paroi, (b) normés par
u∗4
ig
ν près de l’interface.
Pour le gaz, on retrouve les mêmes évolutions que dans l’étude de l’écoulement à contre-courant.
Celles-ci sont assez peu influencées par l’inclinaison du canal étant donné la faible masse volumique
du gaz. Dans la sous-couche visqueuse y+ < 5, le terme de dissipation visqueuse compense la
pseudo-dissipation. Dans la zone tampon, les termes de transport et de cascade ont un rôle de
source puis de puits lorsqu’on approche de la zone logarithmique. Le pic de production situé en
y+ = 13 correspond bien à la position du pic d’intensité turbulente longitudinale u+rms. Enfin, dans
la zone logarithmique, l’equilibre entre les termes de production et de dissipation est atteint.
Du côté liquide, là encore des évolutions similaires au cas précédent sont observées au voisi-
nage de l’interface cisaillée. Contrairement, au cas classique d’une paroi où le taux de dissipation
augmente et atteint un maximum sur la frontière, ce dernier augmente puis décroît à l’approche




∂y imposée par le raccordement
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des cisaillements. De même, les termes de transport turbulent et de cascade ne s’annulent pas à
l’interface, mais y atteignent leur maximum. L’énergie cinétique transportée est ensuite dissipée
dans la zone tampon 3 < y+ < 30. Le pic de production est observé plus près de l’interface et sa
valeur est plus importante que pour les trois autres frontières, en relation directe avec l’épaisseur de
sous-couche visqueuse qui est moindre au voisinage d’une interface cisaillée et favorise le mélange
turbulent dans cette zone. Loin de l’interface la production compense la dissipation. Près de la
paroi, les contributions des différents termes intervenant dans le bilan de K sont assez différentes
et dépendent de la pente du canal. Ainsi, pour la configuration correspondant à une pente de 3◦
qui génère une situation de contre-courant dans la phase liquide, on obtient des tendances très dif-
férentes de celles observées pour une pente nulle ou égale à 4◦ notamment (écoulement descendant
dans la phase liquide). Loin de la paroi (y+wl > 40), les termes de transport turbulent Tk et de
diffusion par la pression sont négatifs et prélèvent une certaine quantité d’énergie cinétique K pour
la restituer ensuite près de la paroi (y+wl < 20) afin d’équilibrer la contribution (Dk + εk). Contrai-
rement aux évolutions classiques, il n’y a pas de pic de production et le terme Pk s’annule près de
la paroi. Ceci est directement lié à l’absence de pic d’intensité turbulente observée précédemment.
Dans la sous-couche visqueuse, la diffusion visqueuse et la dissipation s’équilibrent (Dk = εk) et
sont les deux seules contributions à ne pas s’annuler à la paroi.
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4.3 Ecoulement turbulent à phases séparées avec interface défor-
mable
4.3.1 Prise en compte de la tridimensionnalité de l’écoulement en régime tur-
bulent
Les études menées sur la dynamique de la turbulence depuis 40 ans ont permis de mettre en
évidence des structures particulières appelées streaks, générées au voisinage d’une paroi (Kline et al.
(1967)), ou d’une interface cisaillée (Lam & Banerjee (1992)) par le cisaillement intense qui y règne.
La présence de ces streaks tend à rendre l’écoulement tridimensionnel près d’une interface cisaillée.
Il est donc évident que les déformations de l’interface sont également tridimensionnelles. Or, la
construction d’un maillage orthogonal dans les 3 directions à partir d’une surface quelconque n’ad-
met généralement pas de solution. L’idée adoptée pour lever au moins provisoirement cette difficulté
est de moyenner les déformations de l’interface dans la troisième direction. Cette méthode est jus-
tifiée si l’on admet que l’essentiel des déformations dans le système que nous considérons provient
de l’effet du cisaillement moyen (et se situe donc dans la direction de l’écoulement moyen) et non
des fluctuations turbulentes. Cela revient en fait à filtrer les petites déformations pour ne conserver
que les plus grandes qui dans notre configuration se trouvent dans la direction longitudinale.
Ce paragraphe décrit la démarche numérique développée pour moyenner les déformations de
l’interface dans la troisième direction. La première étape consiste à résoudre la pression par la
méthode de projection couplée au bilan des contraintes normales de façon tridimensionnelle pour
obtenir le potentiel auxiliaire Φ. La résolution de l’équation de Poisson (2.39) se fait donc en 3D
dans l’ensemble des deux phases. Pour résoudre ce système, nous utilisons la méthode du gradient
bi-conjugué stabilisé (BiCGStab) de la librairie PETSc qui permet d’inverser une matrice non-
symétrique préconditionnée par la méthode de Jacobi. Le champ de vitesse à divergence nulle
est ensuite déduit à partir du gradient du potentiel auxiliaire. A ce stade, le champ de vitesse
et notamment les vitesses normales sur l’interface sont tridimensionnels. On peut alors moyenner
ces vitesses normales suivant la direction transverse z de l’écoulement de façon à obtenir une
distribution de vitesse normale V bidimensionnelle à partir de laquelle on calcule la déformation






La discrétisation de cette condition à l’ordre 2 en temps permet de déterminer la nouvelle
position des points de l’interface :
xn+3/2 = xn+1/2 +V
n+1
∆t (4.37)
On obtient donc la nouvelle position moyenne de l’interface qui permet de générer un nouveau
maillage curviligne orthogonal. A partir de cette nouvelle géométrie, on déduit la vitesse de défor-
mation du maillage W dans l’ensemble du domaine puis le taux de rotation Ω = 12∇ ×W et le
taux de compression/dilatation du maillage ∇.W nécessaires pour traiter le pas de temps suivant.
En définitive, la résolution des champs de vitesse et de pression est tridimensionnelle malgré
une déformation bidimensionnelle de l’interface. Dans cette approche, la condition cinématique
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Vn+1 = Wn+1 n’est satisfaite qu’en moyenne suivant la troisième direction. Ceci signifie que
la véritable interface entre les fluides est située légèrement au-dessus de l’interface définie par le
maillage si Vn+1 >Wn+1, légèrement en-dessous dans le cas contraire.
Une alternative pour pallier cette différence entre la position réelle de l’interface et celle fixée
par le maillage serait d’utiliser une approche “VOF” localisée sur la zone interfaciale. Le fluide
serait ainsi repéré par une fraction volumique de l’un des deux fluides à l’intérieur de chaque
cellule adjacente à l’interface définie par le maillage bidimensionnel. Pour satisfaire la condition
cinématique sur l’interface, la composante normale de la vitesse de déformation du maillage peut
se décomposer en W.n = W.n + W˜.n, où W.n correspond à la vitesse moyennée suivant z et
W˜.n aux fluctuations autour de la valeur moyenne. A partir de ces fluctuations, on peut estimer
la position réelle de l’interface définie par le paramètre δ˜y = W˜.n∆t. La masse étant une grandeur
extensive, on peut écrire la densité comme une pondération linéaire de la fraction volumique comme
suit :
ρ =
ρg(∆y − δ˜y) + ρlδ˜y
∆y
(4.38)
où ∆y est la hauteur de la maille (cf. figure 4.29). Cette pondération de la densité est à prendre en
compte lors de la résolution de l’équation de Poisson couplée avec le bilan des contraintes normales.
On a donc avec cette technique deux domaines dans lesquels la densité vaut ρl et ρg respectivement,
et une couche intermédiaire qui s’étend sur deux maillage à l’intérieur desquelles ρg < ρ < ρl.
Figure 4.29 – Principe d’une approche “VOF locale” dans la troisième direction
4.3.2 Description de la simulation
Dans cette partie, nous considérons à présent un écoulement co-courant turbulent à phases sépa-
rées doté d’une interface déformable. De même que dans les simulations précédentes, des conditions
de périodicité suivant les directions longitudinale et transversale de l’écoulement et des conditions
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d’adhérence suivant la direction verticale sont imposées. Les deux domaines de calcul sont initiale-
ment parallélépipédiques (interface plane) puis vont se déformer au cours du temps pour suivre les
déplacements de l’interface. Cette simulation étant dans un premier temps qualitative, la taille du
maillage (4πδ×2δ× pi2 δ) avec 64×64×32mailles est plus réduite suivant la direction z afin de réduire
le temps de calcul notamment lors de l’inversion de la matrice tridimensionnelle non-symétrique
associée à l’équation de Poisson. La répartition de ces mailles est similaire à celle employée dans les
cas précédents, à savoir un raffinement selon y dans les zones de forts gradients près de l’interface
et des parois. Afin de comparer les effets dus à la présence de vagues sur l’écoulement, les propriétés
physiques des fluides ainsi que le gradient de pression moyen sont identiques à ceux de la simulation
d’un écoulement turbulent co-courant avec une pente nulle. Initialement, l’écoulement turbulent est
celui obtenu précédemment en assurant simplement le raccordement des vitesses et des contraintes
tangentielles au travers d’une interface plane. Puis l’interface se déforme grâce à la prise en compte
du bilan des contraintes normales.
4.3.3 Grandeurs instantanées de l’écoulement
Les champs de vitesse instantanés sont représentés sur la figure (4.30) au niveau de l’inter-
face. Pour une meilleure visibilité, l’amplitude des déformations de l’interface est amplifiée d’un
facteur 15. Ces champs sont clairement tridimensionnels étant donné que la turbulence est bien
développée dans les deux phases. Initialement, la composante normale de la vitesse est proche de
zéro à l’interface, puis elle s’amplifie au fur et à mesure que l’interface se déforme. Les compo-
santes longitudinales et transversales quant à elles ont tendance à croître légèrement comparé au
cas où l’interface reste plane. Le cisaillement est donc plus intense en présence de vagues. Malheu-
reusement, cette simulation diverge ensuite avec l’apparition de vitesses normales importantes et
négatives sur l’interface. A ce stade, il est assez difficile de comprendre si ce phénomène provient de
la condition cinématique V.n =W.n qui n’est pas rigoureusement satisfaite en tout point de l’in-
terface à cause de la moyenne opérée dans la direction z ou du caractère turbulent de l’écoulement.
Pour tenter de répondre à ces questions, nous avons cherché à tester plusieurs hypothèses. Pour
ceci, nous avons par exemple mené une simulation directe d’un écoulement turbulent dans les deux
phases. Là encore le calcul diverge, ce qui semble mettre hors de cause le modèle de sous-maille.
Nous avons aussi réalisé une simulation laminaire dans laquelle ont été introduits deux tourbillons
longitudinaux, ceci dans le but de forcer des déformations tridimensionnelles de l’interface. Dans
ce cas, la simulation se déroule sans problème. On peut donc penser que la divergence que nous
observons est liée au caractère tridimensionnel de l’écoulement à petite échelle, donc à l’échelle de
la maille ou de quelques mailles. Ceci reste bien sûr à confirmer et on peut penser que la méthode
la plus sûre pour résoudre ce problème de divergence consistera à autoriser des déformations du
maillage dans la direction z en relaxant la condition d’orthogonalité, ce qui se traduira bien sûr par
l’apparition de nouveaux termes dans les équations de quantité de mouvement. Notons qu’une fois
ces problèmes réglés, il sera nécessaire pour analyser les interactions entre la structure de la tur-
bulence et l’interface déformable de réaliser le traitement statistique des grandeurs de l’écoulement
en les interpolant sur une grille fixe. En effet, la position des variables de vitesse et de pression par
rapport à l’interface évolue au cours du temps.
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δ = 0, t
+ = 0.2, t+ = 0.4 et t+ = 0.6.
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4.4 Conclusion
Dans ce chapitre, nous avons étudié des écoulements turbulents à phases séparées par une
approche de simulation des grandes échelles. Dans un premier temps, l’interface demeure plane
et seul le raccordement des vitesses et des contraintes tangentielles est réalisé sur l’interface. Ces
simulations d’écoulements à contre-courant puis co-courant à contre-pente ont permis d’étudier
les évolutions de la turbulence avec des paramètres tels que le gradient de pression et la pente.
Il apparaît ainsi clairement que l’écoulement dans le gaz se comporte au voisinage de l’interface
de la même façon qu’au voisinage d’une paroi solide. Il n’en est pas de même du côté liquide où
les caractéristiques de l’écoulement se rapprochent davantage de celles observées sous une interface
cisaillée. Les structures turbulentes présentent sous forme de streaks et de rouleaux longitudinaux
conservent néanmoins des caractéristiques similaires de part et d’autre de l’interface. Enfin, l’angle
d’inclinaison du canal joue un rôle prépondérant dans la structure de l’écoulement liquide en créant
des situations à contre-courant alors qu’il influence peu l’écoulement gazeux du fait de sa faible
densité.
Dans le cas où l’interface se déforme, la première étude qualitative réalisée est plutôt encoura-
geante. Cependant des interrogations restent en suspens pour expliquer la non convergence du code
et la solution du problème passera soit par la mise en place d’une approche VOF locale telle que
nous l’avons esquissée dans le paragraphe (4.3.1), soit par l’abandon de l’hypothèse d’orthogonalité
du maillage dans la direction z, avec les conséquences que cela implique sur l’écriture des équations
de Navier-Stokes.
Conclusion et perspectives
Ce travail a été réalisé dans le cadre d’une collaboration entre la société TOTAL SA. et l’Institut
de Mécanique des Fluides de Toulouse. Il a porté essentiellement sur le développement d’une mé-
thode de simulation d’écoulements turbulents à phases séparées. Ce type d’écoulement se retrouve
très fréquemment dans les configurations industrielles notamment dans la mise en production de
réservoirs de gaz naturel. L’objectif de cette étude a été de mettre au point un outil permettant
d’apporter une meilleure compréhension des propriétés de la turbulence, en particulier au voisinage
de l’interface de façon à en déduire de manière fiable des propriétés globales de ces écoulements (en
particulier les frottements interfaciaux et pariétaux).
Dans l’approche que nous avons développée, la prise en compte des déformations de l’interface
est menée grâce à une approche lagrangienne. Le maillage suit les mouvements de l’interface au cours
du temps. L’avantage de ce type d’approche est de pouvoir imposer de façon précise les conditions de
saut en respectant exactement la géométrie de l’interface. La turbulence est traitée par simulation
des grandes échelles avec un modèle dynamique mixte pour les contraintes de sous-maille. Cette
méthode est en effet un bon compromis en terme de taille de maillage entre les méthodes de type
RANS et la simulation numérique directe. Elle peut être directement implémentée dans chacune
des phases en prenant cependant en compte la vitesse de déformation du maillage.
Un algorithme original de déformation d’interface a été développé dans la version pré-existante
du code JADIM. Les équations de Navier-Stokes instationnaires écrites en variables vitesse-pression
sur des maillages curvilignes orthogonaux sont résolues dans les deux phases de l’écoulement. Le
couplage des phases se fait par un schéma de raccordement des vitesses et des contraintes tan-
gentielles. La déformation de l’interface est quant à elle, directement liée au bilan des contraintes
normales. La méthode développée dans ce travail pour prendre en compte ce bilan présente l’inté-
rêt de satisfaire simultanément la continuité des vitesses normales et des contraintes normales sur
l’interface ainsi que l’incompressibilité dans les deux phases, et ceci de façon non-itérative. Cette
approche est cependant un peu plus coûteuse en temps de calcul car elle a l’inconvénient de rendre
la matrice associée à l’équation de Poisson non symétrique. Des simulations d’écoulements avec
interface déformable et dont l’évolution est connue de façon théorique (ondes de gravité, instabilité
de Rayleigh-Taylor, écoulement de Couette à deux couches) ont été menées afin de tester la validité
et les limites de nos développements. Les résultats sont en bon accord général avec les différentes
théories linéaires.
Ces développements ont permis de réaliser des simulations d’écoulements turbulents à phases
séparées à contre-courant puis à contre-pente dans le cas où l’interface reste plane. A l’aide des
résultats obtenus nous avons caractérisé précisément la dynamique de la turbulence et ses propriétés
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statistiques dans les deux phases au voisinage de l’interface et des parois. Ainsi, les caractéristiques
de la turbulence de l’écoulement gazeux au-dessus de l’interface se rapprochent de celles observées
classiquement près d’une paroi mobile. Ce résultat est lié au rapport de densité élevé entre le gaz
et le liquide. Dans le liquide, le comportement de l’écoulement est similaire à celui d’un écoulement
cisaillé. L’épaisseur de la sous-couche visqueuse interfaciale est moindre qu’au voisinage d’une paroi,
ce qui génère des valeurs de vitesses moins élevées dans la zone logarithmique. L’intensité turbulente
des fluctuations de vitesses dans la direction longitudinale est plus importante sous l’interface que
dans la phase gazeuse. Malgré cette différence, les structures turbulentes telles que les streaks et
les rouleaux longitudinaux conservent des caractéristiques voisines de part et d’autre de l’interface.
Les situations à contre-pente qui correspondent aux configurations pétrolières les plus défavo-
rables ont permis de mettre en évidence l’influence de la pente sur la structure de l’écoulement.
Celle-ci a peu d’influence sur l’écoulement de gaz mais peut par contre générer des écoulements à
contre-courant dans la phase liquide lorsque le cisaillement à l’interface n’est plus suffisant pour
compenser les effets de la gravité.
En définitive, la méthode développée durant ce travail permet grâce au choix d’une approche
lagrangienne d’obtenir des informations précises au niveau de l’interface en supposant que cette
dernière n’est pas “trop” déformée et ne subit pas de rupture ou de reconnection. Grâce à ce type
de description on peut en effet imposer les conditions de saut à l’interface en respectant exactement
sa géométrie. Cette méthode a essentiellement été développée jusqu’ici pour simuler des problèmes
avec surface libre dans lesquels le gaz n’a pas d’effet sur la dynamique de l’écoulement. Dans ce cas,
une condition de cisaillement nul est imposée sur l’interface, la pression dans le gaz étant supposée
constante et prise comme référence pour la pression dans le liquide. Les équations de Navier-Stokes
ne sont alors résolues que dans la phase liquide. En revanche dans notre cas de figure où la phase
gazeuse entraîne la phase liquide, une résolution du bilan de quantité de mouvement dans les deux
phases est nécessaire pour prendre en compte le raccordement des cisaillements qui impose une
discontinuité du gradient de vitesse sur l’interface.
Différentes perspectives à ce travail de développement numérique peuvent être envisagées. Dans
un premier temps, il sera nécessaire de mettre au point une méthode plus appropriée pour traiter
les déformations de l’interface dans la troisième direction. Rappelons en effet, que l’existence et
l’unicité d’une solution pour la génération d’un maillage curviligne orthogonal tridimensionnel ne
sont pas garanties. Une idée s’inspirant d’une approche de type VOF localisée sur l’interface a
été évoquée dans ce mémoire. Une autre possibilité serait de renoncer au caractère orthogonal du
maillage dans la troisième direction, ce qui impliquerait la prise en compte de nouveaux termes
dans les équations de quantité de mouvement. Une deuxième perspective consistera bien sûr en
une exploitation paramétrique de cette méthode en réalisant des simulations sur toute une plage
de nombre de Reynolds du gaz et du liquide, pour une large gamme de débits liquide, de rapports
de densité et de viscosité. Ces données permettront d’obtenir des corrélations fiables concernant les
frottements pariétaux et interfaciaux d’écoulements turbulents à phases séparées ce qui constitue
une clé pour améliorer les codes industriels existants. Cet outil doit permettre également de façon
plus large d’analyser les interactions entre la structure de la turbulence et une interface déformable,
à condition cependant de réaliser le traitement statistique des grandeurs de l’écoulement en les
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interpolant sur une grille fixe à chaque pas de temps (car la position des variables de vitesse et de
pression par rapport à l’interface évolue au cours du temps).
Pour conclure, cette méthode lagrangienne de simulation d’écoulements turbulents à phases
séparées a été validée dans des configurations variées et nécessite à présent d’être exploitée de façon
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Principes de la simulation des grandes
échelles
Dans cette annexe, nous présentons rapidement les bases de l’approche de simulation des grandes
échelles (SGE) ainsi que les principaux modèles utilisés classiquement dans des situations mono-
phasiques. Cette approche consiste à séparer arbitrairement les petites et les grandes échelles de la
turbulence grâce à une opération de filtrage et à résoudre les équations tridimensionnelles et insta-
tionnaires de tous les mouvements de taille supérieure à une échelle de coupure souvent fixée par le
maillage. La turbulence est traitée comme un événement non totalement aléatoire. Les équations
de Navier-Stokes sont filtrées à l’aide d’un filtre spatial G(x − x′) de taille fixée, indépendant du
temps tel que
∫
G(x − x′)dx′1dx′2dx′3 = 1. Ainsi, l’information contenue dans chaque variable est
décomposée en une partie relative aux grandes échelles Vi(x, t) qui est calculée explicitement et une
composante de petite échelle (ou de sous-maille) vsmi (x, t) qui est modélisée :
Vi(x, t) = Vi(x, t) + v
sm
i (x, t) (A.1)
Vi(x, t) =
∫
G(x− x′)Vi(x′, t)dx′ (A.2)
Après l’opération de filtrage par la fonction G, les équations de Navier-Stokes peuvent s’écrire
sous la forme :
 ∇.V = 0∂V
∂t +∇.(V V) = −1ρ∇P +∇.τ +∇.τ sm
(A.3)
où τ sm est appelé tenseur des contraintes de sous-maille par analogie avec le tenseur des
contraintes visqueuses τ . L’étape de modélisation consiste à trouver une fermeture permettant
de calculer ce terme à partir de grandeurs résolues. En remplaçant Vi par la décomposition de la
vitesse (A.1), le terme τ smij = ViVj − Vi Vj peut se mettre sous la forme suivante introduite par
Germano (1986) :
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Figure A.1 – Principes SGE : spectre d’énergie d’une turbulence homogène isotrope (échelle log-
log)
avec










j − vsmi vsmj contraintes de Reynolds (A.7)




ij est invariant par
changement de repère galiléen, (Speziale (1985)). Le terme de Léonard se calcule de façon explicite
par re-filtrage des vitesses résolues. Par contre, pour fermer le système d’équations (A.3) il faut
modéliser les termes qui contiennent des composantes de la vitesse non résolue, soit le terme Csmij +
Rsmij . Plusieurs modèlisations des contraintes de sous-mailles ont été développées depuis celle de
Smagorinsky (1963). Celle utilisée ici et implémentée dans le code JADIM par Calmet (1995) pour
des géométries cartésiennes puis par Merle (2004) pour des géométries curvilignes est le modèle
dynamique mixte de Zang et al. (1993).
A.1 Modélisation des contraintes de sous-maille par un modèle
mixte
L’approche consiste à coupler les caractéristiques de deux modèles existants, celui de Smago-
rinsky qui est purement dissipatif et celui de Bardina et al. (1983) qui n’est pas dissipatif pour
obtenir un modèle mixte.
Le modèle de Smagorinsky est du type viscosité turbulente. Il est basé sur un équilibre entre
la production et la dissipation d’énergie au niveau des petites échelles. Il modélise uniquement le
terme des contraintes de Reynolds Rij en introduisant un paramètre νT appelé viscosité turbulente
ou viscosité de sous-maille, tel que :
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Rij − 1
3








(∇V + t∇V ) (A.10)
est le tenseur des taux de déformation. Cs est une constante du modèle et∆ est l’échelle de longueur
caractéristique des plus grosses structures de sous-maille. Dans ce modèle, la viscosité turbulente
dépend de la constante Cs invariante dans tout le domaine. Or, il a été montré que cette constante
n’est pas universelle et dépend du type d’écoulement étudié. Toute la difficulté consiste à établir
une méthode de calcul de cette constante permettant de prendre en compte la turbulence à un
niveau local sans avoir à utiliser des lois empiriques de correction près des parois. En effet, au sein
d’un même écoulement, les effets des petites structures sur les structures résolues diffèrent selon
que l’on se trouve près des parois, d’une interface cisaillée ou au cœur de l’écoulement.
Le modèle de Bardina fait l’hypothèse que les principales interactions entre les structures réso-
lues et les structures associées aux petites échelles ont lieu entre les plus petites structures résolues
et les plus grandes structures de sous-maille. Ainsi, en posant Vi ≈ Vi et vsmi ≈ Vi − Vi, les termes
des contraintes croisées Cij et des contraintes de Reynolds Rij s’écrivent :
Cij = Vi (Vj − Vj) + Vj(Vi − Vi) (A.11)
Rij = (Vi − Vi) Vj − Vj) (A.12)
et
Cij +Rij = Vi Vj − Vi Vj (A.13)
Ce modèle contrairement à celui de Smagorinsky n’est absolument pas dissipatif. Pour modéliser
les effets des contraintes de sous-maille sur le champ résolu, ce modèle doit être utilisé conjointement
avec un modèle de type viscosité tubulente pour le terme Rij . Par contre, il permet de représenter
le retour d’énergie des petites vers les grandes échelles, notamment au voisinage des parois (Horiutu
(1989)).
L’idée du modèle mixte est donc de coupler les deux modèles précédents, et d’obtenir un modèle
à la fois capable de prendre en compte la dissipation de l’énergie provenant des échelles résolues
(modèle de Smagorinsky) et le transfert d’énergie des petites échelles vers les grandes échelles
(modèle de Bardina). On pose donc :
Cij +Rij − 1
3
(Ckk +Rkk)δij = Vi Vj − Vi Vj − 2νTSij (A.14)
Cependant, le problème du caractère non-universel de la constante de Smagorinsky subsiste.
Il faudra attendre les travaux de Germano et al. (1991) et Germano (1992) pour s’en affranchir à
l’aide d’une approche dynamique.
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A.2 Approche dynamique
L’idée de base de l’approche dynamique consiste à prendre en compte la tubulence à un niveau
local et non plus à un niveau global à partir d’une unique constante. Le modèle dynamique de
Germano et al. (1991) consiste à relier les informations contenues dans les petites échelles du
champ résolu en utilisant deux filtres spatiaux G et G˜ de tailles différentes respectivement ∆ et
∆˜. Cela revient à filtrer les équations de Navier-Stokes par un filtre G˜ = G˜G associé à l’échelle de
coupure ∆˜. A l’issue de la première opération de filtrage, les équations s’écrivent :
 ∇.V = 0∂V
∂t +∇.(V V) = −1ρ∇P +∇.τ +∇.τ sm
(A.15)
où τ smij = ViVj − Vi Vj est le terme des contraintes de sous-maille des équations filtrées par G. Le
deuxième filtrage conduit à :
 ∇.V˜ = 0∂V˜
∂t +∇.(V˜ V˜) = −1ρ∇P˜ +∇.τ˜ +∇.Tsm
(A.16)
où Tsmij = V˜iVj − V˜i V˜j est le terme des contraintes de sous-maille des équations filtrées par G˜.
Le terme ViVj est inconu, mais on peut cependant évaluer le paramètre dynamique C par
différence des contraintes Tsm et τ sm. Cette différence, notée Lij , ne contient pas d’inconnue et
représente la contribution des plus petites échelles résolues de taille ∆ aux contraintes de sous-
maille :
Lij = Tsm − τ˜ sm = V˜i Vj − V˜i V˜j (A.17)
Tous les termes de cette différence sont connus. En faisant l’hypothèse que les tenseurs de sous-
maille Tsm et τ sm suivent une loi d’auto-similarité, c’est-à-dire qu’ils s’expriment par le même









T smkk δij =MSM(C, ∆˜, V˜ ) (A.18)
A partir des équations (A.2) et (A.18), le paramètre C peut être déduit grâce à l’équation




T smkk δij − (τ˜ smij −
1
3




=MSM(C, ∆˜, V˜ )− ˜MSM(C,∆, V ) (A.20)




τ smkk δij = −2νTSij (A.21)
et d’autre part,




T smkk δij = −2C∆˜2|S˜|S˜ij (A.22)
avec νT = C∆
2|S|, |S| = (2Sij Sij)1/2 et C = C2s , Cs étant la constante classique de Smago-
rinsky. L’équation (A.20) se réécrit alors :
Lij − 1
3
Lkkδij = −2C(∆˜2|S˜|S˜ij −∆2 ˜|S|Sij) (A.23)
En posant Mij = ∆˜2|S˜|S˜ij −∆2 ˜|S|Sij et en minimisant la différence des deux membres de (A.23)
par une méthode des moindres carrés, la valeur du paramètre C est obtenu par :
C = − LijMij
2MijMij
(A.24)
La constante C devient ainsi un paramètre variable calculé en chaque point de l’écoulement et
qui évolue au cours du temps.
Le modèle dynamique mixte de Zang et al. (1993) applique l’approche dynamique au modèle
mixte. Les contraintes de sous-maille s’écrivent alors :








kk )δij = −2νTSij (A.26)
avec νT = C∆
2|S|.
Dans ce modèle, la viscosité de sous-maille tend naturellement vers zéro près d’une paroi et les
conportements asymptotiques correspondants sont corrects. Par contre le paramètre C peut prendre
des valeurs négatives qui génèrent des instabilités numériques. Une nouvelle opération de filtrage
spatial local similaire à celle opérée par le filtre G˜ est appliquée afin de réduire ce phénomène.
Cependant, s’il s’avère qu’il reste des zones où la viscosité totale ν + νT est négative, celle-ci est
simplement annulée. Pour plus de détails sur les principes de la simulation des grandes échelles et
la mise en œuvre de l’approche dynamique, le lecteur est invité à se reporter à Calmet (1995).
