This paper presents an efficient numerical method for the approximate solution of problems involving boundary condition at infinity. The whole idea of the method is based on the combination of Laplace transformation method and weighted residual method. Numerical examples are given to show the validity and applicability of the proposed method and the results obtained are compared with other methods in the literatures.
Introduction
Linear and nonlinear phenomena that appear in many areas of scientific and engineering fields are usually subjected to boundary conditions at infinity. There are a number of computational approaches and methodologies that have been presented for the solutions of this type of problems. For example, Oderinu and Aregbesola [14] used the method of weighted residual to solve problems in semi-infinite domain by minimizing the domain within [0, ∞) using the Gauss-Laguerre integration formula via Galerkin and the Moment methods. Likewise, Odejide and Aregbesola [13] used the same approach to solve problems with semi-infinite domain but the partition method was used to minimize the residual. Other researchers have used several techniques to solve problems with unbounded domain. Noor and Syed [12] employed modified variational iteration method for boundary layer problems in unbounded domain, so also Peker et al. [15] used differential transform method and Padé approximant for solving Blasius equation. Other analytical and numerical solution methods that are used to solve these problems include Adomian decomposition method [8] , Laplace-Adomian-Padé approximation method [7] , variational iteration method [18] , Laplace decomposition method [9] , finite difference scheme [3] , homotopy method and perturbation [11] .
Inspired and motivated by the ongoing research in this direction, we apply the coupling technique of Laplace transform method and weighted residual method for finding the solution of problems with semiinfinte domain. The proposed method involves the use of Laplace transform method to obtain a new form of trial function which is later substituted into the original equation to gain the residual function which is minimized by partition method.
In the next section, we present brief information on Laplace tranform as well as the weighted residual method. Section 3 features the description of the proposed method while numerical examples to validate our claim on the method is found in Section 4. The last Section gives the conclusion of the paper.
Laplace Transformation and Weighted Residual Methods

Laplace transforms:
Suppose that f (t) is a piecewise continuous function, the Laplace transform of f (t) denoted by L{ f (t)} is defined as
and the inverse Laplace Transform is given by
which shows that L and L −1 are linear integral operators. Thus the Laplace transform of a derivative of order n is given as
Weighted residual method:
The Weighted Residual Method (WRM) is a general method for solving differential equations. The method was introduced by Crandall [2] in 1956. Other scientists like Finlayson and Scriven [6] , Vichnevetsky [17] and Finlayson [6] have also used this method. The method (WRM) requires two types of functions namely, the trial functions and weight functions [10] . The former is used to construct the trial solution while the latter is used as a criterion to minimize the residual.
The idea of the weighted residual method is to seek an approximate solution in form of a polynomial to the differential equation of the form
where L[u] denotes a general differential operator (linear and nonlinear) involving spatial derivatives of dependent variable u, f is a known function of position, B µ represents the appropriate number of boundary condition and Ω is the domain with boundary ∂Ω (see [14] ).
The function u (i.e., solution) is not only required to satisfy the operator equation (4), it is also required to satisfy the boundary conditions (5).
A trial function of the form
where c i 's are constants to be determined which satisfy the given boundary conditions (5), is assumed to be the solution of (4) . The trial function is chosen in such a way that it satisfies all the boundary conditions including those at infinity. In this case, function such as e −nx for n > 0 are included in the trial function. This will make the trial function satisfy the boundary condition naturally [13] .
Description of the method
Taking the Laplace Transform of (7) we have
then substituting (6) into (8) yields
Taking the inverse Laplace of (9), we have
which produces a new trial function. Substituting this new trial function into equation (7) results to residual function R(x). Thereafter, the residual function is minimized by using partition method. The whole interval is divided into few subintervals, over which the residual is integrated and equated to zero.
Simpson's 1 3 rule is employed to carry out the integration of the type
where n is taking to be 6, h = b − a n and R(x) is the residual function.
For the type
, we used the shifted six-point Gauss-Lagueere formula [16] 
where
and x k are the zeros of the Laguerre polynomial L n (x). Table 1 shows the roots of the Laugerre polynomial and the corresponding weight function for cases n = 4 and n = 6.
Numerical examples
We solve both linear and nonlinear problem with semi-infinite domain using the proposed method (L-WRM) to verify the validity and accuracy of the method.
Example 4.1. We consider the differential equation [13] 
subject to u(0) = 1 and u(∞) = 0,
whose exact solution is
Assuming a trial function of the form
and taking the Laplace transform of equation (14), we have
This yields
Now taking the inverse Laplace transform of equation (19), we have
On substituting equation (17) Equation (21) is thereafter substituted into (14) to obtain the residual function.
Following Odejide and Aregbesola [13] , the eight (8) , we obtain six equations while the interval [1.2 -∞) is carried out using the numerical integration approach of the shifted six-point Gauss -Laguerre formula
which is equated to zero (see [16] ).
Using the first boundary condition, we obtain the last equation. Altogether, we have 8 linear system of equations in 8 unknowns. These unknowns are then determined by solving the system of equations using Gaussian elimination method. Thus, we obtain the following results: Substituting these values into equation (21) gives the approximate solution.
In Table 2 we have the numerical approximantion with the new method as well as comparison between the new method (L-WRM) and the Method of Weighted Residual (MWR) for Example 4.1.
Example 4.2.
We next consider the differential equation [13] 8
whose exact solution is u(x) = −3 e We assume a trial function of the form
Following the same procedure as explained in Example 1 for case n = 8, we obtained the following new trial function: 
Minimizing the residual using the partition method, we divide the equation domain into seven subintervals [0 1), (1 2), (2 3), (3 4) , (4 5), (5 6) and (6 ∞). The integration over these intervals were carried out using the Simpson's 1 3 rule with n = 6, h = 1 6 , while the interval [6,∞) was carried out by using the shifted six -point Gauss-Laguerre formula
and equate this to zero, using boundary condition, we obtained 8 equations in 8 unknowns. After solving the system of linear equations, we get Substituting these values into equation (24), we get the approximate solution. [10, 13, 14] .
We assume an approximate solution of the form In Table 4 we have the numerical approximantion with the new method for Example 4.3.
Conclusion
In this paper, Laplace-Weighted Residual method (L-WRM) has been used to solve problems possed on infinite domain. The results obtained are compared with exact solutions and those obtained by method of Weighted Residual (MWR) which can be easily seen as displayed in Tables 1, 2 and 3 . It is observed that Laplace-Weighted Residual Method produced results which are in good agreement with the exact solution and even better than those of conventional method of weighted residuals in terms of accuracy.
