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ON SOME p-TRANSITIVE ASSOCIATION SCHEMES
YU JIANG
Abstract. In this paper, for any prime p, we propose the notion of a p-transitive
association scheme. This notion aims to generalize the fact that the regular module
of a group algebra of a finite group has a unique trivial submodule to the case
of the regular modules of modular adjacency algebras. We completely determine
the p-transitive quasi-thin association schemes and the p-transitive association
schemes with thin thin residue by their structure theory properties.
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1. Introduction
Let X be a non-empty finite set and briefly call an association scheme on X a
scheme. Let F be a field of positive characteristic p and denote the F-adjacency
algebra of a scheme S by FS. It is well known that FS controls the structure of S.
However, compared with the complex adjacency algebra of S, very little is known
for FS. To understand the structure of S better, it is very necessary to study FS.
For a finite-dimensional F-algebra A, the regular A-module is very important in
studying A. For example, A is a semi-simple F-algebra if and only if the regular
A-module is completely reducible. Therefore we are interested in understanding the
structure of the regular FS-module. It is known that the notion of FS generalizes
the notion of the group algebra FG of a finite group G (see [1]). We thus want to
generalize the results of the regular FG-module to the case of the regular FS-module.
Since the regular FG-module is a transitive permutation module, it always has
a unique trivial FG-submodule. The regular FS-module may have more than one
trivial FS-submodules (see Example 3.16). So we propose the notion of a p-transitive
scheme. Call S a p-transitive scheme if the regular FS-module has a unique trivial
FS-submodule. This paper focuses on studying the p-transitive schemes. Let Oϑ(S)
(resp. Oϑ(S)) denote the thin residue (resp. radical) of S. For any T ⊆ S, let 〈T 〉
denote the closed subset of S generated by T . We state our main results as follows.
Theorem A. Let S be a quasi-thin scheme. Then S is a p-transitive scheme if and
only if p > 2 or p = 2 and S = 〈Oϑ(S) ∪Oϑ(S)〉.
Theorem B. Let S be a scheme with thin thin residue. Then S is a p-transitive
scheme if and only if S = 〈Sp′〉, where Sp′ ⊆ S and Sp′ contains exactly all relations
whose valencies are not divisible by p.
This paper is organized as follows. In Section 2, we set up the notation and give
some required results. We show Theorems A and B in Sections 3 and 4 respectively.
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2. Notation and preliminaries
For a general background on association schemes, one may refer to [1], [8], or [9].
In this section, we set up the notation and present some preliminary results.
2.1. General conventions. Throughout this paper, we fix a field F of positive
characteristic p and a non-empty finite set X . Let N denote the set of all natural
numbers. For a non-empty set Y , let 〈Y 〉F be the F-linear space generated by Y . If
Y = {y}, set 〈y〉F = 〈{y}〉F. The addition, multiplication, and scalar multiplication
of matrices displayed in this paper are the usual matrix operations. A scheme always
means an association scheme on X . All modules are finitely generated left modules.
2.2. Theory of schemes. Let S = {R0, R1, . . . , Rd} be a partition of the cartesian
product X×X , where Ri 6= ∅ for any 0 ≤ i ≤ d. Then S is called a scheme of class
d if the following conditions hold:
(i) R0 = {(x, x) : x ∈ X};
(ii) For any 0 ≤ i ≤ d, we have 0 ≤ i∗ ≤ d, where {(x, y) : (y, x) ∈ Ri} = Ri∗ ∈ S;
(iii) For any 0 ≤ i, j, k ≤ d and (x, y), (x′, y′) ∈ Rk, the following equality holds:
|{z ∈ X : (x, z) ∈ Ri, (z, y) ∈ Rj}| = |{z ∈ X : (x
′, z) ∈ Ri, (z, y
′) ∈ Rj}|.
In this paper, S = {R0, R1, . . . , Rd} is a fixed scheme of class d. Each member of S
is called a relation. By the definition of S, for any 0 ≤ i, j, k ≤ d and (x, y) ∈ Rk,
there is an integer pkij such that |{z ∈ X : (x, z) ∈ Ri, (z, y) ∈ Rj}| = p
k
ij . For any
0 ≤ x, y ≤ d, set kx = p
0
xx∗ and note that kx > 0. It is called the valency of relation
Rx. Moreover, let δab be the usual Kronecker delta for the integers a and b. It is not
difficult to get that py0x = p
y
x0 = δxy. For any non-empty subsets U, V,W of S, set
UV = {Ri ∈ S : ∃ Ru ∈ U, ∃ Rv ∈ V, p
i
uv > 0}.
The operation between U and V is called the complex multiplication of U and V .
Inductively, for any given 2 < m ∈ N and m non-empty subsets U1, . . . , Um of S,
the product U1 · · ·Um with respect to the complex multiplication is defined to be
(U1 · · ·Um−1)Um. If there exists 0 ≤ i ≤ d such that Uj = {Ri} for some 1 ≤ j ≤ m,
we always use Ri to replace Uj in the product U1 · · ·Um. For example, if d ≥ 3,
then {R1, R2}R3R2{R2, R3} = {R1, R2}{R3}{R2}{R2, R3}. By [9, Lemma 1.3.1],
the complex multiplication is associative. For any Rk ∈ S, R0Rk = RkR0 = {Rk}.
If U ⊆ V , we also have UW ⊆ VW and WU ⊆ WV . We list some needed results.
Lemma 2.1. For any 0 ≤ i, j, ℓ ≤ d, S has the following properties.
(i) [9, Lemma 1.1.2 (iii)] We have ki = ki∗.
(ii) [9, Lemma 1.1.3 (iii)] We have
∑d
u=0 p
j
iu = ki.
(iii) [9, Lemma 1.1.3 (iv)] We have kikj =
∑d
u=0 p
u
ijku.
(iv) [1, Proposition 2.2 (vi)] We have kℓp
ℓ
ij = kip
i
ℓj∗ = kjp
j
i∗ℓ.
(v) [9, Lemmas 1.1.2 and 1.5.2] We have p0ij = δi∗jki. Moreover, |RiRj | is no more
than the greatest common divisor of ki and kj.
(vi) [8, Theorem 1.2.7] Assume that ki = 1. If RiRj = {Rℓ}, we have kj = kℓ and
pℓij = 1. Similarly, if RjRi = {Rℓ}, we have kj = kℓ and p
ℓ
ji = 1.
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Let 1 < m ∈ N and ∅ 6= T ⊆ S. Let T ∗ = {Ri∗ : Ri ∈ T} and Tm be the product
T · · ·T︸ ︷︷ ︸
m copies
.
By convention, set T 0 = {R0} and T
1 = T . The subset T is called a closed subset
of S if T ∗T ⊆ T . Note that both {R0} and S are closed subsets of S. Let C denote
the set of all closed subsets of S. As ki > 0 for any 0 ≤ i ≤ d, if T ∈ C, we have
R0 ∈ T , T
∗ = T , and T 2 ⊆ T . Moreover, let T1, . . . , Tm be m closed subsets of S.
Note that
⋂m
i=1 Ti ∈ C. Let H ⊆ S. Use 〈H〉 to denote⋂
H⊆K∈C
K.
Therefore 〈H〉 ∈ C. The thin radical of S, denoted by Oϑ(S), is defined to be the
subset {Ri ∈ S : ki = 1} of S. Each relation of Oϑ(S) is called a thin relation. By
Lemma 2.1 (v) and (vi), notice that Oϑ(S) ∈ C. In this paper, we need the following
result.
Lemma 2.2. [9, Lemma 3.1.1 (ii)] Let ∅ 6= H ⊆ S. Then 〈H〉 =
⋃
i∈N∪{0}H
i.
Assume further that T ∈ C. Then T is called a strongly normal closed subset of
S if Ri∗TRi ⊆ T for any 0 ≤ i ≤ d. Note that S itself is a strongly normal closed
subset of S. Let D be the set of all strongly normal closed subsets of S. Assume
further that T1, . . . , Tm ∈ D. Note that
⋂m
i=1 Ti ∈ D. The thin residue of S, denoted
by Oϑ(S), is defined to be ⋂
K∈D
K.
So Oϑ(S) ∈ D. We present a known result of Oϑ(S) as follows.
Lemma 2.3. [9, Theorem 3.2.1 (ii)] We have Oϑ(S) = 〈
⋃d
i=0(Ri∗Ri)〉.
We are interested in some special schemes. Let us state their definitions as follows.
The scheme S is called a thin scheme if S = Oϑ(S). It is known that every finite
group can be viewed as a thin scheme. Therefore the notion of a scheme generalizes
the notion of a finite group.
The scheme S is called a quasi-thin scheme if ki ≤ 2 for any 0 ≤ i ≤ d. As a
thin scheme is a quasi-thin scheme, the notion of a quasi-thin scheme generalizes
the notion of a thin scheme. The quasi-thin schemes were introduced explicitly by
Hirasaka and Muzychuk (see [5]). They are known to enjoy many good properties.
For the details of properties of quasi-thin schemes, one may refer to [5], [6], and [7].
The scheme S is called a scheme with thin thin residue if Oϑ(S) ⊆ Oϑ(S). As a
thin scheme is a scheme with thin thin residue, the notion of a scheme with thin
thin residue generalizes the notion of a thin scheme. According to our knowledge,
the schemes with thin thin residue were introduced by Zieschang (see [10]). They
are known to enjoy many good properties. For the details of properties of schemes
with thin thin residue, one may refer to [10].
The scheme S is called a p′-scheme if p ∤ ki for any 0 ≤ i ≤ d. As a thin scheme
is a p′-scheme, the notion of a p′-scheme generalizes the notion of a thin scheme.
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2.3. Modules of schemes. For any a commutative ring R with identity, letMX(R)
denote the full matrix ring of R-matrices whose entries are indexed by the members
of X . Let Z be the integer ring. By the definition of MX(R), the ring MX(Z) and
the F-algebra MX(F) are defined. Let I be the identity matrix of MX(Z). Let J be
the all-one matrix of MX(Z). For any integer a, let a ∈ F, where
a =


1 + · · ·+ 1︸ ︷︷ ︸
a copies
, if a > 0,
−1 + · · ·+ (−1)︸ ︷︷ ︸
−a copies
, if a < 0,
0, if a = 0.
So − induces a ring homomorphism from Z to F by sending every integer a to a.
Moreover, − also induces a ring homomorphism from MX(Z) to MX(F) by sending
each matrix (axy) to (axy). For any A = (axy) ∈ MX(Z), we also write A for (axy)
if there is no confusion.
For any 0 ≤ i ≤ d, the adjacency matrix with respect to Ri, denoted by Ai, is
a (0, 1)-matrix (axy) of MX(Z), where axy = 1 if and only if (x, y) ∈ Ri for any
x, y ∈ X . Let FS = 〈{A0, A1, . . . , Ad}〉F ⊆ MX(F). By the definition of S, note that
I = A0 and J =
∑d
i=0Ai. So
⋃d
i=0{Ai} is an F-basis of FS. For any 0 ≤ i, j ≤ d,
(2.1) AiAj =
d∑
k=0
pkijAk.
Therefore FS is an F-subalgebra of MX(F). The F-algebra FS is called the modular
adjacency algebra of S. As FS is an F-algebra, note that FS itself is an FS-module
by left multiplication. This module is called the regular FS-module. For any given
one-dimensional F-linear space 〈v〉F, formally define
(2.2) Aiv = kiv
for any 0 ≤ i ≤ d. By (2.1), (2.2), and Lemma 2.1 (iii), 〈v〉F can be regarded as
an FS-module. This module is unique up to isomorphism and is called the trivial
FS-module. In this paper, we are interested in the following definition.
Definition 2.4. The scheme S is said to be a p-transitive scheme if the regular
FS-module contains a unique trivial FS-submodule.
Let G be a finite group. Recall that the regular FG-module has a unique trivial
FG-submodule. We can generalize this fact for the regular FS-module if S is a
p-transitive scheme. We collect some basic results of p-transitive schemes as follows.
Lemma 2.5. The scheme S is a p-transitive scheme if and only if 〈J〉F is the unique
trivial FS-submodule of the regular FS-module. If p ∤ |X|, then S is a p-transitive
scheme. If FS is a semi-simple F-algebra, then S is a p-transitive scheme.
Proof. Note that 〈J〉F is a trivial FS-submodule of the regular FS-module. The first
assertion thus follows. The second assertion follows by [3, Proposition 4]. The third
assertion is from [2, Proposition 4.1 2] and the second assertion. We are done. 
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For any v, w ∈ FS, if v =
∑d
i=0 ciAi, where ci ∈ F for any 0 ≤ i ≤ d, we define
Supp(v) = {Ai ∈ FS : ci 6= 0} and U(v) = {Ri ∈ S : Ai ∈ Supp(v)}. Note that
U(v) = U(w) if and only if Supp(v) = Supp(w).
Lemma 2.6. Let 〈v〉F be a trivial FS-submodule of the regular FS-module. For any
Ri ∈ Oϑ(S), we have RiU(v) = U(v).
Proof. For any 0 ≤ j ≤ d, as ki = 1, by Lemma 2.1 (iii), (v), (vi), and (2.1), we have
RiRj = {Rk} and AiAj = Ak. If j = i
∗, notice that k = 0 and AiAi∗ = Ai∗Ai = I.
Therefore Ak ∈ Supp(Aiv) if Aj ∈ Supp(v), which implies that RiU(v) ⊆ U(Aiv).
Moreover, we also deduce that RiRx 6= RiRy for any Rx, Ry ∈ U(v) and x 6= y. As
Aiv = v, we have |RiU(v)| = |U(v)| = |U(Aiv)|. So RiU(v) = U(Aiv) = U(v). 
We conclude this section by the following lemma.
Lemma 2.7. Let 0 6= v =
∑d
i=0 ciAi ∈ FS and Ajv = kjv for any 0 ≤ j ≤ d.
(i) If R0 /∈ U(v), then Ru /∈ U(v) for any 0 ≤ u ≤ d and p ∤ ku.
(ii) If R0 ∈ U(v), then Ru ∈ U(v) and cu = c0 for any 0 ≤ u ≤ d and p ∤ ku.
(iii) If S is a p′-scheme, then S is a p-transitive scheme.
Proof. For (i), if there exists some 0 ≤ u ≤ d such that Ru ∈ U(v) and p ∤ ku, let
Au∗v =
∑d
i=0 eiAi, where ei ∈ F for any 0 ≤ i ≤ d. By Lemma 2.1 (i) and (v), we
have e0 = cuku 6= 0. Moreover, as p ∤ ku, we have R0 ∈ U(Au∗v) = U(kuv) = U(v)
by Lemma 2.1 (i), which contradicts the assumption R0 /∈ U(v). (i) thus follows.
For (ii), we may assume that v /∈ 〈J〉F. Let us put w = v − c0J . We have w 6= 0.
As R0 ∈ U(v), note that R0 /∈ U(w) and Axw = kxw for any 0 ≤ x ≤ d. By (i),
there is no Ru ∈ U(w) such that p ∤ ku. Therefore we have Ru ∈ U(v) and cu = c0
for any 0 ≤ u ≤ d and p ∤ ku. (ii) is proved.
For (iii), let 〈y〉F be a trivial FS-submodule of the regular FS-module. Since S is
a p′-scheme, by (i) and (ii), note that R0 ∈ U(y) and y ∈ 〈J〉F. We thus can show
(iii) by Lemma 2.5. The proof is now complete. 
3. Quasi-thin schemes
In this section, we completely determine all p-transitive quasi-thin schemes, which
establishes Theorem A. For our purpose, we first present a required definition.
Definition 3.1. Let T ⊆ S. Then T is called a singular subset of S if the following
conditions hold:
(i) Oϑ(S) ⊆ T ;
(ii) For any Rx ∈ Oϑ(S), Ry ∈ S, and Rz ∈ T , we have RxRy∗RyRz ⊆ T .
The following lemma summarizes some properties of the singular subsets of S.
Lemma 3.2. If T is a singular subset of S, then the following assertions hold.
(i) We have Oϑ(S) ⊆ T .
(ii) The closed subset 〈Oϑ(S) ∪Oϑ(S)〉 is a singular subset of S.
(iii) We have 〈Oϑ(S) ∪Oϑ(S)〉 ⊆ T .
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Proof. Let R =
⋃d
i=0(Ri∗Ri) and U = O
ϑ(S) ∪ Oϑ(S).
For (i), by Lemmas 2.2, 2.3, and Definition 3.1 (i), it suffices to check that Rm ⊆ T
for any m ∈ N. We work by induction. For any 0 ≤ i ≤ d, according to Definition
3.1, notice that Ri∗Ri = R0Ri∗RiR0 ⊆ T . So R
1 ⊆ T . The base case is shown. For
any 1 < m ∈ N, assume that Rm−1 ⊆ T . For any Ri ∈ Rm, there exist 0 ≤ j, k ≤ d
such that Rj ∈ R, Rk ∈ R
m−1, and Ri ∈ RjRk. As Rj ∈ R, there exists 0 ≤ ℓ ≤ d
such that Rj ∈ Rℓ∗Rℓ. By the inductive hypothesis and Definition 3.1 (ii), we have
Ri ∈ RjRk ⊆ R0Rℓ∗RℓRk ⊆ T , which implies that R
m ⊆ T . (i) is shown.
For (ii), it suffices to check Definition 3.1 (ii). For any Rx ∈ Oϑ(S), Ry ∈ S, and
Rz ∈ RxRy∗Ry, note that Rz ∈ RxRy∗Ry ⊆ 〈U〉 by Lemmas 2.2 and 2.3. For any
Rw ∈ 〈U〉, since we have 〈U〉 ∈ C, also notice that RzRw ⊆ 〈U〉, which implies that
RxRy∗RyRw ⊆ 〈U〉. (ii) thus follows.
For (iii), by Lemma 2.2 and Definition 3.1 (i), it suffices to check that Um ⊆ T
for any m ∈ N. We also work by induction. By (i) and Definition 3.1 (i), notice
that U1 ⊆ T . The base case is shown. For any 1 < m ∈ N, suppose that Um−1 ⊆ T .
For any Ri ∈ U
m, there exist 0 ≤ j, k ≤ d such that Rj ∈ U , Rk ∈ U
m−1, and
Ri ∈ RjRk. We distinguish two cases.
Case 1: Rj ∈ Oϑ(S).
In this case, we have Ri ∈ RjRk = RjR0R0Rk ⊆ T by the inductive hypothesis and
Definition 3.1 (ii).
Case 2: Rj ∈ O
ϑ(S).
In this case, according to Lemmas 2.2 and 2.3, there exists a ∈ N such that Rj ∈ Ra.
Therefore there exist 0 ≤ i1, . . . , ia ≤ d such that Rj ∈
∏a
b=1(Rib∗Rib). We thus get
Ri ∈ RjRk ⊆ (
∏a
b=1(Rib∗Rib))Rk = (
∏a
b=1(R0Rib∗Rib))Rk ⊆ T from the inductive
hypothesis and Definition 3.1 (ii).
By all listed cases, we have Ri ∈ RjRk ⊆ T and U
m ⊆ T . (iii) is proved. 
Remark 3.3. Lemma 3.2 (ii) and (iii) tell us that 〈Oϑ(S) ∪ Oϑ(S)〉 is the singular
subset of S with the smallest cardinality. By Definition 3.1, S itself is the singular
subset of S with the largest cardinality.
Example 3.4. A singular subset of S may not be a closed subset of S. Assume
that S is the scheme of order 6, No. 6 in [4]. Then S = {R0, R1, R2, R3}, where
Oϑ(S) = Oϑ(S) = {R0, R1} and R2∗ = R3. In this case, all singular subsets of S
are exactly {R0, R1}, {R0, R1, R2}, {R0, R1, R3}, and {R0, R1, R2, R3}. Notice that
{R0, R1, R2} /∈ C and {R0, R1, R3} /∈ C. They are counterexamples.
The following proposition may have its own interest.
Proposition 3.5. Assume that T ∈ C. Then T is a singular subset of S if and only
if Oϑ(S) ∪Oϑ(S) ⊆ T .
Proof. One direction is clear by Definition 3.1 (i) and Lemma 3.2 (i). For the other
direction, as we have Oϑ(S)∪Oϑ(S) ⊆ T , it suffices to check that Definition 3.1 (ii)
holds for T . For any Rx ∈ Oϑ(S), Ry ∈ S, and Rz ∈ T , by Lemmas 2.2 and 2.3, note
that RxRy∗Ry ⊆ 〈O
ϑ(S) ∪ Oϑ(S)〉 ⊆ T and RxRy∗RyRz ⊆ T
2 ⊆ T , as desired. 
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For any v ∈ FS, if v =
∑d
i=0 ciAi, where ci ∈ F for any 0 ≤ i ≤ d, recall that
Supp(v) = {Ai ∈ FS : ci 6= 0} and U(v) = {Ri ∈ S : Ai ∈ Supp(v)}. For our
purpose, we need the following lemma.
Lemma 3.6. Let T be a singular subset of S and UT = {0 ≤ i ≤ d : Ri ∈ T}.
Define vT =
∑
i∈UT
Ai ∈ FS. If p | ki for any Ri ∈ S \Oϑ(S), then 〈vT 〉F is a trivial
FS-submodule of the regular FS-module.
Proof. It suffices to check that AavT = kavT for any given 0 ≤ a ≤ d. According to
the hypotheses, for any Ri ∈ S, we have ki = 1 or ki = 0. We thus have two cases.
Case 1: ka = 1.
In this case, for any Ab ∈ Supp(vT ), according to Lemma 2.1 (v), (vi), and (2.1),
there exists 0 ≤ c ≤ d such that Ac = AaAb. Since ka = 1, by Lemma 2.1 (v) and
Definition 3.1 (ii), Rc ∈ RaRb = RaR0Rb = RaRa∗RaRb ⊆ T, which implies that
Ac = AaAb ∈ Supp(vT ) by the definition of vT . So {AaAb : Rb ∈ U(vT )} ⊆ Supp(vT ).
As Aa is an invertible matrix, for any Ax, Ay ∈ Supp(vT ), we have AaAx = AaAy if
and only if x = y. Therefore Supp(AavT ) = {AaAb : Rb ∈ U(vT )} = Supp(vT ). By
the definition of vT , we have AavT = vT as
⋃d
i=0{Ai} is an F-basis of FS.
Case 2: ka = 0.
In this case, write AavT =
∑d
b=0 cbAb, where cb =
∑
e∈UT
pbae ∈ F for any 0 ≤ b ≤ d.
For any 0 ≤ b ≤ d, if there is no e ∈ UT such that p
b
ae > 0, then cb = 0. If there is
some e ∈ UT such that p
b
ae > 0, we have Ra∗Rb ⊆ Ra∗RaRe = R0Ra∗RaRe ⊆ T as
Re ∈ T and T is a singular subset of S. For any 0 ≤ u ≤ d, if p
b
au > 0, by Lemma
2.1 (iv), we have pua∗b > 0, which implies that Ru ∈ Ra∗Rb ⊆ T . So we have u ∈ UT .
By Lemma 2.1 (ii),
cb =
∑
e∈UT
pbae =
d∑
e=0
pbae = ka = 0.
Therefore we deduce that AavT = 0. The lemma follows by all listed cases. 
We can deduce some corollaries by Lemma 3.6.
Corollary 3.7. If p | ki for any Ri ∈ S \ Oϑ(S), then S is a p-transitive scheme
only if S = 〈Oϑ(S) ∪ Oϑ(S)〉.
Proof. Assume that S is a p-transitive scheme. By Definition 2.4 and Lemma 3.6,
note that S has precisely one singular subset, which forces that S = 〈Oϑ(S)∪Oϑ(S)〉
by Remark 3.3. The corollary is established. 
Example 3.8. Assume that p | ki for any Ri ∈ S\Oϑ(S). The converse of Corollary
3.7 is not true. For a counterexample, assume that p = 2 and S is the scheme of
order 6, No. 2 in [4]. We have S = {R0, R1, R2}. Note that Oϑ(S) = {R0, R1} and
k2 = 4. Moreover, O
ϑ(S) = S. Note that 〈A0+A1〉F and 〈J〉F are mutually distinct
trivial FS-submodules of the regular FS-module. So S is not a 2-transitive scheme.
Corollary 3.9. Assume that p | ki for any Ri ∈ S \ Oϑ(S). If S is a p-transitive
scheme, then S is the unique strongly normal closed subset of S that contains Oϑ(S).
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Proof. Let Oϑ(S) ⊆ T ∈ D. By the definition of O
ϑ(S), note that Oϑ(S) ⊆ T . By
Proposition 3.5, notice that T is a singular subset of S. As Oϑ(S)∪Oϑ(S) ⊆ T ∈ D,
we have 〈Oϑ(S)∪Oϑ(S)〉 ⊆ T ⊆ S. As S is a p-transitive scheme, the corollary thus
follows by Corollary 3.7. 
Corollary 3.10. Assume that p | ki for any Ri ∈ S \ Oϑ(S). If p ∤ |X|, then we
have S = 〈Oϑ(S) ∪ Oϑ(S)〉. If p ∤ |X|, then S is the unique strongly normal closed
subset of S that contains Oϑ(S).
Proof. By Lemma 2.5, the assumption p ∤ |X| implies that S is a p-transitive scheme.
The corollary thus follows by Corollaries 3.7 and 3.9. 
We now work on the quasi-thin schemes. We first offer a known result.
Lemma 3.11. [6, Lemma 3.1] If Ra, Rb ∈ S and ka = kb = 2, then precisely one of
the following matrix equalities holds.
(i) AaAb = 2Au + 2Av, where 0 ≤ u 6= v ≤ d and ku = kv = 1;
(ii) AaAb = 2Au, where 0 ≤ u ≤ d and ku = 2;
(iii) AaAb = 2Au + Av, where 0 ≤ u 6= v ≤ d, ku = 1, and kv = 2;
(iv) AaAb = Au + Av, where 0 ≤ u 6= v ≤ d and ku = kv = 2;
(v) AaAb = Au, where 0 ≤ u ≤ d and ku = 4.
Lemma 3.12. Assume that p = 2 and S is a quasi-thin scheme. Let 〈v〉F be a
trivial FS-submodule of the regular FS-module. If we have R0 ∈ U(v), then U(v) is
a singular subset of S.
Proof. As R0 ∈ U(v), by Lemma 2.7 (ii), notice that Oϑ(S) ⊆ U(v). So Definition
3.1 (i) is checked. It suffices to check Definition 3.1 (ii). As S is a quasi-thin scheme,
for any given 0 ≤ y ≤ d, we have ky = 1 or ky = 2. For any given Rx ∈ Oϑ(S) and
Rz ∈ U(v), to check the desired containment
RxRy∗RyRz ⊆ U(v),
we distinguish the following cases.
Case 1: ky = 1.
In this case, according to Lemma 2.1 (v), note that RxRz = {Rf}, where 0 ≤ f ≤ d.
By Lemma 2.6, notice that Rf ∈ U(v). As ky = 1, by Lemma 2.1 (v) and (vi),
RxRy∗RyRz = RxR0Rz = RxRz = {Rf} ⊆ U(v).
Case 2: kz = 1.
In this case, we may assume that ky = 2 by Case 1. Since ky = 2, note that Ayv = 0.
By Lemma 2.1 (v) and (vi), we have RyRz = {Rw} and p
w
yz = 1, where 0 ≤ w ≤ d.
Since Rz ∈ U(v), there exists Ru ∈ U(v) such that u 6= z and p
w
yu > 0. Otherwise,
notice that Rw ∈ U(Ayv), which contradicts the fact Ayv = 0. By Lemma 2.1 (iv),
we have pzy∗w > 0 and p
u
y∗w > 0, which implies that Ry∗Rw = {Rz, Ru} ⊆ U(v) by
Lemma 2.1 (i) and (v). So we deduce that
RxRy∗RyRz = RxRy∗Rw = Rx{Rz, Ru} ⊆ RxU(v) = U(v),
where the rightmost equality is from Lemma 2.6.
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Case 3: ky = kz = 2 and AyAz = 2As + 2At, where 0 ≤ s 6= t ≤ d and ks = kt = 1.
In this case, by (2.1), observe that psyz > 0 and p
t
yz > 0. So RyRz = {Rs, Rt} by
Lemma 2.1 (v). By Lemma 2.1 (iv), we have pzy∗s > 0 and p
z
y∗t > 0, which implies
that Ry∗Rs = {Rz} = Ry∗Rt by Lemma 2.1 (v). By Lemma 2.6, we deduce that
RxRy∗RyRz = RxRy∗{Rs, Rt} = RxRz ⊆ RxU(v) = U(v).
Case 4: ky = kz = 2 and AyAz = 2As, where 0 ≤ s ≤ d and ks = 2.
In this case, by (2.1), observe that RyRz = {Rs} and p
s
yz = 2. As kz = ks = 2, by
Lemma 2.1 (iv), notice that pzy∗s = p
s
yz = 2, which implies that Ry∗Rs = {Rz} by
Lemma 2.1 (i) and (iii). By Lemma 2.6, we have
RxRy∗RyRz = RxRy∗Rs = RxRz ⊆ RxU(v) = U(v).
Case 5: ky = kz = 2 and AyAz = 2As+At, where 0 ≤ s 6= t ≤ d, ks = 1, and kt = 2.
In this case, by (2.1), notice that psyz = 2 and p
t
yz = 1. So RyRz = {Rs, Rt} by
Lemma 2.1 (v). Since psyz = 2, by Lemma 2.1 (iv), we have p
z
y∗s > 0, which implies
that Ry∗Rs = {Rz} by Lemma 2.1 (v). Since ky = 2, observe that Ayv = 0. As we
have ptyz = 1 and Rz ∈ U(v), there exists Re ∈ U(v) such that e 6= z and p
t
ye > 0.
Otherwise, note that Rt ∈ U(Ayv), which contradicts the fact Ayv = 0. By Lemma
2.1 (iv), we have pzy∗t > 0 and p
e
y∗t > 0, which implies that Ry∗Rt = {Re, Rz} by
Lemma 2.1 (i) and (v). By Lemma 2.6, we can deduce that
RxRy∗RyRz = RxRy∗{Rs, Rt} = Rx{Re, Rz} ⊆ RxU(v) = U(v).
Case 6: ky = kz = 2 and AyAz = As + At, where 0 ≤ s 6= t ≤ d and ks = kt = 2.
In this case, by (2.1), notice that psyz = p
t
yz = 1. So RyRz = {Rs, Rt} by Lemma
2.1 (v). Since ky = 2, we have Ayv = 0. Since p
s
yz = 1, s 6= t, and Rz ∈ U(v),
there exists Ra ∈ U(v) such that a 6= z and p
s
ya > 0. Otherwise, observe that
Rs ∈ U(Ayv), which contradicts the fact Ayv = 0. By Lemma 2.1 (iv), we have
pzy∗s > 0 and p
a
y∗s > 0, which implies that Ry∗Rs = {Ra, Rz} by Lemma 2.1 (i) and
(v). As ptyz = 1 and t 6= s, let t play the role of s in the proof of above five rows and
note that Ry∗Rt = {Rb, Rz}, where Rb ∈ U(v) and b 6= z. By Lemma 2.6, we can
deduce that
RxRy∗RyRz = RxRy∗{Rs, Rt} = Rx({Ra, Rz} ∪ {Rb, Rz}) ⊆ RxU(v) = U(v).
By Lemma 3.11 and all listed cases, Definition 3.1 (ii) is checked. We are done. 
The following proposition may have its own interest.
Proposition 3.13. Assume that p = 2 and S is a quasi-thin scheme. Let U denote
{U(v) ⊆ S : R0 ∈ U(v), Aiv = kiv ∀ 0 ≤ i ≤ d}. Let S be the set of all singular
subsets of S. Then U = S.
Proof. By Lemma 3.6 and Definition 3.1 (i), observe that S ⊆ U . By Lemma 3.12,
we also have U ⊆ S. The proposition follows. 
To state the next lemma, we define (FS)FS = 〈{v ∈ FS : Aiv = kiv ∀ 0 ≤ i ≤ d}〉F.
Notice that J ∈ (FS)FS.
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Lemma 3.14. We have (FS)FS = 〈{v ∈ FS : R0 ∈ U(v), Aiv = kiv ∀ 0 ≤ i ≤ d}〉F.
Proof. For any w ∈ (FS)FS, if R0 /∈ U(w), we have w = x − y, where x = J and
y = J−w. As R0 /∈ U(w), note that R0 ∈ U(x)∩U(y). The lemma thus follows. 
We use Lemma 3.12 to deduce the following corollary.
Corollary 3.15. Assume that p = 2 and S is a quasi-thin scheme. If we have
〈Oϑ(S) ∪Oϑ(S)〉 = S, then S is a 2-transitive scheme.
Proof. By Lemma 2.7 (iii), we may assume further that S is not a thin scheme.
For any given trivial FS-submodule 〈v〉F of the regular FS-module, assume that
v =
∑d
i=0 ciAi, where ci ∈ F. We first show that v ∈ 〈J〉F. We distinguish two cases.
Case 1: R0 ∈ U(v).
In this case, by Lemma 3.12, U(v) is a singular subset of S. As 〈Oϑ(S)∪Oϑ(S)〉 = S,
by Lemma 3.2 (iii), we have S = 〈Oϑ(S) ∪ Oϑ(S)〉 ⊆ U(v) ⊆ S, which forces that
U(v) = S. Therefore ci 6= 0 for any 0 ≤ i ≤ d.
We claim that ci = c0 for any 0 ≤ i ≤ d. By Lemma 2.7 (ii), we have cj = c0
for any Rj ∈ Oϑ(S). Suppose that there is some 0 < a ≤ d such that Ra ∈ U(v),
ka = 2, and ca 6= c0. Notice that 〈w〉F is also a trivial FS-submodule of the regular
FS-module, where w = v + caJ . Observe that R0 ∈ U(w) as ca 6= c0. By Lemma
3.12, U(w) is a singular subset of S. As 〈Oϑ(S) ∪ Oϑ(S)〉 = S, by Lemma 3.2 (iii),
we deduce that S = 〈Oϑ(S) ∪ Oϑ(S)〉 ⊆ U(w) ⊆ S, which forces that S = U(w).
However, since p = 2, we have Ra /∈ U(w), which implies that Ra /∈ U(w) = S. This
is an obvious contradiction. The claim is shown. By this claim, we have ci = c0 for
any 0 ≤ i ≤ d. We thus deduce that v ∈ 〈J〉F.
Case 2: R0 /∈ U(v).
In this case, by Lemma 3.14, note that v = x + y, where we have x, y ∈ FS and
R0 ∈ U(x) ∩ U(y). Moreover, both 〈x〉F and 〈y〉F are trivial FS-submodules of the
regular FS-module. We have v = x+ y ∈ 〈J〉F by Case 1.
The corollary follows by all listed cases and Lemma 2.5. 
We are now ready to prove Theorem A.
Proof of Theorem A. If p > 2, S is a p-transitive scheme by Lemma 2.7 (iii). If
p = 2, by Corollaries 3.7 and 3.15, note that S is a 2-transitive scheme if and only
if S = 〈Oϑ(S) ∪ Oϑ(S)〉. The proof is now complete. 
We close this section by presenting some examples of Theorem A.
Example 3.16. We give some examples of Theorem A.
(i) Assume that S is the scheme in Example 3.4. Observe that S is a quasi-thin
scheme with two non-thin relations. Moreover, 〈Oϑ(S)∪Oϑ(S)〉 = Oϑ(S) 6= S.
Therefore S is not a 2-transitive scheme by Theorem A.
(ii) Assume that S is the quasi-thin scheme of order 6, No. 5 in [4]. Observe that
S = {R0, R1, R2, R3}, where we have Oϑ(S) = {R0, R1}, R2∗R2 = {R0, R2},
and R1R2 = {R3}. So 〈O
ϑ(S) ∪ Oϑ(S)〉 = S. Therefore S is a 2-transitive
scheme by Theorem A.
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4. Schemes with thin thin residue
In this section, we completely determine all p-transitive schemes with thin thin
residue. In particular, we finish the proof of Theorem B. For our purpose, we set
Sp′ = {Ri ∈ S : p ∤ ki} and recall Definition 3.1. Note that Oϑ(S) ⊆ Sp′.
We first provide some preliminary results.
Lemma 4.1. Assume that Sp′ ⊆ T ∈ C. If O
ϑ(S) ⊆ Oϑ(S), then T is a singular
subset of S.
Proof. Since Oϑ(S) ⊆ Oϑ(S), we have O
ϑ(S) ∪ Oϑ(S) ⊆ Sp′ ⊆ T , which implies the
desired result by Proposition 3.5. 
Lemma 4.2. If Oϑ(S) ⊆ Oϑ(S) and Sp′ ⊆ T ∈ C, define VT = {0 ≤ i ≤ d : Ri ∈ T}
and wT =
∑
i∈VT
Ai ∈ FS. Then 〈wT 〉F is a trivial FS-submodule of the regular
FS-module.
Proof. It suffices to check that AawT = kawT for any given 0 ≤ a ≤ d. Let us write
AawT =
∑d
b=0 cbAb, where cb =
∑
e∈VT
pbae ∈ F for any 0 ≤ b ≤ d. We distinguish
the following cases.
Case 1: ka = 0.
In this case, for any given 0 ≤ b ≤ d, if there is no e ∈ VT such that p
b
ae > 0, cb = 0.
If there is e ∈ VT such that p
b
ae > 0, by Lemma 4.1 and Definition 3.1 (ii), we have
Ra∗Rb ⊆ R0Ra∗RaRe ⊆ T . For any 0 ≤ u ≤ d, if p
b
au > 0, by Lemma 2.1 (iv), we
have pua∗b > 0, which implies that Ru ∈ Ra∗Rb ⊆ T . So u ∈ VT . By Lemma 2.1 (ii),
we thus have
cb =
∑
e∈VT
pbae =
d∑
e=0
pbae = ka = 0.
Therefore we deduce that AawT = 0.
Case 2: ka 6= 0.
In this case, note that p ∤ ka. So Ra ∈ Sp′ ⊆ T . For any given 0 ≤ b ≤ d, if there is
no e ∈ VT such that p
b
ae > 0, note that b /∈ VT . Otherwise, as Ra ∈ T and T ∈ C,
notice that Ra∗Rb ⊆ T . So there exists some e ∈ VT such that p
e
a∗b > 0. By Lemma
2.1 (iv), we have pbae > 0. This is a contradiction. We thus have b /∈ VT and cb = 0.
If there exists e ∈ VT such that p
b
ae > 0, as T ∈ S, we have Rb ∈ RaRe ⊆ T . For any
0 ≤ u ≤ d, if pbau > 0, observe that p
u
a∗b > 0. We thus have Ru ∈ Ra∗Rb ⊆ TT ⊆ T
as T ∈ C. Therefore we have u ∈ VT . According to Lemma 2.1 (ii), we thus deduce
that
cb =
∑
e∈VT
pbae =
d∑
e=0
pbae = ka.
Therefore we have AawT = kawT .
The lemma follows by combining all listed cases. 
We utilize Lemma 4.2 to deduce the following corollaries.
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Corollary 4.3. If Oϑ(S) ⊆ Oϑ(S), then S is a p-transitive scheme only if 〈Sp′〉 = S.
Proof. As S is a p-transitive scheme, the regular FS-module has a unique trivial
FS-submodule. So there exists a unique closed subset T of S such that Sp′ ⊆ T by
Lemma 4.2. Note that Sp′ ⊆ 〈Sp′〉 ⊆ S. We have 〈Sp′〉 = S as both S and 〈Sp′〉 are
closed subsets of S. The proof is now complete. 
Corollary 4.4. Assume that Oϑ(S) ⊆ Oϑ(S). If p ∤ |X|, then 〈Sp′〉 = S.
Proof. According to Lemma 2.5, note that the assumption p ∤ |X| implies that S is
a p-transitive scheme. The corollary thus follows by Corollary 4.3. 
Corollary 4.5. Assume that Oϑ(S) ⊆ Oϑ(S). If S is a p-transitive scheme, then S
itself is the unique closed subset of S that contains Sp′.
Proof. For any T ∈ C, if Sp′ ⊆ T , notice that 〈Sp′〉 ⊆ T . By Corollary 4.3, we thus
have S = 〈Sp′〉 ⊆ T ⊆ S, which forces that T = S. This completes the proof. 
Example 4.6. In Corollaries 4.3, 4.4, and 4.5, the assumption Oϑ(S) ⊆ Oϑ(S) can
not be removed. For a counterexample, assume that p = 2 and S is the scheme
of order 5, No. 2 in [4]. We observe that S = {R0, R1, R2}, where R
2
1 = {R0, R2}
and R22 = {R0, R1}. According to Lemma 2.3, we have O
ϑ(S) ∪ Oϑ(S) = S and
Oϑ(S) * Oϑ(S). Since S is also a quasi-thin scheme, S is a 2-transitive scheme by
Theorem A. However, 〈Sp′〉 = Oϑ(S) 6= S. Moreover, both Oϑ(S) and S contain Sp′.
For any v ∈ FS, if v =
∑d
i=0 ciAi, where ci ∈ F for any 0 ≤ i ≤ d, recall that
Supp(v) = {Ai ∈ FS : ci 6= 0} and U(v) = {Ri ∈ S : Ai ∈ Supp(v)}.
Lemma 4.7. Assume that Oϑ(S) ⊆ Oϑ(S). Let 〈v〉F be a trivial FS-submodule of
the regular FS-module. If we have R0 ∈ U(v), then 〈Sp′〉 ⊆ U(v).
Proof. Assume that v =
∑d
i=0 ciAi, where ci ∈ F for any 0 ≤ i ≤ d.
By Lemma 2.2, it suffices to prove that (Sp′)
m ⊆ U(v) for any m ∈ N. We work
by induction. As R0 ⊆ U(v), by Lemma 2.7 (ii), note that Sp′ ⊆ U(v). The base
case is checked. Assume further that 1 < m ∈ N and (Sp′)m−1 ⊆ U(v).
To get a contradiction, suppose that (Sp′)
m * U(v). Then there exists 0 < x ≤ d
such that Rx ∈ (Sp′)
m and Rx /∈ U(v). So there are 0 ≤ y, z ≤ d such that Ry ∈ Sp′,
Rz ∈ (Sp′)
m−1 and Rx ∈ RyRz. In particular, we have ky 6= 0 and p
x
yz > 0. As 〈v〉F
is a trivial FS-module, we have
(4.1) Ayv = kyv 6= 0.
Let us write Ayv =
∑d
a=0 eiAa, where ea =
∑
f∈U(v) cfp
a
yf ∈ F for any 0 ≤ a ≤ d.
By the inductive hypothesis, Rz ∈ (Sp′)
m−1 ⊆ U(v). For any 0 ≤ u ≤ d, if pxyu > 0,
by Lemma 2.1 (iv), we have puy∗x > 0, which implies that Ru ∈ Ry∗Rx ⊆ Ry∗RyRz
as pxyz > 0. Since O
ϑ(S) ⊆ Oϑ(S), by Lemmas 2.3 and 2.6, we have Ru ∈ U(v) and
cu = cz. By Lemma 2.1 (ii), write c for cz and note that
(4.2) ex =
∑
f∈U(v)
cfpxyf =
∑
f∈U(v)
cpxyf = c(
∑
f∈U(v)
pxyf ) = c(
d∑
f=0
pxyf ) = cky.
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Notice that c 6= 0 as Rz ∈ U(v). Therefore ex 6= 0 by (4.2). We thus deduce that
(4.3) Rx ∈ U(Ayv) = U(v),
where the set equality is from (4.1). Notice that (4.3) contradicts the choice of x.
We thus have (Sp′)
m ⊆ U(v) for any m ∈ N. The proof is now complete. 
We use Lemma 4.7 to prove the following corollary.
Corollary 4.8. Assume that Oϑ(S) ⊆ Oϑ(S). If 〈Sp′〉 = S, then S is a p-transitive
scheme.
Proof. By Lemma 2.7 (iii), there is no loss to assume that Sp′ 6= S. Let 〈v〉F be
a trivial FS-submodule of the regular FS-module. We write v =
∑d
i=0 ciAi, where
ci ∈ F for any 0 ≤ i ≤ d. By Lemma 2.5, it suffices to show that v ∈ 〈J〉F. We have
two cases.
Case 1: R0 ∈ U(v).
In this case, since R0 ∈ U(v) and 〈Sp′〉 = S, by Lemma 4.7, we can deduce that
S = 〈Sp′〉 ⊆ U(v) ⊆ S. So S = U(v). We thus have ci 6= 0 for any 0 ≤ i ≤ d.
It suffices to show that ci = c0 for any 0 ≤ i ≤ d. According to Lemma 2.6, for
any Rj ∈ Sp′, note that cj = c0. For any Ru ∈ S \Sp′, if cu 6= c0, set w = v−cuJ and
observe that 〈w〉F is a trivial FS-submodule of the regular FS-module. Moreover,
it is clear that Ru /∈ U(w). Since cu 6= c0, it is also obvious that R0 ∈ U(w). By
Lemma 4.7, we have Ru ∈ S = 〈Sp′〉 ⊆ U(w), which is a contradiction. Therefore
we have ci = c0 for any 0 ≤ i ≤ d, which implies that v ∈ 〈J〉F.
Case 2: R0 /∈ U(v).
In this case, by Lemma 3.14, notice that v = x + y, where we have x, y ∈ FS and
R0 ∈ U(x) ∩ U(y). Moreover, both 〈x〉F and 〈y〉F are trivial FS-submodules of the
regular FS-module. We thus have v = x+ y ∈ 〈J〉F by Case 1.
The corollary follows by all listed cases. 
Theorem B is established by Corollaries 4.3 and 4.8. We end this paper by some
examples of Theorem B.
Example 4.9. Assume that p = 2. We give some examples of Theorem B.
(i) Assume that S is the scheme in Example 3.4. Notice that S is a quasi-thin
scheme with two non-thin relations. Moreover, 〈S2′〉 = Oϑ(S) 6= S. Therefore
S is not a 2-transitive scheme by Theorem B.
(ii) Assume that S is the scheme of order 6, No. 4 in [4]. We have S = {R0, R1, R2, R3},
where k1 = k2 = 1 and k3 = 3. We have S = 〈S2′〉. Therefore S is a 2-transitive
scheme by Theorem B.
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