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In this paper, we study the stability of stationary solutions w for the Navier–Stokes ﬂows
in an exterior domain with zero velocity at inﬁnity. With suitable assumptions of w, by the
works of Chen (1993), Kozono–Ogawa (1994) and Borchers–Miyakawa (1995), if u0 − w ∈
Lr(Ω) ∩ L3(Ω) then one can obtain
∥∥u(t) −w∥∥p = O (t− 32 ( 1r − 1p )) for 1 < r < p < ∞,∥∥∇(u(t) −w)∥∥p = O (t− 32 ( 1r − 1p )− 12 ) for 1< r < p < 3,
where u(x, t) is a solution of the Navier–Stokes equations with the initial condition u0. In
this paper, we will prove that for any 0< α < 3 if |x|α(u0 −w) belongs to Lr(Ω) then one
has
∥∥|x|α(u(t) −w)∥∥Lp = O (t− 32 ( 1r − 1p )+ α2 ) for p > 3r3− rα .
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The motion of nonstationary ﬂow of an incompressible viscous ﬂuid past an isolated rigid body is formulated by the
following initial boundary value problem of the Navier–Stokes equations:
∂
∂t
u− u+ (u · ∇)u+ ∇p = f, ∇ · u = 0 in Ω × (0,∞),
u|t=0 = u0, u|∂Ω = u∗, lim|x|→∞u(x, t) = u∞, (1.1)
where Ω is an exterior domain in R3 with a smooth boundary ∂Ω , and u∞ denotes a given constant vector describing
the velocity of the ﬂuid at inﬁnity. For our simple calculation, we assume that Ω¯c is a proper subset of the ball with a
radius “1”. The physical model with nonzero constant u∞ can be considered as the motion of water in the sea when a boat
is moving with speed −u∞ , while the one with zero constant u∞ can be considered when the boat is stopped.
The problem (1.1) can be considered by three different cases for the mathematical setting:
Case 1. For the case of u∗ = 0 and u∞ = 0, many works have been done for the temporal decay and temporal–spatial
decay for the solutions of Eqs. (1.1). We know that if u0 is in the space Lnσ (Ω) of L
n solenoidal vector ﬁelds and if ‖u0‖n
is suﬃciently small (for n = 3), then (1.1) admits a unique strong solution u deﬁned for all t  0. Moreover, if u0 ∈ Lr(Ω) ∩
Lnσ (Ω) for some 1 r  n, then we have
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1140 J. Roh / J. Math. Anal. Appl. 389 (2012) 1139–1158∥∥u(t)∥∥p  Ct− n2 ( 1r − 1p ), for 1 r < p ∞, (1.2)∥∥∇u(t)∥∥p  Ct− n2 ( 1r − 1p )− 12 , for 1 r < p  n. (1.3)
One can refer to [1,2,6,7,10,14,34] and [20–25]. Also, for n = 3, the temporal decay rates for the second order derivative of
the velocities can be found in [14,34]. For the temporal decay of weighted solutions, He–Xin [16] obtained ‖|x|αu(t)‖p  c
for α = 37 − 3p , 7< p ∞. And Bae–Jin [2] proved that for p > 3, there exists a small δ > 0 such that
∥∥|x|2u(t)∥∥p  Cδt1− 32 ( 1r − 1p )+δ for large t > 0,
by assuming that u0 ∈ Lr(Ω) ∩ L3(Ω) with 1 < r < 65 and
|x|u0, |x|2u0 ∈ Lr(Ω), |x|u0 ∈ L 65 (Ω), |x|2u0 ∈ L2(Ω).
Moreover, Bae and Roh [3] improved Bae–Jin’s results up to α < n (for n = 2,3) with
∥∥|x|αu(t)∥∥p = O (t− n2 ( 1r − 1p )+ α2 +δ).
Also, for n = 3, He–Miyakawa [15] recently obtained the following: Let u0 ∈ L1(Ω) ∩ L3σ (Ω) ∩ D1−
1
s ,s
p ,
2
s + np = n + 1 and
6
5  p <
n
n−1 . Also assume that |x|αu0 ∈ Lr(Ω) with α = n(1− 1r ) for some 1 r < ∞. Then we have∥∥|x|αu(t)∥∥q  Ct− 32 ( 1r − 1q ), for (max{r,n/(n − 1)}< q∞) and t > 0.
Then, Bae–Roh [5] recently obtained optimal results for n = 2,3: if u0 ∈ Lnσ ∩ Lr , |x|αu0 ∈ Lr for 1 < r < n and nrn−rα < p
for 0 < α < n then we have
∥∥|x|αu(t)∥∥Lp(Ω) = O (t− n2 ( 1r − 1p )+ α2 ) as t → ∞.
Case 2. For the case of u∞ 	= 0 and u∗ = 0, we set u= u∞ + v in (1.1) and have
∂
∂t
v− v+ (u∞ · ∇)v+ (v · ∇)v+ ∇p1 = f, ∇ · v= 0 in Ω × (0,∞),
v|t=0 = u0 − u∞, v|∂Ω = −u∞, lim|x|→∞v(x, t) = 0. (1.4)
Then the stability of stationary solutions w of (1.4) have been studied by several mathematicians, where w satisﬁes the
following equations,
−w+ (u∞ · ∇)w+ (w · ∇)w+ ∇p2 = f, ∇ ·w= 0,
w|∂Ω = −u∞, lim|x|→∞w(x) = 0. (1.5)
For the stability, by setting u≡ v−w and p ≡ p1 − p2 for v, p1, w, p2 in (1.4) and (1.5), we have the following equations
in Ω:
∂
∂t
u− u+ (u∞ · ∇)u+ (u · ∇)w+ (w · ∇)u+ (u · ∇)u+ ∇p = 0,
∇ · u(x, t) = 0, u(x,0) = u0 − u∞ −w for x ∈ Ω and t  0,
u(x, t) = 0 for x ∈ ∂Ω, lim|x|→∞u(x, t) = 0. (1.6)
First, Heywood [18,19] and Masuda [27] have studied the temporal stability in L2 space. Then, Shibata [32] considered
Eqs. (1.6) for small |u∞| and proved that there exist small  such that if 0 < |u∞|  and ‖u0‖3   then a unique solution
u(x, t) of (1.6) have the following properties: for any 3 < p < ∞,
[u]3,0,t + [u]p,μ(p),t + [∇u]3,1/2,t 
√
, lim
t→0+
[∥∥u(t) − u0∥∥3 + [u]p,μ(p),t + [∇u]3,1/2,t]= 0,
where
[z]p,ρ,t = sup
0<s<t
sρ
∥∥z(s, ·)∥∥p, μ(p) = 12 −
3
2p
.
Then, we recently proved in [29] that there exists small (p,q, r) such that if 0 < |u∞|  and ‖u0‖L3(Ω) <  then we
have
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and
∥∥∇u(t)∥∥Lq(Ω)  Ct− 32 ( 1r − 1q )− 12 ‖u0‖r for 1 < r < q 3 and t > 0,
where u0 ∈ L3(Ω) ∩ Lr(Ω). Also, for the temporal stability of weighted solutions, we proved in [30] that there exists small
(p,q, r) such that if 0 < |u∞|  , ‖u0‖L3(Ω) <  , |x|σu0 ∈ L
3r
3−2r (Ω), u0 ∈ L3(Ω) ∩ Lr(Ω) and ∇ · u0 = 0 then the solution
u(x, t) of Eqs. (1.6) satisﬁes
∥∥|x|σu(t)∥∥Lp(Ω)  Ct− 32 ( 1r − 1p )+σ ‖u0‖r, for all t  1,
where p > 3r3−2rσ and σ <
3
2 .
And, Enomoto and Shibata [11,12] considered Eqs. (1.6) for arbitrary u∞ by deleting the smallness condition of |u∞|. But,
in this case, all constants in their results depend on σ0 where |u∞|  σ0. Also, they assumed the existence of stationary
solution w with
‖w‖
L
3
1+δ1 (Ω)
+ ‖w‖
L
3
1−δ2 (Ω)
+ ‖∇w‖
L
3
2+δ1 (Ω)
+ ‖∇w‖
L
3
2−δ2 (Ω)
 α0,
for small δ1, δ2 and α0. Then, as a result, they proved Eqs. (1.6) have a unique strong solution u(x, t) with
lim
t→0+
{∥∥u(t) − u0∥∥3 + t 12 (
∥∥u(t)∥∥L∞ +
∥∥∇u(t)∥∥L3)}= 0,
∥∥u(t)∥∥p = o(t−( 12− 32p )), for any 3 p ∞,∥∥∇u(t)∥∥3 = o(t− 12 )
as t → ∞ when u0 is small enough in the space L3(Ω).
Moreover, Bae and Roh [4] recently improved their results with assumptions of Enomoto–Shibata [12]: If w ∈ Lr˜ and
1
r˜ − 1p < 49 then for any 32 < r < p < ∞,
∥∥u(t)∥∥Lp(Ω)  ct− 32 ( 1r − 1p ) + ct− 32 ( 1r˜ − 1p ), as t → ∞, where 1r −
1
p
<
1
3
,
∥∥u(t)∥∥Lp(Ω)  ct− 32 ( 1r˜ − 1p ) + ct− 12+, as t → ∞, where 1r −
1
p
 1
3
.
If 1r˜ − 1p  49 then we have for any 32 < r < p < ∞,
∥∥u(t)∥∥Lp(Ω)  ct− 32 ( 1r − 1p ), as t → ∞, where 1r −
1
p
<
1
3
,
∥∥u(t)∥∥Lp(Ω)  ct− 12+, as t → ∞, where 1r −
1
p
 1
3
.
Case 3. For the case of u∞ = 0 and w 	= 0, Chen [9] and Kozono–Ogawa [26] have studied asymptotic behavior of weak
solutions [9] and strong solutions [26] of (1.6) with assumption: w ∈ L3 and ∇w ∈ L 32 . Then, Borchers and Miyakawa [8]
considered the following stationary equations of (1.1):
−w+ (w · ∇)w+ ∇p = f, ∇ ·w = 0 for x ∈ Ω,
w(x) = u∗ for x ∈ ∂Ω, lim|x|→∞w(x) = 0,
with a smooth given function u∗ and a smooth external force f of the form
f = (f1, f2, f3), f j =
n∑
k=1
∂k Fkj.
Under appropriate decay conditions on Fkj and ∇ Fkj , they proved the existence of a stationary solutions w such that
|w| C|x| , |∇w|
C
|x|2 ,
for some constant C . They also considered the following equations that can be obtained with u∞ = 0 in (1.6), to study the
stability of stationary solutions w:
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∂t
u− u+ (u · ∇)w+ (w · ∇)u+ (u · ∇)u+ ∇p = 0,
∇ · u(x, t) = 0, u(x,0) = u0 −w for x ∈ Ω and t  0,
u(x, t) = 0 for x ∈ ∂Ω, lim|x|→∞u(x, t) = 0. (1.7)
When we denote ‖w‖ = sup(|x| · |w(x)|) and ‖∇w‖ = sup(|x|2 · |∇w(x)|) Borchers and Miyakawa [8] obtained the follow-
ing proposition:
Proposition 1.1. Let 1 < r < 3 and u(x,0) ∈ Lr(Ω) ∩ L3σ (Ω). Then for any 1 < r  p < ∞ there exists small η(p, r) such that if∥∥u(x,0)∥∥3  η and ‖w‖ + ‖∇w‖ η
then a unique strong solution of (1.7) with the initial condition u(x,0) satisﬁes, as t → ∞,
∥∥u(t)∥∥p = O (t− 32 ( 1r − 1p )) for 1 < r  p < ∞,
and as t → ∞,∥∥∇u(t)∥∥p = O (t− 32 ( 1r − 1p )− 12 ) for 1 < r < p < 3.
In this paper, by using the temporal results in Proposition 1.1, we will prove the following main theorems of weighted
estimates for strong solutions u(x, t) of (1.7). For the proof of decay estimates in an exterior domain, people sometimes use
an integral equation obtained by multiplying a special form of test functions. He–Xin [16] ﬁrst introduced this method and
then Bae–Jin [1] modiﬁed their method to obtain better decay rates. Also, recently Bae–Roh [5] modiﬁed Bae–Jin’s method to
obtain the improved estimates. In this paper, we will adapt the method of Bae–Roh [5]. But we need some severe technical
modiﬁcations in several places. The purpose of this paper is not to introduce new mathematical methods. But, we are sure
that people are willing to know the relationship between the stability results for above three different cases. And we assure
that the following main theorems will help to analyze the relationship.
Theorem 1.2. Let u0 ∈ L3σ ∩ Lr for 1 < r < 3. Assume that |x|u0 ∈ Lr and α3 < 1r − 1p < 23 , where 0 < α  1. Then, there exists small
η(p, r) such that if∥∥u(x,0)∥∥3  η and ‖w‖ + ‖∇w‖ η
then a unique strong solution of (1.7) with the initial condition u(x,0) satisﬁes, as t → ∞,
∥∥|x|αu(t)∥∥Lp(Ω) = O (t− 32 ( 1r − 1p )+ α2 ).
Remark 1.3. In Theorem 1.2, we can remove the condition 1r − 1p < 23 . For the proof, we will use the fact ‖|x|(Pu)‖Lq(Ω) 
‖|x|u‖Lq(Ω) for the projection P induced from Helmholtz decomposition in weighted Lq(Ω) space and Duhamel’s principle.
The boundedness of the projection P in weighted Lp(Ω) is said in Corollary 4.4. of Farwig and Sohr [13]. The proof of this
remark will be given in Section 3. Here, one should note that the results of this remark do not need for the following two
theorems. That is why we proved in the different section. Moreover, we found out that we can also apply this method to
remove the condition 1r − 1p < 79 in Theorem 1.3 of Bae and Roh [5].
Theorem 1.4. Let u0 ∈ L3σ ∩ Lr for 1 < r < 3. Assume that |x|2u0 ∈ Lr and 3r3−rα < p, where 1 < α  2 and α < 3r . Then, there exists
small η(p, r) such that if∥∥u(x,0)∥∥3  η and ‖w‖ + ‖∇w‖ η
then a unique strong solution of (1.7) with the initial condition u(x,0) satisﬁes, as t → ∞,
∥∥|x|αu(t)∥∥Lp(Ω) = O (t− 32 ( 1r − 1p )+ α2 ).
Theorem 1.5. Let u0 ∈ L3σ ∩ Lr for 1 < r < 32 . Assume that |x|αu0 ∈ Lr and 3r3−rα < p, where 2 < α < 3r . Then, there exists small
η(p, r) such that if∥∥u(x,0)∥∥3  η and ‖w‖ + ‖∇w‖ η
then a unique strong solution of (1.7) with the initial condition u(x,0) satisﬁes, as t → ∞,
∥∥|x|αu(t)∥∥Lp(Ω) = O (t− 32 ( 1r − 1p )+ α2 ).
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In this section, we will prove Theorem 1.2. First we introduce lemma that can be obtained by Lemma 2.4 and Lemma 2.5
in [1].
Lemma 2.1. Let a function S(t) satisfy the inequality, for some α < 12 ,
S(t) ct−α + ε
t∫
0
S(τ )τ−
1
2 (t − τ )− 12 dτ for all t > 0.
We also assume that
lim
t→0+ t
−ε
t∫
0
τ−
1
2 S(τ )dτ = 0. (2.1)
Then, there is ε0 so that if ε  ε0 , then we have
S(t) ct−α
for some c independent of t.
Next, we will introduce similar lemma that one can ﬁnd in Bae and Roh [4]. The choice between these two lemmas
completely depend on a situation where we will be. So we will decide technically which one we will use.
Lemma 2.2. Let a function S(t) satisfy the inequality, for some α < 23 ,
S(t) ct−α + ε
t∫
0
S(τ )τ−
1
3 (t − τ )− 23 dτ for all t > 0.
We also assume that
lim
t→0+ t
−ε
t∫
0
τ−
1
3 S(τ )dτ = 0. (2.2)
Then, there is ε0 so that if ε  ε0 , then we have
S(t) ct−α
for some c independent of t.
Remark 2.3. By Theorem 6.8 in Borchers and Miyakawa [8], for any δ > 0 there exists μ = μ(r, δ) such that if ‖w‖ +
‖∇w‖μ, then u(t) ∈ L∞ for large t > 0 and∥∥u(t)∥∥∞ = o(tδ− 32r ) as t → ∞,
where u0 ∈ L3σ ∩ Lr for some 1 < r < 3. It means that if δ = 3−r2r then we have∥∥u(t)∥∥∞ = o(t− 12 ) as t → ∞.
Therefore, if ‖w‖ + ‖∇w‖ is small enough and u0 ∈ L3σ ∩ Lr for some 1 < r < 3 then for any  > 0 there exists some
large T () such that∥∥z(t)∥∥∞ ≡
∥∥u(t + T )∥∥∞  (t + T )− 12  t− 12 , for all t  0.
Also, for z(t) ≡ u(t + T ) one has same results with the one of Proposition 1.1. This method is well known as one of the
way to study asymptotic behavior of solutions. Now, for the proof of Theorem 1.2, we denote again u(t) = z(t) without any
confusions. But, from now one should note u(0) ≡ z(0) = u(T ).
Remark 2.4. Since |x|u0 ∈ Lr for 1 < r < 3 there exists small (r) > 0 such that u0 ∈ L 3r3+r . Therefore, by Proposition 1.1 we
have ∥∥u(t)∥∥p  Ct− 32 ( 1r + 3− 1p ) = Ct− 32 ( 1r − 1p )− 2 .
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1/(4π |x− y|) and we set
v(x) ≡
∫
R3
N(x− y)[φ(y)(∇ × u)(y)]dy =
∫
Ω
N(x− y)[φ(y)(∇ × u)(y)]dy,
where φ(x) = |x|χ(|x|)(1 − χ(|x|/R)) for large R > 0. Here, χ ∈ C∞[0,∞) is a nonnegative cut-off function such that
χ(s) = 0 for s 1 and χ(s) = 1 for s 2.
By the deﬁnition of v we have −v = φ∇ × u. Moreover,
∇ × v=
∫
Ω
N(x− y)∇ × [φ(∇ × u)](y)dy = φu+ R0, (2.3)
where
R0 := ∇N ∗
[
(u · ∇)φ]− ∇ × N ∗ [(∇φ) × u]. (2.4)
The above identity comes from the following observations:
∇ × [φ(y)(∇ × u)(y)]= ∇ × [∇ × (φu)]− ∇ × [(∇φ) × u]= −(φu) + ∇[(u · ∇)φ]− ∇ × [(∇φ) × u].
Our strategy is that we ﬁrst estimate ‖∇ × v‖p and then obtain the estimate of ‖u(t)‖p . Now, we consider the funda-
mental solutions for the nonstationary Stokes equations written by
V it (x) = V i(x, t) = Γt(x)ei + ∇
∂
∂xi
(N ∗ Γt)(x),
where Γt(x) = Γ (x, t) = (4πt)−3/2e−|x|2/4t (refer to [28]). Set ωit(x) = ωi(x, t) = (N ∗ Γt)(x)ei , i = 1,2,3, where ei is the
standard unit vector of which the i-th term is 1. Then, since
∇ × ∇ × ωi = −ωi + ∇ divωi = V i,
we have the identity
∇y ×
[
φ(y)∇y × ωi(x− y, t − τ )
]= φ(y)V i(x− y, t − τ ) + Ri1(x, y, t − τ ),
where
Ri1(x, y, t − τ ) = ∇φ(y) × ∇y × ωi(x− y, t − τ ).
We multiply (1.6) by ∇y × [φ(y)∇y × ωi(x− y, t − τ )], and integrate over Ω × (0, t − ), and then we have
t−∫
0
∫
Ω
(
∂u
∂τ
− yu+ (w · ∇)u+ (u · ∇)w+ (u · ∇)u
)
· ∇y ×
[
φ(y)∇y × ωi(x− y, t − τ )
]
dy dτ
= −
t−∫
0
∫
Ω
∇p(y) · ∇y ×
[
φ(y)∇y × ωi(x− y, t − τ )
]
dy dτ = 0.
For simplicity, we denote by Ri2(x− y, t − τ ) ≡ φ(y)∇y × ωi(x− y, t − τ ), so that
∇y × Ri2(x− y, t − τ ) = φ(y)V i(x− y, t − τ ) + Ri1(x, y, t − τ ).
Notice that
t−∫
0
∫
Ω
∂u
∂τ
· ∇y × Ri2(x− y, t − τ )dy dτ
=
t−∫
0
∫
Ω
(
∂τ
{
u · ∇y × Ri2(x− y, t − τ )
}− u · ∇y × ∂τ Ri2(x− y, t − τ ))dy dτ
=
∫
Ω
u(y, t − ) · ∇y × Ri2(x− y, )dy −
∫
Ω
u0(y) · ∇y × Ri2(x− y, t)dy
−
t−∫ ∫ (
u · ∂τ Ri1(x, y, t − τ ) + φ(y)u · ∂τ V i(x− y, t − τ )
)
dy dτ ,0 Ω
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t−∫
0
∫
Ω
yu · ∇y × Ri2(x− y, t − τ )dy dτ
=
t−∫
0
∫
Ω
u · ∇y × y Ri2(x− y, t − τ )dy dτ
=
t−∫
0
∫
Ω
u · (Ri3(x− y, t − τ ) + φ(y)yV i(x− y, t − τ ) + y Ri1(x, y, t − τ ))dy dτ ,
where
Ri3(x, y, t − τ ) = 2
(∇yφ(y) · ∇y)V i(x− y, t − τ ) + yφ(y)V i(x− y, t − τ ).
We also have
t−∫
0
∫
Ω
(
(w · ∇)u+ (u · ∇)w) · ∇y × Ri2(x− y, t − τ )dy dτ
= −
t−∫
0
∫
Ω
(wku+ ukw) · ∇y × ∂yk Ri2(x− y, t − τ )dy dτ
= −
t−∫
0
∫
Ω
(wku+ ukw) ·
[
∂yk
(
φ(y)V i(x− y, t − τ ))+ ∂yk Ri1(x− y, t − τ )]dy dτ .
For the last term we obtain
t−∫
0
∫
Ω
(u · ∇)u · ∇y × Ri2(x− y, t − τ )dy dτ
= −
t−∫
0
∫
Ω
uku ·
[
∂yk
(
φ(y)V i(x− y, t − τ ))+ ∂yk Ri1(x− y, t − τ )]dy dτ .
We observe that
lim
→0
∫
Ω
u(y, t − ) · ∇y × Ri2(x− y, )dy
= lim
→0
∫
Ω
u(y, t − ) · ∇y ×
{
φ(y)∇y ×
[
ωi(x− y, )]}dy
= −∇x ×
{
N ∗ [φ(y)∇y × u]} · ei ≡ −(∇x × v) · ei = −(∇x × v)i
and ∫
Ω
u0(y) · ∇y × Ri2(x− y, t)dy = −
(∇x × [N ∗ {φ(y)∇y × u0}] · ei) ∗ Γt = −(∇x × v0)i ∗ Γt,
where v0 = N ∗ [φ(y)∇y × u0], and v= N ∗ [φ(y)∇y × u].
Finally, since (−∂/∂τ − y)V i(x− y, t − τ ) = 0, by taking  → 0, we have
(∇x × v)i = (∇x × v0) ∗ Γt −
t∫ ∫
u · [∂τ + y]R1(x, y, t − τ )dy dτ −
t∫ ∫
u · [Ri3(x− y, t − τ )]dy dτ
0 Ω 0 Ω
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t∫
0
∫
Ω
(wku+ ukw) ·
[
∂yk
(
φ(y)V i(x− y, t − τ ))+ ∂yk Ri1(x− y, t − τ )]dy dτ
−
t−∫
0
∫
Ω
uku ·
[
∂yk
(
φ(y)V i(x− y, t − τ ))+ ∂yk Ri1(x− y, t − τ )]dy dτ
= I + II + III + IV + V . (2.5)
For the detail, one can refer to Bae and Roh [4]. Before we estimate each term of (2.5), one should remind that for 1 q
∞,
∥∥∂βt Γt−τ∥∥q  c(t − τ )− 32 (1− 1q )−
|β|
2 .
Also, for the moment we assume∥∥φu(T )∥∥ 3r
3−r
= ∥∥φz(0)∥∥ 3r
3−r
≡ ∥∥φu(0)∥∥ 3r
3−r
 C,
for some constant C . The proof will be given in Lemma 2.6.
Applying Young’s convolution and Calderon–Zygmund inequalities to I , we have
‖I‖p =
∥∥(∇ × v0) ∗ Γt∥∥p 
∥∥φu(0) ∗ Γt∥∥p +
∥∥∇N ∗ [u(0)∇φ] ∗ Γt∥∥p

∥∥φu(0)∥∥ 3r
3−r
‖Γt‖ 3pr
4pr+3r−3p
+ c∥∥u(0)∥∥r‖Γt‖ 3pr4pr+3r−3p  cr,pt−
3
2 (
1
r − 1p )+ 12 . (2.6)
Also, by the fact (∂t − )Γ = 0, we have that
∂tω
i − ωi = N ∗ (∂tΓ − Γ ) = 0.
Hence, to estimate ‖II‖p we use
[∂τ + y]Ri1(x, y, t − τ ) = ∇φ(y) × ∇y ×
[−∂tωi + xωi]+ 2∇∂kφ × ∂k∇y × ωi + ∇φ × ∇y × ωi
= {2∂k∇φ(y) × ∂k + ∇φ(y)×}∇y × ωi(x− y, t − τ ) = P1 + P2.
Then, by Remark 2.4, we have
‖II‖p 
∥∥∥∥∥
t∫
0
∫
Ω
u · P1 dy dτ
∥∥∥∥∥
p
+
∥∥∥∥∥
t∫
0
∫
Ω
u · P2 dy dτ
∥∥∥∥∥
p
 c
t∫
0
‖u‖s1
∥∥∇2φ∥∥ 3
1−
∥∥∂k∇ × ωit−τ∥∥s2 + ‖u‖r1‖∇φ‖ 32−
∥∥∇ × ωit−τ∥∥r2 dτ

t∫
0
cτ
− 32 ( 1r − 1s1 )−

2 (t − τ )− 32 (1− 1s2 ) dτ +
t∫
0
cτ
− 32 ( 1r − 1r1 )−

2 (t − τ )−1+ 32r2 dτ
 cr,pt−
3
2 (
1
r − 1p )+ 12 , (2.7)
where 1s1 + 1−3 + 1s2 = 1+ 1p = 1r1 + 2−3 + 1r2 , 1r − 1s1 < 13 , s2 < 3 and 1r − 1r1 < 23 .
We now consider the estimate of III. Observe that
‖III‖p 
t∫
0
∥∥(u∂ jφ) ∗ ∂ j V i∥∥p +
∥∥(uφ) ∗ V i∥∥p dτ = P1 + P2.
Similar to the ﬁrst term of II, we obtain P2  ct−
3
2 (
1
r − 1p )+ 12 . For P1, we have
P1  c
t∫
0
∥∥(u∂ jφ) ∗ ∂ j V i∥∥p  c
t∫
0
‖u∂ jφ‖s
∥∥∂ j V i∥∥ ps
ps+s−p
dτ  c
t∫
0
∥∥u(τ )∥∥s(t − τ )− 12− 32 ( 1s − 1p ) dτ  ct− 32 ( 1r − 1p )+ 12 ,
where 1 − 1 < 2 . Therefore, we haver s 3
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3
2 (
1
r − 1p )+ 12 . (2.8)
For IV , we have
IV = −
t∫
0
∫
Ω
(wku+ ukw) ·
[(
∂ykφ(y)
)
V i(x− y, t − τ ) + φ(y)∂yk V i(x− y, t − τ ) + ∂yk Ri1(x− y, t − τ )
]
dy dτ
= IV1 + IV2 + IV3.
Since ‖w‖ η, we have w ∈ L 31− . So, by Remark 2.4, we obtain
‖IV1‖p  c
t∫
0
‖u‖s‖w‖ 3
1−
‖∇φ‖∞
∥∥V i∥∥q dτ  c
t∫
0
τ−
3
2 (
1
r − 1s )− 2 (t − τ )− 32 (1− 1q ) dτ  ct− 32 ( 1r − 1p )+ 12 ,
where 1s + 13 − 3 + 1q = 1+ 1p , 1r − 1s < 23 and q < 3.
Now, we have ‖φw‖∞  η by the deﬁnition of ‖w‖. So, similar to P1 of III, there exists s with 1r − 1s < 23 such that
‖IV2‖p  c
t∫
0
‖u‖s‖φw‖∞
∥∥∇V i∥∥ ps
ps+s−p
dτ  ct−
3
2 (
1
r − 1p )+ 12 .
Next, we have
‖IV3‖p  c
t∫
0
‖u‖s1‖w‖ 31−
∥∥∇2φ∥∥ 3
1−
∥∥∇ × ωi∥∥q1 dτ + c
t∫
0
‖u‖s2‖w‖ 31− ‖∇φ‖∞
∥∥∂k∇ × ωi∥∥q2 dτ  ct−
3
2 (
1
r − 1p )+ 12 ,
where 1s1 + 2−23 + 1q1 = 1s2 + 1−3 + 1q2 = 1+ 1p , 1r − 1s1 < 23 , 1r − 1s2 < 23 and q2 < 3.
Hence, we have
‖IV‖p  cr,pt−
3
2 (
1
r − 1p )+ 12 . (2.9)
Now, we consider V ,
V = −
t∫
0
∫
Ω
uku ·
[(
∂ykφ(y)
)
V i(x− y, t − τ ) + φ(y)∂yk V i(x− y, t − τ ) + ∂yk Ri1(x− y, t − τ )
]
dy dτ
= V1 + V2 + V3.
For V1, by Remark 2.4, we have
‖V1‖p  c
t∫
0
‖u‖ 3

‖u‖s‖∇φ‖∞
∥∥V i∥∥q dτ  c
t∫
0
τ−
1
2+ 2 τ−
3
2 (
1
r − 1s )− 2 (t − τ )− 32 (1− 1q ) dτ  ct− 32 ( 1r − 1p )+ 12 ,
where 1s + 1q + 3 = 1+ 1p , 1r − 1s < 13 and q < 3.
And, similarly we get
‖V3‖p  c
t∫
0
(‖u‖ 3

‖u‖s1
∥∥∇2φ∥∥ 3
1−
∥∥∇ × ωi∥∥q1 + c‖u‖ 3 ‖u‖s‖∇φ‖∞
∥∥∂k∇ × ωi∥∥q)dτ
 ct−
3
2 (
1
γ − 1p )+ 12 ,
where 1s1 + 1q1 + 13 = 1+ 1p = 1s + 1q + 3 , 1r − 1s1 < 13 , 1r − 1s < 13 and q < 3.
Before we estimate V2, note that, by (2.3) and (2.4), for any p > 32 we have∥∥u(τ )φ∥∥p  ‖∇ × v‖p + ‖∇N ∗ u∇φ‖p +
∥∥∇ × N ∗ (u× ∇φ)∥∥p
 ‖∇ × v‖p + ‖u‖ 3p
3+p
 ‖∇ × v‖p + cτ−
3
2 (
1
r − 1p )+ 12 .
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‖V2‖p  ε
t∫
0
‖φu‖p‖u‖∞
∥∥∇V i∥∥1 dτ  ε
t∫
0
‖∇ × v‖pτ−
1
2 (t − τ )− 12 dτ + ct− 32 ( 1r − 1p )+ 12 ,
where 1r − 1p < 23 . Therefore, we obtain
‖V ‖p  ε
t∫
0
‖∇ × v‖pτ−
1
2 (t − τ )− 12 dτ + cr,pt−
3
2 (
1
r − 1p )+ 12 , (2.10)
where 1r − 1p < 23 .
Thus, by (2.6)–(2.10), we have
∥∥∇ × v(t)∥∥p  ε
t∫
0
∥∥∇ × v(τ )∥∥pτ− 12 (t − τ )− 12 dτ + cr,pt− 32 ( 1r − 1p )+ 12 ,
where 1r − 1p < 23 .
One should note that the constants in above inequality does not depend on R . In order to use Lemma 2.1, we should
check the condition (2.1). Before we check the condition we need the following lemma:
Lemma 2.5. Let u0 ∈ Lr ∩ L3σ for 1 < r < 3. Then, for any 32 < q < ∞ with r < q, we have∥∥u(t)∥∥q ≡
∥∥z(t)∥∥q ≡
∥∥u(t + T )∥∥q  ct− 12+ 32q for any small t  0.
Proof. Case 1. If 3  q < ∞ then by the deﬁnition of mild solution in Deﬁnition 6.5 of Borchers–Miyakawa [8], for u0 ∈
L3σ (Ω) we have∥∥u(t)∥∥q  ct− 12+ 32q , for all t  0.
Case 2. Let 32 < q < 3. Due to Duhamel’s principle, u can be represented by
u(t) = S(t)u0 +
t∫
0
S(t − s)[(w · ∇)u+ (u · ∇)w+ (u · ∇)u](s)ds = I + II + III + IV,
where S(s) is an analytic semigroup generated by the Stokes operator. First, by the temporal decay rate of S we have
‖I‖q  c(t + T )−
3
2 (
1
r − 1q )‖u0‖r  c(t + T )−
1
2+ 32q ‖u0‖r  ct−
1
2+ 32q , for all t  0.
Next, for ‖II + III‖q , one obtain that for φ ∈ C∞0,σ (Ω) and 1q′ = 1− 1q ,
∣∣〈S(t − s)[(u · ∇)w], φ〉∣∣= ∣∣〈u⊗w,∇ S(t − s)φ〉∣∣ c‖u⊗w‖q∥∥∇ S(t − s)φ∥∥q′  c‖u⊗w‖q(t − s)− 12 ‖φ‖q′ .
Therefore, we have∥∥S(t − s)[(u · ∇)w]∥∥q  c(t − s)− 12 ‖u⊗w‖q.
Also, by Hölder inequality we have
∥∥w⊗ u(s)∥∥q 
∥∥u(s)∥∥ 3q
3−q+qδ
‖w‖ 3
1−δ
 cs−1+
3
2q + δ2 ,
for small enough δ > 0. Hence, we get
‖II + III‖q  c
t∫
0
(t − s)− 12 ‖w⊗ u‖q ds c
t∫
0
(t − s)− 12 s−1+ 32q + δ2 ds = ct− 12+ 32q + δ2  ct− 12+ 32q , for small t > 0.
At last, for ‖IV‖q , one ﬁrst have from (6.14) in Theorem 6.3 of Borchers–Miyakawa [8] that∥∥∇u(t)∥∥ ≡ ∥∥∇u(t + T )∥∥  C(t + T )− 32r  ct− 12 for all t  0,3 3
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∥∥(u(s) · ∇)u(s)∥∥q 
∥∥u(s)∥∥ 3q
3−q
∥∥∇u(s)∥∥3  cs−1+ 32q s− 12 = cs− 32+ 32q ,
where ‖u(s)‖ 3q
3−q
 cs−1+
3
2q . Hence,
‖IV‖q 
t∫
0
∥∥S(t − s)[(u · ∇)u]∥∥q ds c
t∫
0
∥∥(u · ∇)u∥∥q ds c
t∫
0
s−
3
2+ 32q ds = ct− 12+ 32q , for all t > 0.
Therefore, we complete the proof. 
From the fact of 1r − 1p > 13 , by Lemma 2.5, we have ‖u(t)‖ 3p3+p  ct
3
2p and then
t∫
0
τ−
1
2
∥∥∇ × v(τ )∥∥p dτ 
t∫
0
τ−
1
2
(∥∥φRu(τ )∥∥p +
∥∥u(τ )∥∥ 3p
3+p
)
dτ
 R
t∫
0
τ−
1
2
∥∥u(τ )∥∥p dτ + c
t∫
0
τ−
1
2 τ
3
2p dτ  cRt
3
2p + ct 12+ 32p ,
for any 32 < p < ∞. So, if we choose ε < 32p then the condition (2.1) satisﬁes. Therefore, by applying Lemma 2.1, we obtain
∥∥∇ × v(t)∥∥p  ct− 32 ( 1r − 1p )+ 12 .
Hence, we have
‖φu‖p  ‖∇ × v‖p + ‖u‖ 3p
3+p
 ‖∇ × v‖p + ct−
3
2 (
1
r − 1p )+ 12  ct−
3
2 (
1
r − 1p )+ 12 .
Finally, by taking R → ∞ and with the lower semicontinuity of the norm, we conclude our proof of Theorem 1.2. 
Now, before we ﬁnish this section we will prove the following lemma. One should note that u(t) in the following lemma
is the original solution u(t), not the delay solution z(t) ≡ u(t + T ) after time T .
Lemma 2.6.With same assumptions in Theorem 1.2, for any ﬁnite time T , we have some positive constant C(r, T ) such that∥∥φu(T )∥∥ 3r
3−r
 C .
Proof. Since we do not know boundedness of ‖u(t)‖p near t = 0 while we know boundedness after short time, we will use
different method for two different time interval and combine the proofs of two intervals.
Step 1. We prove there exists some small 0 < t0 < 1 such that |x|u(t0) ∈ Ls(Ω) where s > 32 and max(1, 3r3+r ) < 3s3+s . The
method of the proof will be same with the proof of Theorem 1.2.
Step 2. By using new initial condition u(t0), for t0 in Step 1, we ﬁnish the proof of lemma.
Proof of Step 1. For the estimation of I ,
‖I‖p  ‖φu0‖r‖Γt‖ pr
pr+r−p
+ ∥∥∇N ∗ [u0∇φ]∥∥ 3r
3−r
‖Γt‖ 3pr
4pr+3r−3p
 ct−
3
2 (
1
r − 1p ) + ct− 32 ( 1r − 1p )+ 12  ct− 32 ( 1r − 1p ) for 0 < t  t0 < 1.
From Borchers and Miyakawa [8] we have strong solution with t
1
2− 32p u(t) ∈ BC([0, T ); Lpσ ) for any 3 < p < ∞ and 0 < T <
∞ when u0 ∈ L3σ . That means that for any  and 3 < p < ∞, there exists small 0 < t0(p, ) < 1 such that∥∥u(t)∥∥p  t− 12+ 32p , for any 0 t  t0 < 1.
So, for the second term V2 of V in the proof of Theorem 1.2, we have
‖V2‖p  ε
t∫
‖φu‖p‖u‖9
∥∥∇V i∥∥ 9
8
dτ  ε
t∫
‖∇ × v‖pτ−
1
3 (t − τ )− 23 dτ + ct− 32 ( 1r − 1p )+ 12 ,0 0
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‖∇ × v‖p  ε
t∫
0
‖∇ × v‖pτ− 13 (t − τ )− 23 dτ + ct−
3
2 (
1
r − 1p )+ 12 .
Also, we know that if |x|u0 ∈ Lr and u0 ∈ L3σ for 1 < r < 3 then u0 ∈ Ls for some 1 < s < 32 . As a result u0 ∈ Lq ∩ L3σ for
any 32 < q < 3. Hence, from the proof of Lemma 2.5, for any
3
2 < q < ∞ we have∥∥u(t)∥∥q  ct− 12+ 32q , for all 0 < t  t0 < 1.
Now, to apply Lemma 2.2 we have to check the condition (2.2),
lim
t→0+ t
−ε
t∫
0
τ−
1
3
∥∥∇ × v(τ )∥∥p dτ  limt→0+ t−ε
t∫
0
τ−
1
3
(∥∥φu(τ )∥∥p +
∥∥∇N ∗ ∇φu(τ )∥∥p)dτ
 lim
t→0+ t
−ε
t∫
0
τ−
1
3
(
cRt−
1
2+ 32p + ∥∥u(τ )∥∥ 3p
p+3
)
dτ
 lim
t→0+ t
−ε
t∫
0
τ−
1
3
(
cRτ−
1
2+ 32p + cτ 32p )dτ
 lim
t→0+ t
−ε[cR(t 32p + 16 + t 32p + 23 )]→ 0, for 0 < t  t0 < 1
if we choose ε with ε < 32p + 16 . In above calculation, one should note that if max(1, 3r3+r ) < 3p3+p with |x|u0 ∈ Lr then by
Lemma 2.5 we have ‖u(τ )‖ 3p
p+3
 cτ
3
2p . Finally, as we argued in the proof of Theorem 1.2, by taking R → ∞ we obtain
∥∥φu(t)∥∥p  ct− 32 ( 1r − 1p )+ 12 , for any 0< t  t0 < 1.
Now, by the deﬁnition of the function φ, we obtain
∥∥|x|σu(t)∥∥p  ct− 32 ( 1r − 1p )+ 12 , for any 0 < t  t0 < 1.
So, we complete the proof of Step 1.
Proof of Step 2. For the proof of this step, as argued in Remark 2.3, we consider u(t) = u(t + t0). Then, for any 1 < r <
p ∞, we have some constant C(p, r) such that
∥∥u(t)∥∥p  C for all t > 0.
First, by choosing some r0 satisfying the condition of Step 1 we have
‖I‖p 
∥∥φu(t0)∥∥r0‖Γt‖ pr0pr0+r0+p +
∥∥∇N ∗ [u0∇φ]∥∥ 3r
3−r
‖Γt‖ 3pr
4pr+3r−3p
 ct−
3
2 (
1
r0
− 1p ) + ct− 32 ( 1r − 1p )+ 12 , for t > 0.
And, for the second term V2 of V in the proof of Theorem 1.2, we have
‖V2‖p 
t∫
0
‖φu‖p‖u‖∞
∥∥∂yk V i∥∥1 dτ 
t∫
0
c‖∇ × v‖p(t − τ )− 12 dτ + C(r, p, T ), for all 0 t + t0  T .
Finally we get, for any 0 < t + t0  T ,
∥∥∇ × v(t)∥∥p  c
t∫
0
‖∇ × v‖p(t − τ )− 12 dτ + ct−
3
2 (
1
r0
− 1p ) + ct− 32 ( 1r − 1p )+ 12 + C(r, p, T ).
Then, by Gronwall–Henry Inequality (see page 625 of Sell and You [31], and page 188 of Henry [17]) we have some constant
C(r, p, T ) such that ‖∇ × v(T )‖p < C and it implies ‖φu(T )‖p < C . And for our purpose by choosing p = 3r3−r we complete
the proof. 
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∥∥|x|αu∥∥p 
∥∥|x|αuα∥∥ 2
α−2β
∥∥u1−α∥∥ 1
1−α−β

∥∥|x|u∥∥α2α
α−2β
‖u‖1−α1−α
1−α−β
 ct−
3
2 (
1
r − 1p )+ α2 ,
where 1− α2 − 2β = 1p for suitable constant β > 0.
3. Proof of Remark 1.3
First, we consider a linear problem for a given function w:
∂
∂t
u− u+ (u · ∇)w+ (w · ∇)u+ ∇p = 0,
∇ · u(x, t) = 0, u(x,0) = u0 −w for x ∈ Ω and t  0,
u(x, t) = 0 for x ∈ ∂Ω, lim|x|→∞u(x, t) = 0. (3.1)
Let Lrσ , 1 < r < ∞, be the Lr-closure of the set C∞0,σ (Ω) of compactly supported smooth solenoidal vector ﬁelds in Ω .
Now, we denote by P = Pr the associated bounded projector onto Lrσ . Let the Stokes operator in Lrσ
A = Ar = −Pr
and the operator
L = A + B, Bu= Bru = Pr
[
(w · ∇)u+ (u · ∇)w]
with
D(L) = D(A) = {u ∈ W 2,r(Ω): u|∂Ω = 0, ∇ · u = 0}.
Now, we introduce the following proposition regarding the asymptotic behavior of the solutions of (3.1) (refer to Theo-
rem 3.10 in [8]).
Proposition 3.1. (i) Let 1 < r < ∞. Then there is a number λ(r) > 0 such that if
‖w‖ + ‖∇w‖ < λ,
then e−tL is bounded analytic C0 semigroup on Lrσ for all t  0.
(ii) For 1 < r  p < ∞, there is a number η(r, p) > 0 such that if
‖w‖ + ‖∇w‖ < η,
then we have∥∥e−tLa∥∥p  Ct− 32 ( 1r − 1p )‖a‖r .
(iii) Let 1 < r  p < n, there is a number η′(r, p) > 0 such that if
‖w‖ + ‖∇w‖ < η′,
then we have∥∥∇e−tLa∥∥p  Ct− 32 ( 1r − 1p )− 12 ‖a‖r .
Now, we will prove weighted decay of solutions of (3.1).
Lemma 3.2. Let u0 ∈ L3σ ∩ Lr and |x|u0 ∈ Lr for 1 < r < 3. Also, assume that 13 < 1r − 1p . Then, for a solution u(x, t) of (3.1), we have
∥∥|x|u(t)∥∥Lp(Ω) =
∥∥|x|e−tLu0∥∥Lp  C0t− 32 ( 1r − 1p )
∥∥|x|u0∥∥r + C1t− 32 ( 1r − 1p )+ 12+ 2 ‖u0‖r, t  1.
Proof. We will follow exactly same method with the proof of Theorem 1.2. For the proof, we take the integral form (2.5)
with V = 0. In this proof, we do consider the original solution u(t) instead of the delay solution z(t) = u(t+T ) of Remark 2.3
in the proof of Theorem 1.2. So, for the estimates of I , we have
‖I‖p =
∥∥(∇ × v0) ∗ Γt∥∥p  ‖φu0 ∗ Γt‖p +
∥∥∇N ∗ [u0∇φ] ∗ Γt∥∥p  ‖φu0‖r‖Γt‖ prpr+r−p + ‖u0‖r‖Γt‖ 3pr4pr+3r−3p
 ct−
3
2 (
1
r − 1p )∥∥|x|u0∥∥ + ct− 32 ( 1r − 1p )+ 12 ‖u0‖r, t > 0.r
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‖II‖p, ‖IV‖p  ct−
3
2 (
1
r − 1p )+ 12+ 2 ‖u0‖r, t  1.
Next, for III, we have same result,
‖III‖p  ct−
3
2 (
1
r − 1p )+ 12 ‖u0‖r, t > 0.
Therefore, we have
‖∇ × v‖p  ct−
3
2 (
1
r − 1p )∥∥|x|u0∥∥r + ct− 32 ( 1r − 1p )+ 12+ 2 ‖u0‖r, t  1.
Hence, we obtain for any p > 32 ,∥∥φu(t)∥∥p 
∥∥∇ × v(t)∥∥p +
∥∥∇N ∗ u(t)∇φ∥∥p 
∥∥∇ × v(t)∥∥p +
∥∥u(t)∥∥ 3p
3+p
 ct−
3
2 (
1
r − 1p )∥∥|x|u0∥∥r + ct− 32 ( 1r − 1p )+ 12+ 2 ‖u0‖r, t  1.
Finally, as we did in the proof of Theorem 1.2, by taking R → ∞ and with the lower semicontinuity of the norm, we
conclude our proof. 
Remark 3.3. We know from Stein [33] that for any 1 < p < ∞, the function ω(x) = |x|α belong to Ap(Rn) if and only if
−n < α < n(p − 1), where Ap(Rn) is the space consisting of Muckenhoupt’s weight functions. Also, from Corollary 4.4 of
Farwig and Sohr [13] we have the following fact: The projection P is bounded in weighted Lp-space, i.e.,
‖ωPu‖p  C‖ωu‖p, 1 < p < ∞
for any u with ωu ∈ Lp provided the weight ω ∈ Ap(Rn). So, by combining with the results of Lemma 3.2, we obtain
∥∥|x|e−tL Pz∥∥p  C0t− 32 ( 1r − 1p )
∥∥|x|Pz∥∥r + C1t− 32 ( 1r − 1p )+ 12+ 2 ‖Pz‖r
 C0t−
3
2 (
1
r − 1p )∥∥|x|z∥∥r + C1t− 32 ( 1r − 1p )+ 12+ 2 ‖z‖r, (3.2)
for any t  1, where |x|z ∈ Lr .
Now, for the proof of Remark 1.3, we rewrite the strong solution with the initial condition u0 by using Duhamel’s
principle,
u(t) = e− t2 Lu
(
t
2
)
+
t∫
t
2
e−(t−τ )L P
(
u(τ ) · ∇)u(τ )dτ , t > 0. (3.3)
Here, since 1r − 1p  23 we should have 1 < r < 32 and 3 < p. Then, by using (3.2), (3.3), Remark 2.4 and Theorem 1.2, we
obtain∥∥∥∥|x|e− t2 Lu
(
t
2
)∥∥∥∥
p
 C0t−
3
2 (
1
r0
− 1p )
∥∥∥∥|x|u
(
t
2
)∥∥∥∥
r0
+ C1t−
3
2 (
1
r0
− 1p )+ 12+ 2
∥∥∥∥u
(
t
2
)∥∥∥∥
r0
 C0t−
3
2 (
1
r0
− 1p )t−
3
2 (
1
r − 1r0 )+
1
2
∥∥|x|u0∥∥r + C1t−
3
2 (
1
r0
− 1p )+ 12+ 2 t−
3
2 (
1
r − 1r0 )−

2
∥∥|x|u0∥∥r
= Ct− 32 ( 1r − 1p )+ 12 ∥∥|x|u0∥∥r, (3.4)
where r0  32 and
1
r − 1r0 < 23 .
Now, by similar method we will estimate the second term in the right side of (3.3). We have by using (3.2), (3.3) and
Theorem 1.2 that
t∫
t
2
∥∥|x|e−(t−τ )L P(u(τ ) · ∇)u(τ )∥∥p dτ
 c
t∫
t
2
(t − τ )− 32 ( 1s0 − 1p )∥∥|x|P(u(τ ) · ∇)u(τ )∥∥s0 dτ + c
t∫
t
2
(t − τ )− 32 ( 1s0 − 1p )+ 12+ 2 ∥∥P(u(τ ) · ∇)u(τ )∥∥s0 dτ
= S1 + S2. (3.5)
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S1  C
t∫
t
2
(t − τ )−1+ 2 ∥∥|x|u∥∥s1‖∇u‖s2 dτ  C
∥∥|x|u0∥∥r
t∫
t
2
(t − τ )−1+ 2 τ− 32 ( 1r − 1s1 )+ 12 τ− 32 ( 23− 1s2 )− 12 dτ
 Ct−
3
2 (
1
r − 1p )∥∥|x|u0∥∥r, (3.6)
where s0 = 3p3+2p−p , s1 = 3p3+p , s2 = 31− and 1s1 + 1s2 = 1s0 . One should note that 1r − 1s1 < 23 so that we can apply Theo-
rem 1.2. For S2, we obtain
S2  C
t∫
t
2
(t − τ )− 12+‖u‖s1‖∇u‖s2 dτ  C‖u0‖r
t∫
t
2
(t − τ )− 12+τ− 32 ( 1r − 1s1 )τ− 32 ( 23− 1s2 )− 12 dτ
 Ct−
3
2 (
1
r − 1p )+ 2 ‖u0‖r, (3.7)
where s0 = 3p3+2p−p , s1 = 3p3+p , s2 = 31− and 1s1 + 1s2 = 1s0 . In above proof, one should note that we can wait for the
time t2 > T that we are able to apply Theorem 1.2 for the estimate of ‖|x|u( t2 )‖r0 and ‖|x|u( t2 )‖s0 . Hence, by combining
(3.3)–(3.7), we obtain∥∥|x|u(t)∥∥p = O (t− 32 ( 1r − 1p )+ 12 ), as t → ∞
which completes the proof.
4. Proof of Theorem 1.4
Now, in this section, we consider φ(x) = |x|2χ(|x|) and the original solution u(t) instead of the delay solution z(t) =
u(t + T ) of Remark 2.3 in the proof of Theorem 1.2. Applying Young’s convolution and Calderon–Zygmund inequalities to I ,
we have
‖I‖p =
∥∥(∇ × v0) ∗ Γt∥∥p  ‖φu0 ∗ Γt‖p +
∥∥∇N ∗ [u0∇φ] ∗ Γt∥∥p  ‖φu0‖r‖Γt‖ prpr+r−p +
∥∥|x|u0∥∥r‖Γt‖ 3pr4pr+3r−3p
 ct−
3
2 (
1
r − 1p )∥∥|x|2u0∥∥r + ct− 32 ( 1r − 1p )+ 12
∥∥|x|u0∥∥r  ct− 32 ( 1r − 1p )+ 12 , for all t  1. (4.1)
Then, by Remark 2.4, we have
‖II‖p  c
t∫
0
‖u‖s1
∥∥∇2φ∥∥∞
∥∥∂k∇ × ωit−τ∥∥s2 + ‖u‖r1‖∇φ‖ 31−
∥∥∇ × ωit−τ∥∥r2 dτ

t∫
0
cτ
− 32 ( 1r − 1s1 )(t − τ )− 32 (1− 1s2 ) dτ +
t∫
0
cτ
− 32 ( 1r − 1r1 )−

2 (t − τ )−1+ 32r2 dτ
 ct−
3
2 (
1
r − 1p )+1, for all t > 0, (4.2)
where 1s1 + 1s2 = 1+ 1p = 1r1 + 1−3 + 1r2 , 1r − 1s1 < 23 , s2 < 3 and 1r − 1r1 < 23 .
We now consider the estimate of III. Observe that
‖III‖p 
t∫
0
∥∥(u∂ jφ) ∗ ∂ j V i∥∥p +
∥∥(uφ) ∗ V i∥∥p dτ = P1 + P2.
Similar to the ﬁrst term of II, we obtain P2  ct−
3
2 (
1
r − 1p )+1. And, by Theorem 1.2,
P1  c
t∫
0
∥∥(u(τ )∂ jφ) ∗ ∂ j V i(t − τ )∥∥p  c
t∫
0
∥∥∂ jφu(τ )∥∥s1
∥∥∂ j V i(t − τ )∥∥s2 dτ
 c
t∫
0
∥∥|x|u(τ )∥∥s1(t − τ )−
3
2 (1− 1s2 )−
1
2 dτ  c
t∫
0
τ
− 32 ( 1r − 1s1 )+
1
2 (t − τ )− 32 (1− 1s2 )− 12 dτ
 ct−
3
2 (
1
r − 1p )+1, for all t > T ,
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‖III‖p  ct−
3
2 (
1
r − 1p )+1, for all t > T . (4.3)
For IV , we have
IV = −
t∫
0
∫
Ω
(wku+ ukw) ·
[(
∂ykφ(y)
)
V i(x− y, t − τ ) + φ(y)∂yk V i(x− y, t − τ ) + ∂yk Ri1(x− y, t − τ )
]
dy dτ
= IV1 + IV2 + IV3.
Since ‖w‖ η, we obtain
‖IV1‖p 
t∫
0
‖u‖s‖∇φw‖∞
∥∥V i∥∥q dτ =
t∫
0
‖u‖s
∥∥|x|w∥∥∞
∥∥V i∥∥q dτ
 c
t∫
0
τ−
3
2 (
1
r − 1s )(t − τ )− 32 (1− 1q ) dτ  ct− 32 ( 1r − 1p )+1, t > 0,
where 1s + 1q = 1+ 1p , 1r − 1s < 23 and q < 3. And, since ‖|x|w‖∞  η, similar to P1 of III, we have
‖IV2‖p 
t∫
0
∥∥|x|u∥∥s1
∥∥|x|w∥∥∞
∥∥∇V i∥∥s2 dτ  ct−
3
2 (
1
r − 1p )+1, t > T ,
1
r − 1s1 < 23 , 1s1 + 1s2 = 1+ 1p and s2 < 32 . Also, by Remark 2.4, we have
‖IV3‖p 
t∫
0
‖u‖s1‖w‖ 31−
∥∥∇2φ∥∥∞
∥∥∇ × ωi∥∥q1 dτ +
t∫
0
‖u‖s2‖∇φw‖∞
∥∥∂k∇ × ωi∥∥q2 dτ  ct−
3
2 (
1
r − 1p )+1, t > 0,
where 1s1 + 1−3 + 1q1 = 1s2 + 1q2 = 1+ 1p , 1r − 1s1 < 23 , 1r − 1s2 < 23 and q2 < 3.
Hence, we have
‖IV‖p  ct−
3
2 (
1
r − 1p )+1, for all t > T . (4.4)
Now, we consider V ,
V = −
t∫
0
∫
Ω
uku ·
[(
∂ykφ(y)
)
V i(x− y, t − τ ) + φ(y)∂yk V i(x− y, t − τ ) + ∂yk Ri1(x− y, t − τ )
]
dy dτ
= V1 + V2 + V3.
For V1, by Theorem 1.2, we have
‖V1‖p 
t∫
0
‖u‖s1‖∇φu‖s2
∥∥V i∥∥s3 dτ =
t∫
0
‖u‖s1
∥∥|x|u∥∥s2
∥∥V i∥∥s3 dτ
 c
t∫
0
τ
− 12+ 32s1 τ−
3
2 (
1
r − 1s2 )+
1
2 (t − τ )− 32 (1− 1s3 ) dτ  ct− 32 ( 1r − 1p )+1,
for any t > T , where 1s1 + 1s2 + 1s3 = 1+ 1p , 1r − 1s2 < 23 and s3 < 3.
Next, for V2, we think two different cases. First, if |x|2u0 ∈ Lr for 32  r < 3 then |x|u0 ∈ L
3
2 . So, by Theorem 1.2, we
obtain
‖V2‖p 
t∫
0
∥∥|x|u∥∥s1
∥∥|x|u∥∥s2
∥∥∇V i∥∥s3 dτ  c
t∫
0
τ
− 32 ( 1r − 1s1 )+
1
2 τ
− 32 ( 23− 1s2 )+
1
2 (t − τ )− 32 (1− 1s3 )− 12 dτ
 ct−
3
2 (
1
r − 1p )+ 12 , for all t > 0,
where 1 + 1 + 1 = 1+ 1 , 1 − 1 < 2 and s3 < 3 .s1 s2 s3 p r s1 3 2
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‖V2‖p 
t
2∫
0
∥∥|x|2uk(τ )u(τ )∂yk V i(t − τ )∥∥p dτ +
t∫
t
2
∥∥|x|2uk(τ )u(τ )∂yk V i(t − τ )∥∥p dτ

t
2∫
0
∥∥|x|u(τ )∥∥s1
∥∥|x|u(τ )∥∥s2
∥∥∇V i(t − τ )∥∥s3 dτ +
t∫
t
2
∥∥|x|u(τ )∥∥r1
∥∥|x|u(τ )∥∥r2
∥∥∇V i(t − τ )∥∥r3 dτ
 ct−
3
2 (
2
r − 1p )+ 32  ct−
3
2 (
1
r − 1p )+ 12 , for all t > T ,
where 1s1 + 1s2 + 1s3 = 1+ 1p , 1s1 + 1s2 = 1−  , 1s3 = 1p +  and 1r1 + 1r2 + 1r3 = 1+ 1p , 1r1 + 1r2 = 13 + 1p −  , 1r3 = 23 +  .
And we get
‖V3‖p 
t∫
0
(‖u‖s1‖u‖s2
∥∥∇2φ∥∥∞
∥∥∇ × ωi∥∥s3 + ‖u‖r1‖∇φu‖r2
∥∥∂k∇ × ωi∥∥r3
)
dτ
 c
t∫
0
τ
− 32 ( 1r − 1s1 )τ−
1
2+ 32s2 (t − τ )−1+ 32s3 dτ + c
t∫
0
τ
− 12+ 32r1 τ−
3
2 (
1
r − 1r2 )+
1
2 (t − τ )− 32 (1− 1r3 ) dτ
 ct−
3
2 (
1
r − 1p )+1, for all t > T ,
where 1s1 + 1s2 + 1s3 = 1+ 1p = 1r1 + 1r2 + 1r3 , 1r − ( 1s1 + 1s2 ) < 13 , 1r − 1r2 < 23 and r3 < 3. Therefore, we obtain
‖V ‖p  ct−
3
2 (
1
r − 1p )+1, for all t > T . (4.5)
Thus, by (4.1)–(4.5), we have∥∥φu(t)∥∥p 
∥∥∇ × v(t)∥∥p +
∥∥∇N ∗ u(t)∇φ∥∥p 
∥∥∇ × v(t)∥∥p +
∥∥|x|u(t)∥∥ 3p
3+p

∥∥∇ × v(t)∥∥p + ct− 32 ( 1r − 1p )+1  ct− 32 ( 1r − 1p )+1, for t > T .
For 1< α < 2 in Theorem 1.4, we can obtain by similar method with Remark 2.7. Here we will skip the details. Now, we
complete the proof of Theorem 1.4.
5. Proof of Theorem 1.5
In this section, we consider φ(x) = |x|αχ(|x|) for 2 < α < 3 and the original solution u(t) instead of the delay solution
z(t) = u(t + T ) of Remark 2.3 in the proof of Theorem 1.2.
Applying Young’s convolution and Calderon–Zygmund inequalities to I , we have
‖I‖p =
∥∥(∇ × v0) ∗ Γt∥∥p  ‖φu0 ∗ Γt‖p +
∥∥∇N ∗ [u0∇φ] ∗ Γt∥∥p
 ‖φu0‖r‖Γt‖ pr
pr+r−p
+ ‖∇φu0‖r‖Γt‖ 3pr
4pr+3r−3p
 ct−
3
2 (
1
r − 1p )∥∥|x|αu0∥∥r + ct− 32 ( 1r − 1p )+ 12
∥∥|x|α−1u0∥∥r
 ct−
3
2 (
1
r − 1p )+ 12 , for all t  1. (5.1)
Then, by Remark 2.4 and Theorem 1.2, we have
‖II‖p  c
t∫
0
∥∥|x|α−2u∥∥s1
∥∥∂k∇ × ωit−τ∥∥s2 + ‖u‖r1‖∇φ‖ 33−α−
∥∥∇ × ωit−τ∥∥r2 dτ

t∫
0
cτ
− 32 ( 1r − 1s1 )+
α−2
2 (t − τ )− 32 (1− 1s2 ) dτ +
t∫
0
cτ
− 32 ( 1r − 1r1 )−

2 (t − τ )−1+ 32r2 dτ
 ct−
3
2 (
1
r − 1p )+ α2 , for all t > T , (5.2)
where 1 + 1 = 1+ 1 = 1 + 3−α− + 1 , 1 − 1 < 2 , s2 < 3 and 1 − 1 < 2 .s1 s2 p r1 3 r2 r s1 3 r r1 3
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‖III‖p 
t∫
0
∥∥(u∂ jφ) ∗ ∂ j V i∥∥p +
∥∥(uφ) ∗ V i∥∥p dτ = P1 + P2.
Similar to the ﬁrst term of II, we obtain P2  ct−
3
2 (
1
r − 1p )+ α2 . And, by Theorem 1.4,
P1  c
t∫
0
∥∥(u(τ )∂ jφ) ∗ ∂ j V i(t − τ )∥∥p  c
t∫
0
∥∥∂ jφu(τ )∥∥s1
∥∥∂ j V i(t − τ )∥∥s2 dτ
 c
t∫
0
∥∥|x|α−1u(τ )∥∥s1(t − τ )−
3
2 (1− 1s2 )−
1
2 dτ  c
t∫
0
τ
− 32 ( 1r − 1s1 )+
α−1
2 (t − τ )− 32 (1− 1s2 )− 12 dτ
 ct−
3
2 (
1
r − 1p )+ α2 , for all t > T ,
where 1s1 + 1s2 = 1+ 1p and s2 < 32 . Therefore, we have
‖III‖p  ct−
3
2 (
1
r − 1p )+ α2 , for all t > T . (5.3)
For IV , we have
IV = −
t∫
0
∫
Ω
(wku+ ukw) ·
[(
∂ykφ(y)
)
V i(x− y, t − τ ) + φ(y)∂yk V i(x− y, t − τ ) + ∂yk Ri1(x− y, t − τ )
]
dy dτ
= IV1 + IV2 + IV3.
Since ‖w‖ η, we obtain
‖IV1‖p 
t∫
0
∥∥|x|α−2u∥∥s
∥∥|x|w∥∥∞
∥∥V i∥∥q dτ  c
t∫
0
τ−
3
2 (
1
r − 1s )+ α−22 (t − τ )− 32 (1− 1q ) dτ  ct− 32 ( 1r − 1p )+ α2 , t > T ,
where 1s + 1q = 1+ 1p , 1r − 1s < 23 and q < 3. And, since ‖|x|w‖∞  η, similar to P1 of III, by Theorem 1.4, we have
‖IV2‖p 
t∫
0
∥∥|x|α−1u∥∥s1
∥∥|x|w∥∥∞
∥∥∇V i∥∥s2 dτ  ct−
3
2 (
1
r − 1p )+ α2 , t > T ,
1
s1
+ 1s2 = 1+ 1p and s2 < 32 . Also, by Remark 2.4 and Theorem 1.2, we have
‖IV3‖p 
t∫
0
‖u‖s1
∥∥|x|w∥∥∞
∥∥|x|α−3∥∥ 3
3−α−
∥∥∇ × ωi∥∥q1 dτ
+
t∫
0
∥∥|x|α−2u∥∥s2
∥∥|x|w∥∥∞
∥∥∂k∇ × ωi∥∥q2 dτ  ct−
3
2 (
1
r − 1p )+ α2 , t > T ,
where 1s1 + 3−α−3 + 1q1 = 1s2 + 1q2 = 1+ 1p , 1r − 1s1 < 23 , 1r − 1s2 < 23 and q2 < 3.
Hence, we have
‖IV‖p  ct−
3
2 (
1
r − 1p )+ α2 , for all t > T . (5.4)
Now, we consider V ,
V = −
t∫
0
∫
Ω
uku ·
[(
∂ykφ(y)
)
V i(x− y, t − τ ) + φ(y)∂yk V i(x− y, t − τ ) + ∂yk Ri1(x− y, t − τ )
]
dy dτ
= V1 + V2 + V3.
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‖V1‖p 
t∫
0
‖u‖s1‖∇φu‖s2
∥∥V i∥∥s3 dτ =
t∫
0
‖u‖s1
∥∥|x|α−1u∥∥s2
∥∥V i∥∥s3 dτ
 c
t∫
0
τ
− 12+ 32s1 τ−
3
2 (
1
r − 1s2 )+
α−1
2 (t − τ )− 32 (1− 1s3 ) dτ  ct− 32 ( 1r − 1p )+ α2 ,
for any t > T , where 1s1 + 1s2 + 1s3 = 1+ 1p , 1r − ( 1s1 + 1s2 ) < α3 and s3 < 3.
Also, by Theorem 1.2, we obtain
‖V2‖p 
t∫
0
∥∥|x|u∥∥s1
∥∥|x|α−1u∥∥s2
∥∥∇V i∥∥s3 dτ
 c
t∫
0
τ
− 32 ( 23− 1s1 )+
1
2 τ
− 32 ( 1r − 1s2 )+
α−1
2 (t − τ )− 32 (1− 1s3 )− 12 dτ
 ct−
3
2 (
1
r − 1p )+ α−12 , for all t > T ,
where 1s1 + 1s2 + 1s3 = 1 + 1p , 1r − ( 1s1 + 1s2 ) < α−13 and s3 < 32 . Similar to the previous section, one should note that if
|x|αu0 ∈ Lr for 1 < r < 32 then |x|u0 ∈ L
3
2 .
And, similarly we get
‖V3‖p 
t∫
0
(∥∥|x|α−2u∥∥s1‖u‖s2
∥∥∇ × ωi∥∥s3 + ‖u‖r1
∥∥|x|α−1u∥∥r2
∥∥∂k∇ × ωi∥∥r3
)
dτ
 c
t∫
0
τ
− 32 ( 1r − 1s1 )+
α−2
2 τ
− 12+ 32s2 (t − τ )−1+ 32s3 dτ + c
t∫
0
τ
− 12+ 32r1 τ−
3
2 (
1
r − 1r2 )+
α−1
2 (t − τ )− 32 (1− 1r3 ) dτ
 ct−
3
2 (
1
r − 1p )+ α2 , for all t > T ,
where 1s1 + 1s2 + 1s3 = 1+ 1p = 1r1 + 1r2 + 1r3 and r3 < 3. Therefore, we obtain
‖V ‖p  ct−
3
2 (
1
r − 1p )+ α2 , for all t > T . (5.5)
Thus, by (5.1)–(5.5), we have
∥∥φu(t)∥∥p 
∥∥∇ × v(t)∥∥p +
∥∥∇N ∗ u(t)∇φ∥∥p 
∥∥∇ × v(t)∥∥p +
∥∥|x|α−1u(t)∥∥ 3p
3+p

∥∥∇ × v(t)∥∥p + ct− 32 ( 1r − 1p )+ α2  ct− 32 ( 1r − 1p )+ α2 , for t > T .
Now, we complete the proof of Theorem 1.5.
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