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When quantum information is spread over a system through nonclassical correlation, it makes retrieving
information by local measurements difficult—making global measurement necessary for optimal parameter
estimation. In this paper, we consider temperature estimation of a system in a Gibbs state and quantify the
separation between the estimation performance of the global optimal measurement scheme and a greedy local
measurement scheme by diagonal quantum discord. In a greedy local scheme, instead of global measurements,
one performs sequential local measurement on subsystems, which is potentially enhanced by feed-forward
communication. We show that, for finite-dimensional systems, diagonal discord quantifies the difference in the
quantum Fisher information quantifying the precision limits for temperature estimation of these two schemes,
and we analytically obtain the relation in the high-temperature limit. We further verify this result by employing
the examples of spins with Heisenberg’s interaction.
DOI: 10.1103/PhysRevA.98.012115
I. INTRODUCTION
Quantum metrology [1–3] utilizes quantum resources such
as entanglement and coherence to improve the precision
of measurements beyond classical limits. The ultimate pre-
cision of estimating a parameter λ from a quantum state
ρ(λ) is given by the quantum Cramér-Rao bound [4–6],
which bounds the estimation variance δλ2  1/F(λ,ρ(λ)),
by the quantum Fisher information (QFI): F(λ,ρ(λ)) ≡
−2 lim→0 ∂2F[ρ(λ),ρ(λ + )], where F[ρ,σ ] is the fidelity
between states ρ,σ .
Applications range from clock synchronization [7] to quan-
tum illumination [8–10], superdense measurement of quadra-
tures [11–13] and range velocity [14], distributed sensing
[15–17], point separation sensing [18–21], and magnetic field
sensing [22,23].
The most common sensing protocols aim at estimating
parameters, with extension to quantum system identification,
including Hamiltonian identification [24–26] and dimension
estimation [27,28]. All the schemes above can be seen as
various kinds of channel parameter estimation, where the
channels are given as a black box with unknown parameters.
There are, however, other important sensing tasks that go
beyond the framework of channel parameter estimation, most
notably temperature estimation.
Temperature is an essential quantity in thermodynamics.
As the study of thermodynamics extends to the nanoscale,
temperature estimation also requires a fully quantum treatment
[29–40]. Correa et al. [32] showed that QFI for tempera-
ture estimation is proportional to the heat capacity C(T ).
Then, the optimal measurement strategy involves projective
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measurements of the energy eigenstates, since heat capacity
corresponds to energy fluctuations. Unfortunately, performing
projective measurements of (global) energy eigenstates is
typically hard, as eigenstates usually contain nonclassical
correlations among different parts of the system.
Recent works [41,42] considered measurements on a single
subsystem, finding that the local QFI [43] bounds the ultimate
achievable precision. We can, however, expect that a more gen-
eral measurement scheme, with sequential local measurements
on multiple subsystems and (classical) feed forward from
previous measurements, could improve the estimate precision.
This scheme still remains practical and belongs to the class of
local operations and classical communication (LOCC) [44].
A practical LOCC protocol is the greedy local scheme, where
we sequentially measure each subsystem with a local optimal
measurement (see Fig. 1). We call the constrained QFI of the
greedy local scheme the LOCC QFI.
For systems with classical Gibbs states, given by product
states among subsystems, such local greedy schemes are opti-
mal. However, for generic quantum systems, Gibbs states can
be highly nonclassical. Thus, temperature as a global property
requires global measurements to be optimally estimated, while
local sequential schemes cannot achieve optimal precision due
to the nonclassical correlations in the system. The local QFI
has been recently shown to depend on the correlation length
at low temperature [45]. In a related metrology task, channel
parameter estimation, the correlation metric for pure quantum
states based on the local QFI, was shown [46] to coincide
with the geometric discord [47]. Also, the relation between the
decreasing QFI due to the measurements on the total system
and the disturbance has been considered [48].
In order to explore the relation between precision loss—the
difference between QFI for the global measurement scheme
and the LOCC QFI—and nonclassical correlation more
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FIG. 1. Greedy local scheme: We first measure a subsystem A
and then measure the other subsystem B. The measurement on A is
optimum in the sense of local QFI. The constrained QFI of this greedy
local scheme is given as FA→B (T ) = FA(T ) + FB|A(T ), and we
explore how the quantum discord DA→B affects the loss of precision
loss, i.e., FAB (T ) − FA→B (T ).
broadly, we focus on temperature estimation and seek a relation
between precision loss and quantum discord [49], which
quantifies nonclassical correlations in a quantum system.
We focus on the high-temperature limit and analytically find
that the precision loss can be exactly quantified by a quantum
correlation metric in this regime, despite that entanglement
or nonclassical correlations are expected to play lesser roles.
In addition, temperature estimation at high temperature is
a practically important task as the capability of performing
coherent operations at room temperature is a desirable feature
for quantum information processing devices. Also, quantum
phenomena such as superconductivity [50,51] survive at tem-
peratures as high as 165 K.
In this paper, we explore the contribution of nonclassical
correlations to the ultimate precision limit of temperature
estimation by comparing a greedy local scheme (see Fig. 1) to
the optimal global measurement on the total system. We prove
that for a bipartite system in the Gibbs state at high temperature,
precision loss defined in terms of QFI is quantified by the
diagonal discord [52], which is the upper bound of the quantum
discord and recently has been shown to play an important role
in thermodynamic processes such as energy transport [53].
We further generalize this relation to multipartite systems,
showing that the precision loss is quantified by a multipartite
generalization of the diagonal discord.
II. THERMOMETRY IN BIPARTITE SYSTEMS
Consider temperature estimation from a Gibbs state ρ =
Z−1 exp(−H/T ) at temperature T , where H is the Hamil-
tonian of the system, Z ≡ Tr[exp(−H/T )] is the partition
function, and we set the Boltzmann constant kB = 1. QFI is
given as [32] (see also Appendix A)
F(T ) = C(T )/T 2. (1)
Given C(T ) = ∂T 〈H 〉 = δH 2/T 2, energy measurement—
projection to energy eigenstates—is optimal. However, global
measurements are usually hard to implement. The more practi-
cal way is to estimate the temperatureT by measuring a subsys-
tem. Suppose that a bipartite system is composed of subsystems
A andB, and we measureA. The local QFIFA(T ) ≡ F(T ,ρA),
where ρA = TrB(ρAB), quantifies the ultimate precision limit
of any possible local measurement on a single subsystem A.
Since the reduced state ρA is usually not a Gibbs state, FA(T )
does not follow Eq. (1).
In addition to measurement on a subsystem A, one can
proceed to perform measurement on the reminder of the
system, B, in order to estimate the temperature. In the
greedy local scheme (see Fig. 1), the measurement on A
is the local optimum measurement operators {Mx}A. Then,
the quantum state of B conditioned on measurement result
x is ρB|Mx = 1/pxTrA[(Mx ⊗ 1B)ρAB(M†x ⊗ 1B)], with px =
Tr[(Mx ⊗ 1B)ρA(M†x ⊗ 1B)] the measurement probability. The
conditional local QFI is given by FB|Mx (T ) = F(T ,ρB|Mx )
and the unconditional QFI is FB|A(T ) =
∑
x px(T )FB|Mx (T ).
Note that the measurement achieving FB|Mx (T ) may depend
on x; thus, feed forward is required. The LOCC QFI FA→B
from the above consecutive local optimal measurements on A
and B quantifies the precision of the local greedy temperature
measurement protocol. Then, the LOCC QFI can be written as
FA→B(T ) = FA(T ) + FB|A(T ), (2)
which is derived from the additivity of Fisher information
[54,55]. (In Appendix B, we also provide our proofs.)
By definition, FA→B(T )  FAB(T ), with equality satisfied
for ρAB in a product state. Then, the precision loss F(T ) ≡
FAB(T ) − FA→B(T ) is generally related to bipartite nonclas-
sical correlations with a proper measure. Here in particular, we
demonstrate a link to quantum discord.
Let IAB be the quantum mutual information between A
and B: IAB = SA + SB − SAB , where Si = −Tr[ρi ln ρi] is
the entropy of the state ρi . Suppose that we measure sub-
system A with projective measurements {	Aj } (i.e., 	Ai 	Aj =
δij	
A
j ). The classical correlation is defined as JB|A = SB −
min{	Aj } SB|{	Aj }, with SB|{	Aj } =
∑
j pjSB|	Aj , where SB|	Aj is
the entropy of the postmeasurement state ρB|	Aj . Then, the
quantum discord of ρAB as A being measured is defined as
DA→B = IAB − JB|A, or explicitly
DA→B = −SAB + SA + min
{	Aj }
SB|{	Aj }. (3)
Suppose that, instead of performing the minimization, we
choose 	Aj ≡ |j 〉A〈j | as the eigenbasis of ρA in Eq. (3), i.e.,
ρA =
∑
j rj |j 〉〈j | =
∑
j rj	
A
j . In this case, it becomes the
diagonal discordDA→B [52]. Note that diagonal discord has an
alternative expression DA→B = infπA S(πA(ρAB)) − S(ρAB),
where πA ≡
∑
j 	
A
j ⊗ 1B and inf is due to possible degen-
eracy of the eigenbases.
In the high-temperature limit, for the finite-dimensional
bipartite systems in the Gibbs state at temperature T , we find
that the precision loss is given by
F(T ) = −(1/T )∂TDA→B(T ) + O(T −5). (4)
This relation can be proved by realizing that in the high-
temperature limit, the partial states are still well approximated
by the Gibbs states. Then Eq. (1) is still approximately valid
and one can relate the local QFI to the entropy of the subsystem
and thus to diagonal discord. Let us write the total Hamiltonian
as
H = HA + HB + HAB,
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where HA and HB are the system Hamiltonians of A and
B, respectively, and HAB is the interaction Hamiltonian
between A and B. The Gibbs state of the total system
is then ρAB = Z−1AB exp (−β(HA + HB + HAB)), where β =
1/T . From Eq. (1), since the heat capacity is given by
CAB(T ) = T ∂T SAB(T ), we can write
FAB(T ) = CAB(T )/T 2 = (1/T )∂T SAB(T ). (5)
For a general finite-dimensional system, in the high-
temperature limit β  1, ρAB can be written as
ρAB = 1
dAB
(
1AB − β
(
H − Tr[H ]
dAB
))
+ O(β2). (6)
Within the same approximation, the reduced state ρA =
TrB[ρAB] is ρA ∝ (1A − βHA − βA) + O(β2), where A =
const + 1
dB
∑
k〈E(B)k |HAB |E(B)k 〉, which is independent of the
temperature T (here Ek,|E(B)k 〉 are B’s energy eigenvalues
and eigenstates). Note that when the interaction between A
and B is absent, i.e., HAB = 0, due to [HA,HB] = 0, the
Gibbs state of the total system can be written as the product
Gibbs state of the subsystems, which are only relevant to
their system Hamiltonians. Therefore, in this case, we have
A = 0 for any temperature T . In the high-temperature limit,
in general, H effA = HA + A behaves as an effective Hamil-
tonian for subsystem A. Therefore, at high temperature, ρA
is approximated by a Gibbs state, ρA 	 Z−1A exp (−βH effA ),
with ZA ≡ Tr[exp (−βH effA )]. Then, the local QFI still follows
Eq. (1) and can be written, within this approximation, as
FA(T ) 	 (1/T )∂T SA(T ). (7)
The measurements that saturate this local QFI are the projectors
	Aj onto local eigenstates of ρA, since they are also eigenstates
of the effective Hamiltonian HA + A.
Similar to ρA, the conditional state ρB|	Aj after measuring
A can be also approximated by a Gibbs state, ρB|	Aj 	
Z−1
B|	Aj
exp (−βH eff
B|	Aj
), with effective Hamiltonian H eff
B|	Aj
=
HB + B|	Aj , where B|	Aj = const + 〈j |HAB |j 〉. This allows
us to relate the corresponding local QFI to entropy:
FB|	Aj (T ) 	 (1/T )∂T SB|	Aj (T ), (8)
where SB|	Aj (T ) is the entropy of subsystem B after the
measurement 	Aj . By selecting a set of projection mea-
surements that minimize B’s entropy, we can relate the en-
tropies to diagonal discord. More precisely, let {	Aj∗} be the
set of projection measurements on subsystem A such that∑
i pi∗(T )SB|	Aj∗ (T ) = min{	Aj }
∑
j pj (T )SB|	Aj (T ).
From Eqs. (5)–(8), we have
−∂TDA→B(T ) 	 TF(T ) −
∑
k
∂T pk∗(T )SB|	Ak∗ (T ). (9)
Note that for a finite-dimensional system we have (see
Appendix C)
(1/T )
∑
k
∂T pk∗(T )SB|	Ak∗ (T ) = O(T −5). (10)
Then we have two cases. A trivial case is when the greedy
local method is asymptotically optimal at high temperature,
i.e., limT→∞ F(T )/F(T ) = 0, as the deviation F is no
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FIG. 2. F and −(1/T )∂TDA→B , for a Heisenberg system with
two qubits at (a) B1/Jx = 3, B2/Jx = 1, Jz/Jx = 2, Jy/Jx = 1 and
(b) B1 = B2 = 0, Jz/Jx = 2, Jy = 0.
longer important. If instead F(T )/F(T ) remains finite at
high temperature, since QFI (see Appendix D)
F(T ) 	 O(T −4), (11)
we must also have F(T ) = O(T −4), which is then the
dominant term in the right-hand side of Eq. (9) and we recover
Eq. (4).
We can make these ideas more concrete by presenting
an example given by a two-qubit X state [56–58]. We
consider the general Heisenberg interaction Hamiltonian
H = (1/2)(B1ZA +B2ZB + JxXAXB + JyYAYB + JzZAZB),
where Xk , Yk , and Zk are the Pauli matrices acting on kth qubit.
The Gibbs state of this system is the two-qubit X state. In the
high-temperature limit, the quantum mutual information term
is −(1/T )∂T IAB(T ) = −(J 2x + J 2y + J 2z )/(4T 4) + O(T −5)
and the classical correlation term −(1/T )∂T JB|A(T ) =
J 2z /(4T 4) + O(T −5). We can also find an analytical expression
for F(T ) and −(1/T )∂TDA→B ,
F(T ) = (J 2x + J 2y )/(4T 4) + O(T −5),
−(1/T )∂TDA→B(T ) =
(
J 2x + J 2y
)/(4T 4) + O(T −5), (12)
which agrees with Eq. (4).
We note that F does not depend on B1, B2, and
Jz. This can be intuitively understood since Jx = Jy = 0
yields a classical Ising model, where the Gibbs state is
a classical state with zero quantum discord. In this case,
Eq. (4) is exact for any temperature as trivially F(T ) =
−(1/T )∂TDA→B(T ) = 0 at any temperature. The other case
for F(T ) = −(1/T )∂TDA→B(T ) to be exact at any tem-
perature is B1 = B2 = 0 and either Jy = 0 or Jx = 0. In
this case, we can obtain F(T ) = −(1/T )∂TDA→B(T ) =
J 2k sech2( Jk2T )/(4T 4), k = x or y for Jy = 0 or Jx = 0.
We can further numerically evaluate these quantities for
arbitrary temperature, with results given in Fig. 2 for repre-
sentative parameters. To understand the nontrivial parameter
region better, since our model is symmetric between Jx and
Jy , without loss of generality, we fix Jx and vary Jy/Jx ,
B1/Jx , and B2/Jx . We find that, for various parameters, at
high temperature F(T ) and −(1/T )∂TDA→B(T ) agree well.
At intermediate and low temperature, however, we find that
the behavior of the quantities depends strongly on the system
parameters. The relationship betweenF(T ) and nonclassical
correlation at low temperature is still an open problem.
012115-3
AKIRA SONE, QUNTAO ZHUANG, AND PAOLA CAPPELLARO PHYSICAL REVIEW A 98, 012115 (2018)
III. MULTIPARTITE SYSTEMS
We now extend these ideas to multipartite systems. Suppose
that we have a finite-dimensional system composed of N
subsystems. We index each subsystem with an integer 1 
k  N . We want to quantify the difference in QFI between
the sequential greedy measurement scheme on each subsystem
and the global measurement. We can sequentially apply the
bipartite result in Eq. (4) to derive the difference of QFI
between the local and global schemes in the multipartite case.
Let σ1:N ≡ (σ1,σ2, . . . ,σN ), where σk ∈ {1,2, . . . ,N}
denotes the measurement order of the local greedy scheme.
At step k = 1, there are no prior measurement results yet.
By treating the system σ1:N as a bipartite composition of σ1
and σ2:N , Eq. (4) gives the difference between global and
LOCC QFI, i.e., Fσ1:N − Fσ1→σ2:N 	 −(1/T )∂TDσ1→σ2:N . At
step 2  k  N − 1, conditioned on previous measurement
results M1:k−1 ≡ (Mσ1 ,Mσ2 , . . . Mσk−1 ), by treating the rest of
the system as a bipartite composition of σk and σk+1:N , Eq. (4)
gives the difference between global and LOCC QFI, i.e.,
Fσk:N |M1:k−1 − Fσk→σk+1:N |M1:k−1 	 −(1/T )∂TDσk→σk+1:N |M1:k−1 ,
where Fσk→σk+1:N |M1:k−1 = Fσk |M1:k−1 + Fσk+1:N |M1:k .
Now we consider the unconditional QFI Fσk→σk+1:N |σ1:k−1 ≡∑
M1:k−1 P (M1:k−1)Fσk→σk+1:N |M1:k−1 ; we have Fσk:N |σ1:k−1 −(Fσk |σ1:k−1 + Fσk+1:N |σ1:k ) 	 −(1/T )∂TDσk→σk+1:N |σ1:k−1 , where
Dσk→σk+1:N |σ1:k−1 ≡
∑
M1:k−1 P (M1:k−1)Dσk→σk+1:N |M1:k−1 . By
adding the equation above from k = 1 to k = N − 1 and noting
that the difference in QFI is Fσ1:N ≡ Fσ1:N −
∑N
k=1 Fσk |σ1:k−1 ,
Fσ1:N (T ) 	 −(1/T )∂TDσ1:N (T ) + O(T −5), (13)
where
Dσ1:N (T ) =
N−1∑
k=1
Dσk→σk+1:N |σ1:k−1 (T ) (14)
is a multipartite generalization of the bipartite diagonal discord
defined in Eq. (3) with respect to the ordering σ1:N . Therefore,
Eq. (13) is valid for finite-dimensional systems in the Gibbs
state at high temperature.
The simplicity of this expression masks the fact that Dσ1:N
is complicated; since in each term Dσk→σk+1:N |M1:k−1 , the opti-
mal measurement may depend on the previous measurement
results M1:k−1. We can still get further insight by considering
systems where the optimal measurement is the same for all
previous measurement results. Let 	σkj ≡ |j 〉σk 〈j | denote the
eigenbasis projection of ρσk at step k; the optimal measurement
must beπσk =
∑
j 	
σk
j , yieldingDσk→σk+1:N |σ1:k−1 = S(πσk ◦ · · ·◦ πσ1 (ρ1:N )) − S(πσk−1 ◦ · · · ◦ πσ1 (ρ1:N )), where ◦ denotes
concatenation of operators and ρ1:N is the state of the entire
system.
Note that all measurements πσN ,πσN−1 , . . . ,πσ1 commute
with each other because they are on orthogonal support.
Equation (14) simplifies to
Dσ1:N =
N∑
k=1
S(ρk) − S(ρ1:N ), (15)
and the measurement order does not change the difference in
QFI, because each of them commutes and does not depend on
previous measurements.
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FIG. 3. F123 and −(1/T )∂TD123, for a Heisenberg system with
three qubits at (a) B/J = 1, α = 0.3 and (b) B/J = 2, α = 0.3. Note
that the paths denoted by subscripts 132 and 213 have the same results.
For example, consider the three-qubit Heisenberg system:
H = B2
∑3
k=1 Zk + J2
∑2
k=1 (XkXk+1 + YkYk+1 + αZkZk+1).
It has translational symmetry, and there are only three local
measurement schemes to choose from: 1 → 2 → 3, 1 → 3 →
2, and 2 → 3 → 1. However, we find that all three paths give
the same F and diagonal discord. In the high-temperature
limit we find F = −(1/T )∂TD = J 2/T 4 + O(T −5) (see
Fig. 3). Compared with Eq. (12), we find that the loss is twice
that of the two-qubit case, which is intuitive as there are two
couplings.
More generally, if the Gibbs state is symmetric under
permutation, the measurement order does not matter. However,
even if Dσ1:N is identical for all sequences σ1:N , each measure-
ment may still depend on previous measurement results. Still,
if N is large, we can show that feed forward is only required for
the first few steps in a greedy local scheme. Indeed, according
to the quantum de Finetti theorem [59], after a negligibly small
number K1  N of measurements, the remaining N − K1
subsystems become a mixture of independent and identically
distributed states, i.e.,ρ1:N−K1 	
∑
x Pxρ
⊗N−K1
x . Because QFI
is convex, we have F(T ,ρ1:N−K1 ) 
∑
x PxF(T ,ρ⊗N−K1x ) =
(N − K1)
∑
x PxF(T ,ρx). This means that, for the rest of
the system, one can perform another K2  N number of
measurements to determine x and then perform the same local
diagonal projection measurements on all N − K1 − K2 parts
in state ρx .
IV. CONCLUSIONS AND OUTLOOK
In conclusion, we have derived a relation between the
diagonal discord and the LOCC QFI by comparing the global
optimal measurement to a greedy local scheme in the high-
temperature limit. We have proved that the diagonal discord
quantifies the loss in temperature estimation precision due to
performing a sequence of local measurements on subsystems
of an arbitrary finite-dimensional system. In other words,
the nonclassical correlation other than entanglement, such
as discord, can contribute to the precision enhancement in
the temperature estimation. This result demonstrates a close
relation between nonclassical correlations and the ultimate
precision limit in temperature estimation.
The relationship between precision loss in estimating tem-
perature and diagonal discord could be potentially verified
experimentally, exploiting nanoscale quantum devices. For
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example, recently, the local temperature of nanowires was
measured [60] through the electron energy gain and loss
spectroscopy from room temperature to 1600 K. In general,
predicting the precision loss in local measurements could
guide experimentalists to select measurement protocols with
the desired performance.
Although we focused on the high-temperature limit,
the exploration of the finite- and low-temperature cases
is an interesting open direction. Indeed, for the two-qubit
Heisenberg model, except for two analytical conditions for
−(1/T )∂TD(T ) = F(T )(∀T ) given in the main text, we also
numerically observe that these two quantities are close to each
other for various choices of the system parameters even at
low temperature (see Appendix E). We finally note that our
derivation is only valid for finite-dimensional systems; the
extension to infinite-dimensional systems is still open, due to
the difficulty in the high-temperature expansion.
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APPENDIX A: DERIVATION OF QFI OF TEMPERATURE
ESTIMATION FOR THE GIBBS STATE
Here, we review the derivation of QFI for the Gibbs
state based on [32]. Let H be the Hamiltonian of a system
thermalized at temperatureT . Letβ be the inverse temperature,
i.e., β = 1/T , where we have set the Boltzmann constant as
kB = 1. Then, the Gibbs state is given by
ρ(β) = 1Zβ e
−βH ,
where Z is the partition function:
Zβ = Tr(e−βH ).
Suppose that we have an error  when estimating β. Then, the
state with this error is given by
ρ(β + ) = 1Zβ+ e
−(β+)H .
QFI F(β) to estimate β is defined by
F(β) = −2 lim
→0
∂2
∂2
F[ρ(β),ρ(β + )],
where F[ρ(β),ρ(β + )] is the fidelity between ρ(β) and
ρ(β + ):
F[ρ(β),ρ(β + )] = (Tr
√
ρ1/2(β)ρ(β + )ρ1/2(β))2.
Now, let us calculate the fidelity first. The fidelity is given
by
F[ρ(β),ρ(β + )] = (Tr
√
ρ1/2(β)ρ(β + )ρ1/2(β))2
= 1ZβZβ+
(
Tr
√
e−
1
2 βH e−(β+)He−
1
2 βH
)2
= 1ZβZβ+ (Tr
√
e−(2β+)H )2
= 1ZβZβ+
(
Tr
[
e−(β+

2 )H
])2
=
Z2
β+ 2
ZβZβ+ .
Before calculating the QFI, let us show the following fact:
lim
→0
∂
∂
Zβ+ = − lim
→0
Tr[e−(β+)HH ] = −Tr[e−βHH ],
lim
→0
∂2
∂2
Zβ+ = lim
→0
Tr[e−(β+)HH 2] = Tr[e−βHH 2],
lim
→0
∂
∂
Zβ+ 2 = − lim→0 Tr
[
e−(β+

2 )H H
2
]
= −1
2
Tr[e−βHH ],
lim
→0
∂2
∂2
Zβ+ 2 = lim→0 Tr
[
e−(β+

2 )H H
2
4
]
= 1
4
Tr[e−βHH 2].
For two functions f (x) and g(x), where g(x) = 0, we have
∂2
∂x2
f 2
g
= 2∂
2f
∂x2
f
g
+ 2
g
(
∂f
∂x
)2
− 4f
g2
(
∂f
∂x
)(
∂g
∂x
)
− ∂
2g
∂x2
f 2
g2
+ 2f
2
g3
(
∂g
∂x
)2
.
Therefore, if we define x = , f = Zβ+ 2 , and g = Zβ+ ,
we can obtain
lim
→0
∂2
∂2
F = lim
→0
∂2
∂2
Z2
β+ 2
ZβZβ+ = lim→0
1
Zβ
∂2
∂2
Z2
β+ 2
Zβ+
= −1
2
Tr
[e−βH
Zβ H
2
]
+ 1
2
(
Tr
[e−βH
Zβ H
])2
= −1
2
(Tr[ρβH 2] − (Tr[ρβH ])2)
= −1
2
(〈H 2〉 − 〈H 〉2) = −1
2
δH 2.
Therefore, QFI becomes
F(β) = −2 lim
→0
∂2
∂2
F = δH 2,
which is the variance of the Hamiltonian. Therefore, with M
copies of the system, the variance of β satisfies the following
Cramér-Rao bound:
2  1
MF(β) =
1
MδH 2
.
Since β = 1/T , we have

δT
= δβ
δT
= − 1
T 2
;
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therefore, we can obtain
δT 2  T
4
MδH 2
.
Therefore, we can find that QFI to estimate the temperature T
can be written as
F(T ) = δH
2
T 4
= F(β)
T 4
.
By definition, heat capacity C(T ) is given by
C(T ) = 1
T 2
δH 2.
QFI to estimate temperature T for the Gibbs state becomes
F(T ) = C(T )
T 2
.
Here, let us explain the reason why the energy measurement
is the optimum for the Gibbs state. The measurement result
is 〈H 〉(T ) = Tr[ρH ], and the the variance is δH 2 = 〈H 2〉 −
〈H 〉2. In the single-shot scenario, estimation variance δT can
be written as
δT = δH|∂T 〈H 〉| .
Here, note that, for the Gibbs state
C(T ) = ∂T 〈H 〉 = (δH )
2
T 2
,
we have δT = T/√C(T ), so that the variance of the tempera-
ture becomes
δT 2 = T
2
C(T ) .
Since QFI is F(T ) = C(T )
T 2
, we can find that
δT 2 = δT 2min =
1
F(T ) ,
which indicates that the energy measurement is the optimum.
APPENDIX B: DERIVATION OF FA→B(T )
QFI is simply the classical Fisher information over the opti-
mal quantum measurement. Consider an arbitrary consecutive
measurement result (X,Y ) on A and B. Despite the quantum
nature of the measurement, a classical derivation suffices. The
joint distribution is a Markovian chain X → Y and thus the
joint distribution is
PX,Y (x,y; T ) = PX(x; T )PY |X(y|x; T ).
We consider the most general scenario where the measure-
ment result is continuous. The discrete case in the main text
can be seen as a special case. The greedy local measurement
scheme has constrained Fisher information
FA→B(T ) =
∫
dxdyPX,Y (x,y; T )(∂T ln PX,Y (x,y; T ))2
=
∫
dxdyPX(x; T )PY |X(y|x; T )(∂T ln PX(x; T )
+ ∂T ln PY |X(y|x; T ))2
=
∫
dxdyPX(x; T )PY |X(y|x; T )[(∂T ln PX(x; T ))2
+ (∂T ln PY |X(y|x; T ))2]
=
∫
dxPX(x; T )(∂T ln PX(x; T ))2
+
∫
dxPX(x; T )
∫
dyPY |X(y|x; T )
× (∂T ln PY |X(y|x; T ))2
=FA(T ) + FB|A(T ).
Note that the cross term ∂T ln PX(x; T )∂T ln PY |X(y|x; T )
integrates to zero in the second step. To obtain the last line, we
have used the fact that the greedy local measurement scheme
saturates the local QFI on A.
APPENDIX C: PROOF OF EQ. (10)
Here, we consider pj∗(T ). Let dA and dB be the dimensions
of the subsystems A and B, respectively, and the dimension of
the total system dAB is written as dAB = dAdB . By definition,
from Eq. (6), in the high-temperature limit, we can obtain
pj∗(T ) = Tr
[(
	Aj∗ ⊗ 1B
)
ρAB
(
	Aj∗ ⊗ 1B
)] = 1
dA
+ O(T −1),
where we use the fact that Tr[1B] = dB .
Therefore, we have
∂T pj∗(T ) = O(T −2).
Also, because
∑
j∗ pj∗(T ) = 1, we have∑
j∗
∂T pj∗(T ) = 0,
and also the order of magnitude of the entropy is given by
SB|	Aj (T ) = ln (dB) + O(T −2).
Therefore, we can obtain
1
T
∑
j∗
∂T pj∗(T )SB|	Aj∗ (T )
= 1
T
∑
j∗
∂T pj∗(T ) ln (dB) + O(T −5) = O(T −5).
APPENDIX D: PROOF OF EQ. (11)
LetH be the Hamiltonian for the finite-dimensional system.
Then, the partition function can be written as
Z = Tr[e−βH ] =
d∑
k=1
e−βhk ,
where d is the dimension of the Hamiltonian (i.e., the number
of eigenvalues of H ), and {hk}dk=1 are the eigenvalues of
the Hamiltonian H . Then, the heat capacity C(β) at high
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temperature (β  1) can be written as
C(β) =
⎡
⎣ 1
d
d∑
k=1
h2k −
(
1
d
d∑
k=1
hk
)2⎤⎦β2 + O(β3)
= δh2β2 + O(β3),
where
δh2 = 1
d
d∑
k=1
h2k −
(
1
d
d∑
k=1
hk
)2
is the variance of the eigenvalues. Since β = 1/T , we have
C(T ) = δh
2
T 2
+ O(T −3).
For the Gibbs state, the QFI of estimating temperature is
F(T ) = C(T )
T 2
.
Therefore, the order of magnitude of F(T ) is
F(T ) = O(T −4).
In our approach, in the high-temperature limit, the subsys-
tem can be regarded as the Gibbs state, FA(T ), FB|A(T ), and
FAB(T ) all have the order of magnitude O(T −4). Therefore, if
the greedy local method is not asymptotically optimal at high
temperature, i.e.,
lim
T→∞
F(T )
F(T ) > 0,
then we have
F(T ) = O(T −4),
FIG. 4. |(F + (1/T )∂TDA→B )/(F − (1/T )∂TDA→B )|. (a)
T/J = 0.4. Note that the increase of relative error at the edges
is due to larger coupling amplitude making T/|J ± λ| smaller.
(b) T/J = 2.
which shows that F(T ) is more dominant in the high-
temperature limit, i.e.,
F(T )  1
T
∑
j∗
∂T pj∗(T )SB|	Aj∗(T ).
APPENDIX E: MORE NUMERICAL RESULTS
AT LOW TEMPERATURE
We consider the two-qubit Heisenberg interaction Hamilto-
nian in the absence of external fields:
H = (1/2)((J + λ)XAXB + (J − λ)YAYB + JzZAZB).
To demonstrate the consistency between F(T ) and
−(1/T )∂TDA→B(T ), we plot the relative difference
|(F + (1/T )∂TDA→B)/(F − (1/T )∂TDA→B)| in Fig. 4.
We see that, except for a small region, the relative difference
is small for both T/J = 0.4 and T/J = 2.
[1] V. Giovannetti, S. Lloyd, and L. Maccone, Phys. Rev. Lett. 96,
010401 (2006).
[2] V. Giovannetti, S. Lloyd, and L. Maccone, Nat. Photonics 5, 222
(2011).
[3] C. L. Degen, F. Reinhard, and P. Cappellaro, Rev. Mod. Phys.
89, 035002 (2017).
[4] C. Helstrom, Quantum Detection and Estimation Theory, Math-
ematics in Science and Engineering: A Series of Monographs
and Textbooks (Academic Press, New York, 1976).
[5] A. Holevo, Probabilistic and Statistical Aspects of Quantum
Theory (North-Holland, Amsterdam, 1982).
[6] H. Yuen and M. Lax, IEEE Trans. Inf. Theory 19, 740
(1973).
[7] V. Giovannetti, S. Lloyd, and L. Maccone, Nature (London) 412,
417 (2001).
[8] S. Lloyd, Science 321, 1463 (2008).
[9] S.-H. Tan, B. I. Erkmen, V. Giovannetti, S. Guha, S. Lloyd, L.
Maccone, S. Pirandola, and J. H. Shapiro, Phys. Rev. Lett. 101,
253601 (2008).
[10] Q. Zhuang, Z. Zhang, and J. H. Shapiro, Phys. Rev. Lett. 118,
040801 (2017).
[11] M. G. Genoni, M. G. A. Paris, G. Adesso, H. Nha, P. L. Knight,
and M. S. Kim, Phys. Rev. A 87, 012107 (2013).
[12] S. Steinlechner, J. Bauchrowitz, M. Meinders, H. Müller-
Ebhardt, K. Danzmann, and R. Schnabel, Nat. Photonics 7, 626
(2013).
[13] M. Ast, S. Steinlechner, and R. Schnabel, Phys. Rev. Lett. 117,
180801 (2016).
[14] Q. Zhuang, Z. Zhang, and J. H. Shapiro, Phys. Rev. A 96, 040304
(2017).
[15] W. Ge, K. Jacobs, Z. Eldredge, A. V. Gorshkov, and M. Foss-
Feig, arXiv:1707.06655.
[16] T. J. Proctor, P. A. Knott, and J. A. Dunningham, Phys. Rev. Lett.
120, 080501 (2018).
[17] Q. Zhuang, Z. Zhang, and J. H. Shapiro, Phys. Rev. A 97, 032329
(2018).
[18] R. Nair and M. Tsang, Phys. Rev. Lett. 117, 190801 (2016).
[19] C. Lupo and S. Pirandola, Phys. Rev. Lett. 117, 190802 (2016).
[20] M. Tsang, R. Nair, and X.-M. Lu, Phys. Rev. X 6, 031033 (2016).
[21] R. Kerviche, S. Guha, and A. Ashok, in IEEE Interna-
tional Symposium on Information Theory (ISIT) (IEEE, 2017),
pp. 441–445.
[22] T. Baumgratz and A. Datta, Phys. Rev. Lett. 116, 030801 (2016).
[23] J. M. Taylor, P. Cappellaro, L. Childress, L. Jiang, D. Budker,
P. R. Hemmer, A. Yacoby, R. Walsworth, and M. D. Lukin,
Nat. Phys. 4, 810 (2008).
012115-7
AKIRA SONE, QUNTAO ZHUANG, AND PAOLA CAPPELLARO PHYSICAL REVIEW A 98, 012115 (2018)
[24] A. Sone and P. Cappellaro, Phys. Rev. A 95, 022335 (2017).
[25] Y. Wang, D. Dong, B. Qi, J. Zhang, I. R. Petersen, and H.
Yonezawa, IEEE Trans. Autom. Control 63, 1388 (2018).
[26] J. Zhang and M. Sarovar, Phys. Rev. A 91, 052121 (2015).
[27] A. Sone and P. Cappellaro, Phys. Rev. A 96, 062334 (2017).
[28] M. Owari, K. Maruyama, T. Takui, and G. Kato, Phys. Rev. A
91, 012343 (2015).
[29] M. Brunelli, S. Olivares, and M. G. A. Paris, Phys. Rev. A 84,
032105 (2011).
[30] M. Brunelli, S. Olivares, M. Paternostro, and M. G. A. Paris,
Phys. Rev. A 86, 012125 (2012).
[31] M. Mehboudi, M. Moreno-Cardoner, G. De Chiara, and A.
Sanpera, New J. Phys. 17, 055020 (2015).
[32] L. A. Correa, M. Mehboudi, G. Adesso, and A. Sanpera, Phys.
Rev. Lett. 114, 220405 (2015).
[33] C. Raitz, A. M. Souza, R. Auccaise, R. S. Sarthour, and I. S.
Oliveira, Quantum Inf. Process. 14, 37 (2015).
[34] S. Jevtic, D. Newman, T. Rudolph, and T. M. Stace, Phys. Rev.
A 91, 012331 (2015).
[35] L. Mancino, M. Sbroscia, I. Gianani, E. Roccia, and M. Barbieri,
Phys. Rev. Lett. 118, 130502 (2017).
[36] D. Xie, C. Xu, and A. M. Wang, Quantum Inf. Process. 16, 155
(2017).
[37] L. A. Correa, M. Perarnau-Llobet, K. V. Hovhannisyan, S.
Hernańdez-Santana, M. Mehboudi, and A. Sanpera, Phys. Rev.
A 96, 062103 (2017).
[38] A. De Pasquale, K. Yuasa, and V. Giovannetti, Phys. Rev. A 96,
012316 (2017).
[39] M. G. A. Paris, J. Phys. A: Math. Theor. 49, 03LT02 (2016).
[40] P. P. Hofer, J. B. Brask, and N. Brunner, arXiv:1711.09827.
[41] A. De Pasquale, D. Rossini, R. Fazio, and V. Giovannetti,
Nat. Commun. 7, 12782 (2016).
[42] G. De Palma, A. De Pasquale, and V. Giovannetti, Phys. Rev. A
95, 052115 (2017).
[43] In Refs. [41,42], they define the local quantum thermal suscep-
tibility as the local QFI for estimating the inverse temperature.
[44] M. A. Nielsen, Phys. Rev. Lett. 83, 436 (1999).
[45] K. V. Hovhannisyan and L. A. Correa, Phys. Rev. B 98, 045101
(2018).
[46] S. Kim, L. Li, A. Kumar, and J. Wu, Phys. Rev. A 97, 032326
(2018).
[47] B. Dakić, V. Vedral, andČ. Brukner, Phys. Rev. Lett. 105, 190502
(2010).
[48] L. Seveso and M. G. A. Paris, Phys. Rev. A 97, 032129 (2018).
[49] H. Ollivier and W. H. Zurek, Phys. Rev. Lett. 88, 017901 (2001).
[50] B. Keimer, S. Kivelson, M. Norman, S. Uchida, and J. Zaanen,
Nature (London) 518, 179 (2015).
[51] E. Fradkin, S. A. Kivelson, and J. M. Tranquada, Rev. Mod.
Phys. 87, 457 (2015).
[52] Z.-W. Liu, R. Takagi, and S. Lloyd, arXiv:1708.09076.
[53] S. Lloyd, Z.-W. Liu, S. Pirandola, V. Chiloyan, Y. Hu, S.
Huberman, and G. Chen, arXiv:1510.05035.
[54] X.-M. Lu, S. Luo, and C. H. Oh, Phys. Rev. A 86, 022342 (2012).
[55] K. Micadei, D. A. Rowlands, F. A. Pollock, L. C. Céleri, R. M.
Serra, and K. Modi, New J. Phys. 17, 023057 (2015).
[56] M. Ali, A. R. P. Rau, and G. Alber, Phys. Rev. A 81, 042105
(2010).
[57] Q. Chen, C. Zhang, S. Yu, X. X. Yi, and C. H. Oh, Phys. Rev. A
84, 042313 (2011).
[58] M. A. Yurishchev, Phys. Rev. B 84, 024418 (2011).
[59] R. Renner, Nat. Phys. 3, 645 (2007).
[60] J. C. Idrobo, A. R. Lupini, T. Feng, R. R. Unocic, F. S. Walden,
D. S. Gardiner, T. C. Lovejoy, N. Dellby, S. T. Pantelides, and
O. L. Krivanek, Phys. Rev. Lett. 120, 095901 (2018).
012115-8
