Learning valued relations from data by Waegeman, Willem et al.
Learning Valued Relations from Data
Willem Waegeman
Tapio Pahikkala
Antti Airola
Tapio Salakoski
Bernard De Baets
Abstract Driven by a large number of potential applications in areas like bioin-
formatics, information retrieval and social network analysis, the problem setting of
inferring relations between pairs of data objects has recently been investigated quite
intensively in the machine learning community. To this end, current approaches typ-
ically consider datasets containing crisp relations, so that standard classification
methods can be adopted. However, relations between objects like similarities and
preferences are in many real-world applications often expressed in a graded man-
ner. A general kernel-based framework for learning relations from data is intro-
duced here. It extends existing approaches because both crisp and valued relations
are considered, and it unifies existing approaches because different types of valued
relations can be modeled, including symmetric and reciprocal relations. This frame-
work establishes in this way important links between recent developments in fuzzy
set theory and machine learning. Its usefulness is demonstrated on a case study in
document retrieval.
1 Introduction
Relational data can be observed in many predictive modeling tasks, such as forecast-
ing the winner in two-player computer games [1], predicting proteins that interact
with other proteins in bioinformatics [2], retrieving documents that are similar to a
target document in text mining [3], investigating the persons that are friends of each
other on social network sites [4], etc. All these examples represent fields of applica-
Willem Waegeman, Bernard De Baets
Ghent University, KERMIT, Department of Applied Mathematics, Biometrics and Process Control,
Coupure links 653, B-9000 Ghent, e-mail: forname.surname@ugent.be
Tapio Pahikkala, Antti Airola, Tapio Salakoski
University of Turku, Department of Information Technology and the Turku Centre for Computer
Science, Joukahaisenkatu 3-5 B 20520 Turku, e-mail: forname.surname@utu.fi
1
2 Willem Waegeman Tapio Pahikkala Antti Airola Tapio Salakoski Bernard De Baets
tion in which specific machine learning and data mining algorithms are successfully
developed to infer relations from data; pairwise relations, to be more specific.
The typical learning scenario in such situations can be summarized as follows.
Given a dataset of known relations between pairs of objects and a feature represen-
tation of these objects in terms of variables that might characterize the relations, the
goal usually consists of inferring a statistical model that takes two objects as input
and predicts whether the relation of interest occurs for these two objects. Moreover,
since one aims to discover unknown relations, a good learning algorithm should be
able to construct a predictive model that can generalize towards unseen data, i.e.,
pairs of objects for which at least one of the two objects was not used to construct
the model. As a result of the transition from predictive models for single objects to
pairs of objects, new advanced learning algorithms need to be developed, resulting
in new challenges with regard to model construction, computational tractability and
model assessment.
As relations between objects can be observed in many different forms, this gen-
eral problem setting provides links to several subfields of machine learning, like
statistical relational learning [5], graph mining [6], metric learning [7] and prefer-
ence learning [8]. More specifically, from a graph-theoretic perspective, learning a
relation can be formulated as learning edges in a graph where the nodes represent in-
formation of the data objects; from a metric learning perspective, the relation that we
aim to learn should satisfy some well-defined properties like positive definiteness,
transitivity or the triangle inequality; and from a preference learning perspective, the
relation expresses a (degree of) preference in a pairwise comparison of data objects.
The topic of learning relations between objects is also closely related to recent
developments in fuzzy set theory. This article will elaborate on these connections
via two important contributions: (1) the extension of the typical setting of learning
crisp relations to valued relations and (2) the inclusion of domain knowledge about
relations into the inference process by explicit modeling of mathematical properties
of these relations. For algorithmic simplicity, one can observe that many approaches
only learn crisp relations, that is relations with only 0 and 1 as possible values, so
that standard binary classifiers can be modified. Think in this context for example
at inferring protein-protein interaction networks or metabolic networks in bioinfor-
matics [2, 9].
However, not crisp but graded relations are observed in many real-world applica-
tions [10], resulting in a need for new algorithms that take graded relational informa-
tion into account. Furthermore, the properties of valued relations have been investi-
gated intensively in the recent fuzzy logic literature1, and these properties are very
useful to analyze and improve current algorithms. Using mathematical properties of
valued relations, constraints can be imposed for incorporating domain knowledge in
the learning process, to improve predictive performance or simply to guarantee that
a relation with the right properties is learned. This is definitely the case for proper-
1 Often the term fuzzy relation is used in the fuzzy set literature to refer to valued relations. How-
ever, fuzzy relations should be seen as a subclass of valued relations. For example, reciprocal
relations should not be considered as fuzzy relations, because they often exhibit a probabilistic
semantics rather than a fuzzy semantics.
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ties like transitivity when learning similarity relations and preference relations – see
e.g. [11, 12], but even very basic properties like symmetry, antisymmetry or reci-
procity already provide domain knowledge that can steer the learning process. For
example, in social network analysis, the notion “person A being a friend of person
B” should be considered as a symmetric relation, while the notion “person A wins
from person B in a chess game” will be antisymmetric (or, equivalently, reciprocal).
Nevertheless, many examples exist too where neither symmetry nor antisymmetry
necessarily hold, like the notion “person A trusts person B”.
In this paper we present a general kernel-based approach that unifies all the above
cases into one general framework where domain knowledge can be easily specified
by choosing a proper kernel and model structure, while different learning settings
are distinguished by means of the loss function. From this perspective, one can
make a subdivision between learning crisp relations, ordinal relations and [0,1]-
valued relations. Furthermore, one can integrate in our framework different types
of domain knowledge, by guaranteeing that certain properties are satisfied. Apart
from the general case of arbitrary binary relations, we will specifically emphasize
the prediction of reciprocal and symmetric relations.
2 General framework
The framework that we propose strongly relies on graphs, where nodes represent
the data objects that are studied and the edges represent the relations present in the
training set. The weights on the edges characterize the values of known relations,
while unconnected nodes indicate pairs of objects for which the unknown relation
needs to be predicted.
Let us start with introducing some notations. We assume that the data is struc-
tured as a graph G = (V ,E ,Q), where V corresponds to the set of nodes v and
E ⊆ V 2 represents the set of edges e, for which training labels are provided in terms
of relations. Moreover, these relations are represented by training weights ye on the
edges, generated from an unknown underlying relation Q : V 2 → [0,1]. Relations
are required to take values in the interval [0,1] because some properties that we need
are historically defined for such relations, but an extension to real-valued relations
h : V 2→R can always be realized with a simple increasing mapping σ :R→ [0,1]
such that
Q(v,v′) = σ(h(v,v′)) , ∀(v,v′) ∈ V 2 . (1)
Following the standard notations for kernel methods, we formulate our learning
problem as the selection of a suitable function h ∈H , withH a certain hypothesis
space, in particular a reproducing kernel Hilbert space (RKHS). More specifically,
the RKHS supports in our case hypotheses h : V 2→ R denoted as
h(e) = wTΦ(e) ,
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with w a vector of parameters that needs to be estimated from training data,Φ a joint
feature mapping for edges in the graph (see below) and aT the transpose of a vector
a. Let us denote a training dataset of cardinality q= |E | as a set T = {(e,ye) | e∈ E }
of input-label pairs, then we formally consider the following optimization problem,
in which we select an appropriate hypothesis h fromH for training data T :
hˆ = argminh∈H
1
q ∑e∈E
L (h(e),ye)+λ‖h‖2H (2)
with L a given loss function, ‖ · ‖2H the traditional quadratic regularizer on the
RKHS and λ > 0 a regularization parameter. According to the representer theorem
[13], any minimizer h ∈H of (2) admits a dual representation of the following
form:
h(e) = wTΦ(e) = ∑
e∈E
aeKΦ(e,e) , (3)
with ae ∈R dual parameters, KΦ the kernel function associated with the RKHS and
Φ the feature mapping corresponding to KΦ and
w = ∑
e∈E
aeΦ(e).
We will alternate several times between the primal and dual representation for h in
the remainder of this article.
The primal representation as defined in (2) and its dual equivalent (3) yield an
RKHS defined on edges in the graph. In addition, we will establish an RKHS defined
on nodes, as every edge consists of a couple of nodes. Given an input space V and
a kernel K : V ×V → R, the RKHS associated with K can be considered as the
completion of {
f ∈ RV
 f (v) = m∑i=1βiK(v,vi)
}
,
in the norm
‖ f‖K =
√
∑
i, j
βiβ jK(vi,v j),
where βi ∈ R,m ∈ N,vi ∈ V .
As mentioned in the introduction, both crisp and valued relations can be handled
by our framework. To make a subdivision between different cases, a loss function
needs to be specified. For crisp relations, one can typically use the hinge loss, which
is given by:
L (h(e),y) = [1− yh(e)]+ ,
with [·]+ the positive part of the argument. Alternatively, one can opt to optimize a
probabilistic loss function like the logistic loss:
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L (h(e),y) = ln(1+ exp(−yh(e))) .
Conversely, if the observed relations in a given application are valued instead of
crisp, other loss functions have to be considered. Further below, we will run experi-
ments with a least-squares loss function:
L (h(e),y) = (ye−h(e))2 , (4)
resulting in a regression type of learning setting. Alternatively, one could prefer to
optimize a more robust regression loss like the ε-insensitive loss, in case outliers are
expected in the training dataset.
So far, our framework does not differ from standard classification and regression
algorithms. However, the specification of a more precise model structure for (2)
offers a couple of new challenges. In the most general case, when no further restric-
tions on the underlying relation can be specified, the following Kronecker product
feature mapping is proposed to express pairwise interactions between features of
nodes:
Φ(e) =Φ(v,v′) = φ(v)⊗φ(v′) ,
where φ represents the feature mapping for individual nodes. Remark that in general
the Kronecker product of two matrices M and N is defined as
M⊗N =
M1,1N · · · M1,nN... . . . ...
Mm,1N · · · Mm,nN
 .
As first shown in [14], the Kronecker product pairwise feature mapping yields the
Kronecker product edge kernel (a.k.a. the tensor product pairwise kernel) in the dual
representation:
KΦ⊗ (e,e) = K
Φ
⊗ (v,v
′,v,v′) = Kφ (v,v)Kφ (v′,v′) , (5)
with Kφ the kernel corresponding to φ . With an appropriate choice for Kφ , such
as the Gaussian RBF kernel, the kernel KΦ generates a class H of universally
approximating functions for learning any type of relation (formal proof omitted).
3 Special relations
If no further information is available about the relation that underlies the data, one
should definitely use the Kronecker product edge kernel. In this most general case,
we allow that for any pair of nodes in the graph several edges can exist, in which an
edge in one direction not necessarily imposes constraints on the edge in the opposite
direction and multiple edges in the same direction can connect two nodes. This
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construction is required to allow repeated measurements. However, two important
subclasses of relations deserve further attention: reciprocal relations and symmetric
relations. Let us start with the former.
Definition 1. A binary relation Q : V 2→ [0,1] is called a reciprocal relation if for
all (v,v′) ∈ V 2 it holds that Q(v,v′) = 1−Q(v′,v).
Given the increasing transformation (1), every reciprocal relation Q : V 2 → [0,1]
can be rewritten as an antisymmetric relation h : V 2→ R, formally defined as fol-
lows.
Definition 2. A binary relation h : V 2→R is called an antisymmetric relation if for
all (v,v′) ∈ V 2 it holds that h(v,v′) =−h(v′,v).
For reciprocal and antisymmetric relations, every edge e = (v,v′) induces in the
multi-graph that was defined above an unobserved invisible edge eR = (v′,v) with
appropriate weight in the opposite direction. Applications arise here in domains
such as preference learning, game theory and bioinformatics for representing pref-
erence relations, choice probabilities, winning probabilities, gene regulation, etc.
The weight on the edge defines the real direction of such an edge. If the weight on
the edge e = (v,v′) is higher than 0.5, then the direction is from v to v′, but when
the weight is lower than 0.5, then the direction should be interpreted as inverted. If
the relation is 3-valued as Q : V 2→ {0,1/2,1}, then we end up with a three-class
ordinal regression setting instead of an ordinary regression setting. Interestingly,
reciprocity can be easily incorporated in our framework.
Proposition 1. LetΨ be a feature mapping on V 2, let σ : R→ [0,1] be an increas-
ing mapping and let h be a hypothesis defined by (2), then the relation Q of type (1)
is reciprocal if Φ is given by
ΦR(e) =ΦR(v,v′) =Ψ(v,v′)−Ψ(v′,v) ,
while σ satisfies σ(1/2) = 0 and σ(x) = 1−σ(−x) for all x ∈ R.
The proof is immediate. In addition, one can easily show that reciprocity as domain
knowledge can be enforced in the dual formulation. Let us in the least restrictive
form now consider the Kronecker product forΨ , then one obtains for ΦR the kernel
KΦ⊗R given by
KΦ⊗R(e,e) = 2
(
Kφ (v,v)Kφ (v′,v′)−Kφ (v,v′)Kφ (v′,v)) . (6)
Similar to the general case, one can show that this kernel can represent any type of
reciprocal relation by means of universal approximation.
Symmetric relations form another important subclass of relations in our frame-
work. As a specific type of symmetric relations, similarity relations constitute the
underlying relation in many application domains where relations between objects
need to be learned. Symmetric relations are formally defined as follows.
Definition 3. A binary relation Q : V 2→ [0,1] is called a symmetric relation if for
all (v,v′) ∈ V 2 it holds that Q(v,v′) = Q(v′,v).
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Definition 4. A binary relation h : V 2→ R is called a symmetric relation if for all
(v,v′) ∈ V 2 it holds that h(v,v′) = h(v′,v).
For symmetric relations, edges in the multi-graph introduced above become undi-
rected. Applications arise in many domains and metric learning or learning similar-
ity measures can be seen as special cases. If the relation is 2-valued as Q : V 2 →
{0,1}, then we end up with a classification setting instead of a regression setting.
Just like reciprocal relations, it turns out that symmetry can be easily incorporated
in our framework.
Proposition 2. LetΨ be a feature mapping on V 2, let σ : R→ [0,1] be an increas-
ing mapping and let h be a hypothesis defined by (2), then the relation Q of type (1)
is symmetric if Φ is given by
ΦS(e) =ΦS(v,v′) =Ψ(v,v′)+Ψ(v′,v) .
In addition, by using the mathematical properties of the Kronecker product, one
obtains in the dual formulation an edge kernel that looks very similar to the one
derived for reciprocal relations. Let us again consider the Kronecker product forΨ ,
then one obtains for ΦS the kernel KΦ⊗S given by K
Φ
⊗S(e,e) =
2
(
Kφ (v,v)Kφ (v′,v′)+Kφ (v,v′)Kφ (v′,v)
)
.
Thus, the substraction of kernels in the reciprocal case becomes an addition of ker-
nels in the symmetric case. The above kernel has been used for predicting protein-
protein interactions in bioinformatics [14]. Unlike many existing kernel-based meth-
ods for pairwise data, the models obtained with these kernels are able to represent
any reciprocal or symmetric relation respectively, without imposing additional tran-
sitivity properties of the relations.
We also remark that for symmetry as well, one can prove that the Kronecker
product edge kernel yields a model that is flexible enough to represent any type of
underlying symmetric relation.
4 Relationships with fuzzy set theory
The previous section revealed that specific Kronecker product edge kernels can be
constructed for modeling reciprocal and symmetric relations, without requiring any
further background about these relations. In this section we demonstrate that the
Kronecker product edge kernels KΦ⊗ , KΦ⊗R and KΦ⊗S are particularly useful for mod-
eling intransitive relations, which occur in a lot of real-world scenarios, like game
playing [15, 16], competition between bacteria [17, 18, 19, 20, 21, 22] and fungi
[23], mating choice of lizards [24] and food choice of birds [25], to name just a few.
Despite the occurrence of intransitive relations in many domains, one has to ad-
mit that most applications are still characterized by relations that fulfill relatively
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strong transitivity requirements. For example, in decision making, preference mod-
eling and social choice theory, one can argue that reciprocal relations like choice
probabilities and preference judgments should satisfy certain transitivity properties,
if they represent rational human decisions made after well-reasoned comparisons on
objects [26, 27, 28]. For symmetric relations as well, transitivity plays an important
role [29, 30], when modeling similarity relations, metrics, kernels, etc.
It is for this reason that transitivity properties have been studied extensively in
fuzzy set theory and related fields. For reciprocal relations, one can distinguish
the notions of stochastic transitivity [26], FG-transitivity [31] and the more gen-
eral recent framework of cycle transitivity [32, 12]. For valued symmetric relations,
the notion of T -transitivity has been put forward [33, 34]. In addition, several au-
thors have shown that various forms of transitivity give rise to utility representable
or numerically representable relations, also called fuzzy weak orders – see e.g.
[26, 35, 36, 37, 38]. We will use the term ranking representability to establish a link
with machine learning. We give a slightly specific definition that unifies reciprocal
and symmetric relations.
Definition 5. A reciprocal or symmetric relation Q : V 2 → [0,1] is called ranking
representable if there exists a ranking function f :V →R and an increasing mapping
σ : R→ [0,1] such that for all pairs (v,v′) ∈ V 2 it respectively holds that
1. Q(v,v′) = σ( f (v)− f (v′)) (reciprocal case) ;
2. Q(v,v′) = σ( f (v)+ f (v′)) (symmetric case) .
The main idea is that ranking representable relations can be constructed from a
utility function f . Ranking representable reciprocal relations correspond to directed
acyclic graphs, and a unique ranking of the nodes in such graphs can be obtained
with topological sorting algorithms.
Interestingly, ranking representability of reciprocal relations and symmetric re-
lations can be easily achieved in our framework by simplifying the joint feature
mappingΨ . LetΨ(v,v′) = φ(v) such that KΦ simplifies to
KΦf R(e,e) = K
φ (v,v)+Kφ (v′,v′)−Kφ (v,v′)−Kφ (v′,v) ,
KΦf S(e,e) = K
φ (v,v)+Kφ (v′,v′)+Kφ (v,v′)+Kφ (v′,v) ,
when Φ(v,v′) = ΦR(v,v′) or Φ(v,v′) = ΦS(v,v′), respectively, then the following
proposition holds.
Proposition 3. The relation Q : V 2→ [0,1] given by (1) and h defined by (2) with
KΦ = KΦf R (respectively K
Φ = KΦf S) is a ranking representable reciprocal (respec-
tively symmetric) relation.
The proof directly follows from the fact that for this specific kernel, h(v,v′) can be
respectively written as f (v)− f (v′) and f (v)+ f (v′). The kernel KΦf R has been ini-
tially introduced in [39] for ordinal regression and during the last decade it has been
extensively used as main building block in many kernel-based ranking algorithms.
Since ranking representability of reciprocal relations implies strong stochastic tran-
sitivity of reciprocal relations, KΦf R can represent this type of domain knowledge.
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The notion of ranking representability is powerful for reciprocal relations, be-
cause the majority of reciprocal relations satisfy this property, but for symmetric
relations it has a rather limited applicability. Ranking representability as defined
above cannot represent relations that originate from an underlying metric or sim-
ilarity measure. For such relations, one needs another connection with its roots in
Euclidean metric spaces [29].
5 An illustration in document retrieval
In the experiments, we test the ability of the pairwise kernels to model different
relations, and the effect of enforcing prior knowledge about the properties of the
learned relations. To this end, we train the regularized least-squares (RLS) algorithm
to regress the relation values [40]. Extensive empirical results have been reported
for reciprocal relations in [41], as a consequence we focus in this article on sym-
metric relations. To this end, we compare the ordinary and symmetric Kronecker
kernels on a real-world data set based on newsgroups documents2. The data is sam-
pled from 4 newsgroups: rec.autos, rec.sport.baseball, comp.sys.ibm.pc.hardware
and comp.windows.x. The aim is to learn to predict the similarity of two docu-
ments as measured by the number of common words they share. The node features
correspond to the number of occurrences of a word in a document. Unlike previ-
ously reported experiments, the feature representation is very high-dimensional and
sparse, as there are more than 50000 possible features, the majority of which are
zero for any given document. First, we sample separate training, validation and test
sets each consisting of 1000 nodes. Second, we sample edges connecting the nodes
in the training and validation set using exponentially growing sample sizes to mea-
sure the effect of sample size on the differences between the kernels. The sample
size grid is [100,200,400, . . . ,102400]. Again, we sample only edges with different
starting and end nodes. When computing the test performance, we consider all the
edges in the test set, except those starting and ending at the same node. We train
the RLS algorithm using conjugate gradient optimization with early stopping [42],
optimization is terminated once the MSE on the validation set has failed to decrease
for 10 consecutive iterations. The mean predictor achieves around 145 MSE test
performance on this data.
The results are presented in Figure 1. Even for 100 pairs the errors are for both
kernels much lower than the mean predictor results, showing that the RLS algorithm
succeeds with both kernels in learning the underlying relation. Increasing the train-
ing set size leads to a decrease in test error. Using the prior knowledge about the
symmetry of the learned relation is clearly helpful. The symmetric kernel achieves
for all sample sizes a lower error than the ordinary Kronecker kernel and the largest
differences are observed for the smallest sample sizes. For 100 training instances,
the error is almost halved by enforcing symmetry.
2 Available at: http://people.csail.mit.edu/jrennie/20Newsgroups/
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Fig. 1 The comparison of the ordinary Kronecker product pairwise kernel KΦ⊗ and the symmetric
Kronecker product pairwise kernel KΦ⊗S on the Newsgroups dataset. The mean squared error is
shown as a function of the training set size.
6 Conclusion
A general kernel-based framework for learning various types of valued relations
was presented in this article. This framework extends existing approaches for learn-
ing relations, because it can handle crisp and valued relations. A Kronecker prod-
uct feature mapping was proposed for combining the features of pairs of objects
that constitute a relation (edge level in a graph). In addition, we clarified that do-
main knowledge about the relation to be learned can be easily incorporated in our
framework, such as reciprocity and symmetry properties. Experimental results on
synthetic and real-world data clearly demonstrate that this domain knowledge really
helps in improving the generalization performance. Moreover, important links with
recent developments in fuzzy set theory and decision theory can be established, by
looking at transitivity properties of relations.
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