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1. General introduction 
1.1. Scope 
Transition metal impurities dissolved in a solid are causes of a variety of peculiar physical 
phenomena ranging from giant moment magnetism to the Kondo effect [1,2]. Under-
standing these phenomena presents a continuous experimental and theoretical challenge, 
which nowadays still builds on the fundamental concepts laid down by Friedel, Anderson 
and Wolff [3]. The classical work of these authors has demonstrated that already within 
a relatively simple conceptual framework a far-reaching understanding of the behaviour 
of an impurity in a metallic solid can be obtained. On the basis of these models Moriya, 
for example, has convincingly demonstrated that the giant magnetic moment associated 
with Fe impurities in Pd originates from covalent admixture [4]. 
The development of these impurity models has received a quite different impetus 
with the growing theoretical understanding in the field of the high-energy spectroscopies, 
which at present are the most powerful experimental techniques for the investigation of the 
electronic structure of the solid state. In spectroscopies like photoelectron spectroscopy 
and x-ray absorption spectroscopy photon impact is used as a probe of the local electronic 
structure. The matrix element associated with this perturbation determines the local 
character and site selectivity of the particular method. It was recognized in the early 
stages of the theoretical development in this field that the perturbation brought about 
in the system is not negligible, and that in the interpretation of the experimental results 
the effect of the localized perturbation should be incorporated [5]. The impurity limit is 
therefore of invaluable importance in the interpretation of high-energy spectroscopies: an 
excited atom in the solid state can be modelled as an impurity in an infinite lattice, which 
from a theoretical point of view opens the way to a gamut of existing impurity models (6, 
see also 7, 8 and references therein). 
Nowadays, new and more detailed information on the electronic structure at an impu-
rity site is coming from the self-consistent computational formalisms developed in recent 
years. These methods incorporate the full chemical environment of the perturbation by 
taking into account the interaction with surrounding sites in full detail. Basically different 
approaches exist as to the way in which symmetry breaking in the system is treated [9,10]. 
In this work we seek to combine the explanatory power of the classical impurity mod-
els, which can be based on tight-binding formalism, with the new and more detailed 
understanding that is offered by the powerful ab initio methods. We will deal with both 
the field of high-energy spectroscopies and the classical problem of the giant magnetic 
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moment. 
1.2. Overview 
In chapter 2 we focus on transition metal-metalloid alloys and their electronic structure 
as it is known at present from self-consistent band structure calculations and experimen­
tal investigation by means of high-energy spectroscopies. We demonstrate how a basic 
understanding of the electronic structure of these compounds can be obtained by consid­
ering the covaJent interaction between transition metal state and metalloid host within 
the formalism of the Anderson impurity Hamiltonian. 
Chapter 3 deals with a photoemission investigation of the electronic structure of Fe-
Pd and Fe-Pt transition metal alloys [11]. It emphasizes the advantage of the use of 
synchrotron radiation and the Cooper minimum effect in photoionization cross sections 
to obtain direct information on the local electronic structure, even in dilute systems. The 
experimentally observed distribution of states on the Fe site is discussed in terms of the 
concept of covalent magnetism. We consider in particular the dilute limit of Fe in Pd 
metal. 
In chapter 4 we explain the formalism of the generalized Clogston-Wolff impurity 
model and show how it can be used to parametrize in detail the local electronic structure 
at a substitutional impurity site calculated self-consistently by means of the Korringa-
Kohn-Rostoker Green's function formalism. We apply the analysis to Ζ + 1 impurities in 
simple metals as well as transition metals in order to study the core hole effect encoun­
tered in high-energy spectroscopies like x-ray absorpion spectroscopy and Auger electron 
spectroscopy [12]. Since the Clogston-Wolff model allows a full interpretation of the re­
sults of the parametrization, we discuss the physical meaning of the parameters and the 
screening process around a Ζ + 1 impurity. In chapter 5 it is demonstrated that this 
approach, also known as the equivalent core approximation, proves to be of excellent use 
in the interpretation of x-ray absorption spectra [13]. 
Chapter 6, finally, combines the problem stated in chapter 3 with the formalism devel­
oped in chapter 4, and deals with a parametrization of the electronic structure of magnetic 
3d impurities in nearly-ferromagnetic Pd [14]. Its purpose is a detailed analysis of the 
giant moment effect as it is found from self-consistent calculations. 
Appendix A and В contain already published work [15,16]. Appendix A comments on 
early attempts to understand the magnetic properties of the solid state by means of an 
analysis of the 3s core levels from x-ray photoelectron spectrosopy. Although the under­
lying idea seemed legitimate, it is demonstrated in this study that the derivation of the 
ground state properties of the solid from experimental data of high-energy spectroscopy 
involves a number of stages that as yet are not completely understood. Appendix В 
shows how by means of the Cooper minimum effect photoemission can be used to obtain 
an experimental estimate of the local density of states at a 3d impurity site in Pd metal. 
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2. Covalent interaction in transi t ion metal-metalloid 
alloy systems 
Abstract 
The covalent interaction between localized transition metal d states and extended metal­
loid sp states, which plays an important role in the formation of alloys of transition metals 
with simple metals or metalloids, is considered from the point of view of the Anderson 
impurity model. We demonstrate how by means of concepts derived from this impurity 
model a basic understanding of the electronic structure of transition metal-metalloid alloys 
can be obtained. In addition, the experimental investigation of the electronic structure of 
such compounds by means of high-energy spectroscopies is discussed. In particular, we 
consider the interpretation of experimental results from photoelectron spectroscopy and 
x-ray absorption spectroscopy. 
2.1. Introduction 
Bonding between transition metals and simple metals or metalloids (in particular Al, В 
and Si) is largely determined by the interaction between sp-like states and d states. Insight 
in the mechanism of the sp-d hybridization is therefore important for an understanding of 
the electronic structure and, for example, the structural and magnetic properties of such 
compounds [1-3]. There is a remarkably strong similarity in the shape of the density of 
states (DOS) of these materials, irrespective of the diversity in crystal structures. The 
overall distribution of states consists of a relatively narrow transition metal d band within 
a broad band of states of mainly s and p, but also some d symmetry. The extended band 
is moreover characterized by a typical hybridization gap at the position of the d band, 
which splits the sp states in a bonding and an antibonding part. Evidence for this general 
scheme has been obtained from comparative theoretical and experimental investigation 
involving self-consistent band structure calculations and high-energy spectroscopy [4-15]. 
The experimental investigation of the electronic structure of these specific materials 
has focussed mainly on the occupied states by means of x-ray photoelectron spectroscopy 
(XPS) [5-7,13-15], low-energy photoemission spectroscopy [8] and x-ray emission spec­
troscopy (XES) [4,5,11,14]. More recent studies emphasize the status of the unoccupied 
part of the band, using Bremsstrahlung Isochromat spectroscopy (BIS) [10,13,14] and 
x-ray absorption spectroscopy (XAS) [9,10,12]. 
The s-d hybridization appears as a basic parameter in the Anderson impurity model 
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[16], which deals with the case of a transition metal impurity d state interacting with 
a conduction band. The first formulation and subsequent development of this model 
have contributed enormously to a general understanding of the behaviour of 3d transition 
metal impurities, in particular in noble metal hosts (see, e.g., reference 17-20). Using a 
formalism based on the Anderson impurity Hamiltonian, Terakura et al. [1,21] established 
a formal correspondence between the shape of the hybridization gap in the sp band and 
the Fano antiresonance in optical absorption spectra [22]. The existence of a band gap is 
furthermore considered to explain the concentration dependence of the magnetization in 
transition metal-metalloid alloys, which to a high degree is structure insensitive [3]. 
In this chapter we will first show how the Anderson impurity model can be used 
to provide a basic understanding of the electronic structure of these specific materials. 
We will emphasize the covalent interaction between impurity state and surrounding host 
states and, in addition, consider the magnetic behaviour of an impurity interacting with 
the non-magnetic host. Concepts thus developed will be transferred to the case of the 
concentrated alloy and discussed in particular for AlPd. 
Our second purpose is to deal with the interpretation of experimental data from high-
energy spectroscopy, generally considered as a probe of the local electronic structure of 
the solid state. We therefore first discuss the photoionization process in more detail and 
stress the importance of cross section effects. Valence band photoemission spectra of 
the dilute alloy .4uNi, of the compound AlPd and of the Ni-B metal-metalloid alloys are 
presented in order to support the discussion. Finally, we deal with the empty state and 
its spectroscopy XAS, exemplified by means of experimental data from Ni and Ni borides. 
2.2. The interaction between d states and sp states 
Before discussing the concentrated alloy, we will in this section first consider the impurity 
limit and deal with the Anderson impurity Hamiltonian. 
2.2.1. The Anderson impurity model 
The Hamiltonian of the non-degenerate version of the Anderson impurity model is given 
by [16] 
H
 = Σ ^ í a k a + ed Σ did, + YjyadUbr + ^ а І А ) + υη
άί
η
άί
, (2.1) 
a,k β σ,Αΐ 
where d
a
 and а^ are the annihilation operators for the d state and the sp states re­
spectively, e* describes the dispersion of the conduction band, E¿ is the energy level of 
the impurity state, and Vj* is the hybridization matrix element coupling the impurity 
level and the extended states. The electron-electron interaction is included by means of 
the Coulomb correlation term U and will be discussed further in section 2.2.3. In the 
non-magnetic case (I/ = 0) the on-site impurity Green's function can be expressed as 
Gaie) = [ζ - ed - Σ ( ε ) ] - 1 , (2.2) 
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where 
Σ(ε) = Σ ^ — (2.3) 
k г-ек 
and ζ = ε + гО. When the energy dependence of the interaction term is neglected, or 
Σ(ε) = Δ + гГ, the shape of the local density of states (LDOS) at the impurity site is 
Lorentzian: 
^) = -l^{G<Ae)}=l-(£_£d!A)2 + T 2 . (2.4) 
The perturbation of the d state because of the covalent interaction with the sp band 
can thus be understood as a shift Δ of the impurity resonance and a broadening with 
halfwidth paxameter Γ. The broadening of the atomic d state to a virtual bound state 
(VBS) can be understood in accordance with the golden rule as a transition rate coupling 
the localized d level and the free-electron like states: 
Γ = *V?ffnB(ed), (2.5) 
where η
Η
(εα) is the host DOS at the energy position of the impurity. 
Assuming the mean square matrix element |Vjn.|2 to be к independent, we replace it 
by an effective constant parameter V2. This yields [17] 
Gdd(e) = [z - e d - V'gie)}-1. (2.6) 
Here g(e) is the normalized unperturbed host Green's function. In figure 2.1 the LDOS 
at the impurity site in case of interaction with a free electron-like DOS is shown for two 
positions of the atomic level of the impurity state. The interaction parameter V is assumed 
equal in both cases. It is observed that the VBS is broader if the host DOS at the position 
of the impurity is larger, and that the peak position of the VBS is slightly shifted with 
respect to the atomic level (indicated by arrows in figure 2.1), as can be understood from 
equation (2.4). States having impurity character are because of the covalent interaction 
distributed over the total energy range of the host DOS. In addition, the LDOS is not 
exactly Lorentzian, but slightly distorted because of the parabolic shape of the host band. 
2.2.2. Covalent interaction and screening 
Apart from the LDOS at the impurity site the Anderson impurity model allows the 
calculation of the induced change in the DOS of the host band as 
Με) = -lm{V2Gdd(e)^} . (2.7) 
π σε 
This redistribution of the sp states is a consequence of the covalent interaction with 
the localized impurity state. Its asymmetric, antiresonance-like shape, which again is 
related to the parabolic shape of the free-electron like host DOS, is shown in figure 2.1. 
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Figure 2.1: LDOS (solid line), calculated 
by means of the Anderson impurity model, 
for an impurity state interacting with a 
parabolic free electron-like band. Two po­
sitions (b and c) of the impurity level, in­
dicated by arrows, have been chosen, while 
the s-d hybridization parameter is in both 
cases equal {V = Δ). The dashed lines 
show the induced change in the host DOS. 
It demonstrates that the hybridization gap in the sp band, which is a clear feature of 
the DOS of concentrated transition metal-metalloid alloys, does already develop for a 
single impurity in the lattice. Note that an infinitely broad band with a constant DOS 
is not affected by the impurity potential, since in that case дд(е)/де = 0 (compensation 
theorem) [16]. 
If the change in the total DOS of the imperfect lattice, i.e. the sum of the impurity 
LDOS and the induced change in the DOS of the extended band, is integrated up to the 
Fermi level, one obtains the screening charge AZ. This is the total charge redistributed 
within the lattice in order to screen the localized perturbation. It obeys the Friedel sum 
rule [23] 
Δ Ζ = - Σ ( 2 Ζ + 1)£,(ερ), (2.8) 
stating that the effective difference in nuclear charge at the impurity site is the sum 
of the screening contributions of the individual orbital channels. Each contribution is, 
apart from the orbital degeneracy, determined by the scattering phase shift at the Fermi 
14 
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level 6ι(ερ)· For a localized spherically symmetric perturbing potential embedded in a 
free-electron gas the asymptotic form of the radial part of the scattered wave is given 
by [24] 
Д,(г) oc {sm[Jtr - }-Ιπ + 6,{к)]}/т . (2.9) 
Associated with the perturbed wave function is a redistribution of charge density, which 
for large г has the form: 
Aft(r) oc {cos[2A;Fr + 6,{kF)}}/r3 . (2.10) 
The charge density which screens the localized perturbing potential therefore shows long-
range spatial oscillations, known as the Friedel oscillations. 
2.2.3. The magnetic state 
Next, we consider the case where U φ 0. In the Hartree-Fock (Η-F) approximation we 
replace [/тг^ by ί7{7?|)η
ψ
 + {7ητ(ηι), and in this way obtain a single-particle Hamiltonian 
for each spin state [16]. As in equation (2.2) the spin-dependent LDOS is now given by 
G W e ) = \z-u- U(n „> - V'g(e)}-1 . (2.11) 
This defines the exchange splitting (the difference in effective level of both spin bands) 
as Δ „ = Um, where m = (η
τ
) - (ηι) is the on site magnetic moment. The Η-F self-
consistency condition for the existence of a magnetic state is expressed as (see, e.g., 
reference 17) 
m = - - Γ Im{G0o t(£) - Gooife)}* , (2.12) 
TT J 
which only has a non-trivial solution for 
- [" Im{G?0n(£)}d£ > 1, (2.13) 
where £οοη(ε) ' 5 ^ е local Green's function in the non-magnetic (paramagnetic) state. 
If the shape of the impurity LDOS is Lorentzian, as expressed in equation (2.4), the 
condition for a magnetic state becomes: 
Un
n
{eF)>l, (2.14) 
where п^е*-) is the LDOS at the Fermi level in the non-magnetic state. For concentrated 
alloys a similar condition, known as the Stoner criterion, stresses the importance of the 
DOS at the Fermi level for magnetic properties. Note, however, that in the impurity case 
the appearance of a magnetic state has no bearing on the existence of long range order. 
Although the Anderson model already in its non-degenerate form provides a clear 
insight in the magnetic behaviour of 3d impurities in noble metals [20], the Η-F approxi­
mation explicitly assumes a static mean field (or effective potential) for each spin state. It 
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Figure 2.2: Local and induced moment as 
a function of the position of the Fermi level 
for the magnetic impurity system modelled 
in figure 2.1 (b and c). Explanation in text. 
therefore neglects the local spin fluctuations, which tend to diffuse the sharp theoretical 
boundary appearing in equation (2.13) between the magnetic and non-magnetic case, and 
which are caused by such phenomena as inelastic and spin-flip scattering of conduction 
electrons [18]. In addition, the Η-F approximation does not necessarily give a correct 
description of the situation at zero temperature, since the s-d exchange interaction may 
quench the local magnetic moment through the formation of a singlet bound state with 
the conduction electrons (Kondo effect) [19]. 
Within the Η-F approximation the screening mechanism is treated per spin state as 
in the non-magnetic case (section 2.2.2). Majority and minority spin states may there­
fore be associated with different screening charges and the covalent admixture between 
impurity and host states is thus in general the cause of an induced magnetic moment in 
the host. Here we refer again to figure 2.1, which we now interpret as the hypothetical 
case of a magnetic impurity state interacting with a free electron DOS. The hybridization 
parameter V has thus been chosen equal for both majority (figure 2.1b) and minority 
(figure 2.1c) spin states. From the local and induced redistribution of states the local 
and induced magnetic moment for this particular system as a function of the position 
of the Fermi level can be obtained (figure 2 2). The important aspect here is the sign 
of the induced magnetic polarization, which may be positive (ferromagnetic) or negative 
(antiferromagnetic), depending on the position of the Fermi level in the band. As indi­
cated in figure 2.2 the net effect of a magnetic moment, induced by covalent interaction, 
appears to be generally small. It becomes, however, significant if the magnetic suscepti­
bility of the host material is exchange enhanced. In that case the un-enhanced induced 
magnetic moment may be multiplied by the enhancement factor [17]. The so-called giant 
magnetic moments caused by Sd impurities in Pd are the most remarkable examples of 
this magnetic enhancement of covalent interaction [25]. 
Friedel oscillations in the spatial distribution of the screening charge around the im­
purity appear in the magnetic case as spin density oscillations, and can be identified with 
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Figure 2.3: Self-consistently calculated Pd d 
and Al s and ρ partial DOS for AlPd. The 
arrow indicates the hybridization gap in the Al 
ρ partial DOS. 
the so-called Ruderman-Kittel-Kasuya-Yosida (RKKY) oscillations [26]. The spatial ex­
tent of these oscillations is considerable as follows from equation (2.10). The magnetic 
polarization brought about by a covalent admixture between impurity and host states is 
therefore more effective than the direct exchange interaction. 
2.2.4. Interacting bands 
Next, we will apply concepts developed in the preceding sections to the case of concen­
trated alloys. Figure 2.3 shows the Al s, ρ and Pd d partial DOS of AlPd, calculated 
self-consistently in the cubic CsCl crystal structure by means of the augmented spherical 
wave (ASW) formalism [7]. This alloy provides a particularly suitable example of the 
type of compound we have in mind. Most of the rapid fluctuations in the DOS are caused 
by van Hove singularities, but, in addition, trends with a slower energy dependence are 
observed. The Pd 4d band is characterized by a broad peak which tails off on both sides. 
The main structure is about 2.5 eV wide, and thus is considerably narrower than for the 
pure metal [27]. The cause of this band narrowing is partly the reduced Pd-Pd coor­
dination number (from 12 in Pd metal to 6 in the alloy [7]), partly the increase of the 
Pd-Pd interatomic distance (from 2.75 Â in Pd metal to 2.99 A in PdAl) [28]. The sp-d 
hybridization with the Al states, however, sets a limit to the process of band-narrowing. 
We thus observe a strong similarity with interacting states at the level of the Anderson 
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impurity model, which explains the Lorentzian appearance of the Pd d band in AlPd and 
the spreading of d character into the unoccupied levels. 
Also the shape of the Al sp band is quite different from its free electron-like shape in 
Al metal [27]. The interaction with Pd id states results in an accumulation of bonding 
states of Al s character at the bottom of band, and a spreading of the, largely empty, 
antibonding states over a broader energy range. For the ΑΙ ρ band the redistribution of 
states in a bonding and antibonding portion and the position of a hybridization gap (at 
about 2 eV below the Fermi level) in between is somewhat better defined. This division 
in bonding and antibonding states agrees with the bond order, which changes sign at the 
position of the antiresonance [1]. A fully developed hybridization gap is thus observed, 
the first traces of which are demonstrated by the Anderson impurity model. 
The hybridization gap in the .s and ρ states, as well as the strong narrowing of the 
transition metal d band upon alloying can in a simple way be demonstrated by comparison 
with results of a band structure calculation that replaces the transition metal or metalloid 
sites by empty spheres [29]. Although the position of the antiresonance (or the minimum 
in the hybridization gap) and the position of the d resonance do practically coincide 
within the formalism of the Anderson impurity model, this is not necessarily the case for 
concentrated alloys [1,21]. Within a tight-binding picture of the solid state this can be 
illustrated by means of a simple interacting band model, that collects the full interaction 
between d-like and «-like states in a single effective hybridization parameter V. The 
perturbed Green's function of the d band G^e) can then be given as 
"'"»-і- іы.)- ,2'I5) 
where gdis) and g,(e) are the normalized, unperturbed Green's functions, associated with 
the d and s band respectively. Note that the Anderson model is the impurity limit 
of this interacting band model. Figure 2.4 shows the result of this approach for the 
interaction between an extended free electron-like band and a localized semi-elliptical 
band representing the d states. The perturbed s band clearly shows the hybridization 
gap and the accumulation of bonding states at the bottom of band. The d band has, 
as a consequence of the covalent interaction, strongly broadened by spreading over the 
complete energy range of the extended band. Finally, a strong redistribution of weight 
within the d band has caused its main peak to move to a position different from that of 
the minimum in the hybridization gap. Interesting trends in the position and depth of 
the hybridization, or quasi-gap over the periodic system appear from the self-consistent 
band structure calculations of transition metal suicides, performed in recent years [8,13]. 
Another effect, notable when comparing the Pd d partial DOS in the pure metal [27] 
with that of the alloy is the shift of the main structure of the d band to lower energy 
with respect to the Fermi level and the strong decrease in the DOS at the Fermi level of 
the Ad states (in Pd 2.28 states/eV; in AlPd 0.22 states/eV). This effect, termed band 
filling, is not a matter of charge transfer, as one would expect of the alloying of Pd with 
electropositive Al, but is mainly the result of the covalent interaction between id and 
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Ε/Δ 
Figure 2.4: Simple model of an interact­
ing parabolic free electron-like band and a 
semi-elliptical d-like band. 
sp states (see e.g. 11 and references therein). When the actual number of d electrons 
on the Pd site is considered the differences are rather small: 8.74 in elemental Pd as 
compared to 8.86 in AlPd. Note that because of the decreased DOS at the Fermi level, 
band filling does not favour the existence of a magnetic state. This applies in particular 
to the Ni-metalloid alloy systems. 
It is common practice to divide the d band of the alloy into a bonding and antibonding 
portion on both sides of the hybridization gap. The peaked region of the d band is often 
termed non-bonding, in which case one argues that it results from an interaction between 
exclusively those transition metal d states which by reason of symmetry are not allowed 
to mix with the sp states [2]. The distinct contribution of such purely non-bonding states 
to the d band is, however, not always clear [14], and its necessity certainly does not follow 
from the scheme that we have followed here. 
2.3. High-energy spectroscopy 
We will in this section first deal with general concepts concerning the photoemission 
process before discussing experimental results of high-energy spectroscopies in more detail. 
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2.3.1. Photoemission 
The photoionization transition rate is given by Fermi's Golden Rule as 
«"/.M = y KHNWMN^ÖiSf - ε, - M , (2.16) 
where \ι{Ν)) and | f{N)) are the ^-particle initial and final state having energy ε, and ε f 
respectively. Η' represents the operator coupling electron momentum ρ and photon field 
A as: 
Η· = Σ^
Α
Ρ}- (2-17) 
j 2mc J 
In photoemission spectroscopy one conveniently assumes the outgoing photoelectron to 
be decoupled from the remaining system (sudden approximation). The photoemission 
intensity //t(u)) is then proportional to 
ƒ,.(*) « КДЛГ - l)|t(JV - IWH^/IA · Р|0,)Г%/ - е. - и«) - (2.18) 
Here \%{N — 1)) and |/(ЛГ — 1)) are the initial and final states associated with the N — \ 
spectator electrons and |0t) and \φί) are the one-electron wavefunctions of the photo­
electron in initial and final (continuum) state. The dependence of the photoemission 
transition rate on final state energy is therefore separated out in a one-electron matrix 
element, which because of its slow energy dependence is usually ignored in core level XPS. 
In the atomic limit the one-electron matrix element can be expressed in terms of an 
atomic subshell photoionization cross section [30] 
a
ni[hv) = ^"iJ^L-hvilRUt^) + (l + 1)пІг(екіп)}, (2.19) 
where £*,„ is the kinetic energy of the photoelectron and .п|±і(гц
т
) is the one-electron 
radial dipole matrix element, which in the dipole length approximation is expressed as 
R,±i(t) = Γ Pni(r)rP
c
,l±1(r)dr . (2.20) 
./0 
Pni{r) and Pf,/±i(r) represent the bound and continuum radial wave functions respectively. 
For other details we refer to the work by Yeh and Lindau [30]. Here we only wish to point 
out that the matrix element ηι±ι(ε) has / — 1 as well as I + 1 character in accordance 
with the dipole selection rules. The / -I- 1 component will in general make the dominant 
contribution to the cross section [31]. However, in case the initial state radial wave 
function has one or more nodes (e.g., in case of photoionization from Ad and bd Orbitals) 
the interesting situation may arise that the overlap integral expressed in equation (2.20) 
cancels. Accordingly, the photoionization cross section is as a function of photon energy 
characterized by a distinct and rather broad minimum, known as the Cooper minimum 
[31]. 
In valence band photoelectron spectroscopy band structure effects are important. In 
terms of a one-electron formalism one can sum over initial and final states to obtain 
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Ι(ε) « Σ / (13к\(ф}\А-р\ф,)\26(е/(к)-ег(к)-пш)6(е-е1(к)), (2.21) 
·,ƒ Β Ζ 
where in the case of angle-integrated photoemission from a polycrystalline sample inte­
gration extends over the whole Brillouin zone. In addition to the condition of energy 
conservation equation 2.21 expresses the requirement of wave vector conservation in op­
tical transitions. The latter requirement limits the availability of excitable initial states 
and is a cause of photon energy dependent structure in low-energy photoemission spec­
tra of the valence band [32]. This condition is relaxed by increasing the photon energy 
{hu > 100 eV), which reduces final state structure and permits phonon assisted transi­
tions [33]. 
Using a muffin-tin description of the solid state, Winter et al. [34] have expressed 
the photoemission transition rate at high photon energy (in particular for XPS) in the 
so-called single-site approximation as 
/(e) = 5 > ( e ) n i ( e ) · (2.22) 
The photoemission intensity thus reproduces the site- and symmetry-projected partial 
DOS Л|(е), corrected by an energy dependent orbital cross section <Τ|(ε). Formally the 
orbital cross section corresponds to its atomic counterpart as given by equation (2.18). 
The solid state contributions enter through its dependence on the muffin-tin potential. 
Because of the strong contribution of the core region to the overlap integral the matrix 
element is, however, predominantly atomic in character [35]. Solid state effects, therefore, 
only have a modulatory influence on the energy dependence of the photoionization cross 
section and may, for instance, change position and depth of the Cooper minimum [36]. 
The above treatment suggests that valence band photoemission probes, with appropri­
ate correction for matrix elements, the DOS as calculated self-consistently using density 
functional theory and the local density approximation (LDA). Although the success of 
this approach can be considerable (see, e.g., reference 13), it neglects the many body ef­
fects that are associated with the excitation process and with the interacting hole. These 
effects can be incorporated by means of the so-called self-energy Σ^(ε) of the single hole 
state (38, 39 and references therein). Apart from the cross section effects the spectral 
(quasi-particle) DOS η'(ε) may then be written as 
n'(e) = - i l m { E <?**(£)}, (2.23) 
* к 
where Gkkie) = [г - ε* — Σ^(ε)] _ 1 is the diagonal matrix element of the single-particle 
Green's function. It is here assumed that the off-diagonal elements of the self-energy cor­
rection are negligibly small. The function ЕиДг) therefore acts as a generalized correction 
to the LDA eigenvalue ε^· A small self-energy correction can, in formal equivalence with 
equation (2.4), be pictured as an energy shift with respect to the LDA eigenvalue, in 
addition to a lifetime broadening, associated with the excited final state. Self-energy cor­
rections tend to be larger for states farther removed from the Fermi level and are partly 
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Figure 2.5: Low-energy valence 
band photoemission spectra of AuNi 
(5 at.% Ni), taken at 65 and 170 eV 
photon energy. 
responsible for the loss of structure in valence band photoemission spectra at higher 
binding energy. If pronounced, the energy dependence of Σ/,^ε) is the cause of satellite 
structure [37]. 
2.3.2. The valence band 
The first experimental example we will show relates to the actual observation of impurity 
states by means of photoemission. Recent years have witnessed a considerable progress in 
the high-energy spectroscopic investigation of the local electronic structure of impurities in 
a variety of host materials. Such experimental data provide fairly direct information on the 
position and width of a VBS [40-44], on mixing between impurity and host states [42-44], 
and on magnetic interactions [42,45]. 
Figure 2.5 shows low-energy photoemission spectra of the valence band of the dilute 
alloy AuKi (5 at.% Ni) at 65 eV and 170 eV [46]. These spectra provide a nice example of 
the power of the Cooper minimum effect in a photoemission investigation of dilute alloys 
(see, for instance, references 44-46). We assume here 5 at.% of random substitutional 
impurity atoms to give a reasonably accurate picture of the electronic properties in the 
dilute limit. At 65 eV photon energy the spectrum is dominated by structures of the 
Au 5d band at approximately 5 5 eV and 8 eV This picture changes dramatically around 
170 eV photon energy, where the photoionization cross section of the Au 5<f orbital has a 
Cooper minimum [30]. Photoemission originating from the Au 5d states is now strongly 
suppressed in favour of the Ni 3d impurity level, which at 0.4 eV binding energy dominates 
the spectrum. The width of the observed VBS is here predominantly due to instrumental 
broadening. On the basis of an Ultraviolet Photoelectron Spectroscopy (UPS) study Bosch 
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Figure 2.6 Low-energy photoemission data of 
the valence band of AlPd at 78 eV and at the 
Cooper minimum of the Pd 4d photoionization 
cross section (130 eV) Also inserted in the up­
per panel is the Al L? 3 x-ray emission spectrum 
for AlPd [48] The photoemission spectrum at 
'0 8 6 A 2 Ep 78 eV is compared with the broadened partial 
BINDING ENERGY (eV) Pd d DOS 
et al have concluded that the 3d resonance, which is spin degenerate (non-magnetic) and 
derives its width mainly from the covalent interaction with the Au sp band, should not 
be broader than 250 meV [41] Mixing of N1 and Au d states has been experimentally 
demonstrated, but the effect is small because of the energy separation between the Au 5<i 
band centroid and the N1 3d level [44] 
Low-energy photoemission spectra of the valence band of the concentrated alloy AlPd 
are presented in figure 2 6 Again, m order to emphasize the cross section effects we show 
here data taken at 83 and at the Cooper minimum of the Pd 4d cross section (136 eV) 
At 83 eV the spectrum consists of a broad peak (at 3 5 eV binding energy) which tails 
off towards the Fermi level It is dominated by the contribution of 4d states, which 
have a considerably higher cross section at this photon energy than the Al sp states [30] 
The spectrum closely resembles the XPS valence band spectrum of AlPd, which also is 
known to reflect largely the contribution of 4d states [7] In the low-energy photoemission 
experiment the d band is, because of the better instrumental resolution, about 0 3 eV 
narrower These data can be considered as a typical experimental observation of the 
electronic structure of a transition metal-metalloid compound, illustrating the concepts 
of band narrowing and band filling that occur when alloying Pd with electropositive Al 
As shown in figure 2 6, a more detailed comparison with the self-consistently calculated 
Pd 4d partial DOS (dealt with in section 2 2 4), reveals that the experimental spectrum 
is broader than expected from instrumental effects alone, although the position of its 
centroid seems correctly reproduced in the calculation [47] The small discrepancies are 
typically effects that may be interpreted as self-energy corrections to the self-consistently 
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Figure 2.7: XPS valence band spectra of metallic 
Ni and the bondes NÍ3B, Ni^B and NiB. 
calculated ground state DOS. An understanding of these corrections is needed in order to 
obtain a better description of the photoemission process (cf. section 2 3.1). 
At 130 eV the photoemission data emphasize, because of the strongly suppressed 
contribution of the Pd Ad states, the extended shape of the Al sp band (with some Al 
d character mixed in), which is seen to host the more localized 4d band. Photoemission 
does not, however, provide a clearer view of the hybridization gap in s and ρ bands. Only 
a symmetry and site selective technique as XES allows for this. This is demonstrated by 
means of the Al Lj.s x-ray emission spectrum of AlPd [48], which we have for comparison 
inserted in figure 2.6. Because of the dipole selection rules this spectrum reproduces 
mainly the distribution of the Al s states [7]. 
Finally, XPS valence band spectra of N1 and the borides NÌ3B, NÌ2B and NiB are 
presented in figure 2.7. The valence band of metallic Ni is characterized by its satellite 
at about 6 eV, which is associated with dMike final states. We do not intend a detailed 
comparison with band structure calculations here [49], but wish to demonstrate in the 
spectra a few trends, that exist irrespective of the diiferent crystal structures in which 
these borides form [50]. The XPS data of the compounds reflect, because of the large 
difference in photoionization cross-section between Ni 3d and В sp orbitale [30], primarely 
the spectral distribution of the occupied Ni 3d states. 
Although В is not electropositive with respect to Ni, we can nevertheless identify 
several trends that agree with the concept of d band filling through covalent interaction 
with the В sp states, and that, for example, have been discussed in relation to XPS 
valence band spectia of intermetallics of Ni with electropositive Al [7]. With decreasing 
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Ni concentration one observes: first, a shift of the main peak of the valence band (except 
in саге of NÌ3B) to higher binding energy; secondly, a decrease of the DOS at the Fermi 
level; thirdly a disappearance of the d8-like satellite. In addition, the shape of the d band 
tends to become more symmetric. These observations also agree with the distribution of 
p-d bonding and antibonding states as concluded from В К x-ray emission data [11]. As 
in many other transition metal-metalloid systems also here the process of Ni dilution is 
accompanied by the combined effect of a decreasing Ni-Ni coordination number and an 
increasing Ni-Ni interatomic distance [50]. Because of the decreased DOS at the Fermi 
level the alloys have, in contrast to Ni metal, lost the ability to order magnetically (3,51 
and references therein). Trends, quite similar to the ones described above can, for example, 
also be identified in the XPS-BIS valence band spectra of transition metal suicides [13]. 
2.3.3. Unoccupied levels 
In XAS photon impact causes the promotion of a core electron to an unoccupied state. 
This makes XAS a site selective spectroscopy. As in XPS the transition rate in XAS is 
given by Fermi's Golden Rule, expressed in equation (2.16). The dipole selection rules 
therefore in addition make XAS symmetry selective: only transitions to states of / ± 1 
symmetry are allowed. 
In case band structure effects are considered important, reformulation in a one-electron 
formalism is appropriate. Summing over all (fc-dependent) final states consistent with 
energy conservation results in an x-ray absorption yield 1(a)) proportional to 
/ H o c / алк\(ф
с
\А-р\ф
к
)\26(п
ш
-е
с
-е
к
), (2.24) 
JBZ 
where \ф
с
) and | ^ ) are the one-electron atomic and final state wave functions with energy 
e
c
 and £fc respectively. Note that in this formalism many body effects, like the Mahan-
Nozières-de Dominicis edge singularity [52] are ignored. Using a muffin-tin description of 
the potential Müller et al. [53] have shown that equation (2.24) can be approximated as 
Ι(ε) « \Μ(ε)\2η(ε), (2-25) 
where M(e) is a single-particle matrix element, which expresses the energy dependence 
of the radial part of the final state wave function inside the muffin-tin sphere, and n(e) is 
the unoccupied DOS of appropriate symmetry. 
Ni L3 x-ray absorption edges of Ni, NÌ3B and NiB are presented in figure 2.8. Pure Ni 
is characterized by its narrow peak (white line) at the edge, followed by a plateau with a 
characteristic feature at 6.5 eV. The spectra of the borides also show enhanced intensity at 
the edge, but this intensity is more structured and distributed over a larger energy range 
(up to 5 eV). In accordance with the dipole selection rules we expect in these spectra to 
see contributions from the unoccupied Ni s as well as d states. On the other hand, we 
may assume that the d or I + 1-like states dominate, because of the relative magnitude of 
the matrix elements, which in case of orbitale of d symmetry may be one or two orders 
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Figure 2.8: Ni £3 XAS spectra of Ni metal and Ni 
boridcs [54], normalized to equal peak height. The 
edges are alligned by means of XPS binding energies 
of the 2рз/2 core levels. The spectrum of metallic 
Ni is compared with the calculated unoccupied d 
partial LDOS for pure Ni (solid Une) and for a Cu 
impurity in Ni (dashed line). 
of magnitude larger than the matrix elements associated with the s orbitals [9,10,12]. 
Our data therefore provide a picture of the unoccupied d levels at the Ni site. They are 
complementary to the XPS data in the preceding section and are compatible with the 
following scheme. The spectrum of pure Ni reflects the contribution of the unoccupied 
part of the Ni 3d band located just above the Fermi level. Comparison with the broadened 
unoccupied d partial DOS [27] in figure 2.8 seems to support this conclusion. Alloying 
with В will, because of the covalent interaction with В sp states, result in a decrease of 
the DOS at the Fermi level and in spreading of Ni d symmetry across the unoccupied 
band. 
We have in the above analysis assumed that the XAS data reflect the distribution of 
unoccupied d states in the ground state. There remains the fact at first surprising, that 
no effect of the core hole seems to be present in these x-ray absorption spectra. In ¿2,3 
edges of early 3d transition metals, for example, exchange and multipole effects have been 
found to dominate the spectra [55,56]. Within a one-electron formalism the influence 
of the core hole on the spectral shape of the x-ray absorption edges can in general be 
understood in terms of an effective, attractive, potential [57,58]. More recent evidence 
for the success of this approach has been obtained from Auger spectra of pure Si [59] and 
from the Si К (Is) x-ray absorption spectra of transition meted suicides [60]. 
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The possible effect of a core hole in case of pure Ni has in figure 2.8 been indicated by 
comparing the L3 XAS spectrum with the appropriately broadened unoccupied d DOS 
of a Cu impurity in Ni, calculated by means of the Korringa-Kohn-Rostoker Green's 
function formalism [61]. Our assumptions here include a completely relaxed final state 
(adiabatic approximation), and a Ζ + 1 (or equivalent core) approximation to the core 
hole potential [62]. Although the matrix element has not been included, its (slow) energy 
dependence can certainly not be advanced as a possible cause of the observed discrepancy 
with the experimental data. The L3 edges of metallic Ni and the Ni borides therefore 
apparently agree with a general observation that for a nearly filled band the so-called 
final-state rule does not apply, and that comparison with the unperturbed, ground state 
DOS results in much better agreement. Experimental support for this conclusion has 
been obtained from the agreement between L3 edges and BIS spectra (which are not 
affected by the presence of a core hole) for Ni metal [55,63] and for Pd compounds [10]. 
In addition, first-principle calculations of the L3 edges of Ni and Pd with neglect of the 
core hole effect give a satisfactory agreement with the experimental data [53,64,65]. Also 
from a purely theoretical point of view Grebennikov et al. have suggested, that in the 
limit of zero unoccupied states the interaction with the core hole need not be taken into 
account [66]. 
2.4. Concluding remarks 
We have demonstrated here how the Anderson impurity model can be used to obtain a 
basic understanding of the electronic structure of transition metal-metalloid alloys and, 
in particular, of the covalent interaction between sp and d states. Note that within this 
impurity scheme the LDOS at the transition metal site follows directly from the formalism 
of the model, while the incipient hybridization gap in the sp band is derived as an induced 
change in the total DOS of the conduction band. An apparently more direct indication 
that the LDOS at the metalloid site in a transition metal-metalloid alloy is characterized 
by a hybridization gap follows, again within an impurity formalism, from the reversed 
situation, that is by considering an sp impurity in a transition metal host [1,67]. 
From a slightly different point of view this can be understood by considering, next 
to the Anderson model, the Clogston-Wolff impurity model [68], originally designed to 
explain the magnetic behavior of a transition metal impurity in a transition metal host. 
This impurity model considers the covalent interaction between impurity and host d states 
assumed о prion nearly degenerate. In the original version of the Clogston-Wolff impurity 
model only the position of the impurity level is parametrized and the impurity-host d-
d interaction is implicitly assumed to be equal to the unperturbed d-d interaction. A 
more recent, generalized version has removed this shortcoming [43, 69]. The resulting 
impurity scheme provides an excellent formalism to model and parametrize the LDOS at 
an arbitrary substitutional impurity site in the solid state [70], as will be explained in 
subsequent chapters. 
One of the consequences of this approach is that the LDOS at a metalloid impurity 
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site in a transition metal is, within the single-band formalism of the Clogston-Wolff model, 
very well understood in terms of a single parameter, viz. an effective potential, which acts 
on the metal sp states. The hybridization gap in the metalloid LDOS follows therefore 
as a characteristic of the host material, and reflects the shape and position of the gap 
(already) present in the unperturbed transition metal sp states. 
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s t ructure of Fe-Pd and Fe-Pt alloys 
Abstract 
A low-energy photoemission investigation of Fe-Pd and Fe-Pt transition metal alloys, using 
synchrotron radiation, is presented. We consider in particular the spectral distribution 
of Fe states when approaching the dilute limit. By means of the Cooper minimum in 
the 4d and bd photoionization cross section we identify structures, which have mainly Fe 
minority or Fe majority spin character. The relative position of these peaks is discussed 
in terms of the covalent interaction between Fe 3d and Pd or Pt d states. Also, the strong 
resemblance between the distribution of Fe states in the Pd-based and in the Pt-bascd 
alloys is demonstrated. We find a consistent behaviour of interacting d states towards the 
dilute limit. It is concluded that the Fe states that are observed in the photoemission 
spectra of the dilute alloys have mainly majority spin character and are, because of the 
covalent interaction with host states, largely distributed over the energy range of the host 
d band. The Fe minority spin band, which is centered near the Fermi level, gradually 
empties with increasing Fe dilution. 
3.1. Introduction 
Among the magnetic properties considered to be characteristic of Fe-Pd and Fe-Pt tran­
sition metal alloys are the anomalously large local magnetic moment on the Fe atom 
(2.8-3.1 цв) and, in particular, the induced moment on the Pd or Pt atom (up to 0.5 ßB 
per atom) [1-3]. The cause of the strong magnetic polarizability of Pd and Pt is the 
exchange enhanced magnetic susceptibility, which is typical of these metals, and which is 
related to the large density of states (DOS) at the Fermi level. The dilute alloys PdFe 
and P<Fe therefore behave as so-called giant moment systems: a single magnetic impurity 
may polarize up to 200 neighbouring host atoms [4] and thus is the cause of a magnetic 
moment as large as 12 //в per impurity for Fe in Pd or 6 дв per impurity for Fe in 
Pt [5]. In general the Fe-Pd and Fe-Pt alloys order ferromagnetically at sufficiently low 
temperature. The Curie temperature rises smoothly as a function of Fe concentration, 
and exceeds for the Fe-Pd system room temperature already above 13 at.% Fe [6]. A 
notable exception is FePts, which in the atomically ordered phase is an antiferromagnet 
(TH = 170 K) [7]. 
In a previous photoemission study of dilute alloys of late 3d transition metals Fe, Co 
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and Ni (10 at.%) in Pd we have discussed the trend in the shape of the local density of 
states (LDOS) at the impurity site [8]. The LDOS was estimated experimentally by means 
of a difference technique. The spectrum of pure Pd was subtracted from the alloy spectrum 
after normalization by means of incident photon flux. The Cooper minimum effect in the 
photoionization cross section of the Pd 4rf band was used to suppress the contribution of 
the host material in the spectra. Our results indicated that for Ni most spectral weight is 
concentrated at the Fermi level, while the Co and, in particular, the Fe impurity levels are 
distributed at higher binding energies. It was concluded that the Fe contribution to the 
valence band spectrum of FePdg consists mainly of majority spin states, which strongly 
mix with the Pd Ad states. By contrast, most Fe minority spin character is positioned 
above the Fermi level as an unoccupied virtual bound state (VBS), which is split off from 
the host id band because of the large exchange splitting. Self-consistent calculations of 
the LDOS at an Fe impurity site in Pd support this conclusion [9]. The increase of weight 
at the Fermi level in the LDOS of Co and Ni is interpreted as an increasing contribution 
of occupied minority spin states at the Fermi level, in line with the decreasing exchange 
splitting. 
The purpose of the present study is to place the distribution of the Fe majority and 
minority spin states in the context of a covalency model of chemical binding in alloys and 
intermetallic compounds (see, e.g., references 10-13). Comparison of valence band spec­
tra, obtained by means of x-ray photoelectron spectroscopy (XPS), with self-consistent 
band structure calculations has demonstrated that, even in case of Pd-based alloys with 
electropositive metals like Al and V, the experimentally observed filling of the 4d band 
can be explained in terms of covalent admixture of states of the partner-element [13]. 
Excessive charge transfer, therefore, needs not to be involved. We will show in this study 
how also the photoemission spectra of Fe-Pd and Fe-Pt alloys fit in this general picture, 
which emphasizes covalent interaction and mixing between different metallic states. 
Since our interest concerns the behaviour of the Fe states with increasing dilution, we 
will consider in particular the Pd- and Pt-rich alloys. Although Fe is electropositive with 
respect to Pd, the characteristics of band filling associated with Pd are not expected to be 
as clear as in case of, for example, the Pd-V alloys [13]. We expect strong mixing between 
Pd and Fe states, an effect complicated by the magnetic behaviour of these alloys. It 
will therefore not be possible α •prion to separate spectral features originating from Fe 
and Pd states on a binding energy scale, but we may attempt to estimate their relative 
weights. In order to assign structures in the spectra, we will therefore refer to a few 
relevant detailed band structure calculations, which have been performed by means of an 
ab initio formalism [14] or in terms of a tight-binding scheme [15]. 
Essential for this kind of experiment is the Cooper minimum in the photoionization 
cross-section, which is observed for orbitals having one or more nodes in their wavefunc-
tions, i.e. for the Pd Ad and Pt Sd, but not for the Fe 3d states (17, see also section 2.3.1). 
Figure 3.1, compiled from the atomic photoionization cross section calculations by Yeh 
and Lindau [16], shows the broad Cooper minimum effect in the atomic photoionization 
cross sections of the Pd 4d and Pt bd orbital as compared to the commonly observed 
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Figure 3.1: Atomic subshell photoionization cross sections as a function of photon energy for 
Fe 3d (solid line) as compared to Pd id (dashed-dotted line) and Pt 5d (dashed line) orbitals. 
Data compiled from reference [16]. 
energy dependence of the Fe 3d cross section. The figure indicates, for example, at what 
photon energy a favourable Fe 3d to Pd 4d cross section ratio is to be expected, in order 
that the contribution of the Pd Ad states to a photoemission spectrum be minimized. It 
should, however, be kept in mind that solid state effects, and many-body interactions 
in general, may affect position and depth of the Cooper minimum [18]. Photoemission 
investigation with use of Cooper minimum effect has established itself as a powerful tool 
in the investigation of the electronic structure of dilute alloys and of compounds in gen­
eral [8,18-21]. In view of the photon energies at which the Cooper minimum effect is 
usually observed, it should be noted that such investigation has become feasible only with 
the advent of facilities supplying synchrotron radiation. 
3.2. Experimental 
We have investigated the polycrystaUine alloys FePd, FePds, FePdg and dilute PdFe 
(4 at.% Fe), cis well as the isostructural series FePt, FePts and FePtg. The alloys were 
prepared by arc melting of the requisite constitutents under Ar atmosphere. X-ray diffrac­
tion was used to check that the samples were homogeneous and consisted of a disordered 
fee structure, excepting the two samples of the highest Fe concentration. These samples 
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(FePd and FePt) were found by x-ray diffraction to have crystallized in the tetragonal 
CuAu type of structure. 
The low-energy photoemission experiments were performed at the Berliner Elektronen-
spoicherring-Gesellschaft für Synchrotronstrahlung (BESSY) using the toroidal grating 
monochromator TGM2. Angle-integrated photoemission spectra were taken at normal 
incidence of light using a high-performance ellipsoidal mirror electron energy analyser, 
which was operated at an overall resolution of typically 500 meV [22]. The base pressure 
was Ю
- 1 0
 Torr. 
During the experiment the intensity of the incoming monochromatized radiation was 
continuously recorded using the total electron yield from a gold foil positioned in the 
beam. The normalization of photoemission yield by means of incident photon flux has in 
a number of previous studies been used to determine photoionization cross sections [18, 
23-27]. Also, an experimental estimate of the LDOS at an impurity site can be obtained 
by means of this method [8]. The normalized spectral intensity in the valence band is 
determined by means of standard computational procedures for the subtraction of the 
electron loss background [28]. In this way we estimated the relative spectral contribution 
of Fe states to the valence band spectrum of dilute PdFe. Note that we are not dealing with 
absolute cross-section values here, but only with relative effects. An accurate experimental 
estimate of relative contributions to the spectra is not possible in case of small differences 
in the normalized valence band spectral intensities, e.g. for a less favourable Fe 3d to Pd 
Ad cross section ratio or for increasing Fe dilution. 
Special care was taken to prevent surface contamination. The combination of the 
relatively high surface sensitivity at these photon energies (as compared to x-ray energies 
used in XPS) and the relatively low photoionization cross section at the Cooper minimum 
make the photoemission spectra, in particular of Pd metal and Pd-based dilute alloys, 
very sensitive to surface contamination. The samples were therefore scraped in situ in 
between repeated experimental sessions of data accumulation, each lasting at the most 
30 minutes. 
In order to check the surface impurity concentration of the dilute alloys we recorded 
XPS core level spectra at different electron take-off angles after scraping the sample. No 
indication of significant surface segregation of an atomic species was found. 
3.3. Results 
3.3.1. The Fe-Pd alloys 
Figures 3.2 and 3.3 show photoemission valence band spectra, normalized to equal height, 
of the Fe-Pd alloys (FePd, FePds, FePdg and PdFe, 4 at.% Fe) and of pure Pd, taken 
at 78 eV and 130 eV respectively. The spectra are dominated by structures within 6 eV 
of the Fermi level, and show tailing to higher binding energy, which is primarely caused 
by inelastically scattered electrons. Experimented data for Pd metal and FePdg have been 
presented before [8], but can now be viewed within a wider context. 
36 
3.3. Results 
BINDING ENERGY (eV) 
Figure 3.2: Photoemission spectra of the 
valence band of Fe-Pd alloys and pure Pd, 
taken at 78 eV. Structures in the spectra 
associated mainly with Pd 4d states are 
indicated by means of feature A. 
As is apparent from our data, the valence band spectra of pure Pd at 78 eV and 
130 eV are similar. The spectral distribution is dominated by the structure representing 
the Pd Ad band and is characterized by an intensity maximum near the Fermi level (at 
0.5 eV). The spectra of the alloys, in particular FePd and FePds, on the other hand, differ 
strongly with photon energy. For FePd, for example, two pronounced peaks are observed 
at 130 eV, while at 78 eV the spectrum consists of a single broad structure with a shoulder 
at the Fermi level. Even the valence band spectrum of the dilute alloy (4 at.% Fe), which 
at 78 eV closely resembles that of elemental Pd, proves to be broadened at 130 eV. We 
attribute these effects to the Cooper minimum at 130 eV in the Pd 4d photoionization 
cross section, which results in a suppression of the contribution of Pd 4d character to the 
spectra. 
From the atomic calculations follows that the photoionization cross section of the Fe 
За orbital is at 130 eV 10 times larger than the Pd 4d cross section (see figure 3.1) [16]. 
The relative contribution of Fe За character to the valence band spectrum of FePdg at 
this photon energy is thus estimated to be 53 %. The contribution of s and ρ states 
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Figure 3.3: Photoemission spectra of the 
valence band of Fe-Pd alloys and pure Pd, 
taken at 130 eV (the Cooper minimum of 
the Pd 4d orbital). Structure В is associ­
ated with the Fe За minority spin states, 
which are observable in the spectra of the 
concentrated alloys. 
may safely be ignored. The suppression of the contribution of Pd d states to the spectra 
at 130 eV should thus be considerable and deserves a closer look from an experimental 
point of view, also because of possible solid state effects on depth and position of the 
Cooper minimum [18]. By comparing the normalized spectral intensities of the valence 
band spectra of FePdg and of pure Pd, an experimental estimate of 49% of relative Fe 
contribution to the valence band spectrum of FePdg was found. From this value we have 
calculated the relative Fe intensity in the spectra of the other alloys. These estimates are 
listed in table 3.1 together with the relative Fe contribution derived from the theoretical 
(atomic) cross section ratio [16]. It is assumed here that the 3d to 4<i cross section 
ratio does not vary with alloy composition. Although the experimentally derived values 
are comparable to the theoretical estimates, and consequently are an indication of a 
strong Cooper minimum effect in these photoemission spectra, it should be noted that a 
more detailed comparison, aiming at a discussion of, for instance, solid state effects, is 
complicated. A larger uncertainty is, for example, related to the formulation of an effective 
photoionization cross section (including the asymmetry parameter which differs for За 
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and 4<¿ orbitals) for electron energy analyzers with a large acceptance solid angle [24]. 
The main conclusion from table 3.1 is, nevertheless, that the spectra of FePds and, in 
particular, of FePd at 130 eV (see figure 3.3) show largely spectral intensity originating 
from Fe d states. Both spectra are characterized by an intensity maximum at 2 eV and 
a structure near the Fermi level, which in case of FePd consists of a rather pronounced 
peak. Table 3.1 also shows that the Fe states contribute considerably to the spectral 
intensity even for the Pd-rich alloys (10 and 4 at.% Fe). The structure at the Fermi 
level, characteristic of the spectra of the more concentrated alloys, is absent at larger Fe 
dilution. 
The photoionization cross section of the Fe 3d orbital at 78 eV photon energy is 
according to the atomic calculations [16] about 3 times larger than the Pd 4d cross section 
(cf. figure 3.1). For the largely qualitative considerations given here it is sufficient to 
assume that the valence band spectra at 78 eV (as shown in figure 3.2), show mainly 
intensity of Pd d origin. This should certainly be the case for FePds and the Pd-based 
dilute alloys. From a purely phenomenological point of view this assumption is confirmed 
by the fact that the mutual differences of the spectra of Pd and the dilute alloys at 78 eV 
are considerably smaller than at 130 eV. 
The two structures (near the Fermi level and at 2 eV as indicated by feature A in 
figure 3.2) that we have identified in the valence band spectrum of FePd at 78 eV, have 
positions similar to those in the photoemission data at 130 eV. Since the peak at 2 eV 
dominates the spectrum of FePd at 78 eV, we conclude, that the Pd states have most of 
their weight at higher binding energy, and to a lesser extent mix in with the Fe states 
near the Fermi level. It is thus observed that a feature in the valence band spectrum of 
FePd, which originates from Pd states, has shifted to higher binding energy with respect 
to its position for the pure metal. Since the dominating structures in all valence band 
spectra at 78 eV can be identified with Pd states, we thus recognize a trend, indicated 
by means of feature A in figure 3.2, which can be summarized by the shift of a structure, 
attributed to Pd d states, to higher binding energy upon alloying with Fe. 
Table 3.1: Estimated relative intensity contribution of Fe states (in %) to the valence band 
photoemission spectra of Fe-Pd alloys at 130 eV using the atomic photoionization cross section 
tables by Yeh and Lindau [16] (theor.), and data obtained by means of photon flux analysis 
(expt.) [29]. 
theor. expt. 
FePd" 91 90 (4) 
FePda 77 74 (8) 
FePdg 53 49 (10) 
PdFe (4 at.%) 30 27 (8) 
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Figure 3.4: Photoemission spectra of the 
valence band of Fe-Pt alloys and pure Pt, 
taken at 82 eV. Structure С represents fea­
tures associated with Pt 5d states. 
3.3.2. The Fe-Pt alloys 
Valence band spectra of Fe-Pt alloys are shown in figures 3.4 and 3.5. Again we have 
chosen for a series of spectra taken at the Cooper minimum of Pt (160 eV), as compared 
to a lower photon energy (82 eV). The minimum in the cross section of the Pt 5d orbital 
extends, as indicated by figure 3.1, from 180 eV over a large energy range. Since this 
Cooper minimum is rather broad, we expect a strong reduction of the Pt bd to Fe 3d 
cross section ratio already at lower photon energy. Our choice of 160 eV photon energy 
is based on the consideration that a clear Cooper minimum effect is observed, while 
the decreased signal-to-noise ratio, due to the lower monochromator throughput, is still 
acceptable. Valence band spectra taken at photon energies below 82 eV have not been 
considered because of strong distortion due to resonant enhancement associated with 
excitation of the Pt 4/ level. 
The spectra of pure Pt at 82 eV and 160 eV (in figure 3.4 and 3.5 respectively) show 
the two pronounced structures, with a valley at about 3 eV in between, typical of the Pt 
Sd band [30]. The structure at the Fermi level is strongly peaked at 82 eV, but flattened 
out at 160 eV. We attribute this difference to the commonly observed photon energy 
dependent cross section effects at lower photon energies (hv < 100 eV) [31]. 
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Figure 3.5 Photoemission spectra of the 
valence band of Fe-Pt alloys and pure Pt, 
taken at 160 eV Feature D indicates the 
position of Fe 3d minority spm states 
Table 3 2 lists the relative contribution of Fe d states to the valence band spectra at 
160 eV, estimated experimentally and theoretically The experimental results are based on 
the normalization of the spectral intensity of the valence bands of FePtg and Pt metal, and 
give a clear indication of a Cooper minimum effect Again, we see that the valence band 
spectra of FePt and FePta show mainly intensity originating from Fe states The strong 
resemblance between the Cooper minimum spectra of FePd and FePt is remarkable The 
only distinction is a small shift of the high energy feature (from 2 0 eV in the spectrum 
of FePd, as shown in figure 3 3, to 2 3 eV for FePt) The spectrum of FePts is, like that 
of FePds, characterized by a shoulder at the Fermi level 
Inspection of figure 3 1 shows that the atomic Fe 3d to Pt 5d cross section ratio has 
reduced from a factor of 15 at 160 eV to a factor of 2 at 82 eV The peaks observed at 
160 eV in the spectrum of FePt have, although unshifted in energy, changed their relative 
intensity at 82 eV In addition, a third structure at about 5 eV is seen, which is absent 
in the Cooper minimum spectrum Because of the larger spectral contribution of the Pt 
d states at 82 eV, we conclude that the main structure (at 2 1 eV) originates from Pt 
states The spectrum of FePts is also dominated by a broad peak (at 1 6 eV), which has 
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mainly Pt d character. Structures, attributed to Pt states and indicated by means of 
feature С in figure 3.4, are thus seen to shift to higher binding energy with increasing Fe 
concentration. 
3.4. Discussion 
In summarizing the photoemission results we have seen, how at lower photon energy the 
features, that can be identified with Pd or Pt d states, shift to higher binding energy 
upon alloying with Fe. At the Cooper minimum, where Fe d states dominate the spectral 
distribution, we have observed an agreement in shape between the spectra of FePds and 
FePts, and, in particular a strong resemblance between valence band spectra of FePd and 
FePt. We consider this as an indication of the similarity in the distribution of the Fe d 
states in both alloy systems, and thus as additional proof for the common origin of the 
magnetic and structural properties of these alloys (see, e.g., 6 and references therein). 
Keeping in mind the general agreement in the characteristics of the valence band spectra 
of both alloy systems, we will in the following separately discuss the concentrated alloys 
and the dilute systems. 
3.4.1. Concentrated alloys 
We will first compare FePd, FePt, FePds and FePta, and argue, that the two structures 
in the Cooper minima spectra have mainly Fe majority spin (at higher binding energy) 
and Fe minority spin character (near the Fermi level). Evidence is obtained from the self-
consistent calculation of the electronic structure of FePda and related transition metal 
alloys in the СіізАи crystal structure by Hasegawa [14], and from a tight-binding calcu­
lation of the band structure of FePt (CuAu crystal structure) [15]. The picture offered 
by these band structure calculations is that the Fe majority spin states mix strongly with 
the Pd or Pt d states, while the Fe minority spin states are centered near the Fermi level 
at the top of the id or 5ci band. 
We have summarized the conclusions of these calculations in a simple scheme (fig­
ure 3.6), which shows how the Fe 3d and Pd id majority and minority spin states each 
Table 3.2: Estimated relative Fe contribution (in %) to valence band photoemission spectra of 
Fe-Pt alloys at 160 eV, using as in table 3.1 the atomic photoionization cross section calculations 
(theor.) [16], and data from photon flux analysis (expt.). 
theor. expt. 
FePt 94 91 (3) 
FePts 84 77 (7) 
FePta 63 53 (9) 
42 
3.4. Discussion 
Figure 3.6: Schematic en­
ergy diagram, indicating the 
covalent interaction between 
Fe 3d and Pd 4d states in 
magnetic Fe-Pd alloys. The 
position of the Fermi level 
is indicated approximately. 
Note that direct Pd-Pd and 
Fe-Fe interactions are not in­
cluded in this scheme. 
are affected by covalent interactions. Note that the effective level of the Fe 3d states is 
positioned at higher energy with respect to the Pd id resonance (Fe is electropositive 
with respect to Pd). As is indicated by the band structure calculations, we consider the 
Fe majority spin states here nearly degenerate with the Pd d states. This stresses their 
strong tendency to mix, since both the bonding and antibonding states have Fe and Pd d 
weight in nearly equal amounts. The positions of the d resonances of the Fe and Pd mi­
nority spin states on the other hand are, because of the large exchange splitting in the Fe 
3d states, about 2-3 eV separated in energy. The antibonding states at higher energy are 
therefore expected to carry most of the Fe 3d minority spin weight. Although this scheme, 
formulated in terms of a covalent magnetism [12], strongly simplifies the state of affairs, 
it demonstrates the distinct distribution of the Pd majority and minority spin states, and 
thus the induced magnetic polarization of the Pd id band and the corresponding local 
moment on the Pd site (which is actually parallel to the moment on the Fe site). 
The band structure calculations furthermore indicate that the Fe majority spin band 
is practically filled and that the Fe majority spin DOS at the Fermi level is negligibly 
small. By contrast, the Fe minority spin states straddle the Fermi level. The calculated 
Fe minority spin DOS per unit-cell at the Fermi level in FePda, for example, is comparable 
to the total Pd DOS per unit cell [14]. We therefore conclude that the features at the 
Fermi level in the Cooper minimum spectra of the concentrated Fe-Pd and Fe-Pt alloys 
(indicated as В and D in figure 3.3 and 3.5 respectively) have mainly Fe minority spin 
character, while at higher binding energy largely Fe majority spin states are observed. 
The Cooper minimum effect, therefore, allows the observation of an exchange-split pair of 
Fe states in the valence band spectra of the concentrated Fe-Pd and Fe-Pt alloys (25 and 
50 at.% Fe). Although photoemission only measures quasi-particle energies associated 
with the creation of a valence band hole, we do not expect the self-energy corrections 
for Fe-Pd and Fe-Pt alloys (in contrast to, for example, metallic Ni [32]) to be so large 
that they would invalidate our largely qualitative conclusions from a comparison with 
+ 
Fe 3d 
•*+ 
Pd4d 
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ground state calculations. Note, for instance, that comparable conclusions concerning the 
distribution of minority and majority spin states in РезРі were derived in a spin-polarized 
low-energy photoemission study by Kisker et al. [33]. 
Figure 3.6 also demonstrates that, because of the covalent interaction with electroposi­
tive Fe, Pd or Pt d weight tends to accumulate near the bottom of band in the concentrated 
alloys. This is confirmed by the partial DOS calculations [14,15]. The structures that are 
experimentally observed at higher binding energy in the spectra of the concentrated alloys 
at about 80 eV (figure 3.2 and 3.4) apparently originate from these Pd (Pt) states. The 
shift of features attributed to Pd or Pt d states, to higher binding energy upon alloying 
with Fe, thus agrees with general concepts regarding the electronic structure of alloys of 
Pd and Pt with electropositive partner elements, although the effects observed are not 
as pronounced as in case of V-Pd alloys and axe complicated somewhat by the magnetic 
phenomena [13]. The so-called filling of the Pd (Pt) d band is caused through covalent 
admixture of Fe d states. Note that therefore Pd (Pt) d character, notably of minority 
spin character, is always present above the Fermi level, which is the cause of the induced 
magnetic moment on the Pd (Pt) site. 
A final remark to this section concerns the effect of disorder on the electronic structure 
of the Fe-Pd and Fe-Pt alloys. An electron in the majority spin band will see relatively 
little disorder, since the Pd (Pt) and Fe majority spin states are nearly degenerate. The 
distribution of the minority spin states, on the other hand, is rather sensitive to the 
nearest neighbour configuration because of the large exchange splitting. Disorder will 
therefore cause a smoothing of structure in the largely unoccupied minority spin band. 
This is assumed not to affect the present conclusions in as far as they are based on the 
results of band structure calculations of ordered compounds. 
3.4.2. The dilute limit 
Structures that can be identified with Fe minority spin states are, as we have seen above, 
observed at the Fermi level in the valence band spectra of the concentrated alloys, but are 
clearly absent in the spectra of the dilute Pd alloys (10 and 4 at.% Fe). This, as we have 
discussed before [8], agrees with the fact that in the impurity limit most of the minority 
spin weight is located above the Fermi level as a VBS [9]. Our experimental results 
for the fee type Fe-Pd and Fe-Pt alloys therefore demonstrate a consistent behaviour of 
interacting states towards the dilute limit of Fe. Note that, also in the impurity limit, 
covalent interaction is the mechanism responsible for the distribution of the metallic states 
(and the magnetic polarization of the neighbouring Pd atoms). The behaviour of the Fe 
minority spin states with increasing dilution can thus be understood in terms of a simple 
bonding scheme as depicted in figure 3.6. With increasing dilution of Fe (or decreasing Fe-
Fe interaction) the Fe minority spin band narrows and tends to localize above the Fermi 
level. The charge balance on the Fe site is maintained by depletion of minority spin charge 
into the Fe majority spin band, which causes filling of the Fe majority spin band and an 
increase of the local magnetic moment. In the impurity limit, finally, the Fe minority spin 
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states are split-off from the Pd d band, since their resonance is located at the top of the 4d 
band. Only about 1.5 minority spin electron, having bonding 3d character, mixes in with 
the 4rf band. This results in the maximum possible local magnetic moment on the Fe site 
(3.5 /ІВ) in the impurity limit ^9]. The completely filled Fe majority spin states therefore 
constitute the larger part of the Fe states contributing to the photoemission spectra in 
the dilute limit. These states hybridize with the Pd (Pt) d states and are distributed over 
a large energy range of the host d band. Our experimental estimate of the LDOS at an 
Fe site, that we have derived previously for FePdg, confirms this picture [8]. 
A fined point deals with finite temperature effects associated with the magnetic prop­
erties of these alloys. We have concluded that the experimental spectra agree with our 
expectations concerning a magnetic state of the impurity atom. The experiments de­
scribed in this study have been performed at room temperature, which means that only 
the concentrated compounds FePd, FePdj and FePt, and certainly not the dilute alloys, 
were in a magnetically ordered state during experiment. On the other hand, it has been 
suggested that in itinerant systems a short range magnetic order as well as a local ex­
change splitting persist even above the transition temperature. Experimental evidence, 
mainly from neutron scattering studies, as well as theoretical arguments have been ad­
vanced in favour of this hypothesis [34]. We have checked for temperature dependent 
effects in more detail by measuring the valence band of FePd9 ( T c = 264 K) also below 
the transition temperature. These experiments show minor changes in the spectral dis­
tribution, which certainly is not compatible with a significant redistribution of states, i.e. 
with a significant variation of the local exchange splitting. This point is discussed in a 
forthcoming paper [35]. 
3.5. Summary 
This work can be summarized in the following conclusions: 
1. We have shown that the Cooper minimum effect in photoemission enables the 
observation of spin-split Fe states in the valence bands of Fe-Pd and Fe-Pt alloys. 
2. Experimental investigation of the electronic structure of Fe-Pd and Fe-Pt alloys 
confirms the common origin of the physical properties of both alloy systems. 
3. The relative distribution of Fe and Pd (Pt), majority and minority spin, d states is 
explained in terms of the covalent interaction between the different metallic states. 
4. We observe a consistent behaviour of the Fe d states towards the dilute limit. Our 
experimental results agree with the assumption that the Fe minority spin band gradually 
empties with increasing Fe dilution, which anticipates the VBS character of the minority 
spin states in the impurity limit. 
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4. Parametrization of the electronic structure of 
Ζ + 1 impurities 
Abstract 
The local electronic structure of substitutional Ζ + 1 impurities in metals is calculated 
self-consistently by means of the Korringa-Kohn-Rostoker Green's function formalism, 
and parametrized in terms of a generalized Clogston-Wolff impurity model. The purpose 
of this approach is to investigate the core hole effect which is encountered in high-energy 
spectroscopies. The analysis is applied to simple metals as well as transition metals, 
including the complete 4d row. For the ά states a clear renormalization of the impurity-
host interaction is observed. We find a general agreement between the values of the 
attractive potentials and the differences in effective levels obtained by means of first-
principle calculations. The trend in the values of the attractive potentials for the 4<i 
states can within the formalism of the Clogston-Wolff model be explained in terms of a 
local screening condition and the position of the Fermi level in the band. We comment 
on the transferability of the model parameters and investigate the screening of a Ζ + 1 
impurity in a metal. The effect of a locally over- or undorscreened core hole is found to 
be related to the band-filling and the character of the Friedel oscillations. 
4.1. Introduction 
To a good approximation a deep core hole created by means of photon impact may be 
identified with an additional nuclear charge. A Ζ + 1 (or equivalent core) approximation 
may therefore be considered as a reasonable point of departure in the interpretation of ex­
perimental data obtained by means of high-energy spectroscopies like x-ray photoelectron 
spectroscopy (XPS) and x-ray absorption spectroscopy (XAS) [1,2]. 
In a recent study we have reported that the local electronic structure of a substi­
tutional Ζ + 1 impurity, which is calculated by means of the Korringa-Kohn-Rostoker 
(KKR) Green's function method, can be parametrized in terms of an impurity Hamilto-
nian, which is based on a tight-binding description of the solid state [3]. The impurity 
scheme we employ is a generalized version of the Clogston-Wolff (C-W) Hamiltonian [4-6], 
which has been proposed in addition to the more established impurity models [7-9]. In 
particular, it has been shown that the local electronic structure of a Ζ + 1 impurity is 
determined for each symmetry-projected local density of states (LDOS) separately by the 
unperturbed partial LDOS and two parameters Δ and a, describing respectively an ef-
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fective (attractive) potential and a renormalization of the impurity-host interaction. We 
obtain with this set of parameters excellent agreement between self-consistent and model 
calculations of the LDOS for transition metal impurities as well as sp impurities. 
The purpose of this approach is twofold. First, we aim at obtaining a set of parameters 
that allows easy access to the calculation of the LDOS at a Ζ + 1 impurity site and that, 
in addition, can be used as a basis for an estimation of the core hole effect in high-
energy spectroscopies like XAS and Auger electron spectroscopy (AES) [10-12]. A Ζ + 1 
approximation has been chosen [1], since we are at this stage not concerned with the exact 
identity of the core hole. An application to the interpretation of the Si К XAS spectra of 
transition metal suicides is the subject of a parallel study [13]. 
The second purpose of this approach is to analyse the processes, which underly the 
screening of a core hole (see, e.g., 14 and references therein). Our point of departure 
is, that, because of the excellent performance of the generalized C-W impurity model 
in reproducing the self-consistently obtained results, we may use this model also as a 
probe of the physical processes that govern the distribution of electronic states around a 
localized perturbation. 
In the present account we discuss the derivation of the parameters in detail, and 
extend our earlier analysis to include in particular the full series of 4<i transition metals. 
We comment on the transferability of the parameters from the pure metal to compounds, 
and investigate the screening process as it is dealt with according to the formalism of the 
C-W model. In the next section we will first present the theoretical background to the 
parametrization. 
4.2. The model and its relation to the ab initio calculation 
The Hamiltonian of the generalized C-W impurity model in its non-magnetic single band 
version is expressed as 
Я = H0 + V , 
Ho = J2tjia3ai ' 
j . ' 
V = Aalao + τ ^ ( < ο ; α ο α ; + bo a J a o) · ί 4 · 1 ) 
j ¿о 
Неге #о represents the Hamiltonian of the unperturbed host system and the perturbation 
at the impurity site, which is located at the origin, is given by V. In these expressions а} is 
the annihilation operator for the local orbital j , tji (j φ /) is the transfer integral between 
sites j and /, and t}} = £c is the effective energy level of the unperturbed host states. 
The (attractive or repulsive) potential at the impurity site is represented by the energy 
shift Δ. The proportionality factor r allows for a renormalization of the impurity-host 
interaction with respect to the host-host interaction. The parameter α = τ + 1 (α > 0) 
may therefore be interpreted as a scaling factor, expressing the relative strength of the 
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impurity-host as compared to the host-host hybridization matrix elements. The impurity 
on-site Green's function is expressed as 
Goo(£) = —i , . , . ,—777 .
 Λ 1 , (4.2) 
а
2
 - 9οο(ε)\(α2 - 1)(г - е
с
) + Δ] 
where ζ = ε + гО and goo(e) is the host Green's function. From the local Green's function 
the LDOS at the impurity site is derived as 
n(e) = --Im{Goo(e)} - (4.3) 
The original C-W model follows for а = 1, assuming that the impurity-host transfer 
integrals are not altered by the presence of the impurity [9]. For α approaching zero a 
localized Lorentzian-like LDOS is found, more in line with a treatment according to the 
Anderson impurity model [8]. In this case the impurity states are largely decoupled from 
the host states. 
The model also allows the calculation of the change in the total density of states of 
the alloy (impurity and host) as [6,15] 
He) = --Im{E[ G «( e )-S»( e )]} 
7 r
 j 
_ 1 T [ - ( a 2 - l)flbo(e) - [(a2 - l)(z - ec) + А}дд00(е)/де \ 
π 1 ^ - 3 ο ο ( £ ) [ ( α 2 - 1 ) ( - — ε , ) + Δ] J ' ^Л} 
The derivation of this expression is given in the appendix to this chapter. Note that 
in reference 6 a comparable expression is derived within the framework of a two-band 
Hamiltonian. The total screening charge is the excess charge introduced in the lattice by 
the substitutional impurity and is therefore given by 
ΔΖ = J" 6n{e)de 
= - l l m {log{
a
2
 - g
w
(eF)l(a2 - 1)(εΡ - sc) + Δ]}} . (4.5) 
This expression can also be written as 
Δ Ζ = -(2/ + 1)«,(εκ), (4 6) 
π 
where #|(ег)) the scattering phase shift at the Fermi level, is equal to the phase angle of 
the trace of the sign-reversed t matrix [15] 
In order to make a connection of this single band impurity Hamiltonian with the 
more realistic KKR-Green's function calculation we make use of the fact that the on-site 
impurity Green's function in the latter case can be written as 
G0o(e) = . * ? ( ' * · (4.7) 
1
 - 9οο(ε)Δ<ο(ε) 
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Here Δίο(ί) is the difference of the impurity ί matrix with respect to the reference system 
which contains all perturbations from the host except for the on-site impurity perturba­
tions. Therefore ¿οο(ε) differs from the ideal host Green's function ί/οο(ε) mainly due to 
potential perturbations on the neighbouring atoms. Equation (4.7) is a matrix equation in 
angular momentum; in the case of cubic symmetry and for / < 2 it is diagonal and can be 
compared with equation (4.2) separately for s, p, d-e, and <f-<29 symmetry. The constant 
parameters α and Δ in equation (4.2) approximately represent the effect of Δ<ο(ε) and 
the change from <?oo(<0 to 5οο(ε)· 
The effective parameters a and Δ are derived in the following way. From equation (4.2) 
follows 
\^{~
Гс
-Л=а\Е)\т{-\-\. (4.8) 
t*oo(£) itoo(e) 
This equation provides us with an estimate of the fluctuations in the factor a over the 
band and thus with an indication of the applicability of our model approach. We have 
used the host and impurity Green's functions originating from the oh initio calculation. 
By integrating over the band we find from equation (4.8) an effective value (α(ε)), where 
in the following we will drop the expectation value symbol. 
The parameter Δ is determined by a least-squares fit of the model LDOS to the self-
consistently calculated LDOS, using equation (4.2) and for the parameter α the value 
derived from equation (4.8). Note that the impurity Hamiltonian, equation (4.1), applies 
to a limited band with a well-defined effective level. The parameter Δ, which represents 
the difference in the effective levels of the perturbed and the unperturbed LDOS, therefore 
cannot be estimated using the real part of the self-consistently calculated Green's function. 
The latter results from a treatment of the potential in principle over a infinite energy range 
[16], which is inconsistent with the model Hamiltonian. Instead, we have recalculated the 
real part directly from the LDOS using the Kramers-Kronig relation and choosing the 
position of the cut-off energy such that the integrated number of states in the band 
agrees with the orbital degeneracy (e.g. 2 for states of s symmetry, etc.). 
Finally, the phase shift at the Fermi level ¿ι(ερ), associated with the orbital screening 
charge according to the C-W impurity model, is calculated from equation (4.5) as 
«,(*,) = I m { l o g ^ ^ ] } . (4.9) 
POOIUF) 
It can therefore be obtained directly from the self-consistently computed host and impurity 
on site Green's functions. In the aò initio calculation the screening process is treated by 
taking into account the potential perturbation on a single shell of nearest neighbours. 
Free flow of charge is thus allowed within a cluster consisting of the impurity and its 
nearest neighbours (8 in case of bcc, 12 in case of fee structures). 
The parameters α and Δ, associated with a Ζ-J-1 impurity, are characteristic for each 
partial LDOS in the pure metal. It is therefore important to know if these parameters 
are transferable from the pure metal to an arbitrary chemical environment. Although the 
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Figure 4.1: Effect of both parameters of 
the generalized C-W impurity model on the 
LDOS at the perturbed site (solid lines), 
and on the change in the total DOS 6η(ε) 
of the impurity system (dashed lines) for a 
simple host band. The band shape (a) is 
given by η(ε) = [(ε - г
с
)2 - W2/A]2, where 
W is the bandwidth. 
self-consistent calculation of the LDOS at an impurity site in an arbitrary compound as 
yet does not belong to the state-of-the-art first principle methods, we can investigate the 
transferability of parameters within the KKR-Green's function formalism in a relatively 
simple and effective way. To that purpose we compare a substitutional impurity with its 
Ζ + 1 counterpart in an otherwise pure metallic environment. This allows a variety of 
chemical environments to be tested in a straightforward way. From equation (4.2) it can 
be seen, that the local Green's functions Gooi(e) at the impurity site and at the Ζ + 1 
species, Соо2(е)> axe related as 
GfxmÊ) Gooi (ε) ß2 - Gooi(e){(02 - 1){ζ - e
e
- Δ,) + Δ 2 - Δ,] ' 
(4.10) 
where 0 = 02/01, Δι and Δ2 are the C-W potentials of the impurity and its Ζ + 1 
partner in the unperturbed material. Equation (4.10) thus shows that transferability can 
be investigated by considering the ratio of both α parameters and the difference of both 
impurity potentials. 
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Figure 4.2: Upper panel: the s partial 
DOS of metallic Na (solid line) and the 
real part of the Green's function (dashed 
line) as calculated self-consistently using 
the KKR-Green's function formalism. 
Lower panel: energy fluctuations α(ε) in 
the renormalization of the impurity-host 
interaction for states of s symmetry in 
case of a Ζ + 1 impurity (Mg) in Na. 
4.3. Results 
4.3.1. General remarks on the parametrization 
For an explanation of the performance of the model we refer to figure 4.1, which shows 
the effect of the parameters on a simplified DOS (figure 4.1a). An attractive potential, or 
energy shift Δ of the effective level of the impurity states with respect to the unperturbed 
state, results for the LDOS at the impurity site in a uniform redistribution of weight 
towards the bottom of band (figure 4.1b). The decrease in impurity-host interaction, as 
represented by the parameter a, may indicate a spatial contraction of the wave function 
within the impurity Wigner-Seitz cell and leads to a partial decoupling of the impurity 
states from the host states. The effect of this decrease in orbital overlap on the LDOS is 
an increased localization of states and a narrowing of the band (figure 4.1c). 
Figure 4.1b and 4.1c also show the total change in DOS δη(ε), in accordance with 
equation (4.4). States redistribute within the system in such a way as to provide for 
the total screening charge. It is important to note, that even a partial decoupling of the 
impurity states from the environment introduces a redistribution of states (see figure 4.1c), 
and accordingly a flow of screening charge, the direction of which depends on the position 
of the Fermi level. 
An example of the derivation of the effective parameter a associated with a Ζ + 1 
impurity in a simple metal is shown in figure 4.2 for the Na s states. Presented are the self-
consistently calculated real and imaginary part (or LDOS) of the on site Green's function, 
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panel shows the Nb e
s
 partial DOS. 
which enter the calculation through equation 4.8. Together with the local Green's function 
for the perturbed site, these quantities determine the fluctuations of the parameter α over 
the band. An effective value for a, which is needed because the parameter is defined as 
a constant in the C-W model, is found by averaging these fluctuations over a certain 
energy range. Averaging from the bottom of band over ranges varying from 2 to 12 
eV yields for this specific case values of α between 0.98 and 1.05. On the other hand, 
extending the energy range results in effective values which progressively tend to 1.00. 
The example we show here is typical for the the s and ρ states of the simple metals, and 
we conclude that this analysis does not provide us with a clear argument to assume an 
effective renormalization of the impurity-host hybridization matrix elements for the s and 
ρ states in the simple metals, at least not for a local perturbation that is caused by an 
extra nuclear charge. 
For the à states in the transition metals a different picture is observed. Figure 4.3 
shows the fluctuations found in the parameter α for the LDOS of e g symmetry of a Ζ + 1 
impurity (Mo) in Nb as compared to a Ζ — 1 impurity (Zr). Since we expect the parameter 
a to depend on the extent of the wave functions around the impurity, we assume that a 
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Figure 4.4: Self-consistently cal­
culated total (solid line) and par­
tial DOS (dashed line, s projected; 
dashed-dotted Une, ρ projected) for 
Na (lower panel) find for a Mg im­
purity in a Na host (upper panel). 
Indicated in addition (shaded area) 
is the difference between the ab mi-
tío total impurity LDOS and the 
calculated LDOS, using the gener-
alized C-W model and the parame-
ters (a and Δ) listed in table 4.1. 
comparison of Ζ + 1 impurities with Ζ — 1 impurities should be illuminating. The analysis 
shows that, over the energy range of the Nb d band, these fluctuations are considerably 
smaller than for states of s and ρ symmetry (cf. figure 4.2), and that the resulting effective 
value of α is significantly larger than 1.0 for Zr in Nb, but smaller than 1.0 for Mo in Nb. 
Towards higher energy above the Fermi level, that is outside of the d band, we find the 
stronger fluctuations about a = 1.0 which are observed for the states of s and ρ symmetry 
in the simple metals. By averaging over the d band, from the bottom of band to 4.0 eV 
above the Fermi level by means of equation (4.8), we obtain the effective values a = 0.95 
for Mo in Nb and a — 1.06 for Zr in Nb. The effective values mostly differ for states of 
e9 and <2S symmetry with the value for the <29 states in general being somewhat larger 
(at most 2.5%). Since it is difficult to decide from our analysis to what extent these 
differences are systematic, we average both α values in order to obtain a single effective 
parameter α to be associated with the d states. 
The values of Δ that we have derived for the s and ρ states of the simple metals are 
obtained by a least-squares fit to the self-consistently calculated LDOS using α = 1.0. 
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Table 4.1: Parameters of the s, ρ and d states for a Ζ + 1 impurity in the simple metals Na, 
Mg and K. Listed are the local charge transfer, AQ, into the impurity Wigner-Seitz cell, the 
attractive potential Δ and for some instances the differences in orbital energies Дд from atomic 
calculations [18]. For the hybridization scaling factor we assume α = 1. 
=
 AQ ~KJeV)"ÁR (eV) 
Na s 0.585 -1.9" -1 .93 
ρ 0.343 -1.9 
d 0.006 -1.6 
Mg 
(fee) 
К 
s 
Ρ 
d 
s 
Ρ 
d 
0.441 
0.565 
0.023 
0.461 
0.273 
0.171 
-2.8 
-2.6 
-1.9 
-1.4 
-1.5 
-2.6 
-3.82 
-1.95 
-1.31 
Equally good fits can, however, be obtained using values between roughly 0.95 and 1.05, 
which results in attractive potentials differing as much as 0.5 eV. This leaves the fitting 
procedure for the s and ρ states somewhat ill-defined, and results in a relatively large 
margin of uncertainty in the value of Δ. By contrast, the fit results for the d states are 
more or less unambiguous. We have found no systematic differences in the Δ parameters 
of the e9 and ijg states, and have accordingly interpreted the differences between both 
potentials as an uncertainty (of the order of ±50 meV) in the value of Δ associated with 
the d states. 
4.3.2. Simple metals 
In figure 4.4 the LDOS of Na as a host and Mg as a substitutional impurity is presented. 
The LDOS on the impurity site is strongly distorted with respect to the DOS in the 
unperturbed system, and is, in particular at the bottom of band, strikingly enhanced. 
As is clear from figure 4.4 mainly the redistribution of states of s symmetry gives rise 
to this distortion, which has been observed experimentally by means of x-ray emission 
spectroscopy (XES) [17] and which has been associated with the attractive potential of 
the core hole (see, e.g., references 10 and 11). The full impurity calculation is modelled 
very well, as is shown in figure 4.4 for the system of Mg in Na, by our parametrized 
impurity scheme with values for the different orbital contributions as given in table 4.1. 
This table lists the attractive potentials and in addition the local charge transfer Δ φ into 
the impurity Wigner-Seitz cell for Ζ + 1 impurities in the simple metals Na, Al and K. 
The magnitude of the charge transfer AQ shows that the s and ρ states are the main 
screening channels in the simple metals, although the contribution of the d channel is 
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Figure 4.5: Self-consistently calculated 
d partial DOS for Mo and for Tc in Mo. 
Also shown, as in figure 4.4, is the differ­
ence between the ab initio result and the 
C-W model fit, using for states of e3 and 
¿29 symmetry the parameters as listed in 
table 4.2. 
considerable in the heavier element K. 
Since the potential in the C-W model reflects the difference in the effective levels of 
the unperturbed and perturbed state, we have listed in table 4.1 for a few cases also the 
differences in atomic orbital energies that result from Hartree-Fock calculations of the 
neutral atom [18]. Comparison with the potentials found by applying the C-W impurity 
scheme indicate that the order of magnitude is predicted reasonably well. 
4.3.3. The 4d transition metal row 
Figure 4.5 shows the self-consistently calculated partial ά LDOS for Mo and for a 
Ζ + 1 impurity (Tc) in Mo. The perturbation causes a redistribution of states within the 
band, which can be interpreted as an increase in intensity for the occupied states and a 
decrease for the unoccupied states. One observes a shift of the unoccupied part of the 
d states towards lower energy, which results in an apparent narrowing of the à band on 
the impurity site as compared to the original width of the band in the unperturbed host. 
In the bcc crystal structure the lower and upper ά states can be directly identified with 
58 
4.3. Results 
Table 4.2: The effective parameters a and Δ for Ζ + 1 impurities in the id transition metals. 
Also listed are the occupancy in the unperturbed state Nj, the local charge transfer AQ and for 
a few cases the differences in the position of the resonance of the unperturbed and the perturbed 
d states, Дд. 
~ÎVd AQd α Δ (eV) А
д
 (eV) 
Sr 
Y (fee) 
Zr (fee) 
Nb 
Mo 
Tc (fee) 
Ru (fee) 
Rh 
Pd 
0.671 
1.740 
2.705 
3.665 
4.520 
5.541 
6.542 
7.601 
8.738 
0.819 
0.985 
1.060 
1.041 
1.054 
1.127 
1.080 
1.039 
0.808 
1.00 
0.98 
0.97 
0.97 
0.97 
0.96 
0.97 
0.97 
1.02 
-1.58 
-1.16 
-1.09 
-1.03 
-0.99 
-0.81 
-0.86 
-0.92 
-1.95 
bonding and antibonding states. The observed reduction in energy separation therefore 
immediately reflects the change in hybridization between impurity and host states. This 
is confirmed by the values of the parameter α (listed in table 4.2), which for the states 
of d symmetry are in general smaller than 1.0. Exceptions to this rule do occur at the 
beginning (for Y in Sr) and at the end of the series (for Ag in Pd). 
We also indicate in figure 4.5 the agreement between the calculated DOS using the 
parameters α and Δ from table 4.2 and the exact result from the self-consistent calcula­
tion. The minor differences we find result from the intrinsic approximations in the C-W 
model Hamiltonian. Figure 4.6 shows the potentials listed in table 4.2. One observes a 
smooth trend in the middle of the Ad series and a rather strong increase of the attractive 
potential at both ends. Table 4.2 in addition lists the local charge transfer AQ at the 
impurity site, which indicates that the d states are, because of their localized character, 
the main screening channels for Ζ + 1 impurities in the transition metals. It is observed 
here that the local charge transfer is approximately equal to one unit charge, except at 
the beginning (for Y in Sr) and at the end of the series (for Ag in Pd), where the local 
charge transfer is somewhat smaller than 1.0. This reflects the basic difference between 
the simple and transition metals, i.e. the dominating contribution of the d states to the 
screening process and a minor role for the transition metal s and ρ states, which we leave 
out of consideration in the present analysis. 
For some metals we have computed the position of the resonance of the d states 
in the perturbed and the unperturbed system. The differences of these values, AR in 
table 4.2, are related to the differences in effective levels associated with the d states, and 
should thus be compared with the values of the attractive potentials that result from the 
parametrization by means of the C-W impurity scheme. The agreement we find is good. 
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Figure 4.6: The attractive C-W 
potentials Δ for the d states of 
Ζ + 1 impurities over the 4d transi­
tion metal row (dots) as listed in 
table 4.2. The differences in the 
calculated positions of the host and 
impurity d resonance (triangles) are 
shown for Nb, Mo and Pd. 
4.3.4. The 3rf states 
Table 4.3 lists the parameters of the d states for the Ζ + 1 impurities Cr in V and 
Mn in Cr. The local charge and screening mechanism are comparable to those associated 
with the 4d bcc metals Nb and Mo at corresponding positions in the periodic table. The 
effective parameters α and Δ, however, turn out to be smaller than for the id metals. 
The agreement with the calculated resonance differences, again, is very good. 
4.3.5. The screening mechanism 
Although the values of the local charge transfer AQ as listed in table 4.1 provide a 
clear estimate of the importance of the different orbital screening channels, AQ is not 
a proper parameter to characterize the screening process. A concept of local (on site) 
screening applies only approximately and an exact measure can therefore in principle 
only be given by considering the sum of the contributions of each orbital channel to the 
total screening charge AZ in accordance with the Friedel sum rule 
AZ = - ν ( 2 ί + 1)(5,(ε
Ρ
). 
π
 ι 
(4.11) 
In the following we will discuss in more detail how the C-W model approach deals with the 
screening process. To offer a clearer picture of the orbital contributions to the screening 
Table 4.3: Parameters for the d states of Ζ + 1 impurities in the bcc 2d transition metals V 
and Cr. The symbols have the same meaning as in table 4.2. 
Να 
V 
Cr 
3.639 
4.542 
1.060 
0.995 
а 
"0.94" 
0.95 
Δ (eV) AR (eV) 
-0.82 
-0.69 
-0.80 
-0.70 
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Table 4.4: Local charge transfer AQ for s, ρ and d states as compared to the partial screening 
charge, calculated within the KKR-Green's function formalism (AZjC) or using the generalized 
C-W impurity scheme ( Д 2
т
) . Also the occupancy N in the unperturbed state is listed. Further 
explanation in text. 
Na 
Mg 
Mo 
Pd 
s 
Ρ 
d 
tot. 
s 
Ρ 
d 
tot. 
s 
Ρ 
d 
tot. 
s 
Ρ 
d 
tot. 
Ν 
0.595 
0.353 
0.046 
0.994 
0.872 
0.925 
0.185 
1.982 
0.575 
0.705 
4.520 
5.800 
0.547 
0.561 
8.738 
9.846 
Δρ 
0.585 
0.343 
0.006 
0.934 
0.441 
0.565 
0.023 
1.029 
0.040 
0.072 
1.054 
1.166 
0.067 
0.062 
0.808 
0.937 
AZ,C 
0.441 
0.540 
-0.036 
0.945 
0.367 
0.623 
0.050 
1.040 
0.011 
0.118 
0.708 
0.837 
0.027 
-0.005 
1.608 
1.630 
AZ
m 
0.38 
0.45 
0.02 
0.85 
0.26 
0.44 
0.05 
0.75 
-0.07 
-0.08 
0.58 
0.43 
-0.01 
-0.04 
1.64 
1.59 
process, we compare in table 4.4 the values of the local charge transfer AQ with the 
values of the screening charge Δ Ζ calculated by means of two different methods. Within 
the framework of the KKR-Green's function method the partial screening charges are 
computed from the generalized phase shifts, using Lloyd's relation [16,19, 20]. These 
screening contributions are listed as AZic in table 4.4. For Na and Mg the values are 
comparable to previous results using an atom-in-jellium model [21] or the Linear-Muffin-
Tin-Orbital method [22]. As appears from table 4.4, agreement with the Friedel sum rule 
( Δ Ζ = 1.0) is reasonable for the simple metals. For Na and Mg the screening charges 
of the s states seem to agree with the intuitive notion that the screening contribution 
diminishes with increasing band-filling. Agreement with the Friedel sum rule is, however, 
poor for the transition metals, in which case the total displaced charge seems either too 
small, as for Tc in Mo, or far too large, as for Ag in Pd. The cause of this is mainly 
the limited number of nearest neighbours which is allowed to participate in the screening 
process. Satisfactory agreement with Friedel's sum rule can in principle be obtained 
in a quite elaborate self-consistent computation involving a cluster of at least 5 shells 
of neighbouring host atoms [23]. Although, notably for Tc in Mo, the s and ρ states 
contribute to the screening of the perturbation, it seems reasonable to conclude that 
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Table 4.5: Parameters of the d states for Ζ + 1 impurities in the impurity systems Cr in Pd 
(non-magnetic), Zr in Nb and Pd in Ag. The symbols have the same meaning as in table 4.2. 
^ iVd ~ A Q 7 Q A(eV)= 
Cr in Pd 4.488 ' 1.056 0.95 -0.20 
Zr in Nb 2.679 0.987 0.96 -1.27 
Pd in Ag 8.969 0.658 0.98 -2.81 
the disagreement with Friedel's sum rule follows mainly from the calculated screening 
properties of the d channel. We note furthermore, that states of ƒ and g symmetry 
have been included in the ab indio calculations, but that their contribution to the total 
displaced charge is insignificant. 
The contribution of the different screening channels to the screening charge has within 
the scheme of the generalized C-W impurity model been calculated from the phase shift 
analysis using equation (4.9). These values are listed as A Z
m
 in table 4.4. We note 
that the values for the main screening channels (s and ρ for the simple metals; d for the 
transition metals) are in general smaller than the screening charges from the ab initio 
formalism, but that relative magnitudes are reproduced well. Similarly, agreement with 
the Friedel sum rule is not observed. 
4.3.6. Transferability 
Results of our analysis of the transferability of the parameters by means of equa­
tion 4.10 are given in table 4.5. We show here results for three impurity systems, which 
may be considered as representative for the kind of effects we can expect. In case of the 
system Cr in Pd, for example, we compare the unperturbed system (Cr in Pd) with the 
perturbed system (Mn in Pd). Although it is difficult to judge the effect on the parameter 
α from the limited number of examples, it is certainly clear from comparison with the re­
sults for Cr, Zr and Pd given in table 4.2 and 4.3 that the parameter Δ is not transferable 
from the pure metal to an arbitrary system. In particular for the dilute system Cr in Pd 
as compared to metallic Cr we observe a strong weakening of the attractive potential. 
4.4. Discussion 
Before discussing the results of our analysis, we will comment on the approximations 
inherent in the formalism of the impurity model. The generalized C-W model is a single 
band model, i.e. the joint interactions of the impurity states with the environment are 
represented by the interaction with a lattice consisting of an infinite number of sites 
having states of equal symmetry. The hybridization matrix elements which determine 
the interaction of a local state with the different partial states at the surrounding sites 
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are in general energy dependent (see e.g. reference 24, 25). It is therefore not trivial 
to assume that the renormalization of the impurity-host interaction α is constant, i.e. 
not energy dependent. The intermixing (rehybridization) of states of different symmetry 
due to interactions with and perturbations of the neighbouring host states enters as an 
additional renormalization of the parameters that result from our analysis. 
The parameter α therefore in a single constant expresses the renormalization of the 
orbital overlap of the impurity wave function with wave functions centered on the sur­
rounding sites, and consists of contributions of all states that by reason of symmetry are 
allowed to interact with the states at the impurity site. It is therefore important to note 
that, although effects due to, for example, the d-d interaction are incorporated in the 
decrease of α (see tables 4.2 and 4.3). the magnitude of this parameter by itself cannot 
be considered as a direct measure of the contraction of the d orbitale in the spirit of a 
muffin-tin orbital formalism [25,26]. A further analysis of this point is required. 
The values of the attractive potentials which result from our model approach agree 
approximately with the differences in effective levels, which can be derived from atomic 
calculations (for s and ρ states) or from the positions of the resonances (for d states). 
On the other hand, these parameters, together with the symmetry-projected host DOS. 
should, within the formalism of the generalized C-W model, form the basis for an inter­
pretation of the screening process, induced in a metallic solid by the introduction of an 
extra nuclear charge. In the following we will therefore deal with the results for the d 
states in more detail and will attempt to obtain more insight in the trend observed for 
the values of the attractive potentials in the 4d row (figure 4.6). 
One would, for the transition metals, expect the value of the potential to agree with 
the condition that approximately a single d electron screens the extra nuclear charge 
(leaving the small screening contributions of the s and ρ states here out of consideration). 
This condition can, however, not be used since we have from the results of the phase shift 
analysis in table 4.5 concluded that, mainly due to the contribution of the d states, the 
Friedel sum rule is not obeyed. We will, however, argue here that the trend in the values 
of the attractive potentials for Ζ + 1 impurities in the 4<i row can be explained by means 
of a local screening condition. We depart from our finding, derived from table 4.2 and 
4.3, that the extra nuclear charge is in general locally screened by approximately one unit 
charge (Δζ? « 1.0). 
We will therefore assume that the attractive potential is determined by the condition 
that one additional d electron is placed at the impurity site. This trend is illustrated in 
figure 4.7, where in the lower panel the Nb d partial DOS is presented as a typical example 
of a bec type d band. The situation can be translated to the conditions for the other 
bec transition metals (see the arrows in figure 4.7) by an appropriate renormalization 
of the energy scale. The lower panel in addition shows the potential Δ necessary to 
locally transfer 1.0 unit charge into the impurity site, where we assume that a = 0.97 (in 
accordance with the results listed in table 4.2). The figure demonstrates first of all that 
the potential necessary to screen the perturbation remains fairly constant in the middle 
of the band (between —2 and 4 eV), with slow fluctuations that appear to depend on 
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Figure 4.7: The attractive potential 
Δ (lower panel, solid line), needed to 
locally screen one extra positive charge 
(Δ<2 — 1) (upper panel, dashed line), as 
a function of the position of the Fermi 
level for the typical bcc d band of Nb 
metaJ (lower panel, dashed line). In 
the upper panel is shown the screening 
charge Δ 7 (solid line) as compared to 
Δ<2 (dashed Une). 
the DOS at the Fermi level. Only at the bottom or the top of the band do we observe 
a strong increase of the attractive potential. Note that near the top of the band the 
required potential becomes infinite, because a nearly filled band sets a limit to the total 
amount of charge that can be locally transferred. Apparently, this trend is the main cause 
of the variation in the size of the attractive potential over the 4d series as illustrated in 
figure 4 6. Note also that at the beginning and the end of the series, where the potentials 
are relatively large, i.e. for Sr and Pd, the total d charge transferred locally is typically 
less than one unit charge, implying that the local perturbation (on the ά states) is not 
strong enough to cause the required flow of charge. 
In addition, we observe a trend of decreasing attractive potential in the series from Y 
to Rh. Although this trend could still be caused by the kind of variations in attractive 
potential observed in figure 4.7, it should be mentioned that also the gradual decrease 
in ά bandwidth over the 4d series, from approximately 9 eV for Y to 7 eV for Rh, is a 
factor determining the size of the attractive potential. This can be understood in a simple 
way by noting that a renormalization of the energy scale, i.e. bandwidth, under condition 
of equal local charge transfer and (dimensionless) α parameter, will result in an equally 
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renormalized attractive potential. This is evident from a comparison of the attractive 
potentials for the 4d bcc metals Nb and Mo with the potentials for the corresponding 3d 
bcc metals V and Cr. 
It is now also clear why the transferability of the parameter Δ does not work. This 
is explained from the local screening condition, which is related to the phenomenon that 
the local d charge at a transition metal site in a metallic compound only slightly depends 
on the chemical environment [27]. Together with the local d count is therefore also fixed 
the local screening condition in the metallic environment. The attractive potential for 
the d states of the Ζ + 1 impurity is therefore in general determined by the condition 
that AQ Ä 1.0. The DOS at the Fermi level for (paramagnetic) Cr in Pd, for example, is 
2.61 states/eV [28], which favours far more the occurence of a relatively small attractive 
potential than the 0.59 d states/eV at the Fermi level for pure Cr [29]. Therefore, although 
the potentials themselves are not transferable, so is the local screening condition, from 
which the appropriate potential is easily calculated. Note that this comment is not valid 
for a transition metal like Pd, which is located at the end of the series. 
The upper panel in figure 4.7, furthermore, shows the screening charge Δ Ζ , associated 
with the calculated potential and obtained from equation 4.5. We will first discuss the 
trend for approximately constant potential Δ, i.e. from —2 to 4 eV. We observe here 
that the magnitude of the screening charge follows the DOS at the Fermi level. This 
can be understood by means of equation (4.5), which in first-order approximation can be 
reformulated as 
Δ Ζ = η ( ε
Ρ
) Δ , (4.12) 
The screening contribution exclusively due to the contraction of the wave function is 
neglected here, because α is close to 1. It is thus observed that, although the local 
screening condition is kept unchanged, strong fluctuations in the size of the screening 
charge over the band occur, which are caused by the variation in the DOS (and not in the 
parameter Δ) . Only at the bottom of band is an increase of screening charge observed 
which is directly related to the increase of the potential. 
Since the Friedel sum rule, even in the self-consistent calculation from which the model 
parameters have been derived, is only approximately obeyed, we cannot at this stage spec­
ify how accurate our description of the screening process by means of the generalized C-W 
impurity scheme can possibly be. The general performance of this model in reproducing 
the LDOS at the impurity site, however, certainly justifies some more than merely quali­
tative considerations. Our argument is based on the observation (see table 4.4) that, for 
Tc in Mo the screening charge ΔΖ, associated with the d channel, is smaller than the 
local charge transfer AQ, while for Ag in Pd the screening charge is larger. Note that 
the validity of this statement does not depend on the method we used to calculate the 
screening charge. We find, therefore, that in Mo the d channel locally overscreens the 
perturbation, while in Pd underscreening occurs, which implies that part of the screening 
is done by d states having host character. 
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Figure 4.8: The total screening charge ΔΖ, and the local screening charge AQ as a function 
of the Fermi level for the DOS of figure 4.1 using the model parameters Δ = -О.ЗИ'', о = 1.0. 
The relative magnitude of ΔΖ and AQ is explained from a comparison with a two-state model 
representing the interaction between the host (H) and the impurity (I), which is characterized 
by the attractive potential. 
The relative sizes of the local charge transfer Δ£? and the screening charge Δ Ζ corre­
spond to a general trend as to which the screening properties of a given orbital channel 
are related to the position of the Fermi level in the band. This behaviour can be fully 
understood within the scheme of the C-W impurity model and is explained in more detail 
in figure 4.8 on the basis of a simple two-state model. This figure compares, as a function 
of the position of the Fermi level, the local charge transfer Δ<3 with the screening charge 
Δ Ζ corresponding to the situation described in figure 4.1b. According to the two-state 
model a shift in energy of the effective (atomic) levels causes a redistribution of bonding 
and antibonding states, and although the bonding states have mainly impurity character, 
host character always mixes in. The total increase in charge Δ Ζ is therefore always larger 
than the local increase in charge AQ when the Fermi level is positioned near the bottom 
of band. Also if the Fermi level is located near the top of the band one finds Δ Ζ > AQ, 
since here the highest anti-bonding states for the unperturbed system, having host and 
impurity character, determine the charge redistribution. Of course, Δ Ζ = AQ = 0 in 
case the Fermi level is located at the bottom or the top of the band, because no effective 
redistribution of charge can take place within an empty or a filled band. Note that we do 
not consider the case of split-off states here. The position of the Fermi level is thus crucial 
for the screening response of a given channel to the local perturbation, and determines 
whether local overscreening (AQ > Δ Ζ ) or underscreening (AQ < Δ Ζ ) occurs. The 
mechanism of the screening process that we observed for Tc in Mo as opposed to Ag in 
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Δ 0 | 
Figure 4.9: The excess charge ÁQ as. 
a function of the Fermi level at the im-
purity site (j = 0) and the (estimated) 
excess charge at neighbouring sites 1 or 2 
hops away from the impurity atom. The 
dashed lines illustrate the behaviour of 
the Friedel oscillations for a half-hlled 
as compared to a nearly filled band. 
Adapted from Heine and Samson [30]. 
Pd thus corresponds to the contrasting situations where the Fermi level is located in the 
middle or at the top of the d band. Note that the general trend is also recognized in fig-
ure 4.7, where in the middle of the band AQ is in general larger than Δ Ζ , while near the 
band edges the opposite situation tends to occur. Moreover, we believe that this mech­
anism lies at the root of the relative magnitudes of the from self-consistent calculations 
resulting local and total displaced charges for impurities in Cu and Ag [16,19]. 
The dependence of the screening mechanism on the band filling is related to a tight-
binding theorem, according to which physical quantities which are expressible in terms of 
Green's functions oscillate in sign as the Fermi level moves through the band [30,31]. A 
quantity like the local charge transfer j hops (or sites) away from the impurity atom has, 
according to this corollary, at least 2j zeros as a function of the Fermi level, apart from 
both zeros at the bottom and top of the band. This is illustrated in figure 4.9, which 
pictures the situation described in figure 4.8 from a different viewpoint. We compare here 
the excess charge AQ at the impurity site plotted as a function of the Fermi level with the 
estimated excess charge at nearest neighbour sites. Although the C-W model only allows 
the calculation of the redistribution of states at the impurity site itself and within the 
total impurity system, we can estimate the excess charge on nearest neighbour sites by 
assuming that the perturbation on other than nearest neighbours is sufficiently small [26]. 
A reasonable estimate of the excess charge on the nearest neighbours is therefore obtained 
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from the approximation 
ƒ " lm{G
u
(e) - 9u(e)}de « flm^G^e) - 9}J(e)]}^ 
j 
Im{Goo(£) - 9oo(e)}de 
« Δ Ζ - Δ ρ . (4.13) 
The quantity ΔΖ — Δφ is as a function of the position of the Fermi level shown in 
figure 4.9. Interpreted as the excess charge on the nearest neighbours it shows the (min­
imum) expected number of 2 zeros when the Fermi level moves through the band. The 
more strongly oscillating character of the excess charge on the second nearest neighbours 
is indicated approximately by means of equally spaced zeros. Figure 4.9 thus illustrates 
the origin of the Friedel oscillations, which constitute the spatial redistribution of charge 
density within the host material as a consequence of the localized perturbation. The posi­
tion of the Fermi level, moreover, determines the behaviour of these oscillations which are 
slow at the top and the bottom of the band (for impurities in Pd), but rapid in the middle 
of the band (for impurities in Mo) The screening mechanisms of over- and underscreening 
that follow from an analysis of the C-W impurity formalism are therefore directly related 
to the Friedel oscillations that «are generated by the perturbation. Note, furthermore, that 
the Friedel oscillations have been derived on the basis of a general tight-binding principle, 
without residing in the usual description in terms of fc-vectors. Application of the above 
theorem to an interpretation of the screening mechanism in the simple metals seems not 
appropriate since a finite band is presupposed [30]. 
The precise form of the Friedel oscillations can in principle be calculated explicitly 
within the KKR-Green's function formalism [19,23]. Further discussion of the screening 
mechanism will be given in chapter 6, where the generalized C-W model is applied to an 
analysis of the electronic structure of magnetic 3d impurities in Pd. 
4.5. Conclusion 
We have shown how the LDOS at a Ζ + 1 impurity site, calculated by means of an a6 
initio formalism, can be parametrized in detail in terms of a generalized C-W impurity 
model This parametrization has provided a set of parameters, that may serve as a 
starting point for an estimation of the core hole effect in relation to notably high-energy 
spectroscopies like XAS and AES by relatively simple means. Note that this treatment 
allows incorporation of the full chemical environment of the perturbation. Our findings 
indicate that for a correct description of the transition metal d states a renormalization 
of the impurity-host interaction is needed. Sufficiently accurate values of the attractive 
potentials may, for example, be derived from atomic calculations or by means of a local 
screening condition. 
Moreover, we have discussed the physical background of the Ζ + 1 parametrization on 
the basis of the C-W impurity Hamiltonian. The parameter a may indicate a contraction 
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of a d wave function around the Ζ + 1 site, but further analysis is needed to elucidate 
its precise physical meaning. The bandwidth as well as the position of the Fermi level 
to a high degree determine the value of the attractive potential for the d states. Fi­
nally, the generalized C-W model has allowed a qualitative interpretation of the screening 
mechanism around a Ζ Λ- 1 impurity. We have, in particular in relation to the d states, 
demonstrated the mechanisms of over- and underscreening that follow directly from the 
position of the Fermi level in the band and are related to the behaviour of the Friedel 
oscillations. 
Appendix 
The single-particle Hamiltonian given in equation (4.1) can be solved by means of the 
matrix relation 
G = g + gVG, (4.14) 
which is a Dyson equation for the Green's functions g = (el — H o ) - 1 and G = {t\ — H ) _ 1 
corresponding to the unperturbed host and the impurity system respectively. The explicit 
expression for this Dyson equation is 
Gji = 9,1 + PJOAGM + rg}Q £ tukGH + τ ( Σ ^*ί*ο)<?οι • (4.15) 
кфй kfO 
Using the definition of the Green's function one obtains 
Σ ^оЯзк = (г - e
c
)g)0 - ojo (4.16) 
кфО 
and 
Σ * ο * < ? * = (-^)[(z - e
c
- A)Go} - δ0}}, (4.17) 
υ π τ + 1 t#0 
from which 
Gjt = Qji + (-)^oGo/[(a 2 - l)(z - e
e
) + Δ] - ( ^ I ) f f „fo - ( a - l)Gol6j0 . (4.18) 
a a 
The on site impurity Green's function, given as equation (4.2), follows directly from 
equation (4.18) by setting j = I = 0. Using the property 
Sojujo = -Q¿- (4.19) 
the total change in the DOS of the impurity system, equation (4.4), can now also be 
obtained by simple algebra. 
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5. Core hole effects in x-ray absorption spectra 
Abstract 
Our finding that the self-consistently calculated electronic structure of Ζ + 1 impurities 
can be parametrized with excellent agreement in terms of a generalized Clogston-Wolff 
impurity model, is applied to the interpretation of x-ray absorption spectra. By means of 
this approach we are able to demonstrate the importance of the core hole effect in Si К 
edges of transition metal suicides. 
5.1. Introduction 
In x-ray absorption spectroscopy (XAS), photon impact causes the transition of a core 
electron to an unoccupied state. The final state in XAS is therefore characterized by the 
presence of a core hole. In principle one needs to analyse the full dynamics of the core 
ionization process in order to assess its effect on the spectral shape. Simplifying argu­
ments, like, for example, the neglect of the exchange and multipole interaction between the 
core hole and the outer electrons, may, however, overrule the necessity of a complicated 
many body treatment. In such a case a single particle approach to the interpretation 
of XAS spectra may be sufficient, provided the core hole is represented as ал effective 
attractive potential (see, e.g., references 1-3). The usual simplifying model assumptions 
concerning the chemical environment of the perturbed atom, may as a consequence be 
omitted and we can incorporate the complete and detailed information of a self-consistent 
impurity-in-solid calculation as it is performed within the scheme of density functional 
theory [2,4]. 
We have demonstrated in chapter 4 how the, by means of the Korringa-Kohn-Rostoker 
(KKR)-Green's function formalism self-consistently calculated, local density of states 
(LDOS) at an impurity site can be parametrized in terms of a generalized Clogston-Wolff 
(C-W) impurity model. This approach enables us to reproduce the LDOS, in particular 
at a Ζ + 1 impurity site, in full detail for both simple metals and transition metals. The 
full impurity-in-solid problem is thus reduced to a simple computation which as input 
only needs a set of local parameters and the unperturbed partial DOS [5]. 
In the following we present an application of this approach to the interpretation of Si 
Ä"(ls) absorption spectra of transition metal suicides. A more detailed account, including 
the analysis of Auger spectra, is given in a separate study by Weijs e£ ai. [6]. Also for 
semiconductors, the success of this approach has been demonstrated, notably in an esti-
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Figure 5.1: Si К absorption spectra of tran­
sition metal disilicidcs, compared with the 
broadened Si ρ partial DOS (solid line). The 
dashed-dotted line illustrates in case of ТіЗіг 
the result of a self-consistent calculation us­
ing an extended basis set. 
mation of the core hole effect in pure Si from Auger data [7] and in a recent interpretation 
of the Cu ¿з edge of CuaO [8]. 
5.2. The Si К x-ray absorption spectrum of transition metal 
suicides 
In the transition metal suicides the metal d states are rather extended because of the 
strong mixing with the Si ρ states (cf. chapter 2). Electron correlation effects are therefore 
expected to be of minor importance in these systems. One indication of this is the 
generally very good agreement of the XPS-BIS spectra of these compounds with self-
consistent DOS calculations, where only the energy dependence of the single-particle 
matrix elements has been taken into account [9]. Therefore, it may seem somewhat 
surprising that agreement breaks down in case of the Si К edge. 
Figure 5.1 shows the Si К (Is) XAS spectra of a series of transition metal suicides. The 
spectra all show a relatively low intensity at threshold, followed by a series of peaks and 
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shoulders before a long plateau region is observed. The spectral features must be related 
to structure in the unoccupied (mostly antibonding) states of Si ρ symmetry, because 
of the dipole selection rules and the local character of XAS. However, comparison with 
the broadened ground state partial DOS of the unoccupied ρ states reveals a systematic 
disagreement: the experimental spectra consistently exhibit more weight near the Fermi 
level. The XAS matrix elements for these largely antibonding Si ρ states vary only slowly 
over the relevant energy range [10], which certainly cannot cause the observed differences 
close to the edge. In view of our introductory comments on the XAS process, we will show 
that the attractive potential of the core hole is the dominant cause of this discrepancy. 
As examples we have selected the disilicide TÍSÍ2 (space group Fddd) and the monosili-
cide TiSi (space group Pnma). Self-consistent band structure calculations were performed 
using the localized-spherical-wave (LSW) method with an extended basis set in order to 
provide for an accurate description of trends in the unoccupied DOS [11]. To investigate 
self-consistently the influence of the core hole left behind in XAS, supercell calculations 
were performed, which formally treat the excited atom (an atom with an inner shell core 
hole) as an impurity. Such an approach allows in a natural way for the symmetry breaking 
in the system and describes self-consistently the charge redistribution induced by the core 
hole. In the case of ТіЗіг, the supercell contained 16 Si and 8 Ti atoms, i.e. it was four 
times bigger than the unit cell of the ground state calculation. The size of the supercell 
is important, and ultimately it should be large enough to prevent interaction between 
excited atoms in neighbouring supercells. 
The effect of the introduction of a core hole is comparable to that found in model 
calculations of the core hole effect on the s and ρ states in simple metals (cf. section 4.3.2). 
We observe an overall redistribution of weight towards the bottom of the band. Most 
notable is the development of a strong resonance at the bottom of the Si s band. It will 
be seen below that this change in shape will induce strong trends in the shape of spectral 
functions associated with the unoccupied states, even when lifetime and experimental 
broadening is taken into account. 
The Si К XAS spectrum is in figure 5.2 compared with the self-consistently computed 
unoccupied Si ρ LDOS for an unperturbed as well as for a core ionized Si site. The result of 
the supercell calculation is in rather good agreement with the shape of the experimental 
spectrum up to about 6 eV above the Fermi level. This gives us confidence that the 
core hole potential is indeed the major factor behind the differences between spectra and 
partial DOS curves in figure 5.1. Note that the calculations yield far less weight in the 
region high above threshold than is actually observed. A possible reason is the energy 
dependence of the single-particle XAS matrix element. 
Within the C-W model scheme we have simulated the influence of an attractive po­
tential on the Si ρ band by applying equation (4.2) with α = 1.0, in line with conclusions 
from the analysis that we presented in chapter 4. Apart from the approximations inher­
ent in the application of our model approach to pure metals in a cubic environment, as 
discussed in chapter 4, an additional complication is introduced by the application of this 
scheme to compounds. In general, symmetry lowering at the impurity site will result. A 
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ENERGY ABOVE E F (eV) 
Figure 5.2 Comparison of the Si 
К XAS spectrum of TiSi2 with the 
calculated Si ρ LDOS for the ground 
state (lower solid line) as well as for 
a core ionized Si site (middle curve) 
The LDOS was convoluted with a 
Lorentzian of 0 5 + 0 \(E - E0) eV 
FWHM and a Gaussian of 0 6 eV 
FWHM 
further approximation lies therefore in the fact that we apply the C-W model computa­
tion here to the ρ projected partial DOS, and not to a DOS, decomposed accordmg to 
the irreducible representations of the local point group of the perturbed site Also the 
possible admixture of states of other, notably d symmetry has not been considered That 
these additional effects are not large in the specific case of core ionized Si in the transition 
metal sihcides follows from the generally good agreement we find between the results of 
the supercell calculations and the C-W model simulation 
Figure 5 3 shows the effect of a series of attractive potentials on the Si ρ DOS of 
T1S12, taking into account the appropriate broadening due to the final state and core hole 
E F 2 4 6 θ 10 12 U 16 
ENERGY (eV) 
Figure 5.3 C-W model simulation of the 
distortion of the Si ρ ground state LDOS of 
T1S12 Shown is the effect of an attractive 
potential on the broadened unoccupied ρ 
states 
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Figure 5.4: Comparison of the 
Si К XAS spectrum of TÍSÍ2 and 
the C-W model simulation, babed 
on the Si ρ ground state DOS, 
using attractive potentials of —3 
ENERGY ABOVE E F (eV) a n d - 4 eV. 
lifetime. Note that the spectra are normalized to constant height. The general impression 
we get from these curves is a gradual enhancement of weight near the edge. Comparison of 
these curves with the experimentally found Si К edge of ТіЗіг (in figure 5.4) demonstrates 
good agreement, again up to approximately 6 eV above threshold, for a value of Δ between 
- 3 and - 4 eV. 
For the Si К XAS spectrum of the monosilicide TiSi the supercell approach as well as 
the C-W model simulation are illustrated in figure 5.5. The broadened unoccupied Si ρ 
ground state DOS has its weight distributed over peaks at too high energy. Introduction of 
a Is core hole at a Si site in a supercell calculation results in a shift of weight to structures 
at lower energy, and the overall shape of the local Si ρ DOS curve at the ionized Si site 
resembles closely the XAS spectrum. There is again too little weight more than 6 eV 
above the Fermi level in the calculated curve. A similar disagreement is found for the 
C-W model simulation applied to the partial ground state DOS of Si ρ symmetry, but the 
attractive potential results in a correct shift of weight to the lower energy features and 
an improved agreement with experiment. Note, also, that supercell calculation as well as 
model simulation produce too much structure in the region 3 5 eV above the edge. 
The comparison of Si К edges of other transition metal suicides with C-W model cal­
culations results in a comparable agreement using potentials with values between —3 and 
—4 eV [6]. The attractive potentials thus found in general are somewhat smaller than the 
difference in atomic orbital energies that follows from an equivalent core approximation. 
For neutral Si as compared to neutral Ρ this value is calculated to be 4.95 eV [12]. 
5.3. Conclusion 
In summary, we have offered strong evidence for the fact that the discrepancies between 
Si К XAS spectra of transition metal suicides and the broadened Si ρ ground state DOS 
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Figure 5.5: The Si К XAS spec­
trum of TiSi (dots) as compared with 
the unperturbed Si ρ DOS, the self-
consistently calculated Si ρ LDOS in 
the presence of a core hole (Si* p), and 
the ρ DOS treated by the C-W model 
(Δ = - 4 eV). 
are primarely due to the core hole potential. A very practical use of the C-W model is 
that it can be applied to test whether or not differences between an XAS spectrum and 
the ground state DOS can be attributed to core hole effects. In view of our application 
of the C-W impurity Hamiltonian, one should, however, be cautious in attaching physical 
significance to the numerical values of the effective potentials that we found in reproducing 
the experimented data, or even to their transferability. In principle, dynamical effects could 
be lumped together with core hole effects. On the other hand, the general agreement we 
found between experiment, C-W model simulation, and the result of a self-consistent 
supercell calculation, excludes a major role of self-energy or dynamical effects in Si К 
edges. Remaining discrepancies at higher energy, where the theoretical spectra show 
much less weight, are still problematic and might be attributed to matrix elements that 
have not been included in the present treatment. 
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6. Local perturbation and induced magnetization 
originating from 3d impurities in Pd 
Abstract 
We present an analysis of the electronic structure of 3d transition metal impurities in 
Pd. Spin-polarized as well as non-magnetic self-consistent calculations of Cr, Mn, Fe, Co, 
and Ni in Pd were performed by means of the Korringa-Kohn-Rostoker Green's function 
method, and parametrized in terms of a generalized Clogston-Wolff impurity model. We 
demonstrate the localization of the 3d wavefunction at the impurity site and discuss 
the origin of the relative positions of the potentials, which are repulsive, except in case 
of the Fe and Co majority spin states. We find a good agreement between the screening 
charges calculated within the ab initio formalism and those following from the generalized 
Clogston-Wolff model. This agreement forms the basis for an interpretation of the ferro-
or antiferromagnetic interaction with the host, which is caused by the spin-dependent 
covalent admixture. The linear relation between the relative induced moment in the host 
and the band-filling, which appeared in previous results, can be explained in terms of 
Clogston-Wolff model parameters. 
6.1. Introduction 
Scientific interest in Pd-based dilute alloys has existed ever since the first experimental 
indications of a giant magnetic moment at the impurity site [1]. Presently, it is known 
that 3d transition metals impurities in Pd induce a strong magnetic polarization in the 
surrounding host atoms (see 2, and references therein). The polarization cloud extends 
spatially over up to 10 shells of Pd atoms [3], and represents a giant magnetic moment, 
associated with the impurity atom, as large as 8 μ^ for Mn, 12.6 μ^ for Fe, and 10.8 /ÍB for 
Co [2]. An approximately linear relation between the impurity concentration and the Curie 
temperature of the dilute alloys PdFe and PdCo, which both order ferromagnetically [4], 
has been demonstrated. Deviations from this relatively simple magnetic behaviour have 
been observed for the other systems. PdMn, for example, is a spin-glass at higher impurity 
concentration (> 5 at.% Mn), i.e. when the 3d-3d interaction becomes significant [2]. 
PdNi looses its ability to order ferromagnetically at a critical impurity concentration 
of 2.4 at.%. Below this limit local spin-fluctuations or Kondo anomalies determine the 
magnetic properties of the system [5]. Results of magnetic susceptibility measurements 
on dilute PdCi, finally, seem compatible with an antiferromagnetic interaction between 
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the impurity and surrounding host atoms [6]. 
A first theoretical account of the magnetic behaviour of Fe impurities in 4d transition 
metals was given by Clogston and Wolff on the basis of a tight-binding impurity model 
[7.8]. They concluded that the occurence of giant magnetic moments in Pd-based dilute 
alloys is related to the anomalously large magnetic susceptibility of metallic Pd. A more 
detailed analysis of the magnetic interaction in a system consisting of a 3rf impurity in Pd 
was performed by Moriya [9]. By comparing both the Anderson impurity Hamiltonian 
[10] and the Clogston-Wolff (C-W) model, he analysed the covalent interaction between 
impurity and surrounding host sites. If spin-polarized, covalent admixture is the cause 
of an induced magnetic moment. A very reasonable estimate of the induced magnetic 
moment on the Pd lattice, and thus of the total giant magnetic moment attributed to 
the 3(i impurity, could be obtained by taking into account the magnetic susceptibility 
enhancement of the host. This is given яч 
- = , * , (6-1) 
Xo 1 - In(eF) 
where I is an effective exchange integral and η(ερ) is the DOS at the Fermi level. Moreover, 
it was concluded that, because of the covalent interaction, Cr induces a negative magnetic 
polarization in the surrounding Pd sites. The self-consistent calculations of 3d impurities 
in Pd in the Korringa-Kohn-Rostoker (KKR)-Green's function formalism by Oswald et 
al. [11,12] confirmed these early, semi-quantitative conclusions. 
The Clogston-Wolff (C-W) model and related impurity schemes (see, e.g., references 
13 and 14) proved to be very succesful in the theoretical treatment of the behaviour of 
transition metal impurities in d band metals, although these models do not differentiate 
between host-host and impurity-host hybridization matrix elements. This shortcoming 
was removed by the formulation of a generalized version of the original C-W model (see 
reference 15,16 and chapter 4 of this thesis). In addition to the parameter Δ, which treats 
the (attractive or repulsive) impurity potential, a parameter α expressing a contraction 
or expansion of the wave-function around the localized perturbation was incorporated. In 
a recent study we have demonstrated that this generalized C-W impurity model is able 
to reproduce the local density of states (LDOS) at an impurity site in full detail [16]. We 
have applied this analysis to the case of Ζ + 1 impurities, which is of particular importance 
for the interpretation of experimental data from high-energy spectroscopies [17]. The local 
electronic structure at the impurity site was calculated self-consistently by means of the 
KKR-Green's function formalism [18,19]. The exceptional treatment of the impurity-host 
interaction by means of the parameter α proves to be crucial for the performance of the 
model in case of the d states. 
In this study we will show that the parametrization of the self-consistently calculated 
local electronic structure of an impurity atom by means of the generalized C-W impurity 
Hamiltonian also works in case of magnetic impurities in Pd, and, in general, for impurities 
other than of the Ζ + 1 type (in which case perturbations are expected to be relatively 
small). We will investigate the contraction of the 3d wave function around the impurity 
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atom and derive the effective potentials for the magnetic and non-magnetic 3d impurities 
in Pd. In particular we will explain how the antiferromagnetic impurity-host interaction 
in PdCr can be understood in terms of the covalent interaction between impurity and 
host (cf. reference 20). In the conclusion to this study we will indicate how this analysis 
may be applied to the interpretation of experimental data from high-energy spectroscopy. 
6.2. Analysis of the self-consistent calculations 
The application of the non-magnetic generalized Clogston-Wolff impurity model to the 
parametrization of the self-consistently computed LDOS at a Ζ + 1 impurity site has 
been described before [16]. We refer to this study as well as to chapter 4 of this thesis 
for additional details. To apply this model to a magnetic impurity (in a non-magnetic 
host), we here give its Hartree-Fock (Η-F) version. The single band Hamiltonian for a 
substitutional impurity at the origin is given by 
Η = Σ Ι Σ ί}Ια]σαΙσ + Δοαί,,αοο· + τ ^ ( í o j a ^ a ^ + ί^α^αο») \ + ^"οτηοι , (6.2) 
where <;/ is the transfer integral between site j and Ι, α}σ is the annihilation operator 
associated with site j and spin σ, and Δο is a (attractive or repulsive) potential, which 
characterizes the impurity state. Anticipating the results of our parametrization we will 
omit the additional complication of a spin-dependent alteration τ of the impurity-host 
interaction. The parameter I represents a repulsion of opposite-spin electrons and will in 
the following be interpreted as an effective exchange parameter. In the Η-F approximation 
we replace the interaction term /п^Лсц by /(ποι)ποι + ^7 'от("оі)5 which splits above 
Hamiltonian in a single particle problem for both majority and minority spin states. In 
analogy with the non-magnetic situation the local Green's function is expressed as 
G 0 0 < r ( e ) =
 a» - Ы е ) [ ( а а - 1 ) ^ - e
e
) + /(»._„>+ Δο] ' { 6 · 3 ) 
where ζ = ε + Í0 and α = τ + 1. The effective level of the host band is given by e
c
, and 
9οο{ε) is the on site unperturbed host Green's function. The exchange splitting is given 
as 
Δ „ = Д І - Δ
τ
 = IM , (6.4) 
where M = (щ) — (тг^ ) is the (spin only) local magnetic moment. The total displaced 
charge, or screening charge, is per spin direction given as 
ΑΖ
σ
 = - * Im {log{
a
2
 - g00(sF)l(a2 - l ) (e F - ee) + Ι(η.σ} + Δο]}} . (6.5) 
An effective parameter a is derived from the self-consistently calculated on site per­
turbed and unperturbed Green's function, (?οο(ε) and 5οο(ε) respectively, by means of the 
relation 
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I m [
r ^ =
 a 2 ( £ ) I m [ ; r 7 7 ^ • ( 6 - 6 ) 
This expression provides with the energy dependence of the factor α and thus with a check 
on the applicability of the model Hamiltonian, which presupposes a constant parameter 
Q . 
The parameter Δ is estimated by a least-squares fit of the model calculation, as ex­
pressed in equation (6.3), to the self-consistent result. Our analysis refers mainly to 
the d-Cg and d-i^ states. States of ƒ symmetry were also incorporated in the ab initio 
calculations. 
The phase shift at the Fermi level is within the formalism of the single-band C-W 
model given as 
^ F j - M l o g l ^ ^ ] } , (6.7) 
5OOI(£F) 
and can therefore be directly determined from the local Green's functions that are obtained 
from the KKR-Green's function impurity formalism. In the self-consistent calculation 
free flow of charge was allowed within four shells of neighbouring host atoms, i.e. within 
a cluster consisting of 55 atoms. 
6.3. Results 
Figure 6.1 shows the spin-polarized total LDOS calculated self-consistently for Cr, Μη, 
Fe, Co and Ni in Pd. The distribution of states is dominated by the За partial DOS. The 
majority spin states mix in all cases strongly with the host Ad band, but the shape of the 
minority spin states varies strongly across the series. For Cr, Mn and to a lesser extent 
for Fe. Co these states are largely pushed across the Fermi level because of the exchange 
splitting. Most minority spin weight is therefore located in a virtual bound state (VBS), 
split-off from the Pd Ы band. The non-magnetic calculations are shown in figure 6.2. The 
distribution of states clearly indicates the from Ni to Cr increasing repulsive potential. 
The За LDOS is in all cases strongly peaked at the top of the 4d band and is chaxacterized 
by a relatively large DOS at the Fermi level. Note that this in general is a condition for 
the existence of a magnetic state. 
The strong peak splitting, which is observed in the Cr majority spin states, in the Fe, 
Co minority spin states, and in the non-magnetic calculations for Cr, Mn and Fe, is a 
ligand-field (or crystal-field) splitting, and will be discussed in more detail in connection 
with our treatment of the d states in section 6.3.2. 
In the following we will in short discuss the s and ρ states (section 6.3.1), while the 
remainder of this section will deal with the d states, which lie at the root of the magnetic 
behaviour. 
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6.3.1. The s and ρ s t a t e s 
An important approximation in the single-band generalized C-W model is the neglect 
of the rehybridization effects (or the redistribution of states) on nearest neighbours, which 
is caused by the fact that the model is separately applied to each symmetry in accordance 
with the irreducible representation of the local point group. The multiple of interactions 
is in each case approximated by the single, constant parameter a. A spin-polarized result 
should, since we depart in this analysis from a non-magnetic Pd DOS, within the model 
scheme only occur for the d states, which show an appreciable exchange effect. States of s 
and ρ symmetry should, again within the model approach, not be affected by an induced 
polarization. To illustrate this point we show in figure 6.3 the partial LDOS of the s and 
ρ states for magnetic Fe in Pd. Only a small magnetic polarization, which is caused by 
the interaction with surrounding, magnetically polarized Pd sites, is observed. Note also 
that the induced hybridization gap in the s and ρ states is caused by interaction with the 
Table 6.1: Local change in number of electrons AQ,p and the contribution to the local magnetic 
moment M,p due to states of s and ρ symmetry for 3d impurities in Pd. The partial occupancy 
of the host s and ρ states is N¡p = 1.108. 
Cr 
Μη 
Fe 
Co 
Ni 
AQ,P 
0.089 
0.186 
0.290 
0.312 
0.3Ü5 
M., 
0.065 
0.086 
0.064 
0.034 
Ο Τ Ι 
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Figure 6.4: The spin-polarized LDOS of d-
*23 (solid lines) and d-e9 (dotted lines) states 
for magnetic Fe in Pd. 
Pd 4d band, as for sp impurities in transition metals (cf. reference 19 and chapter 2 of 
this thesis), and that no interaction with the spin-polarized Fe 3d states is apparent. 
Table 6.1 lists the local transfer of sp charge Δζ),ρ into the impurity Wigner-Seitz cell 
and the contributions to the local magnetic moments associated with the s and ρ states. 
This table indicates to what degree the s and ρ channels contribute to the screening of 
the perturbation. In the following we will mostly disregard these contributions. 
6.3.2. The d states 
Figure 6.4 shows the spin-split and symmetry-split d states for magnetic Fe in Pd in 
more detail. The majority spin states are distributed over the lower part of the 4d band, 
which results in a very small majority spin DOS at the Fermi level. The minority spin 
partial LDOS is dominated by the split-off state at approximately 0.6 eV above the Fermi 
level, which carries the main part of the minority spin 3d weight. As observed in the 
Table 6.2: The local occupancy N¿ and the on site magnetic moment Mo associated with the 
d states of 3d impurities in Pd. In addition the d count which results from the non-magnetic 
calculation {N^nm) is given. The host d occupancy is 8.737. 
Cr 
Μη 
Fe 
Co 
Ni 
Nd 
4.480 
5.422 
6.407 
7.544 
8.691 
Mo 
2.950 
3.980 
3.383 
2.254 
0.931 
Nd,nm 
4.488 
5.544 
6.618 
7.692 
8.754 
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Figure β.5: Upper panel: Pd 4d band 
(solid line) and symmetry-projected states 
(<29 states, dashed line; eff states, dashed-
dotted line). Lower panel: energy depen­
dence of the a parameter for the e 3 major­
ity spin DOS of 3d impurities in Pd (solid 
lines). For the rase of Fe in Pd, also the en­
ergy dependence of the α parameter for the e 9 
minority spin states is shown (dashed line). 
figure, the peak splitting in the minority spin states is caused by the slightly different 
effects of the covalent interaction with the Pd d band on the eg and Цд states, and can 
therefore be interpreted as a ligand-field splitting. Also the double peak structures in 
notably the Co minority spin states and the non-magnetic results for Cr and Mn in Pd 
(figure 6.1 and 6.2) have the same originr Table 6.2 lists the occupancy of the d states 
for the magnetic and non-magnetic case, and the contribution of the d states to the local 
magnetic moments. Note that the total number of d electrons in the non-magnetic case 
is only slightly larger than for the magnetic impurities. The 3d majority spin levels of 
Mn, Fe, Co and Ni in Pd are practically filled. The values in table 6.2 differ slightly from 
the results of earlier calculations, using the KKR-Green's function formalism, by Oswald 
et al. [11,12]. In the latter calculation only states with I < 2 were incorporated, and the 
perturbed cluster consisted of 42 neighbouring Pd atoms. 
The Pd 4d band, which serves as the starting point of the C-W approach is shown in 
the upper panel of figure 6.5. To illustrate the derivation of the effective parameter a we 
show in the lower panel of this figure the fluctuations α(ε) over the energy range of the Pd 
d band for the e
s
 majority spin states, using equation 6.6. We observe rapid fluctuations, 
E-EF (eV) 
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most pronounced for Fe in Pd. These fluctuations appear relatively large as compared to 
the case of Ζ + 1 impurities (cf. chapter 4 of this thesis), but are practically absent for 
the minority spin states. As shown in the figure, for the Fe ε9 minority spin states only 
a smooth energy dependence is seen. An effective value has been derived by averaging 
ft(e) over the energy range of the 4rf band. Since for each impurity species the effective a 
parameters found for the e,, and t^g, magnetic as well as non-magnetic calculation agree 
within ±2.5%, we conclude that a single value of α is sufficient to take into account the 
renormalization of the interaction of the impurity d states with the host. This result 
suggests that the interaction of the 3rf states with the surrounding Pd host states only 
depends on the identity of the impurity. Note that, although α is only a scaling factor, 
the foregoing conclusion is justified because the parameter is in each case derived on the 
basis of the Green's function of the host id states. The effective values of the parameter 
α are listed in table 6.3 and shown in figure 6.6. A gradually decreasing renormalization 
of the impurity-host interaction from Cr to Ni is observed. 
Table 6.3: The local C-W parameters ο, Δ*, Δ | and Д
п т
 (from the non-magnetic calculation) 
for the d states of 3d impurities in Pd. Potentials are given in eV. In addition listed is the 
effective Stoner parameter / (in eV). 
Cr 
Μη 
Fe 
Co 
Ni 
α 
0.83 
0.79 
0.75 
0.70 
0.65 
A„
m 
1.59 
1.39 
1.25 
1.16 
1.00 
Δ, 
0.98 
0.04 
-1.06 
-0.64 
0.29 
Δι 
3.47 
3.49 
1.99 
1.45 
1.17 
Ι 
0.84 
0.87 
0.90 
0.93 
0.94 
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Figure 6.7: The C-W potentials for the d states 
of 3d impurities in Pd. The values refer to the 
magnetic state (triangles: majority spin states; 
Cr Mn Fe Co Ni diamonds: minority spin states) as well as to the 
non-magnetic state (dots). 
Also listed in table 6.3 are the values of the potential Δ, obtained by fitting the model 
calculation to the self-consistent result. The relation between these values is indicated 
more clearly in figure 6.7. The values of Δ prove to be equal (within an inaccuracy of 
±50 meV) for states of eg and tig symmetry, in line with the results for the Z +1 impurities 
(chapter 4 of this thesis). Note that the large peak splittings, identified as ligand-field 
effects, are caused by the difference in shape of the unperturbed e
s
 and <29 bands (and not 
by differences in potential). The potentials we find are repulsive, except for the majority 
spin states of the Fe and Co impurities, which are characterized by their strong magnetism. 
The cause of this is the relatively large exchange splitting. The effective potentiaJs of the 
d states are for the 3d transition metal impurities, in fact, repulsive, as is apparent from 
the values of Δ in the paramagnetic state. This is expected, since the Sd transition metals 
are all (including Ni) more or less electropositive with respect to Pd. The self-consist ent 
calculation, moreover, is copied very well in our model approach, showing an agreement 
as good as for the Ζ +1 calculations (cf. figure 4.5). The effective Stoner parameter which 
figures in the C-W model follows directly from the potentials by means of equation (6.4). 
These values are listed as well in table 6.3. 
Table 6.4 lists the screening charges associated with the d states as calculated within 
the formalism of the KKR-Green's function method. The values result from summing the 
contributions of the e 9 and <2S states, which were obtained from the generalized phase 
shifts calculated by means of Lloyd's relation [18]. The table, in addition, presents the 
total displaced charge in terms of the C-W model using equation (6.7) separately for the 
eg and tig states. The screening charges as obtained from the self-consistent calculations 
show that the Friedel sum rule [21] is in general poorly obeyed. This seems at first 
surprising considering the fact that a relatively large cluster of 55 atoms participates in the 
redistribution of charge. That the total displaced charge for magnetic Mn, AZ = —3.053, 
(not considering the small contributions of states of s, ρ and ƒ symmetry) is more or 
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Table 6.4: The screening charges for the d states of the За impurities in Pd, calculated for the 
C-W model using equation (6.5), as well as within the framework of the KKR-Green's function 
formalism. Мюі = Δ Ζ | — Δ Ζ | represents the total magnetization of the impurity system. Also 
the displaced charges in the non-magnetic case AZ
nm
 are presented. 
KKR-GF 
AZ
nm
 AZi ΔΖι Mtol 
Cr -5.644 -1.249 -3.508 2.259 
Μη -4.614 0.692 -3.745 4.437 
Fe -3.206 1.131 -3.527 4.658 
Co -1.634 1.201 -2.754 3.955 
Ni -0.062 0.920 -0.981 1.901 
C-W model 
AZ
nm
 AZr AZl Mtol 
-6.08 -1.28 -3.65 2.37 
-5.04 0.65 -3.65 4.30 
-3.56 0.93 -3.39 4.32 
-1.88 0.93 -2.62 3.55 
-0.08 0.79 -0.89 1.68 
less correctly reproduced appears accidental. Comparison of the values in table 6.4 shows 
furthermore the generally very good agreement between the screening charges from the 
self-consistent calculation and the displaced charges that follow by application of the C-W 
model. 
The difference between the total displaced charge for majority and minority spin states 
gives the total magnetization of the impurity system (listed as Mtot in table 6.4), which 
consists of the local impurity contribution and the induced magnetization. Note that 
here only the effect due to covalent admixture is considered. Enhancement of the induced 
magnetization because of exchange enhancement in the host is not included. 
6.4. Discussion 
In this discussion we will first comment on the meaning of the local parameters that have 
resulted from the parametrization of the self-consistent impurity-in-solid computations. 
Next, we will in a separate section apply the C-W model formalism to an interpretation 
of the induced magnetization. 
6.4.1. The local parameters 
The values of the parameter α that have resulted from the parametrization (as shown in 
figure 6.6 and listed in table 6.3) clearly indicate an increasing reduction of the impurity-
host interaction with increasing 3d atom number. We interpret this as, at least partly, an 
indication of the progressive contraction of the 2>d wave function (with respect to the 4<i 
wavefunction) when substituting a Pd atom for a 3d impurity. 
The typical arrangement of the C-W potentials, which appears from figure 6.7, can 
be illustrated more clearly by means of figure 6.8. The solid line in this figure shows the 
92 
6.4. Discussion 
1 
AQ t ~ 
0 
ë^Qnm 
et 
< X 
о .2 
Д О , -
-к 
— - • - — , 
• 
• 
• 
~~-~^ 
\~-<л 
\ \\ 
ч
 * \ 4 'ι \ 
\ \ \ 
\\ \ 
'Λ 
ι \. 
• 
«: 
\ 
\ 4 j \ 
I A · 
• 
= 0.75 
• 
ч ^ - -
^ 
-2 t 0 t î 3 À 
Δ| AnmAj д ( е ) 
Figure 6.8: The local charge transfer 
Δ£? (solid line) and the screening charge 
ΔΖ (dashed line) a.s a function of the 
potential Δ for the Pd d states in case 
α = 0.75. The values of the poten­
tials and the local charge transfer Δ φ 
for the specific case of magnetic and non­
magnetic Fe in Pd are indicated. The 
slope of the line intersecting the solid 
curve at the points associated with the 
Fe majority and minority spin states de­
termines the value of the Stoner param­
eter I. 
typical relation between the potential Δ and the local charge transfer AQ. which follows 
from the formalism of the C-W impurity model. The local charge transfer is defined as the 
difference between the local occupancies in the perturbed and the unperturbed situation 
and can, alternatively, be interpreted as the charge transferred into the impurity Wigner-
Seitz cell after switching on the perturbation. The curve, which can be computed on 
the basis of ecpiation (G.3), is shown here for the Pd d band with a — 0.75, although its 
characteristic sigmoid shape has a more general origin and is related to the limited range 
of values for Δζ). This quantity may range from a maximum (completely filled band) for 
infinitely large attractive potential to a minimum (completely empty band) for infinitely 
large repulsive potential. 
We have marked in figure 6.8 the values of the potentials that are associated with the 
magnetic and non-magnetic calculation for Fe in Pd (table 6.2). Note that, because of the 
small difference between d counts in the magnetic and non-magnetic state, the local charge 
transfer in the non-magnetic case can be considered as the average of the local charge 
transfer for the majority and minority spin states. We therefore observe, that a local 
screening condition, which tends to keep the total number of d electrons at a transition 
metal site in a conductor constant irrespective of chemical environment or magnetic state, 
explains the relative arrangement of the C-Wr potentials given in figure 6.7. The data for 
Ni are concentrated in the left portion of the sigmoid, while the repulsive potentials for 
Cr in Pd are positioned in the right half. This explains that the potential for the Cr 
minority spin states is separated nearly 2 eV from both other values. Note furthermore 
that the main effect of an increase of the value of the parameter α is a shift of the curve 
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¿t2giEF) 
Figure 6.9: The phase shift 6hg(£r) 
and the screening charge ΔΖ( 2 ί 
(dashed lines) as a function of the 
occupancy of the Pd d-t^g level for 
a = 0.85 and α = 0.65. The dots 
indicate the phase shifts for the mag­
netic and non-magnetic 3d impurities 
in Pd using equation (6.7). The trian­
gles indicate the limiting phase shifts 
for infinitely large repulsive or attrac­
tive potential. 
towards smaller values of Δ. 
The effective Stoner parameters, which are listed in table 6.3, follow in connection 
with figure 6.8 directly from the slope of the line connecting the points on the curve that 
are associated with the majority and minority spin states. The values of these parameters 
show agreement with the earlier theoretical estimates of the exchange integrals for the 
pure metals [22,23]. In particular, the expected increase of the parameter I from Cr to 
Ni is correctly reproduced. 
Figure 6.8, finally, also shows the relation between the potential and the screening 
charge Δ Ζ , as derived from equation (6.5). Again, as for the local charge transfer, a 
sigmoid curve is observed, which can be understood from the two limiting cases for large 
positive or negative potential. These limiting values are in terms of phase shifts given as 
¿ / ( £ F ) = arctan Іт{дооі(£г)} 
Ке{зош(£р)} (6.8) 
with an optional addition or subtraction of π. The difference between both limiting values 
is, just as for the local charge transfer AQ, equal to the number of states in the band 
(5 in case of the Pd d band). Otherwise, these values mainly depend on the position 
of the Fermi level in the band. Figure 6.8 therefore also illustrates in some more detail 
the concept of local underscreening for impurities in Pd, which can be expressed by the 
general relation that | Δ Ζ | > |Δ<3|. Only for a rather large repulsive potential (in the 
present study for the Cr minority spin states) does the opposite occur. The effect of local 
underscreening as opposed to overscreening has in chapter 4 been discussed in relation to 
the screening mechanism for Ζ + 1 impurities, and is caused by the fact that the Pd Ad 
band is nearly filled. Note, finally, that because of the reduced value of the parameter α 
a repulsive potential can be associated with a positive screening charge. 
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Figure 6.10: The screening charges asso­
ciated with the d states of the magnetic 
and non-magnetic За impurities in Pd EIS 
a function of the occupancy of the d level. 
Dots refer to the C-W model analysis (AZ
m 
in table 6.4), while the triangles indicate, 
where sufficiently at difference, the results 
from the self-consistent calculation (AZ
a<: 
in table 6.4). The parabolic fit to the dots is 
given as AZd = 0.2377VJ - 0.232iVd - 3.650. 
6.4.2. Induced magnetism 
To investigate the impurity-host interaction and the magnetic polarization of the host 
material in more detail we show in figure 6.9 the relation between the phase shift at the 
Fermi level for the Pd d-Í29 states and the occupancy of the level. These curves have 
been calculated by varying the parameter Δ while keeping the parameter α fixed. It is 
important to note, that the curves do not show large differences for variations in α and 
range between the indicated extremes (for α = 0.85 and α = 0.65) that are met in this 
study. In particular for the limiting infinitely large repulsive or attractive potentials can 
the curves be extrapolated to the extrema (indicated by triangles in figure 6.9) given by 
equation (6.8). Note that these extreme screening conditions are only determined by the 
value of the unperturbed on site Green's function at the Fermi level. 
Also indicated in figure 6.9 are the values of the phase shifts for the magnetic as well 
as the non-magnetic 3d impurities in Pd, calculated by means of equation (6.7). We note 
that these values hardly scatter from the calculated curves, in particular for nearly filled or 
empty level. The purport of this is, that the values of the real part of the Green's function 
at the Fermi level as found from the ab initio calculation and from the Kramers-Kronig 
relation differ only slightly. In practice, this must be considered as a justification for the 
fact that we depart from а <29 band consisting of 3 states. We may thus, as indicated 
in the figure, convert the phase shift accordingly to a screening charge in the spirit of 
Friedel's assumption. Similar comments apply to the e
s
 states. 
Figure 6.10 shows the plot, comparable to figure 6.9, of the displaced charges for the 
d states listed in table 6.4. Again, we observe that the screening charges, which are 
calculated by means of equation (6.7) and represented as dots in figure 6.10, are located 
along a smooth curve, which in the figure is represented as a parabola. Note that the 
scatter of these points is hardly related to the the value of a. In addition, are in figure 6.10 
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Figure 6.11: The ratio of induced and lo­
cal magnetic moment M
m
d/Mo as a func­
tion of the occupancy Л^ for the 3d im­
purities in Pd. The solid line is given as 
•M.nd/Aío = 0.237Ná - 1.232 and represents 
the best fit to the data calculated according 
to the C-W model (dots). The dashed line, 
given as Mmd/Mo = 0.302iV¿ -1.556, is ob-
tained from the selfconsistently calculated 
screening charges (triangles). 
represented as triangles the screening charges, which are derived from the self-consistent 
formalism (table 6.4). It is now observed that the generally good agreement between the 
displaced charges from both formalisms derives from the surprising fact that both sets of 
data scatter along approximately similar curves. 
Although the exact reason for this agreement is not yet completely understood, we may 
conclude that it opens the way to a further application of the results of the parametriza-
tion. Not only have we (in the preceding section) been able to obtain an understanding 
of the local electronic structure of the 3d impurities in Pd from an interpretation of the 
trends in the values of the local parameters α and Δ, but we can now also attempt to 
obtain additional insight in the screening mechanism on the basis of the fundamental 
picture of the covalent interaction between impurity and host that is provided by the 
generalized C-W model. 
A measure of the magnetic polarization of the host material by the impurity can be 
given by the ratio Mtn<¡/M0, where Mtnd = Mtot-Mo is the induced magnetic polarization 
in the host. This ratio is plotted in figure 6.11 as a function of the occupancy at the 
impurity site for the displaced charges derived from the C-W model analysis as well 
as for the self-consistently obtained screening charges. Note that we are dealing here 
with the un-enhanced induced magnetic moment. It is, first of all, observed that the 
relative (not the absolute) induced moment for Ni in Pd is largest, while Cr demonstrates 
an antiferromagnetic interaction with the host. In addition, we find in both cases a 
relation which is close to linear. This can be simply understood from the smooth relation 
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between the screening charge AZd and the local occupancy Nd shown in figure 6.10. By 
representing this relation as the parabola 
AZd = aN¡ + bNd + c (6.9) 
we find 
Mmd __ ΔΖ
Τ
 - AZl 
Mo Nj - Ni - 1 = aNd + b - 1, (6.10) 
where JVj now indicates the total number of on site d electrons. The linear relation between 
the relative induced polarization and the total d count is therefore directly related to 
the approximately parabolic relation between screening charge and local d count, which 
follows from our treatment in terms of a generalized C-W model. That the slope of both 
lines in figure 6.11 differs follows from the slightly different parabolic fits to both sets of 
data in figure 6.10. 
A comparable linear relation has been found in a previous study of the electronic 
structure of 3d impurities in Pd by means of the KKR-Green's function method [11,12]. 
We note two important differences with the present results here. First, the horizontal 
axis represented the valence difference between impurity and host, ideally the screening 
charge. This scale is, however, easily replaced by a d electron scale, since the d count on 
successive atoms differs approximately one unit charge (table 6.2). Second, the relative 
induced magnetic moments were derived by considering the perturbation on host atoms 
within three neighbouring shells. The exchange enhancement of the host was therefore 
included. By adopting Moriya's conclusion that the induced moment in an exchange 
enhanced host can be found by simple multiplication of the un-enhanced moment with 
the enhancement factor [9] we are able to restore the relation between the earlier findings 
and our present conclusions. We therefore conclude that the simple linear relation between 
the relative induced moment and the band-filling, that has been found from the present 
analysis and has been reported in previous studies (11,12, see also reference 24, where a 
similar effect is observed in relation to induced moments in surface layers) can be fully 
explained in terms of a quasi-parabolic relation between screening charge and band-filling. 
This relation appears from an analysis of the covalent interaction between impurity and 
host in terms of the generalized C-W impurity model. 
The more general physical meaning of the straight line given in figure 6.11 follows 
from the fact that it represents the derivative of the curve presented in figure 6.10. Closer 
inspection of figure 6.11 reveals the reversal from aferró- to a antiferromagnetic interaction 
with the host at half band-filling (Nd = 5). The reason for this becomes clear if one takes 
into account the fact that the quasi-parabolic curve in figure 6.10 is displayed within a 
square made up of the total number of states in the band and the total range of the 
screening charge. Equation (6.9) therefore leads to the relation 6 = 1 — 5a from which 
the necessary reversal from negative to positive magnetic polarization of the host follows 
at exactly Nj = 5. This statement can be understood within a more general theoretical 
framework concerning the type of magnetic interaction between impurity and host [25]. 
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It is valid as long as the description of the relation between band-filling and screening 
charge by means of a parabolic curve is appropriate. We remark that this description 
breaks down for a nearly empty band, in which case again ferromagnetic interaction is 
favoured. 
The calculated local and induced magnetic moments appear to agree quite well with 
experimental results [11]. On the other hand, the total displaced charge is considerably 
at odds with Friedel's sum rule (table 6.4). Inspection of the relation between screening 
charge and band-filling that was found in our analysis (see figure 6.10), for example, 
reveals that it hardly seems possible to satisfy a local screening condition and the Friedel 
sum rule simultaneously. A further analysis of this point seems appropriate. 
6.5. Final remarks 
By means of the example of magnetic 3rf impurities in exchange enhanced Pd, we have 
shown that the formalism of the generalized C-W impurity model works very well in 
the parametrization of the electronic structure of an arbitrary impurity system and has 
provided a more precise picture of the physical background that determines the interaction 
between impurity and host. Our approach has demonstrated: 
First, the decreasing impurity-host interaction in the Ы row from Cr to Ni, which could 
indicate a contraction of the 3d wave function as must be decided by further analysis. 
Second, the trend in the values of the majority and minority spin potentials, which can 
be explained from a local screening condition. 
Third, the linear dependence of the relative magnitude of the induced moment of the 
Pd host, which is caused by covalent admixture, on the band filling. The reversal from 
ferromagnetic to antiferromagnetic interaction occurs at half band-filling. 
In addition, this approach has shown that a correct description of the VBS follows 
within the generalized C-W formalism from a renormalized impurity-host interaction. 
Although a d-type VBS is commonly treated in terms of an Anderson impurity Haiml-
tonian [10], in which case the s-d hybridization is the crucial parameter determining the 
width of the VBS, we see that within the formalism of the generalized C-W model this 
role has successfully been taken over by the parameter a. 
The parametrization not only provides a physical insight in the electronic structure as­
sociated with a localized perturbation, but its results can also be applied to, for instance, 
the interpretation of data from high-energy spectroscopy [16,26]. The photoemission in­
vestigation of the electronic structure of transition metal impurities in the noble metals 
Cu, Ag and Au by van der Marel et al. [15,27], has proven that the energy dependence of 
matrix elements, as well as lattice relaxation, which occurs when embedding an impurity 
atom with different atomic radius, are major causes for disagreements observed between 
experimental spectra and first-principle calculations. It has been demonstrated by these 
authors, that both the matrix elements and the effect of lattice relaxation can in the im­
purity limit be approximated by means of Green's function techniques. Lattice relaxation, 
for example, which only with considerable effort can be implemented in a self-consistent 
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impurity calculation [28], can be traced back to a change in the impurity-host interaction, 
and therefore to an adjustment of the value of the parameter α [15,29]. 
The generalized C-W model scheme provides this possibility to manipulate the pa­
rameters and to perform even a magnetic calculation in a more or less self-consistent 
way under prechosen conditions, gh'en the Stoner parameter I. The present analysis has 
therefore also offered a few basic tools that could lead to a better understanding of the 
valence band photoemission spectra of Pd-based dilute Fe, Co and Ni alloys [30]. 
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A. Magnetic moments and x-ray photoelectron 
spectroscopy splittings in Fe 3s core levels 
Abstract 
We present an attempt to establish an experimental basis for interpretation of so-called 
multiplet splittings in the Fe 3s core level x-ray photoelectron spectroscopy (XPS) peaks. 
Fe 3s XPS splittings have been studied in various crystalline and amorphous alloys. It 
is found that there is poor correlation between the Fe 3s splittings and the magnetic 
moment on the Fe atom in both alloys and inorganic compounds. We even find an Fe 
3s splitting in some Pauli paramagnets. The ratio of the satellite to main peak intensity 
is always less than expected for either the atomic limit, or for itinerant magnetism. The 
implications of these observations are discussed. It is concluded that the Fe 3s splitting 
is not a reliable guide to local moments of Fe. 
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We present an attempt to establish an expérimental basis for interpretation of so-called multiplet 
splittings in the Fe 3s core level χ ray photoelectron spectroscopy QCPS) peaks Fe 35 XPS splittings 
have been studied in vanous crystalline and amorphous alloys using χ ray photoelectron spectrosco­
py It is found that there is poor correlation between the Fe Zs splitting and the magnetic moment 
on the Fe atoms in both alloys and inorganic compounds We even find an Fe З5 splitting in some 
Pauli paramagnets The ratio of the satellite to main peak intensity is always less than expected for 
either the atomic limit, or for itinerant magnetism The implications of these observations are dis­
cussed It is concluded that the Fe Зз splitting is not a reliable guide to local moments of Fe 
I INTRODUCTION 
It was first suggested about 15 years a g o ' - 4 that one 
could use the s core level splitting as a monitor of the lo­
cal moment or the hyperfine field because the splitting 
should vary linearly with the spin state of the unfilled 
inner shell, as proposed by van Vleck ' In the early and 
mid-1970s sample studies (see, e g, Refs 6-8) had shown 
that results from a number of χ ray photoelectron spec­
troscopy (XPS) measurements on nonmetallic transition 
metal compounds, and also on rare-earth metals and ion­
ic compounds, were compatible with this scheme On the 
basis of this evidence there have been various attempts to 
use multiplet splittings as a diagnostic of the local mag­
netic moment ' 2 However, since the first measure­
ments of multiplet splittings in XPS we have come to un­
derstand much more about screening of a core hole £ by 
valence electrons (see, e g , Refs 13-16), and the original 
idea that the multiplet splitting gives a direct measure of 
the ground state magnetic moment has been questioned 
(see, e g , Refs 17-20) 
The basic idea here is that the ground state may be re­
garded as a mixture of basis states of similar energy but 
with different numbers ai d от f electrons, so that the 
number of d or ƒ electrons in the ground state is nonin-
tegral In the final state the energies of the corresponding 
¡d" and cd" + i basis states are no longer similar, so that 
they mix less strongly, and separate peaks are observed in 
the XPS spectrum due to transitions to the different final 
states There is often a strong transfer of weight to the 
lowest energy peak (see, e g , Refs 13, 17, 21, and 22) 
Examples are the observation of atomiclike cìd9 satellite 
structures m addition to thefBi/'0 mam peak in the core 
XPS of N1 (Ref 13) and the observation of peaks in the 
spectra of Ce compounds due to transitions to final states 
with 0, 1, and 2 4 / electrons, each with its own atomic 
multiplet structure2I Note, however, that the effects of 
multiplets and the charge fluctuations on the spectra are 
only separable if the Coulomb interactions between the 
valence electrons are very large by comparison with the 
matrix elements (1 e , hybridization or electron hopping 
integrals) mixing the different final-state config-
urations " 20 If this is not the case then the spectra can 
no longer be regarded as a superposition of two atomic-
like multiplets Examples of the breakdown of the sepa-
ration have been identified in some N1 halides,17 for Ce in 
Pd," and for Ce02 24 
As pointed out by Kakehashi," ^  whilst the intensity 
ratio of the 3s multiplet peaks should be 5 (5 +1 ) for Fe 
compounds with localized magnetic moments, one would 
naively expect a ratio of 1 1 for itinerant magnets In 
fact, even in ionic compounds the ratio is often observed 
to be even lower than the atomic ratio of S (5 + 1 ) ex-
pected in simple atomic theory Furthermore, the split-
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ting is often smaller than that calculated in the Hartree-
Fock approximation and extra peaks were observed al 
higher binding energy (BE) In some cases this can be at­
tributed to configuration interaction between the 
is^p^d" and the 3s23/>43íí" + 1 configurations,2526 but 
this cannot explain all our observations 
The complications introduced by the factors discussed 
above are potentially severe and quantitative theoretical 
treatments of these effects are in their infancy, at best 
This gives an added justification to studies, such as ours, 
to establish a more complete experimental data base and 
to establish empirical rules 
II. MAGNETIC MOMENTS IN Fe COMPOUNDS 
The magnetic moment of Fe arises from the partially 
filled id shell Many inorganic Fe compounds are con-
sidered to be ionic so that the magnetic moment on each 
Fe atom can be derived from the formal charge and num-
ber of id electrons on each Fe site The orbital angular 
momentum of the id electrons is considered to be 
quenched,27 so that the moment on each atom should be 
approximately 25 There have been long discussions in 
the past about whether magnetism in Fe should be con-
sidered on the basis of localized or itinerant electrons 
(see, e g , Ref 28) Itinerant or band magnetism implies 
that the electrons are to a large extent delocalized and al-
though we may still speak of an effective moment per 
atom the number of unpaired electrons per atom is by no 
means constrained to integral values 
The basis of the idea of a moment of an atom or site is 
that vector addition of moments gives the total magneti-
zation of a sample In certain circumstances the magnet-
ic moments may be derived from the saturation magnetic 
moment, e g , for ferromagnetic or simple paramagnets 
with only one magnetic element But these cases are a 
minority The major alternatives to this procedure in-
volve the use of magnetic moments estimated from neu-
tron scattering and Mossbauer hyperfine splittings The 
former, which are generally regarded as a standard for 
research on magnetism, involve interpretation of the neu-
tron scattered beam intensities using a form factor de-
rived from the wave function for the "whole" atoms 2' ^ 
By contrast, Mossbauer spectroscopic estimates of mag-
netic moments rely on the hyperfine field at the nucleus 
and are dependent on the subtle distortions of the s-
electron wave functions by the exchange interaction with 
unpaired spins in the unfilled valence states1 1 - 3 3 The 
correlation between effective atomic moments derived 
from Mossbauer and neutron scattering moments is far 
from perfect M One might have thought that Mossbauer 
data would give the best correlation to core-level split-
tings found in XPS because the splitting is also deter-
mined by the distribution of electrons in the core of the 
atom We will show that this is not the case We will 
compare our XPS data separately with saturation mo-
ments, neutron scattering, and with Mossbauer data be-
cause of the difference in the physics involved in the tech-
niques 
To end this section we note the special case of the Pauli 
paramagnets whose electrons are considered delocalized 
and nonmagnetic in the ground state The moment on 
the atoms in these systems is unambiguously zero Be-
cause of this, Pauli paramagnets will take on special 
significance in this work 
III. EXPERIMENTAL PROCEDURE 
The alloys investigated in the experimental part of this 
study were prepared by melting together the requisite 
quantities of the component elements using rf heating 
X-ray diffraction was used to check that the samples con-
sisted of a single phase The samples were scraped ¡n situ 
before each experiment Since the base pressure was in 
the 10~"-torr range the buildup of surface contamina-
tion, as judged from the intensity of the O IJ XPS peak 
and the shape of the Fe 2рз
Л
 peak, was small If pro­
longed measurement proved necessary, the sample was 
rescraped, typically every three hours In some interme-
tallic compounds variations can occur within several 
monolayers of the surface (the region probed by XPS) de­
pending on sample and surface preparation In previous 
studies we have found that such effects are common and 
strong when inert gas sputtering is used to clean the sur­
face, or when adsórbate of gases enhances surface segre-
gation In general, segregation is probably stronger in 
disordered alloys than in ordered intermetallic com-
pounds because surface segregation runs counter to the 
thermodynamic tendency to order In previous studies 
we have found that scraped intermetallic alloy surfaces 
show the least surface segregation" and thus we do not 
believe that surface segregation significantly influences 
the results described here 
The XPS spectra were measured in a modified Leybold 
spectrometer using monochromatized ΑΙ Κα radiation as 
the exciting source The large solid angle (0 1 sr) com­
mercial x-ray monochromator was built by Vacuum Sci­
ence Workshop,56 according to our specifications, and 
had a band pass of 400 meV The resolution of the total 
system was approximately 800 meV in the mode used 
Where the statistics permitted, the observed Fe 3s 
peaks were fitted to a Doniach-Sunjic line shape37 with 
two peak contributions representing the main peak and 
the satellite The fits were carried out to 10 eV below the 
main Fe 3s peak and no background corrections were 
made, in accord with standard practice The asymmetry 
parameter was chosen to be the same for both peaks 
Of course, there are questions about the application of 
a Doniach-Sunjic (DS) line shape to transition metal XPS 
peaks because the id bands have strong structure and the 
DS line shape is for free-electron bands37 However, 
complete neglect of the asymmetry would not be accept­
able, and as shown below, the quality of the fits is quite 
good, suggesting that the DS model line shape is reason­
able here In any case, use of fits based on the DS model 
gives us the best basis for discussion at the present time 
IV. RESULTS AND DISCUSSION 
A. Preliminary survey 
We have recorded XPS data for a number of iron al­
loys and compounds especially those alloys with low Fe 
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FIG 1 Fe 3s core level XPS data from Fe and WFe, 
magnetic moments, because there is a wide selection of 
published data on inorganic compounds but less on Fe al­
loys Some representative data are shown for Fe and 
WFe2 in Fig 1 Note that the higher BE shoulder is nev­
er completely resolved, but that for all the materials stud­
ied except CeFe2 and TiFe2 the fits to the data made with 
the DS line form were of the same quality as for Fe and 
WFe2 This is perhaps surprising because the DS line 
shape was derived for free-electron-like materials and 
does not take into account stricture in the density of 
states For Pd, senous discrepancies related to the sharp 
cutoff of d states just above EF are found } 8 Our results 
indicate that these elfects are much weaker for the Fe 3s 
XPS peaks of Fe and its alloys 
The results of the computer fits to the is line shapes 
are given in Table I The lifetime broadening of the main 
is peak {2γ) is comparable to that given elsewhere,39 the 
second components of the lines are usually —20-60% 
broader The ratio of the main peak to the satellite was 
the least reliable parameter of the fit and could be 
changed by 20% and in some cases by up to 40% without 
serious changes in the quality of the fit, if constraints 
were set on other parameters However, it is still 
significant that the higher-energy component of the is 
peak of all magnetic Fe systems has an intensity which is 
less than either the I 1 ratio predicted for itinerant 
magnetism, or even the S (S + 1 ) ratio predicted for the 
atomic limit when we substitute the Fe moment μ for 25 
A similar result has been found for is multiplets in ionic 
compounds,25 2 6 and even gaseous Mn * There it can be 
attributed to configuration interaction with the 
is^p^id" and 3i23p*3ii" + ' states, which reduces the 
multiplet splitting and transfers weight away from the 
main satellite Such effects may contribute here, but note 
that for some materials (e g , WFe2, and NbFe2) a satellite 
is found where none is expected 
The observed is XPS peak splittings clearly do not 
correlate with the Fe magnetic moments in the materials 
we have studied (see Table I) For instance, the Fe is 
peaks of WFej and NbFe2 both exhibit splittings of 
4 3-4 7 eV, whilst our own measurements of magnetic 
susceptibility show that the compounds are Pauli 
paramagnets, and hence have no significant local moment 
on the Fe site This lack of correlation will be further 
discussed below with the aid of results from the litera­
ture We may dispose here of arguments that the XPS 
technique merely probes the magnetic moment of a final 
state in which the ionized Ζ (Fe) atom behaves like a 
Ζ + 1 (Co) impurity as a result of screening NbCo¡ is 
also a Pauli paramagnet We ourselves measured the 
temperature dependence of the magnetic susceptibility 
for NbFe,
 7Co0 j to simulate the Ζ +1 impunty more 
TABLE I Fe is XPS peak splittings (Δ, in eV) and other XPS peak parameters for Fe intermetallic 
compounds 2γ is the Lorentzian broadening of the main Fe is peak, α is a dimensionless parameter 
defining the asymmetry of a Domach Sunjic line shape, Ib /la is the ratio of the satellite to mam peak 
intensity μ is the Fe magnetic moment m Bohr magnetons and/¿/(/¿ + 2) is the XPS peak intensity ra-
tio 5 (5 +1 ) expected in simple van Vleck theory 
Compound 
Fe 
FeNi 
Ρί,Νι, 
GdFe2 
FejP 
YFe, 
FeSi 
FeSi, 
NbFe¡ 
WFe: 
CeFe2' 
TiFej" 
Δ£(3ΐ) 
(eV) 
4 9 
4 7 
4 6 
4 7 
4 4 
4 8 
4 7 
4 3 
4 7 
μ 
2 2 
2 6 
2 4 
2 1 
18 
145 
0 0 
0 0 
0 0 
0 0 
125 
0 6 
(eV) 
2 2 
2 5 
2 5 
2 7 
2 3 
2 3 
2 2 
1 9 
2 0 
2 6 
α 
0 27 
0 1 4 
0 16 
0 14 
021 
0 29 
0 26 
0 24 
0 28 
0 1 6 
h п. 
0 22 
0 38 
0 4 - 0 5 
021 
0 36 
0 14 
0 0 
0 0 
0 16 
021 
< 0 1 
/i/(fi + 2> 
0 52 
0 57 
0 55 
051 
0 48 
0 42 
0 0 
0 0 
0 0 
0 
0 38 
0 24 
"Fit not possible because of Се Ы peaks 
bFu not possible 
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closely and found this to be a Pauli paramagnet also 
Thus the Co impurities do not have a magnetic moment, 
and whilst Fe+ may resemble a Co impurity in the NbFe2 
matrix, it should still not have a magnetic moment to 
cause a core-level splitting 
We may also rule out the possibility that the structure 
in the Fe 3s peaks is only due to transitions to final states 
with different numbers of d electrons If this were true, 
then one would expect similar structure in the other Fe 
core-level XPS peaks, as found for Ni In fact, as shown 
for some Fe 2/>3/2 XPS peaks in Fig 2, we find only 
asymmetry of the 2p peaks consistent with a DS many-
body tail and a small multiplet splitting of the 2p XPS 
peak The Fe 3Í XPS splitting of the Pauli paramagnets 
remains a serious problem 3 4 5 6 7 ΔΕ (eV) 
B. Correlarioiu between XPS data and other measures 
of the Fe magnetic moments 
Much of the saturation moment data for Fe com­
pounds relates to complicated systems with more than 
one magnetic ion and cannot be used to derive an unam­
biguous value for the moment on Fe atoms Thus the 
data in Fig 3 rely heavily on neutron scattering data (see 
the Appendix for more details on individual data points 
and sources) Sometimes more than one literature value 
of the XPS splittings is plotted in order to give a measure 
of the reliability of the data The scatter of points is 
sometimes large, but usually insignificant by comparison 
with the scatter of points as a whole For some sub­
stances with mequivalent magnetic sites, e g , Ре3Р, neu­
tron scattering gives several values for the magnetic mo­
ment We note that the highest XPS splittings are ob­
served for the inorganic materials where other methods 
•β . 4 0 - 2 
RELATIVE BINDING ENERGY (eV) 
FIG 2 Fe 2p¡,2 core-level XPS data from Fe, YFc], WFc], 
and FeSi Note that while the peaks show distinct asymmetry 
as a result of many-body effecis, there is no shoulder which can 
be attributed to either oxide or multiplet sphiting 
FIG 3 Plot of the Fe local moment, denved from neutron 
scattering, as a function of the observed splitting of the Fe 35 
XPS peak Also included are data from saturation moments for 
the Pauli paramagnets (NbFej, WFe:, etc ) and for a few sys-
tems where we consider saturation moment data a reliable guide 
to the local Fe moments Certain data points discussed in the 
text are identified in the figure, others may be identified from 
data in Table II of the Appendix # , Fe compounds with met-
als, -if, with metalloids, • , with nonmetals 
indicate a high Fe moment, but there are many materials 
with a low Fe moment and a significant Fe 3s splitting. 
Prominent examples are the splittings of 4 3 -4 7 eV for 
FeB, NbFe2, and WFej The data clearly indicate that Fe 
3s XPS splittings are not a reliable guide to local mo-
ments Materials with zero local Fe moment have been 
observed to have 3s splittings between —0 and 5 eV 
Conversely, an Fe 3s splitting of ~ 4 eV can be recorded 
for substances with a local Fe magnetic moment of be-
tween 0 and ~ 5μ
Β 
As mentioned above, Mossbauer hyperfine splittings, 
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FIG 4 Plot of hyperfine field at ihe Fe nucleus, denved from 
Mossbauer spectroscopy, as a function of the Fe 3ΐ XPS split­
ting The literature relating to this data is given in Table II of 
the Appendix Symbols, ¿s for Fig 3 
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like X P S core-level multiplet splittings, are dependent on 
subtle modifications of the wave functions in the core of 
an atom by exchange effects There is some hope that 
they may give a better correlation with the magnetic mo­
ment of the Fe site We plot in Fig 4 the measured Fe 3s 
X P S splitting against the literature values for the 
hyperfine field Н
ы
 at the Fe nucleus as measured by 
Mossbauer spectroscopy Whilst the largest X P S split­
tings are found for systems with a large hyperfine field at 
the nucleus, we also sometimes observe large multiplet 
splittings when the hyperfine field is small This latter sit­
uation was not restricted to any one class of compounds 
but is found for Fe compounds with metals 
(NbFe 2 WFe 2 ), metalloids (FeB), and nonmetals 
(FeBrj.FeClj) 
V. CONCLUDING REMARKS 
Data from Mossbauer spectroscopy, neutron scatter­
ing, and magnetization measurements do indicate some 
scatter in the estimates of Fe magnetic moments by vari­
ous techniques However, the experimental data we 
have collected indicate very poor correlation between 
X P S core-level splittings and moments measured by other 
methods, and it is clear that such XPS splittings are not a 
reliable guide to such moments It is equally clear that 
the observed Fe 3.t X P S splitting is not due to the (ex­
change) interaction between the core hole and the (un­
paired) valence electrons alone An explanation taking 
into account only the differences m the number of Fe 
valence electrons in the final states is also not sufficient 
because the core-level splitting is found only on the Fe is 
levels, not the Fe 2p levels It is clear that the perturba­
tion of the valence electrons by the core-hole potential is 
important, but we have obtained results which are not 
consistent with a description of the observed is splitting 
as a result of an exchange interaction between a core hole 
and the unpaired valence electrons on the "screened" 
final state This was particularly clear for the results оц 
N b F e 2 ( S e c IVA) 
In our opinion a proper description of the core-level 
X P S splittings will need to take into account the atomic 
TABLE II Summary of literature data and present work used to investigate the relationship between Fe is XPS splittings and the 
Fe magnetic moment 
Material 
Fe 
Рег 
GdFe2 
GdFe, 
Gd^F,, 
NbFej 
WFe, 
TiFe2 
CeFej 
FeNi 
Fe.Nu 
FeB 
Fej 
FeSi 
FeSij 
FeF, 
' splitting 
(eV) 
4 9 
4 5 
4 4 
4 6 
4 8 
4 7 
4 0 
Ref Type of magnet Fe moment 
(Bohr mag ) 
Method Ref 
40 
40 
47 
47 
00 
48 
46 
43 
47 
00 
00 
00 
SB 
5 9 
5 85 
60 
this work 
42 
2 
43 
this work 
this work 
43 
43 
43 
this work 
4 3 this work 
this work 
this work 
this work 
this work 
42 
42 
this work 
54 
this work 
42 
4 
8 
56 
ferro-
ferro-
fem-
fern 
fem-
Pauh 
para-
Pauh 
para-
ferro-
ferro-
ferro-
ferro-
ferro-
ferro-
anomalous 
para-
antiferro-
221 
145 
2 10 
16 
183 
2 16 
0 0 
00 
06 
130 
2 6 
2 4 
0 95 
162 
0 0 
464 
sat mag 
sat mag 
sat mag 
sat mag 
sat mag 
sal mag 
magnetization 
magnetization 
sat mag 
sat mag 
neutron 
diffraction 
neutron 
diffraction 
neutron 
diffraction 
neutron 
diffraction 
neutron 
diffraction 
neutron 
diffraction 
44 
46 
47 
47 
this work 
this work 
44 
48 
49 
50 
51 
51 
52,53 
57 
Hyperfine Ref 
field (kOe) 
208,215 45 
255,240 45 
0 
0 
165 
44 
44 
45 
118 32 
242 32 
0 55 
329 58 
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TABLE II {Continued) 
Material 
FeCl, 
FeBr2 
FeFj 
FeCl, 
FeBrj 
aFejOj 
y F e A 
FeS 
FeS, 
Fe,P 
K.Fe(CN)6 
Na4Fe(CN), 
K,FeF6 
NajFeFj 
K1NaFeF s 
NiFe,04 
NlFeCЮ4 
o-Fe 7 7Si| 0B u 
o-tFeg «Nig 4)7^1,08,, 
e-tFeojNiojbiSiioB,, 
is splitting 
(eV) 
5 6 
4 2 
6 5 
6 7 
7 0 
5 3 
6 2 
3 0 
4 9 
7 3 
6 2 
6 5 
6 2 
6 3 
4 5 
- 0 0 
4 4 
0 0 
0 0 
6 7 
7 0 
7 0 
7 0 
6 6 
7 6 
3 9 
3 6 
3 8 
Ref 
7 
7 
56 
42 
2 
56 
7 
56 
7 
7 
65 
4 
65 
7 
68 
71 
this work 
2,7 
2 
56 
7 
7 
56 
68 
74 
74 
77 
77 
77 
Type of magnet 
annferro-
anliferro-
anliferro-
antiferro-
antiferro 
anliferro-
antiferro-
Гегп-
diamag 
diamag 
ferri-
Гсгп-
ferro-
ferro 
ferro-
Fe moment 
(Bohr mag ) 
4 5 
4 4 
4 53 
4 3 
4 9 
4 0 
0 0 
184 
0 0 
0 0 
4 8 
5 0 
197 
179 sal 
161 sat 
Method 
neutron 
diffraction 
neutron 
diffraction 
neutron 
diffraction 
neutron 
diffraction 
neutron 
diffraction 
neutron 
diffraction 
susceptibility 
neutron 
diffraction 
susceptibility 
susceptibility 
sat mag 
mag + Mossbauer 
mag + Mossbauer 
Ref 
59 
59 
61 
63 
66 
69 
72 
32 
73 
73 
77 
77 
77 
Hyperfine 
field (kOe) 
4 
28 4 
622 
495 
460 
544 
515 
309 
190,262,304 
0 
0 
620 
498 
457 
Ref 
60 
60 
62 
64 
64 
67 
4 
70 
32 
33 
33 
68 
75 
76 
multiplet structure and exchange interactions between 
core and valence electrons, the Coulomb interactions be­
tween core and valence electrons with screening effects 
and charge variations in the different final states, effective 
electron (Mott-Hubbard) correlation between the valence 
electrons, and the strength of hybridization between the 
valence electrons, as well as the local moment on the Fe 
atoms in the ground state This will be difficult Our 
XPS results for Fe and its alloys and compounds show 
that our understanding of core-level splittings in the XPS 
spectra of Fe is poor and hopefully give a sound experi­
mental basis for further theoretical studies Similar stud­
ies of other id transition metals are desirable because it is 
probable that our understanding of these is also poorer 
than has been widely recognized until now Clearly, re­
cent literature using Fe 3s splittings as a measure of the 
magnetic moment on Fe, or even as a diagnostic for a lo­
cal moment, is unjustified 
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We present Table II, which is a summary of literature 
data and present work used to investigate the relationship 
between Fe 3s XPS splittings and the Fe magnetic mo­
ment 
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В. Electronic structure of Fe, Co, and Ni impurities 
in Pd 
Abstract 
A photoemission study of the valence bands of the dilute alloys PdFe, PdCo, and PdNi 
is presented. We use the Cooper minimum effect to estimate the local density of states 
on the impurity site. The behaviour of transition metal impurities in a transition metal 
matrix is shown to be very different from their behaviour in s-p metals. Our conclusion 
is that the Fe and Co 3d states are mixed with states throughout the Pd Ad band, while 
the Ni contribution to the spectra is dominated by a peak of (minority) 3d states near 
the Fermi level. 
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A photoemission study of the valence bands of the dilute alloys PdFe, PdCo, and PdNi is present­
ed We use the Cooper minimum eflect to estimate the local density of states on the impurity site 
The behavior of transition metal impurities in a transition-metal matnx is shown to be very 
different from their behavior in s-p metals Our conclusion is that the Fe and Co 3d states are mixed 
with states throughout the Pd 4¿ band, while the Ni contribution to the spectra is dominated by a 
peak of (minority) 3d states near the Fermi level 
I. INTRODUCTION 
The alloys of 3d transition-metal impurities in Pd have 
fascinating magnetic properties, which have attracted 
scientific attention for more than half a century, especial-
ly because of the unusually large "giant" magnetic mo-
ment (for PdFe up to 12 6μ
Β
) that can be attributed to 
the impurity1 ' (see Ref 6 for a review of experimental 
results) Since the susceptibility of Pd metal is strongly 
enhanced, dissolving small quantities ( < 0 1 at %) of 
Mn, Fe, or Co in Pd is sufficient to cause a ferromagnetic 
state at low temperature ' Neutron scattering experi­
ments have demonstrated that magnetically polarized Pd 
atoms around the impurity carry the larger part of the gi­
ant moment Such a polarization cloud may consist of 
200 host atoms 7 Also, for the system of Ni dissolved in 
Pd, giant moments have been reported But ferromagnet­
ic order does not exist here below a critical concentration 
of approx 2 at % Ni ' 8 This contrasts with the proper­
ties of the dilute alloys of the other late id transition met­
als in Pd that order ferromagnetically with seemingly no 
lower limit to the impurity concentration ' The oc­
currence of a giant moment in a Pd alloy depends criti­
cally on the polarization of the Pd 4d band and thus on 
38 
the interaction between the impurity and the neighboring 
host atoms Detailed experimental data on the density of 
states at the impurity site and especially on the degree of 
mixing with the Pd states should therefore contribute to 
an understanding of the impunty-tnduced effects 
The purpose of this paper is to provide data on this 
question from photoemission investigation of the valence 
bands of the dilute alloys /WFe, PdCo, and PrfNi To ex­
tract information about the local density of states on the 
impurity, part of these measurements have been done at 
the Cooper minimum in the Pd 4а cross section A 
Cooper minimum only exists for orbitals with one or 
more nodes in their radial wave functions (e g , for 4d and 
5d, but not 3d levels) It occurs when the overlap integral 
coupling initial state and outgoing continuum wave 
changes sign with changing kinetic energy of the photo-
electron ' Cooper minima are broad so that the choice 
of photon energy is not critical, and for the Pd 4d levels it 
is at - 1 3 0 eV 1 0 " Complete cancellation of the cross 
section, however, does not occur as the outgoing electron 
can have either / + 1 or / — 1 character The effect is nev­
ertheless sufficiently strong to constitute a useful tool for 
the identification of partial densities of states12 or, as in 
our case, to highlight impurity contributions 
10 463 ©1988 The American Physical Society 
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II. EXPERIMENTAL 
The polycrystalhne alloys PdFe, PdCo (10 at. % id 
transition metal), and PdNi (3 and 10 at % Ni) were 
prepared by arc melting and subsequent vacuum anneal­
ing X-ray diffraction was used to check that the samples 
were in single phase. The low-energy photoemission ex­
periments were performed at BESSY (Berliner 
Elektronenspeicherrmg-Gesellschaft fur Synchrotron­
strahlung) and in Brookhaven Typically the experimen­
tal resolution varied between 200 mV at 50 eV and 500 
mV at 130 eV photon energy. The photoemission spectra 
were taken at normal incidence of light on the sample 
surface, electrons with take-off angles between 0* and 
~40* of normal were collected, and count rates were nor­
malized with respect to the photon Них " ' 1 3 The relative 
photon flux was determined by measuring the electron 
yield from a gold foil positioned in the monochromatized 
beam 
The samples were cleaned by scraping in situ before 
each measurement Since the base pressure was about 
1 0 - ' 0 torr the buildup of surface contamination was 
small, as judged from the absence of notable photoemis­
sion [leaks in the binding-energy range 6-12 eV and 
parallel XPS studies under similar conditions Prolonged 
measurements, if necessary, were done in several sessions 
with repeated scraping before each run XPS spectra of 
Pd and impurity core levels were recorded at different 
electron take-off angles to check that there was no 
significant segregation of transition metal to or from the 
surface. 
Pd 
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FIG 1 Photoemission spectra of the valence band of Pd 
metal, taken at different photon energies The spectra have 
been normalized lo give the same peak height 
III. RESULTS AND DISCUSSION 
Photoemission spectra of the valence band of Pd metal, 
recorded at different photon energies, are shown in Fig. 
1 Spectra were recorded at many other photon energies 
and these are representative of the general trends Note 
that the spectra have been normalized to the maximum 
intensity in Fig 1, and that the absolute intensity of the 
130-eV spectrum is much lower than that at 47 eV The 
structure near the Fermi level E
r
 is due to the Pd valence 
band, its width of ~ 5 eV and the high density of states 
(DOS) at EF are in good agreement with band-structure 
calculations (see, e.g., Refs 14 and 15). The change of 
shape of the Pd spectra with photon energy is at least 
partly related to the change in electron energy loss func­
tion with energy and need not concern us here 
Figure 2 presents the valence band spectra of /WFe, 
measured at different photon energies. In order to derive 
conclusions about the local density of states on the im­
purity we first compare these spectra with those of Pd 
metal. 
At 47 eV photon energy we observe for PrfFe as well as 
for the other alloys a broad valence-band structure com­
parable to that of Pd metal. Although, especially near 
the Fermi level structural differences are noticeable, и is 
very difficult to interpret these differences in terms of im­
purity contributions, because they are so weak Also at 
photon energies around 80 eV there is a strong resem­
blance between the spectra of the dilute alloy and that of 
the pure host. The main difference is that the valence 
47 
12 10 8 6 • L· 
BINDING ENERGY (eV) 
FIG 2 Photoemission spectra of the valence band of the di 
lute alloy A/Fe at different photon energies Normalization as 
for Fig 1 
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bands of PdFe and also of PdCo and PdNt (not shown) 
are broadened with respect to the band of pure Pd It is 
only at the Pd 4d Cooper minimum around 130 eV that 
the clear differences between the spectra of the different 
alloys justify clear conclusions regarding the impurity 
contributions We see, for instance, that the PdFe 
valence-band spectrum at 130 eV has a much broader ap-
pearance than that of Pd itself at the same energy The 
spectra of the PdN\ alloy are more peaked at EF, even 
with only 5 at % Ni, and those of PdCo are intermediate 
in character 
Our problem now is how to separate out the contribu-
tions from the impurity and the host, and for this two 
methods are available One is subtraction of the spectra 
at A v=47 or 78 eV from the spectra at 130 eV where the 
Pd 4а contribution is minimized We found the results of 
this procedure unsatisfactory because of uncertainties in­
troduced by the high binding energy (low kinetic energy) 
background and the normalization procedure Instead, 
we chose to compare the spectra of Pd and the alloys at 
130 eV, where the relative contributions of the 3d metals 
are maximized These data are given m Fig 3, where the 
spectra have been normalized to the photon flux Note 
that the spectra of the alloys are nearly twice as intense 
as those of pure Pd, which means that at ~130 eV, the 
id impurities contribute nearly 50% of the spectral 
weight, because the Pd 4<i cross section is so low Note 
also that the background height at ~ 10 eV below EF, 
FIG 3 Photoemission spectra at Av=130 eV of Pd metal 
and PdM alloys The spectra have been normalized to the pho­
ton flux from the monochromator and the Pd spectrum has been 
multiplied by 0 9 to allow for the change in Pd atomic concen­
tration 
mainly due to inelastic losses, is increased m intensity as 
well 
The difference spectra, PdM minus Pd (where M indi­
cates transition metal), for all three id transition-metal 
impurity systems are given in Fig 4. We label these as 
the spectra due to M in Pd because the Pd photoemission 
cross section at the Cooper minimum is essentially deter­
mined by the 4¿ wave function inside the atomic sphere 
and to a large extent independent of the solid-state envi-
ronment Thus, changes in the Ad cross section should 
not produce the large observed increase in photoemission 
intensity We are aware that the label "Fe in Pd" is an 
approximation and would be invalid if the Fe produced a 
massive change in the host DOS However, we argue 
that the changes in the Pd host DOS, as a result of the 3d 
impurities, are not large because there are only small 
changes in the spectra at Av=47 and 78 eV, where the 
Pd 4d contnbution dominates (see Fig 2) The uncer-
tainties associated with our procedure are not sufficient 
to negate the following conclusions 
First, the Ni impurity produces a large enhancement of 
the density of states near the Fermi level, which must be 
associated with the Ni partial density of states The satel-
lite in the Ni contribution is not as pronounced as for the 
core levels l 6 
Secondly, a similar enhancement at the Fermi level is 
found in Co, but here there is also an enhancement of the 
partial density of states at positions deeper in the band 
(approximately down to 3 eV) 
Finally, in the case of Fe, the prononuced peak at the 
Fermi level is wiped out by extra intensity spread 
throughout the whole Pd band This is particularly 
strong at about 3 eV below the Fermi level We again at-
tribute these changes to the local density of states on the 
Fe impurity. 
This is not the first photoemission investigation of di-
lute alloys with transition-metal impurities (see, e g., 
Refs 17-23), but there is a marked difference to most 
published work in that we have studied systems for which 
the host is also a transition metal, and where therefore 
the impurity resonance lies in the middle of the host d 
band and not m an j-(p) band This explains why our re-
sults show usually rather broad partial densities of state 
for the impurity site while the published data have been 
dominated by sharp peaks situated in the host s-(.p) band. 
In the Anderson model the shape of the impurity partial 
density of states depends on the strength of mixing which 
in turn depends on two factors the density of host states 
and the hybridization potential mixing the impurity state 
with the host states The density of host states in our sys-
tems is the host d state density and this density is very 
high For a transition-metal impurity in an s-(p) host the 
host density of states is low because the sAp) band is 
broad and there are only two s states per host atom in-
stead of the ten d states A discussion of the d impurity 
in d host systems is more useful in terms of the Clogston-
Wolff model,3·21 M in which the host-host Ы-d) and the 
host-impunty (d-d) hybridization potentials are assumed 
equal, and the special character of the impurity is in the 
energy difference Δ between the host d band "centroid" 
and the impurity state. When the host d band is more 
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separated from the impurity state, ι e , for large Л, the 
amount of mixing is smaller This applies for instance to 
id transition-metal impurities in noble metals, in which 
case it is not easy to isolate the amount of mixing expen 
mentally 2 I For each of the systems PrfFe, A/Co, and 
PdNi, on the other hand, the majonty states on the im 
punty lie in the host d band, although their positions 
with respect to the Pd d band centroid may vary slightly 
These changes are strong enough to cause differences in 
the partial density of majority spin states on the impuri­
ties, as calculated in the local spin-density formalism,23 2 6 
and also in the higher binding energy part of the 3d con­
tribution which we have extracted through the difference 
spectra in Fig 4 The position for the minority states is 
more complex For Fe the exchange splitting is large 
enough to push most of the minority id weight to ener­
gies above the Pd 4d band, while for Co and Ni in Pd the 
strongest weight in the minority band is calculated to be 
at the top of the Pd band 2 6 2 7 The peak we see growing 
at the Fermi level in going from AiCo to PdNi in Fig 4 is 
actually to be attributed to states with minority charac­
ter We will make a more complete comparison with 
theory at a later date, but we have drawn in Fig 4 the to 
tal density of Fe impunty states, calculated by Oswald et 
al for Fe in a Pd host 2 б The general features are in 
good agreement, the maximum is several eV below the 
Fermi level, and the states are spread over a large energy 
range Agreement in detail is not as good, for we find no 
peak at approximately 4 eV as indicated in the calcula 
tions and the general shape is not precisely reproduced 
We cannot say at this stage if this is an expenmental ar­
tifact or due to more fundamental effects, such as an en­
ergy dependence of the self-energy correction,a 2 ' lattice 
distortion around the impunty site, or the high experi­
mental impurity concentration For Ni in Pd the sharp 
peaking of the Ni density of states near the Fermi level, 
which we find, clearly confirms the results of the calcula­
tions by Akai27 and Oswald el al!' Thus, in general, we 
conclude that the results presented in Fig 4 support the 
validity of the approximation used to calculate the local 
density of states for magnetic impurities Where we have 
been able to make studies at lower concentrations ( AiNi, 
S at % Ni) we find no significant difference, but we would 
caution against drawing ngid conclusions from dif 
ferences in fine details between our results and calculated 
data 
IV. CONCLUDING REMARKS 
In this paper we have presented an experimental inves­
tigation of the local DOS at a id transition-metal impun­
ty in Pd Our results for Fe, Co, and Ni impunties show 
that the impunty states are much more strongly mixed 
with the host states than is the case for id metal impun­
ties in noble, or other s-(p) metal hosts Our results, 
furthermore, suggest that the majonty id state character 
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FIG 4 Difference spectra obtained from the spectra ш Fig 
3, for the valence bands of the dilute alloys Λ/Νι, PdCo and 
PdFe at Av= 130 eV Also shown is the calculated DOS for an 
Fe impunty in Pd from Ref 26 
is spread throughout the whole Pd band, but that, by 
contrast much of the minority character is concentrated 
m a fairly narrow energy range near the top of, or actual­
ly above the Pd 4d band We suggest that it is the strong 
trend in the position and the width of this minority id 
peak from Fe to Co to Ni that is largely responsible for 
the differences in the magnetic behavior of these three di­
lute systems 
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Summary 
The strong correlation of electrons at a transition metal atom embedded in a metallic 
compound is the cause of a number of peculiar physical phenomena ranging from giant 
moment magnetism to the Kondo effect. The classical impurity models of Friedel, An-
derson and Wolff, which are partly based on a tight-binding description of the solid state, 
have shown that already within a relatively simple conceptual framework a far-reaching 
understanding of these effects can be obtained. On the other hand, nowadays new and 
detailed information is gained by powerful self-consistent computational techniques that 
take into account the full chemical surrounding of the impurity. 
The physical understanding offered by the classical impurity models as well as the 
recognition that the self-consistently calculated electronic structure at an impurity site 
can be parametrized in detail in terms of a generalized version of the classical Clogston-
Wolff impurity model constitute the basic themes of this thesis. 
In dealing with the electronic structure of transition metal-metalloid compounds (like 
Ni borides), it is demonstrated how a basic understanding can be obtained from a consid-
eration of the covalent interaction between transition metal impurity and free electron-like 
host as it is treated within the formalism of the Anderson impurity Hamiltonian (chap-
ter 2). In particular, it is shown that the fully developed hybridization gap in the metalloid 
sp states already follows from the Anderson impurity model as an incipient gap in the 
conduction band. 
An understanding of the effect of the dilution of Fe in Pd metal on the local electronic 
structure can be obtained by means of a photoemission investigation with use of the 
Cooper minimum effect in the photoionization cross section of the Pd Ad states (chapter 3). 
A consistent and continuous picture of the distribution of Fe d states in Fe-Pd alloys 
towards the dilute limit is observed, which can be explained on the basis of a concept of 
covalent magnetism. The results are compatible with the theoretical finding that in the 
impurity limit a virtual bound state of minority spin character develops above the Fermi 
level. 
High-energy spectroscopies use photon or electron impact as a probe of the local 
electronic structure. The localized perturbation should therefore be incorporated in the 
interpretation of the experimental results originating from these widely used experimental 
techniques for the investigation of the electronic structure of the solid state, (which not 
necessarily means that the ground state properties of the solid are masked). The core hole 
effect encountered in x-ray absorption spectroscopy and Auger electron spectroscopy has 
in this thesis been studied in more detail by means of a parametrization of the electronic 
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structure at a substitutional Ζ + 1 impurity site in terms of a generalized Clogston-
Wolff impurity Hamiltonian (chapter 4). The self-consistent impurity-in-solid calculations 
were performed by means of the Korringa-Kohn-Rostoker Green's function method. The 
purpose of this approach is the derivation of a set of parameters that may serve as a 
point of departure in an estimation of core hole effects. The results indicate that for a 
correct description of the transition metal d states a renormalization of the impurity-host 
interaction (with some care to be interpreted as a contraction of the wave functions around 
the perturbation) is needed. The values of the attractive potentials may be estimated from 
calculated differences in atomic orbital energies or from a local screening condition that 
is determined by the excess charge at the impurity site. 
Although more work is needed to estimate the importance of this approach for the 
interpretation of experimental data from high-energy spectroscopies (in particular for the 
transition metals where many-body effects play a crucial role) some very encouraging 
results have been obtained from an interpretation of the Si К x-ray absorption spectra in 
transition metal suicides (chapter 5). 
The Clogston-Wolff Hamiltonian, moreover, allows a physically meaningful interpreta­
tion of the results of a parametrization. The values of the attractive potentials, for exam­
ple, can be understood in terms of the bandwidth and the degree of band-filling. Also, a 
direct insight is obtained in the extent of the Friedel oscillations around the perturbation, 
which determines whether the impurity is locally overscreened or underscreened. 
Giant moment magnetism, which is one of the phenomena that inspired the devel­
opment of the classical impurity models, is related to the covalent interaction between 
impurity and host. In order to analyze this effect in detail, finally, a parametrization 
of the electronic structure of Za impurities in Pd has been performed (chapter 6). The 
results give a clear indication of the contraction of the wavefunctions around the impurity. 
The ferro- or antiferromagnetic interaction between impurity and host can be expressed in 
terms of a relative induced magnetic moment. The typical linear behaviour of this quan­
tity with band-filling, which was already noticed in earlier studies, can be fully understood 
on the basis of tight-binding formalism. 
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Samenvatting 
De sterke correlatie van de electronen op een overgangsmetaal-atoom in een metallisch 
systeem is de oorzaak van bijzondere fysische verschijnselen variërend van zogenaamd 
giant moment magnetisme tot het Kondo effekt. De klassieke onzuiverheidsmodellen van 
Friedel, Anderson en Wolff, die ten dele op een tight-binding beschrijving van de vaste stof 
gebaseerd zijn, hebben aangetoond dat reeds binnen een relatief eenvoudig conceptueel 
kader een diepgaand inzicht in deze effekten kan worden verkregen. Anderzijds kan nieuwe 
en gedetailleerde informatie tegenwoordig ingewonnen worden met behulp van krachtige 
zelf-consistente numerieke technieken die de volledige chemische omgeving van de onzui-
verheid meenemen. 
Zowel het fysische begrip dat geboden wordt door de klassieke onzuiverheidsmodel-
len als het inzicht dat de zelf-consistent berekende lokale elektronische struktuur van de 
onzuiverheid geparametriseerd kan worden in termen van een gegeneraliseerde versie van 
het klassieke Clogston-Wolff onzuiverheidsmodel, vormen de fundamentele themas van dit 
proefschrift. 
In een behandeling van de elektronische struktuur van verbindingen van overgangs-
metalen met metalloiden (zoals Ni boriden) wordt aangetoond hoe een fundamenteel 
inzicht verkregen kan worden via een beschouwing van de covalente interaktie tussen o-
vergangsmetaal-onzuiverheid en vrije-elektron gastmateriaal zoals deze in het Anderson 
onzuiverheidsmodel ter sprake komt (hoofdstuk 2). In het bijzonder wordt aangetoond 
dat de volledig ontwikkelde hybridisatie kloof in de sp band van het metalloid reeds in 
eerste aanzet volgt uit het formalisme van de Anderson Hamiltoniaan. 
Inzicht in het effekt van de verdunning van Fe in Pd op de lokale elektronische struktuur 
kan verkregen worden door middel van een fotoemissie onderzoek met gebruikmaking 
van het Cooper minimum effekt in de werkzame doorsnede van de Pd 4<f toestanden 
(hoofdstuk 3). Een consistent en continu beeld van de verdeling van de Fe d toestanden 
in Fe-Pd legeringen tot in de verdunde limiet wordt dan verkregen, hetgeen verklaard kan 
worden aan de hand van het begrip covalent magnetisme. De resultaten zijn verenigbaar 
met de konklusie vanuit de theorie dat zich in de onzuiverheidslimiet een virtueel gebonden 
toestand van minoriteits-spin karakter boven het Fermi niveau ontwikkelt. 
Hoog-energetische spectroscopieën gebruiken foton of elektron collisie als een sonde 
voor de lokale elektronische struktuur. Bij de interpretatie van de gegevens afkomstig 
van deze algemeen gebruikte technieken voor het onderzoek van de vaste stof dient dus 
rekening gehouden te worden met de lokale verstoring (hetgeen niet noodzakelijkerwijze 
betekent dat de grondtoestands-eigenschappen van de vaste stof ontoegankelijk zouden 
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zijn). Het rompgat effekt dat in Röntgen-absorptie en Auger elektron spectroscopie op-
treedt is in dit proefschrift in meer detail bestudeerd aan de hand van een parametris-
ering van de elektronische struktuur van een substitutionele Ζ + 1 onzuiverheid in ter­
men van een gegeneraliseerd Clogston-Wolff onzuiverheidsmodel (hoofdstuk 4). De zelf-
consistente onzuiverheid-in-vaste-stof berekeningen werden gedaan met behulp van de 
Korringa-Kohn-Rostoker Green's funktie methode. Doel van deze benadering is de aflei­
ding van een set van parameters die kan dienen als een uitgangspunt bij het schatten van 
rompgat effekten. De resultaten geven aan dat voor een korrekte beschrijving van de d 
toestanden van het overgangsmetaal een renonnalisatie van de onzuiverheid-gast inter­
aktie (met enige voorzichtigheid als een contractie van de golffunkties rond het defekt 
te interpreteren) nodig is. De waarden van de attraktieve potentialen kunnen geschat 
worden aan de hand van berekende verschillen in atomaire effektieve niveaus of van een 
lokale afschermingsvoorwaarde die gegeven wordt door de extra benodigde lading op de 
onzuiverheid. 
Hoewel meer werk nodig is om het belang van deze methode voor de interpretatie van 
meetresultaten van hoog-energetische spectroscopie in te schatten (in het bijzonder met 
het oog op de overgangsmetalen waarbij veel-deeltjes effekten een cruciale rol spelen), zijn 
zeer bemoedigende resultaten behaald bij de interpretatie van de Si К Röntgen-absorptie 
spektra van overgangsmetaal-siliciden (hoofdstuk 5). 
De Clogston-Wolff Hamiltoniaan laat bovendien een fysische interpretatie toe van de 
resultaten van de parametrisering. De waarden van de attraktieve potentialen bijvoor-
beeld kunnen begrepen worden in termen van de bandbreedte en de mate van bandvulling. 
Ook kan een direkt inzicht verkregen worden in de vorm van de Friedel oscillaties rond de 
verstoring, die bepaalt of de onzuiverheid lokaal sterk dan wel zwak afgeschermd wordt. 
Het giant moment magnetisme -een van de verschijnselen die tot het ontstaan van de 
klassieke onzuiverheidsmodellen geleid hebben- is gerelateerd aan de covalente interaktie 
tussen onzuiverheid en gast. Teneinde dit effekt in detail te analyseren is de elektronische 
struktuur van 3d onzuiverheden in Pd geparametriseerd (hoofdstuk 6). De resultaten 
duiden op een contractie van de golffunkties rond de onzuiverheid. De ferro- dan wel anti-
ferromagnetische interaktie tussen onzuiverheid en gast kan uitgedrukt worden in termen 
van een relatief geïnduceerd moment. Het typische lineaire gedrag van deze grootheid als 
funktie van bandvulling, dat reeds bij eerdere gelegenheden opgemerkt was, kan geheel 
begrepen worden op basis van het tight-binding formalisme. 
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