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A population transfer based on adiabatic evolutions in a three-state system undergoing an avoided
crossing is considered. The efficiency of the process is analyzed in connection with the relevant
parameters, bringing to light an important role of the phases of the coupling constants. The role of
dissipation is also taken into account, focusing on external decays that can be described by effective
non-Hermitian Hamiltonians. Though the population transfer turns out to be quite sensitive to the
decay processes, for very large decay rates the occurrence of a Zeno-phenomenon allows for restoring
a very high efficiency.
I. INTRODUCTION
Time-dependent Hamiltonians are difficult to solve, ex-
cept for special classes associated with low dimensional-
ity [1–3] or particular commutation properties [4–6]. Be-
yond such special cases, only approximated resolutions
are possible, based, for example, on perturbation treat-
ments. An important class of time-dependent Hamilto-
nians is that of slowly varying ones, leading to adiabatic
evolutions [7], which play an important role in quantum
technologies, because of high efficiency in the manipula-
tion of microscopic systems.
In the realm of adiabatic evolutions, Landau-Zener-
Majorana-Stueckelberg (LZMS) [8–11] processes are very
important. They are characterized by a two-state system
with bare energies linearly changing with time, which
would cross at some instant if it wasn’t for an interac-
tion between the two states which removes the degener-
acy, leading to an avoided crossing. From the original
formulation of the problem, several variants and gener-
alizations of the model have been proposed, studied and
experimentally realized. An important point that has
been taken into account is the finite duration of a real
experiment [12, 13], in place of an infinite time interval
from −∞ to ∞ as in the original mathematical formu-
lation. Nonlinear time-dependence of the bare energies
of the two states has been considered [14], as well as
the avoided crossing for a two-state system whose dy-
namics is governed by nonlinear equations [15] or a non-
Hermitian Hamiltonian [16]. Another interesting variant
is the hidden crossing model, where neither the bare en-
ergies nor the dressed ones cross [17, 18]. The comple-
mentary situation is given by the total crossing model,
where both the bare and the dressed energies cross [19].
The problem of the evolution of a quantum system in
the presence of a multi-level crossing has been analyzed
for the first time by Majorana in his seminal work [10],
where a spin-j immersed in a magnetic field with linearly
changing z-component has been considered. In spite of
this, a complete analytical resolution of the most general
multi-state LZMS model does not exist and only partic-
ular cases have been successfully analyzed. One class of
these models is solvable through the so called the Inde-
pendent Crossing Approximation [20], which is applica-
ble because a series of independent crossings occur, each
one involving two states. A very famous example is given
by the Demkov-Osherov model [21], also addressed as the
equal-slope model. A different scenario addressed as the
degenerate Landau-Zener model is realized when two de-
generate levels cross at the same time [22]. A remarkable
case characterized by a proper multi-state and multi-level
crossing is the bow-tie model, where N states have bare
energies which cross at the same time, but the states are
coupled in a particular way: one state is coupled to all
the other N−1, while all such N−1 states do not couple
each other. This model, originally introduced by Carroll
and Hioe for the N = 3 case [23, 24], has been general-
ized to the case of N −2 decoupled states crossing at the
same time and two states interacting with the remain-
ing N − 2 [25]. An intriguing variant of the Carroll-Hioe
model has been analyzed by Ivanov and Vitanov [26],
who considered also time-dependent coupling constants,
obtaining a sort of hybrid model between LZSM and
Stimulated Raman Adiabatic Passage. Other interesting
studies have been developed for specific models [27–30].
Multi-level LZMS transitions are can be related to impor-
tant spin-boson models such as the time-dependent Rabi
Hamiltonian [31] and Tavis-Cummings model [32, 33].
Although there are several papers dealing with dissi-
pative adiabatic evolutions [34–37] and, specifically, with
Landau-Zener processes in the presence of interaction
with the environment [38–44], contributions on dissipa-
tive dynamics for quantum systems with many states un-
dergoing avoided crossings are very rare. Quite recently,
Ashhab [45] has analyzed the multi-level Landau-Zener
problem in the presence of dissipation, focusing on the
equal-slope and bow-tie models, and on a case with a
less regular structure of the crossings that the author ad-
dresses as the triangle model.
In this paper we will consider a proper three-state
avoided crossing beyond the bow-tie model, therefore in-
cluding all the three couplings between the three states,
also including effects of the interaction with the environ-
ment in a specific configuration of the system-bath cou-
pling. The paper is organized as follows. In section II we
study analytically the possibility of realizing a complete
adiabatic population transfer, which we trace back to the
presence of state whose crossings are properly avoided.
ar
X
iv
:1
90
1.
06
91
1v
1 
 [q
ua
nt-
ph
]  
21
 Ja
n 2
01
9
2Then we analyze the efficiency of the population trans-
fer numerically. In section III we consider the effects
of the coupling with the environment in the special case
where only external decays are present, meaning that the
dissipation processes are responsible for incoherent tran-
sitions toward states different from the three ones we are
focusing on. The relevant dynamics, which can be stud-
ied in terms of an effective non-Hermitian Hamiltonian,
is extensively analyzed numerically. Finally, in the last
section we provide some conclusive remarks.
II. IDEAL THREE-STATE SYSTEM
Let us consider a three-state system described by the
following Hamiltonian in the basis {|1〉 , |2〉 , |3〉}:
H3(t) =
 −κt Ω eiφ ω eiϕΩ e−iφ 0 Ω eiφ
ω e−iϕ Ω e−iφ κt
 , (1)
where κ is changing rate of the bare energies of the first
and third states, while Ω and ω are coupling constants
between the bare states; here ~ = 1. This kind of model
is quite similar to the Carroll-Hioe one [23, 24], the main
difference being the presence of a direct |1〉-|3〉 coupling.
Similarly to the two-state scenario, when κt is posi-
tively or negatively very large, the dressed (i.e., with in-
teraction) eigenstates and eigenvalues approach the bare
(i.e., in the absence of interaction) ones, because the
coupling terms become negligible compared to the bare
Bohr frequencies. In our case, the three eigenstates of
the Hamiltonian H3(t) are very close to |1〉, |2〉 and |3〉,
with eigenvalues roughly given by −κt, 0 and κt, re-
spectively. In particular, for negatively very large t, the
largest eigenvalue is approximately −κt and corresponds
to an eigenstate roughly equal to |1〉, while for positively
large t the largest eigenvalue is κt roughly corresponding
to |3〉. Therefore, in the absence of crossings involving
such eigenvalue and provided the Hamiltonian changes
very slowly, which implies that the condition for the va-
lidity of the adiabatic following of this eigenstate is ful-
filled, the state |1〉 is mapped into the state |3〉, when
t spans an interval [−t0, t0] with κt0 very large. Recip-
rocally, since |3〉 is roughly equal to the negative large
eigenvalue κt for t negatively large, while for t positively
large the negatively large eigenvalue is −κt roughly equal
to |1〉, one gets that in the absence of crossings involv-
ing the lowest eigenvalue the state |3〉 is adiabatically
mapped into |1〉. So far the situation is pretty similar
to the two-state case. The only difference is that in the
two-state case the crossing occurring at t = 0 for the
bare energies is removed by the coupling between the
bare states. In the three-state scenario the situation is
slightly more complicated. It can be proven (see Ap-
pendix A) that for ω 6= Ω and 2φ− ϕ 6= mpi no crossing
occurs, and then the adiabatic following can be realized
for sufficiently slow changes of the Hamiltonian, so that
the state |1〉 can be adiabatically mapped into |3〉, and
vice versa. For ω = Ω and 2φ−ϕ = 2npi there is an eigen-
value — the highest one — which never crosses the other
two. Since the corresponding eigenstate is very close to
|1〉 for negatively large values of t, while is essentially
|3〉 for positively large t, it is possible to adiabatically
map the state |1〉 into |3〉. The opposite is not possible,
because for negatively large t the state |3〉 is very close
to one of the eigenstates whose corresponding eigenvalue
undergoes a crossing at t = 0. The complementary situ-
ation occurs for ω = Ω and 2φ−ϕ = (2n+1)pi: the state
|3〉 can be adiabatically mapped to |1〉, but an efficient
mapping of |1〉 into |3〉 is not possible. Far from this
regions of the parameter space, an adiabatic population
transfer can be realized in both directions: |3〉 → |1〉 and
|1〉 → |3〉.
In Fig. 1 are shown some examples of efficiency of
the population transfer protocol based on the three-state
Landau-Zener process. In particular, it is shown the final
population of the state |3〉 when the system starts in the
state |1〉 as a function of ω/Ω and κ/Ω2, for three differ-
ent values of the phase ϕ. From Fig. 1a, corresponding to
φ = ϕ = 0, we observe that for small values of κ the effi-
ciency is always high, while for larger values of κ higher
values of ω are required to make the population transfer
efficient. The situation for φ = 0 and ϕ = pi/2 repre-
sented in Fig. 1b is quite similar to the φ = ϕ = 0 case.
From Fig. 1c it is well visible that for φ = 0 and ϕ = pi
(implying 2φ− ϕ = −pi) the efficiency becomes very low
when ω ≈ Ω, as expected. The region of high efficiency
is very much smaller than in the other two cases.
III. DISSIPATIVE DYNAMICS
Let us now introduce the effects due to the interaction
with the environment. We will take into account the im-
plications of external decays, i.e., incoherent transitions
toward states different from the three on which we fo-
cused in the ideal model. To this purpose we introduce a
fourth state which is considered as the ground state, so
that its energy is lower than those of the other three for
all |t| < t0. The relevant 4× 4 Hamiltonian is:
H4(t) =

−κt Ω eiφ ω eiϕ 0
Ω e−iφ 0 Ω eiφ 0
ω e−iϕ Ω e−iφ κt 0
0 0 0 −ωg
 . (2)
Now we also assume the presence of an interaction with
30 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
κ/Ω2
ω/Ω
(a)
0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
κ/Ω2
ω/Ω
(b)
0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
κ/Ω2
ω/Ω
(c)
0
0.2
0.4
0.6
0.8
1.0
FIG. 1: Final population of the state |3〉 when the system starts in the state |1〉 as a function of ω/Ω (in the range [0, 2]) and
κ/Ω2 (in the range [0.05, 5]), for three different values of the phase ϕ: in (a) ϕ = 0, in (b) ϕ = pi/2, in (c) ϕ = pi. In all three
cases φ = 0 and Ωt0 = 500.
the environment responsible for transitions between the
subspace generated by |1〉 , |2〉 , |3〉 and the state |4〉:
HI =
(
3∑
n=1
cn |n〉 〈4|+ h.c.
)∑
k
gk(ak + a
†
k) . (3)
In the case of external decays (toward lower levels
which do not belong to the subspace we are focusing
on), at zero temperature, the dissipative dynamics of the
main part of the system we are focusing on can be de-
scribed by an effective non-Hermitian Hamiltonian (see
for example Refs.[46, 47]). In our case, the 3×3 effective
non-Hermitian Hamiltonian has the following form (see
appendix B for details):
H˜3(t) =
 −κt− iΓ1 Ω eiφ ω eiϕΩ e−iφ ∆− iΓ2 Ω eiφ
ω e−iϕ Ω e−iφ κt− iΓ3
 , (4)
with Γn ∝ |cn|2.
In Fig. 2 is represented the final population of state
|3〉 when the system starts in |1〉 as a function of a decay
rate, for different values of the relevant parameters. In
particular, in Fig. 2a φ = ϕ = 0, ω = 0, κ/Ω2 = 0.1
and Ωt0 = 500 are considered. The black solid line
corresponds to Γ1 = Γ (the abscissa parameter) and
Γ2 = Γ3 = 0, while the red long-dashed line is related
to Γ3 = Γ and Γ2 = Γ1 = 0. The two curves perfectly
match. This is well understood if one thinks that in both
cases the waste of probability accumulated is roughly the
same. Indeed, in the ideal case, the instantaneous eigen-
state of H3(t) corresponding to the highest energy is very
close to |1〉 almost for all negative values of t, while it is
very close to |3〉 for all positive values of t. When Γ1 6= 0
and Γ2 = Γ3 = 0, the Hamiltonian eigenstate undergoes
a loss of probability roughly equal to exp(−Γ1t0), while
for Γ3 6= 0 and Γ2 = Γ1 = 0 the waste of probability is
roughly equal to exp(−Γ3t0). The curve corresponding
to Γ2 = Γ and Γ1 = Γ3 = 0 is different from the other
two. Indeed, in this case the waste of population is ac-
cumulated mainly in a time interval around t = 0 where
the state |2〉 is effectively involved in the dynamics, be-
ing a non negligible component of the adiabatic Hamil-
tonian eigenstate carrying the population. This makes
the population transfer less sensitive to the decay, when
Γ1 = Γ3 = 0.
In Fig. 2b the parameters are φ = ϕ = 0, ω = Ω,
κ/Ω2 = 0.1 and Ωt0 = 500. For small values of the de-
cay rates, the behaviors are similar to those of Fig. 2a.
A significant different behavior is instead obtained for
very large values of Γ2, where high values of efficiency
are recovered. This phenomenon is traceable back to
the occurrence of a Zeno-like phenomenon meant as a
Hilbert state partitioning [48, 49], where a strong de-
cay makes ineffective the couplings involving the decay-
ing state [44, 46, 50–52]. Specifically, a large value of
Γ2 implies that the state |2〉 is essentially an eigenstate
of the Hamiltonian for all values of t, which in turn im-
plies that the state |2〉 is essentially decoupled from |1〉
and |3〉. As a consequence, the doublet {|1〉 , |3〉} behaves
as a two-state Landau-Zener-Majorana-Stueckelberg sys-
tem with coupling ω and no dissipation. Obviously, this
revival of efficiency is not possible for ω = 0.
In Fig. 2c a similar situation is represented, but corre-
sponding to a shorter experiment time (with t0 = 50/Ω)
compensated by a larger κ to keep κt0 very large. Since
the system is subjected to the decay for a shorter time
(one tenth of the case in Fig. 2b) the population transfer
turns out to be more robust to the decay.
Fig. 3 shows the population transfer efficiency as a
function of Γ2 and κ, for φ = ϕ = 0 and three differ-
ent values of ω. In Fig. 3a, where ω = 0, the efficiency
rapidly diminishes as the decay rate increases and reaches
very low values for Γ2/Ω ∼ 10−2. In Figures 3b and 3c,
where ω 6= 0, the revival of efficiency is well visible for
very large values of Γ2.
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FIG. 2: Final population of the state |3〉 when the system starts in the state |1〉 as a function of the decay rate Γ (in units
of Ω and in logarithmic scale) for three different values of ω and κ: in (a) ω = 0, κ/Ω2 = 0.1 and Ωt0 = 500, in (b) ω = Ω,
κ/Ω2 = 0.1 and Ωt0 = 500, in (c) ω = Ω, κ/Ω
2 = 1 and Ωt0 = 50. In all the three figures, the black solid line refers to the
case Γ2 = Γ3 = 0 and Γ1 = Γ, the blue dashed line to Γ1 = Γ3 = 0 and Γ2 = Γ, the red long-dashed line to Γ1 = Γ2 = 0 and
Γ3 = Γ. In all cases we have considered φ = ϕ = 0.
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FIG. 3: Final population of the state |3〉 when the system starts in the state |1〉 as a function of Log(Γ2/Ω) (in the range
[−5, 5]) and κ/Ω2 (in the range [0.05, 1]), for three different values of the phase ω: in (a) ω = 0, in (b) ω = Ω/2, in (c) ω = Ω.
In all three cases Γ1 = Γ3 = 0, ϕ = φ = 0 and Ωt0 = 500.
The efficiency as a function of Γ2 and ω is represented
in the panel in Fig. 4, for a small value of κ and three
different values of phase difference 2φ−ϕ. For 2φ−ϕ = 0
(a) and 2φ−ϕ = pi/2 (b) there are very similar behaviors
characterized again by a diminishing of the efficiency for
relatively large Γ2 and a revival for Γ2 very large, pro-
vided ω is large enough. When 2φ− ϕ = pi there is also
a very low efficiency even for very small Γ2 in the region
ω ≈ Ω. It is interesting to note that for very large Γ2 the
revival occurs even if ω ≈ Ω. This is well understood if
one considers that the Hilbert space partitioning occur-
ring for very large Γ2 changes the interplay between the
two couplings of strength Ω and the other one of strength
ω. Indeed, the couplings involving the state |2〉 are made
ineffective to the point that, at a first approximation,
they can be considered as absent, hence removing the
occurrence of a crossing. The panel in Fig. 5 corresponds
to a higher value of κ and a smaller value of t0. Though
the efficiency is high in a wider range of Γ2 values, the
region of values of ω that allow for complete population
transfer is smaller.
IV. CONCLUSIONS
In conclusion, we have analyzed a generalization of the
Carroll-Hioe model which includes an additional coupling
that should not be present in a bow-tie model. The con-
stants of the two couplings between states |1〉 and |2〉 and
between |2〉 and |3〉 are equal (Ωe−iφ), while the third
coupling between |1〉 and |3〉 has a different strength and
phase (ωe−iϕ). We have proven analytically that when
ω 6= Ω all crossings are avoided, which leads to the pos-
sibility of realizing a complete population transfer, pro-
vided the Hamiltonian changes slowly enough. When
ω = Ω the phases of the coupling constants are impor-
50.0 0.5 1.0 1.5 2.0
-4
-2
0
2
4
ω/Ω
Lo
g
(Γ 2/Ω
)
(a)
0.0 0.5 1.0 1.5 2.0
-4
-2
0
2
4
ω/Ω
Lo
g
(Γ 2/Ω
)
(b)
0.0 0.5 1.0 1.5 2.0
-4
-2
0
2
4
ω/Ω
Lo
g
(Γ 2/Ω
)
(c)
0
0.2
0.4
0.6
0.8
1.0
FIG. 4: Final population of the state |3〉 when the system starts in the state |1〉 as a function of Log(Γ2/Ω) (in the range
[−5, 5]) and ω/Ω2 (in the range [0, 2]), for three different values of the phase ϕ: in (a) ϕ = 0, in (b) ϕ = pi/2, in (c) ϕ = pi. In
all three cases Γ1 = Γ3 = 0, φ = 0, κ/Ω
2 = 0.1 and Ωt0 = 500.
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FIG. 5: Final population of the state |3〉 when the system starts in the state |1〉 as a function of Log(Γ2/Ω) (in the range
[−5, 5]) and ω/Ω2 (in the range [0, 2]), for three different values of the phase ϕ: in (a) ϕ = 0, in (b) ϕ = pi/2, in (c) ϕ = pi. In
all three cases Γ1 = Γ3 = 0, φ = 0, κ/Ω
2 = 1 and Ωt0 = 50.
tant, allowing for avoiding the crossing of one of the three
dressed levels when 2φ − ϕ 6= mpi. Otherwise, a cross-
ing occurs which involves only two dressed states, leaving
anyway the possibility of a complete adiabatic following
of the state which does not cross the other two.
The model has been analyzed also in the presence of
interaction with the environment, in the special config-
uration where the decays happens toward states differ-
ent from the three ones involved in our model, which
is realized at zero temperature with system-environment
interaction Hamiltonians with suitable properties. In
this situation, from the microscopic model one can de-
rive the relevant master equation, which in turn allows
for identifying a non-Hermitian Hamiltonian which effec-
tively describes the dynamics. The numerical resolution
of this model has brought to light a certain sensitivity of
the population transfer to the decay processes, but also
the counterintuitive possibility of a recovering of the effi-
ciency when the decay rate of state |2〉 is very high. This
behavior is traceable back to a Zeno-like phenomenon in-
ducing a Hilbert space partitioning. In fact, the effect
of the strong decay is to separate state |2〉 from the oth-
ers, hence neutralizing the |1〉-|2〉 and |2〉-|3〉 couplings.
This leaves the system under the action of the sole |1〉-|3〉
coupling, turning the dissipative three-state LZMS model
into an ideal two-state LZMS model.
Appendix A
The characteristic equation useful to find the eigenval-
ues of the Hamiltonian in (1) is:
λ3 − (2Ω2 + ω2 + κ2t2)λ− 2Ω2ω cosχ = 0 , (A1)
with χ ≡ 2φ− ϕ.
Because of the missing λ2-term, this equation is never
of the form (λ− λ1)3 = 0, so that no triple root is possi-
ble. Moreover, this equation has not a double root, then
6never being of the form (λ−λ1)2(λ−λ2) = 0, unless the
following three conditions occur simultaneously: ω = Ω,
χ = mpi and t = 0. Indeed, since (λ − λ1)2(λ − λ2) =
λ3 − (2λ1 + λ2)λ2 + (λ21 + 2λ1λ2)λ − λ21λ2, identifica-
tion of this polynomial with the left-hand side of (A1)
leads to the following conditions: (i) 0 = λ2 + 2λ1, (ii)
−(2Ω2 +ω2 + κ2t2) = λ21 + 2λ1λ2, and (iii) 2Ω2ω cosχ =
λ21λ2. After substituting λ2 = −2λ1 into (ii) and (iii),
and identifying the relevant two expressions for λ1, we
get the following equation:
κ2t2 = −Ω2[x3 − 3(cos2 χ)1/3x+ 2] , (A2)
where x = (ω2/Ω2)1/3.
Since 3Ω(cos2 χ)1/3x ≤ 3Ωx for x ≥ 0, and x3 − 3x +
2 = (x+ 2)(x− 1)2, we get:
κ2t2 ≤ −Ω2(x+ 2)(x− 1)2 . (A3)
Now, since the right-hand side is strictly negative for
−2 < x < 1 or x > 1, and zero for x = −2, 1, we infer
that for ω2/Ω2 = 1 and χ = mpi, a crossing can occur
at t = 0, while for all the other possible values of ω2/Ω2,
from 0 to ∞, no crossing is possible. Concerning the
crossing occurring at t = 0 for ω = Ω and χ = 2npi, it
corresponds to the eigenvalues 2Ω (simple root) and −Ω
(double root). Since no other crossing is possible, there is
an eigenvalues which is always higher than the other two.
Conversely, the crossing occurring at t = 0 for ω = Ω
and χ = (2n + 1)pi, it corresponds to the eigenvalues
−2Ω (simple root) and Ω (double root), which implies
the presence of an eigenvalues always lower than the other
two. It is worth noting that when cos2 χ 6= 1, the right-
hand side of (A2) is strictly smaller than the right-hand
side of (A3), implying the absence of a crossing even for
ω = ±Ω.
We finally observe that for ω = 0 or cosχ = 0
the λ0-term of the secular equation vanishes, imply-
ing a simple resolution with the three roots: λ =
0,±√2Ω2 + ω2 + κ2t2.
Appendix B
Le us consider a system S described by the Hamiltonian
HS and interacting with an environment S, whose free
Hamiltonian is HA and which is prepared in a thermal
state at T temperature ρAT . Considering an interaction
Hamiltonian between the system and the environment
of the form HI =
∑
αXα ⊗ Vα (with Xα and Vα all
Hermitian operators), we get the following Markovian
master equation [53, 54]:
ρ˙ = −i[HS +HLS, ρ] +
∑
α,β
∑
ω
γαβ(ω)×
×
[
Xβ(ω)ρX
†
α(ω)−
1
2
{
X†α(ω)Xβ(ω), ρ
}]
, (B1)
with
γαβ(ω) =
∫ +∞
−∞
eiωstrA
[
V˜α(s)V˜β(0)ρ
A
T
]
ds (B2)
Xα(ω) =
∑
′−=ω
ΠXαΠ′ (B3)
HSΠ = Π , (B4)
where ω spans over the Bohr frequencies of the system
S, V˜α(t) is the operator Vα in the interaction picture and
HLS is the Lamb-Shift Hamiltonian commuting with HS.
Let us make the following assumptions: (a) the bath is
at zero temperature; (b) two complementary subspaces
identified by the projectors ΠR and ΠQ = I − ΠR exist
which are not connected by HS; moreover, (c) the op-
erators Xα do not induce transitions inside each of such
subspaces and (d) every energy level in ΠR is higher than
every level in ΠQ. The hypothesis (a) implies that in (B1)
the sum
∑
ω can be replaced by
∑
ω>0, since every ther-
mal pumping is forbidden in such a case. The hypothesis
(b) translates into ΠRHSΠQ = ΠQHSΠR = 0, which
implies [HS,ΠR] = [HS,ΠQ] = 0. Moreover, condition
(c) corresponds to ΠRXαΠR = ΠQXαΠQ = 0, from
which one easily gets ΠRXα(ω)ΠR = ΠQXα(ω)ΠQ = 0
for every ω. Finally, because of condition (d) it follows
that ΠRXα(ω)ΠQ = 0 and Xα(ω)ΠR = Xα(ω) for every
ω > 0.
After introducing the restricted state,
ρR ≡ ΠR ρΠR , (B5)
and by exploiting all the previous properties, we get the
following equation:
ρ˙R = −i[ΠR(HS +HLS)ΠR, ρR]
− 1
2
∑
α,β
∑
ω>0
γαβ(ω)
{
X†α(ω)Xβ(ω), ρ
R
}
, (B6)
which can be recast in the form of pseudo-Liouville equa-
tion:
ρ˙R = −i(HRρR − ρR(HR)†) , (B7)
with
HR = ΠR(HS +HLS)ΠR
− i
2
∑
α,β
∑
ω>0
γαβ(ω)X
†
α(ω)Xβ(ω) , (B8)
where
∑
α,β
∑
ω>0 γαβ(ω)X
†
α(ω)Xβ(ω) is an Hermitian
operator, on the basis of the property [γαβ(ω)]
∗ =
γβα(ω), and has non vanishing elements in only in the
subspace ΠR.
It is worth noting that assumption (d) can be relaxed,
and replaced by a constraint on the initial condition,
which should have zero population in all the states with
energy higher than those in ΠR.
7Assuming a system-bath interaction Hamiltonian of
the form (3), with state |4〉 at lower energy than all
the other three states, and a system Hamiltonian HS =
−κt |1〉 1 + ∆ |2〉 〈2|+ κt |3〉 〈3| − ωg |4〉 〈4|, one gets:
HRS = ΠR(HS +HLS)ΠR − i
3∑
n=1
γn
2
|n〉 〈n| , (B9)
with γn = |cn|2γ(n + ωg), γ(ω) ≡ γ11(ω) (there is only
an Xα operator) and 1 = −κt, 2 = ∆, 3 = +κt.
After neglecting the Lamb-shifts, introducing Γk ≡
γk/2 and recovering the interaction terms H
R
S → HRS +∑
n 6=m Ωnm |n〉 〈m|, we obtain the 3 × 3 Hamiltonian in
(4).
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