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Abstract
For delayed reaction-diffusion Schnakenberg systems with Neumann boundary conditions,
critical conditions for Turing instability are derived, which are necessary and sufficient. And
existence conditions for Turing, Hopf and Turing-Hopf bifurcations are established. Normal
forms truncated to order 3 at Turing-Hopf singularity of codimension 2, are derived. By inves-
tigating Turing-Hopf bifurcation, the parameter regions for the stability of a periodic solution,
a pair of spatially inhomogeneous steady states and a pair of spatially inhomogeneous periodic
solutions, are derived in (τ, ε) parameter plane (τ for time delay, ε for diffusion rate). It is
revealed that joint effects of diffusion and delay can lead to the occurrence of mixed spatial
and temporal patterns. Moreover, it is also demonstrated that various spatially inhomogeneous
patterns with different spatial frequencies can be achieved via changing the diffusion rate. And,
the phenomenon that time delay may induce a failure of Turing instability observed by Gaffney
and Monk (2006) are theoretically explained.
Keywords: Diffusive Schnakenberg model with delay; Turing instability; Turing-Hopf bifurca-
tion; Normal form; Spatiotemporal patterns
1 Introduction
A morphogen is an important concept in developmental biology, because it describes a mech-
anism by which the emission of a signal from one part of an embryo can determine location,
differentiation and fate of many surrounding cells [10]. Schnakenberg system [23] has been used
to model spatial distribution of morphogen, and to understand how various morphogens interact
with cells and patterns [2, 31]. Although Schnakenberg system has a simple structure, it is one of
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the few reaction-diffusion models in morphogenesis, which exhibit patterns consistent with those
in experiments [22].
In the context of cellular pattern formation, delays play a central role in the generation of
spatially coordinated oscillations of gene expression underlying the formation of vertebrate somites
[17]. Delays are believed to have a profound effects on the mode and tempo of cellular pattern
formation [29]. Considering that activator autocatalysis in reaction-diffusion mechanism occurs
via gene expression, Gaffney and Monk introduced gene expression time delay which is induced
by transcription and translation, into Schnakenberg reaction-diffusion equations. They found that
time delay educe a failure of Turing instability, which can’t be predicted by a naive linear analysis
of the underlying equations about homogeneous steady states (see [7]). On the basis of above work,
Yi, Gaffney and Seirin-Lee considered following delayed reaction-diffusion Schnakenberg system
incorporating gene expression delays, under Neumann boundary conditions
ut(x, t) = εduxx(x, t) + a− u(x, t) + u2(x, t− τ)v(x, t− τ), x ∈ (0, 1), t > 0,
vt(x, t) = dvxx(x, t) + b− u2(x, t− τ)v(x, t− τ), x ∈ (0, 1), t > 0,
ux(0, t) = ux(1, t) = vx(0, t) = vx(1, t) = 0, t ≥ 0,
u(x, t) = φ(x, t) ≥ 0, v(x, t) = ϕ(x, t) ≥ 0, (x, t) ∈ [0, 1]× [−τ, 0],
(1.1)
where u(x, t) and v(x, t) are concentrations of activator and inhibitor at (x, t) respectively, and
a, b, d, ε are all positive constants, see [34]. The detailed model derivation can be found elsewhere
[24] and [7].
Yi, Gaffney and Seirin-Lee performed detailed stability and Hopf bifurcation analyses, and
derived conditions for determining the direction of bifurcation and stability of bifurcating periodic
solution. Diffusion-driven instability of the unique spatially inhomogeneous steady state solution
and delay-driven instability of spatially homogeneous periodic solution were also investigated, see
[34].
Turing’s theory [28] shows that diffusion could destabilize an otherwise stable equilibrium of
reaction-diffusion equations, and lead to nonuniform spatial patterns. This kind of instability is
usually called Turing instability or diffusion-driven instability. This corresponds to the sponta-
neous formation of a spatially inhomogeneous state in a Turing bifurcation, see [13, 18–20]. Due
to the time-delay factor, Hopf bifurcations occur more frequently in delayed differential equa-
tions, which could destabilize a stable equilibrium and lead to temporally inhomogeneous patterns,
see [3, 4, 9, 12, 21, 27, 30, 33, 35]. In presence of diffusion and time delay, Turing-Hopf bifurcation
arises extensively from the coincidence of Turing bifurcation and Hopf bifurcation. Thus, complex
spatiotemporal behaviors involving dynamical interactions of two Fourier modes, which has both
nonuniform spatially and temporally periodic patterns, can be found by investigating Turing-Hopf
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bifurcation, see [11, 15, 16, 25, 26, 32] and references therein. The interaction of Turing and Hopf
bifurcations are regarded as an important mechanism for the appearance of complex spatiotemporal
dynamics in diffusive models.
In the present paper, we concentrate on Turing instability and Turing-Hopf bifurcation of
system (1.1). The main work is as follows:
(1) On the basis of results of [34], we have obtained a much larger range where Turing instability
does not occur, which is one sufficient and necessary condition. In other words, we give the weaker
conditions that guarantee Turing instability. Meanwhile, the maximum parameter region, where the
coexistence equilibrium is stable, is provided, of which the boundary consists of Turing bifurcation
curves.
(2) We have given an explicit expression for the first Turing bifurcation curve, on which cor-
responding characteristic equations without delay have no root with positive real part. It is a
piecewise smooth and continuous curve, and the piecewise points are exactly Turing-Turing bifur-
cation points. The expression explicitly depends on wave numbers and diffusion coefficients, by
which we will easily find spatial patterns with arbitrary wave number.
(3) The joint effects of diffusion and delay ensure that Turing-Hopf bifurcation takes place.
Within the framework of Faria [5,6], Jiang et al. [14] gave explicitly generic formulas for calculating
coefficients of normal forms up to order 3 for codimension-two Hopf-steady state bifurcation of
delayed reaction-diffusion equations with Neumann boundary conditions, which include Turing-
Hopf bifurcation. Based on above work, normal forms truncated to order 3 for (1.1) are established.
All coefficients of normal forms are expressed explicitly, utilizing original system parameters a, b, d, ε
and delay τ . Based on this, it is very convenient to analyze and draw the impact of original system
parameters on dynamical behaviors.
(4) By analyzing Turring-Hopf bifurcation, we demonstrated that delay can destabilize a stable
equilibrium and drive diffusive system to generate a stable temporally periodic orbit via Hopf bifur-
cation, and diffusion can also destabilize the stable equilibrium and lead to a pair of stable spatially
inhomogeneous steady state solutions. The joint effects of diffusion and delay can destabilize above
stable temporally periodic orbit and a pair of spatially inhomogeneous steady state solutions, and
induce a pair of stable spatially inhomogeneous periodic orbits, which are mixed spatiotemporal
periodic patterns. And various spatially inhomogeneous patterns with different spatial frequencies
, can be achieved via changing the diffusion rates.
The paper is organized as follows. In Section 2, by analyzing characteristic equations at the
coexistence equilibrium, conditions for Turing instability, as well as existence conditions of Turing
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bifurcation, Hopf bifurcation and Turing-Hopf bifurcation are established. In Section 3, applying
generic formulas developed by Jiang et al. [14], explicit formulas for quadratic and cubic coefficients
of normal forms at Turing-Hopf singularity are derived. In Section 4, we take a set of system
parameters to illustrate spatiotemporal patterns with Turing-Hopf bifurcation, by analyzing normal
form derived in Section 3. And numerical simulations demonstrate spatiotemporal phenomena
consistent with theoretical analyses. We finish our study with some conclusions in Section 5.
2 Turing instability, Turing bifurcation and Hopf bifurcation
In this section, we would like to investigate Turing instability, Turing bifurcation and Hopf
bifurcation for delayed reaction-diffusion Schnakenberg system (1.1). The unique positive constant
steady state solution is denoted by E∗ = (u∗, v∗), where
u∗ = a+ b, v∗ =
b
(a+ b)2
. (2.1)
The linearized equations of system (1.1) evaluated at (u∗, v∗) are given by:
ut(x, t) = εduxx(x, t)− u(x, t) + 2u∗v∗u(x, t− τ) + u2∗v(x, t− τ), x ∈ (0, 1), t > 0,
vt(x, t) = dvxx(x, t)− 2u∗v∗u(x, t− τ)− u2∗v(x, t− τ), x ∈ (0, 1), t > 0,
ux(0, t) = ux(1, t) = vx(0, t) = vx(1, t) = 0, t ≥ 0.
(2.2)
Recall that µk = k
2pi2 with k ∈ N0 are eigenvalues of −∆ in one dimensional spatial domain
(0, 1). Then, a straightforward analysis indicates that the eigenvalues of linearized operator can be
derived by discussing roots of following series of equations,
Dk(λ, τ, ε) := det
 −εdk2pi2 − 1 + 2u∗v∗e−λτ − λ u2∗e−λτ
−2u∗v∗e−λτ −dk2pi2 − u2∗e−λτ − λ
 = 0, k ∈ N0, (2.3)
or equivalently,
Dk(λ, τ, ε) := λ
2 + pkλ+ rk + (skλ+ qk)e
−λτ = 0, k ∈ N0, (2.4)
where
pk =pk(ε) , (ε+ 1)dk2pi2 + 1, rk =rk(ε) , εd2k4pi4 + dk2pi2,
sk ,u2∗ − 2u∗v∗, qk =qk(ε) , (εu2∗ − 2u∗v∗)dk2pi2 + u2∗.
(2.5)
Therefore,
Dk(λ, 0, ε) = λ
2 + (pk + sk)λ+ (rk + qk) = 0, k ∈ N0. (2.6)
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We define DETk = rk + qk, TRk = −(pk + sk), then
DETk = εd
2k4pi4 + (εu2∗ − 2u∗v∗ + 1)dk2pi2 + u2∗,
TRk = −(ε+ 1)dk2pi2 − 1− u2∗ + 2u∗v∗,
for k ∈ N0. We firstly consider steady state bifurcation.
(1) Turing instability and diffusion-induced a steady state bifurcation
We assume that
(N0) u
2∗ > 2u∗v∗ − 1 > 0.
By (N0), all eigenvalues of D0(λ, 0) have negative real parts, and TRk < 0 for k ∈ N0. Now, we
consider what conditions cause Turing instability. Assume that
(N1) 0 < ε < ε1, where ε1 , 1u2∗ (
√
2u∗v∗ − 1)2.
(N2) 0 < ε < ε2(d), where ε2(d) , 2u∗v∗−1pi2d+u2∗ , d > 0.
Let k2min be the minimal point of function DETk on k
2 ∈ R+, then, in R+,
kmin =
√
1
2d
2u∗v∗ − εu2∗ − 1
εpi2
.
Condition (N1) guarantees that min
k∈R+
DETk < 0 and εu
2∗ < 2u∗v∗ − 1. Combining condition (N0),
we have ε < 1. Moreover, condition (N2) guarantees that the minimal point
kmin >
1√
2
.
We know that ε = ε2(d) decreases monotonically in d and intersects with ε = ε1 at the point d = d0,
where d0 , 2u
2∗
pi2(
√
2u∗v∗−1) . We take εB(d) = mind>0
{ε1, ε2(d)}, then
εB(d) =
 ε1, if 0 < d ≤ d0,ε2(d), if d ≥ d0. (2.7)
Thus we have following conclusions.
Lemma 2.1. Suppose that (N0) holds, then assumptions (N1) and (N2) hold if and only if
0 < ε < εB(d), d > 0.
Denote
ε∗(k, d) =
(2u∗v∗ − 1)dk2pi2 − u2∗
dk2pi2(dk2pi2 + u2∗)
, for d > dk, k ∈ N, (2.8)
where dk , u
2∗
2u∗v∗−1
1
k2pi2
, then DETk = 0 when ε = ε∗(k, d).
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Lemma 2.2. Suppose that (N0) holds, function ε = ε∗(k, d) has following properties,
(a) ε = ε∗(k, d) will reach the maximum ε1 at d = dM (k), and d = dM (k) decreases monotonically
as k increases, where dM (k) , u
2∗√
2u∗v∗−1
1
k2pi2
, k ∈ N.
(b) ε = ε∗(k, d) decreases monotonically in d and k when d > dM (k).
(c) For k ∈ N, following equation
ε∗(k, d) = ε∗(k + 1, d), d > 0,
only has one root dk,k+1 ∈ (dM (k + 1), dM (k)), where
dk,k+1 =
u2∗
2pi2(2u∗v∗ − 1)
k2 + 1
(k + 1)2
+
√(
1
k2
+
1
(k + 1)2
)2
+
4(2u∗v∗ − 1)
k2(k + 1)2
 . (2.9)
And
ε∗(k, d) > ε∗(k + 1, d) > ε∗(k + 2, d) > · · · , for d > dk,k+1.
(d) Mark d0,1 = +∞ and denote
ε∗ , ε∗(d) = ε∗(k, d), d ∈ [dk,k+1, dk−1,k), k ∈ N, (2.10)
then
ε∗(d) ≤ εB(d), 0 < d < +∞,
and ε∗(d) = εB(d) if and only if d = dM (k), k ∈ N.
In Figure 1, we present a graph of functions ε = ε1, ε = ε2(d), and ε = ε∗(k, d), d > 0, k =
1, 2, 3 · · · , which will help us understand the results of Lemma 2.1 and 2.2.
Theorem 2.3. Suppose that (N0) holds.
(1) For any given k1 ∈ N, we have that
(a) When ε = ε∗(k1, d) , ε∗, d ∈ (dk1,k1+1, dk1−1,k1), characteristic equation (2.4) with
k = k1 for all τ ≥ 0, has a simple real eigenvalue λ = λ(k1, τ, ε) with λ(k1, τ, ε∗) = 0,
dDk1 (λ,τ,ε)
dε |λ=0,ε=ε∗ < 0, and all other roots of Dk(λ, 0, ε∗) have negative real parts for
k ∈ N0.
(b) At ε = ε∗(k1, d), system (1.1) undergoes k1−mode Turing bifurcation at (u∗, v∗), and the
bifurcating steady state solutions near (ε∗, u∗, v∗) can be parameterized as (ε(s), u(s), v(s)),
so that ε(s) = ε∗ + s for s ∈ (−δ, 0) (or s ∈ (0, δ)) for some small δ > 0, and
(u(s), v(s)) = (u∗, v∗) + r cos(k1pix)(1, pk1), where pk1 =
1
u2∗
(1 − 2u∗v∗ − dε∗µk1) (see
(3.10)), r 6= 0.
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(2) ε = ε∗(d), d > 0 is the critical curve of Turing instability.
(a) When ε > ε∗(d), d > 0, Turing instability will not happen in system (1.1) for all τ ≥ 0.
And equilibrium (u∗, v∗) is asymptotically stable for system (1.1) with τ = 0.
(b) When 0 < ε < ε∗(d), d > 0, equilibrium (u∗, v∗) is unstable, which is educed by diffusion.
(3) On the critical curve ε = ε∗(d), d > 0, k−mode Turing bifurcation occurs when d ∈
(dk,k+1, dk−1,k), and (k, k+1)−mode Turing-Turing bifurcation occurs when d = dk,k+1, k ∈ N,
which stands for the intersection of two Turing bifurcation curves with different wave numbers
k and k + 1.
Proof. Firstly, (N0) implies that
TRk < TR0 = −1− u2∗ + 2u∗v∗ < 0, k ∈ N.
When d ∈ (dk1,k1+1, dk1−1,k1), λ = 0 is a root of Dk1(λ, τ, ε∗) for all τ ≥ 0, and all other roots of
Dk1(λ, τ, ε) have negative real parts when ε = ε∗. And
DETk1 = 0, DETk > 0, k ∈ N, k 6= k1.
From a direct calculation, we obtain that
dDk1(λ, τ, ε)
dλ
|λ=0 = pk1 + sk1 − τqk1 = −TRk1 + τrk1 > 0 for τ ≥ 0,
thus λ = 0 is a simple root.
Next, we show that tranversality condition is valid. Let λ = λ(k, τ, ε) be root of (2.4) satisfying
λ(k1, τ, ε∗) = 0, then
dDk1(λ, τ, ε)
dε
|λ=0,ε=ε∗ = (pk1 + sk1 − τqk1)
dλ(k1, τ, ε∗)
dε
+ d2k41pi
4 + dk21pi
2u2∗ = 0.
By (N0) and DETk1 = 0, we have pk1 + sk1 − τqk1 = u2∗ − 2u∗v∗ + 1 + (ε∗ + 1)dk21pi2 + τrk1 > 0
when ε = ε∗. Thus
dλ(k1, τ, ε∗)
dε
= −d
2k41pi
4 + dk21pi
2u2∗
pk1 + sk1 − τqk1
< 0, for τ ≥ 0.
Combining Lemma 2.2, the theorem is proved. 
Corollary 2.4. Suppose that (N0) holds. Turing instability (or say Turing bifurcation) does not
occur in system (1.1) for all τ ≥ 0, when one of the following three conditions is established,
(1) ε > ε1. The critical value ε1 is a constant, which does not depend on diffusion.
(2) ε > εB(d), d > 0. The critical value εB(d) depends on diffusion, but not on mode number k.
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(3) ε > ε∗(d), d > 0. The critical value ε∗(d) depends on both diffusion and mode number k.
Then, equilibrium (u∗, v∗) is asymptotically stable for system (1.1) with τ = 0.
Remark 2.5. In Corollary 2.4, terms (1) and (2) both are sufficient conditions, under which Turing
instability does not occur, and term (3) is not only sufficient but also necessary. In other words,
both ε > ε1 and ε < εB(d), d > 0 are necessary for Turing instability, while ε < ε∗(d), d > 0 is a
sufficient and necessary condition. And condition ε > ε1, which does not depend on diffusion, is
also precisely the (19) in [11, Proposition 2]. The latter two conditions, that is ε < εB(d), d > 0
and ε < ε∗(d), d > 0, are both weaker conditions.
Remark 2.6. From (N1) and (N2), we derive ε < 1. Therefore, Turing instability ( or say Turing
bifurcation) does not occur in system (1.1) for ε ≥ 1. Notice that {(d, ε) : d > 1
(1−ε)pi2 , 0 < ε < 1} ⊆
{(d, ε) : ε > εB(d), d > 0}, which means that we have given a much larger range, where Turing
instability does not occur, than [34]. (See Theorem 3.1 (1) of [34] ).
Remark 2.7. We call the critical curve of Turing instability ε = ε∗(d), d > 0 the first Turing
bifurcation curve, on which the corresponding characteristic equation without delay has no root
with positive real part. It is a piecewise smooth and continuous curve, and piecewise point is exactly
Turing-Turing bifurcation point Tk.k+1, k ∈ N, see in Figure 2. By (2.9) and (2.10), expression of
the first Turing curve explicitly depends on wave number k and diffusion coefficient d, so that we
can easily find stable spatial pattern with arbitrary wave number.
Remark 2.8. By Theorem 2.1 and Figure 2, we assert that when diffusion ratio ε is relatively
constant, the diffusion coefficient d of activator has great influence on wave number of spatial
pattern. Smaller the diffusion coefficient d is, larger the wave number k is.
(2) Delay-induced a Hopf bifurcation
Suppose that (N0) holds, and ε ≥ ε∗(d), d > 0. Let λ = iωk with ωk > 0, be the potential
pure imaginary eigenvalues of characteristic equation (2.4) when τ = τk, then
Dk(iωk, τk, ε) = rk−ω2k+qk cos(ωkτk)+skωk sin(ωkτk)+i[pkωk+skωk cos(ωkτk)−qk sin(ωkτk)] = 0,
k ∈ N0. Thus,
cos(ωkτk) =
qk(ω
2
k−rk)−pkskω2k
s2kω
2
k+q
2
k
,
sin(ωkτk) =
skωk(ω
2
k−rk)+pkqkωk
s2kω
2
k+q
2
k
.
(2.11)
Then, a direct analysis shows that ωk satisfies
ω4k + (p
2
k − s2k − 2rk)w2k + r2k − q2k = 0. (2.12)
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We define
ω±k :=
√
2
2
(
s2k − p2k + 2rk ±
√
(s2k − p2k + 2rk)2 − 4(r2k − q2k)
)1/2
. (2.13)
1. We firstly consider the sign of r2k − q2k = (rk + qk)(rk − qk).
We know that rk + qk = DETk ≥ 0, and rk − qk = ε(dk2pi2)2 − (εu2∗ − 2u∗v∗ − 1)(dk2pi2)− u2∗.
Noticing that (N1) means εu
2∗ − 2u∗v∗ − 1 < 0, we have
rk − qk > r0 − q0 = −u2∗, for any k ∈ N.
Defining
K0 := K0(ε) =
1√
2εdpi
[
(εu2∗ − 2u∗v∗ − 1) +
√
(εu2∗ − 2u∗v∗ − 1)2 + 4εu2∗
] 1
2
, (2.14)
we have
r2K0 − q2K0 = 0,
and
r2k − q2k < 0, for 0 ≤ k < K0,
r2k − q2k > 0, for k > K0.
Especially, k1 > K
0(ε∗).
2. Then, we consider p2k − s2k − 2rk, which is regarded as a function of k.
By p2k − s2k − 2rk = (ε2 + 1)d2k4pi4 + 2εdk2pi2 − (u2∗ − 2u∗v∗)2 + 1, define
K+ =
1
pi
√
(ε2 + 1)d
(
−ε+
√
(u2∗ − 2u∗v∗)2(ε2 + 1)− 1
)1/2
, for (u2∗− 2u∗v∗)2(ε2 + 1) ≥ 1, (2.15)
then p2K+−s2K+−2rK+ = 0, and K+ is the only one, which may be positive root. We have following
results.
Theorem 2.9. Suppose that (N0) holds, and ε ≥ ε∗(d), d > 0. Then for k ∈ N0,
1. when 0 ≤ k < K0, equation (2.12) has a positive root ω+k .
2. (a) if (u2∗ − 2u∗v∗)2(ε2 + 1) < 1, equation (2.12) has no positive root when k ≥ K0.
(b) if (u2∗ − 2u∗v∗)2(ε2 + 1) ≥ 1,
i. when K0 ≥ K+, equation (2.12) has no positive root for k ≥ K0.
ii. when K0 < K+, there is a K∗ ∈ (K0,K+), such that equation (2.12) has two
positive roots ω±k , a positive root ω
+
k , and has no positive root for k ∈ (K0,K∗), k =
K0 or K∗, k > K∗, respectively.
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Proof. Conclusion 1 is obvious.
Under the conditions of 2(a), we have s2k−p2k+2rk < 0 and r2k−q2k > 0 for k > K0, so equation
(2.12) has no positive root for k > K0.
If conditions of 2(b)-i are satisfied, by k ≥ K0 we have s2k−p2k +2rk < 0 and r2k− q2k > 0, which
means that ω−k and ω
+
k are not positive roots.
When conditions of 2(b)-ii hold, letting
∆(k) := (s2k − p2k + 2rk)2 − 4(r2k − q2k),
we have ∆(K0) = (s2K0 − p2K0 + 2rK0)2 > 0 and ∆(K+) = −4(r2K+ − q2K+) < 0. So there exist
K∗ ∈ (K0,K+) such that ∆(K∗) = 0, and ∆(k) > 0, r2k − q2k > 0 for k ∈ (K0,K∗) which means
ω−k and ω
+
k are positive roots. By (s
2
K0 − p2K0 + 2rK0)2 > 0 and r2K0 − q2K0 = 0, we have ω−K0 = 0,
so there is only one positive root ω+
K0
at K0. By ∆(K∗) = 0 and (s2K∗ − p2K∗ + 2rK∗)2 > 0, we have
ω+K∗ = ω
−
K∗ > 0, so there is also only one positive root at K∗. 
Based on Theorem 2.9, we have following corollary.
Corollary 2.10. Suppose that (N0) holds, and ε ≥ ε∗(d), d > 0, we define that
K∗ :=

K0, for (u2∗ − 2u∗v∗)2(ε2 + 1) < 1
K0, for (u2∗ − 2u∗v∗)2(ε2 + 1) ≥ 1 and K0 ≥ K+,
K∗, for (u2∗ − 2u∗v∗)2(ε2 + 1) ≥ 1 and K0 < K+,
(2.16)
then equation (2.12) has at least a positive root ω+k for 0 ≤ k < K∗ and k ∈ N0.
Thus we define τk ∈ (0, 2pi] which is a root of (2.11), and
τ
(j)
k = τk +
2pij
ω+k
, j, k = 0, 1, 2, . . . , 0 ≤ k < K∗. (2.17)
where ±iω+k are pure imaginary eigenvalues of characteristic equation (2.4) when τ = τ (j)k , j =
0, 1, 2, . . . , 0 ≤ k < K∗. Then following theorem on tranversality condition on standard Hopf
bifurcation theorem holds:
Theorem 2.11. Suppose that (N0) holds, and ε ≥ ε∗(d), d > 0. Let τ (j)k be defined as in (2.17),
and λ(τ) = α(τ) + iω(τ) be a root of Dk(λ, τ) = 0 in (2.4) near τ = τ
(j)
k satisfying α(τ
(j)
k ) =
0, ω(τ
(j)
k ) = ω
+
k , k ∈ N0, 0 ≤ k < K∗ . Then
dReλ(τ)
dτ
|
τ
(j)
k
> 0.
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See [34] for the proof of Theorem 2.2.
We further assume that
(N3) There is an integer k2 ∈ [0,K∗) satisfying that for any integer k ∈ [0,K∗), we have
τk = min
0≤s<K∗,s∈N0
τs, k = k2,
τk > min
0≤s<K∗,s∈N0
τs, k 6= k2.
So far, we summarize our results on the stability of (u∗, v∗) and Hopf bifurcation of system
(1.1) in following theorem.
Theorem 2.12. Suppose that (N0) and (N3) hold, and ε > ε∗(d), d > 0. Then
1. At τ = τ
(j)
k with 0 ≤ k < K∗ and j, k ∈ N0, system (1.1) undergoes k−mode Hopf bifurcation
near (u∗, v∗), and the bifurcating periodic solutions near (τ
(j)
k , u∗, v∗) can be parameterized as
(τ(s), u(s), v(s)) so that τ(s) = τ
(j)
k + s for s ∈ (−δ, 0) (or s ∈ (0, δ)) for some small δ > 0,
and (u(s), v(s)) = (u∗, v∗) + [r1(1, p0k)e
iτkω
+
k θ + r2(1, p0k)e
−iτkω+k θ] cos(kpix), − 1 ≤ θ ≤ 0,
where p0k =
1
u2∗
(1− 2u∗v∗e−iτkω+k − dε∗µk + iω+k )eiτkω
+
k (see (3.10)), r1 or r2 6= 0.
2. When τ = τk2, Dk2(λ, τ, ε) has a pair of pure imaginary roots, with all other roots of
Dk2(λ, τ, ε) and all roots of Dk(λ, τ, ε), k 6= k2 having negative real parts. And equilibrium
(u∗, v∗) is locally asymptotically stable in system (1.1) with τ ∈ [0, τk2).
Remark 2.13. When ω−k is also a positive root, we can analogously define τ
−
k ∈ (0, 2pi] which is a
root of (2.11), and define
τ
(j−)
k = τ
−
k +
2pij
ω−k
, j, k = 0, 1, 2, . . . ,K0 ≤ k < K∗, (2.18)
where ±iω−k are corresponding pure imaginary eigenvalues of characteristic equation (2.4). The
tranversality condition can be accordingly described as:
dReλ(τ)
dτ
|
τ
(j−)
k
< 0.
Thus, when all roots of Dk(λ, τ, ε) with τ = 0 have negative real parts for any k ∈ N0, we assert
that
min
0≤s<K∗,s∈N0
τs < min
K0≤s<K∗,s∈N0
τ−s .
Remark 2.14. By theorem 1 and 4, Hopf bifurcation doesn’t occurs in system (1.1) with diffusion
and without delay. Hence, Hopf bifurcation is induced by delay, that is, delay-driven oscillation
occurs.
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(3) Diffusion and Delay-induced a Turing-Hopf bifurcation
From above discussions, it follows that, for any τ > 0 and d = 0, the FDEs does not undergo
any Hopf-steady state bifurcation, and for any d > 0 and τ = 0, the PDEs system does not undergo
any Hopf-steady state bifurcation. However, in this section, we shall show the joint effects of
diffusion and delay, which induce otherwise non-existing Hopf-steady state bifurcation, or rather,
it is a Turing-Hopf bifurcation in PFDEs. By Theorem 2.3, 2.9, 2.11, 2.12 and [14, Definition
2.1], we summarize our results on the stability of (u∗, v∗) and Turing-Hopf bifurcation of system
(1.1) in following theorem.
Theorem 2.15. Suppose that (N0) and (N3) hold. Then
1. System (1.1) undergoes (k1, k2)-mode Turing-Hopf bifurcation near (u∗, v∗) at ε = ε∗(k1, d) ,
ε∗, τ = τk2 for d ∈ (dk1,k1+1, dk1−1,k1).
2. The equilibrium (u∗, v∗) is asymptotically stable in system (1.1) with τ ∈ [0, τk2) for ε > ε∗,
and unstable for 0 < ε < ε∗.
3 Third-order normal form of Turing-Hopf bifurcation
In this section, we are interested in determining the third-order normal forms with original
perturbation parameters for system (1.1) with (k1, k2)-mode Turing-Hopf bifurcation when (τ, ε)
near (τk2 , ε∗), according to the formula in [14]. Rewrite τ = τk2 +α1, ε = ε∗+α2. Then for (u∗, v∗)
and α1 = 0, α2 = 0, system (1.1) exhibits (k1, k2)-mode Turing-Hopf bifurcation. We normalize the
delay τ in system (1.1) by time-scaling t → t/τ , and translate (u∗, v∗) into origin. Then, system
(1.1) is transformed into
∂u
dt = τ
(
εduxx + a− (u(t, x) + u∗) + (u(t− 1, x) + u∗)2(v(t− 1, x) + v∗)
)
,
∂v
dt = τ
(
dvxx + b− (u(t− 1, x) + u∗)2(v(t− 1, x) + v∗)
)
.
(3.1)
The corresponding characteristic equations are
λ2 + τpk(ε)λ+ τ
2rk(ε) + (τskλ+ τ
2qk(ε))e
−λ = 0, k ∈ N0, (3.2)
Define U(t) = (u(t), v(t)), and introduce two bifurcation parameters α = (α1, α2) by setting
τ = τk2 + α1, ε = ε∗ + α2. (3.3)
Then, system (3.1) can be written in following form in C = C([−1, 0];X):
d
dt
U(t) = L0(Ut)+D0∆U(t)+
1
2
L1(α)Ut+
1
2
D1(α)∆U(t)+
1
2!
Q(Ut, Ut)+
1
3!
C(Ut, Ut, Ut)+· · · , (3.4)
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with X =
{
(u, v) : u, v ∈W 2,2(Ω) : u′(0) = u′(1) = v′(0) = v′(1) = 0 } , Ω = (0, 1), and
D0 = dτk2
 ε∗ 0
0 1
 ,
D1(α) = 2d
 α1ε∗ + α2τk2 0
0 α1
 ,
L0ϕ = τk2
 −ϕ(1)(0) + 2u∗v∗ϕ(1)(−1) + u2∗ϕ(2)(−1)
−(2u∗v∗ϕ(1)(−1) + u2∗ϕ(2)(−1))
 ,
L1(α)ϕ = 2α1
 −ϕ(1)(0) + 2u∗v∗ϕ(1)(−1) + u2∗ϕ(2)(−1)
−(2u∗v∗ϕ(1)(−1) + u2∗ϕ(2)(−1))
 ,
Q(ϕ,ϕ) = 2τk2ϕ
(1)(−1)[v∗ϕ(1)(−1) + 2u∗ϕ(2)(−1)]
 1
−1
 ,
C(ϕ,ϕ, ϕ) = 3!τk2ϕ
(1)2(−1)ϕ(2)(−1)
 1
−1
 , ϕ =
 ϕ(1)
ϕ(2)
 .
Thus,
QXY = 2τk2{v∗x1(−1)y1(−1) + u∗(x1(−1)y2(−1) + x2(−1)y1(−1))}
 1
−1
 ,
CXY Z = 2τk2 [x1(−1)y1(−1)z2(−1) + x1(−1)y2(−1)z1(−1) + x2(−1)y1(−1)z1(−1)]
 1
−1
 ,
where X =
 x1
x2
 , Y =
 y1
y2
 , Z =
 z1
z2
 . The corresponding characteristic equations
with τ = τk2 , ε = ε∗ are represented as
Dk(λ) := λ
2 + τk2pk(ε∗)λ+ τ
2
k2rk(ε∗) + (τk2skλ+ τ
2
k2qk(ε∗))e
−λ = 0, k ∈ N0. (3.5)
By [14], we know that the normal forms restrict on center manifold up to the third order are
z˙1 = a1(α)z1 + a11z
2
1 + a23z2z¯2 + +a111z
3
1 + a123z1z2z¯2 + h.o.t.,
z˙2 = iω0z2 + b2(α)z2 + b12z1z2 + b112z
2
1z2 + b223z
2
2 z¯2 + h.o.t..
˙¯z2 = −iω0z¯2 + b2(α)z¯2 + b12z1z¯2 + b112z21 z¯2 + b223z2z¯22 + h.o.t.,
(3.6)
Here, we only consider the case k1 6= 0, k2 = 0 in [14], which is one of the most interesting and
practical situations.
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Lemma 3.1. (see [14]) For k2 = 0, k1 6= 0 and Neumann boundary condition on spatial domain
Ω = (0, lpi), l > 0, the parameters a1(α), b2(α), a11, a23, a111, a123, b12, b112, b223 in (3.6) are
a1(α) =
1
2ψ1(0)(L1(α)φ1 − µk1D1(α)φ1(0)),
b2(α) =
1
2ψ2(0)(L1(α)φ2 − µk2D1(α)φ2(0)),
a11 = a23 = b12 = 0,
a111 =
1
4ψ1(0)Cφ1φ1φ1 +
1
ω0
ψ1(0)Re(iQφ1φ2ψ2(0))Qφ1φ1 + ψ1(0)Qφ1(h
0
200 +
1√
2
h2k1200),
a123 = ψ1(0)Cφ1φ2φ¯2 +
2
ω0
ψ1(0)Re(iQφ1φ2ψ2(0))Qφ2φ¯2+
ψ1(0)[Qφ1(h
0
011 +
1√
2
h2k1011) +Qφ2h
k1
101 +Qφ¯2h
k1
110],
b112 =
1
2ψ2(0)Cφ1φ1φ2 +
1
2iω0
ψ2(0){2Qφ1φ1ψ1(0)Qφ1φ2 + [−Qφ2φ2ψ2(0) +Qφ2φ¯2ψ¯2(0)]Qφ1φ1}
+ψ2(0)(Qφ1h
k1
110 +Qφ2h
0
200)
b223 =
1
2ψ2(0)Cφ2φ2φ¯2 +
1
4iω0
ψ2(0){23Qφ¯2φ¯2ψ¯2(0)Qφ2φ2 + [−2Qφ2φ2ψ2(0)
+4Qφ2φ¯2ψ¯2(0)]Qφ2φ¯2}+ ψ2(0)(Qφ2h0011 +Qφ¯2h0020).
(3.7)
where
h0200(θ) = −12 [
∫ 0
−r dη0(θ)]
−1Qφ1φ1 +
1
2iω0
(φ2(θ)ψ2(0)− φ¯2(θ)ψ¯2(0))]Qφ1φ1 ,
h2k1200(θ) ≡ − 12√2 [
∫ 0
−r dη2k1(θ)]
−1Qφ1φ1 ,
h0011(θ) = −[
∫ 0
−r dη0(θ)]
−1Qφ2φ¯2 +
1
iω0
(φ2(θ)ψ2(0)− φ¯2(θ)ψ¯2(0))]Qφ2φ¯2 ,
h2k1011(θ) = 0,
h0020(θ) =
1
2 [2iω0I −
∫ 0
−r e
2iω0θdη0(θ)]
−1Qφ2φ2e2iω0θ − 12iω0 [φ2(θ)ψ2(0) + 13 φ¯2(θ)ψ¯2(0)]Qφ2φ2 ,
hk1110(θ) = [iω0I −
∫ 0
−r e
iω0θdηk1(θ)]
−1Qφ1φ2eiω0θ − 1iω0φ1(0)ψ1(0)Qφ1φ2 ,
h0002(θ) = h
0
020(θ), h
k1
101(θ) = h
k1
110(θ).
(3.8)
θ ∈ [−r, 0], φ1, φ2, ψ1(0), ψ2(0) see [14, (2.8)], and ηk ∈ BV ([−r, 0],Cm) is denoted by [14, (2.6)],
that is
− µkD0ψ(0) + L0ψ =
∫ 0
−r
dηk(θ)ψ(θ), ψ ∈ C , C([−r, 0],Cm), (3.9)
k ∈ N0.
Now, we are going to calculate coefficients in the third-order normal form (3.6) by explicit
formulas (3.7) and (3.8).
(3-1) To get expressions of φ1, φ2, ψ1(0), ψ2(0), and further to get the expression of a1(α), b2(α) in
(3.6) and Qφiφj , Cφiφjφl, i, j, l = 1, 2.
By [14, (2.8)], and noticing ω0 = τk2ω
+
k2
, we have
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φ1(θ) =
 1
p01
 , φ2(θ) =
 1
p02
 eiτk2ω+k2θ, − 1 ≤ θ ≤ 0
and
ψ1(0) =
1
N1
(
1, q01
)
, ψ2(0) =
1
N2
(
1, q02
)
,
where
q01 = − 12u∗v∗ (1− 2u∗v∗ − dε∗µk1),
p01 =
1
u2∗
(1− 2u∗v∗ − dε∗µk1),
q02 = − 12u∗v∗ (1− 2u∗v∗e
−iτk2ω+k2 − dε∗µk2 + iω+k2)e
iτk2ω
+
k2 ,
p02 =
1
u2∗
(1− 2u∗v∗e−iτk2ω
+
k2 − dε∗µk2 + iω+k2)e
iτk2ω
+
k2 ,
N1 = 1 + p
0
1q
0
1 + τk2u∗(2v∗ + u∗p01)(1− q01),
N2 = 1 + p
0
2q
0
2 + τk2u∗(2v∗ + u∗p02)(1− q02)e−iτk2ω
+
k2 .
(3.10)
So, we have
a1(α) =
1
N1
[−1 + u∗(2v∗ + u∗p01)(1− q01)− dk21pi2(ε∗ + p01q01)]α1 − 1N1dk21pi2τk2α2,
b2(α) =
1
N2
[−1 + u∗(2v∗ + u∗p02)(1− q02)e−iτk2ω
+
k2 − dk22pi2(ε∗ + p02q02)]α1 − 1N2dk22pi2τk2α2.
(3.11)
Qφ1φ1 = 2τk2(v∗ + 2u∗p01)(1, −1)T ,
Qφ1φ2 = 2τk2e
−iτk2ω+k2 [v∗ + u∗(p01 + p02)](1, −1)T ,
Qφ1φ¯2 = 2τk2e
iτk2ω
+
k2 [v∗ + u∗(p01 + p02)](1, −1)T ,
Qφ2φ2 = 2τk2e
−2iτk2ω+k2 (v∗ + 2u∗p02)(1, −1)T ,
Qφ2φ¯2 = 2τk2(v∗ + u∗(p
0
2 + p
0
2))(1, −1)T ,
Qφ¯2φ¯2 = 2τk2e
2iτk2ω
+
k2 (v∗ + 2u∗p02)(1, −1)T
(3.12)
and
Cφ1φ1φ1 = 6τk2p
0
1(1, −1)T ,
Cφ1φ2φ¯2 = 2τk2(p
0
1 + p
0
2 + p
0
2)](1, −1)T ,
Cφ1φ1φ2 = 2τk2e
−iτk2ω+k2 (2p01 + p02)(1, −1)T ,
Cφ2φ2φ¯2 = 2τk2(2p
0
2 + p
0
2)e
−iτk2ω+k2 (1, −1)T .
(3.13)
(3-2) To calculate expressions of h0200, h
2k1
200, h
0
011, h
2k1
011, h
k1
110, h
k1
101, h
0
020 by(3.8) and (3.9).
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h0200(θ) = (v∗ − 2u∗p01)
 1
u2∗
 0
−1
+ 2
ω+k2
 Re(1−q02iN2 eiτk2ω+k2θ)
Re(
(1−q02)p02
iN2
e
iτk2ω
+
k2
θ
)
 ,
h2k1200(θ) = − 1√2(v∗ + 2u∗p01)
1
q2k1 (ε∗)+r2k1 (ε∗)
 −(2k1)2pi2d
1 + (2k1)
2pi2dε∗

h0011(θ) = 2[v∗ + u∗(p02 + p02)]
 1
u2∗
 0
−1
+ 2
ω+k2
 Re(1−q02iN2 eiτk2ω+k2θ)
Re(
(1−q02)p02
iN2
e
iτk2ω
+
k2
θ
)
 ,
h2k1011(θ) = 0,
h0020(θ) = (v∗ + 2u∗p01)
e
iτk2
ω+
k2
(θ−2)
D0(2iω
+
k2
,τk2 ,ε∗)
 2iω+k2
−2iω+k2 − 1

− (v∗+2u∗p01)
iω+k2
(e
iτk2ω
+
k2
(θ−2) (1−q02)
N2
 1
p02
+ 13e−iτk2ω+k2 (θ+2) (1−q02)N2
 1
p02
)
h0002(θ) = h
0
020(θ),
hk1110(θ) = 2[v∗ + u∗(p
0
1 + p
0
2)]e
iτk2ω
+
k2
(θ−1) 1
Dk1 (iω
+
k2
,τk2 ,ε∗)
 iω+k2 + dk21pi2
−iω+k2 − ε∗dk21pi2 − 1

−2[v∗ + u∗(p01 + p02)]e−iτk2ω
+
k2
(1−q01)
iω+k2
N1
 1
p01
 ,
hk1101(θ) = h
k1
110(θ).
(3.14)
Plugging (3.12),(3.13) and (3.14) into (3.7), expressions of a111, a123, b123, b223 are obtained. Further,
we have following result by [14].
Theorem 3.2. Suppose that (N0) and (N3) hold, and d ∈ (dk1,k1+1, dk1−1,k1), k1 ∈ N, k2 = 0.
Then Turing-Hopf bifurcation with Hopf-pitchfork type occurs for (1.1) with τ = τk2 , ε = ε∗ when
a111, a123, Reb112, Reb223 6= 0, and a111Reb223 − a123Reb112 6= 0. Moreover, the simplified planar
system, which corresponds to normal form (3.6), is
r˙ = r(ε1(α) + r
2 + b0z
2),
z˙ = z(ε2(α) + c0r
2 + d0z
2),
(3.15)
where ε1(α) = Reb2(α)sign(Reb223), ε2(α) = a1(α)sign(Reb223) , b0 =
Reb112
|a111| sign(Reb223), c0 =
a123
|Reb223|sign(Reb223), d0 = sign(a111Reb223).
Based on [8, §7.5], by different signs of b0, c0, d0, d0−b0c0 in Table 1, Eq.(3.15) has twelve distinct
types of unfoldings, which are twelve essentially distinct types of phase portraits and bifurcation
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case Ia Ib II III IVa IVb V VIa VIb VIIa VIIb VIII
d0 +1 +1 +1 +1 +1 +1 −1 −1 −1 −1 −1 −1
b0 + + + − − − + + + − − −
c0 + + − + − − + − − + + −
d0 − b0c0 + − + + + − − + − + − −
Table 1: The twelve unfoldings of (3.15), see [8]
diagrams. With the help of analysis in [1, Section 4], the results in [8] can be directly applied to
analyzing the equation (3.15).
By the corresponding bifurcation diagrams and phase portraits of (3.15), we can answer fol-
lowing questions:
1. On which side of the Turing bifurcation critical value does purely spatially periodic pattern
(that is spatially inhomogeneous steady state solutions) appear? Is it stable?
2. On which side of the Hopf bifurcation critical value does temporally periodic pattern (that is
spatially homogeneous or inhomogeneous periodic orbits ) appear? Is it stable?
3. What kind of mixed spatiotemporal periodic patterns will emerge, owing to the mode inter-
action between Turing and Hopf bifurcations?
In next section, we will answer these three questions under the given system parameters.
4 Spatiotemporal patterns with Turing-Hopf bifurcation
The model (1.1) has five parameters: a, b, d, ε, τ . We choose parameters:
a = 0.1, b = 0.9. (4.1)
The equilibrium point is (u∗, v∗) = (1, 0.9), and condition
(N0) u
2
∗ > 2u∗v∗ − 1 > 0.
is satisfied. By (N1), (N2), (2.7) and (2.8) we calculate that ε1 = 0.1167,
εB(d) =
 0.1167, if 0 < d ≤ 0.5931,4
5(pi2d+1)
, if d ≥ 0.5931,
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and
ε∗ = ε∗(k1, d) =
4dk21pi
2 − 5
5dk21pi
2(dk21pi
2 + 1)
, d ∈ (dk1,k1+1, dk1−1,k1), k1 ∈ N.
In the following, we consider different values of wave number k1 to reveal spatiotemporal patterns
with different spatial frequencies.
0 0.1 0.2 0.3 0.4 0.5 0.6
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
d

T
1,2
T
2,3
T
3,4
d=0.5d=0.05
T
1
:=*(1,d)
T
3
:=*(3,d) T:=*(d)
Figure 3: The line d = 0.5 and d = 0.05 intersect with Turing bifurcation line T at ε∗(1, 0.5) =
0.1007 and ε∗(3, 0.05) = 0.1056, respectively.
Example 4.1. Take k1 = 1, then d1,2 = 0.1765 by (2.9). Choose d = 0.5 ∈ (d1,2, +∞), thus
ε∗ = ε∗(1, 0.5) = 0.1007. So, system (1.1) with d = 0.5 undergoes 1−mode Turing bifurcation near
equilibrium (1, 0.9) at ε = 0.1007. See Figure 3.
By (u2∗ − 2u∗v∗)2(ε2 + 1) < 1 for ε > 0.1007, we have K∗ = K0. Furthermore, by (2.14), we
obtain K0 := K0(ε∗) = 0.2721. According to the first item of Theorem 2, we assert that equation
(2.12) has a positive root ω+k when 0 ≤ k < 0.2721. From Assumption (N3), we know that
k2 = 0.
By (2.13) and (2.11), we obtain
ω+0 = 0.9144, τ0 = 0.2171
Thus, by Theorem 2.12 and 2.15 we conclude that
Corollary 4.2. For parameters a = 0.1, b = 0.9, d = 0.5, we have
(1) System (1.1) undergoes (1, 0)−mode Turing-Hopf bifurcation near equilibrium (u, v) = (1, 0.9)
at τ = 0.2171, ε = 0.1007.
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(2) The equilibrium (u, v) = (1, 0.9) is asymptotically stable in system (1.1) with τ ∈ [0, 0.2171)
for ε > 0.1007, and unstable for 0 < ε < 0.1007.
Now, let’s calculate the normal form. From (3.10) and (2.5), we have
q01 = 0.16837, q
0
2 = 0.55554− 0.60759i, p01 = −0.30307, p02 = −0.99997 + 1.0937i,
N1 = 1.2192, N2 = 1.0848 + 1.4353i,
rk2 = 0, qk2 = 1, pk2 = 1,
rk1 = 7.3859, qk1 = −7.3859, pk1 = 6.4359,
r2k1 = 58.9574, q2k1 = −32.5438, p2k1 = 22.7260.
By (3.14), we obtain that
h0200(0) =
 0.0084241
−0.0079706
 , h200(−1) =
 −0.097808
0.088523
 ,
h2200(0) = h
2
200(−1) =
 0.31035
−0.046975
 ,
h0011(0) =
 −0.031531
0.029834
 , h0011(−1) =
 0.36609
−0.33134)
 ,
h0020(0) =
 0.0020659 + 0.069984i
−0.0021214− 0.066282i
 , h0020(−1) =
 −0.08515− 0.80808i
0.082398 + 0.73077i
 ,
h1110(0) =
 −0.0043069 + 0.10203i
0.0073407− 0.25347i
 , h1110(−1) =
 0.03495− 0.24323i
−0.048564− 0.14565i
 ,
h1101 = h
1
110, h
0
002 = h
0
020, h
2
011 = 0.
Substituting above parameter values into expression (3.11), (3.7), the coefficients of normal form
(3.6) are obtained,
a1(α) = −0.00018873α1 − 0.8787α2,
b2(α) = (0.07723 + 0.83252i)α1,
a11 = a23 = b12 = 0,
a111 = −0.1399, b112 = −0.0906 + 0.0967i,
a123 = −0.1966, b223 = −0.1675− 0.0489i.
(4.2)
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Thus, in corresponding planar system (3.15)
r˙ = r(ε1(α) + r
2 + b0z
2),
z˙ = z(ε2(α) + c0r
2 + d0z
2),
(4.3)
we obtain that ε1(α) = −0.07723α1, ε2(α) = 0.00018873α1 + 0.8787α2, b0 = 0.6476, c0 =
1.1737, d0 = 1, d0− b0c0 = 0.2399, and Case Ia in Table 1 occurs. Taking notice of sign(Reb223) =
−1 in the coordinate transformation in [14, Section 3], by phase portraits in [8, §7.5], we show the
complete bifurcation set for (1.1) with a = 0.1, b = 0.9, d = 0.5 about parameters (τ, ε) and phase
portraits for (4.3) in Figure 4.
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Figure 4: In (a), bifurcation sets in (τ, ε) plane for (1.1) with a = 0.1, b = 0.9, d = 0.5. In (b),
phase portraits for (4.3) for Case Ia.
In Figure 4(a), critical bifurcation lines are, respectively,
L1 : τ = τ∗, ε > ε∗,
L2 : ε = ε∗ − 0.00021478(τ − τ∗), τ > τ∗,
L3 : ε = ε∗ − 0.1034(τ − τ∗), τ > τ∗,
L4 : ε = ε∗ − 0.1359(τ − τ∗), τ > τ∗,
L5 : τ = τ∗, ε < ε∗,
L6 : ε = ε∗ − 0.00021478(τ − τ∗), τ < τ∗.
By analysis in [1, Section 4], we have following result.
Theorem 4.3. For system (1.1) with a = 0.1, b = 0.9, d = 0.5, dynamical phenomena are as
follows when parameters (τ, ε) are sufficiently close to (τ∗, ε∗),
(1) The equilibrium (u∗, v∗) is asymptotically stable when ε > ε∗− 0.00021478(τ − τ∗) and τ < τ∗
(that is (τ, ε) ∈ D1);
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0−mode Hopf bifurcation occurs near the equilibrium (u∗, v∗) at (τ, ε) ∈ L1.
(2) There exists an asymptotically stable spatially homogeneous periodic orbit which is bifurcated
from equilibrium (u∗, v∗), and (u∗, v∗) loses its stability, when ε > ε∗ − 0.00021478(τ − τ∗)
and τ > τ∗ (that is (τ, ε) ∈ D2);
1−mode Turing bifurcation occurs near the equilibrium (u∗, v∗) at (τ, ε) ∈ L2.
(3) There are two unstable spatially inhomogeneous steady state solutions which are bifurcated
from the equilibrium (u∗, v∗) which is unstable, and the spatially homogeneous periodic orbit
remains asymptotically stable, when ε∗ − 0.00021478(τ − τ∗) > ε > ε∗ − 0.1034(τ − τ∗) and
τ > τ∗ (that is (τ, ε) ∈ D3);
1−mode Turing bifurcation occurs near the spatially homogeneous periodic orbit at (τ, ε) ∈ L3.
(4) There are two asymptotically stable spatially inhomogeneous periodic orbit which are bifur-
cated from the spatially homogeneous periodic orbit. Moreover, their linear main parts are
approximately
E∗ + ρφ2(0)eiτ∗ω∗t + ρ¯φ¯2(0)e−iτ∗ω∗t ± hφ1(0) cos(pix),
where ρ and h are some constants. The spatially homogeneous periodic orbit loses its stability,
(u∗, v∗) and two spatially inhomogeneous steady-state solutions are still unstable, when ε∗ −
0.1359(τ − τ∗) < ε < ε∗ − 0.1034(τ − τ∗) and τ > τ∗ (that is (τ, ε) ∈ D4);
0−mode Hopf bifurcation occurs near two spatially inhomogeneous steady-state solutions at
(τ, ε) ∈ L4.
(5) Two spatially inhomogeneous periodic orbit disappear by Hopf bifurcation, and two spatially
inhomogeneous steady-state solutions are asymptotically stable, while (u∗, v∗) and the spatially
homogeneous periodic orbit are still unstable, when ε < ε∗ − 0.1359(τ − τ∗) and τ > τ∗ (that
is (τ, ε) ∈ D5);
0−mode Hopf bifurcation occurs near the equilibrium (u∗, v∗) at (τ, ε) ∈ L5.
(6) The spatially homogeneous periodic orbit disappears by Hopf bifurcation, and (u∗, v∗) is un-
stable, while two spatially inhomogeneous steady-state solutions remain asymptotically stable,
when ε < ε∗ − 0.00021478(τ − τ∗) and τ < τ∗ (that is (τ, ε) ∈ D6);
1−mode Turing bifurcation occurs near the equilibrium (u∗, v∗) at (τ, ε) ∈ L6.
where τ∗ = 0.2171, ε∗ = 0.1007, ω∗ = 0.9144 and (u∗, v∗) = (1, 0.9).
Remark 4.4. k−mode Hopf (Turing) bifurcation means that the corresponding k−th characteristic
equation Dk(λ) = 0 has a pair of pure imaginary roots (a zero toot).
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The above analytical information is an useful starting point for the use of adequate numerical
tools. Now, by numerical simulations, we are going to show different temporal and spatial patterns
of (1.1) with a = 0.1, b = 0.9, d = 0.5 when (τ, ε) ∈ D1 − D6, respectively. We will see that
numerical results are consistent with the theoretical results in Theorem 4.3.
(i) Parameters (τ, ε) = (τ∗, ε∗)+(−0.05, 0.05) ∈ D1. Figure 5 shows that the equilibrium (u∗, v∗)
is asymptotically stable. u(x, t), v(x, t) are solutions of (1.1) with initial value functions
(ϕ(x, t), ψ(x, t)) = (1 + 0.1 cos(pix), 1 + 0.1 cos(pix), (x, t) ∈ [−0.1671, 0]× [0, 1].
(a) u(t, x) (b) v(t, x)
Figure 5: The equilibrium (u∗, v∗) is asymptotically stable when (τ, ε) ∈ D1.
(ii) Parameters (τ, ε) = (τ∗, ε∗) + (0.05, 0.05) ∈ D2. Figure 6 shows that there exists an asymp-
totically stable spatially homogeneous periodic orbit in (1.1) . The initial value functions are
(ϕ(x, t), ψ(x, t)) = (1+0.1 cos(pix), 1+0.1 cos(pix)), (x, t) ∈ [−0.2671, 0]× [0, 1], the simulated
time is from 2630 to 2671.
For (τ, ε) ∈ D3, similar to Figure 6, an asymptotically stable spatially homogeneous periodic
orbit can be also simulated, which is consistent with the assertions (3) of Theorem 4.1.
(iii) Parameters (τ, ε) = (τ∗, ε∗) + (0.05, −0.0063) ∈ D4. Figure 7 shows that two sta-
ble spatially inhomogeneous periodic orbits coexist in (1.1). The initial value functions
are (ϕ(x, t), ψ(x, t)) = (1 − 0.1 cos(pix), 1 − 0.1 cos(pix)) in (a),(b) and (ϕ(x, t), ψ(x, t)) =
(1 + 0.1 cos(pix), 1 + 0.1 cos(pix)) in (c), (d), respectively, (x, t) ∈ [−0.2671, 0] × [0, 1], the
simulated time is from 2630 to 2671.
(iv) Parameters (τ, ε) = (τ∗, ε∗) + (0.05, −0.03) ∈ D5. Figure 8 shows that two stable spa-
tially inhomogeneous steady state solutions coexist in (1.1). The initial value functions are
(ϕ(x, t), ψ(x, t)) = (0.9, 1.1) in (a),(b) and (ϕ(x, t), ψ(x, t)) = (1+0.1 cos(pix), 1+0.1 cos(pix))
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(a) u(t, x) (b) v(t, x)
Figure 6: There exists an asymptotically stable spatially homogeneous periodic orbit in (1.1) when
(τ, ε) ∈ D2.
in (c), (d), respectively, (x, t) ∈ [−0.2671, 0]× [0, 1]. The simulated time is from 1259 to 1335
in (a),(b) and from 2630 to 2671 in (c),(d), respectively.
For (τ, ε) ∈ D6, similar to Figure 8, a pair of stable spatially inhomogeneous steady state
solutions can be also simulated, which are consistent with the assertions (6) of Theorem 4.3.
Example 4.5. Take k1 = 3, then d3,4 = 0.0255, d2,3 = 0.0525 by (2.9). Choose d = 0.05 ∈
(d3,4, d2,3), thus ε∗ = ε∗(3, 0.05) = 0.1056, see Figure 3. So, the system (1.1) with d = 0.05
undergoes 3−mode Turing bifurcation near the equilibrium (1, 0.9) at ε = 0.1056. Similar to
previous discussion, k2 = 0, ω
+
0 = 0.9144, τ0 = 0.2171 are the same as Example 4.1. Thus, we have
following conclusions.
Corollary 4.6. For parameters a = 0.1, b = 0.9, d = 0.05, we have that
(1) System (1.1) undergoes (3, 0)−mode Turing-Hopf bifurcation near equilibrium (u, v) = (1, 0.9)
at τ = 0.2171, ε = 0.1056.
(2) The equilibrium (u, v) = (1, 0.9) is asymptotically stable in system (1.1) with τ ∈ [0, 0.2171)
for 0.1056 < ε < 0.1079, and unstable for 0.0600 < ε < 0.1056.
Similarly, in corresponding planar system (4.3), the coefficients are ε1(α) = −0.07723α1,
ε2(α) = 0.00018873α1 + 0.8787α2, b0 = 0.6476, c0 = 1.1737, d0 = 1, d0 − b0c0 = 0.2399,
sign(Reb223) = −1. The Case Ia in Table 1 occurs again. In Figure 4(a), critical bifurcation
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(a) u(t, x) (b) v(t, x)
(c) u(t, x) (d) v(t, x)
Figure 7: Two stable spatially inhomogeneous periodic orbits coexist in (1.1) when (τ, ε) ∈ D4.
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(a) u(t, x) (b) v(t, x)
(c) u(t, x) (d) v(t, x)
Figure 8: Two stable spatially inhomogeneous steady state solutions coexist in (1.1) when (τ, ε) ∈
D5.
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lines are, respectively,
L1 : τ = τ∗, ε > ε∗,
L2 : ε = ε∗ + 0.00020177(τ − τ∗), τ > τ∗,
L3 : ε = ε∗ − 0.1154(τ − τ∗), τ > τ∗,
L4 : ε = ε∗ − 0.1231(τ − τ∗), τ > τ∗,
L5 : τ = τ∗, ε < ε∗,
L6 : ε = ε∗ + 0.00020177(τ − τ∗), τ < τ∗.
(iii) Parameters (τ, ε) = (τ∗, ε∗) + (0.05, −0.0063) ∈ D4. Figure 9 shows that two sta-
ble spatially inhomogeneous periodic orbits coexist in (1.1). The initial value functions
are (ϕ(x, t), ψ(x, t)) = (1 − 0.1 cos(pix), 1 − 0.1 cos(pix)) in (a),(b) and (ϕ(x, t), ψ(x, t)) =
(1 + 0.1 cos(pix), 1 + 0.1 cos(pix)) in (c), (d), respectively, (x, t) ∈ [−0.2671, 0] × [0, 1], the
simulated time is from 2630 to 2671.
(iv) Parameters (τ, ε) = (τ∗, ε∗) + (0.05, −0.03) ∈ D5. Figure 10 shows that two stable spa-
tially inhomogeneous steady state solutions coexist for (1.1). The initial value functions are
(ϕ(x, t), ψ(x, t)) = (0.9, 1.1) in (a),(b) and (ϕ(x, t), ψ(x, t)) = (1+0.1 cos(pix), 1+0.1 cos(pix))
in (c), (d), respectively, (x, t) ∈ [−0.2671, 0]× [0, 1]. The simulated time is from 3966 to 4006
in (a),(b),(c),(d).
5 Conclusion
Turing instability and Turing-Hopf bifurcation for a delayed reaction-diffusion Schnakenberg
system are investigated, applying characteristic equation analysis, center manifold theorem and
normal form method.
Firstly, on the basis of Yi [34], a more larger range, where Turing instability doesn’t occur,
that is, the coexistence equilibrium is stable, has been provided, which is described as two sufficient
conditions and one sufficient and necessary condition. They are independent of diffusion, dependent
on diffusion but not dependent on wave numbers, and dependent on diffusion and wave numbers,
respectively. In other words, we establish weaker conditions that guarantee the Turing instability,
of which two are necessary while one is sufficient and necessary.
Then, an explicit expression for the first Turing bifurcation curve has been obtained, on which
the corresponding characteristic equation without delay has no root with positive real part. It
is a piecewise smooth and continuous curve, of which piecewise points are exactly Turing-Turing
bifurcation points. The expression explicitly depends on wave number k and diffusion coefficient
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(a) u(t, x) (b) v(t, x)
(c) u(t, x) (d) v(t, x)
Figure 9: Two stable spatially inhomogeneous periodic orbits coexist for (1.1) when (τ, ε) ∈ D4.
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(a) u(t, x) (b) v(t, x)
(c) u(t, x) (d) v(t, x)
Figure 10: Two stable spatially inhomogeneous steady state solutions coexist for (1.1) when (τ, ε) ∈
D5.
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d, hence it is easy to find spatial pattern with arbitrary wave number. Based on this, the fact that
spatially inhomogeneous steady state and spatially inhomogeneous periodic patterns with different
spatial frequencies can be achieved via changing the diffusion rates, has been proven theoretically
and shown numerically.
Furthermore, the joint effects of diffusion and delay ensure that Turing-Hopf bifurcation takes
place. Normal forms truncated to order 3 restricted on center manifolds has been established, by
utilizing the generic formulas (see [14]), and all coefficients of normal forms are expressed explicitly,
using the original system parameters a, b, d, ε and the delay τ . Bifurcation set on (τ, ε) parameters
plane has been obtained. By discussing phase portraits, we have revealed that diffusion drives
Turing bifurcation and leads to a pair of stable spatially inhomogeneous steady state solutions,
while delay drives Hopf bifurcation and leads to a stable periodic solutions. In addition, the joint
effects of diffusion and delay can destabilize above solutions and generate a pair of stable spatially
inhomogeneous periodic solutions.
Our results have indicated that when diffusion ratio ε is relatively constant, diffusion coefficient
d of activator has great influence on the wave number k (or the wave frequency) of spatial pattern.
Smaller the diffusion coefficient d is, larger the wave number k is. Is the conclusion also suitable
for other diffusion models?
Specifically, the phenomena observed by [7] that time delay can induce a failure of the Turing
instability, have been theoretically explained, and the assertion drawn by Yi, Gaffney and Seirin-Lee
(2017) that the modelling of gene expression time delays in Turing systems can eliminate or disrupt
the formation of a stationary heterogeneous pattern in Schnakenberg system, has been further ver-
ified. These studies demonstrate that Turing-Hopf bifurcation is able to reveal the occurrence and
development of some mixed spatiotemporal patterns, which may include both nonuniform spatially
and temporally periodic patterns, and to further explain some complex biological phenomena. The
research method in this paper can also be applied to any other delayed reaction-diffusion equation
with similar degenerate critical points.
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