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0,0005 (натрий-калиевый механизм) и 0,007 (натрий-хлор) мМ, что согласуется 
с имеющейся в литературе экспериментальной информацией (0,001 мМ в [1]). 
Построенная модель в первом приближении качественно описывает процесс 
закачки нейромедиатора обратно после прохождения нервного импульса и мо-
жет быть использована для математического описания полного цикла движения 
медиаторов в нейронах. В дальнейшем планируется смоделировать процесс 
синтеза нейромедиаторов и процесс их движения к рецепторам на постсинапти-
ческом нейроне. 
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Одной из актуальных в настоящее время задач является исследование 
свойств парамагнетиков. В данной работе проводится исследование электрон-
ной структуры молекулярного магнетика V15 при помощи конечной модели Ха-





Решение модели Хаббарда методом точной диагонализации предусматрива-
ет нахождение собственных значений и собственных векторов матрицы гамиль-
тониана, используя метод Арнольди.[1] Для описания реальных низкоразмер-
ных систем данный метод требует организации эффективной обработки матриц 
большой размерности, что приводит к необходимости реализации дополнитель-
ных методов эффективного хранения данных. 
В данной работе решение модели Хаббарда предлагается проводить на си-
стемах с общей памятью. При этом, ввиду ограниченного объема необходимо 
минимизировать память, требуемую при решении задачи. Для этих целей было 
предложено два метода. 
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Первый заключается в том, чтобы хранить симметричную матрицу гамиль-
тониана без дублирования, воспользовавшись форматом Symmetric Sparse Sky-
line (SSS).[2] Это должно давать почти двукратное уменьшение требуемого объ-
ема памяти по сравнению с форматом Compressed Row Storage (CRS). Однако, 
при параллелизации умножения матрица-вектор требуется дополнительное вы-
деление памяти на редукцию. 
В рамках второго способа предлагается хранить только самые трудоемкие 
для воспроизведения составляющие: диагональ и знаки недиагональных эле-
ментов. Матрица знаков занимает в 8 раз меньше места по сравнению с готовы-
ми значениями. Недостатком является то, что процедура умножения затрачивает 
дополнительное время на получение элементов. 
Ниже приведено сравнение интересующих нас характеристик. Время вы-
полнения указано для 143 тыс. состояний; объем памяти – для задачи V15, с уче-
том редукции при 4 потоках. 
 
Формат Время выполнения, с Требуемый объем памяти, ГБ 
Symmetric Sparse Skyline 57,4 4,23 
диагональ + знаки 96,9 2,31 
 
Так как приоритетным в нашем случае является снижение требований к па-
мяти, второй способ является более подходящим для дальнейшей работы. 
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Одним из важнейших элементов финансовой системы любой страны явля-
ется биржа. Для ее нормального функционирования крайне важно поддержи-
вать ликвидность, а значит, возникает необходимость в регулярном совершении 
сделок, помимо этого каждый участник торгов имеет намерение получать выго-
ду в результате таких операций. Таким образом, создаются предпосылки для 
разработки торговых систем, которые путем совершения сделок на бирже будут 
при этом извлекать прибыль. Совершенно очевидно, что для разработки таких 
