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Abstract— It was usually considered in power systems that power flow 
equations had multiple solutions and all the eigenvalues of Jacobian ma-
trix at the high-voltage operable solution should have negative real parts. 
Accordingly, type-1 low-voltage power flow solutions are defined in the 
case that the Jacobian matrix has only one positive real-part eigenvalue. 
However, an important issue which has not been well addressed yet is that 
the “negative reactance” may appear in the practical power system models. 
Thus, the negative real-part eigenvalues of the Jacobian matrix at the 
high-voltage operable solution may be positive and also the type-1 
low-voltage solutions could have more than one positive real-part eigen-
values, being a major challenge. Therefore, in this paper, the recognition 
of the type-1 low-voltage power flow solutions is re-examined with the 
presence of negative reactance. Selected IEEE standard power system 
models and the real-world Polish power systems are then tested to verify 
the analysis. The results reveal that the negative reactance in the practical 
power systems has a significant impact on the negative real-part eigen-
values of the Jacobian matrix at the high-voltage operable solution as well 
as the number of positive real-part eigenvalues at the type-1 low-voltage 
power flow solutions.   
 
Index Terms— Negative reactance, power flow, continuation power 
flow, eigenvalues, type-1 power flow solution 
I. INTRODUCTION  
T has been commonly considered that the power flow equa-
tions in power systems have multiple solutions [1]-[4]. The 
number of the power flow solutions depends on the system 
loading. The maximum number of solutions for an n-bus power 
system is estimated to be 2n-1. Prior-art work has reported a vast 
array of methods to resolve the power flow equations and 
capture the multiple solutions [1]-[7]. 
Normally, tracking the multiple solutions of the power flow 
equations offers an effective way to analyze the static voltage 
stability [8]-[9], since the distance between the high-voltage 
operable power flow solution and the low-voltage solutions can 
be utilized as a static voltage stability index. When the system 
arrives at the maximum power transfer point, the operable 
high-voltage solution and low-voltage power flow solutions are 
coincident. When the distance is larger, the system is farther 
from the maximum power transfer point.  
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Moreover, it is investigated that in [10]-[15] that the type-1 
load-flow solutions are closely associated with the voltage 
instability phenomenon. Accordingly, the computational bur-
den for the static voltage stability analysis can be significantly 
alleviated, when only considering the type-1 load-flow solu-
tions. As a result, the static voltage stability indicator becomes 
the distance between the high-voltage operable power flow 
solution and the type-1 low-voltage power flow solutions. 
Now, we will focus on how to find the type-1 low-voltage 
power flow solutions. According to the property of Type-1 
power flow solutions, several methods have been proposed to 
acquire these solutions. In [16], a hybrid genetic and particle 
swarm optimization algorithm for locating all the type-1 power 
flow solutions has been adopted. Moreover, a state-space 
search method has been applied to calculate the low-voltage 
power flow solutions in ill-conditioned systems [17]. Addi-
tionally, a potential algorithm based on Continuation Power 
FLOW (CPFLOW) has been presented in [18] and [19]. 
However, recent study has revealed that negative reactance 
may appear in real-world power system models. For example, 
the IEEE 300-bus test system has one “negative reactance” in 
the MATPOWER [20]; three real-world Polish power systems, 
including 3012-bus, 3120-bus and 3375-bus systems, have 
more than 10 “negative reactances”; nearly 100 “negative re-
actances” exist in the U.S. Midwest ISO (MISO) EMS power 
system. Notably, the “negative reactance” mainly appears in 
actual systems induced by the process of system equivalencing 
or three winding transformer modeling [21]. From a purely 
physical perspective, transformer windings are taken as induc-
tive rather than capacitive. However, due to the mutual effects 
between windings of the three-winding transformers and the 
virtual system equivalencing, small negative values may appear 
in the mid-voltage side windings. In some cases, the series 
compensators used to increase the transfer capability in trans-
mission lines may also result in negative reactance. Addition-
ally, negative reactance is introduced deliberately to simulate 
the power breaker operation [22].  
The presence of the negative reactance even with limited 
number and small value may result in that a) the eigenvalues of 
Jacobian matrix at the high-voltage operable solution may have 
positive real parts and b) the type-1 low-voltage power flow 
solutions may have more than one real-part eigenvalues. This 
poses a challenge to the traditional definition of type-1 low- 
voltage power flow solutions and the viewpoint that the Jaco-
bian matrix at the high-voltage solution has all of its eigen-
values with negative real parts in [18].  
It should be noted that this phenomenon is very critical to 
track the low-voltage solutions of the power flow equations, 
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especially for the type-1 power flow solutions. However, such 
an issue has never been addressed in the state-of-the-art. In light 
of the above issues, the impact of negative reactance on the 
eigenvalues of the converged Jacobian matrix at the 
high-voltage operable solution as well as the type-1 
low-voltage power flow solutions has been explored in this 
paper. 
To the authors’ best knowledge, the main contributions of 
the paper can be summarized as follows: 
 It has rigorously proved that the power flow Jacobian ma-
trix has all of its eigenvalues with negative real parts at 
high-voltage operable solution without considering nega-
tive reactance. 
 The impact of negative reactance on the eigenvalues of the 
power flow Jacobian matrix at high-voltage operable solu-
tion has been evaluated. 
 The definition of type-1 low-voltage power flow solutions 
in [18] has been re-examined. 
The rest of the paper is organized as follows: The eigenval-
ues of the power flow Jacobian matrix are explored in Section II, 
followed by the investigation of the negative reactance effects 
on the recognition of the type-1 low-voltage power flow solu-
tions. In Section III, some discussions on the new findings are 
presented. Section IV provides case studies on selected IEEE 
standard systems and practical Polish power systems consid-
ering negative reactance. Finally, Section V draws the conclu-
sions. 
II. EIGENVALUES OF THE POWER FLOW JACOBIAN MATRIX  
A. Definition of the Power Flow Jacobian Matrix  
Typically, the power flow equations can be formulated as 
( )
( )
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where n is the number of buses; Pi and Qi are the injected active 
and reactive power at bus i; Ui and θi are the voltage magnitude 
and angle at bus i; θij=θi −θj; Gij and Bij are real and imaginary 
parts of the admittance matrix at the i-th row and the j-th col-
umn, with 
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in which gsh,i and bsh,i denote the shunt-connected elements at 
bus i. Commonly, the power flow can be solved by New-
ton-Raphson method, where the voltage magnitude and angle 
corrections can be obtained by the Jacobian matrix. It should be 
noted that it is usually convenient for numerical solution to 
normalize the voltage magnitude correction, so the normalized 
Newton equations can be formulated as 
∂ ∂ 
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where ∆P and ∆Q are the mismatched active and reactive power; 
∆U and ∆θ are the error of the voltage magnitudes and angles. 
Here, the Jacobian matrix of the normalized Newton equations 
is given by 
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B. Assumptions 
In order to study the eigenvalues of power flow Jacobian 
matrix, the following mild assumptions for a transmission 
network under the normal steady state operation have been 
made [23]-[24]: 
(i)    Voltage magnitudes (U) at the buses are close to 1.0 p.u., 
i.e., U ≈ 1.0 p.u. > 0; 
(ii)  The voltage angle differences among the bus voltages are 
quite small, i.e., |θij| ≈ 0, sin θij ≈ θij ≈ 0, and cos θij ≈ 1; 
(iii)  The injected reactive power at any bus is always much less 
than the reactive power consumed by the components 
connected to this bus when they are short-circuited to the 
ground, such that 2i ii iQ B U<< . 
(iv)  The shunt admittances of the transmission line bs are very 
small and the eigenvalues of the sub-matrices H and L are 
hardly affected by the small values 2i iQ U and bs,i, such 
that it satisfies ( ) ( )
( )
†
1
λ λ
λ
◊
◊
−
<
H H
H
and ( ) ( )
( )
†
1
λ λ
λ
◊
◊
−
<
L L
L
, 
where ( )λ ◊H and ( )λ ◊L are eigenvalues of sub-matrix H 
and L without small values;  ( )†λ H and ( )†λ L are eigen-
values of sub-matrix H and L with small values. 
C. Preliminaries 
When it comes to the eigenvalues of the matrix, it is usually 
associated with the matrix definiteness. However, the defi-
niteness of the matrix is generally defined for the Hermitian 
matrix. The reason is that the Hermitian matrix uniquely cor-
responds to a quadratic real function and has sound properties, 
such as its eigenvalues are all real numbers, and the negative 
definiteness is equivalent to the fact that all the eigenvalues are 
negative. In order to investigate the eigenvalues of the asym-
metric matrices, the definiteness of the Hermitian part of the 
asymmetric matrices by the following Corollary 1 will be em-
ployed in the analysis. 
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Definition 1[25]: An n×n Hermitian matrix A is negative definite, 
if and only if xHAx<0 for any nonzero complex vector x∈n×1, 
where xH is the conjugate transpose of x.  
Corollary 1: An asymmetric real matrix A will have negative 
real-part eigenvalues, if the Hermitian part ( ) 2T+A A is nega-
tive definite. 
The proof of corollary can be found in Appendix A, and it 
should be noted that the condition “ ( ) 2T+A A is negative defi-
nite” is a sufficient but not necessary one for the case that “An 
asymmetric real matrix A is negative definite”. 
In addition, three theorems for the further study on the ei-
genvalues have been provided in following: 
(Gershgorin Circle Theorem) [26] Let A be an n×n matrix, with 
entries aij. For every eigenvalue of A denoted by λ, lies within 
at least one of the Gershgorin discs, such that ii ij
j i
a aλ
≠
− ≤ ∑ . 
 (Schur Complements Theorem)[26] For any symmetric ma-
trix, M, with T
 
=  
 
A B
M
B C
, if A is invertible, it holds that 0M
, if and only if 0A  and 1T −− 0C B A B . 
D. Negative Real-Part Eigenvalues of the Jacobian Matrix 
with Positive Reactance at the High-Voltage Solution 
It is commonly considered that the reactance is always posi-
tive for all the lines, i.e., xij>0. As a result, Gij<0 and Bij>0 for 
i≠j; Gii>0 and Bii<0 for i=j. Hereafter, it will be shown that the 
real parts of all eigenvalues of the Jacobian matrix at the 
high-voltage operable solution are negative. 
Proof: It can be easily observed in (5) that the Jacobian matrix 
is an asymmetric real matrix. Now, we will define its Hermitian 
part ( ) 2T+J J as 
( ) ( ) ( )( ) ( )
†
†
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2
2 2
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where 
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In the matrix form, (12) can be reformulated as 
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†
†2
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where ( )1,...,P mpdiag U U=U , ( )1,...,Q mqdiag U U=U with the subscripts 
mp and mq indicating the number of buses related to the active 
power and reactive power equations, respectively. Meanwhile, 
the elements of matrix
†
†T
 
 =
  
H K
J
K L  
follow as 
†
2
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Now, we will focus on the definiteness of the matrix 
( ) 2T+J J considering that the reactance of all the lines is 
positive and three steps are presented as follows: 
(1) To show the sub-matrices †H and †L are negative definite 
At first, we construct two new matrices ◊H and ◊L , with ig-
noring the small value 2i iQ U and the shunt admittances bs in 
Assumption (iii) and (iv), which gives 
1,
cosij ij
nij
ij
j j i
B i j
H
B i j
θ
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
∑
,        
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θ
◊
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where the two matrices satisfy 
1, 1, 1, 1,
cos cos =
n n n n
ii ijij ij ij ij ij
j j i j j i j j i j j i
H B B B Hθ θ
◊ ◊
= ≠ = ≠ = ≠ = ≠
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1, 1, 1, 1,
cos cos =
n n n n
ii ijij ij ij ij ij
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L B B B Lθ θ
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Then, it can be found from (17) and (18) that both the ma-
trices ◊H and ◊L are strictly diagonally dominant. Applying the 
Gershgorin Circle Theorem concludes that both ◊H and ◊L are 
negative definite. 
Furthermore, according to Assumption (iv), it leads to 
( ) ( ) ( )†λ λ λ◊ ◊− <H H H                         (19) 
Since ◊H  is negative definite, all the eigenvalues of ◊H are 
negative, which means ( ) 0λ ◊ <H , thus (21) implies  
( ) ( ) ( ) ( ) ( )† 0λ λ λ λ λ◊ ◊ ◊ ◊< + = − =H H H H H       (20) 
It can be observed that all the eigenvalues of †H are negative, 
so the sub-matrix †H is negative definite. Moreover, the same 
conclusion can be obtained for the sub-matrix †L .  
(2) To show the matrix J is negative definite 
For any given vector   ≠ 
 
0
a
b
, we will arrive at 
( )
†
† †
†
2T T T T T
T
     = + + 
    
H K a
a b a H a b L b a Kb
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  (21) 
Since †H and 
†
L are negative definite, it holds for 
( )†max 0λ <H and ( )†max 0λ <L . Meanwhile, we can obtain that 
( )† †max 0T Tλ≤ <a H a H a a and ( )† †max 0T Tλ≤ <b L b L b b .  
Then, (21) becomes 
( ) ( ) ( )
†
† †
max max†
2T T T T T
T
λ λ
     ≤ + + 
    
H K a
a b H a a L b b a Kb
bK L
(22) 
According to Assumptions (i) and (ii), the active power flow 
equation of (1) can be approximated to be
1
sin
n
i i j ij ij
j
P U U B θ
=
≈ ∑ . 
In addition, sin 0ij ijθ θ≈ ≈  and ijθ ε≤ , where ε is a small num-
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ber, so ( )ij ε≤K   can be achieved. Here, where the operator
( )  denotes the order of magnitude and we will have 
( ) ( )2 2 2T Tε ε≤ ≤a Kb a b a b             (23) 
Furthermore, (22) will become 
( )
( ) ( )
( ) ( ) ( )
( ) ( )( ) ( ) ( )( )
†
†
† †
max max
† †
max max
† †
max max
2
+2
+ +
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T T
T
T T T
T T
T T
λ λ
λ λ ε
λ ε λ ε
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≤ + +
≤ +
≤ +
≤
H K a
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bK L
H a a L b b a Kb
H a a L b b a b
H a a L b b

 
(24) 
As shown above, for any nonzero vector, (24) will hold, so J  
is a negative definite matrix. 
 (3) To show the matrix ( ) 2T+J J is negative definite 
Since J is negative definite, J can be decomposed by the 
Cholesky decomposition into T= −J W W , leading to 
( )
†
†2
T
P PT
T
Q Q
       
+ = = −                   
0 0
0
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
U UH K
J J W W
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(25) 
Therefore, the matrix ( ) 2T+J J is negative definite. 
Furthermore, according to Corollary 1, we can obtain that the 
real parts of all eigenvalues of the Jacobian matrix J at the 
high-voltage operable solution are negative, since the Hermit-
ian part ( ) 2T+J J is negative definite. 
(Q.E.D.) 
E. Eigenvalues of the Jacobian Matrix Considering the Neg-
ative Reactance at the High-Voltage Solution 
However, as discussed in Section I, there may be “negative 
reactance” in the power systems, i.e., xij<0, which will break the 
diagonally dominant property of both matrices †H and †L , and 
therefore the negative definiteness of J  will be affected. Let’s 
take the matrix †H for an example in the following. 
If the reactance of one branch is negative (e.g., xij<0), the 
diagonal value increases but the off-diagonal value decreases, 
i.e., †iiH  ↑ and †ijH  ↓. With the increase of the absolute value of 
the negative reactance, the diagonal dominance will not be 
attained anymore. It is clear that the reactance as xij= x’ij −µ can 
be formulated, where x’ij and µ are strictly positive. Thus, the 
imaginary part of the admittance matrix formed by x and x’ can 
be written as B and B’, respectively. 
2 2 0
ij
ij
ij ij
x
B
r x
= <
+
, 
( )
'
'
22 '
0ijij
ij ij
x
B
r x
= >
+
, 'ij ijB B α= − , 0α >   (26) 
0iiB < ,   'ii iiB B α= +                            (27) 
At first, let †+H be formed with only positive reactance. With 
respect to the results in the last subsection, the matrix †+H  is 
strictly negative definite, such that † 0+ H . Furthermore, the 
original matrix 
†
H is formed with both negative and positive 
reactance. Here, we take one negative reactance for illustration 
and it is possible to reorder the bus index in such a way that the 
bus i and j are the last two rows/columns. Then, the original 
matrix
†
H can be derived by 
† † cos cos
cos cos
ij ii ij ijT
ij ij ij jj
h h
h h
α α θ α α θ
α θ α α θ α
+
+
   
   − + −= + =      
      − − +      
0 0
0
H C
H H
C
(28) 
where +H and C are sub-matrix of 
†
+H ; α is a parameter that 
can be adjusted to match the value of the negative reactance. 
Since xij is negative, according to (26) and the Assumption (ii), 
α can be approximated to  
' ' '1 1 1 1ij ij ij ij ij ijB B x x x xα = − ≈ − = +           (29) 
which shows that α is increasing with the decrease of |xij|.  
Furthermore, the negative definiteness of †+H implies that 
+H is negative definite as well, according to Schur Comple-
ments Theorem. Thus, the definiteness of †H is determined by 
the definiteness of the matrix 1cos
cos
ii ij ij T
ij ij jj
h h
h h
α α θ
α θ α
−
+
+ − 
− − + 
C H C . 
If this matrix is negative definite, †H will be negative definite, 
otherwise, the definiteness of †H cannot be determined. 
Moreover, the definiteness of the matrix
1cos
cos
ii ij ij T
ij ij jj
h h
h h
α α θ
α θ α
−
+
+ − 
− − + 
C H C
 
is shown in Appendix B, 
which implies that larger α  (i.e., smaller value of “negative 
reactance”, xij) leads to a higher possibility for the loss of neg-
ative definiteness of †H . As the example of “negative reac-
tance” shows in Section I, negative reactance mostly results 
from the 3-winding transformer modeling and its value is gen-
erally small. Therefore, it is highly possible that the negative 
definiteness of †H will be lost when there is “negative reac-
tance” in the practical power system model. In addition, the loss 
of the definiteness of †H will result in the indefiniteness of the 
Hermitian part ( )
†
†2
T
T
 
+ =  
 
H K
J J
K L
. 
Since Corollary 1 is a sufficient but not necessary condition, 
it is not possible to confirm whether the real part of all the 
eigenvalues of the Jacobian matrix J at the high-voltage oper-
able solution is negative. However, the counterpart from the 
single-load stiff-bus test system in Appendix C implies that 
some negative real-part eigenvalues of the Jacobian matrix at a 
high-voltage operable solution may become positive.  
Therefore, considering the negative reactance, the distribu-
tion of the eigenvalues of the Jacobian matrix at the 
high-voltage operable solution is determined by the value of 
negative reactance: when ijx is large, ( )
†
†2
T
T
 
+ =  
 
H K
J J
K L
can 
still keep negative definite and the real part of all the eigen-
values of the Jacobian matrix J at the high-voltage operable 
solution is still negative. Nevertheless, with decreasing ijx , the 
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negative definiteness of ( )
†
†2
T
T
 
+ =  
 
H K
J J
K L
will be lost, which 
may lead to the loss of negative real-part eigenvalues. 
III. DISCUSSIONS ON THE NEW FINDINGS 
It has been observed that the existence of negative reactance 
lines may shift the real part of some eigenvalues of the Jacobian 
matrix away from negative values to positive ones. This leads 
to a phenomenon that the power flow solution is a high-voltage 
operable solution, but the Jacobian matrix may have positive 
real-part eigenvalues.  
From the simple example of the single-load stiff-bus test 
system in Appendix C, it can be found in the closed form of 
eigenvalues of (C4) that, on the condition that power flow has a 
high-voltage solution, 2 cos 0E U θ− ≤ , the eigenvalues
( ) 0Jλ ≥ if the reactance is negative (i.e., x<0). At the same 
time, one eigenvalue in the converged Jacobian matrix has a 
negative real part at low-voltage solution. Therefore, the Jaco-
bian matrix at type-1 low voltage power flow solutions in this 
example has less than one positive real-part eigenvalue. 
Furthermore, the CPFLOW method in [18] and [27] has been 
employed to track the high-voltage operable and low-voltage 
type-1 power flow solutions on large-scale test systems. Spe-
cifically, the CPFLOW technique utilizes a predictor-corrector 
scheme to trace a solution path by the parameterized power 
flow equations.  With an increase of load levels, it is indicated 
that the system state moves towards the maximum power 
transfer point, where the Jacobian matrix becomes singular. 
The simulations in the next section show that the power flow 
solution is still a high-voltage operable solution but the Jaco-
bian matrix has positive real-part eigenvalues, when consider-
ing the negative reactance. Moreover, the type-1 low-voltage 
power flow solutions could have more than one positive re-
al-part eigenvalues in the converged Jacobian matrix. It means 
that one positive eigenvalue of the converged Jacobian matrix 
does not necessarily produce the type-1 low-voltage power 
flow solutions. 
The result therefore challenges the analysis of Jacobian ma-
trix of high-voltage operable solution and the definition of 
type-1 low-voltage power flow solution in [18] that:  
1) If the power flow solution is a high-voltage operable solution, 
the Jacobian matrix has all of its eigenvalues with negative 
real-part;  
2) A type-1 low-voltage power flow solution has a single posi-
tive real-part eigenvalue, and the others are negative real-part 
eigenvalues. 
From the proofs in Section II, we can conclude the following 
statement with the consideration of the negative reactance that: 
1) When there is no negative reactance, all the eigenvalues of 
the Jacobian matrix at the high-voltage power flow solution 
have negative real parts; when there exists negative reactance, 
the power flow solution may still be a high-voltage operable 
one even when there are positive real-part eigenvalues in the 
converged Jacobian matrix. The number of positive real-part 
eigenvalues is related to the value of the negative reactance; 
2) The definition of the type-1 low- voltage solution should be 
revised as: the power flow solution is a type-1 low-voltage 
solution, if the number of the positive real-part eigenvalues in 
the converged Jacobian matrix is one different from that at the 
high-voltage operable solution. 
IV. NUMERICAL RESULTS 
A. Negative Reactance/Eigenvalues of the Jacobian Matrix 
In order to track the phenomenon of the negative reactance 
and positive real-part eigenvalues, eight IEEE standard test 
systems and eight real-world Polish power systems from 
MATPOWER [20] are studied. The results are presented in 
Table I, where NNR is the number of negative reactance and 
NPE is the number of positive real-part eigenvalues. It can be 
observed in Table I that the IEEE 300-bus system has one 
negative reactance of x120-1201=-0.3697 p.u.. For the three re-
al-world Polish power systems, 3012-bus and 3120-bus both 
have 10 negative reactances, and 3375-bus has 12 negative 
reactances. Besides, the Jacobian matrix with the consideration 
of negative reactances is not negative definite anymore and the 
number of positive real-part eigenvalues is just twice the 
number of negative reactances. Meanwhile, the power flow 
solutions are all high-voltage solutions, the voltage magnitudes 
of which are all around a reasonable level (a.k.a., U≈1.0 p.u.). 
Furthermore, the assumption (iv) in Section I is also tested on 
the aforementioned systems, which can be shown in Table I, 
where two indexes are introduced as 
 ( )
( ) ( )
( )
†
max
i i
i
i
λ λ
η
λ
◊
◊
−
=
H H
H
H
and ( )
( ) ( )
( )
†
max
i i
i
i
λ λ
η
λ
◊
◊
−
=
L L
L
L
(31) 
Observe that both η(H) and η(L) are smaller than one, and in 
particular, η(H) is generally much smaller, which implies that 
the given assumption (iv) can be satisfied in all the IEEE 
standard systems and eight real-world Polish power systems. 
TABLE I.   NNRS AND POSITIVE REAL-PART EIGENVALUES AT THE SEP. 
Systems NNR NPEs 
Assumption (iv) 
η(H) η(L) 
case9 0 0 0.037387 0.074711 
case14 0 0 0.001022 0.001598 
case24 0 0 0.016896 0.114992 
case30 0 0 0.001520 0.011292 
case39 0 0 0.035173 0.128342 
case57 0 0 0.004327 0.042389 
case118 0 0 0.001296 0.172236 
case300 1 2 0.027426 0.209606 
case2383wp 0 0 0.010719 0.431781 
case2736sp 0 0 0.006802 0.579896 
case2737sop 0 0 0.004921 0.441467 
case2746wop 0 0 0.006279 0.544575 
case2746wp 0 0 0.009216 0.515809 
case3012wp 10 20 0.008046 0.689393 
case3120sp 10 20 0.008701 0.433149 
case3375wp 12 24 0.007910 0.640185 
B. Discussions on the Type-1 Solutions 
In this section, three systems are taken as examples to 
demonstrate the number of positive real-part eigenvalues at the 
Type-1 low-voltage solutions using the CPFLOW-based algo-
rithm a 5-bus system [18]. It can be found in [18] that the re-
actance of each line in the 5-bus system is positive, and the 
Jacobian matrix at the high-voltage power solution has all of its 
eigenvalues with negative real parts and the type-1 low-voltage 
solutions have only one positive real-part eigenvalue. In order 
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to study the effect of the negative reactance on the eigenvalues 
of power flow Jacobian matrix, the results of a 5-bus test sys-
tem are presented as follows: 
Example 1: Considering negative reactance with a small value, 
assume that there is one negative reactance of 0.01-0.03j p.u. on 
the line #3-#5. The high-voltage and four type-1 low-voltage 
power flow solutions are presented in Table II. Furthermore, 
the eigenvalues of the converged Jacobian matrix at each power 
flow solution are shown in Table III. It can be observed that 
there are two positive real-part eigenvalues in the Jacobian 
matrix at the high-voltage power solution. Moreover, each 
type-1 lower-voltage power flow solution has three positive 
real-part eigenvalues, which is one more than that at the 
high-voltage solution. 
TABLE II.  HIGH-VOLTAGE AND TYPE-1 LOW-VOLTAGE POWER FLOW 
SOLUTIONS OF THE FIRST 5-BUS SYSTEM WITH. 
 high-voltage solution 
Type-1 low-voltage power flow solutions 
1 2 3 4 
θ1 0.0000 0.0000 0.0000 0.0000 0.0000 
θ2 -1.9913 -25.1520 -12.0965 -25.8125 -138.4805 
θ3 -4.3739 -70.3519 -10.9785 -142.8122 -133.3012 
θ4 -5.4821 -31.7546 -70.7742 -39.9153 -141.4626 
θ5 -4.8360 -131.9410 -15.4707 -62.7795 -130.8539 
U1 1.0600 1.0600 1.0600 1.0600 1.0600 
U2 1.0000 1.0000 1.0000 1.0000 1.0000 
U3 0.9783 0.0226 0.7848 0.2619 0.4759 
U4 0.9666 0.6300 0.0570 0.5861 0.7925 
U5 0.9797 0.3587 0.7490 0.0276 0.5994 
TABLE III. IMPACT OF NEGATIVE REACTANCE ON THE EIGENVALUES OF THE 
JACOBIAN MATRIX OF THE FIRST 5-BUS SYSTEM. 
High-voltage solution Type-1 solution 1 Type-1 solution 2 
49.7122 - 22.0919j 
  49.7122 + 22.0919j 
 -35.9010           
 -12.3484 - 4.0607j 
 -12.3484 + 4.0607j 
  -3.9087           
  -6.9766           
-18.5509           
  -7.0812           
   6.4495 - 1.0085j 
   6.4495 + 1.0085j 
   2.5314           
  -3.4561           
  -1.7360       
34.7429 - 14.6580j 
  34.7429 + 14.6580j 
 -23.7665           
   3.1571           
  -6.2326           
  -4.6117           
  -1.8780           
Type-1 solution 3 Type-1 solution 4  
-17.8059           
   6.6389 - 0.8429j 
   6.6389 + 0.8429j 
  -6.2457           
  -3.3880           
   1.4794           
  -1.2101       
21.2837 - 6.3550j 
 21.2837 + 6.3550j 
   7.9611           
  -9.4403 - 3.0521j 
  -9.4403 + 3.0521j 
  -3.9546 - 1.5537j 
  -3.9546 + 1.5537j 
 
Example 2: For the same 5-bus system with a large value of 
negative reactance, it is assumed that the value of the negative 
reactance on the line #3-#5 is 0.01-2.50j p.u.. Then, the 
high-voltage power flow solution and four type-1 low-voltage 
power flow solutions obtained as presented in Table IV. Fur-
thermore, the eigenvalues of the converged Jacobian matrix at 
each power flow solution are shown in Table V. At this time, all 
the eigenvalues of the Jacobian matrix at high-voltage power 
solution are negative and each type-1 lower-voltage power flow 
solution has one positive real-part eigenvalues. 
Example 1 and example 2 have demonstrated that if negative 
reactance is taken into account, the Jacobian matrix evaluated 
at high voltage solution may have positive real-part eigenvalue 
and the Jacobian matrix at type-1 low-voltage power flow 
solutions may have more than one positive real-part eigenvalue. 
TABLE IV.  HIGH-VOLTAGE AND TYPE-1 LOW-VOLTAGE POWER FLOW 
SOLUTIONS OF THE SECOND 5-BUS SYSTEM. 
 high-voltage solution 
Type-1 low-voltage power flow solutions 
1 2 3 4 
θ1 0.0000 0.0000 0.0000 0.0000 0.0000 
θ2 -2.3826 -10.1736 -12.4792 -8.5795 -137.5970 
θ3 -6.6012 -72.7246 -22.5132 -13.3323 -142.6252 
θ4 -6.4961 -17.6694 -72.8108 -12.8270 -141.9442 
θ5 -3.5480 -8.5719 -9.3610 -54.3564 -109.6997 
U1 1.0600 1.0600 1.0600 1.0600 1.0600 
U2 1.0000 1.0000 1.0000 1.0000 1.0000 
U3 0.9593 0.0566 0.5218 1.0097 1.0001 
U4 0.9597 0.6339 0.0636 0.9768 0.9734 
U5 0.9960 1.0327 1.0106 0.0540 0.1961 
TABLE V.  IMPACT OF NEGATIVE REACTANCES ON THE EIGENVALUES OF THE 
JACOBIAN MATRIX OF THE SECOND 5-BUS SYSTEM. 
High-voltage solution Type-1 solution 1 Type-1 solution 2 
-35.8017           
 -12.8987 - 4.1888j 
 -12.8987 + 4.1888j 
  -3.2410           
  -5.7881           
  -7.8767 - 2.4698j 
  -7.8767 + 2.4698j         
-26.8977           
  -8.2182 - 2.5290j 
  -8.2182 + 2.5290j 
  -7.0685           
 1.9320           
  -3.9044           
  -1.3777     
-24.0107           
  -7.8734 - 2.1038j 
  -7.8734 + 2.1038j 
 2.8867           
  -4.0221           
  -1.6027           
  -2.7712   
Type-1 solution 3 Type-1 solution 4  
-30.5733           
 -13.4389 - 4.3542j 
 -13.4389 + 4.3542j 
   3.3922           
  -5.8476           
  -3.2464           
  -1.2053   
   7.7729           
 -13.7930 - 4.4974j 
 -13.7930 + 4.4974j 
  -8.0664 - 1.6039j 
  -8.0664 + 1.6039j 
  -0.5397           
  -2.0280   
 
Example 3: In order to show the impact of the values of nega-
tive reactance on the number of the Jacobian matrix’s positive 
real-part eigenvalues, another test system is adopted from the 
IEEE 14-bus system, where it is assumed that there are two 
negative reactances on the line #4-#7 and #4-#9. Five cases are 
considered with the different values of negative reactances:  
• In case 1, the values of negative reactance are very small, 
i.e., (x4-7=-0.01, x4-9=-0.01) p.u.;  
• In case 2, the values of negative reactance are small, i.e., 
(x4-7=-0.06, x4-9=-0.04) p.u.;  
• In case 3, the values of negative reactance are large, i.e., 
(x4-7=-0.20, x4-9=-0.20) p.u.; 
• In case 4, the values of negative reactance are further 
properly increased, i.e., (x4-7=-0.40, x4-9=-1.20) p.u.; 
• In case 5, the values of negative reactance are very large, 
i.e., (x4-7=-2.00, x4-9=-2.00) p.u.. 
Furthermore, it has been investigated in Fig.1 that the volt-
age magnitudes are all around an operable high voltage level 
(a.k.a., U≈1.0 p.u.). Meanwhile, the eigenvalues of the con-
verged Jacobian matrix at the high-voltage solution are shown 
in Table VI. It can be observed that the converged Jacobian 
matrix at the high-voltage power solution may not be negative 
definite and the number of positive real-part eigenvalues is 
related to the value negative reactances. With the increase of 
the absolute value of negative reactances, the number of posi-
tive real-part eigenvalues decrease. In addition, Table VII 
shows the number of positive real-part eigenvalues of con-
verged Jacobian matrix at the type-1 lower-voltage power flow 
solution under different cases. It should be noted that there are 
2(n-1) type-1 low-voltage power flow solutions where n is the 
number of buses. Here, it should be pointed out that only one 
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solution is chosen for illustration due to the limited space. 
Compared with Table VI, the results shows that the number of 
positive real-part eigenvalues at the type-1 low-voltage solution 
is just one more than that at the high-voltage power flow solu-
tion.  
 
Fig. 1.   Voltage magnitude of high-voltalge solution under five cases. 
TABLE VI.  EIGENVALUES AT THE HIGH-VOLTAGE SOLUTION. 
Case 1 Case 2 Case 3 
   303.10 ± 5.02j 
   8.95 ± 0.91j 
  -45.45 ± 13.05j 
  -34.04           
  -21.98 ± 7.78j 
  -20.43           
  -13.03 ± 7.73j 
  -11.32 ± 2.75j 
   -0.74           
  -7.77           
  -6.35 ± 2.37j 
  -5.75 - 1.94j 
  -4.69           
  -3.90   
  48.7464 ± 4.7782j 
 -48.7873 ± 15.1293j 
 -34.4661           
 -24.2866 ± 9.1192j 
 -20.7440           
 -12.9425 ± 7.7446j 
 -12.7523           
 -10.7157 ± 3.3903j 
   0.6478           
  -0.7789           
  -1.8941           
  -7.4268 ± 1.6286j 
  -4.9772 ± 0.9950j 
  -5.8024 ± 1.9843j 
 -54.5945 ± 17.2144j 
 -35.3052           
 -29.4030 ± 8.6498j 
 -21.8658           
   4.3007 ± 0.6516j 
 -12.8575 ± 7.7444j 
 -15.2495 ± 1.3277j 
 -11.9028 ± 3.2260j 
  -0.8538           
  -3.2547           
  -5.9931 ± 2.1947j 
  -5.2272 ± 1.7749j 
  -7.6271           
  -5.9866        
Case 4 Case 5  
-53.9798 ± 16.5669j 
 -40.0281 ± 9.5363j 
 -34.9330           
 -22.1717           
 -19.9434 ± 1.6430j 
 -13.5484 ± 7.9717j 
 -12.6662 ± 3.2243j 
   0.5632           
  -1.3154 ± 0.3678j 
  -9.3942 ± 1.9163j 
  -6.6272 ± 2.7418j 
  -4.1814           
  -5.6765 ± 1.5351j 
-55.9779 ± 17.1343j 
 -35.2998           
 -30.1682 ± 6.9648j 
 -21.4763           
 -16.8828 ± 2.3285j 
 -12.3246 ± 7.5514j 
 -12.8227 ± 2.8377j 
  -8.5350 ± 2.4381j 
  -0.0843           
  -1.2895           
  -2.1357           
  -4.6235 ± 1.8305j 
  -6.0791 ± 1.1053j 
  -4.1448 
 
TABLE VII.  EIGENVALUES AT ONE TYPE-1 LOW-VOLTAGE POWER FLOW 
SOLUTIONS. 
Case 1 Case 2 Case 3 
   257.75           
   235.38           
   66.41           
   62.71           
  -38.72 ± 10.89j 
  -31.70           
  -19.19 ± 6.88j 
  -17.06           
  -8.68 ± 5.81j 
  -10.05 ± 2.36j 
   1.86           
  -0.40           
  47.1891 ± 4.8702j 
 -44.2053 ± 13.8557j 
 -32.0892           
 -26.4901 ± 10.0755j 
 -11.9494 ± 3.6340j 
 -11.9208           
  -9.8607 ± 3.8747j 
  -9.2031           
  -6.3488           
  -4.4908 ± 2.1015j 
  -4.8069           
  -2.0361           
-46.4757 ± 14.5778j 
 -27.2208           
 -18.5953           
 -11.0329 ± 6.8632j 
 -12.8089           
   2.0102 ± 0.7040j 
  -9.1812 ± 0.9426j 
   0.2882           
  -0.5164           
  -1.6473           
  -2.6620 ± 1.0635j 
  -4.1240 ± 1.4259j 
  -0.69           
  -2.61           
  -5.51 ± 1.57j 
  -6.81           
  -5.76   
   1.7036           
   0.8978           
  -0.5772           
  -0.2155     
  -6.4449 ± 1.9056j 
  -6.7000 ± 0.3817j 
Case 4 Case 5  
-57.7633 ± 17.9048j 
 -35.4528           
 -18.6534           
 -15.9574           
  -8.7394 ± 5.8119j 
 -12.2248 ± 2.6068j 
 -12.7834           
  -9.7943 ± 1.5026j 
  -6.3993           
  -5.3256 ± 1.7983j 
  -4.0958           
  -2.6879           
   1.3271           
   0.5098           
  -1.1116           
  -0.4356           
  -0.5924      
-37.3825 ± 9.8909j 
 -33.7383 ± 7.9777j 
 -24.9589           
 -19.9537           
 -18.5792 ± 2.2882j 
 -12.7928 ± 7.6786j 
  -9.6053 ± 2.5729j 
   0.3233           
  -0.0927           
  -1.6703           
  -1.9826           
  -8.2229           
  -6.3295 ± 2.0035j 
  -5.0568 ± 1.9136j 
  -4.9731           
 
V. CONCLUSIONS 
This paper has presented an important phenomenon in the 
practical power system models, in which “negative reactance” 
may appear. As a consequence, the negative real-part eigen-
values of the Jacobian matrix at the high-voltage operable 
solution may be lost and the type-1 low-voltage power flow 
solutions may have more than one positive real-part eigenval-
ues, which imposes major challenges to the conventional 
viewpoints. The results from several study cases have demon-
strated that: 
a) The power flow solution with positive real-part eigenval-
ues in the converged Jacobian matrix may still be an op-
erable solution due to the existence of negative reactance. 
The number of the positive real-part eigenvalues is related 
to the values of the negative reactance. 
b) The power flow solution will be a type-1 low-voltage one, 
if the number of the positive real-part eigenvalues in the 
converged Jacobian matrix is one different from that at the 
high-voltage solution. 
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APPENDIX 
A. To Show the Corollary 1 
Proof: For any eigenvalue of a given asymmetric real matrix A, 
denoted by λ, it gives 
 λ=Ay y                                       (A1) 
Furthermore, pre-multiplying yH for both sides of (A1) yields 
( ) ( )
H H
H HH H H H H H
λ
λ λ
 =

= ⇒ =
y Ay y y
y Ay y y y A y y y
            (A2) 
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Since A is a real matrix, AH=AT, and it holds for  
H T H Hλ=y A y y y                              (A3) 
( ) ( )
2 2
H T
H H
λ λ+ +
=
A A
y y y y                     (A4) 
According to Definition 1, ( ) < 0
2
T
H +A Ay y is valid. Moreo-
ver, 0Hy y > and ( ) ( )Re 2Hλ λ λ= + , so ( )Re 0λ < . 
 (Q.E.D.) 
B. To Show the Definiteness of 1cos
cos
ii ij ij T
ij ij jj
h h
h h
α α θ
α θ α
−
+
+ − 
− − + 
C H C  
Let the determinant function be 
( ) 1
cos0
det 0
cos0
ii ij ij T
ij ij jj
h h
f
h hα
α α θλ
λ
α θ αλ
−
+
+ −   
= − + =    − +    
C H C
 
(B1) 
Since †+H is negative definite, (B2) can be derived when 
considering the Schur Complements Theorem. 
1ii ij T
ij jj
h h a b
h h b c
−
+
   
− =   
  
0C H C                 (B2) 
which leads to a<0, c<0 and ac−b2>0. 
Furthermore, (B1) can be reformulated as 
( )
cos0
det 0
cos0
ij
ij
a b
f
b cα
α α θλ
λ
α θ αλ
+ −   
= − =    − +        
 (B3) 
Thus, the eigenvalues can then be calculated by 
( )
( ) ( )
( ) ( )
2
2
2
2
cos
2 2
cos
2 2
a c a c b
a c a c b
λ α α α θ
λ α
λ α α α θ
+
−
 + −  = + + + −   
= 
 + − = + − + −  
 
   (B4) 
Subsequently, the condition shown in (B5) should hold, 
which also shows that λ is monotonously increasing along with 
the adjustable parameterα .  
( ) ( )
2
21 cos cos cos 0
2
a cb bλ α α θ θ α θ− ∂ ∂ = ± − + − ≥ 
 
(B5) 
Moreover, we can obtain that 
Whenα →+∞, it yields 
( ) cos 0λ α α θ± +∞ = ± = +∞ >                       (B6) 
Whenα →−∞, it yields 
( ) cos 0λ α α θ± −∞ = ± = −∞ <                     (B7) 
As a result, the sign of the eigenvalues ( )λ α± are related to 
the value of α, which gives the fact that the definiteness of the 
matrix 1cos
cos
ii ij ij T
ij ij jj
h h
h h
α α θ
α θ α
−
+
+ − 
− − + 
C H C
 
is related to the value of α 
as well. Moreover, a larger α  leads to a higher possibility for 
the loss of negative definiteness of 
1cos
cos
ii ij ij T
ij ij jj
h h
h h
α α θ
α θ α
−
+
+ − 
− − + 
C H C . 
C. Eigenvalues of the Single-Load Stiff-Bus Test System 
A widely used single-load stiff-bus test system is shown in 
Fig. 2, where the power flow equation can be written as 
( )
( )
2
2
cos sin
cos sin
L
L
EU g b U g P
U b EU b g Q
θ θ
θ θ
 + − =
 − − =
                (C1) 
where E is the grid voltage amplitude, PL and QL are the load 
active power and reactive power, respectively, θ is the bus 
voltage angle, with 
2 2 2 2
1j ,
j
r xg b g b
r x r x r x
−
+ = ⇒ = =
+ + +
           (C2) 
 
 The Jacobian matrix of (C1) is then formulated as 
( ) ( )
( ) ( )
2
2
cos sin 2 cos sin
cos sin sin cos 2
P PU EU b g gU EU g bUJ
Q Q EU g b EU g b bUU
U
θ θ θ θθ
θ θ θ θ
θ
∂ ∂ 
   − − + +∂ ∂= − =   ∂ ∂ + − +   
 ∂ ∂ 
 (C3) 
Following, the closed form of eigenvalues can be obtained as  
( ) ( )( )
( ) ( )
2 2 2 2 2
2 22
2
2 2 2
2 cos
2 cos
J bU U b U E b g E U
E r xU x x E U
r x U
λ θ
θ
= ± + + −
 + = − ± + −
 +
 
    (C4) 
Notably, if the power flow equation has a high-voltage op-
erable solution, the condition 2 cos 0E U θ− ≤ should hold. 
Proof: The power flow equation of (C1) can be rearranged as 
( )
( )
2
2
cos cos
sin sin
L
L
EU U ZP
EU U ZQ
ϕ θ ϕ
ϕ θ ϕ
 + − =
 + − =
                  (C5) 
where φ = tan-1(x/r) and Z = (r2+x2)1/2. Eliminating φ gives 
( ) ( )2 22 2 2 2 2cos sinL LP z U Q z U E U zϕ ϕ+ + + =             (C6) 
Then, the voltage magnitude U can be obtained by solving  
( ) ( )4 2 2 2 2 22 cos 2 sin 0L L L LU P z Q z E U z P Qϕ ϕ+ + − + + =       (C7) 
( )2 2 cos sinL LU E P z Q zϕ ϕ= − + ± ∆               (C8) 
with 
( ) ( )22 2 2 22 cos 2 sin 4L L L LP z Q z E z P Qϕ ϕ∆ = + − − +        (C9) 
It should be noted that if the power flow equation is stated in 
a high-voltage operable solution, the following condition 
should be valid:  
( )2 2 cos sinL LU E P z Q zϕ ϕ≥ − +                  (C10) 
Substituting (C5) into (C10) yields 
( )( )
( )( )
2
2 2
2
cos cos cos
2
sin sin sin
EU U
U E
EU U
ϕ θ ϕ ϕ
ϕ θ ϕ ϕ
  + −
  ≥ −
  + + −  
        (C11) 
2 2 22 cos 2 cos 0U E EU U E Uθ θ≥ − + ⇒ − ≤          (C12) 
(Q.E.D.) 
Furthermore, according to (C4) and (C12), it can be con-
cluded that, if the power flow is stated in a high-voltage solu-
tion (i.e., Eq. (C12) holds), the eigenvalues of (C4) can be 
derived as (i) λ(J ) ≤ 0 if x > 0; (ii) λ(J ) ≥ 0 if x < 0. 
Generally, it is widely considered in power systems that the 
reactance of each transmission line is positive (i.e., x > 0), so 
the two eigenvalues of the Jacobian matrix of the Single-Load 
 
Fig. 2.   A single-load stiff-bus test system. 
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Stiff-Bus system have negative real parts at the high-voltage 
solution. However, if there exists negative reactance (i.e., x<0), 
the real parts of the two eigenvalues will still be positive under 
the high-voltage condition. This has revealed that the tradi-
tional viewpoint on the negative real-part eigenvalues of the 
Jacobian matrix at a high-voltage operable solution does not 
necessarily hold due to the existence of the negative reactance.  
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