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Abstract
Pleban´ski’s class of nonlinear vacuum electrodynamics is considered which is
for several reasons of interest at the present time. In particular the question
is answered under which circumstances Maxwell’s original field equations are
recovered approximately and which post-Maxwellian effects could arrise. To
this end a weak field approximation method is developed allowing to calculate
post-Maxwellian corrections up to Nth order. In some respect this is analogue
of determining ”post-newtonian” corrections from relativistic mechanics by a
low velocity approximation. As a result we got a series of linear field equations
which can be solved order by order. In this context the solutions of the lower
orders occur as source terms inside the higher order field equations and rep-
resent a ”post-Maxwellian” self-interaction of the electromagnetic field which
increases order by order. One has to decide between problems with and with-
out external source-terms, because without also high frequency solutions can
be approximately described by Maxwell’s original equations. The higher order
approximations which describe ”post-Maxwellian” effects can give rise for ex-
perimental tests of Pleban´ksi’s class. Finally two boundary value problems are
discussed to have examples at hand.
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1. Introduction
Attempts to modify Maxwell’s fundamental theory of electromagnetism have
a long history [1] since in 1912 Gustav Mie developed such a modification to
overcome some problems as infinite self-energies and self-forces. While Mie’s
theory [2, 3] suffers from serious problems – e.g. the gauge invariance is broken5
– it stimulated the research on this field enduringly. The first reasonable theory
which could prevent infinite self-energies was Born’s one [4] presented in 1933
which experienced further development together with Infeld in 1934 and led
to Born-Infeld’s theory [5]. On the other hand in 1936 Heisenberg and Euler
developed a theory with the different aim to incorporate some effects of quantum10
electrodynamics into an effective classical electromagnetic theory [6, 7].
Both Heisenberg-Euler’s theory as well as Born’s respectively Born-Infeld’s
theory can be developed from a U(1)-gauge and Lorentz invariant Lagrangian
of the form L = L(F,G) (compare (2)). This class is known as Pleban´ski
class and was comprehensively discussed by Pleban´ski [8] and Boillat [9]. Re-15
cently this class of theories gained attention from string theory because following
Tseytlin [10] Born-Infeld’s theory can be viewed as an effective electrodynamics
stemming from some versions of string theory.
In the present article we answer among which conditions Maxwell’s original
theory is approximately recovered and which post-Maxwellian corrections arise.20
To do so an approximation procedure for the whole class is developed.
This means that a weak-field approximation up to Nth order is performed and
compared with Maxwell’s theory. This enables one to find post-Maxwellian
terms which can be viewed as a starting point to experimental verifications for
Pleban´ski’s class.125
The article is organized as follows: In section 2 we perform the weak field
1Here it is worth to mention that for Born-Infeld’s theory there is also an indirect approx-
imation method for two-dimensional problems recently discussed in [11].
2
series expansions for the field strength as well as for the field invariant F and the
pseudo-invariant G. This enables one then to do this also for the derivatives of
the Lagrangian with respect to the invariants LF := ∂L/∂F and LG := ∂L/∂G.
In section 3 the discussion of the field equations is performed and the question30
of gauge invariance is tackled. Furthermore we discuss how to treat boundary
values in the context of our approximation. In section 4 some boundary value
problems are solved with the help of our approximate field equations, while the
conclusions are drawn in section 5.
The following conventions are used in this paper: Latin indices run from 135
to 4 while Greek one run from 1 to 3. For the sake of simplicity Gaussian CGS-
units are used. A Minkowski space-time is presumed with ηab = diag[1, 1, 1,−1]
and ε1234 = −1.
For further use the following relations should be noted too. The hodge dual
of the electromagnetic field tensor is given by40
F˜mn =
1
2
εmnabFab ⇒
˜˜Fmn =
1
2
εmnabF˜ab = −F
mn , (1)
The field invariant F and the pseudo-invariant G are defined by
F =
1
2
FmnF
mn = −
1
2
F˜mnF˜
mn ; G = −
1
4
FmnF˜
mn , (2)
with
∂F
∂Fab
= 2F ab ;
∂F
∂F˜ab
= −2F˜ ab ;
∂G
∂Fab
= −F˜ ab . (3)
Sometimes we will make use of the relation εabcdε
cdmn = −2 (δmc δ
n
d − δ
m
d δ
n
c ).
2. Preliminaries for the approxmation
2.1. Hamilton’s principle and field equations
The field equations follow from a variational principle where the vector po-
tential Am is used to secure the fulfillment of the homogeneous Maxwell equation
∂<aFbc> = 0 ⇔ ∂bF˜
ab = 0 ⇔ Fmn = ∂mAn − ∂nAm (4)
3
where Am is only determined up to an arbitrary U(1) gauge transformation
Am → Am + ∂mχ . (5)
The variation of the action integral defined by
S[Am] =
1
4π c
∫ (
L(Fmn) +
4π
c
jmAm
)
dV4 (6)
leads to the inhomogeneous field equation which generally differs from Maxwell’s
original one
∂b
(
−
∂L
∂Fab
)
=
4π
c
ja . (7)
In the language of electrodynamics in media, the vacuum offers a nonlinear
constitutive law being local in time and space while the Lagrangian density is
an arbitrary function of the field strength. Therefore, usually one defines the
excitation as follows (compare e. g. [12])
Hab := −
∂L
∂Fab
⇔ H˜ab :=
∂L
∂F˜ab
. (8)
Thus Maxwell’s equations for field strength and excitation are also valid in non-45
linear electrodynamics, but the linear constitutive law for the vacuum Hmn =
Fmn known from Maxwell’s theory is substituted by the nonlinear one given
above.
Until now the Lagrangian was an arbitrary function of the field strength. The
Pleban´ski class considered here restricts the Lagrangian to a Lorentz-invariant
but not parity invariant function of the field strength by setting it as an ar-
bitrary function of the field invariant F and the pseudo-invariant G [8]. The
inhomogeneous field equation of the Pleban´ski class type (L = L(F,G)) reads
then
∂bH
ab =
4π
c
ja with Hab = −2LF F
ab + LG F˜
ab . (9)
2.2. Series expansions
The theories pooled as Pleban´ski’s class introduce a new constant of nature
A > 0 with the unit of a field strength so that the Lagrangian can be written
4
as a function of two dimensionless arguments
L = L
(
F
A2
,
G
A2
)
. (10)
Born-Infeld’s theory for example requires always 1+F/A2−G2/A4 > 0 ⇒ F >50
−A2 (A ≡ b0) what results in electrostatic situations (B = 0) in an upper bound
for the electric field strength [5]. One can compare the situation to relativistic
mechanics where c is the upper bound for the particle velocity v.
In analogy to the approach in [13] we make a series expansion with respect to
ǫ ∼ Fmn/A to tackle the question under which conditions a theory of Pleban´aki’s55
class is compatible with Maxwell’s theory as a weak field limit and to derive
post-Maxwellian terms for the field equations. To do so some series expansions
are needed which will be done next.
To this end the field strength and its hodge dual is represented as a series
in the parameter of smallness ǫ
Fmn =
∞∑
N=0
ǫN f
N
mn ⇔ F˜mn =
∞∑
N=0
ǫN f˜
N
mn . (11)
In doing so the validity of the following bookkeeping system is assumed
f
N
mn ∼ f˜
N
mn ∼ f
N+1
mn ∼ f˜
N+1
mn and ǫ ∼ f
N
mn/A . (12)
In analogy to (11) a series for the excitation Hmn is needed. Therefore a
series for the derivatives LF and LG of the Lagrangian in F and G as well as60
series for the field invariants F , G and their mixed powers FMGN have to be
calculated.
We start with the series for F and G:
F =
∞∑
N=0
F
N
ǫN with F
N
=
1
2
N∑
K=0
f
K
mn f
mn
N−K
,
G =
∞∑
N=0
G
N
ǫN with G
N
= −
1
4
N∑
K=0
f
K
mn f˜
N−K
mn .
(13)
5
As shown in appendix B one gets for the powers of them
FN =
∞∑
J=0
N
F
J
ǫJ
with
N
F
J
=
S∑
s
N · (N − 1) · . . . · (N −M + 1)
k1s ! · . . . · kJs !
F
0
N−MF
1
k1s · . . . · F
J
kJs ,
GN =
∞∑
J=0
N
G
J
ǫJ
with
N
G
J
=
S∑
s
N · (N − 1) · . . . · (N −M + 1)
k1s ! · . . . · kJs !
G
0
N−MG
1
k1s · . . . ·G
J
kJs ,
(14)
where one sums up over all solutions of
k1s + 2k2s + . . .+ JkJs = J with M := k1s + k2s + . . .+ kJs ≦ N (15)
numbered by s whose total number is S.
This leads to the following series representation of the mixed powers(
F
A2
)N−K (
G
A2
)K
=
1
A2N
∞∑
J=0
(
J∑
T=0
K
G
T
N−K
F
J−T
)
ǫJ . (16)
As a consequence of our bookkeeping system (12) it follows
F
J
/A2 ∼ f
N
mnf
P
mn/A2 ∼ ǫ2 ⇒
N
F
J
/A2N ∼ ǫ2N . (17)
With this we calculate a series for LF and LG whereat we treat them together
as LX with X = F,G. First we develop LX as MacLaurin series in F and G
LX =
∞∑
N=0
1
N !
(
F
A2
∂
∂(F/A2)
+
G
A2
∂
∂(G/A2)
)N
LX(0, 0)
=
∞∑
N=0
1
N !

 N∑
K=0

 N
K

(F/A2)N−K (G/A2)K ×
×
∂N−K
∂(F/A2)N−K
∂K
∂(G/A2)K
LX
∣∣∣∣
F=0,G=0
)
,
(18)
second we insert the product (16) and get
LX =
∞∑
J=0
∞∑
N=0

 1
A2N
N∑
K=0
J∑
T=0
1
N !

 N
K

 KG
T
N−K
F
J−T
×
×
∂N−K
∂(F/A2)N−K
∂K
∂(G/A2)K
LX
∣∣∣∣
F=0,G=0
)
ǫJ .
(19)
6
Here one has to consider that the order in ǫ of each summand depends not only
on J but also on N . In fact J indicates the lowest possible order which is raised
due to N > 0. However, for our approach it is indispensable to know which
summands of this series are of the same order Q. One sees that all summands
which fulfill 2N + J =: Q are of the fixed but arbitrary order Q. To underline
this we write2
LX =
∞∑
Q=0

 ∑
2N+J=Q
N∑
K=0
J∑
T=0
1
ǫ2N
1
A2N
1
N !

 N
K

 KG
T
N−K
F
J−T
×
×
∂N−K
∂(F/A2)N−K
∂K
∂(G/B2)K
LX
∣∣∣∣
F=0,G=0
)
ǫQ
=
∞∑
Q=0
L
Q
X ǫ
Q .
(20)
It is clear that the derivatives of LX at F = G = 0 are plainly numbers. If
the Lagrangian of some specific theory under consideration is given as a power65
series in F and G they are easily related to the coefficients of that series.
This enables one to write down the product series of the field strength Fmn
or its dual F˜mn with LF or LG (compare appendix A). To ease things up the
combined notation Y mn = Fmn, F˜mn is used by which one gets
LXY
mn =
∞∑
P=0

 P∑
Q=0
L
Q
X Y
P−Q
mn

 ǫP
⇒ LXY
mn =
∞∑
P=0


P∑
Q=0

 ∑
2N+J=Q
N∑
K=0
J∑
T=0
1
ǫ2N
1
A2N
1
N !

 N
K

KG
T
N−K
F
J−T
×
×
∂N−K
∂(F/A2)N−K
∂K
∂(G/A2)K
LX
∣∣∣∣
F=0,G=0
)
Y
P−Q
mn
}
ǫP .
(21)
2The symbol
∑
2N+J=Q means to sum up over all solutions N, J of 2N + J = Q for a
given Q.
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This enables us to write down the excitation as a series in ǫ.
Hmn = − 2LFF
mn + LGF˜
mn
=
∞∑
P=0

−2 P∑
Q=0
L
Q
F f
P−Q
mn +
P∑
Q=0
L
Q
G f˜
P−Q
mn

 ǫP
=
∞∑
P=0
h
P
mn ǫP .
(22)
Maxwell’s inhomogeneous field equation (9) needs also a series for the current
jm on its right side with the same parameter of smallness ǫ
jm =
∞∑
P=0
j
P
mǫP with j
P
m ∼ j
P+1
m . (23)
At last one has to estimate the impact of the derivative onto the excitation
or indirectly onto the field strength. Because our consideration should not be
restricted to low frequencies a second parameter τ has to be introduced
∂af
N
mn ∼ τ f
N
mn . (24)
3. Approximation of the field equations
3.1. The homogeneous Maxwell equation
Inserting the series of the dual field strength into the homogeneous Maxwell
equations (4) one obtains
∂nF˜
mn = 0 ⇒
∞∑
N=0
ǫN∂n f˜
N
mn = 0 ⇒ ∂n f˜
N
mn = 0 . (25)
Each coefficient of the series for the dual field strength fulfills the homogeneous
Maxwell equation separately where the magnitude of the parameter τ needs not70
to be specified, so its relation to ǫ remains open.
Obviously one can fulfill the homogeneous field equation order by order with
aid of a potential A
N
n where comparison with (4) shows the relation between An
and A
N
n
f
N
mn = ∂mA
N
n − ∂nA
N
m ⇒ An =
∞∑
N=0
ǫNA
N
n . (26)
8
In principle this offers the possibility to assume different gauges conditions
for every order of the potential. This is similar to the situation known from
shockwaves in Pleban´ski’s class [14].
3.2. The inhomogeneous Maxwell equation75
The difference between the theories of the Pleban´ski class and the special
subcase of Maxwell’s theory is related to different constitutive laws (22) for the
vacuum whereas the field equations for the field strength and the excitation
remain unchanged.
The leading coefficients of the excitation series (22) read80
h
0
mn = −2 LF |F=0,G=0 f
0
mn + LG|F=0,G=0 f˜
0
mn (27)
h
1
mn = −2 LF |F=0,G=0 f
1
mn + LG|F=0,G=0 f˜
1
mn (28)
h
2
mn = −2 LF |F=0,G=0 f
2
mn + LG|F=0,G=0 f˜
2
mn (29)
−
2
ǫ2
(
F
0
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
0
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f
0
mn
+
1
ǫ2
(
F
0
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
0
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f˜
0
mn
h
3
mn = −2 LF |F=0,G=0 f
3
mn + LG|F=0,G=0 f˜
3
mn (30)
−
2
ǫ2
(
F
0
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
0
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f
1
mn
−
2
ǫ2
(
F
1
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
1
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f
0
mn
+
1
ǫ2
(
F
0
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
0
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f˜
1
mn
+
1
ǫ2
(
F
1
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
1
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f˜
0
mn
and so on (the fourth and fifth order can be found in appendix E). One sees
immediately that in every even order new mathematical structures come up
while the following odd order only enriches them.
9
Consequently the only possibility to recover Maxwell’s theory in a certain85
order of approximation is given if the zeroth and the first orders are in agreement
with Maxwell. Here one has to distinguish the vacuum case with jm = 0 and
the general case with an arbitrary jm.
In the vacuum case for arbitrary LF |F=0,G=0 6= 0 and LG|F=0,G=0 one gets
Maxwell’s original equations in the zeroth and first orders90
∂nf˜
0
mn = 0 ⇒ ∂nf
0
mn = 0 , (31)
∂nf˜
1
mn = 0 ⇒ ∂nf
1
mn = 0 . (32)
Interestingly the LG|F=0,G=0-terms have no influence on the field equations up
to this order which means that Maxwell’s field equations can be recovered even
if Maxwell’s constitutive law Hmn = Fmn is not recovered, because instead of
h
0/1
mn = f
0/1
mn one has generally
h
0/1
mn = −2 LF |F=0,G=0 f
0/1
mn + LG|F=0,G=0 f˜
0/1
mn . (33)
If Hmn in nonlinear electrodynamics would be measurable like in standard elec-
trodynamics in media this would provide a possibility for tests of Pleban´ski’s
class.
Another remarkable point is that in vacuum (jm = 0) no prediction for the
magnitude of τ is necessary. This means that all Pleban´ski class electrodynamics95
of LF |F=0,G=0 6= 0 type recover Maxwell’s standard field equations as limiting
case for weak fields regardless if these weak fields are of low or high frequency.
For general jm both is no longer true. One has to choose LF |F=0,G=0 and τ
in a way that the zeroth and first orders recover Maxwell’s theory with current
∂nf˜
0
mn = 0 ⇒ ∂nf
0
mn =
4π
c
j
0
m , (34)
∂nf˜
1
mn = 0 ⇒ ∂nf
1
mn =
4π
c
j
1
m . (35)
This is only achievable for the choice
LF |F=0,G=0 = −
1
2
; τ f
N
mn ∼
4π
c
j
N
m . (36)
10
Physically this implies an additional restriction to low frequencies which means100
that for a general jm 6= 0 Maxwell’s theory can only be recovered for cases
where (36II) is fulfilled. As stated before only the non-vacuum case with j
m 6= 0
is restricted in this way while the vacuum case recovers Maxwell’s theory for
arbitrary frequencies.
This assumption for τ secures also that in case of a non-vanishing current
the same order of the left side of the inhomogeneous field equations couples to
the same order of the right side which means
∂nH
mn =
4π
c
jm ⇒ ∂nh
N
mn =
4π
c
j
N
m (37)
Here the equations ((37II) are linear in f
N
mn and it is worth to discuss the
second and third orders equations for N = 2 and N = 3
∂n
(
ǫ2f
2
mn
)
= −
1
LF |F=0,G=0
×
×
{
∂n
(
F
0
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
f
0
mn +
G
0
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
f
0
mn
)
−
1
2
f˜
0
mn∂n
(
F
0
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
0
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)}
−
1
LF |F=0,G=0
2π
c
ǫ2j
2
m
(38)
and
∂n
(
ǫ3f
3
mn
)
= −
ǫ
LF |F=0,G=0
×
×
{
∂n
(
F
0
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
f
1
mn +
G
0
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
f
1
mn
)
+ ∂n
(
F
1
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
f
1
mn +
G
1
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
f
0
mn
)
−
1
2
f˜
1
mn∂n
(
F
0
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
0
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)
−
1
2
f˜
0
mn∂n
(
F
1
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
1
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)}
−
1
LF |F=0,G=0
2π
c
ǫ3j
3
m .
(39)
11
Here the zeroth order solution acts as a nonlinear source term from the second105
order on whereas the first order solution occurs as source term from the third
order on. One sees clearly that the third order brings no new mathematical
structures into play but enriches the existing ones.
Looking at the excitations of fourth and fifth orders (compare appendix E)
it is seen that again the fourth order brings new terms into play whereas the110
fifth order enriches the structure. For the field equations of fourth and fifth
orders this means that the solutions of the second and third orders enriches
the source terms introduced in the second and third orders, where the solutions
of the zeroth and first orders build new source terms with a higher degree of
nonlinearity. The result is that from the second order on a self-interaction of115
the electromagnetic field comes into play and this effect increases with higher
orders by adding higher powers of the field invariants as sources.
At this point we would make a remark about boundary value problems in
view of the presented approximation. In principle boundary values can be also
given as a series in ǫ. Then every order has to fulfill the boundary value of the120
correspondent order. However, a second approach is possible where the zeroth
order fulfills the boundary values and all higher orders fulfill natural boundary
values which means they vanish at the boundary. In both versions the whole
series for the field strength fulfills the same values on the boundary. We will see
in the next section that this is not of further interest for practical applications.125
3.3. Combined form of approximate field equations
For practical applications the approximate field equations are not very con-
venient. Therefore we derive an alternative variant to calculate the field up to
a desired order. To do so we introduce the following new quantities
f
∗N
mn :=
N∑
J=0
ǫJf
J
mn ; f˜
∗N
mn :=
N∑
J=0
ǫJ f˜
J
mn ;
A
∗N
m :=
N∑
J=0
ǫJA
J
m ; j
∗N
m :=
N∑
J=0
ǫJ j
J
m .
(40)
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These are the series representations of the quantities under consideration summed
up to a desired order N .
The aim of this section is now to find field equations for the finite series
f
∗N
mn respectively A
∗N
n. To do so one has to write down some relations for the
series of the field invariant F and the pseudo invariant G (compare appendix
A)
(
F
∗K
)M
=

 K∑
Q=0
F
Q
ǫQ


M
=
K∑
Q=0
M
F
Q
ǫQ +O
(
M
F
0
ǫM+1
)
=
(
FM
)
∗K
+O
(
F
0
M ǫM+1
)
;
and
(
G
∗K
)M
=

 K∑
Q=0
G
Q
ǫQ


M
=
K∑
Q=0
M
G
Q
ǫQ +O
(
M
F
0
ǫM+1
)
=
(
GM
)
∗K
+O
(
G
0
M ǫM+1
)
.
(41)
At this point we need the series of LXY
mn up to a desired order M in ǫ
entitling it LXY
mn
∗M
. This means we use (21) but sum up only from P = 0
to M instead of to infinity. Here we replaced already
∑
2N+J=Q
→
Q/2∑
N=0
and
J → J = Q − 2N where the summation up to Q/2 means that we sum up to
the integer part of Q/2. This implies that one can replace Q/2 by (Q− 1)/2 in
case of odd Q
LXY
mn
∗M
=
M∑
P=0
P∑
Q=0
Q/2∑
N=0
N∑
K=0
Q−2N∑
T=0
1
A2N
1
N !

 N
K

KG
T
N−K
F
Q−2N−T
×
×
∂NLX
∂(F/A2)N−K∂(G/A2)K
∣∣∣∣
F=0,G=0
Y
P−Q
mnǫP−2N .
(42)
Because of Q ≦ P ≦M ,
N
F
J<0
≡ 0 and
N<X∑
M=X
≡ 0 one can rewrite this as
LXY
mn
∗M
=
M/2∑
N=0
N∑
K=0
1
N !

 N
K

 ∂NLX
∂(F/A2)N−K∂(G/A2)K
∣∣∣∣
F=0,G=0
×
×
1
A2N
M∑
P=0
P∑
Q=0
Y
P−Q
mnǫP−2N
Q−2N∑
T=0
K
G
T
N−K
F
Q−2N−T
.
(43)
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whereas the sum from N to Q/2 was substituted by a sum from N to M/2.
Comparison of the second line formulas with (A.3) (P ↔ s, 2N ↔ x, Q ↔ t,
M ↔M and Y ↔ b,
∑
GF ↔ a) yields
LXY
mn
∗M
=
M/2∑
N=0
N∑
K=0
1
N !

 N
K

 ∂NLX
∂(F/A2)N−K∂(G/A2)K
∣∣∣∣
F=0,G=0
×
×
1
A2N
[(
M−2N∑
V=0
Y
V
mnǫV
)(
M−2N∑
V=0
ǫV
V∑
T=0
K
G
T
N−K
F
V−T
)
+
+ O
(
N
F
0
Y
0
mnǫM−2N+1
)]
.
(44)
Additionally one finds (also compare appendix A)
M−2N∑
V=0
ǫV
V∑
T=0
K
G
T
N−K
F
V−T
=
(
M−2N∑
V=0
ǫV
K
G
V
)(
M−2N∑
V=0
ǫV
K
F
V
)
+O
(
N
F
0
ǫM−2N+1
)
(45)
which leads together with (41) and (44) to
LXY
mn
∗M
=
M/2∑
N=0
N∑
K=0
1
N !

 N
K

 ∂NLX
∂(F/A2)N−K∂(G/A2)K
∣∣∣∣
F=0,G=0
×
×
1
A2N
[
Y
∗(M−2N)
mn
(
F
∗(M−2N)
)N−K (
G
∗(M−2N)
)K]
+ O
(
Y
0
mnǫM+1
)
.
(46)
Now it is obvious that for odd (even) M only odd (even) numbered versions
of Y
∗K
mn, F
∗K
and G
∗K
occur in LXY
mn
∗M
. Additionally one sees immediately that130
for an even M the mathematical structure of LXY
mn
∗M
does not change if one
replaces M → M + 1 while under this replacement all Y
∗K
mn, F
∗K
and G
∗K
are
exchanged by Y
∗K+1
mn, F
∗K+1
and G
∗K+1
. On the other hand the mathematical
structure is enriched if one exchanges M →M + 2. This leads to the fact that
only the odd numbered versions of LXY
mn
∗M
are of interest, because the higher135
order odd (even) numbered solutions are only depending on the lower order
odd (even) numbered solutions, but the odd versions secure a higher degree of
accurateness at the same stage of mathematical complexity.
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At this point it is beneficial to rewrite LXY
mn
∗M
for odd M and to separate
the Y
∗M
mn of highest order while we neglect the O
(
Y
0
mnǫM+1
)
-terms,
LXY
mn
∗M
≈ LX |F=0,G=0 Y∗M
mn+
+
M−1
2∑
N=1
N∑
K=0
1
N !

 N
K

 ∂NLX
∂(F/A2)N−K∂(G/A2)K
∣∣∣∣
F=0,G=0
×
×
1
A2N
[
Y
∗(M−2N)
mn
(
F
∗(M−2N)
)N−K (
G
∗(M−2N)
)K]
.
(47)
Here one has to neglect the second and third lines in case of M = 1.
Comparison with (22) shows that the excitation up to the odd numbered
order M is given by
h
∗M
mn =
M∑
N=0
h
N
mnǫN
= − 2LFF
mn
∗M
+LGF˜
mn
∗M
= − 2 LF |F=0,G=0 f
∗M
mn+
− 2
M−1
2∑
N=1
N∑
K=0
1
N !

 N
K

 ∂NLF
∂(F/A2)N−K∂(G/A2)K
∣∣∣∣
F=0,G=0
×
×
1
A2N
[
f
∗(M−2N)
mn
(
F
∗(M−2N)
)N−K (
G
∗(M−2N)
)K]
+ LG|F=0,G=0 f˜
∗M
mn+
+
M−1
2∑
N=1
N∑
K=0
1
N !

 N
K

 ∂NLG
∂(F/A2)N−K∂(G/A2)K
∣∣∣∣
F=0,G=0
×
×
1
A2N
[
f˜
∗(M−2N)
mn
(
F
∗(M−2N)
)N−K (
G
∗(M−2N)
)K]
(48)
Here a series up to Mth order for the homogeneous (25) respectively the
inhomogeneous (37) field equation is needed in analogy to f
∗M
mn, h
∗M
mn and
15
j
∗M
m. This leads to
∂n f˜
∗M
mn = 0 and ∂m h
∗M
mn =
4π
c
j
∗M
n . (49)
Obviously these field equations have to be fulfilled order by order and has to
be solved recursively up the desired order of accuracy. Again the homogeneous
equation gives rise to use a potential like in (26)
f
∗M
mn = ∂m A
∗M
n − ∂n A
∗M
m . (50)
From the inhomogeneous field equations for the excitation (492) one gets now
equations for the field strength series up to Mth order
∂n f
∗M
mn = −
1
LF |F=0,G=0
[
2π
c
jm
+
M−1
2∑
N=1
N∑
K=0
1
N !

 N
K

 ∂NLF
∂(F/A2)N−K∂(G/A2)K
∣∣∣∣
F=0,G=0
×
× ∂n

 f∗(M−2N)mn
(
F
∗(M−2N)
)N−K (
G
∗(M−2N)
)K
A2N


−
1
2
M−1
2∑
N=1
N∑
K=0
1
N !

 N
K

 ∂NLG
∂(F/A2)N−K∂(G/A2)K
∣∣∣∣
F=0,G=0
×
× ∂n

 f˜∗(M−2N)mn
(
F
∗(M−2N)
)N−K (
G
∗(M−2N)
)K
A2N



 ,
(51)
where j
∗M
m was exchanged by jm for the sake of simplicity and in agreement140
with the procedure of approximation. Analogously it is clear that boundary
conditions can be fulfilled if each order fulfills them what eases up the solution
of boundary value problems.
Summarizing, we derived a series of linear field equations, one for each field
strength series up to 1st, 3rd, . . . , Mth order, whereat M is an odd positive145
number. Here the solutions of the lower odd-numbered orders M − 2,M − 4, . . .
occur as source terms in the field equation for the Mth order.
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However, because the homogeneous field equation is linear one can introduce
the Lorentz gauge in all orders simultaneously
∂m A
∗M
m = 0 ⇒ ∂n f
∗M
mn = −∂n∂
n A
∗M
m . (52)
To make the situation more lucid we write down the field equations for
M = 1 and M = 3
∂n∂
nA
∗1
m =
1
LF |F=0,G=0
2π
c
jm ; (53)
∂n∂
nA
∗3
m =
1
LF |F=0,G=0
[
2π
c
jm (54)
+∂n
(
f
∗1
mn ∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
F
∗1
A2N
)
+∂n
(
f
∗1
mn ∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
G
∗1
A2N
)
−
1
2
∂n
(
f˜
∗1
mn ∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
F
∗1
A2N
)
−
1
2
∂n
(
f˜
∗1
mn ∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
G
∗1
A2N
)]
,
with ∂nA
∗1
n = 0 and ∂nA
∗3
n = 0 . (55)
Again, the first order recoversMaxwell’s original equations in case of LF |F=0,G=0 =150
−1/2. From the following orders on one gets equations which have additional
source terms build up by the solutions of lower order which describe the self-
interaction of the electromagnetic field in this class of theories. This means it
is possible to falsify representatives of the Pleban´ski class of nonlinear vacuum-
electrodynamics by comparing the predictions of its post-Maxwellian terms with155
experiments. In the next section two examples are considered.
4. Approximate solution of two static boundary-value problems
4.1. Spherical electrostatic source distribution
We consider a homogeneously charged sphere with radius a in spherical
coordinates r,Θ,Φ where the origin of our coordinates is located in the middle160
of this sphere. As usual we assume that with r →∞ all potentials vanish.
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Looking at (53) and the three-dimensional notation in appendix C one sees
that in this case the field equations for the potentials up to the first order are
given by
△φ
∗1
=
1
r2
d
dr

r2 dφ∗1
dr

 = 1
LF |F=0,G=0
2πρ(r) = ρ˜ =

 const. r < a0 r > a ,
△A
∗1
α = 0 ,
with ∂αA
∗1
α = 0 and ∂tφ
∗1
= 0 .
(56)
Due to the theorem of Kellogg [15, 16] the magnetic potential and with it
the magnetic field strength vanishes in the whole space
A
∗1
α = 0 ⇒ B
∗1
= 0 . (57)
Integrating the electrical field equation twice yields (A,B,C,D are constants
of integration)
dφ
∗1
dr
=
1
r2
∫
r2ρ˜dr = ρ˜
r
3
+
A
r2
⇒ φ
∗1
=
∫ (
1
r2
∫
r2ρ˜dr
)
dr = ρ˜
r2
6
−
A
r
+B .
(58)
This leads to the following solution where the total charge of the sphere is given
by Q = 4πa3ρ/3
Inside:
dφ
∗1
dr =
Q
2LF |F=0,G=0a
2
r
a +
A
r2 ; φ
∗1
= Q2LF |F=0,G=0a2
r2
2a −
A
r +B
Outside:
dφ
∗1
dr =
C
r2 ; φ
∗1
= −Cr +D
.
(59)
Because of E = −gradφ = −er dφ/dr, the fact that at the origin a singularity is
not admitted, the assumption of natural boundary conditions and the necessity
to fulfill the jump conditions (compare appendix D) on the skin of the sphere
one can determine the constants of integration and gets:
Inside: E
∗1
= erE0
r
a ;
dφ
∗1
dr = −E0
r
a ; φ
∗1
= −E0
r2
2a +
3
2 E0a
Outside: E
∗1
= erE0
a2
r2 ;
dφ
∗1
dr = −E0
a2
r2 ; φ
∗1
= E0a
2
r ,
(60)
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where E0 is the electrical field strength of first order on the skin of the sphere
E0 := −
Q
2 LF |F=0,G=0 a
2
. (61)
Due to (48) and (C.4) this results in the following excitations of first order
D
∗1
= −2 LF |F=0,G=0 E∗1
,
H
∗1
= − LG|F=0,G=0 E∗1
.
(62)
Even though the magnetic field strength vanishes everywhere a magnetic exci-
tation exists for theories with LG|F=0,G=0 6= 0 while parity invariant theories
(L = L(F,G2)) always satisfy
LG = 2
∂L
∂G2
G ⇒ LG|F=0,G=0 = 0 . (63)
With knowledge of the solution up to first order the field invariants acting
as source terms for the next higher order field equations can be calculated
F
∗1
= B
∗1
2 − E
∗1
2 =

 −E
2
0
r2
a2 r < a
−E20
a4
r4 r > a
as well as G
∗1
= 0 . (64)
Now it is possible to calculate the potentials up to the third order whereat
the field equations (54) read
△φ
∗3
= −
∂LF
∂(F/A2)
∣∣∣
F=0,G=0
LF |F=0,G=0
div

E∗12
A2
E
∗1

+ 1
LF |F=0,G=0
2πρ(r) ,
= −
∂LF
∂(F/A2)
∣∣∣
F=0,G=0
LF |F=0,G=0
E30

 5(r
2/a3) r < a
−4(a6/r7) r > a
+
1
LF |F=0,G=0
2πρ(r) ,
△A
∗3
α = −
∂LG
∂(F/A2)
∣∣∣
F=0,G=0
2 LF |F=0,G=0
E
∗1
× grad
E
∗1
2
A2
= 0 .
(65)
Comparison of (56) and (651) shows that the solution can be decomposed as
φ
∗3
= φ˜
∗3
+ φ
∗1
. Because we have natural boundary conditions both φ
∗1
and φ˜
∗3
are
zero for r →∞.
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Therefore one has only to solve the equations
△ φ˜
∗3
= E0κ

 5(r
2/a3) r < a
−4(a6/r7) r > a
with κ := −
∂LF
∂(F/A2)
∣∣∣
F=0,G=0
LF |F=0,G=0
E20
A2
,
△A
∗3
α = 0 ⇒ B
∗3
= 0 ,
(66)
where the solution is given by (A,B,C,D are constants of integration)
φ˜
∗3
=


1
4 E0κ
r4
a3 −
A
r +B r < a
− 15 E0κ
a6
r5 −
C
r +D r > a
. (67)
It remains to determine the constants of integration. Because of φ˜
∗3
(r →
∞) = 0 and φ˜
∗3
(0) 6= ±∞ as well as the requirement of a smooth field strength
at the surface of the sphere (compare appendix D) one gets
A = C = D = 0 as well as B = −
9
20
κ a . (68)
With φ
∗3
= φ˜
∗3
+ φ
∗1
this leads to
E
∗3
= −grad φ
∗3
= E0
r
r


r
a
(
1− κ r
2
a2
)
r < a
a2
r2
(
1− κ a
4
r4
)
r > a
. (69)
In case of theories with κ > 0 – for example in Born-Infeld’s theory – the
correction up to the third order leads to a field strength which is a little bit
smaller than the one up to the first order. In the field far away from the source
(r →∞) this effect vanishes. The new maximum field strength reached on the
boundary of the sphere is
|Emax| = |E0 (1− κ)| . (70)
It should be underlined here that for all theories of Plebanski’s class the calcu-165
lated solution has a vanishing magnetic field strength in all possible variants but
for LG|F=0,G=0 6= 0 there is a non-vanishing magnetic excitation which possibly
can be tested by experiments.
Furthermore we want to underline that r = a is an equipotential surface and
one can replace this surface by an ideal conducting foil on the same potential.170
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This means that with the solution of a homogeneously charged sphere also
the exterior solution of a spherical charged surface with the charge density of
Q/4π a2 is known. Analogously to Maxwell’s theory the field strength inside of
this spherical charged surface vanishes because the theorem of Kellogg leads to
a constant potential. Here one has to remark that this vanishing field strength175
up to first order leads to a vanishing source term up to the third order, and
therefore also the field strength up to third order vanishes inside.
Hence for electrostatic problems a part of space confined by an equipotential
surface is – like in Maxwell’s original theory – field free in the whole Pleban´ski
class.180
4.2. Stationary current density along the z-axis
A constant and homogeneous stationary current density along the z-axis in
cylindrical coordinates r,Φ, z is assumed
j = jzez with jz =

 const. r < a0 r > a as well as ρ = 0 . (71)
Consequently the field equations for the field strength up to first order (53) are3
△A
∗1
x = △A
∗1
y = △φ
∗1
= 0
as well as △A
∗1
z =
1
r
d
dr
(
r
dA
∗1
z
dr
)
=
2π jz
c LF |F=0,G=0
=: j˜ ,
(72)
and we assume natural boundary conditions. Then Kellogg’s theorem leads to
A
∗1
x = A
∗1
y = φ
∗1
= 0 (73)
3Here one has to keep in mind that in curl curlA − grad divA = −△A the operator △
represents the Laplace-operator in Cartesian coordinates only, but it is possible to calculate
the Laplace-operator of each Cartesian component Ai in different coordinate systems, e. g.
cylindrical coordinates.
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and the general solution for A
∗1
z is (A,B,C,D are constants of integration)
inside:
dA
∗1
z
dr
=
1
2
j˜ r +
A
r
as well as A
∗1
z =
1
4
j˜ r2 +A ln r +B ,
outside:
dA
∗1
z
dr
=
C
r
as well as A
∗1
z = C ln r +D .
(74)
From the boundary conditions, the jump conditions on the current’s surface and
the assumption that the solution should be nonsingular everywhere one gets for
the constants of integration
A = D = 0 , B =
1
2
j˜ a2 ln a−
1
4
j˜ a2 , C =
1
2
j˜ a2 (75)
and therefore for the field strength
E
∗1
= 0 as well as B
∗1
= curlA
∗1
= −eΦB0

 r/a r < aa/r r > a . (76)
Here B0 is defined as the magnetic field strength up to first order on the current
density’s skin
B0 := −
I
a c LF |F=0,G=0
with I = π a2jz . (77)
This places us in position to calculate the field invariants up to first order
F
∗1
= B
∗1
2 − E
∗1
2 =

 B
2
0
r2
a2 r < a
B20
a2
r2 r > a
and G
∗1
= 0 (78)
and to write down the field equation up to third order (54)
△φ
∗3
= −
∂LG
∂(F/A2)
∣∣∣
F=0,G=0
2 LF |F=0,G=0
div

B∗12
A2
B
∗1

 = 0 ⇒ φ
∗3
= 0 ; E
∗3
= 0 ,
△A
∗3
=
∂LF
∂(F/A2)
∣∣∣
F=0,G=0
LF |F=0,G=0
curl
B
∗1
3
A2
+
2π jz
c LF |F=0,G=0
.
(79)
Analogously to the foregoing example (66) we write the solution as the sum
A
∗3
= A˜
∗3
+A
∗1
and calculate only A˜
∗3
. To do so we rearrange at first the right side
of the field equation
curl
B
∗1
3
A2
=
ez
r
d
dr
r B
∗1
3
Φ
A2
= ez
B30
A2

 4
r2
a3 r < a
−2a
3
r4 r > a
. (80)
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and get therefore:
△A˜x
∗3
= △A˜y
∗3
= 0 ⇒ A˜x
∗3
= A˜y
∗3
= 0 ,
△A˜z
∗3
=
1
r
d
dr

r dA˜z∗3
dr

 =
∂LF
∂(F/A2)
∣∣∣
F=0,G=0
LF |F=0,G=0
B30
A2

 4
r2
a3 r < a
−2a
3
r4 r > a
.
(81)
The solution is
dA˜z
∗3
dr
=

 B0σ
r3
a3 +
A
r r < a
B0σ
a3
r3 +
C
r r > a
,
A˜z
∗3
=


1
4 B0σ
r4
a3 +A ln r +B r < a
− 12 B0σ
a3
r2 + C ln r +D r > a
,
(82)
where the constant σ is introduced
σ :=
∂LF
∂(F/A2)
∣∣∣
F=0,G=0
LF |F=0,G=0
B20
A2
. (83)
Again the boundary conditions and the jump conditions on the current’s surface
(compare appendix D) as well as the assumption that the solution should be
nonsingular everywhere determine the constants of integration
A = C = D = 0 ; B = −
3
4
B0σ a . (84)
Thus one obtains for the field strength up to third order
B
∗3
= curl
(
A
∗1
+ A˜
∗3
)
= B
∗1
− ez
dA˜z
∗3
dr
= −eΦB0


r/a
(
1 + σ r
2
a2
)
r < a
a/r
(
1 + σ a
2
r2
)
r > a
. (85)
This means that for all theories with σ < 0, like Born-Infeld’s theory, the field
strength is smaller than in Maxwell’s theory. Accordingly to (85) the maximum
value which is reached on the skin of the current density is generally given by
|Bmax| = |B0 (1 + σ)| . (86)
Analogously to our electrostatic example the field-generating configuration
does not lead to any electrostatic field strength for the whole Pleban´ski class.
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However theories with LG|F=0,G=0 6= 0 lead to an electrostatic excitation be-
cause of (33) (compare also (C.4)).185
Completing this we want to state an analogue to the foregoing electrostatic
example. Here the magnetic field is derived from an item (Az) behaving in our
context like a kind of scalar potential
B = curlA = −ez × gradAz . (87)
Because the skin of the z-directed conductor is an equipotential surface of Az
one can substitute this surface by a perfect conducting foil with the constant
surface current I/2π a. Hence the calculated solution is also valid for the ex-
terior domain of a coaxial conductor of radius a flowed through by the current
I. Analogue to the electrostatic case the magnetic field inside vanishes as a190
consequence of Kellogg’s theorem.
5. Conclusion
With the aid of a weak field strength approximation (11) in ǫ ∼ Fmn/A
we calculated a series expansion for the excitation (22) for the whole Pleban´ski
class of nonlinear electrodynamics. Furthermore we developed a set of linear195
field equations one for each order of approximation, where these field equations
can be solved order by order up to the desired degree of accuracy (sections 3.1
and 3.2). Here the solutions of the lower orders act as additional source terms
of the higher orders and represent the ”post-Maxwellian” self-interaction of the
nonlinear electrodynamical field.200
At this point it is remarkable that each order of even number enriches the
mathematical structure of the approximate field equation’s source terms by
adding higher powers of the field invariants built up by the solutions of lower
order. On the other hand each following odd numbered order does not enrich
this structure but rather completes it to some extent.205
In section 3.3 it was shown that one can reformulate the approximate field
equations in a way that not only one order of the field strength but the whole
24
series up to a desired order can be calculated by one of the field equations (51).
Again, the solutions of the lower orders (< N) lead to additional source terms in
the field equation of order N as well as the solution of order N comes into play210
as source term in the orders above (> N). Here we found that it is sufficient
to calculate only the solutions up to the odd numbered orders what makes the
field equation for the solution of the even numbered orders unnecessary.
Only in the special case of LF |F=0,G=0 = −1/2 Maxwell’s original theory
can be recovered in the lowest order. Here one has to decide between situations215
with and without external sources jm. In case of jm = 0 Maxwell’s original
theory occurs not only for low but also for arbitrary frequencies as limiting case
for weak fields (compare (36)).
Our approach makes it also possible to calculate ”post-Maxwellian” correc-
tions for problems where the solution of Maxwell’s original equations is bounded,220
i.e. nonsingular. If this is not fulfilled everywhere one can restrict to some
area where it is. One sees for example that the far field of a Hertzian dipole in
Maxwell’s theory has vanishing field invariants so that the far field in Pleban´ski’s
class has only vanishing ”post-Maxwellian” terms.
The calculations of ”post-Maxwellian” corrections offer new possibilities for225
experimental tests of Pleban´ski’s class. Moreover, if it should be possible to
measure the excitation of the nonlinear field directly this should enable one to
decide between parity and non parity invariant theories, because LF |F=0,G=0 =
−1/2 leeds to Maxwell’s original field equations for the field strength in the
first order4, but does not recover Maxwell’s consitutive law for the vacuum230
(Hmn = Fmn) necessarily. Instead the first order constitutive law reads h
∗1
mn =
f
∗1
mn + LG|F=0,G=0 f˜
∗1
mn which could give rise for further experimental tests.
To give two examples the first ”post-Maxwellian” corrections for a homoge-
neously charged sphere (4.1) and for a homogeneous linear thick stream current
(4.2) were calculated. Here one sees that the field is diminished or amplified235
near by the source while far away this effect vanishes where a criterion is for-
4Compare (33) and below as well as (54).
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mulated making decidable which case comes to pass for a given theory. As one
would expect in Born-Infeld’s case the maximum field strength is lowered.
Finally it should be remarked that it is possible to use the approximation
procedure developed here also in terms of the excitation instead of the field240
strength if one confines oneself to the vacuum theory. To go over to the corre-
sponding field equations one can use the scheme presented in [17]. If this scheme
is used also for the approximate field equations one gets the whole approxima-
tion method in terms of the excitation, but one should keep in mind that the
potential of the field strength becomes an anti-potential of the excitation.245
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Appendix
A. Products of power series
Two power series – in our context also known as ”Einstein series” for example
used for the Einstein-Infeld-Hoffmann approximation5 – can be multiplied as
follows
f(ǫ) :=
∞∑
s=0
asǫ
s ; g(ǫ) :=
∞∑
s=0
bsǫ
s
⇒ f(ǫ) · g(ǫ) =
∞∑
s=0
(
s∑
t=0
atbs−t
)
ǫs .
(A.1)
5For a lucid representation compare [18].
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If these series are restricted to a desired order M one gets instead
f(ǫ,M) :=
M∑
s=0
asǫ
s ; g(ǫ,M) :=
M∑
s=0
bsǫ
s
⇒ f(ǫ,M) · g(ǫ,M) =
M∑
s=0
(
s∑
t=0
atbs−t
)
ǫs +O(a0b0ǫ
M+1) .
(A.2)
Here O(a0b0ǫ
M+1) represents terms of higher order. Additionally one has to
keep in mind that the sorting by a parameter of smallness (ǫ) makes sense only255
if as ∼ bs ∼ a0 ∼ b0 holds.
A further type of series is needed in our context (a<0 ≡ 0; t, s, x are integers;
v := t− x; Q := s− x)
M∑
s=0
s∑
t=0
at−xbs−t ǫ
s−x =
M∑
s=x
s∑
t=x
at−xbs−t ǫ
s−x =
M∑
s=x
s−x∑
v=0
avbs−v−x ǫ
s−x
=
M−x∑
Q=0
Q∑
v=0
avbQ−v ǫ
Q (A.3)
=

M−x∑
Q=0
aQ ǫ
Q



M−x∑
Q=0
bQ ǫ
Q

+O(a0b0ǫM−x+1) .
B. Powers of power series
Here we follow the approach described in [19] adapted to our situation. We
assume that a power series in ǫ is given
g(ǫ) =
∞∑
J=0
gJǫ
J . (B.1)
and wish to calculate their powers in the domain of natural numbers also as a
power series in ǫ
G(ǫ) := (g(ǫ))N =
(
∞∑
J=0
gJǫ
J
)N
=
∞∑
J=0
GJ ǫ
J . (B.2)
To do so one has to calculate the coefficient GJ as follows
GJ =
1
J !
dJ
dgJ
gN
∣∣∣∣
ǫ=0
. (B.3)
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To calculate this derivative one applies Faa´ di Bruno’s formula which makes it
possible to calculate higher derivatives of composed functions such as F (t) =
F (f(t)):
dJF (f(t))
dtJ
=
S∑
s=1
J !
k1s ! · · · . . . · kJs !
dMF
dfM
J∏
L=1
(
1
L!
dLf(t)
dtL
)kLs
. (B.4)
Here the summation runs over all solutions of the following formula where s
counts the solutions and S is the total number of solutions
k1s + 2k2s + . . .+ JkJs = J . (B.5)
Additionally M is defined as follows
k1s + k2s + . . .+ kJs =:M . (B.6)
This can now be used to calculate GJ as
GJ =
S∑
s=1
N(N − 1) · . . . · (N −M + 1)
k1s ! · · · . . . · kJs !
gN−M0 g
k1s
1 · . . . · g
kJs
J . (B.7)
with again
k1s + 2k2s + . . .+ JkJs = J and k1s + k2s + . . .+ kJs =M ≦ N , (B.8)
where M ≦ N has to be fulfilled because otherwise the corresponding GJ van-260
ishes identically.
C. Three-dimensional notation
For the discussion of the two examples in section 4 a three-dimensional de-
composition of the field equations, etc. is needed. Therefore we give here
the relations between the three- and four-dimensional quantities in Cartesian
coordinates where as usual Eα denotes the electric field strength, Dα the elec-
tric excitation, Bα the magnetic field strength and Hα the magnetic excitation
(ε123 = 1)
Eα = Fα4 , B
α =
1
2
εαβγFβγ = −F˜
α4 ,
Dα = −Hα4 , Hα =
1
2
εαβγH
βγ = H˜α4 .
(C.1)
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For the invariants this leads to
F =
1
2
FmnF
mn = B2 −E2 and G = −
1
4
FmnF˜
mn = BE . (C.2)
Therefore the constitutive law for the vacuum can be rewritten in three-dimensional
notation
Dι = H4ι = −
∂L
∂F4ι
=
∂L
∂Eι
,
Hι =
1
2
ειαβH
αβ = −
1
2
ειαβ
∂L
∂Fαβ
= −
∂L
∂Bι
,
(C.3)
where for the Pleban´ski class with the Lagrangian L = L(F,G) this simplifies
to
Dι = −2Eι LF +Bι LG ,
Hι = −2Bι LF − Eι LG .
(C.4)
Further we decompose the current density jm into
(jm) = (jα, cρ) (C.5)
and the potential into
(Aa) = (Aα,−φ) . (C.6)
This leads to Maxwell’s equations in three-dimensional notation
curlH =
1
c
∂D
∂t
+
4π
c
j ; divD = 4πρ ;
curlE = −
1
c
∂B
∂t
; divB = 0 .
(C.7)
Again, the homogeneous equations of the second line above are identically ful-
filled due to the use of the decomposed potential
Fmn = ∂mAn − ∂nAm ⇔ E = −gradφ−
1
c
∂A
∂t
; B = curlA . (C.8)
D. Jump conditions of the electromagnetic field at interfaces
From the usual formulation of Maxwell’s equations for field strength and
excitation (C.7) the jump conditions at interfaces are given by (compare for
29
example [16])
n · (B2 −B1) = 0 ; n · (D2 −D1) = λ ;
n× (E2 −E1) = 0 ; n× (H2 −H1) = K/c ,
(D.1)
where n denotes the surface normal looking into the second half space. Addi-265
tionally λ is the surface density of charge where K is the surface current on the
interface.
This can also be formulated in covariant notation where the equation of the
interface (a three dimensional hypersurface) is given by
Z(xm) = 0 . (D.2)
Building the four normal of Z yields (
R
= denotes the rest system)
Nn =
∂nZ√
gab∂aZ∂bZ
R
= (n , 0) with ∂nZ(x
m) =
(
gradZ,
∂Z
c∂t
)
. (D.3)
The conditions (D.1) can then be interpreted as the rest system representa-
tion of the following covariant conditions [20]
Nn
(
F˜mn2 − F˜
mn
1
)
= 0 ; Nn (H
mn
2 −H
mn
1 ) =
1
c
jmsurface , (D.4)
where the vector of the four surface current becomes in the rest system
jmsurface
R
= (K , cλ) . (D.5)
E. Fourth and fifth oder of the excitation series270
To keep the arrangement clear we write down the fourth and the fifth orders
of the excitation series (22) here in the appendix
ǫ4h
4
mn = ǫ4
(
−2 LF |F=0,G=0 f
4
mn + LG|F=0,G=0 f˜
4
mn
)
− 2ǫ2
(
F
0
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
0
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f
2
mn
+ ǫ2
(
F
0
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
0
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f˜
2
mn
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− 2ǫ2
(
F
1
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
1
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f
1
mn
+ ǫ2
(
F
1
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
1
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f˜
1
mn
− 2ǫ2
(
F
2
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
2
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f
0
mn
+ ǫ2
(
F
2
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
2
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f˜
0
mn
− 2
1
2


2
F
0
A4
∂2LF
∂(F/A2)2
∣∣∣∣
F=0,G=0
+ 2
1
F
0
1
G
0
A4
∂2LF
∂(F/A2)∂(G/A2)
∣∣∣∣
F=0,G=0
+
2
G
0
A4
∂2LF
∂(G/A2)2
∣∣∣∣
F=0,G=0

 f
0
mn
+
1
2


2
F
0
A4
∂2LG
∂(F/A2)2
∣∣∣∣
F=0,G=0
+ 2
1
F
0
1
G
0
A4
∂2LG
∂(F/A2)∂(G/A2)
∣∣∣∣
F=0,G=0
+
2
G
0
A4
∂2LG
∂(G/A2)2
∣∣∣∣
F=0,G=0

 f˜
0
mn
and
ǫ5h
5
mn = ǫ5
(
−2 LF |F=0,G=0 f
5
mn + LG|F=0,G=0 f˜
5
mn
)
− 2ǫ3
(
F
0
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
0
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f
3
mn
+ ǫ3
(
F
0
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
0
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f˜
3
mn
− 2ǫ3
(
F
1
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
1
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f
2
mn
+ ǫ3
(
F
1
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
1
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f˜
2
mn
− 2ǫ3
(
F
2
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
2
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f
1
mn
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+ ǫ3
(
F
2
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
2
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f˜
1
mn
− 2ǫ3
(
F
3
A2
∂LF
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
3
A2
∂LF
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f
0
mn
+ ǫ3
(
F
3
A2
∂LG
∂(F/A2)
∣∣∣∣
F=0,G=0
+
G
3
A2
∂LG
∂(G/A2)
∣∣∣∣
F=0,G=0
)
f˜
0
mn
− 2
1
2
ǫ


2
F
0
A4
∂2LF
∂(F/A2)2
∣∣∣∣
F=0,G=0
+ 2
1
F
0
1
G
0
A4
∂2LF
∂(F/A2)∂(G/A2)
∣∣∣∣
F=0,G=0
+
2
G
0
A4
∂2LF
∂(G/A2)2
∣∣∣∣
F=0,G=0

 f
1
mn
+
1
2
ǫ


2
F
0
A4
∂2LG
∂(F/A2)2
∣∣∣∣
F=0,G=0
+ 2
1
F
0
1
G
0
A4
∂2LG
∂(F/A2)∂(G/A2)
∣∣∣∣
F=0,G=0
+
2
G
0
A4
∂2LG
∂(G/A2)2
∣∣∣∣
F=0,G=0

 f˜
1
mn
− 2ǫ
1
2


2
F
1
A4
∂2LF
∂(F/A2)2
∣∣∣∣
F=0,G=0
+ 2
1
F
1
1
G
0
A4
∂2LF
∂(F/A2)∂(G/A2)
∣∣∣∣
F=0,G=0
+ 2
1
F
0
1
G
1
A4
∂2LF
∂(F/A2)∂(G/A2)
∣∣∣∣
F=0,G=0
+
2
G
1
A4
∂2LF
∂(G/A2)2
∣∣∣∣
F=0,G=0

 f
0
mn
+ ǫ
1
2


2
F
1
A4
∂2LG
∂(F/A2)2
∣∣∣∣
F=0,G=0
+ 2
1
F
1
1
G
0
A4
∂2LG
∂(F/A2)∂(G/A2)
∣∣∣∣
F=0,G=0
+ 2
1
F
0
1
G
1
A4
∂2LG
∂(F/A2)∂(G/A2)
∣∣∣∣
F=0,G=0
+
2
G
1
A4
∂2LG
∂(G/A2)2
∣∣∣∣
F=0,G=0

 f˜
0
mn .
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