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Abstract
Air transportation is today an integral part of many peoples life and it continuously grow
to serve more of us in new and ingenious ways. There are however negative sides to this
growth as well, such as increased noise around airports and more CO2 emissions, which
must be addressed if aviation is to be part of a sustainable future. A key ingredient to
successfully addressing these issues is accurate and reliable numerical tools that can be
used to investigate and/or optimize new and existing technologies.
This thesis presents a computational framework for predicting the noise generated
by a fuel ecient aircraft engine propulsor known as the Counter Rotating Open Rotor
(CROR). The framework solves the Favre-Averaged Navier Stokes equations using the
Finite Volume method for spatial discretization and the Harmonic Balance method for
temporal discretization in order to obtain a numerical solution of the transient ow eld
around the CROR blades. This solution is further coupled with an acoustic analogy in
which a convective form of the Ffowcs Williams-Hawkings equation for permeable integra-
tion surfaces is used to determine the far eld noise signature of the CROR at any arbi-
trary observer location. The underlying theory of both the temporal discretization scheme
(Harmonic Balance method) and the acoustic analogy (Ffowcs Williams-Hawkings equa-
tion) are presented in detail in order to investigate the applicability of these methods for
predicting CROR noise. It is found that the Harmonic Balance method performs well
for predicting turbomachinery noise in general, but also that issues with aliasing might
impair the accuracy of the results when the ow-eld becomes strongly nonlinear. The
acoustic analogy is found to perform well for propagating the types of noise generated by
a CROR. Issues may however occur when wakes and shock waves cross the integration
surface. This makes the placement of the integration surface a complicated task for the
particular formulation of the Ffowcs Williams - Hawkings equation used in this work.
Keywords: Computational Aeroacoustics, CAA, Tonal Noise, Counter Rotating Open
Rotor, Harmonic Balance Method, Von Neumann Stability Analysis, Acoustic Analogy,
Convective Ffowcs Williams - Hawkings Equation
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Nomenclature
Greek Letters
(x) Dirac delta function
ij Kronecker delta
"n Time spectral viscosity coecient for the n
th harmonic s
 Eigenvalue to ux Jacobian m s 1
 Matrix containing eigenvalues to ux Jacobian along diagonal
n Eigenvalue to D corresponding to the n
th harmonic s 1
 Density kg m 3
ij Viscous stress tensor kg m
 1 s 2
 Pseudo time s
ret Retarded time/emission time s
(x) Test function
 Normalized spatial wavenumber rad
 Normalized angular frequency rad
!n Angular frequency of n
th harmonic rad s 1
Roman Letters
c Speed of sound m s 1
D Time spectral derivative matrix s 1
Fj Vector containing total ux of conserved variables
Fj Vector containing total ux of conserved variables for all time levels
G(x; t) Green's function to convective wave operator
h^n Eigenvector to D corresponding to the n
th harmonic
H Vector containing source terms
H Vector containing source terms for all time levels
H(x) Heaviside step function
kj Spatial wavenumber rad m
 1
~Li Momentum source term in generalized momentum equation kg m
 2 s 2
Li Source term in the convective Ffowcs Williams - Hawkings equation kg m
 2 s 2
M Mach number
Nh Number of harmonics
Nt Number of time levels
vii
Nvar Number of conserved variables
ni Cartesian component of surface normal vector
p Static pressure kg m s 2
pij Compressive stress tensor kg m
 1 s 2
Q^n Fourier coecient vector for nth harmonic
Q Vector containing conserved variables
Q Vector containing conserved variables for all time levels
Q Mass source term in generalized continuity equation kg m 3 s 1
T Time period s
T  Matrix containing eigenvectors to ux Jacobian
Tij Lighthill tensor kg m
 1 s 2
t Time s
u^m Fourier coecient for a single spatial-temporal mode at pseudo time
instant m
ui Cartesian component of velocity vector m s
 1
V Time spectral viscosity matrix s 1
W Vector containing characteristic variables for all time levels
x Position vector m
xj Cartesian component of position vector m
y Position vector of acoustic source m
Superscripts and Subscripts
0 Perturbation from observer state
T Transpose
0 Observer state or mean state
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Part I
Extended Summary
1 Introduction
Modern transportation systems have become an integral part of many peoples life and
continuously evolve to serve more and more of us in new and ingenious ways. Today,
people from all around the globe have the ability to meet, explore other cultures and
exchange goods within time frames that probably were not even dreamt about by our
ancestors. This change in mobility has partly been enabled by the air transportation
sector, which has grown over the past half-century into what is today a safe, ecient and
global transportation system. In the future, air transport is also expected to continue
growing at a rate of approximately 4   5% per year1. In the long term, this rate could
lead to a global increase in air trac of about 7 times between the years 2010 and 2050
[4]. In response to this expected growth the European Union has formulated its vision
for a sustainable aviation future, called "Flightpath 2050" [5]. Among many things, this
document states that the CO2 emissions and perceived noise levels from aircrafts in 2050
respectively should be 75% and 65% lower than year 2000 levels. In order to meet these
goals the Advisory Council for Aviation Research and Innovation in Europe (ACARE)
has developed the Strategic Research and Innovation Agenda (SRIA) [6]. The strategy
in SRIA for meeting the noise targets of Flightpath 2050 are very much in line with the
"Balanced Approach" for aircraft noise management set forward by ICAO [4], which is
the United Nations organ that, among many things, develops guidelines for aircraft noise
certication. In the Balanced Approach, reduction of noise at source (aircraft) is empha-
sized as an important strategy for minimizing the noise impacts of aviation. Reducing
the noise at source should, according to the SRIA targets, be achieved by both devel-
oping new, revolutionary noise reduction technologies as well as by improving (evolving)
already existing ones. In either of these cases, ACARE identies further development of
numerical simulation tools as a key ingredient in this process.
The purpose of this thesis is to make a contribution to the SRIA targets by further
developing and analyzing a numerical tool used at Chalmers University of Technology
for aircraft engine noise predictions, called G3D::Flow. In particular, the work reported
in this thesis has been focused on setting up a computational framework for predicting
the noise generated by Counter Rotating Open Rotor (CROR) fan blades, see gure 1.1.
The CROR engine is characterized by its ultra high bypass ratio (BPR), which is dened
as the ratio between the amount of air that only goes past the fan blades, called the
bypass ow, to the amount of air that goes through the core of the engine, called the core
ow. Increasing the BPR of Turbofan engines, see gure 1.2, has been an ongoing trend
among aeroengine manufacturers for the past 40 years. The main motivation for doing
this is that larger fans, which have a higher BPR, can operate with a lower fan pressure
ratio while still generating the same amount of thrust. Lower fan pressure ratio does in
1Increase in revenue passenger kilometers globally. Prediction made for years 2017-2036. [3]
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Figure 1.1: Schematic View of a Counter Rotating Open Rotor Engine.
turn give a lower exhaust velocity, which increases the propulsive eciency of the engine
and decreases the noise generated by the exhaust jet [7, 8]. Increasing the size of the fan
does however also require a larger surrounding nacelle that will add weight to the engine
and generate more aerodynamic drag. These penalties will eventually oset the eciency
gained from the higher BPR, which motivates the introduction of unducted propulsors
such as the CROR. Removing the nacelle will however also enable the noise generated
by the fan blades to propagate directly into the surrounding atmosphere. In the next
section the underlying mechanisms that generate this type of noise will be explained in
brief.
1.1 Noise Generation in a Counter Rotating Open Ro-
tor
In order to dene the noise generating mechanisms found in a CROR the ow eld in the
vicinity of the fan blades must rst be understood. Consider therefore the ow along a
stream surface that passes over one of the rotor blades as illustrated in gure 1.3. This
picture can be obtained by looking at the ow on an axial/tangential plane that goes
along the line denoted "Bypass Flow" in gure 1.1. From gure 1.3 it can be seen that
a low pressure and a high pressure zone establishes around the suction and pressure side
of the blade respectively. In the particular case depicted in this gure the ow is also
transonic, which leads to the formation of a sharp discontinuity in pressure, known as a
shock wave, close to the suction side's trailing edge. Figure 1.3 also illustrates how the
slow moving uid close to the blade, known as the boundary layer, forms a wake as it
leaves the blade and continues to travel downstream.
The fact that the ow eld illustrated in gure 1.3 is nonuniform is also the reason
to why the fan blade generates noise. To see this, consider a stationary observer that
Core Flow
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Figure 1.2: Schematic View of a Turbofan Engine.
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Figure 1.3: Pressure Field and Boundary Layer generated by a Transonic Fan Blade.
is located (for example) in front of the rotating fan. Naturally, the nonuniform pressure
eld around the blades will cause a variation in pressure at the location of the observer
each time a blade sweeps by. This example illustrates that a rotating fan indeed gives
rise to noise, but unfortunately does not provide much details about the underlying
mechanisms that generates the pressure variations. The answer to this was provided in
a famous publication by Ffowcs Williams and Hawkings [9]. The theory presented by
these authors shows that a moving surface gives rise to three fundamental sources of
noise: monopoles, dipoles and quadropoles. A nice illustration of how these noise sources
arise for the specic case when the surface is a moving blade is further presented in [10].
In the latter work the monopole is identied as the source of noise coming from the
volume displacement of air due to the periodic passing of the blades. The dipole noise
is on the other hand generated by the uneven pressure eld that develops around the
blade as a result of its motion through the uid, i.e. due to inviscid aerodynamic forces.
Both these sources generates noise at frequencies which are multiples of the frequency
with which the blade rotate. Noise at other frequencies can also be generated by the
aforementioned mechanisms due to pressure uctuations on the blade surface caused by
either a turbulent boundary layer or ingestion of turbulence generated by for example an
upstream bladerow into the fan. This turbulence induced noise is mostly generated close
to the leading and trailing edge of the blade [10]. The mono and dipole noise sources
are concentrated to the blade surfaces. The noise generated by the ow exterior to the
surface and the eects that this ow has on noise propagation will nally be accounted
for by the quadropole source. Here, the eects of the shock wave in gure 1.3 will for
example appear.
An important factor that has to be taken into account when the noise generated
by a CROR is calculated is the inuence that the two fans have on each other [10].
Wakes generated by the upstream will for example impinge on the downstream blades as
illustrated in gure 1.4. Pressure uctuations generated by the downstream blades will
3
Figure 1.4: Schematic View of Wake-Rotor Interaction in a CROR.
also travel upstream and impinge on the upstream fan. In either of these cases the ow
eld around the blades will be altered, thus changing the noise signature of the CROR
compared to if the blades would operate in isolation. It is however important note that
this interaction does not produce new sources of noise, it only changes the amplitude and
frequency of the aforementioned sources.
All noise sources except those caused by turbulent uctuations are accounted for by
the computational framework that will be presented in this thesis. The framework consist
of two fundamental parts, namely a source prediction part and a noise propagation part.
The theory connected to each of these two parts will be presented in Chapters 2 and 3
respectively. The aim of the source prediction part is to explicitly compute the ow eld,
i.e. noise sources, generated by a CROR by means of unsteady Computational Fluid
Dynamics (CFD) simulations. In the noise propagation part, the sources computed in
the CFD simulation are extracted and used to calculate the far-eld pressure signal using
a method based on the theory of Ffowcs Williams and Hawkings [9].
1.2 Purpose and Limitations
It has been a guiding principle throughout the work leading up to this thesis to derive
all necessary equation in an as rigorous manner as possible and to document the results
clearly. It is the hope of the author that these eorts will contribute to a deeper under-
standing about the strengths and weaknesses that the tools covered in this work possess.
It should also be noted that the majority of tools used in this work are applicable to a
much wider range of problems than Turbomachinery tonal noise, and consequently the
results reported will hopefully be of use to a wider community than those specializing in
Turbomachinery Computational Aeroacoustics.
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2 Modeling Unsteady Turbomachinery Flows:
The Harmonic Balance Method
A description of the ow eld within a turbomachine can be obtained by numerically solv-
ing some formulation of the Navier-Stokes equations. Indeed, both the numerical method
and mathematical form of the governing equations have a strong impact on the accuracy
and detail that the solution provides. The most common formulation in use today for
modeling unsteady, compressible ows in turbomachines is the Favre-Averaged Navier-
Stokes equations coupled with some suitable eddy-viscosity turbulence model. These
equations describe the spatial and temporal evolution of large scale uid ow structures,
and consequently require discretization in both space and time in order to be solved nu-
merically. For spatial discretization, the Finite-Volume Method method available in the
Chalmers-developed G3D::Flow solver framework has been used. Details on the spatial
discretization and numerical schemes used in G3D::Flow can be found in [11, 12]. Tem-
poral discretization is achieved with the Harmonic Balance method proposed by Hall et
al. [13], which was added to G3D::Flow as a part of this thesis work. In this section the
Harmonic Balance method is derived and some important properties of the technique are
furthermore highlighted.
The derivation starts from the Favre-Averaged Navier-Stokes equations written in
compact, conservative form as
@Q
@t
+
@Fj
@xj
= H (2.1)
Here, Q is a vector that contains the primary solution variables, also known as the con-
served variables. For the Favre-Averaged Navier-Stokes equations they represent density,
momentum, total energy and additional turbulence properties inherent to the type of
turbulence model being used. The two remaining terms, Fj and H, respectively contain
the total (convective + viscous) ux of each conserved variable and possible source terms.
The Harmonic Balance method is applicable when the solution is known to be periodic
in time. In these cases, the conserved variables in Eq. (2.1) can be expressed as a Fourier
series in time, with spatially varying Fourier coecients
Q(t;x) =
1X
n= 1
Q^n(x)ei!nt (2.2)
This equation shows that a periodic solution can be represented by an innite series
of harmonics, with frequencies that are integer multiples of the fundamental frequency:
!n = 2n=T . For a CROR, the solution in the relative frame of reference attached to
either of the counter rotating blade rows will be periodic with a fundamental frequency
equal to the relative blade passing frequency of the adjacent blade row. If the eects of
an upstream pylon or angle of attack of the CROR would be included in the simulation
additional fundamental frequencies will also appear. For such purposes a more general
formulation of the the Harmonic Balance method must be applied, see e.g. [14, 15, 16].
In this work only an isolated CROR at zero angle of attack has been considered and
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the original form of the Harmonic Balance method is therefore applicable without any
modications. The derivation is now continued by assuming that a limited number of the
harmonics in Eq. (2.2) are sucient to accurately describe the solution, and the eects
of the higher ones are consequently discarded. Equation (2.2) can therefore be truncated
as follows
Q(t) 
NhX
n= Nh
Q^nei!nt (2.3)
Here, Nh represents the highest harmonic that is included in the solution. This approx-
imation can now be combined with the Nyquist sampling theorem, which states that
a solution containing at most Nh harmonics is uniquely determined from its values at
Nt = 2Nh + 1 samples equally distributed over the time period [17]. A new solution
vector Q that contains this sampling is therefore introduced as follows
Q = [ Q0; Q1; : : : ; QNt 1 ]T (2.4)
In this expression, Ql = Q(tl), where tl = lT=Nt is the time at time level l . Given Q,
the complete solution is obtained by calculating the Fourier coecients in Eq. (2.3) using
a discrete Fourier transform as follows
Q^n = 1
Nt
Nt 1X
l=0
Ql e i!ntl (2.5)
In the Harmonic Balance method, the preceding argument and assumptions are used
to rewrite Eq. (2.1) into an equation for Q as follows. First, Eq. (2.3) is dierentiated
with respect to time and combined with Eq. (2.5) to obtain
@Q
@t

NhX
n= Nh
i!n
 
1
Nt
Nt 1X
l=0
Ql e i!ntl
!
ei!nt (2.6)
By interchanging the order of summation, combining the exponential terms and evaluat-
ing the resulting expression at time level m the following is obtained
@Qm
@t

Nt 1X
l=0
 
i
Nt
NhX
n= Nh
!ne
i!n(tm tl)
!
Ql (2.7)
This equation expresses the time derivative at time level m as a nite dierence taken
over all other time levels. This can also be written in matrix notation as follows
@Q
@t
 DQ (2.8)
Here, D is known as the time spectral derivative matrix and is block structured into
Nt Nt blocks. Each block contains a diagonal matrix of size Nvar Nvar, where Nvar
is the number of conserved variables present in Q. The entries of the diagonal matrix in
block (m; l) are all equal and will here be denoted dm;l. A compact analytical expression
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for these elements may be obtained by evaluating the summation within the parenthesis
of Eq. (2.7), for a complete derivation see [18]
dm;l =
(
0 l = m

T ( 1)(m l) csc

(m l)
Nt

l 6= m (2.9)
The nal step in the construction of a governing equation for Q is to require that the
time derivative, as calculated from Eq. (2.8), balances the ux and source terms at each
time level. This gives the following nal equation
DQ + @F

j
@xj
= H (2.10)
Here, Fj and H respectively contain the total ux and source terms at each individual
time level. Eq. (2.10) represents a coupled set of mathematically steady state equations
for the samples of the solution at the Nt time levels.
2.1 Properties of the Harmonic Balance Solution
2.1.1 Modal Decomposition
The time spectral derivative dened in Eq. (2.8) may be applied to a single conserved
variable at a time due to the block structure of D. In this case the time spectral derivative
operation becomes a matrix vector multiplication between a Nt  Nt matrix ~D and a
vector qp that contains the pth conserved variable at all time levels. The matrix ~D, whose
elements ~dm;l are given by Eq (2.9), turns out to have Nt unique eigenvalues n whose
corresponding eigenvectors h^n are orthogonal. These eigenvalue/eigenvector pairs are
given by the following formula
n = i!n; h^n =
26664
ei!nt0
ei!nt1
...
ei!ntNt 1
37775 ; n =  Nh; :::; 0; :::; Nh (2.11)
From this equation it can be seen that the eigenvalues correspond to the frequencies
included in the Harmonic Balance computation times the imaginary unit. The corre-
sponding eigenvectors are in addition obtained by evaluating the harmonic for each of
these frequencies at all Nt time levels. It is also interesting to note that the time spec-
tral derivative matrix correctly measures the time derivative of each harmonic since
~Dh^n = nh^n = i!nh^n indeed is the time derivative of the harmonic evaluated at all Nt
time levels
A set of Nt orthogonal vectors form a basis for RNt (or CNt) [19]. This implies that
any qp 2 RNt can be uniquely represented by a linear combination of the eigenvectors to
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~D as follows
qp =
NhX
n= Nh
q^pnh^n (2.12)
The scalar weights in Eq. (2.12) are obtained from the orthogonal projection of qp onto
h^n according to [19]
q^pn =
1
hh^njh^ni
hqpjh^ni (2.13)
Here, hji is the inner product on CNt which is dened in the same way as the the normal
Euclidean inner product except that the second element is the complex conjugate. Note
that since hh^njh^ni = Nt, Eq. (2.12) and (2.13) respectively correspond to Eq. (2.3) and
(2.5) applied to a single conserved variable.
The modal decomposition dened in this section will be used next to demonstrate
the concept of aliasing. After this, the eigenvalues of a dierent type of matrix operator
known as the time spectral viscosity operator will be analyzed in order to draw conclusions
on its properties. A very good demonstration of how the eigenvalues of an operator aects
is properties is provided in [20]. It should also be noted that this reference performs an
analogous modal decomposition to the one presented here, but for spatially periodic
problems, in order to derive some important properties of spatial discretization schemes.
2.1.2 Aliasing
The concept of aliasing may be summarized by the following statement
Aliasing. Suppose that a Harmonic Balance solution qp 2 RNt has been generated by a
set of known Fourier coecients q^pn using Eq. (2.12). Further suppose that a new solution
~qp is constructed by adding a harmonic with frequency !k, jkj > Nh, and amplitude q^pk
to qp according to
~qp = qp + q^pkh^k (2.14)
Then the same Fourier coecients used to generate qp can not be obtained by inserting
~qp into Eq. (2.13). The dierence is caused by the amplitude of the higher frequency
harmonic, meaning that it has become a low frequency alias.
Proof. In order to prove the above statement a two step approach is used. First, it is
shown that the value of q^pk can not be determined uniquely from ~q
p. This gives that qp
can not be obtained from ~qp by inverting Eq. (2.14). The second step of the proof is to
show that qp and ~qp yield dierent Fourier coecients when inserted into Eq. (2.13) and
that the dierence indeed is due to the presence of q^pk.
The rst part of the proof can be proven by means of contradiction. Assume therefore
that all Nh + 2 unknown Fourier coecients can be determined uniquely. This implies
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that the following matrix equation has a unique solution
~qp =
h
h^ Nh ; h^ Nh+1;    ; h^Nh ; h^k
i
| {z }
A

q^p Nh ; q^
p
 Nh+1;    ; q^
p
Nh
; q^pk
T| {z }
x
(2.15)
The matrix A is of size NtNt+1 and satises rank(A) = Nt since the rst Nt columns
are orthogonal. From this observation it follows that one solution to Eq. (2.15) can be
obtained by computing the orthogonal projection of ~qp onto the rst Nt columns in A
according to
xp =
1
Nt
2666664
h~qpjh^ Nhi
h~qpjh^ Nh+1i
...
h~qpjh^Nhi
0
3777775 (2.16)
Now for any  2 C construct a vector xh as follows
xh =

Nt
2666664
 hh^kjh^ Nhi
  hh^kjh^ Nh+1i
...
 hh^kjh^Nhi
Nt
3777775 (2.17)
This vector satises Axh = 0, coming from the fact that h^k 2 CNt and therefore can be
expressed as a linear combination of the eigenvector to ~D. But then the vector xp + xh
is also a solution to Eq. (2.15), which contradicts the original assumption.
In order to complete the proof it must now be proven that the Fourier coecients
obtained by inserting either qp or ~qp into Eq. (2.13) gives dierent results and that the
dierence is due to q^pk. In order to do this, note that for the particular case when  = q^
p
k
one obtains
xp + xh =
2666664
q^p Nh
q^p Nh+1
...
q^pNh
q^pk
3777775 (2.18)
This is in fact the solution of Eq. (2.15) that contains the correct Fourier coecients used
to generate ~qp in the rst place. Also note that the rst Nt elements of the vectors xp
and xp + xh respectively contains the Fourier coecients obtained by inserting ~q
p and
qp into Eq. (2.13). Since the vector xh is non-zero for any nonzero q^
p
k, it follows that the
Fourier coecients indeed are dierent and that the dierence has been introduced by
the higher harmonic. This completes the proof.
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The implication of the above statement is that if a higher frequency harmonic nds
its way into a Harmonic Balance solution it can not be eliminated. Instead, it will change
the amplitude (energy) of the lower frequency harmonics which results in that the time
derivative of the these harmonics are wrongly measured by D which could result in bad
convergence or poor results. For this reason it is important to formulate the boundary
conditions in such a way that they only add resolved frequencies to the solution. This
is however not always enough since higher frequency harmonics also can be generated
when solution is being computed. This can be seen from the fact that the ux and source
terms in Eq. (2.10) are nonlinear functions of the solution variables [16]. Thus, when the
residual, which is used to update the solution from one iteration to the next, is being
computed from the ux and source terms, higher frequency harmonics will be generated
and added to the solution. This problem naturally becomes more severe for strongly
nonlinear problems.
2.1.3 Modal Damping using Time Spectral Viscosity
The eigenvalues of the time spectral derivative matrix derived in section 2.1.1 were found
to be purely imaginary. This implies that no damping is added to the temporal modes
(eigenvectors) as the solution is being computed. Although this is a desirable feature,
there may be situations when adding some articial damping to the modes may be nec-
essary. One such case, which was mentioned in the previous section, is when frequencies
that are generated by the nonlinear terms in Eq. (2.10) are not included in the Harmonic
Balance computation. Indeed, if all frequencies would be included, the higher frequen-
cies will eventually be dissipated by either physical or numerical mechanisms. When
these "natural" dissipation mechanisms are no longer present, the energy of the higher
frequency harmonics will instead be added to the lower harmonics through aliasing. In
these cases it would be natural to include an additional term in Eq. (2.10) that adds
some articial damping to the lower frequency harmonics in order to dissipate the energy
added to them by aliasing.
One approach for introducing modal damping is the time spectral viscosity operator
proposed by Huang and Ekici [21]. This operator introduces a damping which is pro-
portional to the second derivative in time of the selected modes. It can be obtained
similarly to how the time spectral derivative was derived, with the main dierence that
the Fourier series is dierentiated twice with respect to time and only harmonics that
should be damped are kept in the series expansion. This results in a new matrix operator
V with the same structure as D in which the diagonal elements of block (m; l) are given
by
vm;l =   2
Nt
X
n2V
"n!
2
n cos

2n(m  l)
Nt

(2.19)
Here, V represents the set of modes (both the positive and negative indices) that should
be damped, e.g. ff1; 1g; f2; 2gg. The parameter "n > 0 is the viscosity coe-
cient/damping amplitude which should be the same for each positive and negative index
pair. The fact that the time spectral viscosity operator will act as a damping term can be
seen from that the modes h^n, n 2 V, are eigenvectors to V with corresponding negative,
10
real eigenvalues  "n!2n whereas the remaining modes have eigenvalue 0. Therefore, when
the time spectral viscosity operator is added to the right hand side of Eq. (2.10) it will
indeed damp the selected modes, with a damping that is proportional to "n!
2
n.
In some sense, the time spectral viscosity operator is similar to the eddy viscosity
approach used in RANS/LES turbulence modeling although it uses a very simple closure
model (constant) for the viscosity coecient. It is plausible that it would be possible
to derive a more sophisticated closure model for "n in order to keep the lower frequency
harmonics alias free, although this has not been attempted in this thesis. Instead the
time spectral viscosity operator was used in Paper B to damp out the unsteady harmonics
of the turbulent properties in order to stabilize the computations.
2.2 Stability Analysis of the Harmonic Balance Method
In order to solve the Harmonic Balance equations presented in Eq. (2.10) a pseudo time
derivative is added to them as follows
@Q
@
+DQ + @F

j
@xj
= H (2.20)
After Eq. (2.20) has been discretized in space the explicit three stage Runge-Kutta
method available in G3D::Flow for time accurate simulations is used to advance the
equations in pseudo time using local time stepping. The motivation for doing this is that
if a steady state is reached, meaning that @Q

@ = 0, then a solution to Eq. (2.10) has been
obtained. In order to accelerate convergence towards a steady state the pseudo time step
is adjusted to be as large as possible in every cell of the computational mesh, without
violating the stability limits of the numerical scheme. For hyperbolic conservation laws,
such as the Navier-Stokes equations, the upper limit on the time step is governed by the
largest Courant-Friedrichs-Lewy (CFL) number that the numerical scheme allows. In ad-
dition to this, the time spectral derivative found in the Harmonic Balance equations has
been shown to put additional constraints on the size of the time step [22, 23]. From this
argument it is thus apparent that knowledge about the stability limits of the numerical
method is vital for obtaining converged results in the least amount of iterations possible.
For this purpose, the stability limit of the numerical method used in G3D::Flow to solve
Eq. (2.20) will be derived in this section by using the Von Neumann method [24, 20]. The
derivation is closely related to the work by Gentilli [22], with the main dierence that a
dierent dimensionless parameters is chosen in the end to dene the stability limits of
the solver.
2.2.1 Derivation of Governing Equations on Characteristic Form
Before the stability analysis is performed Eq. (2.20) will be rewritten in a simpler form.
To begin with, it is assumed that the problem is one dimensional in space and that viscous
eects are negligible. This reduces the Eq. (2.20) to the Harmonic Balance form of the
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one dimensional Euler equations
@Q
@
+DQ + @F

@x
= 0 (2.21)
Note that in this equation, Q only contains density, momentum and total energy and
F is now the convective ux vector. Equation (2.21) can be expressed in quasi linear
form by using the chain rule to rewrite the gradient of the ux vector as follows
@Q
@
+DQ + @F

@Q
@Q
@x
= 0 (2.22)
In this equation @F

@Q is known as the ux Jacobian matrix and it is structured into NtNt
blocks, each of size Nvar  Nvar. Only the diagonal blocks of this matrix are non-zero
and they respectively contain the ux Jacobian of the Euler equations evaluated at each
of the Nt time levels used in the Harmonic Balance computation. For the purpose of the
stability analysis it will however be assumed that the ux Jacobian matrix is constant
and obtained from the mean ow state. This reduces the problem to being linear in the
conserved variables. Before the Von Neumann method can be used Eq. (2.21) must also
be uncoupled with respect to the solution variables. This is achieved by introducing the
diagonalization of the ux Jacobian dened as follows
@F
@Q = T
T  1 (2.23)
Here, T  and  both have the same block structure as the ux Jacobian and the diagonal
blocks of these matrices respectively contain the eigenvectors and eigenvalues for the ux
Jacobian of the Euler equations. For the one dimensional case considered here, the
eigenvalues are U0, U0+c0 and U0 c0, where U0 and c0 are the mean velocity and speed
of sound respectively. By inserting Eq. (2.23) into (2.21) a new dierential equation for
the characteristic variables W may be derived as
@W
@
+DW +  @W

@x
= 0 (2.24)
To obtain this equation the fact that the eigenvector matrix T  commutes with D has
been used together with the denition of the characteristic variables which reads
W = T  1Q (2.25)
The important property of Eq. (2.24) is that it represents a set of uncoupled transport
equations for the characteristic variables, each propagating with its own characteristic
speed given by the corresponding eigenvalue of the ux Jacobian. Thus, if wpl denotes the
value of the pth characteristic variable at time level l and p denotes the corresponding
characteristic speed, then Eq. (2.24) may be written as
@wpl
@
+
Nt 1X
t=0
dl;tw
p
t + p
@wpl
@x
= 0 (2.26)
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Note that there is no summation with respect to p in the last term on the left hand side.
Although Eq. (2.26) looks vastly dierent from Eq. (2.20), the new equation is actually
very relevant for the purpose of analyzing the stability of the discretization schemes used
in compressible CFD codes. This is because upwind biased discretization schemes, which
are commonly used to discretize the ux term, are dependent on knowledge of the proper
direction of propagation of information, i.e. the characteristic speeds p, in order to be
stable [20]. This is indeed the case for the upwind scheme used in G3D::Flow, which splits
the ux vector according to the above recipe in order to calculate convective uxes. Now
that a linear set of equations for each characteristic variable has been obtained one may
proceed to analyze the stability of the discretized form by means of the Von Neumann
method.
2.2.2 Stability of Numerical Discretization
A standard Von Neumann stability analysis considers the (pseudo-) time evolution of a
numerical solution that is periodic in space [24, 20]. If the spatial periodicity is denoted
2L and it is assumed that 2N cells exactly t into this period then the computational
mesh will look as illustrated in gure 2.1. Note that in this gure, all Nt time levels
used for the temporal discretization have also been included. The spatial and temporal
periodicity assumptions implies that the numerical solution of wpl at pseudo time instant
m and grid node k can be written as
wpl jmk =
NhX
n= Nh
NX
j= N
u^mn;je
i!ntleikjxk (2.27)
Here, the angular frequency and spatial wavenumber are dened as
!n =
2n
T
kj =
2j
2L
(2.28)
The exponents in Eq. (2.27) may be rewritten by using the denition of the physical time
tl the axial position xk according to
!ntl =
2n
T
lT
Nt
=
2n
Nt
l =  l
kjxk =
2j
2L
kL
N
=
j
N
k = k
(2.29)
The new variables  and  dened in Eq. (2.29) may take on any values between  
and  since Nh and N can be chosen arbitrarily dependent on the numerical setup of
a particular problem. These new variables respectively denote the angular frequency
and wave number of a particular mode in relation to the highest frequency/wavenumber
that can be resoled by the computational mesh. Values close to zero implies that the
wavelength is much larger than the grid spacing whereas values close to  means that
the wavelength is close to the Nyquist limit.
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Figure 2.1: Schematic View of the Discretization used for Stability Analysis of the Har-
monic Balance Method.
The linear nature of Eq. (2.26) implies that all modes in Eq. (2.27) will develop
independently of each other as the solver advances in pseudo time. It is thus sucient
to study the evolution of a single mode at a time in order to draw conclusions on the
stability of the numerical scheme. For this purpose the following shorthand notation for
a single mode in Eq. (2.27) is introduced
uml;k( ; ) = u^
m
n;je
i!ntleikjxk
= u^m( ; )ei leik
(2.30)
By substituting this single mode into Eq. (2.26) and integrating the resulting expression
over the kth cell the following is obtained
x
@uml;k
@
+x
Nt 1X
t=0
dl;tu
m
t;k + 

uml;k+ 12
  uml;k  12

= 0 (2.31)
Here, x = L=N is the width of the cell and k 12 is used to indicate that the quantity is
evaluated at the right/left cell face. The time spectral derivative term can be rewritten
by utilizing the results of section 2.1.1 to obtain the following
x
@uml;k
@
+x
i Nt
T
uml;k + 

uml;k+ 12
  uml;k  12

= 0 (2.32)
In G3D::Flow, two cells on each side of a call face are used to calculate a face value. The
upstream cell values, dened based on the sign of , are are slightly biased in order to
generate some articial dissipation compared to using a completely symmetric (central)
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weighting. The amount of bias is dened by blending the central weighting, which is
fourth order accurate, with a third order accurate upwind biased weighting that uses two
upstream and one downstream value. This results in a formally third order accurate ux
scheme with variable amount of articial dissipation. More details on the ux schemes
used in G3D::Flow can be found in [11]. If the net ux calculated by the scheme is
denoted F then Eq. (2.32) may be written as
@uml;k
@
+
i Nt
T
uml;k +

x
F (uml;k 2; :::; u
m
l;k+2) = 0 (2.33)
The three stage Runge-Kutta method implemented in G3D::Flow can now be used to
discretize the pseudo time derivative and obtain a relation for um+1l;k as a function of
the cell values    ; uml;k 1; uml;k; uml;k+1;    . From this relation an expression for the ratio
u^m+1=u^m can then be derived since the exponential terms dened in Eq. (2.30) will
cancel. This ratio is the fundamental ingredient of the Von Neumann method since
it describes the evolution of each mode between two subsequent (pseudo-) time steps.
For the Harmonic Balance method it turns out to become a function of the following
parameters
u^m+1
u^m
= G

;

x
;
 Nt
T

(2.34)
The second parameter in this expression is the well known CFL number that stems from
the discretization of the convective ux term in Eq. (2.26). The third parameter has on
the other hand been introduced by the Harmonic Balance method and can be seen to be
proportional to the ratio =(T=Nt). This ratio can for convenience also be expressed
as the ratio between the CFL number and a new parameter that here will be dened as
the Harmonic Balance CFL number
CFLHB =
T=Nt
x
(2.35)
With this denition a new functional form of Eq. (2.34) may be obtained as follows
u^m+1
u^m
= G (;CFL; ;CFLHB) (2.36)
The Von Neumann stability criteria may now be stated as follows: For a specic combi-
nation of CFL and CFLHB numbers it must hold that [24, 20]
jGj  1; 8;  2 ( ; ) (2.37)
For convenience the function G was calculated analytically using the symbolic function
features available in the MATLABTM software. The stability criteria in Eq. (2.37) was
then evaluated for a range of CFL number pairs in order to generate a line in the (CFL,
CFLHB) plane that separates the stable from the unstable region. The result of this
computation is demonstrated in gure 2.2 for two convective ux schemes. The trend
demonstrated in this gure is clear, when the Harmonic Balance CFL number decreases,
which corresponds to either high frequencies (low T ) or a large amount of time levels
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(high Nt), the limiting CFL number that ensures stability decreases as well. Thus, the
pseudo time step is now a function not only of the spatial grid spacing but indeed also
of the temporal grid spacing.
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CFLHB
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[-16/96, 80/96, 32/96 , 0/96]
Figure 2.2: Stability region in (CFL, CFLHB) plane for the explicit Harmonic Balance
solver used in G3D::Flow. Area below/to the right of the lines represents the stable region.
Results are demonstrated for two dierent set of weights used to calculate the face value
in the convective ux scheme.
The theoretical stability boundary presented in gure 2.2 has also been investigated
numerically by computing the propagation of a periodic Gaussian pulse in one dimen-
sion with the Harmonic Balance method for dierent combinations of CFL and CFLHB
numbers. The Gaussian pulse was chosen as the model problem since its Fourier trans-
form also have a Gaussian shape. This makes it easy to set the initial shape of the
pulse such that all wavenumbers resolved on the computational grid have a signicant
amplitude and consequently that the stability condition in Eq. (2.37) can be checked by
the computation. The limiting values of CFL and CFLHB obtained from the numerical
solutions were found to be very close to those predicted in gure 2.2 for both convective
schemes. The discrepancies found were in the order of a few percent and can probably
be attributed to that some unstable modes grew very slowly, thus making them hard to
detect unless a very large amount of iterations are performed.
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3 Generation and Propagation of Sound: The
Acoustic Analogy
The aero-acoustic analogy was introduced by Sir Michael James Lighthill in order to
dene the processes through which noise is generated in a turbulent ow eld [7, 8]. In
his acoustic analogy an aerodynamic noise source is dened as the dierence obtained
from comparing the exact wave equation describing density perturbations in the uid to
the wave equation that governs acoustic propagation in the far eld (where the ow is
supposed to be uniform and at rest). The exact wave equation is obtained by rewriting
the continuity and momentum equations which read
@
@t
+
@ui
@xi
= 0
@ui
@t
+
@uiuj
@xj
+
@pij
@xj
= 0
(3.1)
Here, pij = pij   ij is the compressive stress tensor. By taking the time derivative of
the continuity equation and then subtracting the divergence of the momentum equation
from the resulting expression, the following equation may be obtained
@2
@t2
=
@2uiuj
@xi@xj
+
@2pij
@xi@xj
(3.2)
Perturbation variables are now dened to be the dierence between the local uid state
and the far eld state as
0 =   0
p0 = p  p0
u0i = ui   Ui;0
(3.3)
By introducing these perturbation variables into Eq. (3.2) and then subtracting c20
@20
@xixi
from both sides of the resulting expression the famous Lighthill equation is obtained as
@20
@t2
  c20
@20
@xi@xi
=
@2Tij
@xi@xj
(3.4)
This equation is seen to take on the form of an inhomogeneous wave equation. By
comparing it to the ordinary wave equation it can be seen that the noise generation
stems from spatial derivatives of the tensor Tij , which often is referred to as the Lighthill
tensor
Tij = u
0
iu
0
j + (p
0   c200)ij   ij (3.5)
Note that this equation was obtained from the assumption that the far eld state is
at rest, i.e. Ui;0 = 0. The Lighthill equation presented in Eq. (3.4) can be formally
solved by forming a convolution between the right hand side of Eq. (3.4) and a free-
space Green's function to the wave operator. This will give the density uctuation at
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the observer expressed as a volume integral over the subset of R3 where Tij has non-
negligible amplitude. It should be noted that this solution will be exact since that all
noise generating mechanisms and eects that the non-uniform ow eld has on noise
propagation are absorbed into the Lighthill tensor [7]. By utilizing the relation p0 = c20
0,
which is assumed to be valid at the observer, the pressure signal can nally be obtained
at the observer.
An important achievement obtained by Lighthill is the direct connection between the
sound at an observer and the noise sources dened in Eq. (3.5). The exact value of the
noise sources are however still an unknown that must be obtained by other means, such
as from a CFD simulation. Lighthill's analogy is however seldom used to post-process
CFD simulations because of the fact that it does not take solid surfaces into account.
The presence of stationary, solid, surfaces was later added to Lighthill's analogy by Curle
[25]. An even more general acoustic analogy for surfaces in arbitrary motion was later
developed by Ffowcs Williams and Hawkings [9].
The fundamental problem that occurs when solid surfaces are present is that the ow
equations are no longer valid throughout R3, which prevents a free-space Green's function
from being applied to solve Eq. (3.4). The pioneering idea introduced by Ffowcs Williams
and Hawkings to solve this problem was to "cut out" the part of R3 where solid surfaces
are present and replace this volume with a uid attaining the far-eld (observer) state.
This approach is illustrated in gure 3.1, where the uid in V is assumed to attain the
state 0, p0 and Ui;0, whereas the uid remains in its actual state outside of @V . If f is
dened to be a scalar eld such that f(x; t) < 0 for x 2 V and f(x; t) > 0 elsewhere, new
uid elds dened throughout R3 may be dened in terms of the Heaviside step function
as
 = 0(1 H(f)) + H(f)
p = p0(1 H(f)) + pH(f)
ui = Ui;0(1 H(f)) + uiH(f)
(3.6)
At this point we note that the new elds satisfy Eq. (3.1) everywhere except at the
boundary @V where they are discontinuous. This non-dierentiability can be overcome by
reinterpreting the new elds in terms of distributions, also known as generalized functions.
In this thesis, only some basic results from generalized function theory will be used in
order to derive the Ffowcs Williams-Hawkings equations. For a good introduction to the
subject, including many useful formulas for aerodynamic and acoustic applications, the
reader is referred to the work of Farassat [26]. Some more fundamentals on generalized
function theory that also may help in following the derivation presented hereinafter may
be found in introductory textbooks on the subjects of Fourier- and Functional analysis,
see e.g. [17, 27]
Let D(RN ) denote the set of all innitely dierentiable functions on RN that have
bounded support. A function (x) belonging to this set is commonly denoted a test
function. From this a distribution g[] : D(RN ) 7! C is dened as a continuous, linear
mapping between the set of all test functions and the complex numbers. In other words,
g[] is a continuous, linear functional dened on D(RN ). For a rigorous denition of the
concepts of linearity and continuity, see [27]. In case g(x) is an integrable function, the
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Figure 3.1: Schematic View of the Ffowcs Williams-Hawkings Approach.
corresponding distribution g[] is referred to as a regular distribution and the mapping
is dened by an integral
g[] =
Z
RN
g(x)(x)dNx (3.7)
This also denes the notation that will be used throughout this thesis, namely that
the underlying function is denoted by g or g(x), whereas the corresponding distribution
is denoted g[]. Note however that not all distributions can be dened in terms of
an integral. These distributions are known as singular distributions [17]. The partial
derivative of any distribution may be dened as follows [17]
(@g)[] = ( 1)jjg[@]
@ =
@jj
@x11 @x
2
2    @xNN
jj = 1 + 2 + :::+ N
(3.8)
for some positive integers 1; :::; N . In the next section the continuity and momentum
equations formulated in terms of distributional derivatives are derived. These are later
combined in the same way as was done previously in order to derive the Lighthill equation.
This will result in the famous Ffowcs Williams-Hawkings equation, which essentially is
the Lighthill equation with some additional sources that account for the sound generation
introduced by the discontinuity surface @V .
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3.1 Derivation of the Convective Ffowcs Williams -
Hawkings Equation
In the original paper by Ffowcs Williams and Hawkings an inhomogeneous wave equation
for the special case when @V coincides with a solid surface is presented. The derivation
presented in this paper does however not rely on this simplication and their theory
is thus fully applicable to arbitrary surfaces that enclose all solid boundaries as shown
in gure 3.1. A complete wave equation where the simplication was not included was
later presented by Di Francescantonio [28]. In this latter case @V is often referred to
as a porous surface, owing to the fact that uid is allowed to cross it. The acoustic
analogies cited so far all assumed that the surrounding uid was at rest (Ui;0 = 0). It is
possible to include the eects of a uniform mean ow by moving both the observer and
the surface when evaluating the integral solution of the inhomogeneous wave equation
[29]. Another approach presented by Naja-Yazidi et al. is to explicitly account for
the presence of a uniform mean ow in the derivation [30]. The resulting wave equation,
hereinafter referred to as the convective Ffowcs Williams-Hawkings equation, will include
a convective wave operator, in which the time derivative is replaced by a Lagrangian
derivative according to
@2
@t2
  c20
@2
@xj@xj
!

@
@t
+ Uj;0
@
@xj
2
  c20
@2
@xj@xj
(3.9)
In this thesis a derivation of the convective Ffowcs Williams-Hawkings equation for the
case when @V is a stationary, porous surface is presented. The only simplication done
is thus that the function f that denes @V only is a function of space, not time.
The derivation of the convective Ffowcs Williams-Hawkings equation starts with ex-
pressing the continuity and momentum equations in terms of derivatives of the distribu-
tions generated by the new elds dened in Eq. (3.6). By noting that the test functions
are functions of both space and time the following is obtained
@
@t
[] +
@ui
@xi
[] = 
Z
t
Z
R3

@
@t
d3xdt 
Z
t
Z
R3
ui
@
@xi
d3xdt
= 
Z
t
Z
V
0
@
@t
d3xdt| {z }
I
 
Z
t
Z
W

@
@t
d3xdt| {z }
II
 
Z
t
Z
E

@
@t
d3xdt| {z }
III
 
Z
t
Z
V
0Ui;0
@
@xi
d3xdt| {z }
IV
 
Z
t
Z
W
ui
@
@xi
d3xdt| {z }
V
 
Z
t
Z
E
ui
@
@xi
d3xdt| {z }
V I
(3.10)
The terms I and II in Eq. (3.10) can be integrated by parts in time. Similarly the terms
IV and V are integrated by parts using the divergence theorem. Since  vanishes when
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t! 1 due to the bounded support of the test functions, the following is obtained
@
@t
[] +
@ui
@xi
[] = +
Z
t
Z
V
@0
@t
d3xdt| {z }
I
+
Z
t
Z
W
@
@t
d3xdt| {z }
II
 
Z
t
Z
E

@
@t
d3xdt| {z }
III
+
Z
t
Z
V
@0Ui;0
@xi
d3xdt| {z }
IV
+
Z
t
Z
W
@ui
@xi
d3xdt| {z }
V
 
Z
t
Z
E
ui
@
@xi
d3xdt| {z }
V I
 
Z
t
Z
@V
0Ui;0nidSdt| {z }
V II
+
Z
t
Z
@V
uinidSdt| {z }
V III
 
Z
t
Z
@W
uinidSdt| {z }
IX
(3.11)
Here, dS is used to denote the area element of the surface that the integral is being
evaluated over. Note that the integral denoted V III in Eq. (3.11) stems from the in-
tegration by parts of term V in Eq. (3.10) and that the sign of this integral has been
changed in order to dene the integral with a unit normal pointing out of the volume V .
At this point it can noted that the combination of the terms I and IV in Eq. (3.11) will
cancel since the mean ow satises the continuity equation inside V . The same argument
results in that the terms II and V cancel. At this point the surface @W is allowed to go
to innity in the sense that it becomes large enough for  to be zero on and outside it.
This will make the terms III, V I and IX vanish, yielding the following nal form of the
continuity equation
@
@t
[] +
@ui
@xi
[] =
Z
t
Z
@V
((U0;i + u
0
i)  0Ui;0)nidSdt
= Q[]
(3.12)
The integral on the right hand side now denes a new distribution Q[] that represents
a mass ux term necessary for maintaining mass conservation on both sides of @V .
The momentum equation written in terms of derivatives of the distributions generated
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by the elds in Eq. (3.6) is furthermore given by
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In this equation the term IV has been simplied by the fact that the viscous stress tensor
ij = 0 inside the volume V . The procedure for rewriting the right hand side of Eq. (3.13)
follows the same procedure as for the continuity equation. First, the terms I and II are
integrated by parts in time and the fact that the test functions vanish at innity is used to
remove the integrated terms. The divergence theorem is then used to integrate the terms
IV and V by parts. The volume integrals over V and W resulting from the integration
by parts can then be canceled since the momentum equation is satised inside both these
volumes. By then letting @W grow to innity all integrals over @W and E will nally
disappear to yield the following expression
@ui
@t
[] +
@uiuj
@xj
[] +
@pij
@xj
[] =
Z
t
Z
@V
[uiuj   0Ui;0Uj;0 + (p  p0)ij   ij ]njdSdt
= ~Li[]
(3.14)
The integral on the right hand side denes the distribution ~Li[] which represents an
extra momentum ux necessary to satisfy conservation of momentum on both sides of
@V . In order to rigorously derive the convective Ffowcs Williams-Hawkings equations
new discontinuous perturbation variables are now dened based on Eq. (3.6) as
0 =   0
p0 = p  p0
u0i = ui   Ui;0
(3.15)
It is easy to verify that these denitions are equivalent to the perturbation variables
dened in Eq. (3.3) multiplied by H(f), e.g. 0 = H(f)0. The distributions dened by
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the discontinuous perturbation variables will be denoted by e.g. 0[] for the density. It
is easy to verify that these new distributions satisfy the following intuitive relation
(@)[] = (@0)[] (3.16)
By taking the material derivative of the continuity equation (3.12) and subtracting the
divergence of the momentum equation (3.14) the following is obtained
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(3.17)
The two last terms on the left hand side of Eq. (3.17) can be rewritten as follows using
the continuity equation
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By inserting this result into Eq. (3.17) the following is obtained
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In order to obtain a convective wave equation the identity in Eq. (3.16) is used to rewrite
some of the terms Eq. (3.19). After this, c20
@20
@xi@xi
[] is subtracted from both sides
to obtain the convective Ffowcs Williams-Hawkings equation for stationary, permeable
surfaces
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Here, 2 is the convective wave operator, Li[] is a new source term and Tij [] is the
distribution generated by the Lighthill tensor. These terms are dened as follows
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(3.21)
It is emphasized that all terms in Eq. (3.20) are distributions, i.e. they represent integrals
of some eld multiplied by a test function. This equation can also be written in functional
form, by omitting the integrals and the test functions and only writing out the underlying
elds according to
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The delta functions appearing in this expression comes from the fact that a surface
integral may be rewritten as a volume integral over R3 if the integrand is multiplied by
(f), where f is a scalar eld that is zero at the surface [26]. In Eq. (3.22) the functions
corresponding to the distributions Q[] and Li[] have also been dened. Equation (3.22)
is equivalent to the convective Ffowcs Williams - Hawkings equation derived by Naja-
Yazidi et al. [30] if the integration surface is kept stationary in their equation. It should
also be noted that the same convective Ffowcs Williams - Hawkings equations that was
derived in this thesis has been derived earlier by Lockard [31] by performing a Galilean
transformation of the original Ffowcs Williams - Hawkings equation.
3.2 Solution of the Convective FfowcsWilliams - Hawk-
ings Equation
The solution to Eq. (3.22) is obtained by forming a convolution with a Green's function
to the convective wave operator. If the ambient ow is assumed to be aligned with the
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x1 axis the Green's function takes on the following form [30]
G(x; t) =
(
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 M0x1 +R(x)
2
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2(x22 + x
2
3)
 =
q
1 M20
(3.23)
This Green's function describes the solution to the convective wave equation for the
case when the right hand side is a unit impulse in the origin at t = 0: (x)(t). By
examining the structure of Eq. (3.23) it can be seen that the response to this impulse
is zero everywhere except when R(x) = c0t. This condition is satised for all points on
a sphere with radius r = c0t and center at x1 = M0c0t, representing the fact that the
sound impulse is convected downstream with the ow while at the same time traveling
radially outwards relative to the ow.
The convolution between Eq. (3.22) and (3.23) reads as follows
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Physically, the above equation expresses the density perturbation at position x and time
t as an integral over all possible source positions y and emission times  . The presence of
the delta function in the integral will however restrict the integral at a position y to be
evaluated at a single time instant ret = t R(x y)=c0. If x is taken to be the position of
the observer then ret represents the time when an acoustic signal generated at y reaches
the observer at time t. Although it is not obvious from the notation in Eq. (3.24), the
presence of (f) in the rst two integrals will convert these volume integrals into a surface
integral over @V [26]. In addition, the third integral is only non-zero outside of @V . This
last observation implies that if @V is placed such that it encloses all relevant noise sources,
Tij will have a negligible amplitude outside of @V and the third integral can therefore be
omitted. This simplication will be adopted for the remainder of this thesis.
The aim is now to convert the above argument into sound mathematical expressions.
As a rst step the order of integration is interchanged and the integral in  is evaluated
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to obtain
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The spatial derivatives can be moved inside the integrals in Eq. (3.25) since the integration
boundaries does not depend on x. If h(y; ret) is used to denote either Q or Li this gives
the following result
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Here, a dot represents a partial derivative with respect to the retarded time ret. It should
also be emphasized that the spatial dependency in the above equation was omitted for
brevity, e.g. R = R(x   y). The new functions introduced in Eq. (3.26) are dened as
follows [30]
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Bringing the time derivative under the integration sign is simpler since it holds true that
@
@t
h(y; ret) = _h(y; ret) (3.28)
By introducing Eq. (3.26) and (3.28) into Eq. (3.25) the following is obtained
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The volume integral is nally converted into a surface integral and some terms are rewrit-
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ten slightly in order to obtain the following nal formulation
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Note that all integrals in this expression should be evaluated with respect to y.
Equation (3.30) has been implemented into a Python program which was used in
Paper B to calculate the far eld noise signature of a CROR. Details on the numerical
implementation as well as a discussion on the choice of the integration surface and the
strength and potential weaknesses of the chosen formulation are also provided in this
paper.
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4 Summary of Papers
4.1 Paper A
D. Lindblad and N. Andersson. \Validating the Harmonic Balance Method for Turboma-
chinery Tonal Noise Predictions". 55th AIAA Aerospace Sciences Meeting. AIAA Paper
2017-1171. Grapevine, TX, 9-13 January 2017
Motivation and Division of Work
The work reported in this paper aimed at validating the implementation of the Harmonic
Balance method in G3D::Flow on two benchmark cases relevant for turbomachinery tonal
noise prediction codes. The second benchmark problem also allowed the phase shifted
periodic boundary condition that was added to G3D::Flow together with the Harmonic
Balance method for performing simulations with only one blade per row to be validated.
The implementation of the Harmonic Balance solver and phase shifted periodic boundary
condition was performed by Daniel with the support of Niklas. The way that the gust
boundary condition was implemented was invented by Niklas. Meshing, setting up the
simulations, post processing results and writing the paper was done by Daniel.
Results and Conclusion
The rst benchmark case consisted of calculating the acoustic response of an isolated air-
foil when subjected to vortical velocity gusts. In general, the Harmonic Balance method
implemented in G3D::Flow showed very good agreement when compared to other pub-
lished results both in terms of the RMS pressure response on the airfoil surface as well
as the far eld noise directivity. In the second benchmark case the acoustic response of a
two dimensional outlet guide vane (OGV) due to incoming velocity gusts was calculated.
This case was found to be more challenging than the rst one, which in part was due to
the lack of higher order nonreecting boundary conditions in G3D::Flow. This necessi-
tated the use of an extended domain downstream of the OGV in which a buer zone was
employed. Despite these limitations, good agreement was obtained when comparing the
RMS pressure on the OGV with other published results. This case also demonstrated
that the phase shifted periodic boundary condition worked as intended. It should nally
be noted that the cases investigated in this paper all were linear in nature, so aliasing is
not believed to have been an issue.
4.2 Paper B
D. Lindblad et al. \Aeroacoustic Analysis of a Counter Rotating Open Rotor based on
the Harmonic Balance Method". 2018 AIAA Aerospace Sciences Meeting. AIAA Paper
2018-1004. Kissimmee, FL, 8-12 January 2018
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Motivation and Division of Work
The work reported in this paper aimed at demonstrating the complete computational
framework developed in this thesis for predicting the noise signature of a full scale CROR
in ight. Two things were added to the framework in this work, namely a mode matching
bladerow interface and the acoustic analogy based on the convective form of the Ffowcs
Williams - Hawkings equation for permeable surfaces. The bladerow interface was imple-
mented by Daniel and Gonzalo. The acoustic analogy was implemented and validated by
Daniel. Niklas provided a great deal of technical support on both the aforementioned sub-
jects along the way. The CROR geometry used was designed by Alex and later meshed by
Gael and Suk-kee at ISAE. Setup of the simulations, post processing results and writing
the paper was done by Daniel.
Results and Conclusion
The validation of the implemented acoustic analogy showed that the selected formulation
gave excellent agreement with analytical solutions for monopole and dipole noise radiation
in uniformly moving media. When the acoustic analogy was later applied to the CROR,
spurious oscillations was observed in the noise directivity plots. Some investigation led the
authors to believe that the root of the problem was that spurious signals were generated
at the integration surface behind the rear rotor when the rotor wakes crossed the surface.
The results also showed that the complete framework was capable of simulating the
unsteady ow eld around a CROR, but so far no complete validation has been possible
due to the lack of reference data.
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5 Concluding Remarks
In this work a computational framework for predicting the aerodynamic tonal noise gen-
erated by the propulsion unit of a Counter Rotating Open Rotor (CROR) has been
presented. The framework models the noise generating mechanisms by solving the Favre-
Averaged Navier Stokes equations using the Finite Volume method for spatial discretiza-
tion and the Harmonic Balance method for temporal discretization [13]. This solution
is then coupled to an acoustic analogy which calculates the far eld noise signature of
the CROR by solving a convective form of the Ffowcs Williams - Hawkings equation for
permeable sampling surfaces in uniformly moving media [9, 30]. In Paper A the Har-
monic Balance method was shown to accurately predict the noise caused by unsteady
interaction between a vortical gust and airfoil geometry. This type of noise is relevant
for a CROR since the wakes generated by the upstream fan blades impinge on the down-
stream fan blades, causing what is often referred to as interaction noise [10]. In Paper B
the complete framework was demonstrated on a full scale CROR and the chosen acoustic
analogy was validated for generic monopole and dipole noise sources situated in a moving
media.
Several challenges that should be addressed in future work was identied throughout
this work. With regards to the Harmonic Balance method the most important question
to be answered is which number of unsteady harmonics that are necessary in order to
incorporate all the relevant unsteady eects in the simulation. This issue becomes even
more prominent when it is considered that a low number of harmonics may result in
that the solution becomes contaminated by aliasing. This implies that even if one only
is interested in the lower harmonics, one may be forced to include a larger amount of
harmonics in the simulation just to keep the ones of interest alias free, as was done by
Olausson [12]. Oversampling in conjunction with zero padding of the higher frequencies
was further done by Frey et al. [16]. Additional damping, similar to a subgrid scale
model used in LES, could also potentially solve the alias issue, but the design of such a
model was out of scope for this thesis. A simpler approach would be to perform a mode
convergence study in order to establish a sucient number of harmonics necessary for a
particular application.
Another challenge that was identied in Paper B was the placement of the integration
surface used for the acoustic analogy as well as the choice of the underlying formulation
implemented. In general, a porous integration surface should be placed so that it encap-
sulates all relevant noise sources [32, 28]. This may be challenging for a CROR when
strong shocks extend far away from the blade surfaces since the grid typically is coarsened
away from the CROR to save computational cost, which in turn yields poor input to the
acoustic analogy if the integration surface is located in the coarse mesh region. The same
issue holds if one attempts to move the integration surface further downstream in order
to let the rotor wake mix out further and avoid the potential problems associated with
the blade wake crossing the integration surface. Recent work reported in the literature
appear to address the wake related issue by reformulating the underlying equations [33],
but it remains an open question whether this solves the issue encountered in this work.
Further work on boundary conditions and the mode matching rotor-rotor interface
is also needed in order to improve the absorbing features of the boundaries/interface
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beyond 1D characteristics that have been employed thus far. The aim of future work is
to extend the mode matching interface as well as inlet/outlet boundaries to absorb 2D
modes based on the theory of Giles [34, 35], Saxer and Giles [36] and Kersken et al. [37].
Despite the aforementioned challenges it is the authors opinion that the Harmonic
Balance method in conjunction with an acoustic analogy based on the Ffowcs Williams -
Hawkings equations is a very appealing method for predicting the tonal noise generated
by unducted propulsors in particular, and turbomachinery blades in general. Specically,
the Harmonic Balance method lends itself well to be used with phase shifted periodic
boundary conditions [38], unsteady higher order nonreecting boundary conditions [39]
and steady state acceleration techniques such as GMRES and Implicit Residual Smooth-
ing [12].
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