Abstract
Introduction

26
In the standard practice of Neutron Multiplicity Counting (NMC), the first three sampled 27 factorial moments of the event triggered neutron count distribution are used in an inver-28 sion model to extract the spontaneous fission rate, the (α, n) rate and the multiplication of 
52
In order to create a reference value, the measurement was repeated for a sufficient number 53 of times (30-90), and the statistical spread of the repetitions was used as the reference value.
54
The paper is arranged in the following manner: section 2 gives the necessary background Interval Analysis (TIA).
75
Most spontaneous fissile materials emit neutrons in a known rate (per mass unit). Thus, 76 in a system with a known detection efficiency, the mass of the spontaneous fissile material 77 is propositional to the average count rate of the spontaneous fission neutrons in a known 78 proportion. However, such simple consideration only provides a partial solution, because the 79 count rate of the neutron detections is highly influenced by two additional neutron sources:
80
(α, n) reactions in sample impurities, and induced fissions (typically in the odd isotopes). 
93
Since the outline of the present study is estimating the statistical uncertainty in the ob- 
97
In more detail, the SVM method is implemented in the following manner: the measure- 
2 and the skewness by Sk(X) =
the sampling is done, the generalized factorial neutron multiplicity moments-defined as the 104 factorial moments of the number of neutron emmited in an entire fission chain starting with
105
1 The term "mathematically equivalent" refers to the fact that all methods share the same physical interpretation and model assumptions (and the same statistical convergence rate). But how the information is obtained may differ: different hardware, overlapping vs. non overlapping gates, different accidental estimations, different dead time formulation etc. The expectation for all methods will be the same even though the uncertainty might not.a single source event-are related to the sampled moments by [4] :
. where P d is the detection efficiency (the probability that an emergent neutron will be de- [2] .
127
3 if we denote by S f the spontaneous fission rate, and by S α the (α, n) rate, then S = S f + S alpha and
Aim and Motivation
128
In recent years, the use of NMC methods has seen constant growth, becoming a standard 129 tool in safety, safeguards and facility operations. Thus, the need for a full uncertainty quan-130 tification is becoming more important. In response, we see growing interest, both academic 131 and practical, in uncertainty quantification in NMC [17].
132
As stated, in the present study, we will restrict our discussions to the third factor only: statis- In this section, a description of each of the methods studied is presented.
150
Before introducing the methods, we start with a remark. In the first two methods described, 
Method II: Propagation of Variance through Moments (PVM)
184
As a general fact, if X is a random variable, then the variance of g(X) for a general function
In particular, the variance of the variance and the
186
variance of the skewness may be evaluated by:
. The bootstrap method is a standard re-sampling method, aimed to estimate the statistical 199 uncertainty when sampling from a large population [18] . The bootstrap method was adopted
200
4 From a theoretical point of view, the function g must satisfy certain mathematical conditions, such as Lebesque integrability. Practically, all the conditions are met in the present context, and the formulas are fully applicable 5 The PVM methods works here because the gates are not overlapping and we are using the simple count distribution. When using the event triggered gate "(R + A)" in the multiplicity method [2] , it will however bring some potential complications.
to NMC in [6, 19] , and was carefully studied in [13] . A full description of the method is 201 beyond the scope of this paper, but the general idea is to create the so called "bootstrap 202 distribution" by a random re-shuffling process of the data.
203
The "shuffling" process is done by breaking the total measurement into very short gates
204
(typically, in the order of 1 sec.), and then the gates are randomly chosen to create a new 205 "pseudo-measurement". This shuffling procedure is repeated for a large number of times
206
(typically 300 repetitions) and then, the standard deviation is estimated as the standard 207 deviation of the bootstrap distribution.
208
As stated, out of the three methods introduced in this paper, the bootstrap method is 209 the only one in which we will estimate the uncertainty in the mass directly [13] . The 210 implementation of the method in the present study used 2 second gates, and the reshuffling 211 procedure was repeated 300 times (see [13] for the exact reshuffling procedure). 
Input/Output Error propagation
213
Our next step is to understand how the statistical uncertainty of the sampled moments 214 will effect the uncertainty in the mass. In the remainder of this section, we follow the 215 methodology introduced in [7] , added for sake of completeness (see also [8] ). According to 216 the current common practice, we adopt the point model equations.
217
Combining equation 2.1 and 2.2 will result with an explicit set of equations of the form:
Therefore, using the first order Taylor series to estimate the uncertainty, we may write: 
Before we continue, some clarification is required regarding formula 3.6. , we have that 6 :
4 Experimental setting 
General
235
To compare methods, all three were implemented on a set of four 240 P u scrap metal samples.
236
All measurements were taken at the Joint Research Center (JRC) laboratory, Ispra, Italy.
237
Measurements were taken using standard PSMC [1] neutron coincidence counter (reported 238 detection efficiency of 50%, detector die-away time 50 µs, calibrated using a 252 Cf source).
239
All measurements were analyzed with a gate width of 150 µs (three die away times the reference value will be described in the next section. To summarize this section, we give three concluding remarks: 
The full results, in terms of the statistical uncertainty on each sampled moment (and the 291 mass) are presented in tables 3-6 below: in σ mass compared to the reference value (translating into 0.2% in terms of the relative error).
306
Since the uncertainty of the reference value is roughly 10% (see final remark of section 4.2),
307
it is safe to state both methods performed fairly well.
308
The estimates obtained by the first method are slightly biased, with a maximal error of about 309 50% (translating to 0.5% in mass). It is worth mentioning that all the estimates obtained 310 using the first method (SACD) are under estimates (with respect to the reference value). As we can see, the fit to a 1/ √ T functional form is well within a 10% error, and the 334 discrepancy between the three methods is as in the previous section: all less the 0.4% in the 335 sample mass. 
340
The purpose of the study is to define and validate simple schemes, which, we believe, may 341 serve as guidelines for estimating the statistical uncertainty in the NMC measurement.
342
For that purpose, once the methods were presented, we compared the results using a set As a general note, looking at table 7 , we see that all three methods produce good results.
352
The last two resulted in a maximal error of about 20% in σ mass (translating into 0.2% in
353
terms of the relative error), while the uncertainty on the refernce value was about 10% .The 354 maximal error in the SACD is 50% in σ mass (translating to 0.5% in the relative error). .
355
Therefore, the results presented here suggest methods (II) and (III) as operational methods. 
