Abstract-UGVs' application are always restrained in complicated environment because of its limited perception ability. One of the solution is cooperation with UAV which has large perception scale. Thus, the fusion of the air-ground perceptive information is the key problem. Focused on this problem, the ESMF based 2.5D elevation modeling method is first proposed for its bound rather than probabilistic information is robust and reliable for path planning of UGVs. In the second, the fast fusion method between air and ground vehicles is designed, which achieve data fusion by updating the perception of UGV with UAV instead of intersecting the two observation sets. In the third the traversability is analyzed based on the elevation model described with bounded information, which shows the robust and reliable of the proposed method. In the last based on two typical limited perception ability: negative and ultrahigh obstacle an experiment is designed to verify the feasibility and validity of the propose method.
INTRODUCTION
One of the main applications of mobile robots is the large-scale perception of the environment. Recently, many studies have focused on processing environmental data from single robot such as unmanned aerial vehicles (UAVs),unmanned ground vehicles (UGVs), unmanned surface vehicles(USVs) and even remote operated vehicles (ROVs) to achieve better perception [1] . Because of the less processing requirements and storages space of the elevation map [2] , a lot of researchers utilize elevation map method to build map for path planning in real time. For example, Kleiner [3] et al. have described a Kalman filter based approach for building elevation maps. Fankhauser [4] et al. have formulated a novel elevation mapping method from a robot-centric perspective. Chen [5] et al. have proposed a relative probabilistic mapping (RPM) algorithm to solve the uncertainties problems in high speed by the elevation map. By comparison, it is very easy to find that all map methods referenced above use Kalman Filter to process their data and build the map. However, this type filter can just get a probable estimation and need an assumption of noise which is the Gaussian noise firstly. Those attributes are great limitations to environmental mapping methods.
Even though some improvements can be made in single robot's perception of the environment, there are still some problems can't be solved. For instance, when using the map built by the single robot, a good decision can't be made in navigation by this local map. For UGVs, it is hard for us to depict the deep ditch because of the limitation of perceptional space and view. To build a detailed and global map, multi-robots' cooperation is a good method. As we know, a key component for robots' navigation is 360° environment perception. The recognition capabilities of modern sensors are always limited to their direct field of view. Different sensors can detect objects with the various field of view. Therefore, the capabilities to detect various objects of sensors can be improved by taking multiple sensors into account in the same time. B. Jaehn [6] et al. have proposed an approach which utilizes the uncertainty information of modern tracking systems to determine the possible field of perception of the other sensors. However, this method is mainly used in the occluded situations belong to a same horizontal plane and can't solve concave terrain problem. Different robots have different perceptional views, distinct scales and unequal resolutions which can be great advantages of multi-robots. Zhang [7] et al. have presented a method to enable aerial and ground-based collaborative mapping in GPS-denied environments. But this work focuses on location and just store the point clouds without a further process in mapping methods. Gil Elbaz [8] et al. also had some studies on multi-robots' cooperation, presenting an algorithm for registration between a large-scale point cloud and a close-proximity scanned point cloud. Even though it is a good method for multi-robots' point clouds' fusion, it mainly solved the problem of registration and without any processing in mapping too.
In this paper, a method which enables UAV and UGV to collaboratively build an elevation map based on ESMF is proposed to solve those problems. The error bound is given in estimation after building the elevation map and just need to assume that the noise is unknown but bounded. As we know, ground-based mapping method is limited by the sensor's altitude and is difficult to realize a top-down looking configuration. So, some areas can't be described with elevation map and this situation is dangerous to ground vehicles. For instance, a ditch is too deep to be detected by UGVs. With the cooperation with UAV, this 
B. Elevation map building based on ESMF
In order to implement this mapping method, it is necessary to get the position of each robot at first. There are two ways mainly used in location. The first one is Global Navigation Satellite Systems (GNSS) and Inertial Navigation System (INS) [12] called GNSS/INS system. It performs well in the outdoor environment, but can't be used in the indoor environment. The second one is lidar odometry. Lidar odometry and mapping in real-time (LOAM) [13, 14] is proposed by Zhangji and performed well in the indoor and outdoor environment. Occupancy iterative closet point (OICP) algorithm proposed by YufengYue also performs well in multiple robots mapping [15, 16] . In this paper, LOAM method will be used to get the odometry messages for location.
After getting the position of each robot, the position of environment objects can be calculated in the map frame by a transformation between the sensor frame and map frame:
To describe the framework, this paper introduces two coordinate frames, namely the Sensor frame S, and the Map frame M. In (14), and S, respectively. The sensor frame S is attached to the range sensor and related to the elevation map frame M through the translation T and rotation R. The transformation is obtained through the onboard state estimation [4] .
The grid map is defined as a regular two-dimensional grid with three-dimensional information as each cell stores the highest and lowest elevation and an error bound. When getting the position of a point which belongs to an object of the environment, the algorithm will judge which grid cell the point belongs to. The center of the ellipsoidal error bound is used to judge the location of points.
For each cell in the grid map, the ESMF algorithm is used to update the elevation. This approach can give us an error bound which plays a great role in navigation.
For UGV systems, the state space system is:
where elevation k represents the height value of a grid cell, height measurek is the observation of that grid cell in the kth time, f and h are the system function and w k and v k are the noise of state and observation, respectively.
By using ESMF method, we can calculate that:
ESMF prediction:
ESMF update:
In the actual experimental system, it can be calculated by using upper formulations,
where k can help us get the current state ellipsoid bound . error is the initial state of error bound and set =0.0036 error , which can be calculated from the user's manual of range sensors which is used in the experiment. k is the influence of noise on the measure.
To some special cases, for instance, if multiple measurements with different heights fall into the same grid cell (as it is in the case of a vertical wall), the algorithm will record the lowest and highest value and employ an update rule similarly to the one presented by Kleiner et al. [3] . For highest value, the maximum height of a cell are mainly be interested in, where:
In other cases, (3) and (6) is used to update the kth highest elevation and its error bound.
For lowest height, following rules is used to judge whether the algorithm should update the lowest elevation In other cases, (3) and (6) is used to update the lowest elevation. So many works in environment modeling have been studied in the past decades, but few researchers give us the bound of the error. Instead, they provide a probability of an estimate. This method with the error bound can help the robot to find an absolute safe path for passing obstacles. 
IV. COOPERATIVE ENVIRONMENT MODELLING BY FUSING AIR AND GROUND MEASUREMENTS

A. Air Ground Measurement fusion Based on ESMF
In this section, an approach is introduced to fuse the data from the aerial and the ground vehicle's sensor.
Firstly, the general ESMF method was introduced. This method is utilized by both aerial and ground robot in their mapping process.
For a general discrete, nonlinear state-space system: 
The traditional EKF formulation ignores the higher order terms. But the approach here is to combine the higher order terms and process noise into on bound.
The ESMF is given as: w . The followingˆk R is similar toˆk Q (see [9] for details).
k is a recursively calculated value:
k and k lying between 0 and 1 strictly is updated by:
With those formulations, the obstacles in the environment can be estimated by using ESMF method and calculate a bound of an estimator easily.
Secondly, both UGV and UAV use the similar algorithm to update the elevation value. There are also some differences in update strategy because the UAV data is used in update the map built by UGV. So, the problems of fusion should be discussed. As we know, there are a lot of differences between multi-robots in resolutions, scales, and perception views. Because such problems in registration with those difference have been solved before by us, we mainly focus on the problem of fusion in this task.
Finally, the measurement data of UGV is utilized to build a map and then fuse the UAV's sensor data to update this map. After fusion, the map is more accurate and owns more detailed. Just like Fig.5 shows, the scheme of fusion process is easily to be understood. 
B. Traversability Analysis
Each cell stores the highest and lowest elevation value and their error bound. With the update strategy in environment modeling introduced before, every point measured by range sensor will influence the values of a grid cell and ESMF method will be applied to update values.
To apply this elevation map in navigation of an autonomous robot, the cost of traversability need to be calculated in every grid cell. This part will introduce an estimate method to decide whether it passable or not. This method can make good use of the error bound value and highest and lowest elevation value. The same criterion applies to lowest elevation. Combining these two elevations, the difference between the highest and lowest elevation will exactly lie in the range
With the difference of elevation, the traversability of grid cell could be estimated by: 100 100 / where is the obstacle threshold which is set by the property of robot in the experiment. If more than one point falls into one grid cell and elevation difference exceeds the threshold, the algorithm judge it as an obstacle. When meeting such cell where only one point fall, the algorithm judges it as traversable directly. If many points falling into a grid cell and , the algorithm can judge that this grid cell is traversable and the cost of traversability is which is normalized to 0-100 by100 / [5] .
For other situations, it was marked as an unknown state because there is no information in that grid cell. So to each terrain such as a gentle slope, a bound which can help us analyze traversability can be calculated, as shown in Fig. 6 . It's easily to find that if without an error bound, the robot may make a wrong decision that the gentle slope is traversable. However, when the bound is used, UGV can calculate a cost of traversability of this obstacle and analyze whether it can be passed or not. This improvement can greatly avoid the damage to the robot caused by misjudgment.
V. EXPERIMENTS
The range sensor of this experiment is VLP-16 which is a laser lidar and it can be replaced by any other range sensors in your experiment if you want to adopt this method to build a detailed elevation map.
As we can see in Fig. 1 (a) , because of the limitations of perceptional space and view, the UGV can't perceive the ditch and analyze the traversability of that area. With the help of UAV like Fig. 1 (b) , the UGV can solve this problem easily.
In order to describe the ditch, this algorithm firstly uses the ground vehicle to build an elevation map. Then, this algorithm uses the UAV to fusing its data into the map built by the ground vehicle. Finally, it is easily to model the ditch with the help of an aerial robot. As we can see in Fig. 7 (a) , the left graph is a map from the UGV in the ground, but it can't model the deep ditch. Therefore, an empty where the ditch located exists in the map.
If the robot needs to go across this ditch, there are no ways to know whether it passable or not. This situation may be fatal as if the ditch is too deep to go through, the robot will get stuck in it and suffer breakdowns. However, this problem can be solved easily by the aid of an aerial robot. As we can see in Fig. 7 (a) right graph, the map is supplemented and Fig. 7 (b) is the initial scenes. This is a big advantage that a detailed map for navigation can be got. Although there are still some places losing in sight, it's enough for the robot to estimate the ditch and make a right decision. Not just benefit to the situation of ditch, this multiple robot collaborative method also has good performance in modeling the high obstacles.
With the different views of perception, an accurate height of an obstacle can be calculated. For instance, there is an object lying on the chair Fig. 8 . Range sensors are used to build a map for it. In Fig. 9 and Fig.10 , we use UGV and air-ground cooperation to do this experiment, respectively.
Because of the limitations of the altitude and the view field of range sensor, like VLP-16 whose vertical field of view is 30°, the top area of an obstacle can't be scanned sometimes, especially some objects higher than the perceptional field of our sensor. Then elevation map will lose the accurate height of some obstacles. However, after the aerial robot's data fusing, the altitude can be estimated more accurately. It can been seen from Fig. 11 , the error rate from 32% in Fig. 9 decrease into 3.337% in Fig.10 . Before 47th time step, we just used UGV's sensor data to build the map and have a worse estimation with big error rate. After adding the aerial data into the map at the 48th time step, the error rate is decreased immediately into 3.337%.
From the experiment results, it can be concluded that with the cooperation of UAV, the environment model can be built better in details and accuracy.
VI. CONCLUSIONS
For enhancing the environment model ability of UGVs, an air-ground cooperative environment modelling based on bounded elevation map is proposed in this work. On the one hand, an ESMF based elevation map method is proposed for improving the robust and reliable of the environment model. On the other hand, based on the former elevation map, an air ground measurement fusion method is proposed. With the fused perception, the environment model built by the UGV can be completed by the sensor measurement from the UAV. In the last, the experiment result conducted with Lidar verified feasibility and validity. In the future, we will focus on the cooperative dynamic obstacle perception with the proposed method.
