Abstract We present a sound and complete Fitch-style natural deduction system for an S5 modal logic containing an actuality operator, a diagonal necessity operator, and a diagonal possibility operator. The logic is two-dimensional, where we evaluate sentences with respect to both an actual world (first dimension) and a world of evaluation (second dimension). The diagonal necessity operator behaves as a quantifier over every point on the diagonal between actual worlds and worlds of evaluation, while the diagonal possibility quantifies over some point on the diagonal. Thus, they are just like the epistemic operators for apriority and its dual. We take this extension of Fitch's familiar derivation system to be a very natural one, since the new rules and labeled lines hereby introduced preserve the structure of Fitch's own rules for the modal case.
Introduction
One familiar doctrine in contemporary analytic philosophy says, roughly, that a sentence is a priori knowable if and only if it is true along the diagonal. Leaving aside several important qualifications and distinctions, this characterization of the a priori and others very similar to it have appeared in Stalnaker (1978) , Evans (1979) , Davies and Humberstone (1980) , Kaplan (1989) , Jackson (1998) , Chalmers (1996 Chalmers ( , 2004 , and others. These constitute the core of the research program identified as two-dimensional semantics. 1 In general, two-dimensional semanticists defend an extension of the formal apparatus of possible worlds semantics in order to analyze the meaning of linguistic expressions. They claim that a sentence should be evaluated not only with respect to a single index or possible world, but to a pair thereof, Fabio Lampert University of California, Davis, USA, e-mail: fabiodcl@yahoo.com.br whereby different kinds of two-dimensional semantics will then claim distinct interpretations for the new indices. To say that a sentence is a priori knowable then comes down to it being true at every pair of indices where the first and second coordinate are identical, that is, the diagonal between pairs of indices/possible worlds (see Figure 1 ). Extant presentations of the formalism involved in several versions of twodimensionalisms have been either semantic or, when proof theoretic, axiomatic in character. 2 For example, Davies and Humberstone (1980) present an axiomatization of a two-dimensional system that arguably captures some important a priori truths as a formal rendering of Evans ' (1979) notion of deep necessity. 3 Evans distinguished between superficial and deep necessity in order to account for Kripke's (1980) examples of the contingent a priori. For Evans, superficial necessity or contingency is a matter of how a sentence behaves when embedded within the modal operators 2 and 3; by contrast, deep necessity and contingency have to do with the necessity or contingency of the content expressed by the sentence in question. By stipulating that 'Julius', for instance, names the inventor of the zip, the sentence (S) 'if anyone uniquely invented the zip, Julius invented the zip' is deeply necessary, for by understanding what is expressed by (S) we know it merely says that if anyone uniquely invented the zip, it was the inventor of the zip himself. And this, i.e. what is expressed by (S), is knowable a priori. Nonetheless, (S) is superficially contingent, for it is easily seen to be false at every possible world where the inventor of the zip differs from William Whitworth -the actual inventor of the zip. Davies and Humberstone's idea was to formalize these two notions of necessity (contingency) by adding to a modal language their 'fixedly actually' operator (see fn. 3) alongside the usual modal operators 2 and 3. In their system, formulas are evaluated with respect to pairs of possible worlds, whence the logic is said to be two-dimensional.
Each pair is constituted by a possible world and a world that is considered (intuitively) as the actual one. Thus, a sentence ϕ is fixedly actually true just in case it holds along the diagonal or, in other words, just in case ϕ is true at every possible world that is considered as the actual one. 4 Since the examples that are relevant to the distinction made by Evans between superficial and deep necessity (contingency) can be formalized within their two-dimensional system, Davies and Humberstone claimed to have a logic in which these two kinds of modalities are represented.
In addition to Davies and Humberstone's axiomatic system, there is a hypersequent system in Restall (2012) and an (equivalent) axiomatic system in Fritz (2013 Fritz ( , 2014 designed to capture some of the core formal aspects of versions of twodimensional semantics. These systems involve the usual modal operators, a primitive diagonal (apriority) operator, and an actuality operator. In particular, Fritz's system is motivated by the epistemic two-dimensionalism developed by Chalmers, where the indices of evaluation are intuitively interpreted as pairs constituted by epistemic scenarios and possible worlds, or epistemic and metaphysical possibilities, respectively. Since there is an epistemic possibility in which water is not H 2 O (i.e. the XYZ-possibility), the sentence (S*) 'water is H 2 O' is not a priori knowable, although it is necessary. More formally, we can say that there is a point along the diagonal where (S*) is false, but no point along the horizontal where (S*) is false (see, again, Figure 1 ). In contrast, there is no epistemic possibility where (S**) 'water is water' fails to hold, whence (S**) holds at every scenario-world pair along the diagonal. Thus, a sentence is a priori just in case it holds along the diagonal, and a posteriori otherwise.
The aim of this paper is to present a Natural Deduction system that exactly captures the behaviour of the diagonal operator and its interaction with the necessity operator in an S5 modal logic with an added actuality operator, A . 5 Modal systems containing A are by no means novelty. Some representatives are found as early as in Crossley and Humberstone (1977) -an axiomatic system -and Hazen (1978) -a natural deduction system. However, we know of no natural deduction system for two-dimensional modal logics. One of the virtues of the present system is that it is extremely easy to use for anyone already familiarized with traditional Fitch-style natural deduction systems for modal logics, thereby making the logical properties of the diagonal modalities, and some of the core ideas of two-dimensional semantics, transparent to a wider range of readers, in contrast with the (usually more cumbersome) axiomatic treatments. 6 2 The system S5E 2D Definition 1 (Basic Language). Let p, q, r . . . be a countable list of members of the set AT of propositional letters. The language L A D is defined recursively by the following grammar:
The other Boolean connectives are defined as usual, and we also define the duals 3 := ¬2¬ and C := ¬D¬.
1. W = Z × Z for some set Z, 2. R 2 ⊆ W ×W , the 2-accessibility relation, is the least relation such that for every v, w, z ∈ Z, w, v R 2 z, v , 3. R D ⊆ W ×W , the D-accessibility relation, is the least relation such that for every v, w, z ∈ Z, w, v R D z, z , and 4. V is a function assigning sets V (p) of pairs of possible worlds to each member of AT .
Definition 3 (Truth). We define 'ϕ is true at w with respect to v in M ', written M , w, v ϕ, by recursion on ϕ. Here w is the typical world of evaluation while v is the actual world under consideration. Intuitively, v might also be taken as an epistemic scenario or possibility. For a pair w, v ∈ W ,
Definition 4 (Truth, validity, and consequence). A sentence, ϕ, is true in a 2D-model M = W, R 2 , R D ,V , written M ϕ, if and only if M , w, w ϕ for every w, w ∈ W ; a sentence ϕ is diagonally valid in a class C of models if and only if it is true in every model in C ; and a sentence ϕ is a logical consequence of a set of sentences Γ if and only if for all models M = W, R 2 , R D ,V and w, w ∈ W , if M , w, w γ for all γ ∈ Γ , then M , w, w ϕ.
3 Natural Deduction System for S5E 2D In Fitch's original presentation for modal logic a natural deduction system is enriched with 2-labeled lines to denote the introduction of a possible world in a derivation. In other words, 2-labeled lines are world-tags, for arbitrary possible worlds. This means that the formulas occurring in a derivation within their scope should be evaluated at the possible world introduced by the respective 2-labeled line. The new subproofs introduced by 2-labeled lines are called strict or just 2-subproofs. In one-dimensional modal logic we use 2-labeled lines in cases where we need to eliminate or introduce the modal operators 2 and 3. For instance, we can prove 3p ⊃ 23p in S5 by the following derivation:
By contrast, if we want to evaluate formulas with respect to a pair of worlds, as our two-dimensional framework requires, we should expect the system to be a bit more complicated, for our Fitch-lines must dictate that the formulas are true at a world with respect to a certain world considered as actual, or simply that the formula is true at a pair of possible worlds. Thus, there is a further dimension present in what our labeled lines ought to convey in the proof system. Our Fitch-lines, as a result, will comprise a 2-labeled line, an actuality labeled line denoted by A , and a diagonal labeled line denoted by δ , the latter introduced specifically for diagonal operators.
In what follows we show the Fitch rules necessary for S5E 2D . For ease of presentation, rather than listing all of them at once, first we recall the rules for S5, then we show the modifications needed to accommodate the actuality operator, and only after that we add the rules for the entire two-dimensional system. Thus, in effect, we present natural deduction systems for three different logics ordered by inclusion: S5, S5A , and S5E 2D .
S5
In S5 the rules for the Boolean connectives are just the standard Fitch rules for propositional logic that one finds in any logic textbook. The rules governing the modal operators are the following:
S5A
The derivation system for the actuality operator is essentially the same as the one in Hazen (1978) . Let an A -labeled line denote a new kind of strict subproof, which we might also call A -subproof. Moreover, we now say that the main proof is also counted as an A -subproof. Now add the following rules to the ones presented above for S5:
The rules of reiteration are essentially the same as for 2-subproofs, i.e. A -formulas can be reiterated into 2-subproofs and vice-versa. Hazen (1978, especially pp. 618-619) sketches the completeness theorem for the system S5A .
S5E 2D
For the system S5E 2D we have all the rules presented above, besides small restrictions that we shall mention in due course. Next we introduce the rules for diagonal operators, which turn out to be very similar to the usual modal rules except for the addition of δ -subproofs.
(DI) Diagonal Necessity Introduction
Concerning the restrictions mentioned above, the rules for the Boolean connectives remain the same, the only exception being the reductio ad absurdum rules, for we allow the relevant contradiction to occur within the scope of any 2, A , or δ -subproof. More importantly, 2, 3, and A -formulas can still be reiterated within 2 and A -subproofs, but they cannot be reiterated across δ -subproofs. Thus, where # ∈ {2, A }, and ϕ is either a 2, 3, or A -formula, For example, the following instance of modal reiteration in the derivation on the left side is permissible, but the one on the right side is not: The rule of diagonal reiteration, by contrast, can be used unrestrictedly in a derivation. Thus, in the derivation on the right side of Figure 3 , the rule of diagonal reiteration (DR), rather than modal reiteration (MR), would allow the introduction of ϕ. More generally, where # ∈ {2, A , δ }, and ϕ is any formula beginning with a diagonal operator, Finally, the (act-I) and (act-E) rules are also allowed within δ -subproofs, while the other rules remain unchanged. In what follows we present some examples of derivations in S5E 2D , commenting (when necessary) on the usage of the rules just presented.
In this case, D p was legitimately reiterated over a 2-subproof since the reiteration rule for diagonal operators is unrestricted, while line 3 was obtained by usual application of 2 introduction. The following exemplifies a distinction between the two operators 2 and D, especially in how they interact with the actuality operator:
The problem with the derivation on the right is that (act-E) is not allowed unless it is applied within A and δ -subproofs, as illustrated by the derivation on the left. In general, derivations containing only diagonal or the basic modal operators 2 and 3 will be analogous, but there are subtle differences in their interaction with A .
Completeness for S5E 2D
The derivation system defined above is clearly sound with respect to the twodimensional semantics presented in §2. Completeness, however, is not so obvious. We could establish it by a traditional Henkin-style argument extended to take care of pairs of possible worlds; however, it suffices to prove the axioms (by means of schematic derivations) of the system 2D presented in Fritz (2013) . In effect, Fritz defines two systems, to wit, 2D and 2Dg. The former is based on a semantics just like the one defined in §2, whereas the latter characterizes truth in a model and the consequence relation in a general way, that is, with respect to every point in a 2D-model: a sentence, ϕ, is generally true in a 2D-model if and only if M , w, v ϕ for every w, v ∈ W ; a sentence ϕ is generally valid in a class C of models if and only if it is generally true in every model in C ; and a sentence ϕ is a general logical consequence of a set of sentences Γ if and only if for all models M = W, R 2 , R D ,V and w, v ∈ W , if M , w, v γ for all γ ∈ Γ , then M , w, v ϕ. While A ϕ ⊃ ϕ and Dϕ ⊃ ϕ are valid in 2D, for instance, they are not valid in 2Dg, where truth, consequence, and validity are defined generally. 7 But this distinction between general and diagonal validity can nonetheless be accommodated in our derivation system, whereby the latter is complete with respect to either notion of validity. The axioms 8 defining 2Dg comprise the following actuality base from Crossley and Humberstone's system S5A 9 , besides the usual S5 axioms:
Moreover, the following axioms for diagonal operators are added by Fritz, with the (notational) difference that he uses A rather than D, and @ rather than A :
If truth and validity are defined generally, as in 2Dg, then the main proof of a derivation is not an A -subproof anymore. (Note that this imposes a restriction on the derivation rules (act-I) and (act-E), while the other rules for the actuality operator remain sound.) Furthermore, D is not reflexive in 2Dg, whence the reflexive rules for (DE) and (C I) must also be dropped in this case. 10 All the other rules are sound with respect to general validity, and the axioms above can be easily derived. On the other hand, by defining truth and validity as in definition 2.4, we may add the following axioms to the ones above:
In fact, by just substituting (A 1) by (A 5) and adding (I T ) we get a complete axiomatization for 2D. The derivations of these two axioms in S5E 2D are obvious and all the rules presented in §3 are sound with respect to diagonal validity. In the following we exhibit schematic derivations for some of the axioms as illustration. The axioms governing the actuality operator are derived in Hazen (1978) in the midst of his proof that A is eliminable when added to the basic modal language. So we are left with the axioms for the diagonal operators, which we derive below. 
Concluding Remarks
We have shown a sound and complete Fitch-style natural deduction system for an S5 modal logic endowed with diagonal operators and an actuality operator in a twodimensional semantics. The derivation rules presented here are analogous to Fitch's own modal rules for the one-dimensional case, thereby preserving familiar features of this kind of natural deduction system. The procedure is somewhat straightforward once new labeled lines such as A and δ are introduced alongside the usual 2-labeled line. This is enough to make it possible to evaluate formulas with respect to a pair of worlds as dictated by the two-dimensional character of the system.
