This paper presents a numerical method that solves heat equations using He's variational iteration method (HVIM). It showed that the solutions obtained from the developed method converged rapidly to the exact solutions within three iterations. It is also found that HVIM gives very trivial solutions for the nonlinear differential equations with zero initial condition.
Introduction
Heat equation is an important partial differential equation which describes the distribution of heat (or variation in temperature) in a given region over time. Many important engineering processes, such as the heat transferring and cooling process, are described through heat equations, and nowadays, heat equations have been applied in thermal-based damage detection in porous materials. Due to its importance in engineering design and research, a number of investigators have proposed analytical methods to find promising approximate solutions for such equations. Dawson et al. [3] presented a finite difference domain decomposition algorithm for numerical solution of the heat equation. That method was later developed and proposed by Dehghan [4] for solving the one-dimensional heat equation subject to the specification of mass. Similarly, Khan et al. [9] used twostep Adomian decomposition method (ADM) to solve for the heat equation and Alizadeh et al. [2] found solutions for the cooling problem using ADM. Lu et al. [13] , however, developed a novel analytical approach for heat equations in a multi-dimensional composite slab subject to time-dependent boundary changes of the first kind. It was found that the presented method involves no iterative computation such as numerically searching for eigenvalues and no residue evaluation, therefore it is considered very efficient.
Besides the existing numerical methods, an analytical method, He's variational iteration method (HVIM), is considered as an effective and convenient method for solving both weakly and strongly nonlinear equations. HVIM was originally developed by a Chinese Mathematician, He, for solving different differential equation systems [5] [6] [7] [8] . One author of this paper has extensively applied HVIM for solving broad types of analytical problems, such as nonlinear differential difference equations [10] , Blasius equation [11] , and the free vibration of Euler-Bernoulli beam [12] .
Based on the current progress made in applying HVIM for solving nonlinear differential equations and the author's experience, we plan to develop an efficient algorithm for solving the heat equations by employing HVIM. The developed algorithm can later be implemented into computer programs so as to significantly improve the computer's performance in design and simulation of heat systems. The remaining sections of this paper is organized as follows: section 2 introduces the heat equation that will be solved in this paper; section 3 briefly reviews HVIM; section 4 explains detailed approach of solving the heat equations using HVIM and validates the presented method; the paper is concluded and ended by section 5.
Heat Equation
The heat equation is an important partial differential equation which describes the distribution of heat in a given region over time. In this paper, we only consider the one-dimensional heat equation with variable properties, as shown in Eq. (1). The developed analytical method then can be expanded to solve for a real heat equation with three spatial variables (x, y, z).
where c; specific heat capacity of the material, ρ; the mass density and k; the thermal conductivity are taken as functions of x. Eqn.
(1) becomes a standard one dimensional heat equation if ρ and k are constants, which had been successfully solved by variational iteration methods including HVIM [14] [15] [16] [17] . In this paper, we will continue to apply HVIM to develop numerical solutions for Eqn. (1), where ρ and k are functions of x and such equation has a wide application in material design. Eqn. (1) with zero initial condition had been solved by Khan et al. [9] using modified ADM. Unfortunately, if HVIM was used to solve such equation with zero initial condition, only trivial solutions would be obtained. This is because that in using HVIM, the successive terms of iterations fully depend upon the initial condition, which could not be zero if meaningful iterations are wanted. A new technique for finding initial conditions has been proposed by Ali [1] .In this paper, the heat equation Eqn. (1) with nonzero initial conditions will be solved by HVIM, which will lead to significant results.
Specifically, If ρ(x) = 1/x and k(x) = x, and assume x varies from 1 to e π , then Eqn. (1) takes the form
Considering the following boundary and initial conditions
Alternatively, if 
with the boundary and initial conditions given by
In the following sections, HVIM will be applied to solve for Eqns. (2) and (3), and the numerical solutions will be compared to the exact solutions to validate the accuracy and efficiency of the presented method.
He's Variational Iteration Method (HVIM)
In this section, the concept of He's variational iteration method is briefly introduced. Consider the general nonlinear differential equation given in the form
where L is a linear operator, N is a nonlinear operator, and g(t) is a known function. By using the variational iteration method, a correction functional can be constructed as
where λ is a general Lagrange multiplier, which can be determined optimally via variational theory; the subscript n means the nth approximation; U n is a restricted variation and δU n = 0. u 1 (t), u 2 (t) … u n (t) can then be found from Eqn. (5) . The solution to the Eqn. (5) then can be obtained as
Technical Approach and Validation
The steps of solving the heat equations using HVIM can be summarized as: 1) find the correctional function and simplify it (Eqn. (5)); 2) take variation on both sides of the simplified correctional function with respect to u n and from there to derive the stationary conditions; 3) find an appropriate Lagrange multiplier λ from the stationary conditions; 4) substitute λ back to the correctional function and the final solution then can be found using Eqn. (6) . Following this procedure, analytical solutions will be found for Eqns. (2) and (3) and will be compared with the exact solutions for validation. Example 1: solution of Eqn. (2) Comparing Eqn. (2) with (5), the correctional function can be written as (5) into (7) and we obtain
where λ is the Lagrange multiplier, which can be identified by imposing stationary condition.
Next, variation was taken on both sides of correctional function with respect to u n to derive the stationary conditions 
The stationary conditions then can be found based on Eqn. (11) , which are 
Taking the initial condition u 0 (x, t) = sin( lnx ), the other u(x, t) can be determined from the iteration formula Eqn. (5) as Based on Eqn. (6), u n (x, t) will converge to the exact solution when t→∞. The numerical solutions u n (x, t) are compared with the exact solution u(x,t) = sin(lnx)e -t/c and listed in Table 1 and plotted in Fig. 1 to validate the present method. Figure1. Surface generated from (a) the exact solution and (b) HVIM result u 1 (x, t) for Eqn. (2) Example 2: solution of Eqn. (3) Comparing Eqn. (3) with (5), the correctional function is obtained as Eqn. (7); after substituting Eqn. (3) into Eqn. (7),we have
Similarly, by taking variation on both sides of Eqn. (17) with respect to u n , the stationary conditions were derived as
To determine the Lagrange multiplier λ, Eqn. (19) was integrated by part to obtain
The stationary conditions are found as (which is same as Example 1)
The Lagrange multiplier was therefore determined as λ = -1. Substituting λ back to Eqn. (17) and the variational iteration formula was obtained as
Taking the initial condition u 0 (x, t) = (1 -x 2 ) 1/2 , the other u(x, t) can be determined from the iteration formula Eqn. (5) (26) It was found that the numerical results converged very fast to the exact solutions only in three iteration, which is displayed in Table 2 and plotted in Fig. 2 .
Discussion
As can be seen from above table and figure, for the heat equation with two variables and nonzero initial condition, the HVIM results quickly converged to the exact solutions within three iteration. The comparison verified that HVIM is an efficient numerical tool for accurately solving the heat equations. The present study also verifies that even the original HVIM was developed for solving nonlinear differential equations with only one variable (Eqns. (4) and (6)), the HVIM approach can also be used to solve differential equations with two variables (x, and t as seen from Eqns. (2) and (3)). For convenience, c is assumed to be 500 for the illustrative examples, and the tables only list results for certain t's and x's. However, it can be verified that fast convergence and high accuracy were also achieved for other c values and a wide range of t's and x's. 
Conclusion
In this paper, an efficient approach is presented to implement HVIM to efficiently and accurately solve for heat equations with two variables x and t, and whose material conductivity and density are functions of x. On comparing the HVIM results to the exact solutions, it was found that the presented approach leads to a rapid convergence to the exact solutions in less than three iterations. Through the illustrative examples, it is therefore concluded that HVIM is an efficient numerical tool which can be used for solving the heat equations to greatly reduce the size of calculations while maintaining a high level of accuracy and efficiency. Also, it could be found that for the heat equations ( (2) and (3)), if the initial conditions are zero, the application of HVIM will lead to a series of trivial solutions, which are of no use. Therefore, it is revealed that as an efficient tool for solving nonlinear differential equations, HVIM is not applicable for the differential equations with zero initial condition. The approach presented in this study can be developed as an efficient algorithm to model and analyze the heat and cooling systems, which are governed by the heat equations and extensively used in different engineering architectures.
