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Abstract
Monte Carlo Markov chain methods MCMC are mathematical tools used to simulate
probability measures π defined on state spaces of high dimensions. The idea is to construct
a Markov chain P easy to simulate which converges to the measure π. The speed of
convergence of this Markov chain X to its invariant state π is a natural question to study
in this context.
To measure the convergence rate of a Markov chain some authors use the asymptotic
variance, while other authors use the total variation distance. It is well known that the
convergence rate of a reversible Markov chain depends on its second largest eigenvalue in
absolute value denoted by β∗. An important part in the estimation of β∗ is the estimation
of the second largest eigenvalue which is denoted by β1. Diaconis and Stroock (1991)
introduced a method based on Poincare´ inequality to obtain a bound for β1 for general
finite state reversible Markov chains.
Recently Shiu and Chen (2015) are able to obtain explicit value for the bound of Diaconis
and Stroock in case of the 1−D Ising model with two states (spin down, spin up). This
result improves the one introduced by Ingrassia (1994) and it is considered to be the best
existing bound in the literature for this model.
In the second chapter of this thesis we use the Chen and Shiu approach to study the
case of the Gibbs sampler for the 1−D Ising model with three and more states which
is also called Potts model. Then, we generalize in the third chapter the result of Shiu
and Chen to the case of the 2−D Ising model with two states. Our method is based on
some generalization of the techniques introduced by Shiu and Chen (2015). The results
we obtain improve the ones obtained by Ingrassia (1994).
In the last chapter of this thesis, we introduce some method to disrupt the Gibbs sampler
in order to improve it’s convergence rate to equilibrium. From this idea we are able to
improve the result introduced by Shiu and Chen (2015) at high temperatures. However,
at low temperature we did not succeed to improve the geometric bound, although an
improvement should be expected.
1
Re´sume´
Les me´thodes de Monte Carlo par chaines de Markov MCMC sont des outils mathe´ma-
tiques utilise´es pour simuler des mesures de probabilite´s π de´finies sur des espaces de
grandes dimensions. Le principe consiste a` construire une chaine de Markov P facile a`
simuler qui converge vers la mesure π. Une des questions les plus importantes dans ce
contexte est de savoir a` quelle vitesse converge la chaine de Markov P vers la mesure
invariante π.
Pour mesurer la vitesse de convergence de la chaine de Markov P vers sa mesure invariante
π certains auteurs utilisent la variance asymptotique alors que d’autres auteurs utilisent
la distance de la variation totale. Il est bien connu que la vitesse de convergence d’une
chaine de Markov re´versible P de´pend de la deuxie`me plus grande valeur propre en valeur
absolue de la matrice P note´e β∗. Une partie importante dans l’estimation de β∗ con-
siste a` estimer la deuxie`me plus grande valeur propre de la matrice P , qui est note´e β1.
Diaconis et Stroock (1991) ont introduit une me´thode base´e sur l’ine´galite´ de Poincare´
pour estimer β1 pour le cas ge´ne´ral des chaines de Markov re´versibles avec un nombre fini
d’e´tat. Re´cemment Shiu et Chen (2015) ont re´ussi a` obtenir une expression explicite de la
borne de Diaconis et Stroock dans le cas d’un mode`le d’Ising unidimensionnel avec deux
e´tats. Ce re´sultat ame´liore celui introduit par Ingrassia (1994) et il est conside´re´ comme
la meilleure borne existante dans la litte´rature pour ce mode`le.
Dans le chapitre deux de cette the`se, nous utilisons la me´thode de Shiu et Chen pour
e´tudier le cas de l’algorithme de l’e´chantillonneur de Gibbs pour le mode`le d’Ising unidi-
mensionnel avec trois e´tats ou plus appele´ aussi mode`le de Potts. Puis, nous ge´ne´ralisons
dans le troisie`me chapitre le re´sultat de Shiu et Chen au cas du mode`le d’Ising deux-
dimensionnel avec deux e´tats. Notre me´thode est base´e sur une ge´ne´ralisation des tech-
niques introduites par Shiu et Chen (2015). Les re´sultats obtenus minorent ceux introduits
par Ingrassia (1994).
Dans le dernier chapitre de la the`se nous avons pense´ a` perturber l’e´chantillonneur de
Gibbs afin d’ame´liorer sa vitesse de convergence vers l’e´quilibre. En partant de cette
ide´e, nous avons re´ussi a` ame´liorer le re´sultat introduit par Shiu et Chen (2015) a` haute
tempe´rature. Cependant, a` basse tempe´rature, nous n’avons pas re´ussi a` ame´liorer la
borne ge´ome´trique, meˆme si une ame´lioration est a` pre´voir.
2
Motivation
Image processing and dynamics of magnetic materials are studied by means of similar
theoretical structures. This similarity follows from a common underlying situation. They
are both constructed from many elements which interact between each others. On one
hand, the classical spin system has a lot of spinning particles and each spin interacts with
its neighboring spins. The ordered state is determined from interactions and external
fields. On the other hand, images are constructed from a lot of pixels. Output of each
pixel is determined from the values of the neighboring pixels. The resulting images are
determined from a priori information and given data. As a result, the conventional image
processing theory and the classical spin system have some common structure which in
both cases can be described by the Ising model.
The Ising model is a model from statistical mechanics, which is used to model different
phenomena in which collective effects are produced by local interactions between neigh-
boring spins on the sites of a lattice. The measure π which represents the probability of
occurence of a given configuration x of spins in the space of all possible configurations χ
is given by:
π(x) =
1
ZT
exp
{
1
T
H(x)
}
,
where
• T > 0 is the temperature of the system,
• ZT is the normalizing constant,
• H : χ→ R is the Hamiltonian function.
In the case of configurations with spins x ∈ {−1, 1}N , which describe spins in a solid, the
Hamiltonian H has the form:
H(x) =
∑
i∼j
xixj −
∑
i
Φ(xi)
where
•
∑
i∼j
xixj introduces dependence between neighboring spins favoring equal spins,
•
∑
i
Φ(xi) introduces an external force field (magnetic field).
3
One major task in statistical mechanics is to estimate the normalizing constant ZT .
In image analysis, let y ∈ χ be a data sample representing the colors of the pixels of a
given image. The task is to clean up the image from transmission errors. One wants to
assign a likelihood to each configuration x ∈ χ according to its conformity with the data
y and some further quality requirement.
The maximum likelihood estimator is then the configuration x ∈ χ which maximizes
π(x) =
1
ZT
e
1
T
H(x)
with a suitably chosen hamiltonian function. In a two color situation χ = {−1, 1}N the
Hamiltonian may take the form:
H(x) =
∑
i∼j
xixj − c
∑
i∼j
xiyj − h
∑
i∼j
xi,
where
•
∑
i∼j
xixj gives a penalty to configurations with to rough behavior,
• c
∑
i∼j
xiyj ensures proximity of the configuration x to the data sample y,
• h
∑
i∼j
xi drives towards one of the colors black or white.
To solve the inverse problem to find the maximum of the function H one uses the fact
that this maximum coincides with the maximum of π for any choice of T .
If T is chosen sufficiently small the the probability law π concentrates around its maximum
x0. Direct sampling is impossible in the case of image analysis because the set χ is too large
and since the partition function is computationally intractable. In this context the idea
of Monte Carlo Markov chain method, MCMC was introduced in statistical mechanics to
numerically integrate the normalizing constant ZT . This method consists in constructing
a Markov chain which converges to the measure π we want to simulate.
Thus a Markov chain which has π as its invariant law should stay a long proportion of time
in the neighborhood of x0 after time τ . One can then use a large number of independent
realizations X(1), · · · , X(n) of the Markov chain and the law of large numbers to compute:
Eπ [f ] = lim
τ→∞
Eπ [f(Xτ )]
= lim
τ→∞
lim
n→∞
1
n
n∑
i=1
f(X(i)τ ).
A natural question in this context is to study the distance between Eπ [f(Xτ )] = P
τf
and Eπ [f ]. The convergence rate of the Markov chain to its equilibrium depends on the
number of sites n. There are many approaches to measure the convergence rate of the
resulting Markov chain to its equilibrium π.
Frigessi and his collaborators proved in [9] that the convergence rate of the MCMCmethod
for the 1−D Ising model (without phase transition) is O(n log(n)). But for example in the
4
case of 2−D Ising model or the Curie Weiss model the convergence rate is O(en) at low
temperatures (T < Tc) and it is of order O(n log(n)) for T > Tc where Tc is the critical
temperature and n is the size of the lattice. In these results the constant of proportionality
isn’t known which means that we can’t compute a precise bound for the convergence time.
In the following we will study existing results that include proportionality constants.
Diaconis and Stroock (see [5]) considered the total variation distance and prove that the
rate of convergence of some reversible Markov chain on a graph (Γ, E) which is associated
to some transition matrix P to its equilibrium π can be controlled as follows:
4‖P k(x, .)− π‖2var ≤
1− π(x)
π(x)
(β∗)2k,
where β∗ = max
{
|βi|; βi ∈ Spec(P )\{1}
}
.
Later, they use Poincare´ inequality to bound the second largest eigenvalue of the matrix
P as follows:
β1 ≤ 1− 1
κ
where
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y).
Here E is the set of all edges e linking two neighbors in the graph and |γxy| designates
the length of the path γxy.
Shiu and Chen (see [25]) study the case of the Gibbs sampler for the 1 −D Ising model
where the Hamiltonian function H for a configuration x ∈ χ = {±1}n is:
H(x) =
n−1∑
i=1
xixi+1.
They use some symmetry argument in order to compute the Diaconis and Stroock bound
for β1 explicitly in this case. They obtain the smallest bound in the literature for this
model. A natural question is whether one can use this technique in the case of other
statistical mechanics models. In this thesis we will study this question for the case of the
1−D Potts model, where for a configuration x ∈ χ = {c1, · · · , cN}n the Hamiltonian is:
H(x) =
n−1∑
k=1
(
1{xk=xk+1} − 1{xk (=xk+1}
)
and for the 2−D Ising model where for x ∈ χ = {±1}n2 the Hamiltonian is:
H(x) =
n∑
j=1
n−1∑
i=1
xjix
j
i+1 +
n∑
i=1
n−1∑
j=1
xjix
j+1
i .
5
Introduction
The genarelized Ising model which is also called Potts model is a spin model that can
be defined on any graph. An atom is assumed to lie on each vertex of the graph and to
have a spin of either xi = c1, · · · , cN where N is the number of orientations that each
site can take; the case when N = 2 is called the Ising model with spins equal to +1 or
−1. Atoms are allowed to interact only with their nearest neighbors on the graph as well
as with an external magnetic field. The Hamiltonian function H is defined on the state
space χ = {c1, · · · , cN}
Λ as follows:
H : χ −→ R
x −→
∑
i∼j
(
1{xi=xj} − 1{xi (=xj}
)
where i ∼ j means that i and j are neighbors and Λ is the size of the lattice. This
Hamiltonian describes a situation where no external field is assumed.
We define a probability measure on the space of all possible configurations depending on
the configurations energy level. According to this the probability of occurrence of a given
configuration x ∈ χ is:
π(x) =
1
ZT
exp
{
1
T
H(x)
}
, (1)
where
• T is the temperature;
• ZT =
∑
x∈χ
exp
{
1
T
H(x)
}
is the normalizing constant.
Many relevant physical quantities are integrals of certain functionals with respect to the
distribution π. However this integration is difficult to do explicitly due to the high di-
mensionality of the state space χ.
One way to solve this problem is to simulate the probability measure π through a Markov
chain which distributes according to the measure π and which is easy to simulate. This
method is called Monte Carlo Markov Chain method (MCMC). MCMC method is a very
useful technique to draw samples from the Ising model. The Gibbs sampler introduced
by Geman and Geman (see [11]) and the Metropolis-Hastings algorithm introduced by
Metropolis et al. (see [21]) and Hastings (see [13]) are the most popular Monte Carlo
Markov chain methods used in this context. Those two algorithms use an aperiodic
6
Introduction
and irreducible Markov chain which is reversible with respect to the measure π. The
reversibility follows from the following detailed balance equation:
Q(x, y) := π(x)P (x, y) = π(y)P (y, x) := Q(y, x) ∀ x, y ∈ χ.
Under the previous conditions (aperiodicity, irreducibility and reversibility) the measure
π is the unique invariant measure for the matrix P . The eigenvalues of P can be arranged
as follows:
1 = β0 > β1 ≥ β2 ≥ · · · ≥ β|χ|−1 > −1.
There are several criteria to measure the convergence rate of a Markov chain. For example
the asymptotic variance as in Sinclair (see [26]), Frigessi et al. (see [10]), Ingrassia (see
[20]), Chen et al. (see [3]) and Chen and Hwang (see [4]) and the total variation distance
as in Diaconis and Stroock (see [5]). Diaconis and Stroock proof the following inequality:
4‖P k(x, .)− π‖2var ≤
1− π(x)
π(x)
(β∗)2k
where β∗ = max{β1, |β|χ|−1|}.
Many authors as Sinclair and Jerrum (see [27]), Diaconis and Stroock (see [5]) and Sinclair
(see [26]) introduced bounds for the eigenvalues β1 and β|χ|−1. Ingrassia (see [20]) shows
that the result of Diaconis and Stroock (see [5]) leads to the tightest bound. This motivates
us to have a closer look at the explicit bounds that one can obtain from the approach of
Diaconis and Stroock.
In order to do so, let us first remind the upper bound for β1 that was obtained in Diaconis
and Stroock (see [5]) for finite state reversible Markov chains with transition matrix P .
Let G(P ) = (χ, E) be the graph constructed from the transition matrix P , where the
state space χ is the vertex set and E = {(x, y) | P (x, y) > 0} is the set of edges. Then,
for each pair of distinct configurations x and y we choose a path γxy in G(P ) linking x to
y . The irreducibility of the matrix P guarantees that such paths exist. Finally, we define
the set Γ = {γxy : x, y ∈ χ}. Note that only one path γxy for each pair of configurations
x, y is chosen. According to Diaconis and Stroock the second largest eigenvalue β1 is then
bounded from above as follows:
β1 ≤ 1− 1
κ
(2)
where
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y), (3)
and where |γxy| designates the length of the path γxy.
In equation (3) the maximum is over all directed edges in the graph G(P ) and the sum is
over all paths from the set Γ passing through the fixed edge e. It is clear that κ measures
the bottlenecks (charged edges) in the graph G(P ) . We notice that a small κ gives a
better result. So, in order to obtain the tightest bound for β1 on one hand we should
choose the shortest path to link some pair of configurations (x, y) and on the other hand
we must avoid that many paths pass through the same edge.
In this thesis we consider the situation, where a probability measure π is fixed on the
7
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configurations over a finite set. We study the Gibbs sampler which chooses a random
coordinate to be updated according to the conditional probabilities given the other coor-
dinates.
The associated matrix for the Ising model is defined as follows:
P (x, y) =


1
Λ
π(yi|x) if x ∼ y
1− 1
Λ
Λ∑
i=1
π(yi|x) if x=y
0 else
where
π(yi|x) =
π(x1, · · · , xi−1, yi, xi+1, · · · , xΛ)∑
yi∈{c1,··· ,cN}
π(x1, · · · , xi−1, yi, xi+1, · · · , xΛ)
is the probability to move from a given configuration x to its nearest neighbor y. Note
that x and y differ only in one coordinate.
To be able to use the result of Diaconis and Stroock [5] to calculate the bound of the
second largest eigenvalue, we should fix a collection of paths. For a pair of configurations
(x, y) let d1, · · · , dm be an increasing sequence such that:
• xi *= yi for i ∈ {d1, · · · , dm};
• xi = yi otherwise.
We use the technique introduced by Shiu and Chen in [25] to define a path from x to y
as follows:
(x1, · · · , xn) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xΛ)
→ (y1, · · · , yd1−1, yd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xΛ)
= (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, xd2 , xd2+1, · · · , xΛ)
→ (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, yd2 , xd2+1, · · · , xΛ)
...
→ (y1, · · · , yΛ).
After fixing the paths connecting each pair of configurations (x, y) in the state space χ we
turn to the computation of κ defined in (3). We begin by introducing the result of Shiu
and Chen (see [25]) who study the case of the Gibbs sampler of the 1−D Ising model with
two states. The measure π given in (1) becomes:
π(x) =
1
ZT
exp
{
1
T
n−1∑
k=1
xkxk+1
}
∀ x = (x1, · · · , xn) ∈ χ ,
where
• χ = {−1, 1}n is the state space,
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• T is the temperature,
• ZT =
∑
x∈χ
exp
{
1
T
n−1∑
k=1
xkxk+1
}
is the normalizing constant.
The probability to move from x to its nearest neighbor y is:
π(yi | x) =
π(x1, · · · , xi−1, yi, xi+1, · · · , xn)
π(x1, · · · , xi−1, yi, xi+1, · · · , xn) + π(x1, · · · , xi−1,−yi, xi+1, · · · , xn) .
Shiu and Chen (see [25]) give the following result:
Theorem 0.0.1. [ Shiu and Chen 2015 ] The second largest eigenvalue of the Gibbs sam-
pler on the 1−D Ising model satisfies:
β1 ≤ 1− e− 2T n−2.
We turn now to present the results obtained in this thesis. In the second chapter
we are interested in the study of the Gibbs sampler for the 1−D Ising model with three
states. The measure π given in (1) becomes:
π(x) =
1
ZT
exp
{
1
T
n−1∑
k=1
(
1{xk=xk+1} − 1{xk (=xk+1})
}
∀ x = (x1, · · · , xn
) ∈ χ ,
where
• χ = {c1, c2, c3}
n is the state space,
• T is the temperature,
• ZT =
∑
x∈χ
exp
{
1
T
n−1∑
k=1
(
1{xk=xk+1} − 1{xk (=xk+1}
)}
is the normalizing constant.
The probability to move between two neighbors of configurations x and y which differ by
only one site is:
π(yi|x) =
π(x1, · · · , xi−1, yi, xi+1, · · · , xn)
3∑
l=1
π(x1, · · · , xi−1, cl, xi+1, · · · , xn)
.
Then the first result of this thesis is:
Theorem 0.0.2. [Helali 2018 ] The second largest eigenvalue of the Gibbs sampler for
the one-dimensional Ising model with three states satisfies :
β1 < 1− 3× n−2 e
− 4
T
1 + 2e−
4
T
. (4)
9
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After that, we think to generalize the previous result to the case of the 1−D Ising
model with multiple colors called also Potts model. The measure π given in (1) can be
written as:
π(x) =
1
ZT
exp
{
1
T
n−1∑
k=1
(
1{xk=xk+1} − 1{xk (=xk+1})
}
∀ x = (x1, · · · , xn
) ∈ χ ,
where
• χ = {c1, · · · , cN}
n is the state space where N is the number of colors,
• T is the temperature,
• ZT =
∑
x∈χ
exp
{
1
T
n−1∑
k=1
(
1{xk=xk+1} − 1{xk (=xk+1}
)}
is the normalizing constant.
Similarly, the conditional probability π(yi|x) is:
π(yi|x) =
π(x1, · · · , xi−1, yi, xi+1, · · · , xn)
N∑
l=1
π(x1, · · · , xi−1, cl, xi+1, · · · , xn)
.
Then the second result of the second chapter is:
Theorem 0.0.3. [Helali 2018 ] The second largest eigenvalue of the Gibbs sampler for
the one-dimensional Ising model with N states satisfies:
β1 < 1−N × n−2 e
− 4
T
1 + (N − 1)e− 4T . (5)
A theorem proved by Ingrassia (see [20], Theorem 5.3) gives the following lower bound
for the smallest eigenvalue:
β|χ|−1 ≥ −1 + 2
1 + (c− 1)e∆T
where c is the number of orientations that a spin can have and ∆ is the size of maximal
discontinuity of the Hamiltonian.
The application of this theorem to the case of the 1−D Ising model with three states and
more gives an upper bound for |β|χ|−1| which is smaller than the bound we obtain for β1.
Then the upper bound of β∗ is given in the following corollary:
Corollary 0.0.4. The upper bounds for β1 given in theorem 0.0.2 and theorem 0.0.3 are
also upper bounds for the absolute value of all eigenvalues {β1, · · · , β|χ|−1} of the Gibbs
sampler for the one-dimensional Ising model with three states and more respectively.
In the third chapter we study the Gibbs sampler for the 2−D Ising model with two
states. The distribution of the two-dimensional square lattice Ising model is:
π(x) =
1
ZT
exp
{
1
T
( n∑
j=1
n−1∑
i=1
xjix
j
i+1 +
n∑
i=1
n−1∑
j=1
xjix
j+1
i
)}
∀ x = (xji )1≤i,j≤n ∈ χ ,
where
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• χ = {−1, 1}n2 is the state space,
• T is a positive real number representing the temperature,
• ZT =
∑
x∈χ
exp
{
1
T
( n∑
j=1
n−1∑
i=1
xjix
j
i+1 +
n∑
i=1
n−1∑
j=1
xjix
j+1
i
)}
is the normalizing constant.
The transition between two neighbors x and y is:
π(yji |x) =
π(x11, · · · , x
j
i−1, y
j
i , x
j
i+1, · · · , x
n
n)
π(x11, · · · , x
j
i−1, y
j
i , x
j
i+1, · · · , x
n
n) + π(x
1
1, · · · , x
j
i−1,−yji , xji+1, · · · , xnn)
.
Then we have the main result of the third chapter:
Theorem 0.0.5. [Franke and Helali 2018 ] The second largest eigenvalue of the Gibbs
sampler for the two-dimensional Ising model with two states satisfies:
β1 ≤ 1− n−4 exp
{− 2
T
(2n+ 1)
}
.
Due to the upper bound for |β|χ|−1| presented in Theorem 5.3 by Ingrassia in [20] we
obtain the following bound for β∗:
Corollary 0.0.6. The second largest eigenvalue in absolute value of the Gibbs sampler
for the two-dimensional Ising model with two states satisfies:
β∗ ≤ 1− n−4 exp{− 2
T
(2n+ 1)
}
.
In the fourth chapter we study the case of some perturbed Gibbs sampler for the 1−D
Ising model with two states. The distribution of the 1-D Ising model is:
π(x) =
1
ZT
exp
{
1
T
n−1∑
k=0
xkxk+1
}
∀ x = (x1, · · · , xn) ∈ χ ,
where
• χ = {−1, 1}n is the state space,
• T is the temperature,
• ZT =
∑
x∈χ
exp
{
1
T
n−1∑
k=1
xkxk+1
}
is the normalizing constant.
One expects an acceleration of the convergence rate of the Gibbs sampler to its equilibrium
once one adds some edges to the graph underlying the initial Markov chain. However only
few edges should be added in order to keep the computational cost low.
Starting from this philosophy, we propose some perturbation of the Gibbs algorithm based
on some permutation σ of χ.
Let σ be a two cyclic permutation defined for x ∈ χ as follows:
σ : χ −→ χ
x −→ −x.
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For some 0 < α < 1 we denote by Pσ the matrix which is defined for x, y ∈ χ as:
Pσ(x, y) =


α if y = σ(x)
1− α if x = y
0 else.
The idea behind this construction is that the permutation we want to introduce should
not add many edges to the graph underlying the Markov chain of the sampler. Further,
the fact that σ is a two-cyclic permutation guarantees the reversibility of the Markov
chain which allows us thereafter to use the geometric bound introduced by Diaconnis
and Stroock (1991) in [5]. Furthermore, the computational effort to run a simulation for
this simple permutation is relatively cheap since we add just one further option at each
transition. For 0 < δ < 1, we introduce the perturbated Gibbs algorithm P˜ as follows:
P˜ (x, y) = δ P (x, y) + (1− δ)Pσ(x, y) ∀ x, y ∈ χ.
Remark 0.0.7. We remark that P˜ (x, y) is reversible as a convex combination of two
reversible matrices. Their eigenvalues can be arranged as follows:
1 = β˜0 > β˜1 ≥ β˜2 ≥ · · · ≥ β˜|χ|−1 > −1.
To be able to use the result of Diaconis and Stroock [5] and to compute the bound
for the second largest eigenvalue, we should fix a collection of paths linking any two
configurations x and y from χ.
For a given pair (x, y) ∈ χ, let d1, · · · , dm be an increasing sequence satisfying that xi *= yi
for i ∈ {d1, · · · , dm} and xi = yi otherwise.
The choice of the paths linking configurations will depend on the distance between x and
y.
1. If m ≤ n
2
we use the path introduced by Shiu and Chen in [25] then:
(x1, · · · , xn) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
→ (y1, · · · , yd1−1, yd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
= (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, xd2 , xd2+1, · · · , xn)
→ (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, yd2 , xd2+1, · · · , xn)
...
→ (y1, · · · , yn).
2. If m > n
2
, as the configurations differ by more than n
2
sites we change to −x in the
first step and we continue with the path introduced above:
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(x1, · · · , xn) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
→ (−y1, · · · ,−yd1−1,−xd1 ,−xd1+1, · · · ,−xd2−1,−xd2 ,−xd2+1, · · · ,−xn)
= (−y1, · · · ,−yd1−1, yd1 ,−xd1+1, · · · ,−xd2−1, yd2 ,−xd2+1, · · · ,−xn)
→ (y1, · · · ,−yd1−1, yd1 ,−xd1+1, · · · ,−xd2−1, yd2 ,−xd2+1, · · · ,−xn)
...
→ (y1, · · · , yn).
Then the principle result of the fourth chapter for a suitable choice of α and δ is:
Theorem 0.0.8. [Franke and Helali 2018] The second largest eigenvalue of the perturbed
Gibbs sampler for the 1−D Ising model satisfies at high temperature:
β1 ≤ 1− 2n−2e−2T .
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Le mode`le d’Ising ge´ne´ralise´ qui s’appele aussi le mode`le de Potts est un mode`le
constitue´ par des spins avec des interactions locales. Il peut eˆtre de´fini dans un graphe.
Un atome est suppose´ se trouver sur chaque sommet du graphe et avoir des spins xi =
c1, · · · , cN ou` N est le nombre des orientations que peut prendre chaque site; Le cas N = 2
est appele´ le mode`le d’Ising avec des spins qui prennent les valeurs +1 ou −1. les atomes
sont suppose´s d’interagir seulement avec leurs proches voisins dans le graphe et avec un
champ magne´tique externe. La fonction Hamiltonienne H est de´finie sur l’espace des e´tats
χ = {c1, · · · , cN}
Λ comme suit:
H : χ −→ R
x −→
∑
i∼j
(
1{xi=xj} − 1{xi (=xj}
)
avec i ∼ j signifie que i et j sont des voisins et Λ est la taille du re´seau. Avec cet
Hamiltonien, aucun champs exte´rieur n’est suppose´.
On de´fini la mesure de probabilite´ sur l’espace de toutes les configurations possibles.
La probabilite´ de´pend du niveau d’energie de chaque configuration. D’apre`s cela, la
probabilite´ qu’une configuration x ∈ χ apparaˆıt est:
π(x) =
1
ZT
exp
{
1
T
H(x)
}
(6)
avec
• T est la tempe´rature;
• ZT =
∑
x∈χ
exp
{
1
T
H(x)
}
est la constante de normalisation.
De nombreuses quantite´s physiques pertinentes sont des inte´grales de certaines fonction-
nelles par rapport a` la loi π. Cependant, cette inte´gration est difficile a` re´aliser explicite-
ment en raison de la forte dimensionnalite´ de l’espace des e´tats.
Une manie`re pour re´soudre ce proble`me consiste a` simuler la mesure de probabilite´ π a`
l’aide d’une chaˆıne de Markov qui se re´partit selon la mesure π et qui est facile a` simuler.
Cette me´thode est appele´e la me´thode de Monte Carlo par Chaˆıne de Markov (MCMC).
La me´thode MCMC est une technique pour e´chantillonner a` partir du mode`le d’Ising.
L’e´chantillonneur de Gibbs introduit par Geman et Geman (voir [11]) et l’algorithme de
Metropolis-Hastings introduit par Metropolis et ses collaborateurs (voir [21]) et Hast-
ings (voir [13]) sont les me´thodes MCMC les plus populaires, utilise´es dans ce contexte.
Ces deux algorithmes utilisent une chaˆıne de Markov ape´riodique et irre´ductible qui est
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re´versible par rapport a` la mesure π. La re´versibilite´ est contenue dans l’e´quation suivante
appele´ detailed balance equation:
Q(x, y) := π(x)P (x, y) = π(y)P (y, x) := Q(y, x) ∀ x, y ∈ χ.
Sous les conditions pre´ce´dentes (ape´riodicite´, irre´ductibilite´ et re´versibilite´) la mesure π
est l’unique mesure invariante pour la matrice P . Les valeurs propres de la matrice P
peuvent eˆtre arrange´es comme suit:
1 = β0 > β1 ≥ β2 ≥ · · · ≥ β|χ|−1 > −1.
Il existe plusieurs crite`res pour mesurer la vitesse de convergence d’une chaˆıne de Markov
vers sa mesure d’e´quilibre π. Par exemple la variance asymptotique comme dans Sinclair
(voir [26]), Frigessi et ses collaborateurs (voir [10]), Ingrassia (voir [20]), Chen et ses
collaborateurs (voir [3]) et Chen et Hwang (voir [4]) et la distance de la variation totale
comme dans Diaconis et Stroock (voir [5]). Diaconis and Stroock ont montre´ l’inegalite´
suivante:
4‖P k(x, .)− π‖2var ≤
1− π(x)
π(x)
(β∗)2k
avec β∗ = max{β1, |β|χ|−1|}.
Plusieurs auteurs comme Sinclair et Jerrum (voir [27]), Diaconis et Stroock (voir [5]) et
Sinclair (voir [26]) introduisent des bornes pour les valeurs propres β1 et β|χ|−1. Ingrassia
(voir [20]) montre que le re´sultat de Diaconis et Stroock (voir [5]) conduit a` la borne la
plus e´troite. Ceci nous motive a` examiner de plus pre`s les bornes explicites que l’on peut
obtenir de l’approche de Diaconis et Stroock.
Pour ce faire, rappelons d’abord la borne supe´rieure de β1 e´tablie par Diaconis et Stroock
(voir [5]) pour les chaines de Markov re´versible a` nombre fini d’e´tats dont la matrice de
transition est P .
Soit G(P ) = (χ, E) le graphe construit a` partir de la matrice de transition P ou` l’espace
des e´tats χ est l’ensemble des sommets et E = {(x, y) | P (x, y) > 0} est l’ensemble
des arreˆtes. Ensuite, pour chaque paire de configurations distinctes x et y on choisi
une trajectoire γxy dans G(P ) qui lie x a` y. L’irre´ductibilite´ de la matrice P garantie
que chaque trajectoire existe. Finallement, on de´finit l’ensemble Γ = {γxy : x, y ∈ χ}.
Notons qu’une seule trajectoire γxy pour chaque paire de configurations x, y est choisie.
La deuxie`me plus grande valeur propre β1 est majore´e comme suit:
β1 ≤ 1− 1
κ
(7)
avec
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y), (8)
et |γxy| de´signe la longueur de la trajectoire γxy (c’est a` dire le nombre de sites qui diffe`rent
entre les configurations x et y).
Dans (8) le maximum est sur toutes les areˆtes oriente´es dans le graphe G(P ) et la somme
est sur toutes les trajectoires dans Γ qui passent par l’areˆte e fixe´e. Il est clair que κ
mesure les goulots (areˆtes charge´es) dans le graphe G(P ). On remarque qu’un κ petit
15
Introduction
donne un meilleur re´sultat. Donc, afin d’obtenir la meilleure borne supe´rieure de β1, et
d’une part, nous devrions choisir les trajectoires les plus courtes pour relier une paire de
configurations (x, y) et d’autre part, il faut e´viter que de nombreuses trajectoires passent
par la meˆme areˆte .
Dans cette the`se, nous conside´rons la situation ou` la mesure de probabilite´ π est de´finie sur
les configurations sur un ensemble fini. Nous e´tudions l’algorithme de l’e´chantillonneur de
Gibbs qui choisit ale´atoirement un site a` changer en fonction des probabilite´s condition-
nelles, compte tenu des autres sites. La matrice associe´e a` l’algorithme de l’e´chantillonneur
de Gibbs pour le mode`le d’Ising ge´ne´ralise´ est:
P (x, y) =


1
Λ
π(yi|x) si x ∼ y
1− 1
Λ
Λ∑
i=1
π(yi|x) si x=y
0 sinon
ou`
π(yi|x) =
π(x1, · · · , xi−1, yi, xi+1, · · · , xΛ)∑
yi∈{c1,··· ,cN}
π(x1, · · · , xi−1, yi, xi+1, · · · , xΛ)
est la probabilite´ de se de´placer d’une configuration x vers sa proche voisine y. Notons
que les configurations x et y diffe`rent par un seul site.
Pour pouvoir utiliser le re´sultat de Diaconis et Stroock [5] afin de calculer la borne
supe´rieure de la deuxie`me plus grande valeur propre, nous devrions fixer une collection
de trajectoires. Pour une paire de configurations (x, y) nous se´lectionons l’une parmi les
trajectoires les plus courtes. Soit d1, · · · , dm une suite croissante tel que:
• xi *= yi si i ∈ {d1, · · · , dm};
• xi = yi sinon.
Nous utilisons la technique introduite par Shiu et Chen dans [25] pour de´finir une trajec-
toire de x a` y comme suit:
(x1, · · · , xn) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xΛ)
→ (y1, · · · , yd1−1, yd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xΛ)
= (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, xd2 , xd2+1, · · · , xΛ)
→ (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, yd2 , xd2+1, · · · , xΛ)
...
→ (y1, · · · , yΛ).
Apre`s avoir fixe´ les trajectoires reliant chaque paire de configurations (x, y) dans l’espace
des e´tats χ nous nous inte´ressons au calcul de κ de´fini dans (8). Nous commenc¸ons par
donner le re´sultat de Shiu et Chen (voir [25]) qui ont e´tudie´ le cas de l’algorithme de
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l’e´chantillonneur de Gibbs pour le mode`le d’Ising unidimensionnel avec deux e´tats. La
mesure π donne´e dans (6) devient:
π(x) =
1
ZT
exp
{
1
T
n−1∑
k=1
xkxk+1
}
∀ x = (x1, · · · , xn) ∈ χ ,
avec
• χ = {−1, 1}n est l’espace des e´tats avec Λ = n et N = 2,
• T est la tempe´rature,
• ZT =
∑
x∈χ
exp
{
1
T
n−1∑
k=1
xkxk+1
}
est la constante de normalisation.
La probabilite´ de se de´placer d’une configuration x vers sa configuration voisine y est:
π(yi | x) =
π(x1, · · · , xi−1, yi, xi+1, · · · , xn)
π(x1, · · · , xi−1, yi, xi+1, · · · , xn) + π(x1, · · · , xi−1,−yi, xi+1, · · · , xn) .
Shiu et Chen (voir [25]) ont donne´ le re´sultat suivant:
The´ore`me 0.0.1. [Shiu and Chen 2015] La deuxie`me plus grande valeur propre associe´e
a` l’algorithme de l’e´chantillonneur de Gibbs pour le mode`le d’Ising unidimensionnel sat-
isfait:
β1 ≤ 1− e− 2T n−2.
Nous pre´sentons maintenant les re´sultats obtenus dans cette the`se. Dans le deuxie`me
chapitre nous sommes inte´resse´ a` l’e´tude de l’algorithme de l’e´chantillonneur de Gibbs
pour le mode`le d’Ising unidimensionnel avec trois e´tats appele´ aussi mode`le de Potts. La
mesure π donne´e dans (6) devient:
π(x) =
1
ZT
exp
{
1
T
n−1∑
k=1
(
1{xk=xk+1} − 1{xk (=xk+1})
}
∀ x = (x1, · · · , xn
) ∈ χ ,
avec
• χ = {c1, c2, c3}
n est l’espace des e´tats,
• T est la tempe´rature,
• ZT =
∑
x∈χ
exp
{
1
T
n−1∑
k=1
(
1{xk=xk+1} − 1{xk (=xk+1}
)}
la constante de normalisation.
La probabilite´ de se de´placer entre deux configurations voisines (qui diffe`rent par un seul
site) x et y est:
π(yi|x) =
π(x1, · · · , xi−1, yi, xi+1, · · · , xn)
3∑
l=1
π(x1, · · · , xi−1, cl, xi+1, · · · , xn)
.
Nous citons le premier re´sultat du deuxie`me chapitre:
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The´ore`me 0.0.2. [Helali 2018 ] La deuxie`me plus grande valeur propre associe´e a` l’algorithme
de l’e´chantillonneur de Gibbs pour le mode`le d’Ising unidimensionnel avec trois e´tats sat-
isfait:
β1 < 1− 3× n−2 e
− 4
T
1 + 2e−
4
T
. (9)
Par la suite, nous ge´ne´ralisons le re´sultat pre´ce´dent au cas du mode`le d’Ising avec
plusieurs couleurs appele´ aussi mode`le de Potts. La mesure π donne´e dans (6) peut
s’e´crire comme suit:
π(x) =
1
ZT
exp
{
1
T
n−1∑
k=1
(
1{xk=xk+1} − 1{xk (=xk+1})
}
∀ x = (x1, · · · , xn
) ∈ χ ,
avec
• χ = {c1, · · · , cN}
n est l’espace des e´tats ou` N est le nombre de couleurs,
• T est la tempe´rature,
• ZT =
∑
x∈χ
exp
{
1
T
n−1∑
k=1
(
1{xk=xk+1} − 1{xk (=xk+1}
)}
est la constante de normalisation.
De meˆme la probabilite´ conditionnelle π(yi|x) est e´gale a`:
π(yi|x) =
π(x1, · · · , xi−1, yi, xi+1, · · · , xn)
N∑
l=1
π(x1, · · · , xi−1, cl, xi+1, · · · , xn)
.
Alors le deuxie`me re´sultat du deuxie`me chapitre est:
The´ore`me 0.0.3. [Helali 2018 ] La deuxie`me plus grande valeur propre associe´e a` l’algorithme
de l’e´chantillonneur de Gibbs pour le mode`le d’Ising unidimensionnel avec N e´tats satis-
fait:
β1 < 1−N × n−2 e
− 4
T
1 + (N − 1)e− 4T . (10)
Un the´ore`me prouve´ par Ingrassia (voir [20], The´ore`me 5.3) donne le minorant suivant
pour la plus petite valeur propre dans ce mode`le:
β|χ|−1 ≥ −1 + 2
1 + (c− 1)e∆T
ou` c est le nombre d’orientations que peut prendre un spin et ∆ est le saut maximal de
l’Hamiltonien.
L’application de ce the´ore`me au cas du mode`le d’Ising avec trois ou plusieurs e´tats donne
une borne supe´rieure de |β|χ|−1| qui est plus petite que la borne obtenue pour β1. La
borne supe´rieure de β∗ est donne´e dans le corollaire suivant:
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Corollaire 0.0.9. Les bornes supe´rieur de β1 donne´es dans the´pre`me 0.0.2 et the´pre`me
0.0.3 sont aussi des bornes supe´rieures pour la valeur absolue de toutes les valeurs propres
{β1, · · · , β|χ|−1} de l’e´chantillonneur de Gibbs pour le mode`le d’Ising unidimensionnel avec
trois e´tats et plus respectivement.
Dans le troisie`me chapitre, nous e´tudions l’e´chantillonneur de Gibbs pour le mode`le
d’Ising deux-dimensionnel avec deux e´tats. La loi du mode`le d’Ising deux-dimensionnel
est:
π(x) =
1
ZT
exp
{
1
T
( n∑
j=1
n−1∑
i=1
xjix
j
i+1 +
n∑
i=1
n−1∑
j=1
xjix
j+1
i
)}
∀ x = (xji )1≤i,j≤n ∈ χ ,
avec
• χ = {−1, 1}n2 est l’espace des e´tats,
• T est la tempe´rature,
• ZT =
∑
x∈χ
exp
{
1
T
( n∑
j=1
n−1∑
i=1
xjix
j
i+1 +
n∑
i=1
n−1∑
j=1
xjix
j+1
i
)}
est la constante de normalisa-
tion.
La loi de transition entre deux configurations voisines x et y est:
π(yji |x) =
π(x11, · · · , x
j
i−1, y
j
i , x
j
i+1, · · · , x
n
n)
π(x11, · · · , x
j
i−1, y
j
i , x
j
i+1, · · · , x
n
n) + π(x
1
1, · · · , x
j
i−1,−yji , xji+1, · · · , xnn)
.
Ensuite, le re´sultat principal du troisie`me chapitre est:
The´ore`me 0.0.4. [Franke et Helali 2018 ] La deuxie`me plus grande valeur propre associe´e
a` l’algorithme de l’e´chantillonneur de Gibbs pour le mode`le d’Ising deux-dimensionnel avec
deux e´tats satisfait:
β1 ≤ 1− n−4 exp
{− 2
T
(2n+ 1)
}
.
En raison de la borne supe´rieur de |β|χ|−1| pre´sente´e dans le the´ore`me 5.3 introduit
par Ingrassia dans [20] nous obtenons une borne supe´rieure de β∗ comme suit:
Corollaire 0.0.10. La deuxie`me plus grande valeur propre en valeur absolue associe´e a`
l’algorithme de l’e´chantillonneur de Gibbs pour le mode`le d’Ising deux-dimensionnel avec
deux e´tats satisfait:
β∗ ≤ 1− n−4 exp{− 2
T
(2n+ 1)
}
.
Dans le quatrie`me chapitre, nous e´tudions le cas de l’e´chantillonneur de Gibbs perturbe´
pour le mode`le d’Ising unidimensionnel avec deux e´tats. La distribution du mode`le d’Ising
unidimensionnel est:
π(x) =
1
ZT
exp
{
1
T
n−1∑
k=0
xkxk+1
}
∀ x = (x1, · · · , xn) ∈ χ ,
avec
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• χ = {−1, 1}n est l’espace des e´tats,
• T est la tempe´rature,
• ZT =
∑
x∈χ
exp
{
1
T
n−1∑
k=1
xkxk+1
}
la constante de normalisation.
On s’attend a` une acce´le´ration de la vitesse de convergence de l’e´chantillonneur de Gibbs
vers son e´tat d’e´quilibre une fois que l’on ajoute des areˆtes au graphe sous-jacent a` la
chaˆıne de Markov initiale. Cependant, seuls quelques areˆtes doivent eˆtre ajoute´es afin de
limiter les couˆts de calcul.
Partant de cette philosophie, nous proposons des perturbations de l’algorithme de Gibbs
base´es sur des permutations σ de χ.
Soit σ une permutation a` cycle deux d’une configuration x ∈ χ comme suit:
σ : χ −→ χ
x −→ −x.
Pour certains 0 < α < 1 on note par Pσ la matrice qui est de´finie pour x, y ∈ χ comme
suit:
Pσ(x, y) =


α si y = σ(x)
1− α si x = y
0 sinon.
L’ide´e a` la base de cette construction est que la permutation que nous voulons introduire
ne doit pas ajouter de nombreuses areˆtes au graphe sous-jacent a` la chaine de Markov
de l’e´chantillonneur de Gibbs. Davantage, le fait que la permutation σ est a` cycle deux
garantit la re´versibilite´ de la chaine de Markov ce qui nous permet d’utiliser la borne
ge´ome´trique introduite par Diaconnis et Stroock (1991) dans [5]. De plus, l’effort de calcul
pour exe´cuter une simulation pour cette simple permutation n’est pas trop couˆteux. Pour
0 < δ < 1, on introduit l’algorithme de l’e´chantillonneur de Gibbs perturbe´ P˜ comme
suit:
P˜ (x, y) = δ P (x, y) + (1− δ)Pσ(x, y) ∀ x, y ∈ χ.
Remarque 0.0.11. On remarque que P˜ (x, y) est re´versible comme une combinaison con-
vexe de deux matrices re´versibles. Leurs valeurs propres peuvent eˆtre organise´es comme
suit:
1 = β˜0 > β˜1 ≥ β˜2 ≥ · · · ≥ β˜|χ|−1 > −1.
Pour pouvoir utiliser le re´sultat de Diaconis et Stroock [5] pour calculer une borne
supe´rieure de la deuxie`me plus grande valeur propre, il faut fixer une collection de tra-
jectoires reliant toutes paire de configurations x et y de l’espace χ. Pour une paires de
configurations (x, y) donne´e, soit d1, · · · , dm une suite croissante satisfaisant xi *= yi pour
i ∈ {d1, · · · , dm} et xi = yi ailleurs.
Le choix des trajectoires qui relient les configurations de´pendra de la distance entre x et
y.
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1. Si m ≤ n
2
on utilise le chemin introduit par Chen et Shiu dans [25] alors:
(x1, · · · , xn) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
→ (y1, · · · , yd1−1, yd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
= (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, xd2 , xd2+1, · · · , xn)
→ (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, yd2 , xd2+1, · · · , xn)
...
→ (y1, · · · , yn).
2. Si m > n
2
, comme les configurations diffe`rent de plus de n
2
sites, on change de x a`
−x dans la premie`re e´tape puis on continu avec le chemin introduit dans [25]:
(x1, · · · , xn) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
→ (−y1, · · · ,−yd1−1,−xd1 ,−xd1+1, · · · ,−xd2−1,−xd2 ,−xd2+1, · · · ,−xn)
= (−y1, · · · ,−yd1−1, yd1 ,−xd1+1, · · · ,−xd2−1, yd2 ,−xd2+1, · · · ,−xn)
→ (y1, · · · ,−yd1−1, yd1 ,−xd1+1, · · · ,−xd2−1, yd2 ,−xd2+1, · · · ,−xn)
...
→ (y1, · · · , yn).
Ensuite, le re´sultat principal du quatrie`me chapitre pour un choix bien pre´cis de α et δ
est:
The´ore`me 0.0.5. [Franke et Helali 2018 ] La deuxie`me plus grande valeur propre de
l’e´chantillonneur de Gibbs perturbe´ associe´ au mode`le Ising unidimensionnel satisfait a`
haute temperature:
β1 ≤ 1− 2n−2e−2T .
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Preliminaries
In this chapter we present some basic definitions and properties used to prove our
results. We indicate references for more details.
1.1 Markov chains and some properties
Definition 1.1.1. Let χ be a finite set. A family
{
P (x, .) : x ∈ χ} of probability
distributions on χ is called a transition probability or a Markov kernel.
The space χ is called the state space. A Markov kernel P can be represented by a
matrix denoted by P as well: P (x, y) is the element in the x−th row and the y−th column.
Then the matrix P is a square matrix with probability vectors in its rows. Each number
P (x, y) present the probability that the process changes from the state x to the state y.
Definition 1.1.2. A kernel is said to be primitive if there exist an integer τ such that
P τ (x, y) > 0 for all x, y ∈ χ.
Definition 1.1.3. An homogeneous chain which reaches after a finite number of steps
from each state to each other state with positive probability is called irreducible.
The following properties can be found in the book of Winkler (see [28]):
Properties 1.1.4. • A kernel is primitive if and only if it is irreducible and aperiodic.
• A Markov kernel P and a distribution π fulfill the detailed balance equation if
π(x)P (x, y) = π(y)P (y, x) for all x, y ∈ χ.
Then the Markov chain with initial distribution π and transition kernel P is called
reversible in time, and P is called reversible with respect to π.
• The matrix P has 1 as its biggest eigenvalue which is associated to the constant
function as associated eigenfunction. The spectrum of the matrix P can be arranged
in the reversible case as follows:
1 = β0 > β1 ≥ · · · ≥ β|χ|−1 ≥ −1.
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• If the Markov chain P is aperiodic then, the smallest eigenvalue β|χ|−1 is different
from −1.
Lemma 1.1.5. If the matrix P is reversible with respect to the measure π then π is
P − invariant.
Proof. For all configurations x, y ∈ χ we have:
πP (x) =
∑
y∈χ
π(y)P (y, x) =
∑
y∈χ
π(x)P (x, y)
= π(x)
∑
y∈χ
P (x, y) = π(x)
= π(x).
1.2 Diaconnis and Stroock’s approach
Diaconnis and Stroock (see [5]) prove that the convergence rate of a reversible Markov
chain to its equilibrium with respect to the total variation distance depends on its second
largest eigenvalue in absolute value denoted by β∗. Further, they give an upper bound
for β1. More details are given in the following paragraph.
Theorem 1.2.1. [Diaconis and Stroock 1991] If P is a reversible Markov chain and π its
unique invariant measure if also P is irreducible then for all x ∈ χ and k ∈ N we have:
4 || P k(x, .)− π(.) ||2var=
(∑
y∈χ
| P (x, y)− π(y) |
)2
≤ 1− π(x)
π(x)
(β∗)2k.
Proof. The following proof can be found in [5].
According to the definition of the total variation distance we have:
4 || P k(x, .)− π(.) ||2var =
(∑
y∈χ
| P k(x, y)− π(y) |
)2
=
(∑
y∈χ
√
π(y)
π(y)
| P k(x, y)− π(y) |
)2
.
Using Cauchy-Schwarz inequality we obtain:
4 || P k(x, .)− π(.) ||2var ≤
∑
y∈χ
1
π(y)
(
(P n(x, y))2 − 2P n(x, y)π(y) + π(y)2) .
From the fact that the Markov chain P is reversible we have the following identity:
∑
y∈χ
1
π(y)
(P n(x, y))2 =
1
π(x)
P 2n(x, y).
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It follows that:
4 || P k(x, .)− π(.) ||2var ≤
∑
y∈χ
1
π(y)
(
P k(x, y)
)2 − 1
=
1
π(x)
P 2k(x, y)− 1.
Let D be a diagonal matrix where the x − th diagonal position takes the value
√
π(x).
Then the matrix DPD−1 takes the value
√
π(x)
π(y)
P (x, y) in position (x, y). As a result the
matrix DPD−1 is symmetric. There exists an orthogonal matrix Θ (i.e.: with ΘΘt = I)
such that DPD−1 = ΘBΘt where B is a diagonal matrix containing the eigenvalues of the
matrix P on its diagonal. All entries of P are real numbers between −1 and 1. Moreover
the value −1 is never reached. Then, the transition matrix P 2n can be written in the
following form:
P 2n = D−1ΘB2nΘtD.
We obtain in each entry (x, y):
P 2n(x, y) =
√
π(y)
π(x)
∑
w
ΓxwB
2n
wwΘwy.
By the fact that β∗2n is an upper bound of B2nww and the orthogonality of Θ this finishes
the proof.
In what follows we turn to give an upper bound for β1. Let V = (χ, E) be a graph
where χ is the set of vertices and E = {(x, y) | P (x, y) > 0} the set of edges.
Let Γ = {γxy; x, y ∈ χ} be a collection of paths γxy joining x to y (only one path for each
pair of configurations).
Proposition 1.2.2. [Diaconis and Stroock 1991] The geometric bound of the second largest
eigenvalue for reversible Markov chain is,
β1 ≤ 1− 1
κ
(1.1)
with
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) (1.2)
where |γxy| designate the length of the path γxy and the sum is over all paths γxy ∈ Γ
passing through the edge e.
Remark 1.2.3. The previous proposition is a discrete version of the Poincare´ method
for estimating the spectral gap of the Laplacien on a domain. More details are given by
Bandle in [2]. Related ideas where used by Landau and Odlyzko (see [17]), by Holley and
Stroock (see [15]) and by Mohar (see [22, 23]).
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Proof. We present the proof that can be found in [5].
Horn and Johnson (1985) (see [16], page 176) prove that
λ1 = inf
{
E(φ,φ)
V ar(φ)
: φ *= constant
}
(1.3)
where V ar(φ) designate the variance of φ relative to the measure π. and E is the quadratic
form which is defined as follows:
E(φ,φ) =
1
2
∑
x,y
(φ(y)− φ(x))2Q(x, y).
On the other hand we have:
V ar(φ) =
1
2
∑
x,y∈χ
(φ(x)− φ(y))2 π(x)π(y)
=
1
2
∑
x,y∈χ

∑
e∈γxy
(
Q(e)
Q(e)
) 1
2
φ(e)


2
π(x)π(y).
Here φ(e) = φ(e+) − φ(e−) is the oriented edge from e− to e+ in a given path. From
Cauchy-Schwarz inequality we obtain:
V ar(φ) ≤ 1
2
∑
x,y∈χ
|γxy|Qπ(x)π(y)
∑
e∈γxy
Q(e)φ(e)2.
(1.4)
Finally, for all edges in the graph we have:
V ar(φ) ≤ 1
2
∑
e
Q(e)φ(e)2
∑
x,y∈χ
|γxy|Qπ(x)π(y).
From the definition, κ is the upper bound for
∑
x,y∈χ
|γxy|Qπ(x)π(y), then we obtain
V ar(φ) ≤ κ E(φ,φ).
The result is finally obtained by the variational characterization in (1.3).
1.3 Ingrassia’s approach
The method of Ingrassia (see [20]) consists in giving an upper bound for the second
largest eigenvalue denoted by β1 and a lower bound for the smallest eigenvalue denoted by
β|χ|−1 in order to bound β
∗. This yields some informations about the speed of convergence
of the Markov chain P to its equilibrium π.
Let us first introduce the notations used by Ingrassia: T is the temperature, ZT is the
normalizing constant, S is the lattice of sites, Γ the collection of paths, γΓ is the maximum
length of each path γxy ∈ Γ, bΓ is the maximum number of paths containing any edge Γ, c
is the number of configurations that differ by only one site, m is the least total elevation
gain of the Hamiltonian function in the sense which is described by Holley and Stroock
(see [15]).
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1.3.1 Upper bound for β1
Ingrassia also uses the bound for β1 from Diaconis and Stroock and he obtain the
following result:
Theorem 1.3.1. [Ingrassia 1994] Let P be the transition matrix for the Gibbs sampler.
Then the second largest eigenvalue satisfies:
β1 ≤ 1− ZT
bΓγΓc|S|
e
−m
T .
Proof. The following proof is from Ingrassia (see [20]).
Let Γ be the set of paths linking each pair of configurations and e ∈ E some edge where
P (e) = P (e−, e+) > 0. We obtain:
|γxy|Qπ(x)π(y) =
∑
e∈γxy
Q(e)−1π(x)π(y)
=
∑
e∈γxy
(
π(e−)P (e)
)−1
π(x)π(y)
=
∑
e∈γxy
(
1
|S|
∑
s∈S
π(e−)Ps(e)1s(e)
)−1
π(x)π(y)
=
∑
e∈γxy

 1|S|
∑
s∈S
exp
{
−H(e+)
T
}
∑
e˜∈Ns(e−)
exp
{
−H(e˜)
T
} exp
{
−H(e−)
T
}
ZT
1s(e)


−1
π(x)π(y).
For all edge e the sum in (
∑
s∈S
· · · )−1 contains only one term different from zero, which
gives:
|γxy|Qπ(x)π(y) =
|S|
ZT
∑
e∈γxy
∑
s∈S
∑
e˜∈Ns(e−)
exp
(
H(e−)−H(e˜)
T
)
× exp
(
H(e−)−H(x)−H(y)
T
)
1s(e).
Also, the choice of paths guarantee that for all edge e ∈ γxy we have:
exp
(H(e−)−H(e˜)
T
)
× exp
(
H(e−)−H(x)−H(y)
T
)
≤ exp m
T
.
Then ∑
s∈S
∑
e˜∈Ns(e−)
exp
(
H(e−)−H(e˜)
T
)
× exp
(
H(e−)−H(x)−H(y)
T
)
1s(e) ≤ c exp
(
m
T
)
,
which gives:
|γxy|Qπ(x)π(y) ≤ |S|
ZT
∑
e∈γxy
ce
m
T .
26
CHAPTER 1. PRELIMINARIES 27
From the definition of γΓ the previous definition becomes:
|γxy|Qπ(x)π(y) ≤ |S|
ZT
cγΓe
m
T .
Then we obtain:
κ ≡ max
e′∈E
∑
γxy∈e′
|γxy|Qπ(x)π(y) ≤ bΓγΓc|S|
ZT
e
m
T .
Using equation (1.1) we obtain the result:
β1 ≤ 1− ZT
bΓγΓc|S|
e
−m
T .
1.3.2 Lower bound for β|χ|−1
We turn now to give a lower bound for the smallest eigenvalue associated to the matrix
P . In order to do, we define △ the maximum jump of the function H for all transitions:
△ = max
x∈χ
max
y∈N(x)
|H(y)−H(x)| (1.5)
where N(x) = {y ∈ χ : P (x, y) > 0} is the set of neighbors of x.
Theorem 1.3.2. [Ingrassia 1994] Let P be the transition matrix of the Gibbs sampler.
Then the smallest eigenvalue satisfies:
β|χ|−1 ≥ 2
1 + (c− 1)e△T
,
where △ is defined in (1.5).
Proof. The details of the proof can be found in Ingrassia (see [20], page 371).
1.4 Shiu and Chen’s result
In this section we present the result of Shiu and Chen (see [25]) for the Gibbs sampler
in the case of the 1−D Ising model using the geometric bound proved by Diaconis and
Stroock (see [5]) for reversible Markov chains.
1.4.1 Description of the model
The distribution associated to the one-dimensional Ising model is:
π(x) =
1
ZT
exp
{
1
T
n−1∑
k=1
xkxk+1
}
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for all x ∈ χ where χ = {−1,+1}n is the state space, T is the Temperature and ZT is
the normalizing constant. We consider the Gibbs sampler which chooses randomly a site
to be updated with given conditional probabilities. Explicitly, for a given configuration
x = (x1, · · · , xi, · · · , xn), we chooses randomly a site xi who is to be updated to yi with
probability:
π(yi|x) =
π(x1, · · · , xi−1, yi, xi+1, · · · , xn)
π(x1, · · · , xi−1, yi, xi+1, · · · , xn) + π(x1, · · · , xi−1,−yi, xi+1, · · · , xn) .
The matrix of the Gibbs sampler is defined as follows:
P (x, y) =


1
n
π(yi | x) if xj *= yj for all j *= i
1− 1
n
n∑
i=1
π(yi | x) if x = y
0 else.
1.4.2 Main result
To be able to use the result of Diaconis and Stroock (see [5]) to give an upper bound of
the second largest eigenvalue of the matrix P , we must first of all fix a collection of paths
linking each pair of configurations (x, y) ∈ χ2. The best bound is obtained for small κ.
For a given pair of configurations x, y ∈ χ there exists an increasing sequence d1, · · · , dm
such that xi *= yi for i ∈ {d1, · · · , dm} and xi = yi else.
We define a path linking any pair of configurations (x, y) as follow:
(x1, · · · , xn) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
→ (y1, · · · , yd1−1, yd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
= (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, xd2 , xd2+1, · · · , xn)
→ (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, yd2 , xd2+1, · · · , xn)
...
→ (y1, · · · , yn).
The principal result of Shiu and Chen (see [25]) is given in the following theorem:
Theorem 1.4.1. [Shiu and Chen 2015] The second largest eigenvalue of the Gibbs sam-
pler for the one-dimensional Ising model satisfies:
β1 ≤ 1− n−2e− 2T .
In what follows, we give a sketch of the proof of the main result of Shiu and Chen.
One can find more details in [25].
Proof. We define the edge e = (e−, e+) as follow:
e− = (z1, · · · , zi−1, zi, zi+1, · · · , zn) et e
+ = (z1, · · · , zi−1,−zi, zi+1, · · · , zn).
We consider at the beginning the case where i /∈ {1, n}. Then
P (e−, e+) =
1
n(1 + exp
{
2
T
(zi−1zi + zizi+1)
} .
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According to the selection of our paths, for a path γxy passing through e the configurations
x and y take the following form:
x = (x1, · · · , xi−1, zi, zi+1, · · · , zn) et y = (z1, · · · , zi−1,−zi, yi+1, · · · , yn).
Which gives
|γxy|Q(e)
−1π(x)π(y) ≤ n
2
ZT
exp
{
1
T
(
i−2∑
k=1
xkxk+1 + xi−1zi + ziyi+1 +
n−1∑
k=i+1
ykyk+1
)}
× exp
{
− 2
T
(zi−1zi + ziyi+1)
}
+
n2
ZT
exp
{
1
T
(
i−2∑
k=1
xkxk+1 − xi−1zi − ziyi+1 +
n−1∑
k=i+1
ykyk+1
)}
× exp
{
2
T
(zi−1zi + ziyi+1)
}
. (1.6)
We define the configurations x⊕ y and x⊖ y as follow:
x⊕ y = (x1, · · · , xi−1, zi, yi+1, · · · , yn) and x⊖ y = (x1, · · · , xi−1,−zi, yi+1, · · · , yn).
We have: ⋃
(x,y)|γxy∋e
{x⊕ y, x⊖ y} = χ.
Combining equation (1.6) and the previous notations we obtain:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) = n
2
∑
w∈χ, wi=zi
π(w)e−
2
T
(zi−1zi+ziwi+1)
+ n2
∑
w∈χ, wi=−zi
π(w)e
2
T
(zi−1zi+ziwi−1). (1.7)
Note that for a given pair of configurations (x, y), the max over all edges of equation (1.6)
is reached for an edge e where −zi−1 = zi = zi+1. Suppose that zi = 1 then equation (1.7)
becomes:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ 2n2
∑
w∈χ, wi=1
π(w)e
2
T
(1−wi+1). (1.8)
Remark 1.4.2. Equation (1.8) can also be obtained in the case where zi = −1.
A symmetry consideration gives that:∑
wi=1
π(w)e
2
T
(1−wi+1) =
1
2
e
2
T .
Then equation (1.8) becomes:
max
γxy∋e
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n2e 2T . (1.9)
In the case of i ∈ {1, n} we obtain similar results.
Finally, we put the result from (1.9) in equation (1.1) to finish the proof.
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1.5 Alison Gibbs’s approach
Alison Gibbs (see [12]) uses coupling in order to measure the convervence rate of the
Gibbs sampler for the 1−D and the 2−D Ising models. We explain briefly in this section
her approach. More details and explicit proofs can be found in [12].
1.5.1 Explanation of the approach
The convergence time of the Gibbs sampler is defined to be:
T0 = max
x0
min{t : Dx0(t
′) ≤ ǫ for all t′ ≥ t}
where Dx0(t
′) is the total variation distance at time t′, x0 is the initial configuration and
ǫ is the pre-specified error tolerance. Let
T x
1,x2 = min{t : X1t = X
2
t |X
1
0 = x
1, X20 = x
2}
the coupling time of two Markov chains X1t and X
2
t starting respectively in x
1 and x2.
The maximum mean coupling time T is
T = max
x1,x2
E(T x
1,x2).
Aldous (see [1]) proves that the convergence time depends on the max mean coupling
time T and the pre-specified error tolerance ǫ. His result is given in the following theorem:
Theorem 1.5.1. [Aldous 1983] The convergence time of a Markov chain depends on the
maximum mean coupling time as follows:
T0 ≤ 2eT (1 + log ǫ−1).
Alison Gibbs used some coupling idea from Luby, Randal and Sinclair (see [18]) and
Propp and Wilson (see [24]) to obtain explicit bounds for the coupling time in Aldous
result.
Theorem 1.5.2. [Alison Gibbs 2000] Suppose there exist two coupled realizations, X1t ,
X2t , for a Markov chain where X
1
0 = x
1 and X20 = x
2. Also suppose a constant a > 0
can be found such that E(∆φ(t) |X1t , X
2
t ) ≤ −a for all t for which X1t *= X2t , and the
distance between the initial states is φ(0) = N . Then the following bound exists on the
mean coupling time
E(T x
max,xmin) ≤ N
a
where φ(t) is the number of different sites between two configurations at time t and
∆φ(t) = φ(t+ 1)− φ(t).
Proof. The following proof is from [12].
Define the stochastic process ZT = φ(t) + at. Then Zt is a supermartingale up to time
T x
1,x2 since
E(Zt+1|X
1
t , X
2
t )− Zt = E(∆φ|X1t , X2t ) + a ≤ 0.
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Also, T x
1,x2 is a stopping time. Since Zt is nonnegative, we can apply the optional stopping
theorem (see Theorem 7.6 page 274 in [6]) giving
E(Z
Tx
1,x2 ) = E(Z0),
which gives
aE(T x
1,x2) ≤ N.
which finishes the proof.
To avoid confusion in the notation of T between the temperature and the mean cou-
pling time we give the result in term of inverse temperature β.
Based on the previous theorem, Alison Gibbs proves the following results:
1.5.2 Main results
Theorem 1.5.3. [Alison Gibbs 2000] The convergence time of the Gibbs sampler for the
1−D Ising model with N sites is
t ≤ 2eN2 e
2β + e−2β
2e−2β
(1 + log ǫ−1).
Theorem 1.5.4. [Alison Gibbs 2000] The convergence time of the Gibbs sampler for the
1−D Ising model with N sites, where each site is influenced by its n nearest neighbors, is
t ≤ 2eN2 e
nβ + e−nβ
(n+ 2)e−nβ − nenβ (1 + log ǫ
−1)
for all 0 ≤ β ≤ 1
2n
log
(
n+2
n
)
.
31
Chapter 2
The convergence rate of the Gibbs
sampler for generalized 1−D Ising
model
The rate of convergence of the Gibbs sampler for the generalized one-dimensional Ising
model is determined by the second largest eigenvalue of its transition matrix in absolute
value denoted by β∗. In this chapter we generalize a result from Shiu and Chen (2015) for
the one-dimensional Ising model with two states which gives a bound for β∗. The method
is based on Diaconis and Stroock bound for reversible Markov processes. The new bound
presented in this chapter can be found in Helali (2018) and it improves Ingrassia’s (1994)
result.
La vitesse de convergence de l’algorithme de l’e´chantillonneur de Gibbs pour le mode`le
d’Ising unidimensionnel ge´ne´ralise´ est dertermine´ par la deuxie`me plus grande valeur pro-
pre en valeur absolue de sa matrice de transition note´e β∗. Dans ce chapitre nous avons
ge´ne´ralise´ un re´sultat obtenu par Shiu et Chen (2015) pour le mode`le d’Ising unidimen-
sionnel avec deux e´tats qui donnent une borne de β∗. La me´thode est base´e sur la borne
introduite par Diaconis et Stroock pour les chaines de Markov reversibles. La nouvelle
borne pre´sente´e dans ce chapitre est donne´ dans Helali (2018) et elle ame´liore les re´sultats
classiques de Ingrassia (1994)
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2.1. Introduction
2.1 Introduction
The Ising model is a crude model for ferromagnetism. It is the simplest model of
statistical mechanics and it has been applied in many other fields like chemistry, molecular
biology and image analysis. The distribution of the one-dimensional Ising model with
three states is:
π(x) =
1
ZT
exp
{
1
T
n−1∑
k=1
(
1{xk=xk+1} − 1{xk (=xk+1})
}
∀ x = (x1, · · · , xn
) ∈ χ ,
where χ = {c1, c2, c3}
n is the state space, T is the temperature and
ZT =
∑
x∈χ
exp
{
1
T
n−1∑
k=1
(
1{xk=xk+1} − 1{xk (=xk+1}
)}
is the normalizing constant. Monte Carlo Markov chain MCMC method is a very useful
technique to draw samples from the Ising model. Suppose that the transition probability
P (x, y) for an irreducible Markov chain has π as its invariant measure. The pair (P, π) is
said to be reversible if it verifies the detailed balance equation:
Q(x, y) := π(x)P (x, y) = π(y)P (y, x) := Q(y, x) ∀ x, y ∈ χ.
The Gibbs sampler introduced by Geman and Geman and the Metropolis-Hastings algo-
rithm introduced by Metropolis et al. and Hastings (see [11], [21] and [13]) are the most
popular Monte Carlo Markov chain methods. The matrix P satisfies detailed balance
and thus is symmetric with respect to the scalar product introduced by the measure π.
Therefore its eigenvalues are real and can be arranged as follows:
1 = β0 > β1 ≥ β2 ≥ · · · ≥ β|χ|−1 > −1.
Let β∗ = max{β1, |β|χ|−1|}. By using the total variance distance, the second largest eigen-
value in absolute value determines the convergence rate of the Markov chain. Ingrassia
gives a lower bound for β|χ|−1 and an upper bound for β1 (see [20]).
This chapter deals with the Gibbs sampler for the one-dimensional Ising model with mul-
tiple states. It chooses a random coordinate which is updated according to the conditional
probability given the other coordinates. The resulting Markov chain is reversible and the
associated transition matrix has the form:
P (x, y) =


1
n
π(yi | x) if xj *= yj for all j *= i
1− 1
n
n∑
i=1
∑
yi∈{c1,c2,c3}
π(yi | x) if x = y
0 else
where
π(yi|x) =
π(x1, · · · , xi−1, yi, xi+1, · · · , xn)
3∑
l=1
π(x1, · · · , xi−1, cl, xi+1, · · · , xn)
.
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In theorem 1.2.1 Diaconis and Stroock (see [5]) give a bound for the total variation
distance to equilibrium in terms of β∗. : Moreover, Diaconis and Stroock (see [5]) develop
a method to calculate an upper bound for the second largest eigenvalue β1 for a reversible
Markov chain using geometric quantities such as the maximum degree, diameter and
covering number of the associated graph. Consider the graph G(P ) = (χ, E) where χ is
the vertex set and E = {(x, y) | P (x, y) > 0} is the edge set. For each pair of distinct
points x, y ∈ χ we choose a path γxy from x to y, such that each edge appears at most
once in a given path. The fact that P is irreducible guarantees that such paths exist. Let
Γ be the collection of all such paths γxy (one for each pair). The geometric bound given
by Diaconis and Stroock is,
β1 ≤ 1− 1
κ
(2.1)
with
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) (2.2)
where |γxy| designates the length of the path γxy (see [5]).
In their paper Shiu and Chen (see [25]) present a method to explicitly compute the
Diaconis and Stroock (see [5]) bound of the Gibbs sampler for a two state one-dimensional
Ising model.
In this chapter we generalize the result of Shiu and Chen to the case of the one-dimensional
Ising model with three and more states (see [25]).
Our method is based on the idea from [25] which consists of defining suitable paths γxy
linking each pair (x, y) from the state space χ and then to explicitly compute κ defined
in equation (2.2) with some suitable symmetry argument. In the discussion section of
the chapter we compare our bound to results from the literature. It turns out that the
result generalizes the bound given in [25] to the case of the Ising model with three states
(see Theorem 2.2.1) and also to multiple states (see Theorem 2.2.3). It also improves the
bound presented by Ingrassia in [20].
2.2 Main result
2.2.1 Selection of paths
To be able to use the result of Diaconis and Stroock (see [5]) and to calculate the
bound of the second largest eigenvalue, we have to fix a collection of paths joining any
configuration x ∈ χ to any y ∈ χ . To get a small upper bound for β1, we seek a small
value for κ and we should therefore use short paths γxy to link x with y. Moreover, we
have to keep the number of paths passing through a given edge low.
For a pair of distinct configurations x, y ∈ χ there exist some increasing sequence d1, · · · , dm
such that xi *= yi for i ∈ {d1, · · · , dm} and xi = yi otherwise. In the same way as Shiu
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and Chen (see [25]) we define a path linking a given pair (x, y) as follows:
(x1, · · · , xn) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
→ (y1, · · · , yd1−1, yd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
= (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, xd2 , xd2+1, · · · , xn)
→ (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, yd2 , xd2+1, · · · , xn)
...
→ (y1, · · · , yn).
We turn now to give an upper bound for the value of κ defined in equation (2.2).
2.2.2 Geometric bound for the second largest eigenvalue
In what follows we will essentially follow the arguments from Shiu and Chen (see [25])
to find an upper bound for
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y).
Let e = (e−, e+) be some edge from E where e− and e+ are two configurations from χ
which differ by only one coordinate. It follows then that there exists k, l ∈ {1, 2, 3} with
k *= l such that:
e− = (z1, z2, · · · , zi−1, ck, zi+1, · · · , zn) and e
+ = (z1, z2, · · · , zi−1, cl, zi+1, · · · , zn).
Without loss of generality we consider the case where k = 1 and l = 2. The transition
probability for a transition from e− to e+ can then be computed. A short computation
shows for i = 1:
P (e−, e+) =
1
n
π(c2, z2, · · · , zn)
3∑
k=1
π(ck, z2, · · · , zn)
=
1
n
1
ZT
exp
{
1
T
(
1{c2=z2} − 1{c2 (=z2} +
n−1∑
i=2
(
1{zi=zi+1} − 1{zi (=zi+1})
)}
3∑
k=1
1
ZT
exp
{
1
T
(
1{ck=z2} − 1{cj (=z2} +
n−1∑
i=2
(
1{zi=zi+1} − 1{zi (=zi+1})
)}
=
1
n
exp
{
1
T
(
1{c2=z2} − 1{c2 (=z2}
)}
3∑
j=1
exp
{
1
T
(
1{cj=z2} − 1{cj (=z2}
)} , (2.3)
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for i = n:
P (e−, e+) =
1
n
π(z1, z2, · · · , zn−1, c2)
3∑
k=1
π(z1, z2, · · · , zn−1, cj)
=
1
n
1
ZT
exp
{
1
T
(
n−2∑
i=1
(
1{zi=zi+1} − 1{zi (=zi+1} + 1{zn−1=c2} − 1{zn−1 (=c2})
)}
3∑
k=1
1
ZT
exp
{
1
T
(
n−2∑
i=1
(
1{zi=zi+1} − 1{zi (=zi+1} + 1{zn−1=cj} − 1{zn−1 (=cj})
)}
=
1
n
exp
{
1
T
(
1{zn−1=c2} − 1{zn−1 (=c2}
)}
3∑
j=1
exp
{
1
T
(
1{zn−1=cj} − 1{zn−1 (=cj}
} (2.4)
and for i ∈ {2, · · · , n− 1}:
P (e−, e+) =
1
n
π(z1, z2, · · · , zi−1, c2, zi+1, · · · , zn)
3∑
k=1
π(z1, z2, · · · , zi−1, cj, zi+1, · · · , zn)
=
1
n
exp
{
1
T
(
1{zi−1=c2} − 1{zi−1 (=c2} + 1{c2=zi+1} − 1{c2 (=zi+1}
)}
3∑
j=1
exp
{
1
T
(
1{zi−1=cj} − 1{zi−1 (=cj} + 1{cj=zi+1} − 1{cj (=zi+1}
)} . (2.5)
Then we turn to compute an upper bound of κ defined in equation (2.2) for each class
of edges. The main conclusion of this chapter is given in the following theorem:
Theorem 2.2.1. [Helali 2018] The second largest eigenvalue eigenvalue of the Gibbs sam-
pler for the one-dimensional Ising model with three states satisfies :
β1 < 1− 3× n−2 e
− 4
T
1 + 2e−
4
T
(2.6)
The proof of this theorem is given in section 2.4. The above theorem can be generalized
to the case of multiple colors where the state space is χ = {c1, · · · , cN}
n as follows:
Theorem 2.2.2. [Helali 2018] The second largest eigenvalue of the Gibbs sampler for the
one-dimensional Ising model with N states satisfies:
β1 < 1−N × n−2 e
− 4
T
1 + (N − 1)e− 4T . (2.7)
We give a sketch of the proof of this theorem in section 2.4.
To be able to quantify the convergence rate with Theorem 2.1.1 given by Diaconis and
Stroock (see [5]) we must control the smallest eigenvalue in order to bound the second
largest eigenvalue in absolute value. The answer is given in what follows:
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2.2.3 Bound for the absolute value of the second largest eigen-
value
A theorem proved by Ingrassia (see [20], Theorem 5.3) gives the following lower bound
for the smallest eigenvalue:
β|χ|−1 ≥ −1 + 2
1 + (c− 1)e∆T
.
where c is the number of nearest configuration - i.e.: configurations which differ by only
one site - and ∆ is defined in (1.5).
For the one-dimensional Ising model with three states, c = 3 and ∆ = 2. This yields for
any natural number n > 3/
√
2
|β|χ|−1| ≤ |− 1 + 2
1 + 2e
2
T
| = 1− 2
1 + 2e
2
T
< 1− 2
3
e−
2
T < 1− 3n−2 e
− 4
T
2e−
4
T + 1
.
In the general case where χ = {c1, · · · , cN}
n, the parameter c is equal to N and Ingrassia’s
bound behaves for any natural number n > N/
√
2 as follows:
|β|χ|−1| ≤ |− 1 + 2
1 + (N − 1)e 2T | = 1−
2
1 + (N − 1)e 2T < 1−
2
N
e−
2
T
< 1−Nn−2 e
− 4
T
1 + (N − 1)e− 4T .
The previous considerations prove the following corollary:
Corollary 2.2.3. The upper bounds for β1 given in Theorem 2.2.1 and Theorem 2.2.2 are
also upper bounds for the absolute value of all eigenvalues {β1, · · · , β|χ|−1} of the Gibbs
sampler for the one-dimensional Ising model with three states and more respectively.
2.3 Discussion
Ingrassia (see [20]) gives the following upper bound for the second largest eigenvalue
of the Gibbs sampler:
β1 ≤ 1− ZT
bΓ γΓ c |S|
e−
m
T .
In this expression ZT is the normalizing constant, S is the lattice of sites, Γ is the collection
of paths, γΓ is the maximum length of each path γxy ∈ Γ, bΓ is the maximum number of
paths containing any edge of Γ, c is the number of configurations that differ by only one
site and m is the least total elevation gain of the Hamiltonian function in the sense which
is described by Holley and Stroock (see [15]).
In our case, we have: |S| = n, γΓ = n, bΓ = 3
n−1, c = 3, ZT ≤ 3(1+2e− 12T )n−1 and m = 2.
It gives that:
β1 ≤ 1− n−2
(
1 + 2e
−1
2T
3
)n−1
e
−2
T .
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This upper bound differ to the result introduced in Theorem 2 by the multiplicative factor
θ =
e
2
T + 2e−
2
T
3
(
1 + 2e−
1
2T
3
)n−1
.
By the fact that
1 + 2e−
1
2T < 3,
θ is small for large n.
Remark 2.3.1. The application of Ingrassia’s bound to the one-dimensional Ising model
with multiple states gives:
β1 ≤ 1− n−2
(
1 + (N − 1)e−12T
N
)n−1
e
−2
T
which differ to the result introduced in Theorem 3 by the factor θ˜ defined as follow:
θ˜ =
e
2
T + (N − 1)e− 2T
N
(
1 + (N − 1)e− 12T
N
)n−1
.
We notice that θ˜ is small for large n because 1 + (N − 1)e− 12T < N.
2.4 Proofs of the main results
2.4.1 Proof of theorem 2.2.1
We have two principle cases:
a) If i *= {1, n}: According to the selection of the paths in Section 2.2.1 any path γxy
passing through the edge e = (e−, e+) and connecting x with y, these extremities must
have the following form:
x = (x1, x2, · · · , xi−1, c1, zi+1, · · · , zn) and y = (z1, z2, · · · , zi−1, c2, yi+1, · · · , yn).
This yields:
π(x) = π(x1, x2, · · · , xi−1, c1, zi+1, · · · , zn)
=
1
ZT
exp
{
1
T
( i−2∑
k′=1
(1{xk′=xk′+1} − 1{xk′ (=xk′+1}) +
n−1∑
k′=i+1
(1{zk′=zk′+1} − 1{zk′ (=zk′+1})
+ (1{xi−1=c1} − 1{xi−1 (=c1} + 1{c1=zi+1} − 1{c1 (=zi+1})
)}
,
π(y) = π(z1, z2, · · · , zi−1, c2, yi+1, · · · , yn)
=
1
ZT
exp
{
1
T
( i−2∑
k′=1
(1{zk′=zk′+1} − 1{zk′ (=zk′+1}) +
n−1∑
k′=i+1
(1{yk′=yk′+1} − 1{yk′ (=yk′+1})
+ (1{zi−1=c2} − 1{zi−1 (=c2} + 1{c2=yi+1} − 1{c2 (=yi+1})
)}
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and
π(e−) = π(z1, z2, · · · , zi−1, c1, zi+1, · · · , cn)
=
1
ZT
exp
{
1
T
( i−2∑
k′=1
(1{zk′=zk′+1} − 1{zk′ (=zk′+1}) +
n−1∑
k′=i+1
(1{zk′=zk′+1} − 1{zk′ (=zk′+1})
+ (1{zi−1=c1} − 1{zi−1 (=c1} + 1{c1=zi+1} − 1{c1 (=zi+1})
)}
.
From the expressions given previously and equation ( 2.5), it follows that:
Q(e)−1π(x)π(y) =
π(x)π(y)
π(e−)P (e−, e+)
=
n
ZT
{
1 + exp
{
1
T
(− 1{zi−1=c2} + 1{zi−1 (=c2} − 1{c2=zi+1} + 1{c2 (=zi+1})}
×
∑
j=1,3
exp
{
1
T
(
1{zi−1=cj} − 1{zi−1 (=cj} + 1{cj=zi+1} − 1{cj (=zi+1}
)}}
× exp
{
1
T
( i−2∑
k′=1
(1{xk′=xk′+1} − 1{xk′ (=xk′+1}) +
n−1∑
k′=i+1
(1{yk′=yk′+1} − 1{yk′ (=yk′+1})
)}
×
exp
{
1
T
(
1{xi−1=c1} − 1{xi−1 (=c1} + 1{zi−1=c2} − 1{zi−1 (=c2}
)}
exp
{
1
T
(
1{zi−1=c1} − 1{zi−1 (=c1}
)}
× exp
{
1
T
(1{c2=yi+1} − 1{c2 (=yi+1})
}
.
We introduce the notation:
(x, cl, y) := (x1, x2, · · · , xi−1, cl, yi+1, · · · , yn−1, yn) (2.8)
for l ∈ {1, 2, 3}. The previous expression becomes:
Q(e)−1π(x)π(y) = nπ(x, c1, y) exp
{
1
T
(− 1{c1=yi+1} + 1{c1 (=yi+1} + 1{zi−1=c2} − 1{zi−1 (=c2}
+ 1{c2=yi+1} − 1{c2 (=yi+1} − 1{zi−1=c1} + 1{zi−1 (=c1}}
)}
+ nπ(x, c2, y) exp
{
1
T
(− 1{xi−1=c2} + 1{xi−1 (=c2} − 1{zi−1=c1} + 1{zi−1 (=c1}
+ 1{xi−1=c1} − 1{xi−1 (=c1} − 1{c2=zi+1} + 1{c2 (=zi+1}
)} ∑
j=1,3
exp
{
1
T
(
1{zi−1=cj}
− 1{zi−1 (=cj} + 1{cj=zi+1} − 1{cj (=zi+1}
)}
.
= nαπ(x, c1, y) exp
{
1
T
(− 1{c1=yi+1} + 1{c1 (=yi+1} + 1{c2=yi+1} − 1{c2 (=yi+1})}
+ nβπ(x, c2, y) exp
{
1
T
(− 1{xi−1=c2} + 1{xi−1 (=c2} + 1{xi−1=c1} − 1{xi−1 (=c1})}.
(2.9)
where
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1. α = exp
{
1
T
(
1{zi−1=c2} − 1{zi−1 (=c2} − 1{zi−1=c1} + 1{zi−1 (=c1}}
)}
.
2. β = exp
{
1
T
(− 1{zi−1=c1} + 1{zi−1 (=c1} − 1{c2=zi+1} + 1{c2 (=zi+1})} ∑
j=1,3
exp
{
1
T
(
1{zi−1=cj}
− 1{zi−1 (=cj} + 1{cj=zi+1} − 1{cj (=zi+1}
)}
.
Remark 2.4.1. From the notation in equation (2.8) we have
⋃
(x,y): γxy∋e
{
(x, c1, y), (x, c2, y), (x, c3, y)
}
:= χ.
This yields
Q(e)−1
∑
(x,y): γxy∋e
|γxy|π(x)π(y) ≤ αn2
∑
(x,y): γxy∋e
π(x, c1, y) exp
{
1
T
(− 1{c1=yi+1} + 1{c1 (=yi+1}
+ 1{c2=yi+1} − 1{c2 (=yi+1}
)}
+ βn2
∑
(x,y),γxy∋e
π(x, c2, y)
× exp
{
1
T
(− 1{xi−1=c2} + 1{xi−1 (=c2} + 1{xi−1=c1} − 1{xi−1 (=c1})}
= αn2
∑
w∈χ:wi=c1
π(w) exp
{
1
T
(− 1{c1=wi+1} + 1{c1 (=wi+1}
+ 1{c2=wi+1} − 1{c2 (=wi+1}
)}
+ βn2
∑
w∈χ:wi=c2
π(w)
× exp
{
1
T
(− 1{wi−1=c2} + 1{wi−1 (=c2} + 1{wi−1=c1} − 1{wi−1 (=c1})}
= αn2A+ βn2B.
where α, β are defined previously and
1) A =
∑
w∈χ:wi=c1
π(w) exp
{
1
T
(− 1{c1=wi+1} + 1{c1 (=wi+1} + 1{c2=wi+1} − 1{c2 (=wi+1})},
2) B =
∑
w∈χ:wi=c2
π(w) exp
{
1
T
(− 1{wi−1=c2} + 1{wi−1 (=c2} + 1{wi−1=c1} − 1{wi−1 (=c1})}.
We now turn to the computation of the two terms A and B on the right side of the
previous equation separately:
In order to compute A we generalize some symmetry argument from Shiu and Chen (see
[25]) to the three state case. In this situation we define three spaces Wk = {w ∈ χ, wi =
c1, wi+1 = ck} for k ∈ {1, 2, 3}. In order to compute their π measure we will establish
some equations between those numbers π(W1), π(W2) and π(W3).
We now establish some identification between the elements from W1 with the elements of
W2 and W3.
For any vertex ξ1 ∈ W1, there exist a unique vertex ξ2 ∈ W2 such that:
• If k < i , ξ1k = ξ
2
k.
• If k > i+ 1, then:
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– If ξ1k = c1 then ξ
2
k = c2.
– If ξ1k = c2 then ξ
2
k = c1.
– If ξ1k = c3 then ξ
2
k = c3.
Let ξ1 ∈ W1 be a configuration of the form
ξ1 =
{
ξ11 , · · · , ξ
1
i−1, c1, c1, ξ
1
i+2, · · · , ξ
1
n
}
then there exist a unique configuration ξ2 ∈ W2 of the from
ξ2 =
{
ξ11 , · · · , ξ
1
i−1, c1, c2, ξ
2
2+1, · · · , ξ
2
n
}
From this argument we obtain:
π(ξ1) = π(ξ
1
1 , · · · , ξ
1
i−1, c1, c1, ξ
1
i+1, · · · , ξ
1
n)
=
1
ZT
exp
{
1
T
( i−2∑
k′=1
(1{ξ1
k′
=ξ1
k′+1
} − 1{ξ1
k′
(=ξ1
k′+1
}) +
n−1∑
k′=i+2
(1{ξ1
k′
=ξ1
k′+1
} − 1{ξ1
k′
(=zk′+1}
)
+ 1{ξ1i−1=c1} − 1{ξ1i−1 (=c1}) + 1{c1=c1} − 1{c1 (=c1}) + (1{c1=ξ1i+2} − 1{c1 (=ξ1i+2}
)}
=
1
ZT
exp
{
1
T
( i−2∑
k′=1
(1{ξ1
k′
=ξ2
k′+1
} − 1{ξ2
k′
(=ξ2
k′+1
}) +
n−1∑
k′=i+2
(1{ξ2
k′
=ξ2
k′+1
} − 1{ξ2
k′
(=zk′+1}
)
+ 1{ξ2i−1=c1} − 1{ξ2i−1 (=c1}) + 1{c1=c2} − 1{c1 (=c2}) + 2 + (1{c2=ξ2i+2} − 1{c2 (=ξ2i+2}
)}
= e
2
T π(ξ21 , · · · , ξ
2
i−1, c1, c2, ξ
2
i+2, · · · , ξ
2
n) (2.10)
Similarly, for any vertex ξ1 ∈ W1, there exist a unique vertex ξ3 ∈ W3 such that :
• If k < i , ξ1k = ξ
3
k.
• If k > i+ 1, then:
– If ξ1k = c1 then ξ
3
k = c3.
– If ξ1k = c3 then ξ
3
k = c1.
– If ξ1k = c2 then ξ
2
k = c2.
With an argument like in equation (2.10) we obtain
π(ξ1) = e
2
T π(ξ3).
Those relations yield that π(ξ1) = e
2
T π(ξ2) = e
2
T π(ξ3). Therefore, we obtain:∑
w∈W1
π(w) = e
2
T
∑
w∈W2
π(w) = e
2
T
∑
w∈W3
π(w). (2.11)
On the other hand we have also:∑
w∈W1
π(w) +
∑
w∈W2
π(w) +
∑
w∈W3
π(w) =
1
3
. (2.12)
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We put equation (2.11) in equation (2.12) then we obtain:
∑
w∈W1
π(w) + e
−2
T
∑
w∈W1
π(w) + e
−2
T
∑
w∈W1
π(w) =
1
3
then ∑
w∈W1
π(w)
(
1 + e
−2
T + e
−2
T
)
=
1
3
.
An elementary computation gives
∑
w∈W1
π(w) =
1
3(1 + 2e
−2
T )
.
From equation (2.11) we deduce that
∑
w∈W2
π(w) =
e
−2
T
3(1 + 2e
−2
T )
and
∑
w∈W3
π(w) =
e
−2
T
3(1 + 2e
−2
T )
.
The subdivision of the sum in A to three sums over the sets W1, W2 and W3 gives
A = AW1 + AW2 + AW3 (2.13)
where for k = 1, 2, 3 we have
AWk =
∑
w∈χ:wi=c1, wi+1=ck
π(w) exp
{
1
T
(
1{c2=wi+1} − 1{c2 (=wi+1} − 1{c1=wi+1} + 1{c1 (=wi+1}
)}
.
We turn now to compute the sums in equation (2.13) separately. For AW1 we have:
AW1 =
∑
w∈χ:wi=c1, wi+1=c1
π(w) exp
{
1
T
(
1{c2=wi+1} − 1{c2 (=wi+1} − 1{c1=wi+1} + 1{c1 (=wi+1}
)}
= e
−2
T
∑
w∈χ:wi=c1, wi+1=c1
π(w)
=
e
−2
T
3(1 + 2e
−2
T )
. (2.14)
Similarly, we have
AW2 =
∑
w∈χ:wi=c1, wi+1=c2
π(w) exp
{
1
T
(
1{c2=wi+1} − 1{c2 (=wi+1} − 1{c1=wi+1} + 1{c1 (=wi+1}
)}
= e
2
T
∑
w∈χ:wi=c1, wi+1=c2
π(w)
=
1
3(1 + 2e
−2
T )
(2.15)
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and
AW3 =
∑
w∈χ:wi=c1, wi+1=c3
π(w) exp
{
1
T
(
1{c2=wi+1} − 1{c2 (=wi+1} − 1{c1=wi+1} + 1{c1 (=wi+1}
)}
= e
−2
T
∑
w∈χ:wi=c1, wi+1=c3
π(w)
=
e
−2
T
3(1 + 2e
−2
T )
. (2.16)
By regrouping the results in equations (2.14), (2.15) and (2.16) we obtain
A = AW1 + AW2 + AW3
=
e
−2
T
3(1 + 2e
−2
T )
+
1
3(1 + 2e
−2
T )
+
e
−2
T
3(1 + 2e
−2
T )
=
1 + 2e
−2
T
3× (1 + 2e−2T )
=
1
3
. (2.17)
We turn now to the computation of the expression of B. In order to compute it, we
generalize some symmetry argument from Shiu and Chen (see [25]) to the three state
case. In this situation we define three spaces W ′k = {w ∈ χ, wi = c2, wi−1 = ck} for
k ∈ {1, 2, 3}. In order to compute their π measure we will establish some equations
between those numbers π(W ′1), π(W
′
2) and π(W
′
3).
We now establish some identification between the elements from W ′1 with the elements of
W ′2 and W
′
3.
For any vertex ξ1 ∈ W ′1, there exists a unique vertex ξ2 ∈ W ′2 such that:
• If k > i , ξ1k = ξ
2
k.
• If k < i− 1, then:
– If ξ1k = c1 then ξ
2
k = c2.
– If ξ1k = c2 then ξ
2
k = c1.
– If ξ1k = c3 then ξ
2
k = c3.
Let ξ1 ∈ W ′1 be a configuration of the form
ξ1 =
{
ξ11 , · · · , ξ
1
i−2, c1, c2, ξ
1
i+1, · · · , ξ
1
n
}
then there exists a unique configuration ξ2 ∈ W ′2 of the from
ξ2 =
{
ξ21 , · · · , ξ
2
i−2, c2, c2, ξ
1
i+1, · · · , ξ
1
n
}
.
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From this argument we obtain:
π(ξ1) = π(ξ11 , · · · , ξ
1
i−2, c1, c2, ξ
1
i+1, · · · , ξ
1
n)
=
1
ZT
exp
{
1
T
( i−3∑
k′=1
(1{ξ1
k′
=ξ1
k′+1
} − 1{ξ1
k′
(=ξ1
k′+1
}) +
n−1∑
k′=i+1
(1{ξ1
k′
=ξ1
k′+1
} − 1{ξ1
k′
(=zk′+1}
)
+ 1{ξ1i−2=c1} − 1{ξ1i−2 (=c1}) + 1{c1=c2} − 1{c1 (=c2}) + (1{c2=ξ1i+1} − 1{c2 (=ξ1i+1}
)}
=
1
ZT
exp
{
1
T
( i−3∑
k′=1
(1{ξ2
k′
=ξ2
k′+1
} − 1{ξ2
k′
(=ξ2
k′+1
}) +
n−1∑
k′=i+1
(1{ξ2
k′
=ξ2
k′+1
} − 1{ξ2
k′
(=zk′+1}
)
+ 1{ξ1i−2=c2} − 1{ξ1i−2 (=c2}) + 1{c2=c2} − 1{c2 (=c2})− 2 + (1{c2=ξ1i+1} − 1{c2 (=ξ1i+1}
)}
= e
−2
T π(ξ21 , · · · , ξ
2
i−2, c2, c2, ξ
2
i+1, · · · , ξ
2
n). (2.18)
Similarly, for any vertex ξ2 ∈ W2, there exists a unique vertex ξ3 ∈ W3 such that:
• If k > i , ξ2k = ξ
3
k.
• If k < i− 1, then:
– If ξ2k = c2 then ξ
3
k = c3.
– If ξ2k = c3 then ξ
3
k = c2.
– If ξ2k = c1 then ξ
3
k = c1.
With an argument like in equation (2.18) we obtain
π(ξ3) = e
−2
T π(ξ2).
Those relations yield that e
−2
T π(ξ1) = π(ξ2) = e
−2
T π(ξ3). Therefore, we obtain:
e
−2
T
∑
w∈W ′1
π(w) =
∑
w∈W ′2
π(w) = e
−2
T
∑
w∈W ′3
π(w). (2.19)
On the other hand we have also:∑
w∈W1
π(w) +
∑
w∈W2
π(w) +
∑
w∈W3
π(w) =
1
3
. (2.20)
We put equation (2.19) in equation (2.20) then we obtain:
∑
w∈W ′2
π(w) + e
−2
T
∑
w∈W ′2
π(w) + e
−2
T
∑
w∈W ′2
π(w) =
1
3
then ∑
w∈W ′2
π(w)
(
1 + e
−2
T + e
−2
T
)
=
1
3
.
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An elementary computation gives
∑
w∈W ′2
π(w) =
1
3(1 + 2e
−2
T )
.
From equation (2.19) we deduce that
∑
w∈W ′1
π(w) =
e
−2
T
3(1 + 2e
−2
T )
and
∑
w∈W ′3
π(w) =
e
−2
T
3(1 + 2e
−2
T )
.
The subdivision of the sum in B to three sums over the sets W ′1, W
′
2 and W
′
3 gives
B = BW ′1 +BW ′2 +BW ′3 (2.21)
where for k = 1, 2, 3 we have
BW ′
k
=
∑
w∈χ:wi=c1, wi−1=ck
π(w) exp
{
1
T
(
1{wi−1=c1} − 1{wi−1 (=c1} − 1{wi−1=c2} + 1{wi−1 (=c2}
)}
We turn now to compute the sums in equation (2.21) separately. For BW ′1 we have:
BW ′1 =
∑
w∈χ:wi=c2, wi−1=c1
π(w) exp
{
1
T
(
1{wi−1=c1} − 1{wi−1 (=c1} − 1{wi−1=c2} + 1{wi−1 (=c2}
)}
= e
2
T
∑
w∈χ:wi=c2, wi−1=c1
π(w)
=
1
3(1 + 2e
−2
T )
. (2.22)
Similarly, we have
BW ′2 =
∑
w∈χ:wi=c2, wi−1=c2
π(w) exp
{
1
T
(
1{wi−1=c1} − 1{wi−1 (=c1} − 1{wi−1=c2} + 1{wi−1 (=c2}
)}
= e
−2
T
∑
w∈χ:wi=c2, wi−1=c2
π(w)
=
e
−2
T
3(1 + 2e
−2
T )
(2.23)
and
BW ′3 =
∑
w∈χ:wi=c2, wi−1=c3
π(w) exp
{
1
T
(
1{wi−1=c1} − 1{wi−1 (=c1} − 1{wi−1=c2} + 1{wi−1 (=c2}
)}
=
∑
w∈χ:wi=c2, wi−1=c3
π(w)
=
e
−2
T
3(1 + 2e
−2
T )
. (2.24)
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By regrouping the results in equations (2.22), (2.23) and (2.24) we obtain
B = BW ′1 +BW ′2 +BW ′3
=
1
3(1 + 2e
−2
T )
+
e
−2
T
3(1 + 2e
−2
T )
+
e
−2
T
3(1 + 2e
−2
T )
=
1 + 2e
−2
T
3× (1 + 2e−2T )
=
1
3
. (2.25)
Using equations (2.17) and (2.25) we obtain:
Q(e)−1
∑
(x,y): γxy∋e
|γxy|π(x)π(y) ≤ αn2A+ βn2B = n
2
3
(α + β).
The sum α + β takes the following possible values:
• e
2
T + 2e
−2
T if zi−1 = c1 and zi+1 = c1,
• 2e
−2
T + e
−4
T if zi−1 = c1 and zi+1 = c2,
• 2 + e
−2
T if zi−1 = c1 and zi+1 = c3,
• e
2
T + 2 if zi−1 = c2 and zi+1 = c1,
• e
2
T + 2e
−2
T if zi−1 = c2 and zi+1 = c2,
• 2e
2
T + 1 if zi−1 = c2 and zi+1 = c3,
• 2e
2
T + 1 if zi−1 = c3 and zi+1 = c1,
• 2 + e
−2
T if zi−1 = c3 and zi+1 = c2,
• 2 + e
4
T if zi−1 = c3 and zi+1 = c3.
By the fact that cosh
(
2
T
) ≥ 1 we have 2 + e 4T ≥ 2e 2T + 1. Then, the worst value of α+ β
is obtained when zi−1 = c3 = zi+1 . In this case we have:
Q(e)−1
∑
(x,y): γxy∋e
|γxy|π(x)π(y) ≤ n
2
3
(2 + e
4
T ). (2.26)
b) If i = 1 then the configurations x and e− coincide, from equations (2.2) and (2.3) we
obtain:
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n
∑
γxy∋e
π(x)π(y)
1
n
π(e−)P (e−, e+)
≤ n2(1 + 2e 2T )
∑
y∈χ: y1=c2
π(y) =
n2
3
(2 + e
2
T ). (2.27)
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For i = n, then the configurations y and e+ coincide and some computation gives a similar
result as in equation (2.27) .
By regrouping the results in equations (2.26) and (2.27) we obtain an upper bound for κ
defined in equation (2.2) as follows:
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n
2
3
(2 + e
4
T ). (2.28)
Remark 2.4.2. The above computation was done for the situation where xi = c1 and
yi = c2. Obviously we obtain the same result in the other cases, ie.: xi = c1 and yi = c3,
etc · · · .
Finally, from inequalities (2.1) and (2.28) we obtain an upper bound for β1 which
finish the proof.
2.4.2 Proof of theorem 2.2.2
We follow the same approach as in the case where χ = {c1, c2, c3}
n. We define an edge
e = (e−, e+) as in section 2.2.1 and then distinguish two cases:
a) For i *= {1, n}, we pass in equations (2.3), (2.8) and (2.9) from the case of three colors
where χ = {c1, c2, c3}
n to the case of multiple colors where χ = {c1, · · · , cN}
n. This yields:
Q(e)−1
∑
(x,y): γxy∋e
|γxy|π(x)π(y) ≤ αn2
∑
w∈χ:wi=c1
π(w) exp
{
1
T
(− 1{c1=wi+1} + 1{c1 (=wi+1}
+ 1{c2=wi+1} − 1{c2 (=wi+1}
)}
+ βn2
∑
w∈χ:wi=c2
π(w) exp
{
1
T
(− 1{wi−1=c2} + 1{wi−1 (=c2}
+ 1{wi−1=c1} − 1{wi−1 (=c1}
)}
= αn2A′ + βn2B′.
where
1. α = exp
{
1
T
(
1{zi−1=c2} − 1{zi−1 (=c2} − 1{zi−1=c1} + 1{zi−1 (=c1}}
)}
,
2. β = exp
{
1
T
(− 1{zi−1=c1} + 1{zi−1 (=c1} − 1{c2=zi+1} + 1{c2 (=zi+1})}
×
N∑
j=1
j $=2
exp
{
1
T
(
1{zi−1=cj} − 1{zi−1 (=cj} + 1{cj=zi+1} − 1{cj (=zi+1}
)}
.
To compute the term A′ we define for k = {1, · · · , N} the spaces
Wk = {w ∈ χ : wi = c1, wi+1 = ck}
and we consider some symmetry arguments as above:
For any vertex ξ1 ∈ W1 there exists a unique ξl ∈ Wl where l ∈ {2, · · · , N} such that:
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• If k < i , ξ1k = ξ
l
k.
• If k > i+ 1, then:
– If ξ1k = c1 then ξ
l
k = cl.
– If ξ1k = cl then ξ
l
k = c1.
– If ξ1k = cl˜ where l˜ *= {1, l} then ξlk = cl˜.
Then equations (2.11) and (2.12) becomes in the case of N colors:∑
w∈W1
π(w) = e
2
T
∑
w∈W2
π(w) = · · · = e
2
T
∑
w∈WN
π(w), (2.29)
∑
w∈W1
π(w) + · · ·+
∑
w∈WN
π(w) =
1
N
. (2.30)
From equations (2.29) and (2.30) and with the same tricks used to obtain equation (2.17)
we get:
A′ =
∑
w∈χ:wi=c1
π(w) exp
{
1
T
(
1{c2=wi+1} − 1{c2 (=wi+1} − 1{c1=wi+1} + 1{c1 (=wi+1}
)}
=
1
N
.
(2.31)
With the same tricks, we obtain the same result for B′
B′ =
∑
w∈χ:wi=c2
π(w) exp
{
1
T
(
1{wi−1=c1} − 1{wi−1 (=c1} − 1{wi−1=c2} + 1{wi−1 (=c2}
)}
=
1
N
.
(2.32)
The application of equations (2.31) and (2.32) gives:
Q(e)−1
∑
(x,y): γxy∋e
|γxy|π(x)π(y) ≤ αn2A′ + βn2B′ = n
2
N
(α + β).
The worst value of α + β is obtained when zi−1 = cl = zi+1 for l ∈ {3, · · · , N}. In this
case we have:
Q(e)−1
∑
(x,y): γxy∋e
|γxy|π(x)π(y) ≤ n
2
N
(N − 1 + e 4T ). (2.33)
b) For the boundary cases, when i = 1 equation (2.27) becomes
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n
2
N
(N − 1 + e 2T ). (2.34)
Also, we obtain a similar result for the case where i = n.
Equation (2.33) and (2.34) together give an upper bound of κ defined in (2.2) as follow:
κ = Q(e)−1
∑
(x,y): γxy∋e
|γxy|π(x)π(y) ≤ n
2
N
(N − 1 + e 4T ). (2.35)
Finally, we apply the upper bound given in (2.35) in equation (2.1) to finish the proof.
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Chapter 3
The Convergence rate of the Gibbs
sampler for the 2−D Ising model via
a geometric bound
We study the geometric bound introduced by Diaconis and Stroock (1991) of the Gibbs
sampler for the two-dimensional Ising model with free boundary condition. The obtained
result generalizes the method proposed by Shiu and Chen (2015) from dimension one to
dimension two. The new bound presented in this chapter can be found in Franke and
Helali (2018) and it improves the result given by Ingrassia (1994).
Nous e´tudions la borne ge´ome´trique introduite par Diaconis et Stroock (1991) de
l’e´chantillonneur de Gibbs pour le mode`le d’Ising deux-dimensionnel. Le re´sultat obtenu
ge´ne´ralise la me´thode propose´e par Shiu et Chen (2015) du dimension un a` la dimension
deux. La nouvelle borne pre´sente´e dans ce chapitre est donne´e dans Franke et Helali
(2018) et elle ame´liore le re´sultat donne´ par Ingrassia (1994).
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3.1 Introduction
The Ising model is the most basic model in statistical mechanics having non trivial
interaction. It has many applications in pattern analysis, molecular biology and image
analysis. The distribution of the two-dimensional square lattice Ising model is:
π(x) =
1
ZT
exp
{
1
T
( n∑
j=1
n−1∑
i=1
xjix
j
i+1 +
n∑
i=1
n−1∑
j=1
xjix
j+1
i
)}
∀ x = (xji )1≤i,j≤n ∈ χ ,
where χ = {−1, 1}n2 is the state space, T is a positive real representing the temperature
and
ZT =
∑
x∈χ
exp
{
1
T
( n∑
j=1
n−1∑
i=1
xjix
j
i+1 +
n∑
i=1
n−1∑
j=1
xjix
j+1
i
)}
is the normalizing constant. Monte Carlo Markov chain MCMC method is a very useful
technique to draw samples from the Ising model. The Gibbs sampler introduced by Geman
and Geman (see [11]) and the Metropolis-Hastings algorithm introduced by Metropolis
et al. (see [21]) and Hastings (see [13]) are the most popular Monte Carlo Markov chain
methods used in this context. Those two algorithms use an aperiodic and irreducible
Markov chain which is reversible with respect to the measure π. The reversibility is
contained in the following detailed balance equation:
Q(x, y) := π(x)P (x, y) = π(y)P (y, x) := Q(y, x) ∀ x, y ∈ χ.
Under the previous conditions (aperiodicity, irreducibility and reversibility) the measure
π is the unique invariant measure for the matrix P . The eigenvalues of P can be arranged
as follows:
1 = β0 > β1 ≥ β2 ≥ · · · ≥ β|χ|−1 > −1.
There are two known criteria to measure the convergence rate of a Markov chain: On one
hand, many researcher as Sinclair (see [26]), Frigessi et al. (see [10]), Ingrassia (see [20]),
Chen et al. (see [3]) and Chen and Hwang (see [4]) use the asymptotic variance to study
the convergence rate of the MCMC algorithms. On the other hand, in theorem 1.2.1
Diaconis and Stroock (see [5]) use the total variation distance to quantify the convergence
of the MCMC algorithms to their stationary distribution.
Many authors as Sinclair and Jerrum (see [27]), Diaconis and Stroock (see [5]) and Sinclair
(see [26]) introduced bounds for the eigenvalues β1 and β|χ|−1. Ingrassia (see [20]) shows
that the result of Diaconis and Stroock (see [5]) leads to the tightest bound. This motivates
us to have a closer look at explicit bounds that one can obtain from the approach of
Diaconis and Stroock.
In order to do so, let us first remind the classical result of Diaconis and Stroock (see [5]):
Let G(P ) = (χ, E) be the graph constructed with the dynamic P where the state space
χ is the vertex set and E = {(x, y) | P (x, y) > 0} is the set of edges. Then, for each
pair of distinct configurations x and y we choose a path γxy in G(P ) linking x to y . The
irreducibility of the matrix P guarantees that such paths exist. Finally, we define the set
Γ = {γxy : x, y ∈ χ}. Note that only one path γxy for each pair of configurations x, y is
chosen. The second largest eigenvalue β1 is then bounded from above as follows:
β1 ≤ 1− 1
κ
(3.1)
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where
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y), (3.2)
and where |γxy| designates the length of the path γxy.
In equation (3.2) the maximum is over all directed edges in the graph G(P ) and the sum is
over all paths from the set Γ passing through the fixed edge e. It is clear that κ measures
the bottlenecks (charged edges) in the graph G(P ) . We notice that a small κ gives a
better result. So, on one hand we should choose the shortest paths to link some pair of
configurations x, y and on the other hand we must avoid that many paths pass through
the same edge in order to obtain the tightest bound for β1.
In this chapter we study the Gibbs sampler which chooses a random coordinate to be
updated according to the conditional probabilities given the other coordinates.
The associated matrix for the two-dimensional square lattice Ising model is
P (x, y) =


1
n2
π(yji |x) if d(x, y) = 1 and x
j
i *= yji
1− 1
n2
n∑
i,j=1
π(yji |x) if d(x, y) = 0
0 else
where
• π(yji |x) =
π(x11,··· ,x
j
i−1,y
j
i ,x
j
i+1,··· ,x
n
n)
π(x11,··· ,x
j
i−1,y
j
i ,x
j
i+1,··· ,x
n
n)+π(x
1
1,··· ,x
j
i−1,−y
j
i ,x
j
i+1,··· ,x
n
n)
;
• d(x, y) = ♯
{
i, xji *= yji for i, j = 1, · · · , n
}
designates the number of sites that differ
between two configurations x and y.
We apply the bound for β1 introduced by Diaconis and Stroock (see [5]) to the Gibbs
sampler for the two-dimensional Ising model with two states. The computation is based
on some method introduced by Shiu and Chen (see [25]). In their paper they treat the
one-dimensional lattice case.
The one-dimensional lattice case with multiple states which is also called Potts model was
investigated by Helali with the same techniques (see [14]).
In the first section, we first define a path for each pair of configurations (x, y) from the
state space χ = {−1,+1}n2 . Then, we turn to compute explicitly the expression:
max
e∈E
Q(e)−1
∑
(x,y): γxy∋e
|γxy|π(x)π(y). (3.3)
In Proposition 3.2.2, we give an upper bound for the expression in (3.3) for different classes
of edges (interior, corners, etc · · · ) in the square lattice {1, · · · , n}2. We notice that it
is difficult to complete exact computations for the bounds given in Proposition 3.2.2. In
Theorem 3.2.3 we present a bound for β1 which results from some rough estimation of
the terms from Proposition 3.2.2. To be able to use Theorem 3.1.1 we are referring to
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Ingrassia (see Theorem 5.3 in [20]) which gives a lower bound for the smallest eigenvalue
β|χ|−1. The main theorem is obtained by the fact that |β|χ|−1| is smaller than the upper
bound of β1. In the third section we compare our result with existing bounds from the
literature. We notice that the main result of this chapter generalizes the one introduced
by Shiu and Chen in [25] to higher dimension. It also improves the result of Ingrassia (see
[20]). The fifth section contains the proofs for the main results and in the sixth section
we give an asymptotic study for the upper bound for β1.
3.2 Main result
3.2.1 Selection of paths
To be able to use the result of Diaconis and Stroock (see [5]) in the computation of
the bound for the second largest eigenvalue, we should fix a collection of paths linking
any x to any y from χ. To get the best possible result, we should use the shortest paths
γxy to obtain smallest possible κ which gives smaller upper bound for β1. An edge of the
graph G(P ) takes the following form: e = (e−, e+) where
e− =


z11 · · · · · · z
1
p · · · · · · z
1
n
...
...
...
zq−11 · · · z
q−1
p−1 z
q−1
p z
q−1
p+1 · · · z
q−1
n
zq1 · · · z
q
p−1 z
q
p z
q
p+1 · · · z
q
n
zq+11 · · · z
q+1
p−1 z
q+1
p z
q+1
p+1 · · · z
q+1
n
...
...
...
zn1 · · · · · · z
n
p · · · · · · z
n
n


and e+ takes the same form except that we have −zqp in the (p, q)− th position.
Without loss of generality we rearrange the lattice as a vector x = (x1, · · · , xn2) then
we use the same kind of paths introduced by Shiu and Chen in [25]. For a given pair
(x, y) ∈ χ2 there exist an increasing sequence d1, · · · , dm ∈ {1, · · · , n2} such that:
• xi *= yi for i ∈ {d1, · · · , dm}
• xi = yi otherwise.
The path linking x to y is defined as follows:
(x1, · · · , xn2) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn2)
→ (y1, · · · , yd1−1, yd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn2)
= (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, xd2 , xd2+1, · · · , xn2)
→ (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, yd2 , xd2+1, · · · , xn2)
...
→ (y1, · · · , yn2).
Those paths subsequently update the differing sites in the configurations x and y.
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3.2.2 Geometric bound for the second largest eigenvalue
In what follows we will find an upper bound for
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y).
First, let e = (e−, e+) be a fixed edge. The flux in equilibrium associated to this edge is:
Q(e) = π(e−)P (e−, e+)
and the transition matrix P (e−, e+) is described in the following lemma:
Lemma 3.2.1. Let x be a configuration. From the position of the site who is to be updated
we distinguish three principale cases:
1) If (p, q) ∈ {2, · · · , n− 1}2, each configuration has four neighbors and
P (e−, e+) =
1
n2(1 + e
2
T
(zqp−1z
q
p+z
q
pz
q
p+1+z
q−1
p z
q
p+z
q
pz
q+1
p ))
.
2) If (p, q) ∈ {2, · · · , n− 1}× {1}, each configuration has three neighbors and
P (e−, e+) =
1
n2(1 + e
2
T
(zq−11 z
q
1+z
q
1z
q+1
1 +z
q
1z
q
2))
and similar results hold for:
i) (p, q) ∈ {2, · · · , n− 1}× {n}:
P (e−, e+) =
1
n2(1 + e
2
T
(zqn−1z
q
n+z
q−1
n z
q
n+z
q
nz
q+1
n ))
,
ii) (p, q) ∈ {1}× {2, · · · , n− 1}:
P (e−, e+) =
1
n2(1 + e
2
T
(z1p−1z
1
p+z
1
pz
1
p+1+z
1
pz
2
p))
,
iii) (p, q) ∈ {n}× {2, · · · , n− 1}:
P (e−, e+) =
1
n2(1 + e
2
T
(znp−1z
n
p+z
n
p z
n
p+1+z
n
p z
n−1
p ))
.
3) If (p, q) = (1, 1), each configuration has two neighbors and
P (e−, e+) =
1
n2(1 + e
2
T
(z11z
1
2+z
1
1z
2
1))
and similar results hold for:
i) (p, q) = (1, n):
P (e−, e+) =
1
n2(1 + e
2
T
(zn1 z
n
2 +z
n−1
1 z
n
1 ))
,
ii) (p, q) = (n, 1):
P (e−, e+) =
1
n2(1 + e
2
T
(z1n−1z
1
n+z
1
nz
2
n))
,
iii) (p, q) = (n, n):
P (e−, e+) =
1
n2(1 + e
2
T
(znn−1z
n
n+z
n−1
n znn))
.
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The proof of this lemma is given in section 5.
For each class of edges, we give an upper bound for κ defined in equation (3.2) in the
following proposition:
Proposition 3.2.2. The second largest eigenvalue of the Gibbs sampler for the two-
dimensional Ising model satisfies:
β1 ≤ 1− 1
κ
where κ is bounded as follow :
1) For (p, q) = (1, 1) or (p, q) = (n, n) we have:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n
4
2
(1 + e
4
T ).
2) For (p, q) = (1, n) we have:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ 2n4en−1T
∑
w∈χ: w1n=1
π(w) exp
{
1
T
(
2(1− w2n)
+
n−1∑
i=1
(
w1i − w2i − w1iw2i
))}
.
and a similar result holds for (p, q) = (n, 1).
3) For (p, q) ∈ {2, · · · , n− 1}× {1} we have:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) = n
4e
n+1
T
∑
w∈χ:w1p=1
π(w) exp
{
1
T
(
− 2(wq2 + wq+11 ) +
n∑
i=2
(
wq−1i
− wqi − wq−1i wqi
))}
+ n4e
n+1
T
∑
w∈χ:w1p=−1
π(w) exp
{
1
T
(
2(1 + wq−11 )
+
n∑
i=2
(
wq−1i − wqi − wq−1i wqi
))}
.
A similar result holds for (p, q) ∈ {2, · · · , n− 1}× {n}. Moreover with the same tricks we
obtain an upper bound in the cases where
(p, q) ∈ {1}× {2, · · · , n− 1} or (p, q) ∈ {n}× {2, · · · , n− 1}.
4) For (p, q) ∈ {2, · · · , n− 1}2 we have:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ 2n4e 1T (n−1)
∑
w∈χ:wpq=1
π(w) exp
{
1
T
( p−1∑
i=1
(− wqi + wq+1i − wqiwq+1i )
− 2(wqp+1 + wq+1p ) +
n∑
i=p+1
(wq−1i − wqi − wq−1i wqi
))}
.
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The proof of this proposition is given later in section 5.
After this step, we notice that it is difficult to give an exact value for the sums in the
previous proposition. So, in what follows we give an upper bound for those sums in order
to obtain an upper bound for κ defined in equation (3.2). The main result is given in the
following theorem:
Theorem 3.2.3. [Franke and Helali 2018] The second largest eigenvalue of the Gibbs
sampler for the two-dimensional Ising model with two states satisfies:
β1 ≤ 1− n−4 exp
{− 2
T
(2n+ 1)
}
.
The proof of this theorem is given in section 5.
To be able to use Theorem 3.1.1 given by Diaconis and Stroock [5] we must give an upper
bound for the second largest eigenvalue in absolute value. Until now, we have given an
upper bound for the second largest eigenvalue. So we turn now to control the smallest
eigenvalue of the Gibbs sampler for the two-dimensional Ising model.
3.2.3 Bound for the second largest eigenvalue in absolute value
Theorem 5.3 introduced by Ingrassia in [20] gives a lower bound for the smallest
eigenvalue as:
β|χ|−1 ≥ −1 + 2
1 + (c− 1)e∆T
.
For the two-dimensional Ising model one has c = 2 and ∆ = 4. Therefore for large n:
|β|χ|−1| ≤ |− 1 + 2
1 + e
4
T
| = 1− 2
1 + e
4
T
< 1− 2
e
4
T + e
4
T
< 1− e−4T < 1− n−4e−2T (2n+1).
An upper bound for β∗ is given in the following corollary:
Corollary 3.2.4. The second largest eigenvalue in absolute value of the Gibbs sampler
for the two-dimensional Ising model with two states satisfies:
β∗ ≤ 1− n−4 exp{− 2
T
(2n+ 1)
}
.
Proof. We give an upper bound for |β|χ|−1| in the above computation. Then, combining
this result with the result given in Theorem 3.2.3 finishes the proof.
3.3 Comparison
Ingrassia (see [20]) develop a method to give an upper bound for the second largest
eigenvalue of the Gibbs sampler for the general Ising model and he obtains:
β1 ≤ 1− ZT
bγ Γγ c |S|
e−
m
T ,
where ZT is the normalizing constant, S is the lattice of sites, Γ the collection of paths, γΓ
the maximum length of each path γxy ∈ Γ, bΓ is the maximum number of paths containing
any edge of Γ, c is the number of configurations that differ by only one site and m is the
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least total elevation gain of the Hamiltonian function in the sense which is described by
Holley and Stroock (see [15]).
For the two-dimensional square lattice Ising model with two states we have:
Γγ = n
2, bγ = 2
n2−1, c = 2, m = 4, |S| = n2 and ZT ≤ 2(1 + e− 12T )n2−1.
Which leads to:
β1 ≤ 1− n−4e− 4T
(1 + e− 12T
2
)n2−1
.
The comparison of the two results amounts to compare f(T ) = e
4
T and g(T ) = 2
1+e−
1
2T
.
The following figure represents the two graphs.
We notice that for non-zero temperature, i.e.: T > 0 we have e
4
T ≥ 2
1+e−
1
2T
. However for
all sufficiently large natural numbers n holds:
exp
{
2
T
(2n− 1)
}
≤ exp
{
4n
T
}
=
(
e
4
T
)n
≪
(
2
1 + e−
1
2T
)n2−1
.
This is quite natural to consider because MCMC method is used to give samples from
probability measures defined on large spaces (n ∼ 1023). Then the main result of this
chapter improves the one introduced by Ingrassia (see [20]) for large n.
Let t indicate the time. From Theorem 3.2.3 and the mathematical property: 1−x ≤
e−x we obtain:
(1− n−4e− 2(2n+1)T )2t ≤ e−2tn−4e−
2(2n+1)
T ≤ ǫ
where ǫ is the pre-specified error tolerance. An elementary calculus gives that:
t ≥ n
4
2
e
2(2n+1)
T log ǫ−1.
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Gibbs (see [12]) used coupling to bound the convergence time and he obtains the following
bound:
2en4(1 + log ǫ−1)
e
4
T + e
−4
T
6e
−2
T − 4e 2T
for all T ≥ 8
log
(
3
2
) ≈ 20.
The result of Alison Gibbs (see [12]) improves the main result of this chapter but it is
valid only for high temperature T ≥ 20. On the contrary, we success to proof in this work
a convergence result of the Gibbs sampler for the 2−D Ising model for all temperature T .
3.4 conclusion
This chapter deals with the bound of the second largest eigenvalue in absolute value
of the Gibbs sampler for the two-dimensional Ising model with two states ±1. The main
result generalizes some methods of Shiu and Chen (see [25]) obtained in dimension one
to dimension two. It also improves Ingrassia’s bound (see [20]).
3.5 Proof of the main result
3.5.1 Proof of Lemma 3.2.1
We concentrate on the case where (p, q) ∈ {2, · · · , n− 1}2. We have:
π(e−) =
1
ZT
exp
{
1
T
( q−1∑
j=1
n−1∑
i=1
xjix
j
i+1 +
p−2∑
i=1
zqi z
q
i+1 + z
q
p−1z
q
p + z
q
pz
q
p+1 +
n−1∑
i=p+1
zqi z
q
i+1
+
n∑
j=q+1
n−1∑
i=1
zji z
j
i+1 +
p−1∑
i=1
( q−2∑
j=1
zji z
j+1
i + z
q−1
i z
q
i + z
q
i z
q+1
i +
n−1∑
j=q+1
zji z
j+1
i
)
+
q−2∑
j=1
zjpz
j+1
p + z
q−1
p z
q
p + z
q
pz
q+1
p +
n−1∑
j=q+1
zjpz
j+1
p +
n∑
i=p+1
( q−2∑
j=1
zji z
j+1
i + z
q−1
i z
q
i
+ zqi z
q+1
i +
n−1∑
j=q+1
zji z
j+1
i
))}
.
and π(e+) takes a similar form except in the (p, q)−th position which is equal to −zqp.
This yields:
P (e−, e+) =
1
n2
π(e+)
π(e+) + π(e−)
=
e
−1
T
(zqp−1z
q
p+z
q
pz
q
p+1+z
q−1
p z
q
p+z
q
pz
q+1
p )
e
1
T
(zqp−1z
q
p+z
q
pz
q
p+1+z
q−1
p z
q
p+z
q
pz
q+1
p ) + e
−1
T
(zqp−1z
q
p+z
q
pz
q
p+1+z
q−1
p z
q
p+z
q
pz
q+1
p )
=
1
1 + e
2
T
(zqp−1z
q
p+z
q
pz
q
p+1+z
q−1
p z
q
p+z
q
pz
q+1
p )
.
With similar techniques we can compute the transition matrix for each class of edges and
the results are presented in lemma 3.2.1.
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3.5.2 Proof of proposition 3.2.2
Depending on the position of the site who is to be updated we distinguish several
cases.
Lets first assume that (p, q) ∈ {2, · · · , n− 1}2. Then the transition matrix is:
P (e−, e+) =
1
n2(1 + e
2
T
(zqp−1z
q
p+z
q
pz
q
p+1+z
q−1
p z
q
p+z
q
pz
q+1
p ))
.
According to the selection of the paths done in section 3.2.1., if a pair (x, y) satisfies
γxy ∋ e, then the configurations x and y must have the following form:
x =


x11 · · · · · · x
1
p · · · · · · x
1
n
...
...
...
xq−11 · · · x
q−1
p−1 x
q−1
p x
q−1
p+1 · · · x
q−1
n
xq1 · · · x
q
p−1 z
q
p z
q
p+1 · · · z
q
n
zq+11 · · · z
q+1
p−1 z
q+1
p z
q+1
p+1 · · · z
q+1
n
...
...
...
zn1 · · · · · · z
n
p · · · · · · z
n
n


and
y =


z11 · · · · · · z
1
p · · · · · · z
1
n
...
...
...
zq−11 · · · z
q−1
p−1 z
q−1
p z
q−1
p+1 · · · z
q−1
n
zq1 · · · z
q
p−1 −zqp yqp+1 · · · yqn
yq+11 · · · y
q+1
p−1 y
q+1
p y
q+1
p+1 · · · y
q+1
n
...
...
...
yn1 · · · · · · y
n
p · · · · · · y
n
n


.
We then have:
π(x) =
1
ZT
exp
{
1
T
( q−1∑
j=1
n−1∑
i=1
xjix
j
i+1 +
p−2∑
i=1
xqix
q
i+1 + x
q
p−1z
q
p + z
q
pz
q
p+1 +
n−1∑
i=p+1
zqi z
q
i+1
+
n∑
j=q+1
n−1∑
i=1
zji z
j
i+1 +
p−1∑
i=1
( q−2∑
j=1
xjix
j+1
i + x
q−1
i x
q
i + x
q
i z
q+1
i +
n−1∑
j=q+1
zji z
j+1
i
)
+
q−2∑
j=1
xjpx
j+1
p + x
q−1
p z
q
p + z
q
pz
q+1
p +
n−1∑
j=q+1
zjpz
j+1
p +
n∑
i=p+1
( q−2∑
j=1
xjix
j+1
i + x
q−1
i z
q
i
+ zqi z
q+1
i +
n−1∑
j=q+1
zji z
j+1
i
))}
.
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and
π(y) =
1
ZT
exp
{
1
T
( q−1∑
j=1
n−1∑
i=1
zji z
j
i+1 +
p−2∑
i=1
zqi z
q
i+1 − zqp−1zqp − zqpyqp+1 +
n−1∑
i=p+1
yqi y
q
i+1
+
n∑
j=q+1
n−1∑
i=1
yji y
j
i+1 +
p−1∑
i=1
( q−2∑
j=1
zji z
j+1
i + z
q−1
i z
q
i + z
q
i y
q+1
i +
n−1∑
j=q+1
yji y
j+1
i
)
+
q−2∑
j=1
zjpz
j+1
p − zq−1p zqp − zqpyq+1p +
n−1∑
j=q+1
yjpy
j+1
p +
n∑
i=p+1
( q−2∑
j=1
zji z
j+1
i + z
q−1
i y
q
i
+ yqi y
q+1
i +
n−1∑
j=q+1
yji y
j+1
i
))}
.
Similarly, we can compute the expression of the measure π(e−). We then obtain:
Q(e)−1π(x)π(y) =
π(x)π(y)
π(e−)P (e−, e+)
=
n2
ZT
(
exp
{
−2
T
(zqp−1z
q
p)
}
+ exp
{
2
T
(zqpz
q
p+1 + z
q−1
p z
q
p + z
q
pz
q+1
p )
})
× exp
{
1
T
( q−1∑
j=1
n−1∑
i=1
xjix
j
i+1 +
p−2∑
i=1
xqix
q
i+1 + x
q
p−1z
q
p − zqpyqp+1
+
n−1∑
i=p+1
yqi y
q
i+1 +
n∑
j=q+1
n−1∑
i=1
yji y
j
i+1 +
p−1∑
i=1
( q−2∑
j=1
xjix
j+1
i + x
q−1
i x
q
i
+ xqi z
q+1
i − zqi zq+1i + zqi yq+1i +
n−1∑
j=q+1
yji y
j+1
i
)
+
q−2∑
j=1
xjpx
j+1
p + x
q−1
p z
q
p
− zq−1p zqp − zq−1p zqp − zqpyq+1p +
n−1∑
j=q+1
yjpy
j+1
p +
n∑
i=p+1
( q−2∑
j=1
xjix
j+1
i
+ xq−1i z
q
i − zq−1i zqi + zq−1i yqi + yqi yq+1i +
n−1∑
j=q+1
yji y
j+1
i
))}
. (3.4)
Following the line of arguments of Shiu and Chen (see [25]) we define the configurations
x⊕ y =


x11 · · · · · · x
1
p · · · · · · x
1
n
...
...
...
xq−11 · · · x
q−1
p−1 x
q−1
p x
q−1
p+1 · · · x
q−1
n
xq1 · · · x
q
p−1 z
q
p y
q
p+1 · · · y
q
n
yq+11 · · · y
q+1
p−1 y
q+1
p y
q+1
p+1 · · · y
q+1
n
...
...
...
yn1 · · · · · · y
n
p · · · · · · y
n
n


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and x⊖y with the same expression expect that in the position (p, q) we have−zpq . Equation
(3.4) becomes:
Q(e)−1π(x)π(y) = n2π(x⊕ y) exp
{
1
T
(
− 2(zqp−1zqp + zq−1p zqp) +
p−1∑
i=1
−zqi zq+1i +
n∑
i=p+1
−zq−1i zqi
+
p−1∑
i=1
(
xqi z
q+1
i + z
q
i y
q+1
i − xqiyq+1i
)− 2(zqpyqp+1 + zqpyq+1p ) + n∑
i=p+1
(xq−1i z
q
i + z
q−1
i y
q
i
− xq−1i yqi
))}
+ n2π(x⊖ y) exp
{
1
T
(
2(zqpz
q
p+1 + z
q
pz
q+1
p ) +
p−1∑
i=1
−zqi zq+1i
−
n∑
i=p+1
zq−1i z
q
i +
p−1∑
i=1
(
xqi z
q+1
i + z
q
i y
q+1
i − xqiyq+1i
)
+ 2(xqp−1z
q
p + x
q−1
p z
q
p)
+
n∑
i=p+1
(xq−1i z
q
i + z
q−1
i y
q
i − xq−1i yqi )
))}
. (3.5)
Remark 3.5.1. We notice that the right side in equation (3.5) reaches its maximum
value if
−zq−1i = zqi = −zq+1i for i = 1, · · · , n.
Without loss of generality we can consider the situation where zqp = 1.
This yields:
Q(e)−1π(x)π(y) ≤ n2en−1T π(x⊕ y) exp
{
1
T
( p−1∑
i=1
(− xqi + yq+1i − xqiyq+1i )− 2(yqp+1 + yq+1p )
+
n∑
i=p+1
(xq−1i − yqi − xq−1i yqi
))}
+ n2e
n−1
T π(x⊖ y) exp
{
1
T
( p−1∑
i=1
(− xqi + yq+1i
− xqiyq+1i
)
+ 2(xqp−1 + x
q−1
p ) +
n∑
i=p+1
(xq−1i − yqi − xq−1i yqi )
))}
.
Then we obtain:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n4en−1T
∑
γxy∋e
π(x⊕ y) exp
{
1
T
( p−1∑
i=1
(− xqi + yq+1i − xqiyq+1i )
− 2(yqp+1 + yq+1p ) +
n∑
i=p+1
(xq−1i − yqi − xq−1i yqi
))}
+ n4e
n−1
T
∑
γxy∋e
π(x⊖ y) exp
{
1
T
( p−1∑
i=1
(− xqi + yq+1i − xqiyq+1i )
+ 2(xqp−1 + x
q−1
p ) +
n∑
i=p+1
(
xq−1i − yqi − xq−1i yqi
))}
.
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Like in Shiu and Chen (see [25]) we notice that⋃
(x,y) : γxy∋e
{x⊕ y, x⊖ y} = χ.
With new notation w for the elements from χ the previous expression becomes:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n4en−1T
∑
w∈χ:wpq=1
π(w) exp
{
1
T
( p−1∑
i=1
(− wqi + wq+1i − wqiwq+1i )
− 2(wqp+1 + wq+1p ) +
n∑
i=p+1
(wq−1i − wqi − wq−1i wqi
))}
+ n4e
n−1
T
∑
w∈χ:wqp=−1
π(w) exp
{
1
T
( p−1∑
i=1
(− wqi + wq+1i − wqiwq+1i )
+ 2(wqp−1 + w
q−1
p ) +
n∑
i=p+1
(wq−1i − wqi − wq−1i wqi )
))}
.
If we look to the nearest neighbors of the site (p, q), for each configuration w+ ∈ {w ∈ χ :
wqp = 1} there exist a unique configuration w− ∈ {w ∈ χ : wqp = −1} such that:
π(w+) = π(w−) exp
{
2
T
(wq−1p + w
q+1
p + w
q
p−1 + w
q
p+1)
}
.
This yields the following equality:
∑
w∈χ:wpq=1
π(w) exp
{
−2
T
(
wqp+1 + w
q+1
p
)}
=
∑
w∈χ:wpq=−1
π(w) exp
{
2
T
(
wqp−1 + w
q−1
p
)}
. (3.6)
Then, it follows that:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ 2n4e 1T (n−1)
∑
w∈χ:wpq=1
π(w) exp
{
1
T
( p−1∑
i=1
(− wqi + wq+1i − wqiwq+1i )
− 2(wqp+1 + wq+1p ) +
n∑
i=p+1
(wq−1i − wqi − wq−1i wqi
))}
. (3.7)
Remark 3.5.2. We obtain the same result by considering the case where zqp = −1.
We turn now to remaining cases where the site (p, q) lies on the boundary of the
square:
i) For (p, q) = (1, 1) we have that x and e− coincide and
P (e−, e+) =
1
n2(1 + e
2
T
(z11z
1
2+z
1
1z
2
1))
.
This yields:
Q(e)−1π(x)π(y) = n2(1 + e
2
T
(z11z
1
2+z
1
1z
2
1))π(y)
≤ n2(1 + e 4T )π(y)
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and it follows:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n4(1 + e 4T )
∑
y∈χ: y11=1
π(y)
=
n4
2
(1 + e
4
T ). (3.8)
For (p, q) = (n, n) we notice that y and e+ coincide and we obtain the same kind of result
as for (p, q) = (1, 1).
ii) For (p, q) = (1, n), we have from lemma 3.2.1
P (e−, e+) =
1
n2(1 + e
2
T
(z1n−1z
1
n+z
1
nz
2
n))
.
According to the selection of paths in section 3.2.1 for any pair (x, y) where γxy ∋ e the
configurations x and y must have the following form:
x =


x11 · · · x
1
n−1 z
1
n
z21 · · · · · · z
2
n
...
...
...
...
zn1 · · · · · · z
n
n

 and y =


z11 · · · z
1
n−1 −z1n
y21 · · · · · · y
2
n
...
...
...
...
yn1 · · · · · · y
n
n

 .
As in the case where (p, q) = {2, · · · , n− 1}2 we find:
Q(e)−1π(x)π(y) =
n2
ZT
(1 + e
2
T
(z1n−1z
1
n+z
1
nz
2
n)) exp
{
1
T
( n−2∑
i=1
x1ix
1
i+1 + x
1
n−1z
1
n
− 2z1n−1z1n +
n∑
j=2
n−1∑
i=1
yji y
j
i+1 +
n−1∑
i=1
(
x1i z
2
i + z
1
i y
2
i +
n−1∑
j=2
yji y
j+1
i
− z1i z2i
)− z1ny2n + n∑
j=2
yjny
j+1
n
)}
. (3.9)
Following the line of arguments from Shiu and Chen (see [25]) we define configurations:
x⊕ y =


x11 · · · x
1
n−1 z
1
n
y21 · · · · · · y
2
n
...
...
...
...
yn1 · · · · · · y
n
n

 and x⊖ y =


x11 · · · x
1
n−1 −z1n
y21 · · · · · · y
2
n
...
...
...
...
yn1 · · · · · · y
n
n

 .
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Then equation (3.9) becomes:
Q(e)−1π(x)π(y) = n2π(x⊕ y) exp
{
1
T
(
− 2(z1n−1z1n + z1ny2n)
+
n−1∑
i=1
(
x1i z
2
i + z
1
i y
2
i − z1i z2i − x1i y2i
))}
+ n2π(x⊖ y) exp
{
1
T
(
2(z1nz
2
n + x
1
n−1z
1
n) +
n−1∑
i=1
(
x1i z
2
i
+ z1i y
2
i − z1i z2i − x1i y2i
))}
. (3.10)
Remark 3.5.3. We notice that equation (3.10) reaches its maximum if the following two
points hold:
• z1i = −z2i = −1 for i ≤ n− 1.
• z1n = z
2
n = +1 and z
1
n−1 = −z1n = −1.
This yields:
Q(e)−1π(x)π(y) ≤ n2π(x⊕ y) exp
{
1
T
(
2(1− y2n) +
n−1∑
i=1
(
x1i − y2i + 1− x1i y2i
))}
+ n2π(x⊖ y) exp
{
1
T
(
2(1 + x1n−1) +
n−1∑
i=1
(
x1i − y2i + 1− x1i y2i
))}
.
(3.11)
Summing over all pairs (x, y) where the path γxy passes through the edge e of equation
(3.11) gives:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n4en−1T
∑
γxy∋e
π(x⊕ y) exp
{
1
T
(
2(1− y2n)
+
n−1∑
i=1
(
x1i − y2i − x1i y2i
))}
+ n4e
n−1
T
∑
γxy∋e
π(x⊖ y) exp
{
1
T
(
2(1 + x1n−1)
+
n−1∑
i=1
(
x1i − y2i − x1i y2i
))}
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Then
Q(e)−1π(x)π(y) ≤ n4en−1T
∑
w∈χ: w1n=1
π(w) exp
{
1
T
(
2(1− w2n)
+
n−1∑
i=1
(
w1i − w2i − w1iw2i
))}
+ n4e
n−1
T
∑
w∈χ: w1n=−1
π(w) exp
{
1
T
(
2(1 + w1n−1)
+
n−1∑
i=1
(
w1i − w2i − w1iw2i
))}
= 2n4e
n−1
T
∑
w∈χ: w1n=1
π(w) exp
{
1
T
(
2(1− w2n)
+
n−1∑
i=1
(
w1i − w2i − w1iw2i
))}
.
The last equality is given by a symmetry argument similar to the one introduced in
equation (3.6). For (p, q) = (n, 1) we use the same technique and we obtain a similar
result.
iii) For (p, q) ∈ {2 · · ·n− 1}× {1}, we have from lemma 3.2.1
P (e−, e+) =
1
n2(1 + e
2
T
(zq−11 z
q
1+z
q
1z
q+1
1 +z
q
1z
q
2))
.
As before, a pair of configuration (x, y) where γxy ∋ e must have the following form:
x =


x11 · · · · · · x
1
n
...
...
xq−11 · · · · · · x
q−1
n
zq1 · · · · · · z
q
n
zq+11 · · · · · · z
q+1
n
...
...
zn1 · · · · · · z
n
n


and y =


z11 · · · · · · z
1
n
...
...
zq−11 · · · · · · z
q−1
n
−zq1 yq2 · · · yqn
yq+11 · · · · · · y
q+1
n
...
...
yn1 · · · · · · y
n
n


.
It follows that:
Q(e)−1π(x)π(y) =
n2
ZT
(1 + e
2
T
(zq−11 z
q
1+z
q
1z
q+1
1 +z
q
1z
q
2))
× exp
{
1
T
( q−1∑
j=1
n−1∑
i=1
xjix
j
i+1 − zq1yq2 +
n−1∑
i=2
yqi y
q
i+1 +
n∑
j=q+1
n−1∑
i=1
yji y
j
i+1
+
q−2∑
j=1
xj1x
j+1
1 + x
q−1
1 z
q
1 − zq−11 zq1 − zq1yq+11 +
n−1∑
j=q+1
yj1y
j+1
1 − zq−11 zq1
+
n∑
i=2
( q−2∑
j=1
xjix
j+1
i + x
q−1
i z
q
i + z
q−1
i y
q
i + y
q
i y
q+1
i +
n−1∑
j=q+1
yji y
j+1
i − zq−1i zqi
))}
.
(3.12)
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Following the line of arguments of Shiu and Chen (see [25]) we define the configurations:
x⊕ y =


x11 · · · · · · x
1
n
...
...
xq−11 · · · · · · x
q−1
n
zq1 y
q
2 · · · y
q
n
yq+11 · · · · · · y
q+1
n
...
...
yn1 · · · · · · y
n
n


and x⊖ y =


x11 · · · · · · x
1
n
...
...
xq−11 · · · · · · x
q−1
n
−zq1 yq2 · · · yqn
yq+11 · · · · · · y
q+1
n
...
...
yn1 · · · · · · y
n
n


.
Equation (3.12) becomes:
π(x)π(y)
Q(e)
= n2π(x⊕ y) exp
{
1
T
(− 2(zq1yq2 + zq−11 zq1 + zq1yq+11 ) + n∑
i=2
(
xq−1i z
q
i + z
q−1
i y
q
i
− zq−1i zqi − xq−1i yqi
))}
+ n2π(x⊖ y) exp
{
1
T
(
2(zq1z
q+1
1 + z
q
1z
q
2 + x
q−1
1 z
q
1)
+
n∑
i=2
(
xq−1i z
q
i + z
q−1
i y
q
i − zq−1i zqi − xq−1i yqi
))}
. (3.13)
Remark 3.5.4. The maximum in equation (3.13) is reached once the following conditions
hold:
• −zq−1i = zqi = zq+1i for i = 2, · · · , n.
• −zq−11 = zq1 = zq+11 = 1 and zq1 = zq2 = 1.
Then equation (3.13) becomes:
Q(e)−1π(x)π(y) ≤ n2π(x⊕ y) exp
{
1
T
(
− 2(yq2 − 1 + yq+11 ) +
n∑
i=2
(
xq−1i − yqi + 1− xq−1i yqi
))}
+ n2π(x⊖ y) exp
{
1
T
(
2(1 + 1 + xq−11 ) +
n∑
i=2
(
xq−1i − yqi + 1− xq−1i yqi
))}
.
As in Shiu and Chen (see [25]) we notice that
⋃
(x,y): γxy∋e
{
x⊕ y, x⊖ y
}
= χ.
In the previous expression we change the notation of an element x⊕ y or x⊖ y to w with
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w1p = +1 or w
1
p = −1 respectively. This yields:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n4
∑
γxy∋e
π(x⊕ y) exp
{
1
T
(
2(1− yq2 − yq+11 ) +
n∑
i=2
(
xq−1i − yqi
+ 1− xq−1i yqi
))}
+ n4
∑
γxy∋e
π(x⊖ y) exp
{
1
T
(
2(1 + 1 + xq−11 )
+
n∑
i=2
(
xq−1i − yqi + 1− xq−1i yqi
))}
= n4e
n+1
T
∑
w∈χ:w1p=1
π(w) exp
{
1
T
(
− 2(wq2 + wq+11 ) +
n∑
i=2
(
wq−1i
− wqi − wq−1i wqi
))}
+ n4e
n+1
T
∑
w∈χ:w1p=−1
π(w) exp
{
1
T
(
2(1 + wq−11 )
+
n∑
i=2
(
wq−1i − wqi − wq−1i wqi
))}
.
We obtain the same result for (p, q) ∈ {2 · · ·n − 1} × {n}. With similar techniques we
can do the same calculus for (p, q) ∈ {1}× {2 · · ·n− 1} then we obtain:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n4en+1T
∑
w∈χ:w1p=1
π(w) exp
{
1
T
(
− 2(w1p+1 + w2p) +
n−1∑
i=1
(
w1i
− w2i − w1iw2i
))}
+ n4e
n+1
T
∑
w∈χ:w1p=−1
π(w) exp
{
1
T
(
2(1 + w1p−1)
+
n−1∑
i=1
(
w1i − w2i − w1iw2i
))}
.
A similar result is obtained in the case where (p, q) ∈ {n}× {2 · · ·n− 1}.
We turn now to give the proof of the main theorem of this chapter:
3.5.3 Proof of Theorem 3.2.3
Since for all sites (p, q) ∈ {1, · · · , n}2 we have wqp = ±1 it follows that
max
i∈{1,··· ,n}
{wq−1i − wqi − wq−1i wqi } = max
i∈{1,··· ,n}
{−wqi + wq+1i − wqiwq+1i } = 3.
Analyzing the worst cases yield the following inequalities
i) 2(1− w2n) +
n−1∑
i=1
(
w1i − w2i − w1iw2i
) ≤ 3n+ 1.
ii) −2(wq2 + wq+11 ) +
n∑
i=2
(
wq−1i − wqi − wq−1i wqi
) ≤ 3n+ 1.
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iii) 2(1 + wq−11 ) +
n∑
i=2
(
wq−1i − wqi − wq−1i wqi
) ≤ 3n+ 1.
iv)
p−1∑
i=1
(−wqi +wq+1i −wqiwq+1i )− 2(wqp+1 +wq+1p ) +
n∑
i=p+1
(wq−1i −wqi −wq−1i wqi
) ≤ 3n+1.
By the fact that ∑
w∈χ: wqp=+1
π(w) =
∑
w∈χ: wqq=−1
π(w) =
1
2
we conclude that
κ ≤ n4 exp
{
2
T
(2n+ 1)
}
which finishes the proof.
3.6 Asymptotic study
We now argue otherwise and the main goal is to obtain better bound of the second
largest eigenvalue for the two-dimensional square lattice Ising model. We turn to study
the asymptotic of κ for each class of edges. We gives a detailed calculus only for the case
(i, j) = {2, · · · , n − 1} × {2, · · · , n − 1} then we do similar reasoning for the other class
of edges.
3.6.1 For (i, j) = {2, · · · , n− 1}× {2, · · · , n− 1}
First of all we will introduce some notations that are necessary for further calculus.
Denote by:
• αk =
p−1∑
i=1
(− wqi + wq+1i − wqiwq+1i )− 2(wqp+1 + wq+1p )+
n∑
i=p+1
(
wq−1i − wqi − wq−1i wqi
)
• θ(w) the number of signs changes in a given configuration, ie:
θ(w) =
1
2
#{(i, j) ∈ {1, · · · , n}2 : ∃(k, l) ∈ {1, · · · , n}2 : wki = −wlk and wji ∼ wlk}
• θℓ the number of sign changes of w ∈ χ where wqp = 1 and π(w) = ℓ, ie: for
1 ≤ i, j, k, l ≤ n
θl = #
1
2
{(i, j) : wji = −wlk and wji ∼ wlk}.
• L the different energy levels. ie:
L = {θ(w) : w ∈ χ with wqp = +1}.
• δℓ the number of configurations of a given level of energy is:
δℓ = #{w ∈ χ with wqp = +1 : suth that θ(w) = ℓ}.
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Then the probability measure of a configuration takes the following form:
π(w) =
exp 1
T
(
2n(n− 1)− 2θ(w))
2
∑
ℓ∈L
δℓ exp
1
T
(
2n(n− 1)− 2θℓ
) .
For an asymptotic study, we need to know the configuration that achieves the maximum
for
π(w)e
1
T
(n−1+αℓ)
We notice that the number of signs changing between the neighboring sites of a configu-
ration has a direct effect on the energy level of a given configuration. We look to the lines
from j = q − 2 to j = q + 2 in the given configuration w ∈ {−1,+1}n2 and we call by △
its energy level, then:
△ =
n−1∑
i=1
wq−2i w
q−2
i+1 +
n−1∑
i=1
wq−1i w
q−1
i+1 +
n−1∑
i=1
wq+1i w
q+1
i+1 +
n−1∑
i=1
wq+2i w
q+2
i+1
+
p−2∑
i=1
wqiw
q
i+1 + w
q
p−1+w
q
p+1 +
n−1∑
i=p+1
wqiw
q
i+1
+
p−1∑
i=1
(
wq−2i w
q−1
i + w
q−1
i w
q
i + w
q
iw
q+1
i + w
q+1
i w
q+2
i
)
+
(
wq−2p w
q−1
p + w
q−1
p
+wq+1p + w
q+1
p w
q+2
p
)
+
n∑
i=p+1
(
wq−2i w
q−1
i + w
q−1
i w
q
i + w
q
iw
q+1
i + w
q+1
i w
q+2
i
)
+
p−1∑
i=1
(−wqi + wq+1i − wqiwq+1i )−2(wqp+1 + wq+1p )+
n∑
i=p+1
(
wq−1i − wqi − wq−1i wqi
)
=
n−1∑
i=1
wq−2i w
q−2
i+1 +
n−1∑
i=1
wq−1i w
q−1
i+1 +
n−1∑
i=1
wq+1i w
q+1
i+1 +
n−1∑
i=1
wq+2i w
q+2
i+1
+
p−2∑
i=1
wqiw
q
i+1 + w
q
p−1−wqp+1 +
n−1∑
i=p+1
wqiw
q
i+1
+
p−1∑
i=1
(
wq−2i w
q−1
i + w
q−1
i w
q
i−wqi + wq+1i + wq+1i wq+2i
)
+
(
wq−2p w
q−1
p + w
q−1
p
−wq+1p + wq+1wq+2p
)
+
n∑
i=p+1
(
wq−2i w
q−1
i +w
q−1
i − wqi + wqiwq+1i + wq+1i wq+2i
)
We will build the maximum configuration in three steps. In the first step we notice that
a first observation gives that the previous expression reaches its maximum value if :
• −wqi = wq+1i = 1 for i = 1, · · · , p− 1
• wq−1i = −wqi = 1 for i = p+ 1, · · · , n
• wqp+1 = w
q+1
p = −1.
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Then in the second step, the sums of the near neighbors is maximal if they have similar
signs which is illustrated in the following three points:
• wqp = w
q−1
p = · · · = w
1
p = 1 and w
q+1
p = w
q+2
p = · · · = w
n
p = −1
• wq−1i = w
q−2
i = · · · = w
1
i = 1 for i = p+ 1, · · · , n
• wqi = w
q+1
i = · · · = w
n
i = −1 for i = p+ 1, · · · , n.
Finally, in the last step, we notice that the choice of small p gives the best result. By
the fact that we study the case beyond the board, we consider that p = 2 and the max is
reached for:
• wq−11 = w
q−2
p = · · · = w
1
p = 1
• wq+2p = w
q+3
p = · · · = w
n
p = −1.
A natural candidate takes the following form:
w˜ =


+1 +1 +1 · · · · · · +1
...
...
...
...
+1 +1 +1 · · · · · · +1
+1 +1 +1 · · · · · · +1
−1 +1 −1 · · · · · · −1
+1 −1 −1 · · · · · · −1
−1 −1 −1 · · · · · · −1
...
...
...
...
−1 −1 −1 · · · · · · −1


Let
θmax = n+ 5, αmax = 3n+ 1 and δmax = #{w : θ(w) = θmax}.
Then for all w ∈ χ, wqp = +1, an elementary calculus gives:
π(w)e
1
T
(n−1+αℓ) ≤ 1
ZT
exp
1
T
(
2n(n− 1) + 2(n− 5)).
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ 2n4 ×
∑
ℓ∈L
δℓ exp
{
1
T
(2n(n− 1)− 2θℓ + n− 1 + αℓ)
}
2
∑
ℓ∈L
δℓ exp
{
1
T
(2n(n− 1)− 2θℓ)
}
= 2n4 ×
∑
ℓ∈L
δℓ exp
{
1
T
(−2θℓ + n− 1 + αℓ)
}
2
∑
ℓ∈L
δℓ exp
{
1
T
(−2θℓ)
} .
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By the fact that −2θℓ + n − 1 + αℓ ≤ 2(n − 5) for all l ∈ L there exist a non-negative
relative ζℓ such that:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ 2n4e 2T (n−5) ×
∑
ℓ∈L
δℓe
−ζℓ
T
2
∑
ℓ∈L
δℓe
−2θℓ
T
in fact
ζℓ = 2(n− 5)− (n− 1) + 2θℓ − αℓ.
We notice that:
∑
ℓ∈L
δℓe
−ζℓ
T
2
∑
ℓ∈L
δℓe
−2θℓ
T
=


δmax+
∑
ℓ∈L\{max}
δℓe
−ζℓ
T
2δmax+2
∑
ℓ∈L\{max}
δℓe
−2θℓ
T
−→ 1
2
if T −→ 0,
∑
ℓ∈L
δℓe
−ζℓ
T
2
∑
ℓ∈L
δℓe
−2θℓ
T
−→
∑
ℓ∈L
δℓ
2×
∑
ℓ∈L
δℓ
= 1
2
if T −→ +∞.
Finally we obtain:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n4e 2T (n−5). (3.14)
3.6.2 For (i, j) = {2, · · · , n− 1}× {1}
According to Proposition 3.2.2 we have:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n4(e
n+1
T + e
n+3
T )
∑
w∈χ: wq1=1
π(w) exp
{
1
T
(
− 2(wq2 + wq+11 )
+
n∑
i=2
(
wq−1i − wqi − wq−1i wqi
))}
.
As previously, a candidate that realizes the max of
π(w) exp
{
1
T
(
− 2(wq2 + wq+11 ) +
n∑
i=2
(
wq−1i − wqi − wq−1i wqi
))}
takes the following form:
w˜ =


+1 +1 +1 · · · · · · +1
...
...
...
...
+1 +1 +1 · · · · · · +1
+1 +1 +1 · · · · · · +1
−1 −1 −1 · · · · · · −1
−1 −1 −1 · · · · · · −1
...
...
...
...
−1 −1 −1 · · · · · · −1


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With the same tricks as previous, an asymptotic analysis gives for high and low temper-
ature:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n
4
2
(e
2
T
(n−1) + e
2
T
n)
≤ n4e 2nT . (3.15)
We obtain the same result for (i, j) = (2 · · ·n − 1, n). Then with similar techniques we
can do the same calculus for (i, j) = (1, 2 · · ·n− 1) and (i, j) = (n, 2 · · ·n− 1).
3.6.3 For (i, j) = (1, n)
From proposition 3.2.2 we have
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ 2n4
∑
w∈χ: wn1=1
π(w) exp
{
1
T
(
2(1− w2n)
+
n−1∑
i=1
(
w1i − w2i + 1− w1iw2i
))}
.
A natural candidate that realize the max of
π(w) exp
{
1
T
(
2(1− w2n) +
n−1∑
i=1
(
w1i − w2i + 1− w1iw2i
))}
takes the form:
w˜ =


+1 +1 +1 · · · · · · +1
−1 −1 −1 · · · · · · −1
+1 +1 +1 · · · · · · +1
...
...
...
...
...
...
...
...
−1 −1 −1 · · · · · · −1


κ is bounded for high and low temperature as follow:
Q(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n4e 2nT . (3.16)
We obtains the same result for (i, j) = (n, 1).
By regrouping the results in (3.14), (3.8), (3.15) and (3.16) we obtains the following upper
bound for β1:
Theorem 3.6.1. The second largest eigenvalue of the Gibbs sampler for the 2−D Ising
model satisfies at high and low temperature:
β1 < 1− n−4e−2nT .
Then, for all Temperature T , we have the following result:
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Corollary 3.6.2. There exists a real number τn such that the second largest eigenvalue
of the Gibbs sampler for the 2−D Ising model satisfies:
β1 < 1− n−4 τ−1n e
−2
T
(n+1).
Remark 3.6.3. From Theorem 3.6.1 and Corollary 3.6.2 we deduce that τn is bounded
as follows:
0 < τn ≤ e 2T (n+2).
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Chapter 4
The convergence rate of some
perturbed Gibbs sampler for the
1−D Ising model
In this chapter, We study the geometric bound introduced by Diaconis and Stroock
(1991) of some perturbed Gibbs sampler for the one-dimensional Ising model. Shiu and
Chen (2015) studies this problem for the classical Gibbs algorithm and obtained the best
geometric bound in the literature for this case. We observe that the disruption of the
Gibbs sampler improve the result of Chen and Shiu (2015) at high temperature. How-
ever, at low temperature we did not succeed to improve the geometric bound, although
an improvement should be expected.
Dans ce chapitre, Nous e´tudions la borne ge´ome´trique introduite par Diaconis et
Stroock (1991) pour l’algorithme de l’e´chantillonneur de Gibbs perturbe´ pour le mode`le
d’Ising unidimensionnel. Shiu et Chen (2015) ont e´tudie´ ce proble`me pour le cas de
l’e´chantillonneur de Gibbs classique et ils ont obtenu la meilleure borne dans la litte´rature
pour ce cas. On observe que la perturbation de l’algorithme de l’e´chantillonneur de Gibbs
ame´liore le resultat de Shiu et Chen (2015) a` haute temperature. Cependant, a` basse
tempe´rature, nous n’avons pas re´ussi a` ame´liorer la borne ge´ome´trique, meˆme si une
ame´lioration est a` pre´voir.
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4.1 Introduction
The Ising model is a basic model for ferromagnetism. It is the simplest model of
statistical mechanics and it has been applied in many other fields like chemistry, molecular
biology and image analysis. The distribution of the 1-D Ising model is:
π(x) =
1
ZT
exp
{
1
T
n−1∑
k=0
xkxk+1
}
∀ x = (x1, · · · , xn) ∈ χ ,
where χ = {−1, 1}n is the state space, T is the temperature and
ZT =
∑
x∈χ
exp
{
1
T
n−1∑
k=1
xkxk+1
}
is the normalizing constant. Monte Carlo Markov chain MCMC method is a very useful
technique to draw samples from the Ising model.
Suppose that the transition probability P (x, y) for an irreducible Markov chain has π as
its invariant measure. The pair (P, π) is said to be reversible if it verifies the detailed
balance equation:
Q(x, y) := π(x)P (x, y) = π(y)P (y, x) := Q(y, x) ∀ x, y ∈ χ.
The Gibbs sampler introduced by Geman and Geman (1986) (see [11]) and the Metropolis-
Hastings algorithm introduced by Metropolis, Rosenbluth, Rosenbluth, Teller and Teller
(1953) (see [21]) and Hastings (1970) (see [13]) are both the most popular Monte Carlo
Markov chain methods. The Gibbs sampler chooses a random coordinate which is updated
according to the conditional probability given the other coordinates. The resulting Markov
chain is reversible. The associated transition matrix has the form:
P (x, y) =


1
n
π(yi | x) if d(x, y) = 1
1− 1
n
n∑
i=1
π(yi | x) if d(x, y) = 0
0 else
where
• π(yi | x) =
π(x1,··· ,xi−1,yi,xi+1,··· ,xn)
π(x1,··· ,xi−1,yi,xi+1,··· ,xn)+π(x1,··· ,xi−1,−yi,xi+1,··· ,xn)
;
• d(x, y) = card{i, xi *= yi for i = 1, · · · , n} designates the number of sites that differ
between two configurations x and y.
One expects an acceleration of the convergence rate of the Gibbs sampler to its equilibrium
once one adds some edges to the graph underlying the initial Markov chain. However only
few edges should be added in order to keep the computational cost low.
Starting from this philosophy, we propose some perturbation of the Gibbs algorithm based
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on some permutation σ of χ.
Let σ be a two cyclic permutation defined for x ∈ χ as follow:
σ : χ −→ χ
x −→ −x.
Remark 4.1.1. We remark that:
• σ(σ(x)) = x.
• π is σ-invariant.
For some 0 < α < 1 we denote by Pσ the matrix which is defined for x, y ∈ χ as:
Pσ(x, y) =


α if y = σ(x)
1− α if x = y
0 else .
The idea behind this construction is that the permutation we want to introduce should in
one hand not add many edges to the graph underlying the Markov chain of the sampler
and in the other hand the previous remark guarantees the reversibility of the Markov
chain which allows us thereafter to use the geometric bound introduced by Diaconnis and
Stroock (1991) in [5]. Furthermore, the computational effort to run a simulation for this
simple permutation is very cheap.
For 0 < δ < 1, we introduce the perturbated Gibbs algorithm as follows:
P˜ (x, y) = δ P (x, y) + (1− δ)Pσ(x, y) ∀ x, y ∈ χ.
We remark that P˜ (x, y) is reversible as a linear combination of two reversible matrices.
Their eigenvalues can be arranged as follows:
1 = β˜0 > β˜1 ≥ β˜2 ≥ · · · ≥ β˜|χ|−1 > −1.
Let β˜∗ = max{β˜1, |β˜|χ|−1|}. Then the second largest eigenvalue in absolute value can be
used to measure the distance between P˜m and π. This follows from the Perron-Frobenious
Theorem [19]. Suppose that Π = (π, . . . , π)t a n × n matrix where π is a n × 1 vector
then we have:
P˜m − Π = O(mγ−1(β∗)m)
where γ is the multiplicity of β˜∗. If P˜ is reversible we have a stronger result. In theorem
1.2.1 Diaconnis and Stroock [5] gives a bound on the variation distance to equilibrium in
terms of β˜∗.
Moreover, Diaconnis and Stroock [5] develop a method to calculate an upper bound for
the second largest eigenvalue β˜1 for a reversible Markov chain using geometric quantities
such as the maximum degree, diameter and covering number of the associated graph.
Consider a graph with a vertex set χ and an edge set E = {(x, y) | P˜ (x, y) > 0}. For
each pair of distinct points x, y ∈ χ we choose a path γxy from x to y, such that each
edge appears at most once in a given path. The fact that P˜ is irreducible guarantees that
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such paths exist. Let Γ be the collection of γxy (one for each pair). The geometric bound
given by Diaconnis and Stroock [5] is,
β˜1 ≤ 1− 1
κ˜
(4.1)
where
κ˜ = max
e∈E
Q˜(e)−1
∑
γxy∋e
|γxy|π(x)π(y) (4.2)
and |γxy| designates the length of the path γxy.
A suitable choice of the trajectories γxy linking x and y was proposed by Shiu and Chen
in [25]. They obtained the following bound:
Theorem 4.1.2. [Shiu and Chen 2015] The second largest eigenvalue of the Gibbs sam-
pler on the 1−D Ising model satisfies:
β1 ≤ 1− e− 2T n−2.
In this chapter we discuss the improvement obtained by the passage from P to P˜ in
terms of the bound of Diaconnis and Stroock for low and high temperature asymptotic.
The chapter is organized as follow. At the beginning, we define a suitable path for each
pair (x, y) of vertices in the state space χ; we distinguish two cases:
• If the couple (x, y) differs by less or equal than n
2
sites we use the same paths as
Shiu and Chen in [25].
• If d(x, y) > n
2
then γ first passes from x to −x and then follows the trajectory
proposed by Shiu and Chen as previous.
Then, we use the result introduced by Diaconnis and Stroock in [5] to give a bound of
the second largest eigenvalue associated to the perturbed Gibbs sampler for the 1−D
Ising model; Indeed for each edge e we calculate separately the sum of the couples (x, y)
where d(x, y) ≤ n
2
and d(x, y) > n
2
passing through e. The main theorem is that at low
temperature, we obtain the same result as Shiu and Chen in [25] but at high temperature,
we double the convergence rate to equilibrium. Finally, by referring to [20] we give a
bound for the second largest eigenvalue in absolute value. Some notations and elementary
remarks which are used in the end of the proof of the main result are given in the appendix.
4.2 Main result
4.2.1 Selection of paths
To be able to use the result of Diaconis and Stroock [5] to calculate the bound of the
second largest eigenvalue, we should fix a collection of paths. To get the best result, we
should use the shortest paths γxy to obtain smallest κ which gives smaller upper bound
of β1. Then, for each pair (x, y) we select one of the shorter paths.
We have two classes of edges:
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• e = (e−, e+) such that d(e−, e+) = 1.
• e = (e−, e+) such that d(e−, e+) = n.
Let d1, · · · , dm be an increasing sequence, for any pair (x, y) ∈ χ2 suppose that xi *= yi
for i ∈ {d1, · · · , dm} and xi = yi otherwise.
The choice of path linking configurations depends on the distance between them, so we
have:
1. If m ≤ n
2
we use the technique introduced by Shiu and Chen in [25] then:
(x1, · · · , xn) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
→ (y1, · · · , yd1−1, yd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
= (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, xd2 , xd2+1, · · · , xn)
→ (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, yd2 , xd2+1, · · · , xn)
...
→ (y1, · · · , yn).
2. If m ≥ n
2
, as the configurations differ by more than n
2
sites we change to −x in the
first step and we continue with the technique introduced in [25]:
(x1, · · · , xn) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
→ (−y1, · · · ,−yd1−1,−xd1 ,−xd1+1, · · · ,−xd2−1,−xd2 ,−xd2+1, · · · ,−xn)
= (−y1, · · · ,−yd1−1, yd1 ,−xd1+1, · · · ,−xd2−1, yd2 ,−xd2+1, · · · ,−xn)
→ (y1, · · · ,−yd1−1, yd1 ,−xd1+1, · · · ,−xd2−1, yd2 ,−xd2+1, · · · ,−xn)
...
→ (y1, · · · , yn).
4.2.2 Geometric bound for the second largest eigenvalue
In what follows we will find an upper bound of
κ˜ = max
e∈E
Q˜(e)−1
∑
γ˜xy∋e
|γxy|π(x)π(y).
Let e = (e−, e+) defined as previously. Then we have:
{(x, y)|γ˜xy ∋ e} = {(x, y) : d(x, y) ≤ n
2
| γ˜xy ∋ e} ∪ {(x, y) : d(x, y) > n
2
| γ˜xy ∋ e}.
Classical edges e = (e−, e+)
Let e = (e−, e+) with
e− = (z1, z2, · · · , zi−1, zi, zi+1, · · · , zn) and e
+ = (z1, z2, · · · , zi−1,−zi, zi+1, · · · , zn).
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First we consider the case that i *= 1 or n. The transition matrix is:
Q˜(e) = π(e−)P˜ (e−, e+) = δπ(e−)P (e−, e+),
and
P (e−, e+) =
1
n
π(e+)
(π(e−) + π(e+))
=
1
n(1 + e
2
T
(zi−1zi+zizi+1))
.
We remark also that: |γ˜xy| ≤ n2 Define
x⊕ y = (x1, · · · , xi−1, zi, yi+1, · · · , yn) and x⊖ y = (x1, · · · , xi−1,−zi, yi+1, · · · , yn).
According to the selection of paths in section 4.2.1(1). For any γ˜xy ∋ e, where d(x, y) ≤ n2 ,
x and y must have the following form:
x = (x1, x2, · · · , xi−1, zi, zi+1, · · · , zn) and y = (z1, z2, · · · , zi−1,−zi, yi+1, · · · , yn).
Then we obtain:
Q˜(e)−1π(x)π(y) =
π(x)π(y)
δπ(e−)P (e−, e+)
=
n
δZT
(
1 + e
2
T
(zi−1zi+zizi+1)
)
×
exp
(
1
T
n−1∑
k=1
xkxk+1
)
+ exp
(
1
T
n−1∑
k=1
ykyk+1
)
exp
(
1
T
n−1∑
k=1
e−k e
−
k+1
)
=
n
δZT
{
exp 1
T
(
i−2∑
k=1
xkxk+1 + xi−1zi + ziyi+1 +
n−1∑
k=i+1
ykyk+1
)
e−
2
T
(zi−1zi+ziyi+1)
+ exp 1
T
(
i−2∑
k=1
xkxk+1 − xi−1zi − ziyi+1 +
n−1∑
k=i+1
ykyk+1
)
e
2
T
(zizi+1+xi−1zi)
}
.
It gives that:
Q˜(e)−1π(x)π(y) =
n
δ
{
π(x⊕ y) exp{− 2
T
(zi−1zi + ziyi+1)
}
+ π(x⊖ y) exp{ 2
T
(zizi+1 + xi−1zi)
}}
.
(4.3)
According to the selection of paths in section 4.2.1(2). For any γ˜xy ∋ e, where d(x, y) ≤ n2 ,
x and y must have the following form:
x = (x1, x2, · · · , xi−1,−zi,−zi+1, · · · ,−zn) and y = (z1, z2, · · · , zi−1,−zi, yi+1, · · · , yn).
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Then we obtain:
Q˜(e)−1π(x)π(y) =
π(x)π(y)
δπ(e−)P (e−, e+)
=
1
δZT
exp
(
1
T
n−1∑
k=1
xkxk+1
)
× exp
(
1
T
n−1∑
k=1
ykyk+1
)
1
n
(
1+e
2
T
(zi−1zi+zizi+1)
) × exp
(
1
T
n−1∑
k=1
e−k e
−
k+1
)
=
n
δ
(1 + e
2
T
(zi−1zi+zizi+1))e
−2
T
zi−1zi exp
{
1
T
(
i−2∑
k=1
xkxk+1
− xi−1zi − ziyi+1 +
n−1∑
k=i+1
ykyk+1)
}
=
n
δ
(e
−2
T
zi−1zi + e
2
T
zizi+1) exp
{
1
T
(
i−2∑
k=1
xkxk+1 − xi−1zi
− ziyi+1 +
n−1∑
k=i+1
ykyk+1)
}
It gives that:
Q˜(e)−1π(x)π(y) =
n
δ
(e
−2
T
zi−1zi + e
2
T
zizi+1)π(x⊖ y). (4.4)
Let
χ1 =
⋃
{(x,y):d(x,y)≤n
2
|γxy∋e}
{x⊕ y, x⊖ y}.
χ2 =
⋃
{(x,y):d(x,y)>n
2
|γxy∋e}
{x⊕ y, x⊖ y}.
According to equation (4.3) we have:∑
γ˜xy∋e,d(x,y)≤
n
2
Q˜(e)−1π(x)π(y) =
n
δ
∑
{γ˜xy∋e, d(x,y)≤
n
2
}
(
π(x⊕ y)e− 2T (zi−1zi+ziyi+1)
+
n
δ
π(x⊖ y)e 2T (zizi+1+xi−1zi)
)
=
n
δ
( ∑
w∈χ1,wi=zi
π(w)e−
2
T
(zi−1zi+ziwi+1)
+
∑
w∈χ1,wi=−zi
π(w)e
2
T
(zizi+1+wi−1zi)
)
. (4.5)
Also we have:∑
γ˜xy∋e,d(x,y)>
n
2
Q˜(e)−1π(x)π(y) =
∑
γ˜xy∋e,d(x,y)>
n
2
n
δ
× (e−2T zi−1zi + e 2T zizi+1)× π(x⊖ y)
=
n
δ
(e
−2
T
zi−1zi + e
2
T
zizi+1)
∑
w∈χ2,wi=−zi
π(w). (4.6)
79
Chapter 4. The convergence rate of some perturbed Gibbs sampler for the
1−D Ising model
By examining the equations (4.3) and (4.4) we notice the max is reached for
−zi−1 = zi = zi+1.
We assume that −zi−1 = zi = zi+1 = 1. Using (4.5) and (4.6) we obtain:
max
e∈E
Q˜(e)−1
∑
γ˜xy∋e
|γ˜xy|π(x)π(y) ≤ n
2
× Q˜(e)−1
∑
γ˜xy∋e
π(x)π(y)
≤ n
2
2δ
{ ∑
w∈χ1,wi=1
π(w)e
2
T
(1−wi+1) +
∑
w∈χ1,wi=−1
π(w)e
2
T
(1+wi−1)
+ 2e
2
T
∑
w∈χ2,wi=−1
π(w)
}
=
n2
δ
( ∑
w∈χ1,wi=1
π(w)e
2
T
(1−wi+1) + e
2
T
∑
w∈χ2,wi=−1
π(w)
)
.
The last equality was obtained by the fact that:
∑
w∈χ1,wi=1
π(w)e
2
T
(1−wi+1) =
∑
w∈χ1,wi=1
1
ZT
exp
{
1
T
(
i−2∑
k=1
wkwk+1 +
n−1∑
k=i+1
wkwk+1
)}
× exp
{
1
T
(2 + wi−1 − wi+1)
}
=
∑
w∈χ1,wi=−1
1
ZT
exp
{
1
T
(
i−2∑
k=1
wkwk+1 +
n−1∑
k=i+1
wkwk+1
)}
× exp
{
1
T
(2 + wi−1 − wi+1)
}
=
∑
w∈χ1,wi=−1
π(w)e
2
T
(1+wi−1).
Remark 4.2.1. We obtain the same result by considering −zi−1 = zi = zi+1 = −1.
It gives:
κ ≤ n
2
δ
e
2
T × (
∑
w∈χ1,wi=1
π(w)e
−2
T
wi+1 +
∑
w∈χ2,wi=−1
π(w)).
Now, we will control the term:∑
w∈χ1,wi=1
π(w)e
−2
T
wi+1 +
∑
w∈χ2,wi=−1
π(w).
Denote by δ1k the number of states in {χ1 : wi = 1} where:
π(w) e−
2
T
wi+1 =
1
ZT
e
n−1−2k
T
and δ2k the number of states in {χ2 : wi = −1} where:
π(w) =
1
ZT
e
n−1−2k
T .
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By referring to the Appendix we have:
n−1∑
k=0
(δ1k + δ
2
k) = |χ
+
1 |+ |χ
−
2 | = 2
n−1
and we obtain:
∑
w∈χ1,wi=1
π(w)e
−2
T
wi+1 +
∑
w∈χ2,wi=−1
π(w) =
n−1∑
k=0
(δ1k + δ
2
k)e
n−1−2k
T
2
n−1∑
k=0
(
n− 1
k
)
e
n−1−2k
T
=
n−1∑
k=0
(δ1k + δ
2
k)e
−2k
T
2
n−1∑
k=0
(
n− 1
k
)
e
−2k
T
=
δ10 + δ
2
0 +
n−1∑
k=1
(δ1k + δ
2
k)e
−2k
T
2 + 2
n−1∑
k=1
(
n− 1
k
)
e
−2k
T
.
Then we have
δ10 + δ
2
0 +
n−1∑
k=1
(δ1k + δ
2
k)e
−2k
T
2 + 2
n−1∑
k=1
(
n− 1
k
)
e
−2k
T
−→


δ10+δ
2
0
2
if T −→ 0,
n−1∑
k=0
(δ1k + δ
2
k)
2
n−1∑
k=0
(
n− 1
k
) = 2n−12n = 12 if T −→ +∞.
At low temperature, there exist a unique configuration w ∈ χ+1 that realizes the maximal
energy, ie: π(w)e−
2
T
wi+1 = 1
ZT
e
n−1
T and it takes the following form:
w = (+1,+1, · · · · · · · · · ,+1,+1,−1) where i = n− 1.
It gives that the edge e = (e−, e+) have the form:
e =


e− = (z1, z2, · · · , zn−3,−1,+1,+1)
e+ = (z1, z2, · · · , zn−3,−1,−1,+1) ,
and the couple (x, y) such that d(x, y) ≤ n
2
takes the following form:

x = (+1, · · · · · · ,+1,+1,+1,+1)
y = (z1, · · · · · · , zn−3,−1,−1,−1).
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In the other hand, there exist a unique configuration w ∈ χ−2 that realize the maximal
energy, ie= π(w) = 1
ZT
e
n−1
T and it takes the following form:
w = (−1,−1, · · · · · · · · · ,−1,−1,−1).
The corresponding couple (x, y) where γxy ∋ e and d(x, y) > n2 takes the form:

x = (−1, · · · · · · ,−1,−1,−1,−1)
y = (z1, · · · · · · , zn−3,−1,−1,−1).
It gives that at low temperature we have the following result:
δ10 + δ
2
0
2
−→ 1.
It gives that:
• At low temperature:
Q˜(e)−1
∑
(x,y): γ˜xy∋e
|γxy|π(x)π(y) ≤ n
2
δ
e
2
T (4.7)
• At high temperature:
Q˜(e)−1
∑
(x,y): γ˜xy∋e
|γxy|π(x)π(y) ≤ n
2
2δ
e
2
T (4.8)
We turn now to the boundary cases.
• For i = 1, x and e− coinsides and y = (−z1, y2, · · · , yn). The transition matrix is
P˜ (e−, e+) = δ
π(e+)
n(π(e−) + π(e+))
=
δ
n(1 + e
2
T
z1z2)
.
Then
Q˜(e)−1π(x)π(y) =
n(1 + e
2
T
z1z2)π(y)
δ
.
The max is reached for z1 = z2 which gives for all e ∈ E:
Q˜(e)−1π(x)π(y) ≤ 2n
δ
e
2
T π(y).
Finally, we have:
Q˜(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n
2
× 2n
δ
e
2
T
∑
γxy∋e
π(y)
<
n2
δ
e
2
T
∑
{y∈χ, y1=−z1,d(e−,y)≤
n
2
}
π(y)
≤ n
2
2δ
e
2
T . (4.9)
82
4.2. Main result
The last inequality was given by the fact that:
1 =
∑
γ
e−y
∋e
π(y) =
∑
{γ
e−y
∋e: d(e−, y)≤n
2
}
π(y) +
∑
{γ
e−y
∋e: d(e−, y)>n
2
}
π(y)
and ∑
{γ
e−y
∋e: d(e−, y)≤n
2
}
π(y) =
∑
{γ
e−y
∋e: d(e−, y)≤n
2
, y1=−z1}
π(y)+
∑
{γ
e−y
∋e: d(e−, y)≤n
2
, y1=z1}
π(y).
Which leads to: ∑
{γ
e−y
∋e: d(e−, y)≤n
2
, y1=−z1}
π(y) ≤ 1
2
.
• For i = n, we have x = (x1, · · · , xn−1, zn) and y = e
+ and with the same techniques
as previsiouly we obtain:
Q˜(e)−1π(x)π(y) =
n
δ
(1 + e
−2
T
zn−1zn)π(x).
Then the max is obtained if zi = −zi−1, so we have:
Q˜(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ n
2δ
(1 + e
2
T )
∑
x∈χ,xn=zn
π(x)
≤ n
2
2δ
e
2
T . (4.10)
non classical edges e = (e−, σ(e−) = e+)
The transition matrix is
Q˜(e) = π(e−)P˜ (e−, e+) = α(1− δ)π(e−).
As we applicate the permutation only in the first step of each path γxy then all paths that
passing through the edge e have the property that x and e− coincides. It gives:
π(x)π(y)
Q˜(e)
=
π(x)π(y)
α(1− δ)π(e−)
=
π(y)
α(1− δ) .
For e− fixed, we have two disjoint sets such that:
{y : d(e−, y) ≤ n
2
} ∪ {y : d(e−, y) > n
2
} = χ.
Noticing that for all y ∈ χ such that d(e−, y) ≤ n
2
we have −y ∈ χ and d(e−,−y) > n
2
with the property π(y) = π(−y). Then we have:
1 =
∑
y∈χ
π(y) =
∑
{y : d(e−,y)≤n
2
}
π(y) +
∑
{y : d(e−,y)>n
2
}
π(y) = 2
∑
{y : d(e−,y)>n
2
}
π(y).
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It gives: ∑
γxy∋e
π(y) =
∑
{y∈χ : d(e−,y)>n
2
}
π(y) =
1
2
.
Then the sum
Q˜(e)−1
∑
γxy∋e
|γxy|π(x)π(y) ≤ 1
α(1− δ) ×
n
2
∑
γxy∋e
π(y)
=
n
2α(1− δ) ×
1
2
=
n
4α(1− δ) . (4.11)
4.2.3 Summary
By regrouping the previous results in (4.7), (4.8), (4.9), (4.10) and (4.11) we obtain
with a suitable choice of α = e−
2
T and δ = n
n+1
that:
• κ ≤ n2 e 2T At low temperature;
• κ ≤ n2
2
e
2
T At high temperature.
Theorem 4.2.2. [Franke and Helali 2018] The second largest eigenvalue of the perturbed
Gibbs sampler for the 1−D Ising model satisfies at high temperature:
β1 < 1− 2e−2T n−2.
4.2.4 Bound for the second largest eigenvalue in absolute value
Theorem 5.3 introduced by Ingrassia (1994) in [20] gives a lower bound of the smallest
eigenvalue as:
β|χ|−1 ≥ −1 + 2
1 + (c− 1)e∆T
.
For the 1−D Ising model, c = 2 and ∆ = 2. Therefore:
|β|χ|−1| = |− 1 + 2
1 + e
2
T
| = 1− 2
1 + e
2
T
< 1− 2
e
2
T + e
2
T
< 1− e−2T < 1− 2e 2T n−2.
Combining this result with the result obtained in Theorem 4.2.2 we have the following
proposition:
Proposition 4.2.3. The second largest eigenvalue in absolute value of the Gibbs sampler
on the 1−D Ising model satisfies at high temperature:
max{β1, |β|χ|−1|} < 1− 2e−2T n−2.
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4.3 Comparison
Frigessi and his collaborators prove in [9] that the convergence rate of the MCMC
method for the 1−D Ising model isO(n log(n)). In this case the constant of proportionality
isn’t known which means that we can’t calculate a precise bound. In this section we
compare our result to existing result that include proportionality constant.
The bound of Ingrassia [20] applied to the one-dimensional Ising model is:
β ≤ 1− e− 2T 1
n2
(
1 + e−
2
T
2
)n−1.
We remark that at low temperature
(
1 + e−
2
T
2
)n−1 −→ (1
2
)n−1
which is very small for large n but in our case we obtain the same result as Shiu and Chen
in [25].
But at high temperature
(
1 + e−
2
T
2
)n−1 −→ 1
and the given bound is similar to the result of Shiu and Chen [25] on the other hand we
notice the appearance of a coefficient 2 in our case which doubles the convergence rate to
equilibrium.
Let t indicate the time. Combining Proposition 4.2.3 and Theorem 4.2.2 and the mathe-
matical property: 1− x ≤ e−x we obtain:
(1− 2n−2e− 2T )t ≤ e−2tn−2e−
2
T ≤ ǫ
where ǫ is the pre-specified error tolerance.
An elementary calculus gives that:
t ≥ n
2
2
e
2
T log ǫ−1. (4.12)
Gibbs [12] used coupling to bound the convergence time and he obtains the following
bound:
2en2(1 + log ǫ−1)
e
2
T + e
−2
T
e
−2
T
.
Shiu and Chen proves in the comparaison section in [25] that the convergence time is at
most:
n2e
2
T log ǫ−1
which improve the convergence time proposed by Gibbs by at least 1
10
.
In this chapter we gives a similar bound as Shiu and Chen at low temperature but at high
temperature according to (4.12) we obtain that the convergence time is at most:
n2
2
e
2
T log ǫ−1
which improve the convergence time to equilibrium by 1
20
compared to Gibbs [12] and by
1
2
compared to Shiu and Chen [25].
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4.4 Overall conclusion
We applied the geometric bound derived by Diaconnis and Stroock [5] to the Gibbs
sampler for the 1−D Ising model. Shiu and Chen in [25] gives a geometric bound that
depends of the class of paths passing through each edge e and their length. They used
this bound to proof that the convergence rate of the Gibbs sampler for the 1−D Ising
model is O(n2) with a proportionality constant of e
2
T . Their result seems to be the best
bound that we can found in the literature. Our main result is that the perturbation of
the Gibbs algorithm with a suitable dynamic gives the same result at low temperature,
but at high temperature it doubles the convergence rate to equilibrium.
4.5 Discussion of the convergence rate at low tem-
perature
The following heuristic argument (at zero-temperature) seems to indicate that the
improved sampler P˜ should have a very fast convergence compared to the Gibbs sampler
at low temperatures.
We remark that at low temperature, the evaluation of the convergence rate with the
Diaconnis and Stroock bound gives the same result with or without perturbation of the
Gibbs algorithm. Reffering to proposition 5.2.1 in [28], the Gibbs measure behaves at low
temperature as follows:
lim
T−→0
πT (x) =


1
2
if x = (+1, · · · · · · ,+1)
1
2
if y = (−1, · · · · · · ,−1)
0 else.
For x = (+1,+1, · · · ,+1,+1) and y = (−1,−1, · · · ,−1,−1) the transition probability is:
P˜ (x, y) = (1− δ)P σ(x, y) = 1
2(n+ 1)
.
which gives for e = (x, y):
Q˜(e)−1
∑
γxy∋e
|γxy|π(x)π(y) = 2(n+ 1)
∑
γxy∋e
π(y) = n+ 1.
Note that for T = 0 no other edges exists. Then the second largest eigenvalue has the
following bound:
β1 ≤ 1− (n+ 1)−1.
4.6 Appendix
If n is even we have
χ+1 = {w ∈ χ1, wi = +1} =
⋃
{(x,y):d(x,y)≤n
2
|γxy∋e}
{x⊕ y}.
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By the fact that: |χ1| = 2×
n
2
−1∑
k=0
(
n− 1
k
)
we obtain:
|χ+1 | =
n
2
−1∑
k=0
(
n− 1
k
)
.
Also we have:
χ−2 = {w ∈ χ2, wi = −1} =
⋃
{(x,y):d(x,y)>n
2
|γxy∋e}
{x⊖ y}.
By the fact that: |χ2| = 2×
n−1∑
k=n
2
(
n− 1
k
)
we obtain:
|χ−2 | =
n−1∑
k=n
2
(
n− 1
k
)
.
It gives that:
|χ+1 |+ |χ
−
2 | =
n−1∑
k=0
(
n− 1
k
)
= 2n−1.
Similarly, if n is odd we have:
|χ+1 | =
n−1
2∑
k=0
(
n− 1
k
)
and |χ−2 | =
n−1∑
k=n+1
2
(
n− 1
k
)
and it gives the same result as previously.
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Discussion
In this paragraph, we give a summary of the results given in the thesis and we discuss
some open questions.
Summary
Diaconis and Stroock (1991) use Poincare´ inequality to bound the second largest eigen-
value for finite state reversible Markov chains. Then Shiu and Chen (2015) used this result
to study the convergence rate of the Gibbs sampler for the 1−D Ising model. In the first
part of this thesis, we generalize the result of Shiu and Chen to the case of the 1−D Potts
model with three and more spin states (see Theorem 2.2.1 and Theorem 2.2.2). In the
second part we generalize their method to the case of the 2−D Ising model with two spin
states (see Theorem 3.2.3). In the third part, we prove that some perturbation of the
Gibbs sampler improves the result of Shiu and Chen (2015) at high temperatures (see
Theorem 4.2.2).
Open questions
We study in the second and third chapter of this thesis the rate of convergence of the
Gibbs sampler algorithm for some model from statistical mechanics. We obtain in the
case of the 1−D Potts model (see Theorem 2.2.1 and Theorem 2.2.2) the best bounds for
the largest eigenvalue. Note that in the case of the 2−D Ising model (see Theorem 3.2.3)
we did not succeed to compute the Diaconis and Stroock bound as explicitly in Theorem
3.2.3 as in the one dimensional case. We only obtained an upper bound for the bound
they give for β1. This raises the following question: Is there a way to use some symmetry
argument, like in the one dimensional case, to obtain an exact expression for the Diaconis
Stroock bound?
It is also interesting to study other methods for obtaining the convergence rate of the
Gibbs sampler.
One way of doing this is to use the Cheeger constant (see Section 3 in [5]). Diaconis
and Stroock (see Example 3.2 in [5]) proved that the Cheeger constant is realized on one
face of the hypercube {−1, 1}M in the case of the Gibbs sampler at infinite temperature,
which is actually a random walk on {−1, 1}M . The difficulty is to understand the Cheeger
constant at finite temperature for Ising model and Potts model.
Yet another method is to use coupling to bound the convergence time. Alison Gibbs (see
[12]) uses coupling to bound the convergence time of the Gibbs sampler for the 1−D and
2−D Ising model. We think that we can use this approach in the case of the Potts model.
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This raises the following questions:
1) Can one compute the Cheeger constant in the case of the Gibbs sampler for those
models?
2) What should be a good coupling in the case of the Gibbs sampler?
In the last chapter of this thesis we study the convergence rate of some perturbed Gibbs
sampler for the 1−D Ising model (see Theorem 4.2.2). We observe that the disruption
of the Gibbs sampler improves the result of Chen and Shiu (2015) at high tempera-
tures. However, at low temperatures we did not succeed to improve the geometric bound,
although an improvement should be expected. This prompts us to ask the following ques-
tions:
1) Is this due to a bad choice of the perturbation of the Gibbs sampler?
2) What is the perturbation which leads to the best improvement of the convergence time
of the Gibbs algorithm for different models?
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Title: Vitesse de convergence de l’e´chantillonneur de
Gibbs applique´ a` des mode`les de la physique statis-
tique
Re´sume´ Les me´thodes de Monte Carlo par chaines de Markov MCMC sont
des outils mathe´mtiques utilise´es pour simuler des mesures de probabilite´s π de´finies sur
des espaces de grandes dimensions. Le principe consiste a` construire une chaine de Markov
P facile a` simuler qui converge vers la mesure π. Une des questions les plus importantes
dans ce contexte est de savoir a` quelle vitesse converge la chaine de Markov P vers la
mesure invariante π.
Pour mesurer la vitesse de convergence de la chaine de Markov P vers sa mesure invariante
π certains auteurs utilisent la variance asymptotique alors que d’autres auteurs utilisent
la distance de la variation totale. Il est bien connu que la vitesse de convergence d’une
chaine de Markov re´versible P de´pend de la deuxie`me plus grande valeur propre en valeur
absolue de la matrice P note´e β∗. Une partie importante dans l’estimation de β∗ con-
siste a` estimer la deuxie`me plus grande valeur propre de la matrice P , qui est note´e β1.
Diaconis et Stroock (1991) ont introduit une me´thode base´e sur l’ine´galite´ de Poincare´
pour estimer β1 pour le cas ge´ne´ral des chaines de Markov re´versibles avec un nombre fini
d’e´tat. Re´cemment Shiu et Chen (2015) ont re´ussi a` obtenir une expression explicite de la
borne de Diaconis et Stroock dans le cas d’un mode`le d’Ising unidimensionnel avec deux
e´tats. Ce re´sultat ame´liore celui introduit par Ingrassia (1991) et il est conside´re´ comme
la meilleure borne existante dans la litte´rature pour ce mode`le.
Dans le chapitre deux de cette the`se, nous utilisons la me´thode de Shiu et Chen pour
e´tudier le cas de l’algorithme de l’e´chantillonneur de Gibbs pour le mode`le d’Ising unidi-
mensionnel avec trois e´tats ou plus appele´ aussi mode`le de Potts. Puis, nous ge´ne´ralisons
dans le troisie`me chapitre le re´sultat de Shiu et Chen au cas du mode`le d’Ising deux-
dimensionnel avec deux e´tats. Notre me´thode est base´e sur une ge´ne´ralisation des tech-
niques introduites par Shiu et Chen (2015). Les re´sultats obtenus minorent ceux introduits
par Ingrassia (1994).
Dans le dernier chapitre de la the`se nous avons pense´ a` perturber l’e´chantillonneur de
Gibbs afin d’ame´liorer sa vitesse de convergence vers l’e´quilibre. En partant de cette
ide´e, nous avons re´ussi a` ame´liorer le re´sultat introduit par Shiu et Chen (2015) a` haute
tempe´rature. Cependant, a` basse tempe´rature, nous n’avons pas re´ussi a` ame´liorer la
borne ge´ome´trique, meˆme si une ame´lioration est a` pre´voir.
Mots-cle´s : Me´thode de Monte Carlo par chaine de Markov, Vitesse de convergence,
E´chantillonneur de Gibbs, mode`le d’Ising, mode`le de Potts, Syste`mes de treillis, Permu-
tation.
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Title: The convergence rate of the Gibbs sampler for
some statistical mechanics models
Abstract Monte Carlo Markov chain methods MCMC are mathematical
tools used to simulate probability measures π defined on state spaces of high dimen-
sions. The idea is to construct a Markov chain P easy to simulate which converges to the
measure π. The speed of convergence of this Markov chain X to its invariant state π is a
natural question to study in this context.
To measure the convergence rate of a Markov chain some authors use the asymptotic
variance, while other authors use the total variation distance. It is well known that the
convergence rate of a reversible Markov chain depends on its second largest eigenvalue in
absolute value denoted by β∗. An important part in the estimation of β∗ is the estima-
tion of the second largest eigenvalue which is denoted by β1. Diaconis and Stroock (1991)
introduced a method based on Poincare´ inequality to obtain a bound for β1 for general
finite state reversible Markov chains.
Recently Shiu and Chen (2015) are able to obtain explicit value for the bound of Diaconis
and Stroock in case of the 1−D Ising model with two states (spin down, spin up). This
result improves the one introduced by Ingrassia (1994) and it is considered to be the best
existing bound in the literature for this model.
In the second chapter of this thesis we use the Chen and Shiu approach to study the
case of the Gibbs sampler for the 1−D Ising model with three and more states which
is also called Potts model. Then, we generalize in the third chapter the result of Shiu
and Chen to the case of the 2−D Ising model with two states. Our method is based on
some generalization of the techniques introduced by Shiu and Chen (2015). The results
we obtain improve the ones obtained by Ingrassia (1994).
In the last chapter of this thesis, we introduce some method to disrupt the Gibbs sampler
in order to improve it’s convergence rate to equilibrium. From this idea we are able to
improve the result introduced by Shiu and Chen (2015) at high temperatures. However,
at low temperature we did not succeed to improve the geometric bound, although an
improvement should be expected.
keywords : Markov chain Monte Carlo, Rate of convergence, Gibbs sampler, Ising model,
Potts model, Lattice systems, Permutation.
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Titre : Vitesse de convergence de l'échantillonneur de Gibbs appliqué à des modèles de physique 
statistique 
Mots clés : Méthode de Monte Carlo par chaine de Markov, Vitesse de convergence, échantillonneur 
de Gibbs, modèle d'Ising, modèle de Potts, Systèmes de treillis, Permutation. 
Résumé : Les méthodes de Monte Carlo par 
chaines de Markov MCMC sont des outils 
mathématiques utilisées pour simuler des mesures 
de probabilités π définies sur des espaces de 
grandes dimensions. Une des questions les plus 
importantes dans ce contexte est de savoir à 
quelle vitesse converge la chaine de Markov P 
vers la mesure invariante π. Pour mesurer la 
vitesse de convergence de la chaine de Markov P 
vers sa mesure invariante π nous utilisons la 
distance de la variation totale. Il est bien connu 
que la vitesse de convergence d’une chaine de 
Markov réversible P dépend de la deuxième plus 
grande valeur propre en valeur absolue de la 
matrice P notée β!. Une partie importante dans 
l’estimation de β! consiste à estimer la deuxième 
plus grande valeur propre de la matrice P, qui est 
notée β1. 
Diaconis et Stroock (1991) ont introduit une 
méthode basée sur l’inégalité de Poincaré pour 
estimer β1 pour le cas général des chaines de 
Markov réversibles avec un nombre fini d'état. 
Dans cette thèse, nous utilisons la méthode de 
Shiu et Chen (2015) pour étudier le cas de 
l'algorithme de l'échantillonneur de Gibbs pour le 
modèle d'Ising unidimensionnel avec trois états 
ou plus appelé aussi modèle de Potts. Puis, nous 
généralisons le résultat de Shiu et Chen au cas 
du modèle d’Ising deux- dimensionnel avec deux 
états.  
Les résultats obtenus minorent ceux introduits 
par Ingrassia (1994). Puis nous avons pensé à 
perturber l'échantillonneur de Gibbs afin 
d’améliorer sa vitesse de convergence vers 
l'équilibre. 
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Abstract : Monte Carlo Markov chain methods 
MCMC are mathematical tools used to simulate 
probability measures π defined on state spaces of 
high dimensions. The speed of convergence of 
this Markov chain X to its invariant state π is a 
natural question to study in this context.  
To measure the convergence rate of a Markov 
chain we use the total variation distance. It is well 
known that the convergence rate of a reversible 
Markov chain depends on its second largest 
eigenvalue in absolute value denoted by β!. An 
important part in the estimation of β! is the 
estimation of the second largest eigenvalue which 
is denoted by β1. 
Diaconis and Stroock (1991) introduced a method 
based on Poincaré inequality to obtain a bound 
for β1 for general finite state reversible Markov 
chains. 
In this thesis we use the Chen and Shiu approach 
to study the case of the Gibbs sampler for the 
1−D Ising model with three and more states 
which is also called Potts model. Then, we 
generalize the result of Shiu and Chen (2015) to 
the case of the 2−D Ising model with two states. 
The results we obtain improve the ones obtained 
by Ingrassia (1994). Then, we introduce some 
method to disrupt the Gibbs sampler in order to 
improve its convergence rate to equilibrium. 
 
