The hyperbolic Anosov C-systems have exponential instability of their trajectories and as such represent the most natural chaotic dynamical systems. Of special interest are C-systems which are defined on compact surfaces of the Lobachevsky plane of constant negative curvature. An example of such system has been introduced in a brilliant article published in 1924 by the mathematician Emil Artin. The dynamical system is defined on the fundamental region of the Lobachevsky plane which is obtained by the identification of points congruent with respect to the modular group, a discrete subgroup of the Lobachevsky plane isometries. The fundamental region in this case is a hyperbolic triangle. The geodesic trajectories of the non-Euclidean billiard are bounded to propagate on the fundamental hyperbolic triangle. In this article we shall expose his results, will calculate the correlation functions/observables which are defined on the phase space of the Artin billiard and demonstrate the exponential decay of the correlation functions with time. We use Artin symbolic dynamics, the differential geometry and group theoretical methods of Gelfand and Fomin. * On a leave of absence from the A.I.
Artin Dynamical System with Quasi-Ergodic Trajectories
In this section we shall recall the ideas and formulas from the brilliant article of Emil Artin [1] published in 1924 describing an example of ergodic dynamical system which is realised as a geodesic flow on a compact surface F of the Lobachevsky plane. The aim of his article was to construct an example of a dynamical system in which "almost all" geodesic trajectories are quasi-ergodic [5, 6, 8, 9, 10, 11, 12, 13, 16, 17, 18, 19, 21, 22, 23, 24, 25, 27, 28, 26, 29, 30] , meaning that all trajectories, with the exception of measure zero, during their time evolution will approach infinitely close any point and any given direction on surface F ‡ .
Following the Artin construction let us consider the model of the Lobachevsky plane realised in the upper half-plane y > 0 of the complex plane z = x + iy ∈ C with the Poincaré metric which is given by the line element [2] 1) wherez is the complex conjugate of z and z is the imaginary part of z. The Lobachevsky plane is a surface of a constant negative curvature, because its curvature is equal to R = g ik R ik = −2
and it is twice the Gaussian curvature K = −1. This metric has two well known properties: 1) it is invariant with respect to all linear substitutions, which form the group g ∈ G of isometries of the Lobachevsky plane § :
where α, β, γ, δ are real coefficients of the matrix g and the determinant of g is positive, αδ − βγ > 0.
Indeed, from (1.2) one can get dw = αδ − βγ (γz + δ) 2 dz , dw = αδ − βγ (γz + δ) 2 dz , w = y αδ − βγ (γz + δ) (γz + δ) ,
The metric (1.1) is also invariant under the reflection w = −z.
2) The geodesic lines are either semi-circles orthogonal to the real axis or rays perpendicular to the real axis. The equation for the geodesic lines on a curved surface has the form
3) ‡ In subsequent investigations it was proven that the geodesic flow on compact surfaces of constant negative curvature has mixing of all orders, Lebesgue spectrum and nonzero Kolmogorov entropy [8, 9, 10, 11, 12, 13, 17, 18, 19, 21] . The Artin construction has an advantage of being extremely transparent, well motivated physically and appealing to the intuition.
§ G is a subgroup of all Möbius transformations. In order to construct a compact surface F on the Lobachevsky plane, one can identify all points in the upper half of the plane which are related to each other by the substitution (1.2) with the integer coefficients and a unit determinant. These transformations form a modular group d ∈ D. Thus we consider two points z and w to be "identical" if:
with integers m, n, p, q constrained by the condition mq − pn = 1. The D is the discrete subgroup of the isometry transformations G of (1.2) ¶ . The identification creates a regular tessellation of the Lobachevsky plane by congruent hyperbolic triangles in Fig. 1 . The Lobachevsky plane is covered by the infinite-order triangular tiling. One of these triangles can be chosen as a fundamental region.
That fundamental region F of the above modular group (1.7) is the well known "modular triangle", consisting of those points between the lines x = − 1 2 and x = + 1 2 which lie outside the unit circle in Fig. 1 . The modular triangle F has two equal angles α = β = π 3 and with the third one equal to zero, γ = 0, thus α + β + γ = 2π/3 < π. The area of the fundamental region is finite and equals to π 3 . The invariant area element on the Lobachevsky plane is proportional to the square root of the determinant of the matrix (1.4):
The modular group D serves as an example of the Fuchsian group [2, 4] . Recall that Fuchsian groups are discrete subgroups of the group of all isometry transformations G of (1.2). The Fuchsian group allows to tessellate the hyperbolic plane with regular polygons as faces, one of which can play the role of the fundamental region. The fundamental region F is the hyperbolic triangle ABD, the vertex D is at infinity of the y axis. The edges of the triangle are the arc AB, the rays AD and BD. The points on the edges AD and BD and the points of the arks AC with CB should be identified by the transformations w = z+1 and w = −1/z in order to form a closed compact surfaceF by "gluing" the opposite edges of the modular triangle together. This forms a closed compact surfaceF. The hyperbolic triangle OAB equally well can be considered as the fundamental region. The modular transformations (1.7) of the fundamental region F create a regular tessellation of the whole Lobachevsky plane by congruent hyperbolic triangles. K is the geodesic trajectory passing through the point (x, y) of F in the v direction.
thus
Inside the modular triangle F there is exactly one representative among all equivalent points of the Lobachevsky plane with the exception of the points on the triangle edges which are opposite to each other. These points should be identified in order to form a closed compact surfaceF by "gluing" the opposite edges of the modular triangle together. On Fig. 1 one can see the pairs of points on the edges of the triangle which are identified. This construction allows to consider the geodesic flow on the abstract surfaceF associated with Lobachevsky plane. Because of the homogeneity of the Poincaré metric, the metric onF is regular, except for its vertex points. The main goal of the construction is to consider now the behaviour of the geodesic trajectories defined on the surfaceF of constant negative curvature.
In order to describe the behaviour of the geodesic trajectories on the surfaceF one can use the knowledge of the geodesic trajectories on the whole Lobachevsky plane (1.5). Let us consider an arbitrary point (x, y) ∈ F and the velocity vector v = (cos θ, sin θ). These are the coordinates of the phase space (x, y, θ) ∈ M, and they uniquely determine the geodesic trajectory as the orthogonal circle K in the whole Lobachevsky plane. As this trajectory "hits" the edges of the fundamental region F and goes outside of it, one should apply the modular transformation (1.7) to that parts of the circle K which lie outside of F in order to return them back to the F. That algorithm will define the whole trajectory onF for t ∈ (−∞, +∞).
One should observe that this description of the trajectory onF is equivalent to the set of geodesic circles {K } which appear under the action of the modular group (1.7) on the initial circle K. One should join together the parts of the geodesic circles {K } which lie inside F into a unique continuous trajectory onF (see Fig.4 ). In this context the quasi-ergodicity of the trajectory K onF will mean that among all geodesic circles {K } there are those which are approaching arbitrarily close to any given circle C. Now notice that the geodesic circle K is determined by its base points ξ and η, which lie on the real axis. Under the action of the modular group (1.7) the coordinates ξ and η will be mapped into the base points ξ and η of the transformed circle K :
In this context the geodesic circles can be considered "close" to each other if their base points lie in the infinitesimal neighbourhood.
It is convenient to introduce the plane E with the coordinates (ξ, η) ∈ E. To each point (ξ, η) of the E plane corresponds a geodesic circle on the z-plane, with ξ, η being its base coordinates. And conversely to every circle of the z-plane one can assign two points (ξ, η) or (η, ξ) on the E plane.
The reason for this ambiguity lies in the fact that the ordering of the base point coordinates after the action of the modular transformation can be inverted. The geodesic circles were considered to be in the infinitesimal neighbourhood if their base coordinates were close. This implies now that the points (ξ = dξ, η = dη) on the E plane resulting from the action of the full group of modular transformation (1.9) on (ξ, η) must be everywhere dense on the E plane if the trajectory K is quasi-ergodic.
In the Artin article [1] it was shown that in order to have quasi-ergodic behaviour of a trajectory it is necessary and sufficient to have an everywhere dense distribution of points (ξ , η ) in the subregion of the E plane defined in Fig. 2 by the condition
The necessity of this condition is obvious. Provided this condition is fulfilled, one can apply to the points of this region the modular transformations
with some integer n and to see that the areas n < ξ, n − 1 < η < n are covered everywhere dense.
These are the regions under the "stairs" shown in Fig. 2 . One can fix the arbitrariness of the base points coordinates, mentioned above, by ordering them as η < ξ. It follows then that it is sufficient to require an everywhere dense distribution of points on the E plane for the geodesic circles which are crossing the fundamental region F. That set of points of the E plane lie exactly inside the region ξ axis η axis Figure 2 : The E plane. For a trajectory to be a quasi-ergodic it is necessary and sufficient to have an everywhere dense distribution of the points (ξ , η ) (1.9) in the subregion of the E plane defined by the conditions −1 < η < 0 , 1 < ξ. The region between the "stairs" and the diagonal ξ = η corresponds to the geodesic circles which are not crossing the fundamental region F.
defined above by equations (1.10) and (1.11). Thus one can assume that the base point coordinates of the initial circle K lie in the region −1 < η < 0, 1 < ξ.
The coordinates ξ and −η in that region can be represent as the continued fractions with positive Let us define for any integer n ≥ 0 the coordinates η n and ξ n by the relations ξ n = a n + 1
This corresponds to the shift on the A-chain expansion to the right. These coordinates satisfy the
where P n and Q n are positive integers. Indeed, from (1.12) and (1.14) we obtain
so that from (1.15) we see that
Now one can use the mathematical induction. Suppose that (1.15) is true for some n, then (1.14)
can be rewritten as 18) and then inserting this equations into the (1.15) we shall get
By defining
we shall complete the prove of the equations (1.15). The sequences P n and Q n satisfy the relation
Indeed, using (1.21) we shall get the recurrence relation:
It follows from (1.17) that for n = 1 we have
is an obvious consequence of (1.23) and (1.24). Let us consider the integer matrices constructed in terms of P n and Q n as
Because of the (1.22) the determinant of d n is equal to (−1) n and for even n they represent the matrices of the modular transformations (1.7). It follows therefore from (1.15) and (1.25) that the points (ξ n , η n ) appear under the action of the modular transformations d −1 n on the point (ξ, η)
The geodesic circle K was given by its base coordinated (ξ, η) and, as it was just demonstrated, the points (ξ n , η n ) are the base coordinates of the geodesic circles {K }.
In order for the base points coordinates of the circles {K } to be everywhere dense in E it is necessary that the continued fraction matrices d n (1.25) for some n will match with an arbitrary accuracy any given element of the modular group D in (1.7).
Let us formulate this statement in terms of sequences. Suppose that a sequence of 2m+1 positive
approximate a given circle C with a sufficient accuracy, then the circles {K } will closely approach the circle C if it will be possible to find an even index n such that the section of the A-chain (1.13)
of the length 2m + 1 a n−m , a n−m+1 , . . . , a n−1 , a n , a n+1 . . . , a n+m Let us briefly outline what has been achieved. The geodesic trajectory K is represented by an infinite A-chain (1.13). The points on the E plane which correspond to the circles {K } are generated by the algorithm (1.14) and (1.26) . In order for the geodesic trajectory K to be quasi-ergodic it is necessary and sufficient that every imaginable finite sequence of positive integers can be found as a section in the associated A-chain (1.13). In accordance with the results of Burstin [14, 15] 
If a A-chain eventually becomes periodic to the right and also periodic to the left, then it is a "double" asymptotic trajectory. The trajectory "detaches" itself from a periodic trajectory to eventually approach a second (equal or different) periodic trajectory. An example of a A-chain which becomes periodic in left with a period 3 and to the right with period 2 is given below:
Let us now consider an example of a trajectory which is not quasi-ergodic but is "quasi-periodic", that Let us consider the orbit constructed in the previous example and immerse a number one in some place of that A-chain. That part of the chain will be never repeated, and the orbit will approach closer and closer to the type of the orbit constructed above.
There is more to be said about the physical realisation of the above system [1] . One can obtain an alternative system, if in addition to the points identified by the modular transformations, identify the points which are transforming into each another by the parity transformation z 1 = −z 2 . The fundamental region F is then divided into two pieces, one of which is located between x = 0 and
The geodesic trajectories are simply the circles. Since even more points are considered to be identical the previous considerations remain valid, so that here too almost all geodesic trajectories are quasi-ergodic. Now let us consider the pseudosphere, the surface of so called tractricoid, shown on Fig. 3 , the result of revolving a tractrix about its asymptote. As it is known, its curvature is K = −1 and therefore is locally isometric to the Lobachevsky plane. One can map isometrically the fundamental region F into the pseudosphere, so that it can be "fully settled" on the pseudosphere. This provides a physical realisation of the Artin abstract dynamical system in the ordinary three-dimensional space, because the geodesic trajectories can be interpreted now as the movement of a mass point on the nonsingular part of the pseudosphere. 
Construction of Periodic Geodesic Trajectories
In this section we shall demonstrate how one can use the Artin algorithm to construct a periodic 1 , 2 , 3 , 1 , 2 , 3 , 1 , 2 , 3 , 1 , 2 , 3 , 1 , 2 , 3 , 1 , 2 , 3 , . ....., (2.30) where a 0 = 1. With the help of (1.12) we can find the base points of the trajectory corresponding to the chin given above in the following form:
where we used the fact that the chain has period three and that the continued fractions repeat themselves after three steps. These are the quadratic equations on the base coordinates ξ, η of K:
In order to have the base points of the circle K in the region (1.10) we have to choose the solutions:
The coordinates (ξ, η) uniquely determine the geodesic trajectory as the orthogonal circle K in the whole Lobachevsky plane. As the trajectory "hits" the edges of the fundamental region F and goes outside of it, one should apply the modular transformation (1.7) to that parts of the circle K which lie outside of F in order to return them back to the F. These are the geodesics {K } which define the whole trajectory now onF for all the time t ∈ (−∞, +∞). The periodic trajectory K in F is indicated by the blue colour. The set of geodesics {K } is shown by the red colour circles.
From (1.2), (1.25) and (1.26) it follows that
These are the matrices of the modular group which are defining the geodesic circles {K }. With the help of the last two expressions it is easy to find their base points describing the periodic geodesic:
34)
These base coordinates define the full trajectory on the surfaceF which is depicted on Fig.4 
Geodesic Flow and Physical Observables onF
In the previous sections the geodesic flow on the surfaceF was formulated in terms of grouptheoretical transformations. Here we shall use a similar approach in order to describe the time evolution of the functions which are defined on the phase space (x, y, θ) ∈ M, where z = x + iy ∈F and θ ∈ S 1 is a direction of a unit velocity vector. In other words, we are interested in describing the time evolution of the physical observables {f (x, y, θ)}.
Let us first describe a continuous time evolution of geodesics on the phase space M. The simplest motion on the ray CD in Fig.1 , is given by the solution (1.5) x(t) = 0, y(t) = e t and can be represented as a group transformation (1.2):
The other motion on the circle of a unit radius, the arc ACB on Fig.1 , is given by the transformation
Because the isometry group G acts transitively on the Lobachevsky plane, any geodesic can be mapped into any other geodesic through the action of the group element g ∈ G (1.2), thus the generic trajectory can be represented in the following form:
This provides a convenient description of the time evolution of the geodesic flow on the whole Lobachevsky plane with a unit velocity vector (1.6).
In order to project the motion into the fundamental regionF one should identify the group elements g ∈ G which are connected by the modular transformations D. For that one should have a more convenient parametrisation of the group elements g ∈ G [18] :
This can be achieved by introducing a pair of complex parameters
with the determinant condition in the following form:
The geodesic motions induced by two elements g and g of the group G should be identified if they are connected by the transformation d of the modular group D: 41) and if one introduces the ratios
then one can observe that
The transformation of τ under the action of the modular group D is in the fundamental representation. This important fact means that to describe the motion onF the parameter τ = x + iy should belong to the fundamental region F of the modular group D. Thus instead of describing the group element g ∈ G by the pair (ω 2 , ω 1 ) it is more convenient to use the pair (ω 2 , τ ). These parameters are connected by the determinant condition (3.40)
and any element g can be defined by the parameters (ω 2 , τ )
where τ = x + iy are the coordinates in the fundamental region F and the angle θ defines the direction of the unit velocity vector v = (cos θ, sin θ) at the point (x, y) (see Fig.1 ). What was achieved is that the functions on the phase space can be written as depending on (ω 2 , τ ) and the invariance of functions with respect to the modular transformations (3.43) takes the form [2, 3] 
In order to describe the evolution of the functions/observables under the geodesic flow (3.35)-(3.37)
we have to know the parameterisation of the group element gg t . The pair of group elements one can parametrised as g → (ω 1 , ω 2 ) and g t → (χ 1 , χ 2 ):
This defines the automorphic functions, the generalisation of the trigonometric, hyperbolic, elliptic and other periodic functions [31] .
The group multiplication defines gg t → (ω 1 , ω 2 ):
and the result should be expressed in terms of (ω 1 , ω 2 ) and (χ 1 , χ 2 ) parameters:
Using the above multiplication law one can find the transformation which is induced by the geodesic flow g 1 (t), for which χ 1 = e t/2 , χ 2 = ie −t/2 , thus
and therefore we shall get
Because τ = x + iy and u = ω 2 /ω 2 = e −2iθ by (3.45) this formula defines the geodesic trajectory
and calculating the ratio u = ω 2 /ω 2 = e −2iθ we shall get
The equations (3.49) and (3.51) fully describe the time evolution of the phase space coordinates
For the motion g 2 (t) in (3.36), χ 1 = cosh(t/2) + i sinh(t/2), χ 2 = sinh(t/2) + i cosh(t/2) and we
The expression for τ will be the same, except of an additional factor i in front of the u. These expressions allow to define the transformation of the functions {f (x, y, u)} under the time evolution as f (x, y, u) → f (x , y , u ).
The abelian subgroup of G which defines the SO(2) rotations is given by the matrices
For them χ 1 = e iφ , χ 2 = ie iφ and the transformations they induce are
Using the Stone's theorem this transformation of functions can be expressed as an action of a one-parameter group of unitary operators U t :
Let us calculate transformations which are induced by g 1 (t), g 2 (t) and g φ in (3.35)-(3.37). For that purpose it is more convenient to use the independent phase space variables (x, y, θ) ∈ M or (x, y, u) and the functions f (x, y, u), where u = exp (−2iθ). The time evolution of the variables (x, y, u) is
given by the equations (3.49) and (3.51):
A one-parameter family of unitary operators U t can be represented as an exponent of the self-adjoint operator U t = exp(iHt), thus we have
and differentiating it over the time t at t = 0 we shall get Hf
Let us calculate operator H corresponding to the U 1 (t) and U 2 (t). The time evolution of these variables was given above in (3.55). Differentiating over time in (3.55) we shall get for H 1 and H 2 :
Introducing annihilation and creation operators H − = H 1 − iH 2 and H + = H 1 + iH 2 yields 
We shall consider a class of functions which fulfil the following two equations:
where n is an integer number. The first equation has the solution f n (x, y, u) = ( 1 uy ) n/2 ψ(x, y) = ω n 2 ψ(x, y) and substituting it into the second one we shall get
we shall get the equation
The invariance under the action of the modular transformation (3.46) will take the form
Therefore Θ(τ ) is a Poincaré theta-function of weight n [2, 3, 31] :
The operator H + will create the theta function of weight n + 1.
The invariant integration measure on the group G is given by the formula dµ = dg 12 dg 21 dg 22 /g 22 and using (3.39) and (3.42) one can express measure in terms of the independent parameters (x, y, θ)
it will take the form [17, 18] 
which is consistent with the measure defined in our previous section (1.8). Thus the invariant integration of functions/observables f (ω 2 , τ , τ ) = f (θ, x, y) on our phase space (x, y, θ) ∈ M will be given by the integral
It was demonstrated that the functions on the phase space are of the form (3.62) where τ = x + iy and (τ −τ ) 2i = y thus the expression for the scalar product will takes the following form:
This expression for the scalar product allows to calculate the correlations functions. In the next section we shall calculate the correlation functions for the geodesics (3.35) -(3.37). * * The factors (2i) n have been absorbed by the redefinition of Θ.
Two Point Correlation Functions
The earlier investigation of the correlation functions of Anosov geodesic flows was performed in [19, 20, 21, 22, 23] A correlation function can be defined as an integral over a pair of functions/observables in which the first one is stationary and the second one evolves with the geodesic flow:
Using (3.50) and (3.52) one can represent the integral in a form which is useful for our subsequent calculations [25] :
In accordance with the previous calculations (3.54), (3.55) and (3.49), (3.55)
sinh(t/2) .
Therefore the correlation function takes the following form:
In order to calculate the correlation function on arbitrary trajectory we have to consider the mapping gg t given in (3.37). In that case for the χ 1 , χ 2 we shall get
and for
Let us also consider the time evolution of the direction u (t) of the velocity vector in a way similar to the (3.49) and (3.51) , thus
and as the time tends to infinity t → ±∞ we shall get
We can now calculate the correlation function for general geodesic flow:
where the τ is given by (4.72) and from (3.45) we have ω 2 /ω 2 = e −2iθ . We are interested in finding the upper bound on the correlations functions, thus
The absolute value of the denominator is 4e t (α cos θ + γ sin θ) 2 + 4e −t (β cos θ + δ sin θ) 2 , therefore in the limit t → +∞
Discarding the positive term e −2t (β cos θ + δ sin θ) 2 in the denominator we shall get
The geodesic flow is given by the evolution equation (3.37), therefore taking the limits t → ±∞ one can express the parameters of the matrix g = g(α, β, γ, δ) in terms of the coordinates (ξ, η) in (1.10):
The last integral is an average over all geodesic trajectories which are defined by the position (x, y) ∈ F and the directions of the velocity vectors v = (cos θ, sin θ). In order to exclude the apparent singularity at the angle θ 0 which solves the equation ξ cos θ 0 + sin θ 0 = 0 we shall exclude small volume of the phase space which is surrounding the singular direction θ 0 . With such an assumption we shall get an exponential bound on the correlation functions of the form
t . (4.79)
In the opposite limit t → −∞ we shall get We can combine the results obtained in the both limits t → ±∞ into the following bound then in the last formula the exponential factor will take the form
K|t| . (4.83)
Introducing the characteristic time decay [27, 32] we shall get
The decay time of the correlation functions is shorter when the surface has larger negative curvature, or in other words when the divergency of the trajectories is stronger.
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Appendix A
The rate of convergence at which the continued fractions approximate the real numbers can be understood in terms of the ratios Pn Qn . From (1.21) we get P n Q n = P n−1 a n−1 + P n−2 Q n−1 a n−1 + Q n−2 . (6.85)
Let us show first that one can obtain the ratio
from
Pn
Qn by making the replacement a n−1 → a n−1 + 1 a n . (6.86)
Indeed, substituting the replacement (6.86) into the (6.85) we shall get P n Q n = P n−1 a n−1 + P n−2 Q n−1 a n−1 + Q n−2 → (6.87) P n−1 (a n−1 + 1 an ) + P n−2 Q n−1 (a n−1 + 1 an ) + Q n−2 = (P n−1 a n−1 + P n−2 )a n + P n−2 (Q n−1 a n−1 + Q n−2 )a n + Q n−2
where the last step is a consequence of (1.21).
On the other hand, from (6.85) and (1.17) it follows that
= a 0 and we can construct the ratios
, . . . ,
Qn using the recurrence (6.86). The result will take the following form: Because of the condition (1.22) P n Q n−1 − Q n P n−1 = (−1) n it follows that when n is even the ratios Pn Qn are increasing, but are always less than ξ and for odd n the ratios Pn Qn are decreasing and are always greater than ξ, therefore
The sequence of denominators Q n is increasing function of n, as it follows from (1.21), (1.17) and from the fact that the a n s are nonzero positive integers: Q n+1 > Q n . Thus every real number ξ can be approximated by the ratio
Qn as:
and obviously
The ratio

Pn
Qn is called the nth convergent.
