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poblaciones finitas
Title in English
Estimation on sampling over two-occasions using Hussain’s items count technique for
finite populations
Resumen: En una encuesta con preguntas directas, la veracidad de las respuestas podŕıa
estar influenciada debido a diferentes motivos de tipo social o cultural; por ejemplo,
prejuicios sociales, vergüenza, multas monetarias, entre otros. Diferentes procedimientos
se emplean en la estimación de la presencia de una o varias caracteŕısticas sensibles en
encuestas; caracteŕısticas como maltrato familiar, uso de drogas, racismo, robo, evasión
de impuestos, fraude en exámenes, preferencia o conducta sexual, pasado delictivo, apoyo
o pertenećıa a grupos al margen de la ley, entre otras. Utilizando la técnica de conteo de
ı́tems propuesta por Hussain et al. (2012) y bajo el escenario de poblaciones finitas, se
propone una metodoloǵıa de estimación para el total de individuos con una caracteŕıstica
sensible en una segunda medición usando información de una primera medición. Esta
misma metodoloǵıa se propone también bajo un enfoque de ausencia de respuesta, se
muestra el comportamiento de los estimadores propuestos a través de simulaciones y se
aplica dicha metodoloǵıa para estimar el total de estudiantes matriculados en primer
semestre, que cometen fraude en exámenes, en una universidad privada de Bogotá.
Abstract: The veracity of the answers to a survey with direct questions could be negati-
vely influenced by different social or cultural reasons. Among others, these reasons include
social prejudices, shame, and fines. Therefore, different techniques are used to estimate
the incidence of one or several sensitive characteristics from surveys. Characteristics such
as family abuse, drug use, racism, theft, tax evasion, cheating in exams, sexual preference
or behavior, criminal past, support or affiliation to criminal groups, among others, can
thus be estimated. Using the item count technique proposed by Hussain et al. (2012), in
the scenario of finite populations, a methodology of estimation of the total of individuals
with a sensitive characteristic in a second survey, using information provided by an initial
survey, is proposed. The proposed methodology also covers the non-response scenario.
The behavior of the proposed estimators is simulated, and the proposed methodology is
applied to estimate the total of first semester students who cheat in exams in a private
university in Bogota, Colombia.
Palabras clave: Muestreo en dos ocasiones, preguntas sensibles, técnica de conteo de
ı́tems.
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punteada). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3. Relación entre el tamaño de muestra (na) y el coeficiente de variación de t̂Y
(CV ) para un diseño MAS con ausencia de respuesta. ——— %NR = 0 %,
- - - - - %NR = 10 %, · - · - · %NR = 20 %. . . . . . . . . . . . . . . . . . . . . . . 43
3.4. Relación entre el tamaño de muestra (na) y el coeficiente de variación(CV)
de t̂Y (CV ) para un diseño Poisson con ausencia de respuesta. ———
%NR = 0 %, - - - - - %NR = 10 %, · - · - · %NR = 20 %. . . . . . . . . . . . . 45
3.5. Histograma Bootstrap para K̂Opt. Intervalo de confianza al 95 %. . . . . . . . 48
3.6. Histograma Bootstrap para t̂1. Intervalo de confianza al 95 %. . . . . . . . . . 49
3.7. Histograma Bootstrap para t̂2. Intervalo de confianza al 95 %. . . . . . . . . . 49
3.8. Respuestas a la pregunta sobre la comprensión de la metodoloǵıa aplicada
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los formularios presentados en las figuras 3.10 y 3.11. . . . . . . . . . . . . . . . . 51
3.10. Formulario aplicado en la primera ocasión. . . . . . . . . . . . . . . . . . . . . . . . 52
3.11. Formulario aplicado en la segunda ocasión. . . . . . . . . . . . . . . . . . . . . . . . 53
V
Introducción
Para los investigadores que utilizan una encuesta con el objetivo de recopilar datos
sobre las caracteŕısticas del comportamiento humano, la tarea no ha sido fácil, y más aún,
cuando obedecen a comportamientos sensibles, aquellos definidos como indeseados o no
aceptados por la sociedad.
En el sondeo se experimentan dificultades en la recolección de datos confiables, debido, en
su mayoŕıa, a la ausencia de respuesta o al sesgo generado por mentir en la respuesta. Las
técnicas de interrogatorio indirecto proponen métodos en los que la información proporcio-
nada por el encuestado sea anónima y de esta forma se guarda la identidad del individuo.
Los métodos anteriormente mencionados son procedimientos alternos que se emplean en
la estimación de la prevalencia de una o varias caracteŕısticas sensibles en encuestas; como
maltrato familiar, uso de drogas, racismo, robo, evasión de impuestos, fraude en exámenes,
preferencia o conducta sexual, pasado delictivo, violaciones, conductor irresponsable con-
sumidor de alcohol, practicante de ritos oscuros, apoyo o pertenećıa a grupos al margen
de la ley, entre otras.
En una encuesta con preguntas directas, la veracidad de las respuestas podŕıa estar in-
fluenciada debido a prejuicios sociales, vergüenza y multas monetarias, entre otras. Algunos
autores consideran que no es apropiado preguntar directamente a un individuo escogido al
azar sobre alguna caracteŕıstica sensible. Según Chaudhuri & Christofides (2013) es muy
humano que la gente proporcione respuestas falsas solo para estar en el lado seguro, en-
tendiéndose éste como las reglas establecidas por la sociedad. Es por esta razón que surge
la necesidad de técnicas de encuesta indirectas.
La técnica de respuesta aleatorizada (TRA) introducido por Warner (1965) ha sido un
método preponderante para hacer frente al problema de la estimación de caracteŕısticas
sensibles; y variadas reformas interesantes a este método se han propuesto. Un método
alternativo es la técnica de conteo de ı́tems (TCI). Este método fue propuesto original-
mente por Miller (1984) y Miller et al. (1986), también es conocido como experimento de
lista o técnica del recuento sin igual. Una metodoloǵıa de encuestas similar fue estudiada
anteriormente por Raghavarao & Federer (1979), llamada Método de bloqueo de respuesta
total. Diferentes extensiones y mejoras para la TCI se han desarrollado, como las propues-
tas por Imai (2011) y Hussain et al. (2012). Algunos ejemplos de aplicación de las técnicas
TRA y TCI son los trabajos de Van Der Heijden et al. (2000), Karlan & Zinman (2012),
Dietz et al. (2013) y Kuha & Jackson (2014).
VI
INTRODUCCIÓN VII
La TCI es utilizada en varias disciplinas. Las aplicaciones incluyen estudios sobre prejuicios
raciales, actitudes hacia inmigrantes, uso de drogas, robo y comportamiento sexual de
riesgo. Aunque la validez de este método debe ser investigado con mayor rigor, algunos
autores como Tsuchiya et al. (2007), Holbrook & Krosnick (2010) y Coutts & Jann (2011)
han informado de resultados iniciales que muestran que la TCI puede provocar éxito en
respuestas veraces a las preguntas sensibles.
Por otro lado, el muestreo en ocasiones sucesivas se encarga de medir varias veces las mis-
mas variables, seleccionando muestras de una población de forma repetida en el tiempo.
Cochran (1977, Pág. 346) estudió el muestreo en dos ocasiones empleando muestreo alea-
torio simple en cada una de las ocasiones y concluyó que las estimaciones actuales podŕıan
mejorarse reemplazando parte de la muestra en la segunda ocasión. Es decir que algunos
de los individuos de la primera muestra serán utilizados también en la segunda, no todos.
Este procedimiento puede mejorar la eficiencia de los estimadores para la estimación en
la segunda ocasión.
El objetivo central de este trabajo es la estimación del total de individuos con una carac-
teŕıstica sensible en una segunda ocasión apoyado de la información recogida en la primera
ocasión, utilizando la TCI propuesta por Hussain et al. (2012) y teniendo en cuenta un
muestreo basado en diseños de poblaciones finitas. Se utiliza entonces, muestreo en dos
ocasiones, con el fin de mejorar la estimación de la segunda ocasión, haciendo uso de la
información recolectada en la primera ocasión.
De esta forma se cuenta con una mejor estimación para la segunda ocasión utilizando
la información de la primera medición.
Para alcanzar el objetivo este trabajo se divide en tres caṕıtulos: el primero realiza un acer-
camiento a los conceptos utilizados en el desarrollo del trabajo; el segundo corresponde al
desarrollo teórico propuesto por el autor, a fin de estimar el total de individuos con una
caracteŕıstica sensible en una segunda ocasión bajo muestreo en poblaciones finitas basado
en el diseño. Se propone además, una metodoloǵıa en caso de ausencia de respuesta y se
ejemplifican los estimadores propuestos usando dos estrategias de muestreo: muestreo alea-
torio simple sin reemplazo y Poisson; el tercero, estudia v́ıa simulación, el comportamiento
de los estimadores propuestos, con sus respectivas varianzas, y se muestran los resultados
en un caso de aplicación. Finalmente, se presentan conclusiones y recomendaciones para
la utilización de la metodoloǵıa propuesta.
Caṕıtulo1
Marco teórico
En este caṕıtulo se abordarán los conceptos necesarios para el desarrollo del presente
trabajo.
1.1. Preliminares
Se considera una población finita compuesta por N unidades de observación, donde cada
una de las unidades puede identificarse mediante una etiqueta. Sea U el conjunto de
etiquetas, tal que
U = {1, ..., k, ..., N} .
Se pretende estudiar una caracteŕıstica de interés denotada por y, que toma el valor yk
para la unidad k en la población. El objetivo es estimar el valor de una función θ, llamada
parámetro, de la caracteŕıstica de interés de la población.
θ = f(y1, ..., yk, ..., yN ).





















(yk − yU )2.
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CAPÍTULO 1. MARCO TEÓRICO 2
1.1.1. Muestra probabiĺıstica y estimador
Una muestra probabiĺıstica s es un subconjunto de U extráıdo a través de algún mecanismo
estad́ıstico. Un diseño de muestreo p(.) es una distribución de probabilidad para el conjunto
de todas las posibles muestras, de tal manera que




Si S es una variable de muestra aleatoria que toma el valor s con probabilidad p(s), tal
que
Pr(S = s) = p(s), para todo s ⊆ U,
entonces p(.) es llamado un diseño muestral.
El tamaño de muestra n(S) puede ser aleatorio. Si la muestra es de tamaño fijo, se denota
el tamaño simplemente como n.
La variable indicadora para la presencia de unidades en la muestra está definida por
Ik =
{
1 si k ∈ s
0 si k /∈ s.
La probabilidad de inclusión de primer orden es la probabilidad de que la unidad k perte-
nezca a la muestra




La probabilidad de inclusión de segundo orden es la probabilidad de que la unidad k y la
unidad l pertenezcan a la muestra simultáneamente




La covarianza de las variables indicadoras esta dada por
∆kl = Cov(Ik, Il) =
{
πk(1− πk) si k = l
πkl − πkπl si k 6= l.
Siguiendo a Gutiérrez (2009, pág. 29), un estimador es una función θ̂ = θ̂(s) que se usa
para estimar un parámetro θ.





y la varianza por









Según (Särndal et al., 1992, pág. 40), dos propiedades muy importantes de un estimador
θ̂ son el sesgo y el error cuadrático medio.
El sesgo de θ̂ se define por






se denomina sesgo relativo del estimador θ̂.
Un estimador θ̂ se dice que es insesgado para θ si
B(θ̂) = 0.





= V ar(θ̂) + [B(θ̂)]2.
(1.3)
El aporte relativo del sesgo al ECM de θ̂ se define como
ξ(θ̂) =
B(θ̂)2
B(θ̂)2 + V ar(θ̂)
. (1.4)






1.1.2. Estimador de Horvitz-Thompson







Este estimador es insesgado si todas las probabilidades de inclusión de primer orden son
estrictamente positivas.
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1.2. Muestreo en varias ocasiones
Cuando se pretende observar las modificaciones que podŕıan tener las caracteŕısticas de los
elementos de la población a lo largo del tiempo, cuando se desea mejorar la eficiencia de una
estimación actual usando la información de la ocasión anterior o cuando la composición de
la población puede cambiar por nuevos elementos o elementos que dejaron de pertenecer,
se requiere del muestreo en dos ocasiones.
Según Artes & Garcia (2002) las circunstancias de la encuesta y las caracteŕısticas que se
quieran estimar son determinantes para elegir el tipo de diseño muestral más adecuado.
Existen varias posibilidades:
• Extraer una nueva muestra en cada ocasión (muestreo repetido).
• Utilizar la misma muestra en todas las ocasiones (muestreo panel).
• Realizar un reemplazo parcial de unidades de una ocasión a otra (muestreo rotativo).
Nótese que el muestreo repetido y el muestreo panel se puede ver como casos particulares
del muestreo rotativo.
Se explicarán los dos diseños más aplicados en encuestas de tipo longitudinal, el muestreo
panel y el muestreo en ocasiones sucesivas o muestreo rotativo.
1.2.1. Muestreo Panel
Una encuesta tipo panel es la que recoge datos de los elementos de la misma muestra en
múltiples ocasiones a través del tiempo. Estas encuestas se llevan a cabo en una amplia
variedad de contextos, por ejemplo, encuestas a empresas, hogares o egresados, y para una
amplia variedad de propósitos tales como medir la duración o permanencia del desempleo
o la pobreza.
Según Mayorga & Muñoz (2000), el principal objetivo de aplicar y estudiar los datos en
panel es capturar la heterogeneidad no observable, dado que ésta no se puede detectar
con estudios de series temporales ni tampoco de tipo transversal. Esta técnica permite
realizar un análisis más dinámico al incorporar la dimensión temporal de los datos, lo que
enriquece el estudio, particularmente en peŕıodos de grandes cambios. Esta modalidad de
analizar la información en un modelo de panel es muy usual en estudios de naturaleza
microeconómica.
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La técnica de datos de panel presenta una serie de ventajas y desventajas en comparación
con los modelos de series de tiempo y de corte transversal. Según Mayorga & Muñoz
(2000), las ventajas más relevantes son:
1. La técnica permite capturar la heterogeneidad no observable entre unidades indivi-
duales de estudio en el tiempo. Con base en lo anterior, la técnica permite aplicar
una serie de pruebas de hipótesis para confirmar o rechazar dicha heterogeneidad y
cómo capturarla.
2. Los datos en panel suponen, e incorporan en el análisis, el hecho de que los individuos,
firmas, bancos o páıses son heterogéneos.
3. Permite estudiar de una mejor manera la dinámica de los procesos de ajuste. Esto
es fundamentalmente cierto en estudios sobre el grado de duración y permanencia
de ciertos niveles de condición económica (desempleo, pobreza, riqueza).
4. Permite elaborar y probar modelos relativamente complejos de comportamiento en
comparación con los análisis de series de tiempo y de corte transversal. Un ejemplo
claro de este tipo de modelos son los que se refieren a los que tratan de medir
niveles de eficiencia técnica por parte de unidades económicas individuales (empresas,
bancos, etc.).
Las desventajas más relevantes son:
1. La respuesta puede estar condicionada por la experiencia previa de haber participado
en la encuesta.
2. Dado que los mismos individuos son encuestados en cada ocasión, estos pueden
rehusarse a contestar, debido a desgaste de la fuente.
Lynn (2009, cap. 1) describe algunos de los diferentes tipos de encuestas en panel. A
continuación algunas de las alĺı mencionadas:
• Encuestas de empresas llevadas a cabo por las oficinas de estad́ısticas nacionales.
Los datos pueden ser recogidos en intervalos frecuentes, como mensual o trimestral,
y los principales objetivos son, por lo general, publicar la serie regular de estad́ısticas
de los totales, medias y el cambio neto entre los periodos.
• Los estudios de los egresados, estudiantes o pasantes. Las instituciones que ofrecen
educación a menudo desean evaluar los resultados de ésta. Estos resultados son
habitualmente medidos a mediano o largo plazo y por lo tanto es necesario mantener
el contacto con los estudiantes durante algún tiempo después de haber completado
su estudio.
• Encuestas de panel de hogares. La más antigua, la Encuesta Panel de Ingresos
Dinámicos (PSID) en los EE.UU., ha estado entrevistando a las mismas personas
desde 1968. Según Duncan et al. (2004, cap. 6), el objetivo principal es proporcionar
un recurso rico en datos para ser utilizado por una amplia gama de usuarios para
diferentes propósitos.
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• Estudios de cohorte de nacimiento. Ejemplo, el Millennium Cohort Study, realizada
por el Centro de Estudios Longitudinales (CLS) de la Universidad de Londres, tomó
una muestra de todos los nacimientos en el Reino Unido en el año 2000-2001. Los
datos sobre los miembros de la muestra se suelen recoger de la madre en los primeros
años del estudio y después de los mismos sujetos de la muestra.
1.2.2. Muestreo en dos ocasiones sucesivas
Una metodoloǵıa importante para conducir a estimaciones más precisas es el muestreo
sucesivo o muestreo en varias ocasiones, la idea es estudiar la misma variable en dos o
más ocasiones sucesivas; una proporción de la primera muestra es estudiada también en
la segunda ocasión, es decir, que la elección de la segunda muestra debe contener algunos
elementos comunes con la primera.
Jessen (1943) fue el primero en considerar en un estudio real la aplicación del muestreo su-
cesivo, proponiendo un estimador óptimo de la media poblacional para la segunda ocasión,
en un estudio sobre datos agŕıcolas de una granja.
El muestreo en dos ocasiones sucesivas es un esquema de muestreo que se caracteriza por
tomar dos muestras distintas de la misma población en dos instantes de tiempo distintos
t1 y t2, donde t1 < t2 y la caracteŕıstica de interés es medida en cada ocasión. El objetivo
principal es medir la evolución de la caracteŕıstica poblacional a lo largo del tiempo. Dicha
caracteŕıstica, al ser medida en dos tiempos diferentes, t1 y t2, da lugar a dos mediciones
(i.e. variables z e y ) diferentes, pero dependientes, ya que algunas se realizan en la misma
unidad muestral.
Según Artes & Garcia (2002) algunos motivos por los que conviene utilizar el reemplazo
parcial de unidades de la muestra son:
• Reduce los costos, ya que utilizar una muestra con individuos nuevos en cada ocasión
puede resultar excesivamente costoso.
• Aumenta la precisión de los estimadores.
• La permanencia indefinida de las mismas unidades en la muestra puede crear proble-
mas y reducir la eficiencia de los estimadores. Por ejemplo, en las encuestas familiares
de tipo panel se incrementan los sesgos en las estimaciones debido a la falta de co-
laboración de algunas familias que pertenecen al panel de hogares.
Un tema clave es la cantidad de elementos de la muestra en una ocasión previa que
debe conservarse en la muestra seleccionada en la ocasión actual. La proporción óptima
(traslape) depende del parámetro de estimación. El problema del reemplazo parcial ha
sido estudiado por varios autores, por ejemplo, Patterson (1950) estudió la estimación de
parámetros poblacionales como la media y la razón bajo estas condiciones.
1.2.2.1. Notación y estimación
Se considera una población finita U = {1, ..., k, ..., N} y se asume que estará compuesta
por los mismos elementos en las dos diferentes ocasiones. La variable de estudio se observa
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en cada ocasión, pero no necesariamente para el mismo conjunto de elementos. La variable
de estudio se denota por z en la primera ocasión y y en la segunda.
En la primera ocasión una muestra sa se selecciona usando el diseño muestral pa(·) y se
mide la variable z para todo k ∈ sa. Las probabilidades de inclusión de primer y segundo
orden asociadas al diseño de muestreo utilizado se denotan por πak y πakl, además se define






se usa como un estimador del total tz =
∑
u zk. Nótese que al seleccionar la muestra sa,
se genera una muestra complemento denotada por sca = U − sa. La muestra complemento
no es utilizada en la primera ocasión, pero se necesitan las probabilidades de inclusión en
la muestra complemento inducidas por el diseño pa(.). Se denota por π
c
ak la probabilidad
de que k ∈ sca y por πcakl la probabilidad de que k, l ∈ sca. Además, se establece que
∆cakl = π
c
akl − πcakπcal. Entonces
πcak = 1− πak, πcakl = 1− πak − πal + πakl, ∆cakl = ∆akl.
En la segunda ocasión, se seleccionan dos muestras independientes, una muestra traslapada
y una muestra sin traslape denotadas por sm y su respectivamente. sm es seleccionada de sa
por el diseño pm(·|sa) y su es seleccionada de sca según el diseño pu(·|sca), y es independiente
de sm.
Las probabilidades condicionales πk|sa , πkl|sa y ∆kl|sa = πkl|sa − πk|saπl|sa son asociadas a
pm(·|sa), y de la misma forma las probabilidades πk|sca , πkl|sca y ∆kl|sca = πkl|sca − πk|scaπl|sca
son asociadas a pu(·|sca).
La variable y es observada para todos los elementos en sm y su. La muestra total en la
segunda ocasión es s = sm ∪ su.
1.2.2.2. Parámetros de interés
Särndal et al. (1992, pág. 369) propone algunos parámetros de interés de la forma
t = φtz + ψty,
donde tz =
∑
U zk , ty =
∑
U yk, φ y ψ son constantes.
Las posibles opciones de estimación son las siguientes:
• φ = 0, ψ = 1, entonces t = ty.
• φ = −1, ψ = 1, entonces t = ty − tz.
• φ = −1/tz, ψ = 1/tz, entonces t = (ty − tz)/tz.
• φ = 1, ψ = 1, entonces t = ty + tz.
CAPÍTULO 1. MARCO TEÓRICO 8
1.2.2.3. Estimación del total ty
Särndal et al. (1992, pág. 370) supone que en muchas ocasiones existe una buena razón
para asumir que yk se aproxima bien por y
0
k = Kzk, donde K representa una constante
conocida, este valor puede ser sugerido por estudios previos o por un experto en el tema
de investigación. Usando la información de la primera muestra sa, la información de la
muestra traslapada sm y la diferenciaDk = yk−y0k, se puede formar un estimador insesgado
del total ty.
Sean




















Por combinación lineal se obtiene un nuevo estimador insesgado para ty
t̂y = w1t̂1 + w2t̂2, (1.8)
con w1 y w2 constantes no negativas tal que w1 + w2 = 1.
La varianza del estimador está dada por




2V2 + 2w1w2C, (1.9)
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1.2.2.4. Optimización de los valores w1 y K
Särndal et al. (1992, pág. 372) determina los valores para w1 = 1−w2 y K de la expresión
(1.8) que minimizan la varianza en (1.9). Obteniendo
w1 =
V2 − C
V1 + V2 − 2C
(1.10)
K =
EC(t̂ysm , t̂zsm |sa)
EV (t̂zsm |sa)
= Kopt. (1.11)
Es importante mencionar que los operadores V y C están asociados con el diseño muestral
pm(·|sa) y el valor esperado E esta asociado con el diseño muestral pa(·).
1.3. Técnica de Respuesta Aleatorizada (TRA)
La técnica de respuesta aleatorizada (TRA), introducida en un principio por Warner
(1965), es la primera propuesta conocida para el tratamiento de estimación de parámetros
en encuestas con preguntas sensibles.
Durante mucho tiempo, la TRA ha sido una herramienta preponderante para tratar el
problema de estimación en encuestas con preguntas sensibles. Se han implementado varias
mejoras y extensiones como las de Greenberg et al. (1969), Dalenius & Vitale (1974), Liu
et al. (1975), Horvitz et al. (1976), Devore (1977), Mangat & Singh (1990), Kuk (1990),
Singh et al. (1995), Christofides (2003), entre otros. Para una revisión más completa de
las diferentes extensiones de la TRA, remitimos al lector a Umesh & Peterson (1991) o
Cobo (2013).
Sea una población finita U = (1, 2, ..., k, ..., N) de tamaño N conocido, para cada individuo
k de la población se define una variable yk como:
yk =
{
1 Si el individuo k posee una caracteŕıstica sensible A .
0 Si el individuo k tiene la caracteŕıstica complemetaria Ac.
La caracteŕıstica A vale la pena mantenerla en secreto, pero, con respecto a la caracteŕısti-
ca Ac, puede ser ocultada o no. Por ejemplo, un sujeto puede ser consumidor de drogas,
una caracteŕıstica que es conveniente esconder por deseabilidad social dado que el consu-
mo de drogas es mal visto en la mayoŕıa de sociedades, o puede ser un no consumidor,
caracteŕıstica que no es necesario esconder. Por otro lado, si A representa la pertenencia
a cierto grupo religioso, en ciertas sociedades Ac podŕıa ser también una caracteŕıstica
sensible.
La técnica de respuesta aleatorizada debe adaptarse de tal manera que se recopilen datos
fidedignos, protegiendo al mismo tiempo la privacidad del encuestado. El objetivo de
las distintas técnicas es estimar el total de personas con la caracteŕıstica sensible en la
población.
Es importante aclarar que en el desarrollo del trabajo no se utilizará la TRA. Se menciona
esta técnica por ser la primera propuesta para la estimación de caracteŕısticas sensibles
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(objeto de la investigación). Si el lector considera profundizar en la técnica y estudiar la
propuesta de estimación, se aconseja leer a Warner (1965).
1.4. Técnica de conteo de ı́tems (TCI)
Un método alternativo para la estimación de una caracteŕıstica sensible es la técnica de
Conteo de Ítems (TCI) llamada también experimento de lista y propuesta por Miller
(1984).
Con el fin de ilustrar la idea básica de la TCI y suponiendo que se quiere medir el racismo,
al preguntar directamente a los encuestados, se podŕıa tener dos clases de problemas en
la encuesta: problemas de no respuesta y sesgos que se generan por no contestar con
veracidad la pregunta. Para evitar éstos, Sniderman et al. (1992) emplearon la TCI en la
Encuesta Nacional de Raza y Poĺıtica en 1991.
Droitcour et al. (1991) propuso una metodoloǵıa utilizando la TCI cuyo objetivo fun-
damental era estimar la prevalencia del virus de inmunodeficiencia humana (VIH) en la
población inmigrante de Estados Unidos entre 18 y 54 años. Algunas conclusiones intere-
santes del trabajo fueron que la técnica se pudo administrar fácilmente y que, en su mayor
parte, los encuestados parecieron entender cómo responder a las preguntas.
El método más comúnmente utilizado se ha basado en un estimador de diferencia de medias
propuesto por Miller (1984). Con base en dicho estimador, Droitcour et al. (1991) realizó
una propuesta que consiste en tomar dos submuestras de tamaños n1 y n2; el k-ésimo
encuestado recibe una lista de g ı́tems de control y se le solicita que diga el número Xk de
ı́tems con que se siente identificado, de la misma manera se entrega al j-ésimo encuestado
en la segunda submuestra una lista de (g + 1) ı́tems que incluyen el ı́tem sensible, y de
forma similar se le pide informar el número Yj de ı́tems con los cuales se siente identificado.
Se denota por τ la proporción de individuos con la caracteŕıstica sensible en la población,
un estimador para τ está dado por:























donde θj representa la proporción conocida del item j en la población.
Algunas aplicaciones de la TCI son:
• (Karlan & Zinman, 2012). El trabajo consistió en investigar acerca de las posibles
mentiras que dicen los usuarios de créditos de libre inversión cuando son interrogados
acerca de la información necesaria para acceder a un crédito por medio de una entidad
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bancaria. Este estudio utilizó la técnica de conteo de ı́tems como herramienta para
guardar el anonimato de los encuestados.
• (Kuha & Jackson, 2014). Esta investigación utiliza la técnica de conteo de ı́tems en
el estudio del comportamiento ilegal en la compra de art́ıculos robados, los autores
proponen mejorar la estimación utilizando modelado a través de datos categóricos
incompletos.
1.4.1. Técnica de conteo de ı́tems propuesta por Hussain
Hussain & Shabbir (2010) proponen una técnica alternativa para la TCI. Una de las prin-
cipales caracteŕısticas de esta técnica es que no requiere la selección de dos submuestras
de tamaños n1 y n2. Por lo tanto, no es necesario preocuparse por los valores óptimos
de n1 y n2, como es el caso del estimador para la TIC tradicional. La técnica requiere
que a cada encuestado en una muestra de tamaño n se le proporcione un cuestionario
que contiene J preguntas, con J ≥ 2, el j-ésimo ı́tem, considera dos preguntas para cada
uno: una pregunta no sensible (Fj) y una pregunta con caracteŕıstica sensible (S). Al
encuestado se le solicita contar 1 si posee alguna de las caracteŕısticas Fj o S y 0 en otro
caso e informar el conteo total basado en el cuestionario completo.





donde αkj puede tomar valores 1 ó 0 con probabilidades (τ + θj− τθj) y (1− τ − θj + τθj),
respectivamente.
















 τ + J∑
j=1
θj .
Hussain & Shabbir (2010) sugieren un estimador insesgado para la proporción del elemento


































Para llevar a cabo satisfactoriamente esta metodoloǵıa se recomienda que el entrevistador
realice una sensibilización previa, explicando la metodoloǵıa utilizada y que el encuestado
conteste la encuesta sin la presencia del entrevistador, esto con el fin de asegurar el
anonimato de la respuesta a la caracteŕıstica sensible.
Hussain et al. (2012) evidenciaron que la técnica propuesta tiene mejores resultados que
la TCI tradicional y la TRA bajo algunas condiciones espećıficas. Se requiere hacer una
muy buena planificación del instrumento para que se asegure el cumplimiento de dichas
condiciones.
1.5. Ausencia de respuesta
En una encuesta por muestreo es común encontrar diferentes dificultades técnicas, pues
ninguna encuesta es perfecta en todos los aspectos. El marco de donde se extrae la muestra
tampoco es cabal, por lo tanto, es frecuente contar con errores de cobertura. Se debe tener
en cuenta también un error de muestreo siempre que la observación se realice a partir de
una muestra de elementos y no de la población en su totalidad; además, no importa que
tan cuidadoso se es con el diseño, la metodoloǵıa o la aplicación de la encuesta, la mayoŕıa
de las veces tendremos ausencia de respuesta por diferentes motivos, como la negativa
del individuo a proporcionar información o por dificultades al establecer contacto con él.
Teniendo en cuenta las dificultades descritas se requieren técnicas especiales de estimación
para hacer frente al problema. Un método usado para afrontar el problema de no respuesta
es a través de la metodoloǵıa del diseño en dos fases.
Figura 1.1. Errores de cobertura.
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Se define la población objetivo como el conjunto de elementos que la encuesta pretende
abarcar, se debe tener en cuenta que el marco de muestreo en la mayoŕıa de veces se
construyó con anterioridad, este lapso de tiempo entre los dos debe ser lo más corto
posible dado que el riesgo de errores de cobertura aumenta con la prolongación de este.
Los errores de cobertura se clasifican comúnmente en tres tipos: subcobertura, sobrecober-
tura y listados duplicados. La grafica 1.1 sirve de apoyo para entender las definiciones. Los
elementos que se encuentran en la población objetivo, pero no en el marco, generan sub-
cobertura, los elementos que se encuentran en el marco, pero no en la población objetivo,
generan la sobrecobertura. Lundström & Särndal (2002, pág. 18) definen estos elementos
como ¨nacimientos¨ y ¨muertes¨ respectivamente y los listados duplicados se presentan
cuando un elemento de la población objetivo se enumera más de una vez en el marco de
muestreo. Para Särndal et al. (1992, pág. 556), por no respuesta se entiende que los datos
de interés no son conseguidos para la totalidad de individuos en s.
El objetivo de la encuesta es observar los individuos elegidos para observación con respecto
a J variables de estudio, y1, ..., yj , ..., yJ . Estas pueden corresponder a J ı́tems en un
cuestionario. Se denota por yjk el valor de la variable yj para el elemento k y a ns el
tamaño de s. Por respuesta completa en la encuesta se quiere decir que, después de la
recopilación y edición de datos, los datos disponibles consisten, para cada k ∈ s, de un
vector completo de magnitud J de valores observados
yk = (y1k, ..., yjk, ..., yJk)
t.
Nótese que estos vectores forman una matriz de dimensión ns × J , sin que falte ningún
valor. Los demás casos, se consideran no-respuesta. Es decir, si después de la recopilación
y edición de datos, la matriz de datos ns×J está incompleta, falta uno o más de los valores
de ns × J deseados yjk o, de una forma más sencilla, si hay algunos ¨espacios en blanco¨
en lugar de valores en la matriz de datos.
1.5.1. Ajuste de no respuesta
El ajuste de la no respuesta se podŕıa definir como las distintas técnicas utilizadas por los
investigadores para intentar resolver la falta de respuesta una vez se ha presentado en la
encuesta. Se trata de realizar cambios en los procedimientos de estimación planteados en
el diseño original. Los métodos comúnmente utilizados para el ajuste de la no respuesta
son la reponderación y la imputación. La reponderación conlleva a cambiar los pesos de los
individuos propuestos inicialmente bajo el supuesto de respuesta completa, esto implicará
aumentar los pesos para todos o casi todos los individuos que efectivamente responden. La
imputación se trata de reemplazar los valores faltantes por valores pertinentes calculados
con base en la similitud de las variables disponibles.
Según Gutiérrez (2009, pág. 18) existen dos tipos de no respuesta:
• Ausencia de respuesta por registro: sucede cuando una unidad encuestada
tiene imprecisiones o se opone a suministrar la información en algunos registros
aunque los demás si están respondidos efectivamente.
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• Ausencia de respuesta por unidad: esta implica la falta de toda la unidad de
observación, este tipo es conocida como no entrevistado.
1.5.2. Modelo para ajuste de no respuesta
Este enfoque se basa en la idea de que la decisión de responder o no es aleatoria. Se
adaptará un aspecto probabiĺıstico del mecanismo de respuesta, se denota por θjks la
probabilidad que el elemento k responda a la pregunta j, dado que se seleccionó la
muestra aleatoria s. Se supone que para cada muestra s, las probabilidades θjks son
conocidas para todos los k ∈ s. Aplicando la teoŕıa de muestreo en dos fases y usando el
π∗-estimador presentado en Särndal et al. (1992, pág. 348), un estimador insesgado para









donde r representa el conjunto de individuos que efectivamente respondieron.
Se consideran las cantidades 1/θjks en el estimador (1.17) como los pesos necesarios para
eliminar el sesgo por no respuesta.
A veces se pueden obtener las probabilidades estimadas de respuesta θ̂jks, utilizando
datos para los elementos que responden, aśı como datos auxiliares y supuestos espećıficos







Los estimadores de este tipo se usan frecuentemente en la práctica. Según Gutiérrez
(2009, pág. 436) no son insesgados, pero el sesgo puede ser modesto. Algunos ejemplos se
consideran en el caṕıtulo 9 de Särndal et al. (1992).
Caṕıtulo2
Técnica de Hussain en dos ocasiones para
poblaciones finitas
En muchas investigaciones, la misma población es estudiada en diferentes ocasiones y
las mismas variables son evaluadas en cada ocasión. Asimismo, se puede medir la evolución
de la caracteŕıstica de estudio a través del tiempo. En este caṕıtulo, se propone un método
de estimación del total de individuos con una caracteŕıstica sensible, bajo la técnica de
conteo de ı́tem propuesta por Hussain en dos ocasiones de medición, bajo el escenario de
poblaciones finitas. Por ejemplo, estudios mensuales en los que se mide el uso de sustancias
alucinógenas en una población de adolescentes o estudios de opinión poĺıtica conducidos
en intervalos regulares para medir la prevalencia del racismo son tipos de investigaciones
donde se podŕıa utilizar la metodoloǵıa propuesta.
Muchas investigaciones de estudios repetidos son abordadas por diferentes metodoloǵıas.
Aqúı, se utilizará muestreo en dos ocasiones. El problema se centra en cómo utilizar
la información recogida con aquellos elementos muestreados en la primera ocasión para
mejorar la estimación del total de personas con la caracteŕıstica sensible en la segunda
ocasión. El traslape óptimo dependerá del número de parámetros que se quieran estimar.
Este problema ha sido estudiado por distintos autores; una primera referencia es Patterson
(1950), en la cual se aborda los inconvenientes que se presentan cuando se adopta la
alternativa de reemplazar parcialmente las unidades de muestreo de ocasión a ocasión.
Este caṕıtulo se divide en tres secciones, en la sección 2.1 se introduce y se describe la
notación que será utilizada a lo largo del documento, en la sección 2.2 se presenta la
técnica de conteo de Hussain en dos ocasiones para poblaciones finitas, teniendo en cuenta
la respuesta completa de los individuos en las muestras de cada ocasión; y en la sección 2.3
se introduce una modificación de la técnica propuesta, suponiendo ausencia de respuesta
en las muestras de las dos ocasiones.
A continuación se formula un método de estimación del total de individuos con una carac-
teŕıstica sensible bajo la técnica de conteo de ı́tem propuesta por Hussain en dos ocasiones
de medición, bajo el escenario de poblaciones finitas. Es importante aclarar que esta clase
de técnicas no se han desarrollado en la literatura revisada.
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2.1. Notación utilizada
Seguidamente, se introduce y se describe la notación que será utilizada a lo largo del
documento.
J : Número de ı́tems en el formulario de la primera ocasión.
G: Número de ı́tems en el formulario de la segunda ocasión.
τ1: Proporción de individuos con la caracteŕıstica sensible en la primera ocasión.
τ2: Proporción de individuos con la caracteŕıstica sensible en la segunda ocasión.
τ2|1: Proporción de individuos con la caracteŕıstica sensible en la segunda ocasión dado
que la teńıan en la primera.
θj : Proporción de individuos con la caracteŕıstica no sensible j en la primera ocasión,
j = 1, ..., J .
λg: Proporción de individuos con la caracteŕıstica no sensible g en la segunda ocasión,
g = 1, ..., G.
E(α1kj) = τ1 + θj − τ1θj : Valor esperado de la respuesta del individuo k en el ı́tem j de la
ocasión 1.









α2kg: Suma de las respuestas del individuo k para los G ı́tems de la ocasión 2.
K: Constante del estimador de regresión t̂Ksa .
pa(·): Diseño muestral de la muestra obtenida en la primera ocasión.
sa: Subconjunto de individuos que pertenecen a la muestra de la primera ocasión.
na: Tamaño de la muestra sa obtenida en la primera ocasión.
πak: Probabilidad de inclusión de primer orden asociada al diseño de muestreo pa(·).
πakl: Probabilidad de inclusión de segundo orden asociada al diseño de muestreo pa(·).
∆akl = πakl − πakπal: Covarianza de las variables indicadoras Iak y Ial.
sca = U − sa: Subconjunto de individuos que pertenecen al complemento de la muestra sa.
πcak = 1− πak: Probabilidad que k pertenezca a sca.
πcakl = 1− πak − πal + πakl: Probabilidad que k y l pertenezcan a sca.
∆cakl = π
c
akl − πcakπcal: Covarianza de las variables indicadoras (1− Iak) y (1− Ial).
pm(·|sa): Diseño muestral de la muestra traslapada obtenida en la segunda ocasión selec-
cionada de sa.
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sm: Subconjunto de individuos que pertenecen a la muestra traspalada extráıda de sa en
la segunda ocasión.
nm: Tamaño de la muestra traslapada obtenida en la segunda ocasión.
πk|sa : Probabilidad de inclusión de primer orden asociada al diseño de muestreo pm(·|sa).
∆kl|sa = πkl|sa − πk|saπl|sa : Covarianza de las variables indicadoras Ik|sa y Il|sa .
pu(·|sca): Diseño muestral de la muestra no traslapada obtenida en la segunda ocasión
seleccionada de sca.
su: Subconjunto de individuos que pertenecen a la muestra no traspalada extráıda de s
c
a
en la segunda ocasión.
nu: Tamaño de la muestra no traslapada obtenida en la segunda ocasión.
πk|sca : Probabilidad de inclusión de primer orden asociada al diseño de muestreo pu(·|s
c
a).
πkl|sca : Probabilidad de inclusión de segundo orden asociada al diseño de muestreo pu(·|s
c
a).
∆kl|sca = πkl|sca − πk|scaπl|sca : Covarianza de las variables indicadoras Ik|sca y Il|sca .
tZ : Total de individuos con la caracteŕıstica sensible en la primera ocasión.
tY : Total de individuos con la caracteŕıstica sensible en la segunda ocasión.
2.2. Metodoloǵıa sin ausencia de respuesta
Se considera un muestreo en dos ocasiones de una población finita U = {1, . . . , k, . . . , N},
asumiendo los mismos individuos en la población para las dos ocasiones. La variable de
estudio, por ejemplo, número de estudiantes que cometen fraude en exámenes o número de
individuos que consumen sustancias psicoactivas son observadas en cada ocasión, pero no
necesariamente para el mismo conjunto de elementos. La variable de estudio será denotada
por Z en la primera ocasión y por Y para la segunda ocasión.
Siguiendo la metodoloǵıa propuesta por Hussain et al. (2012) descrita en la subsección
1.4.1, se definen las variables de respuesta de los individuos como:
α1kj =

1 Si el individuo k posee alguna de las dos caracteŕısticas en el ı́tem j de la
ocasión 1.
0 Si el individuo k no posee ninguna de las dos caracteŕısticas en el ı́tem j de
la ocasión 1 .
α2kg =

1 Si el individuo k posee alguna de las dos caracteŕısticas en el ı́tem g de la
ocasión 2.
0 Si el individuo k no posee ninguna de las dos caracteŕısticas en el ı́tem g de
la ocasión 2.
En la primera ocasión, una muestra sa es seleccionada usando el diseño muestral pa(·) y
la variable Z es medida para todos los elementos en sa. Las probabilidades de inclusión de
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primer y segundo orden asociadas al diseño muestral pa(·) son denotadas por πak y πakl
respectivamente, y ∆akl = πakl − πakπal.
Trujillo et al. (2013) proponen el siguiente estimador para el total de individuos con la




















donde θj denota la proporción de individuos con la caracteŕıstica no sensible j y J repre-
senta el número de ı́tems presentado en el formulario.
Para la muestra sa extráıda en la primera ocasión, la correspondiente muestra comple-
mento será sca = U − sa. En la primera ocasión, la muestra complemento no será tenida en
cuenta, pero se necesitan las probabilidades de inclusión en la muestra complemento indu-
cidas por el diseño pa(·). Se denota por πcak la probabilidad que k sea un elemento de sca y
por πcakl la probabilidad que k y l sean elementos de s
c






πcak = 1− πak
πcakl = 1− πak − πal + πakl
∆cakl = ∆akl
Ahora, se debe seleccionar un diseño muestral para la segunda ocasión. Para cada k ∈ sa,
se conoce el valor Zk. Para el nuevo diseño muestral, se puede considerar el no traslape, el
traslape completo o el traslape parcial con la primera muestra sa. En la segunda ocasión,
dos muestras independientes son seleccionadas, una muestra traslapada y otra muestra no
traslapada. La muestra traslapada, denotada por sm, es seleccionada desde sa por el diseño
muestral pm(·|sa). La muestra no traslapada, denotada por su, es seleccionada desde sca
acorde al diseño muestral pu(·|sca) y es independiente de sm.
Las cantidades πk|sa , πkl|sa ,∆kl|sa = πkl|sa − πk|saπl|sa están asociadas al diseño muestral
pm(·|sa), y πk|sca , πkl|sca ,∆kl|sca = π
c
kl|sa − πk|scaπl|sca son análogamente cantidades para el
diseño muestral pu(·|sca). La variable Y es observada para todos los elementos en sm y su.
La muestra en la segunda ocasión estará dada por: s = sm
⋃
su.
2.2.1. Estimación del total en la segunda ocasión
Särndal et al. (1992, pág. 370) supone que, en muchas ocasiones, existe una buena razón
para asumir que Yk se aproxima bien por Y
∗
k = KZk, donde K es una constante sugerida
por los investigadores o por estudios previos. Usando la información de la primera muestra
1Nótese que πcakl corresponde a 1− Pr(k ∈ sa ó l ∈ sa)
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sa, la información de la muestra traslapada sm y la diferencia Dk = B2Yk − B1Zk, se
propone (2.2) como un estimador para el total de individuos con la caracteŕıstica sensible
en la segunda ocasión denotada por tY ,























































Ahora, usando la información de la muestra no traslapada, recolectada en la segunda
ocasión, se propone (2.6), también como un estimador para el total de individuos con la
caracteŕıstica sensible en la segunda ocasión,










Finalmente, a partir de los estimadores (2.5) y (2.6), se propone (2.7) como un estimador
compuesto para estimar tY ,
t̂Y = w1t̂1 + w2t̂2, (2.7)
con w1 y w2 constantes no negativas tal que w1 + w2 = 1.
Con el fin de verificar si el estimador en la ecuación (2.7) es insesgado, y para el cálculo
de su varianza, es necesario mostrar algunos resultados asociados a las variables respuesta
α1kj y α2kg, correspondientes a las respuestas de los individuos en la primera y segunda
ocasión respectivamente.
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Según Hussain et al. (2012), la variable α1kj tiene distribución Bernoulli con probabilidad















Trujillo et al. (2013) prueban que la covarianza entre las respuestas dadas de un individuo
k para dos ı́tems distintos j y j∗, se puede expresar de la forma
Cov(α1kj , α1kj∗) = τ1(1− τ1)(1− θ∗j − θj + θjθ∗j ). (2.9)
Por lo tanto, la varianza de Zk, bajo TCIH, se puede escribir




2 + (1− τ1) J∑
j=1
θj (1− θj). (2.10)
Análogamente a las expresiones (2.8) y (2.10), se puede calcular el valor esperado y la
varianza para YK











+ (1− τ2) G∑
g=1
λg(1− λg). (2.12)
A partir de las ecuaciones (2.8) y (2.11), el valor esperado de Dk es
















Proposición 1. Si Zk y Yk son como se describen en la sección 2.1, la covarianza entre
Zk y Yk, bajo la TCIH es:





(1− λg)(1− θj). (2.14)
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Demostración. Véase apéndice A.1
Ahora, usando las ecuaciones (2.10), (2.12) y la proposición 1, se puede mostrar que la
varianza de Dk bajo TCIH viene dada por





Con el fin de determinar el insesgamiento del estimador compuesto dado en la ecuación
(2.7), se procede al calculo del valor esperado del estimador, ver (2.16).
Para efectos de reducción en el tamaño de las ecuaciones que se presentaran más adelante
en el desarrollo del trabajo, las expresiones (2.8), (2.10), (2.11), (2.12), (2.13), (2.14) y
(2.15) se dejaran expresadas, mas no se desarrollaran en las ecuaciones donde se utilicen.
Proposición 2. El valor esperado del estimador compuesto (2.7) está dado por:
E(t̂Y ) = E(w1t̂1 + w2t̂2) = Nτ2. (2.16)
Demostración. Véase apéndice A.2
Por lo tanto, el estimador (2.7) es un estimador insesgado para el total de individuos
con la caracteŕıstica sensible en la segunda ocasión. Se presenta en (2.17) la varianza del
estimador.
Proposición 3. La varianza del estimador compuesto (2.7) es:
V (t̂Y ) = w1
2 V (t̂1) + w2
2 V (t̂2) + 2w1w2Cov(t̂1, t̂2), (2.17)
donde
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y











Demostración. Véase apéndice A.3
Ahora, con el fin de utilizar el estimador (2.3), se necesita conocer el valor de K que
minimiza la expresión de la varianza dada en (2.18). Särndal et al. (1992, pág. 372) propone
un valor óptimo de K, tal como se muestra en (1.11). Para realizar la propuesta de un K
óptimo, se toma la varianza de t̂1 dada en (2.18), se deriva con respecto a K y la expresión
resultante se iguala a 0. Obteniendo (2.21).

















































Demostración. Véase apéndice A.4
Para determinar el valor w1, que minimiza la varianza en (2.17), se sigue la propuesta
de Särndal et al. (1992, pág. 372) descrita en (1.10), que bajo la notación utilizada y
realizando los respectivos reemplazos de las ecuaciones (2.18), (2.19) y (2.20) resulta
w1 =
V (t̂2)− Cov(t̂1, t̂2)
V (t̂1) + V (t̂2)− 2Cov(t̂1, t̂2)
(2.22)
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2.2.2. Dos diseños muestrales como casos particulares
Con el fin de hacer uso práctico de los estimadores propuestos en la subsección 2.2.1, se
mostrarán los resultados obtenidos para dichos estimadores, bajo un diseño de muestreo
aleatorio simple (MAS) y un diseño de muestreo Poisson. En ambos casos, los diseños
muestrales aplican para las dos ocasiones de medición.
2.2.2.1. Caso 1: Diseño de muestreo aleatorio simple (MAS)
El diseño muestral MAS se aplica tanto para la primera ocasión como para la segunda.
Para un diseño MAS, las probabilidades de inclusión de primer orden, de segundo orden









πkl − πkπl = − n(N−n)N2(N−1) para k 6= l
πk(1− πk) = n(N−n)N2 para k = l.
(2.23)
Considerando (2.23), se reescribirán las expresiones dadas en (2.5), (2.6), (2.7), (2.18),
(2.19), (2.17) y (2.20). Obteniendo los corolarios 1 y 2 dados en las expresiones (2.24) y
(2.27) respectivamente.
Corolario 1. Un estimador para el total de individuos con la caracteŕıstica sensible en la
segunda ocasión, bajo el diseño muestral MAS es
t̂Y = w1t̂1 + w2t̂2, (2.24)
donde
t̂1 = N





























Corolario 2. La varianza del estimador propuesto en (2.24), bajo un diseño muestral
MAS es
V (t̂Y ) = w1
2 V (t̂1) + w2
2 V (t̂2) + 2w1w2Cov(t̂1, t̂2), (2.27)
donde















Cov(t̂1, t̂2) = 0. (2.30)
Ahora, con el fin de conseguir que el estimador propuesto en (2.24) tenga mı́nima varianza,
se proponen w1 y K óptimos para un diseño muestral MAS.






















2.2.2.2. Caso 2: Diseño muestral Poisson
El diseño muestral Poisson se aplica tanto para la primera ocasión como para la segunda.
Para un diseño de muestreo Poisson, las probabilidades de inclusión de primer, de segundo
orden y la covarianza de las variables indicadoras están dadas por




πk para k 6= l
πkπl en otro caso
∆kl =
{
0 para k 6= l
πk(1− πk) para k = l.
(2.33)
Considerando las expresiones dadas en (2.33), se propone en el corolario (3) la varianza
del estimador (2.7).
Corolario 3. La varianza del estimador (2.7) bajo un diseño muestral de Poisson esta
dada por
V (t̂Y ) = w1
2 V (t̂1) + w2
2 V (t̂2) + 2w1w2Cov(t̂1, t̂2), (2.34)
donde,



















































Cov(t̂1, t̂2) = −B22NE2TCIH(Yk). (2.37)
Reemplazando las expresiones (2.33) en (2.21), el valor de K que minimiza la varianza del














































Finalmente, para conseguir el valor w1 óptimo para el estimador (2.7) bajo un diseño
muestral Poisson, se reemplazan las ecuaciones (2.35), (2.36) y (2.37) en la expresión
(2.22).
2.3. Metodoloǵıa con ausencia de respuesta
Figura 2.1. Estructura de no respuesta.
Aunque la técnica de conteo de ı́tem propuesta en este trabajo intenta minimizar el efecto
de no respuesta, debido a que la caracteŕıstica que se pretende analizar es de naturaleza
sensible, es posible que, por encima de todos los esfuerzos realizados, incluyendo la sensibi-
lización de los encuestados, se presente ausencia de respuesta de algunos individuos. Es por
eso que, en esta sección, se presenta una propuesta de estimación del total de individuos
con la caracteŕıstica sensible en la segunda ocasión, asumiendo ausencia de respuesta.
Para este enfoque, se supone que el subconjunto de respondientes efectivos y el de no
respondientes (Ver figura 2.1) tienen la misma estructura de probabilidad y que la decisión
del encuestado de responder o no responder es aleatoria. Teniendo en cuenta el modelo
para ajuste de no respuesta descrito en la subsección 1.5.2 y la metodoloǵıa propuesta
en la sección 2.2, la muestra objetivo corresponde a la muestra de la primera fase y el
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subconjunto de respondientes efectivos a la submuestra de la segunda fase. Särndal et al.
(1992, pág. 576) indica que para llevar a cabo este enfoque, se debe partir del supuesto
que la distribución de respuesta es conocida.
2.3.1. Notación complementaria
Figura 2.2. Muestreo en dos ocasiones con ausencia de respuesta.
Adicional a la notación utilizada en la sección 2.1, a continuación se describe la notación
complementaria para el desarrollo de la sección.
p∗a(·|sa): Diseño muestral de la muestra de respondientes efectivos obtenida en la primera
ocasión.
p∗m(·|sm): Diseño muestral de la muestra traslapada de respondientes efectivos extráıda de
sa en la segunda ocasión.
p∗u(·|su): Diseño muestral de la muestra no traslapada de respondientes efectivos extráıda
de sca en la segunda ocasión.
πk∗|sa : Probabilidad de inclusión de primer orden asociada al diseño de muestreo p
∗
a(·|sa).
πk|sm : Probabilidad de inclusión de primer orden asociada al diseño de muestreo p
∗
m(·|sm).
πk|su : Probabilidad de inclusión de primer orden asociada al diseño de muestreo p
∗
u(·|su).
ma: Subconjunto de respondientes efectivos en la muestra sa.
mm: Subconjunto de respondientes efectivos en la muestra sm.
mu: Subconjunto de respondientes efectivos en la muestra su.
n∗a: Número de respondientes efectivos en la muestra sa
n∗m: Número de respondientes efectivos en la muestra sm
n∗u: Número de respondientes efectivos en la muestra su
La gráfica 2.2 muestra el esquema de muestreo en dos ocasiones asumiendo ausencia de
respuesta en ambas ocasiones de medición.
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2.3.2. Estimación del total en la segunda ocasión asumiendo ausencia de
respuesta en las dos ocasiones
Análogamente, como se trabajó en la subsección 2.2.1, se propone (2.39) como un es-
timador para el total de individuos con la caracteŕıstica sensible en la segunda ocasión
asumiendo ausencia de respuesta en las dos ocasiones



























D̂k = B2Yk −B1Ẑk.
















Usando la información de la muestra no traslapada recolectada en la segunda ocasión, se
propone (2.41) también como un estimador para el total de individuos con la caracteŕıstica
sensible en la segunda ocasión










Por combinación lineal y usando los resultados (2.40) y (2.41), se obtiene (2.42) como
un estimador compuesto para el total de individuos con la caracteŕıstica sensible en la
segunda ocasión
t̂RY = ψ1t̂R1 + ψ2t̂R2, (2.42)
con ψ1 y ψ2 constantes no negativas tal que ψ1 + ψ2 = 1
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Con el fin de determinar el insesgamiento del estimador compuesto dado en la ecuación
(2.42), se procede al calculo del valor esperado del estimador, obteniendo la proposición
5.
Proposición 5. El valor esperado del estimador compuesto (2.42) está dado por:
E(t̂RY ) = E(ψ1t̂R1 + ψ2t̂R2) = Nτ2. (2.43)
Demostración. Véase apéndice A.5
El estimador propuesto en (2.42) puede ser usado como un estimador insesgado para el
total de individuos con la caracteŕıstica sensible en la segunda ocasión, asumiendo ausencia
de respuesta en las dos ocasiones.
Para el caso de los respondientes efectivos de la muestra traslapadamm se pueden presentar
los siguientes tres casos: (ver figura 2.2)
1. Todos los individuos de la muestra mm pertenecieron a la muestra ma.
2. Algunos de los individuos de la muestra mm pertenecieron a la muestra ma.
3. Ninguno de los individuos de la muestra mm pertenecieron a la muestra ma.
Considerando que se deben calcular los valores Dk = B2Yk − B1Zk, es necesario contar
con los valores Zk y Yk de los individuos en la muestra mm. Teniendo en cuenta que
en los casos 2 y 3 esto no se cumple, se recomienda utilizar un método de impu-
tación denotado por IMP con el fin de estimar los valores Zk necesarios. Sin embargo,
dado el alcance de este trabajo, no se propone un método especifico, solo se deja formulado.
Proposición 6. La varianza del estimador compuesto (2.42) está dada por:
V (t̂RY ) = V (ψ1t̂R1 + ψ2t̂R2)
= ψ21V (t̂R1) + ψ
2
2V (t̂R2) + 2ψ1ψ2Cov(t̂R1, t̂R2).
(2.44)




































































































































Demostración. Véase apéndice A.6
Ahora, se necesita conocer el valor de K que minimiza la expresión (2.45). Utilizando la
técnica de optimización descrita en la página 22 se obtiene la proposición 7.














































































































Demostración. Véase apéndice A.7
De la misma forma que se determinó w1 en (2.22), el valor ψ1 que minimiza la varianza
en (2.44) es:
ψ1 =
V (t̂R2)− Cov(t̂R1, t̂R2)
V (t̂R1) + V (t̂R2)− 2Cov(t̂R1, t̂R2)
. (2.49)
2.3.3. Caso 3: Diseño de muestreo aleatorio simple (MAS) con ausencia
de respuesta
Con el fin de hacer uso práctico de los estimadores propuestos en la subsección 2.3.2, se
mostrarán los resultados obtenidos para dichos estimadores bajo un diseño de muestreo
aleatorio simple (MAS) en las dos ocasiones.
Teniendo en cuenta las probabilidades de inclusión de primer y segundo orden y la cova-
rianza de las variables indicadoras para un diseño MAS dadas en las ecuaciones (2.23), se
reescribirán las expresiones dadas en (2.40), (2.41), (2.42), (2.45), (2.46), (2.44) y (2.47),
obteniendo los corolarios 4 y 5.
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Corolario 4. Un estimador para el total de individuos con la caracteŕıstica sensible en la
segunda ocasión bajo un diseño muestral MAS es
t̂RY = ψ1t̂R1 + ψ2t̂R2, (2.50)
donde
t̂R1 = N



























Corolario 5. La varianza del estimador propuesto en (2.50) esta dada por
V (t̂RY ) = ψ1
2 V (t̂R1) + ψ2
2 V (t̂R2) + 2ψ1ψ2Cov(t̂R1, t̂R2), (2.53)
donde

















Cov(t̂1, t̂2) = 0. (2.56)
Ahora, con el fin de conseguir que el estimador propuesto en (2.50) tenga mı́nima varianza,
se proponen ψ1 y K óptimos para un diseño muestral MAS.
Reemplazando los resultados obtenidos (2.54), (2.55) y (2.56) en (2.49) se obtiene




























2.3.4. Caso 4: Diseño muestral Poisson con ausencia de respuesta
A fin de hacer uso práctico de los estimadores propuestos en la subsección 2.3.2, se presen-
tan los resultados obtenidos para dichos estimadores bajo un diseño de muestreo Poisson
en las dos ocasiones.
A partir de las probabilidades de inclusión de primer y segundo orden y la covarianza de
las variables indicadoras para un diseño Poisson dadas en las ecuaciones (2.33), se propone
en el corolario 6 la varianza del estimador (2.42).
Corolario 6. La varianza del estimador (2.42) bajo un diseño muestral de Poisson esta
dada por
V (t̂RY ) = V (ψ1t̂R1 + ψ2t̂R2)
= ψ21V (t̂R1) + ψ
2
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Cov(t̂1, t̂2) = −B22NE2TCIH(Yk). (2.62)
Reemplazando las expresiones (2.33) en (2.48), el valor de K que minimiza la varianza









































































































Este caṕıtulo se divide en dos secciones, la primera sección muestra los resultados obtenidos a
través de simulación computacional en el paquete R del comportamiento de los estimadores para
el total de individuos con la caracteŕıstica sensible en la segunda ocasión, con ausencia y sin
ausencia de respuesta, propuestos en el caṕıtulo 2. La segunda sección presenta una aplicación
de la metodoloǵıa propuesta que pretende estimar el total de estudiantes matriculados en primer
semestre, que cometen fraude en exámenes, en una universidad privada de Bogotá.
3.1. Simulación
El tamaño de población que se considera para este ejercicio es N = 400. Se estudiará el compor-
tamiento de los estimadores (2.7) y (2.42) en 9 escenarios, donde las proporciones de individuos
con la caracteŕıstica sensible en la primera y segunda ocasión (τ1 y τ2) vaŕıan como lo muestra la
figura 3.1.






Los tamaños de muestra na alternan en una secuencia de 20, comenzando en 10 y terminando
en 190. El tamaño de la muestra en la primera ocasión na es igual al tamaño de la muestra
no traslapada en la segunda ocasión nu. Cada escenario varia con dos diferentes porcentajes de
traslape que determinarán el tamaño de la muestra pareada en la segunda ocasión. Los porcentajes
de traslape que se utilizaron fueron de 20 % y 80 %. La proporción traslapada se denota con Γ.
3.1.1. Diseño MAS
Para llevar a cabo la simulación se procede con los siguientes pasos:
1. Se fijan los valores θj y λg con J = 4 y G = 4.
36
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2. Utilizando los valores τ1 y τ2 dados en cada escenario de simulación (Ver tabla 3.1) y los
valores θj y λg definidos en el paso 1, se calculan los valores esperados y las varianzas para
Zk, Yk y Dk con respecto a TCIH, dadas en las ecuaciones (2.8), (2.10), (2.11), (2.12), (2.13)
y (2.15) respectivamente; además se realiza el cálculo de la covarianza entre Zk y Yk dada
en la ecuación (2.14).
3. Utilizando las probabilidades de inclusión de un diseño MAS dadas en la ecuación (2.23) y
los valores obtenidos en el paso 1, se calcula el valor de K dado en (2.32) que optimiza la
varianza (2.28) , las ponderaciones w1 y w2 que tienen t̂1 y t̂2 en t̂Y dadas en (2.31) y la
varianza teórica del estimador compuesto V ar(t̂Y ) dada en (2.27).
4. Disponiendo de los valores obtenidos en el paso 2, se crea una matriz para cada escenario, de
tamaño N × (J +G), que representa las respuestas de todos los individuos de la población
para la primera y segunda ocasión y se calculan los valores Zk, Yk y Dk dados en la sección
2.1.
5. Usando la función Sample de R se toma una muestra sa de N , una muestra pareada sm
de sa y se calcula el estimador de regresión (2.25), después se extrae una muestra su de s
c
a
y se calcula el estimador (2.26), con los anteriores resultados y utilizando los valores w1 y
w2 = 1− w1 evaluados en el paso 3 se calcula el estimador compuesto (2.24).
6. El paso 5 se repite 10 000 veces y se calcula la media aritmética del estimador (2.24) obtenido
en cada iteración, con los resultados se evalúa el sesgo, el sesgo relativo, el error cuadrático
medio, el aporte del sesgo al error cuadrático medio y el coeficiente de variación del estimador
dados en (1.1), (1.2), (1.3), (1.4) y (1.5) respectivamente.
Los resultados de la simulación descrita anteriormente, para tres casos evaluados (casos de la dia-
gonal τ1 = τ2 en la tabla 3.1), se pueden apreciar en las tablas 3.2, 3.3 y 3.4, algunas observaciones
son:
• En ninguno de los resultados obtenidos el sesgo relativo RB(t̂Y ) es mayor al 0.1 %, lo que
deja suponer que el estimador es aproximadamente insesgado, y por tanto resulta acorde con
lo probado en A.2.
• El aporte del sesgo al error cuadrático medio ξ(t̂Y ) es aproximadamente cero para todos los
tamaños de na en los tres casos escogidos.
• La varianza V (t̂Y ) y, por lo tanto, el ECM(t̂Y ) disminuyen conforme el tamaño de muestra
na aumenta.
Tabla 3.2. Resultado de simulación caso MAS con: τ1 = 0.25 τ2 = 0.25 Γ = 0.5
na nm nu t̂Ksa t̂Dsm t̂1 t̂2 t̂Y V (t̂Y ) B(t̂Y ) ECM(t̂Y ) RB(t̂Y ) ξ(t̂Y ) CV
10 5 5 31.27 69.49 100.76 99.44 100.16 4710.24 0.161 4710.261 0.0016 5.5e-06 0.685
30 15 15 31.28 69.43 100.71 100.75 100.73 1570.08 0.727 1570.607 0.0073 3.4e-04 0.393
50 25 25 31.23 69.18 100.41 100.41 100.41 942.05 0.412 942.217 0.0041 1.8e-04 0.306
70 35 35 31.28 69.25 100.53 100.3 100.42 672.89 0.425 673.071 0.0042 2.7e-04 0.258
90 45 45 31.22 69.04 100.27 100.56 100.4 523.36 0.403 523.522 4e-03 3.1e-04 0.228
110 55 55 31.22 69.08 100.31 100.4 100.35 428.2 0.349 428.325 0.0035 2.8e-04 0.206
130 65 65 31.24 69.16 100.4 100.44 100.42 362.33 0.419 362.502 0.0042 4.8e-04 0.19
150 75 75 31.25 69.21 100.46 100.49 100.48 314.02 0.476 314.242 0.0048 7.2e-04 0.176
170 85 85 31.23 69.16 100.39 100.37 100.38 277.07 0.384 277.220 0.0038 5.3e-04 0.166
190 95 95 31.2 69.04 100.24 100.6 100.41 247.91 0.406 248.072 0.0041 6.6e-04 0.157
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Tabla 3.3. Resultado de simulación caso MAS con: τ1 = 0.5 τ2 = 0.5 Γ = 0.5
na nm nu t̂Ksa t̂Dsm t̂1 t̂2 t̂Y V (t̂Y ) B(t̂Y ) ECM(t̂Y ) RB(t̂Y ) ξ(t̂Y ) CV
10 5 5 74.98 125.79 200.76 200.03 200.44 4760.95 0.442 4761.142 0.0022 4.1e-05 0.344
30 15 15 74.72 124.78 199.5 200.05 199.74 1586.98 -0.26 1587.049 -0.0013 4.2e-05 0.199
50 25 25 74.9 125.01 199.91 200.43 200.14 952.19 0.138 952.208 6.9e-04 2e-05 0.154
70 35 35 74.8 125.09 199.9 200.34 200.09 680.14 0.092 680.144 4.6e-04 1.3e-05 0.13
90 45 45 74.83 125.2 200.03 199.96 200 528.99 -3e-03 528.994 -1.3e-05 1.3e-08 0.115
110 55 55 74.78 124.97 199.75 200.11 199.91 432.81 -0.095 432.822 -4.7e-04 2.1e-05 0.104
130 65 65 74.81 124.93 199.73 200.16 199.92 366.23 -0.082 366.233 -4.1e-04 1.8e-05 0.0957
150 75 75 74.82 125.12 199.94 200.1 200.01 317.4 9e-03 317.396 4.3e-05 2.4e-07 0.0891
170 85 85 74.91 125.2 200.11 200 200.06 280.06 0.062 280.059 3.1e-04 1.4e-05 0.0836
190 95 95 74.85 125.1 199.95 200.07 200 250.58 4e-03 250.576 2.2e-05 7.4e-08 0.0791
Tabla 3.4. Resultado de simulación caso MAS con: τ1 = 0.75 τ2 = 0.75 Γ = 0.5
na nm nu t̂Ksa t̂Dsm t̂1 t̂2 t̂Y V (t̂Y ) B(t̂Y ) ECM(t̂Y ) RB(t̂Y ) ξ(t̂Y ) CV
10 5 5 93.73 206.25 299.98 300.41 300.18 3413.58 0.18 3413.608 6e-04 9.5e-06 0.195
30 15 15 93.68 206.97 300.65 300.54 300.6 1137.86 0.596 1138.214 2e-03 3.1e-04 0.112
50 25 25 93.66 206.76 300.41 300.65 300.52 682.72 0.524 682.990 0.0017 4e-04 0.087
70 35 35 93.67 206.48 300.15 300.39 300.26 487.65 0.262 487.723 8.7e-04 1.4e-04 0.0736
90 45 45 93.68 206.51 300.19 300.67 300.41 379.29 0.412 379.456 0.0014 4.5e-04 0.0648
110 55 55 93.7 206.86 300.57 300.52 300.54 310.33 0.543 310.620 0.0018 9.5e-04 0.0586
130 65 65 93.68 206.84 300.52 300.5 300.51 262.58 0.515 262.848 0.0017 1e-03 0.0539
150 75 75 93.68 206.86 300.53 300.25 300.4 227.57 0.401 227.732 0.0013 7e-04 0.0502
170 85 85 93.67 206.89 300.56 300.41 300.49 200.8 0.492 201.040 0.0016 0.0012 0.0472
190 95 95 93.67 206.83 300.49 300.38 300.44 179.66 0.442 179.857 0.0015 0.0011 0.0446
Para cada uno de los 9 escenarios se estudia el comportamiento del coeficiente de variación (CV)
con respecto a los tamaños de muestra en la primera ocasión (na). Los resultados se pueden apreciar
en la figura 3.1, encontrando que:
• El CV disminuye a medida que el tamaño de muestra na aumenta, en otras palabras, la
relación que existe entre el CV y na es inversa.
• La figura 3.1 evidencia que no hay diferencia apreciable entre un traslape pequeño de 20 %
y uno grande de 80 %.
• Se aprecia que un aumento de τ1 en el escenario de simulación, no afecta considerablemente
el CV.
• A medida que aumenta τ2 el coeficiente de variación disminuye, en otras palabras, la calidad
estad́ıstica de la estimación es más precisa si la proporción de individuos con la caracteŕıstica
sensible en la segunda ocasión es mayor.


















































































Figura 3.1. Relación entre el tamaño de muestra (na) y el coeficiente de variación de t̂Y (CV )
para un diseño MAS. Γ = 0.2 (ĺınea sólida) y Γ = 0.8 (ĺınea punteada).
3.1.2. Diseño Poisson
Con el fin de realizar la simulación para un diseño Poisson se ejecutaron los siguientes pasos:
1. Se realizan los pasos 1 y 2 de la subsección 3.1.1.
2. Para determinar las probabilidades de inclusión, se divide la población en dos subconjuntos,
a uno se le asigna un πk = p y al otro un πk = 1.5p, estos dependerán del tamaño de muestra
na esperado.
3. Dado que la varianza V (t̂Y ) dada en (2.34) depende de la información recogida en las mues-
tras sa, sm y su, se estima de forma computacional, tomando la mayor cantidad de muestras
posibles dentro de la población y calculando su esperanza.
4. Usando las probabilidades de inclusión descritas en el paso 2 que determinaron un valor
esperado de tamaño de muestra en sa, sm y su, se procede a calcular el valor K y w1
óptimos dados en (2.38) y (2.22).
5. Se ejecuta el paso 4 de la subsección 3.1.1.
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6. Usando el paquete TeachingSampling de R, se extrae una muestra sa de N , una muestra
pareada sm de sa y se calcula el estimador (2.5). Después, se extrae una muestra su de
sca y se calcula el estimador (2.6), con los resultados obtenidos y usando los valores w1 y
w2 = 1− w1 evaluados en el paso 3 se procede a calcular el estimador compuesto (2.7).
7. El paso anterior se ejecuta 1 000 veces y se calcula la media aritmética del estimador (2.7)
obtenido en cada realización, con los resultados se evalúan el sesgo, el sesgo relativo, el error
cuadrático medio, el aporte del sesgo al error cuadrático medio y el coeficiente de variación
del estimador dados en (1.1), (1.2), (1.3), (1.4) y (1.5) respectivamente.
Tabla 3.5. Resultado de simulación caso POISSON con: τ1 = 0.25 τ2 = 0.25 Γ = 0.5
na nm nu t̂Ksa t̂Dsm t̂1 t̂2 t̂Y V (t̂Y ) B(t̂Y ) ECM(t̂Y ) RB(t̂Y ) ξ(t̂Y ) CV
10 5 5 76.218 19.532 95.75 98.151 96.704 18305.476 -3.296 18316.338 -0.033 5.93e-04 1.4
30 15 15 79.983 24.733 104.716 91.168 99.378 5952.072 -0.622 5952.459 -0.00622 6.5e-05 0.776
50 25 25 80.339 15.448 95.787 101.879 98.251 3580.629 -1.749 3583.687 -0.0175 8.53e-04 0.609
70 35 35 81.365 21.329 102.694 95.513 99.868 2410.553 -0.132 2410.570 -0.00132 7.23e-06 0.492
90 45 45 79.38 21.281 100.661 101.906 101.156 1837.212 1.156 1838.548 0.0116 7.27e-04 0.424
110 55 55 81.131 19.515 100.646 103.246 101.668 1480.503 1.668 1483.283 0.0167 0.00187 0.378
130 65 65 80.151 21.424 101.575 98.502 100.421 1199.998 0.421 1200.175 0.00421 1.48e-04 0.345
150 75 75 80.148 19.647 99.795 101.905 100.604 1026.357 0.604 1026.722 0.00604 3.56e-04 0.318
170 85 85 80.822 19.068 99.89 93.901 97.641 885.21 -2.359 890.777 -0.0236 0.00625 0.305
190 95 95 80.199 20.903 101.102 99.894 100.649 779.876 0.649 780.297 0.00649 5.39e-04 0.277
Tabla 3.6. Resultado de simulación caso POISSON con: τ1 = 0.5 τ2 = 0.5 Γ = 0.5
na nm nu t̂Ksa t̂Dsm t̂1 t̂2 t̂Y V (t̂Y ) B(t̂Y ) ECM(t̂Y ) RB(t̂Y ) ξ(t̂Y ) CV
10 5 5 175.795 21.839 197.633 201.757 199.208 25012.77 -0.792 25013.398 -0.00396 2.51e-05 0.794
30 15 15 159.923 34.915 194.838 204.42 198.426 7958.682 -1.574 7961.158 -0.00787 3.11e-04 0.45
50 25 25 163.453 37.956 201.409 202.927 201.971 4645.105 1.971 4648.991 0.00986 8.36e-04 0.337
70 35 35 164.048 35.409 199.457 201.422 200.186 3213.343 0.186 3213.378 9.32e-04 1.08e-05 0.283
90 45 45 170.383 32.146 202.529 197.924 200.835 2428.976 0.835 2429.674 0.00418 2.87e-04 0.245
110 55 55 163.274 35.144 198.417 201.612 199.552 1924.397 -0.448 1924.597 -0.00224 1.04e-04 0.22
130 65 65 166.924 34.807 201.73 197.002 200.087 1573.424 0.087 1573.432 4.33e-04 4.77e-06 0.198
150 75 75 164.393 38.05 202.443 196.355 200.315 1317.215 0.315 1317.314 0.00157 7.52e-05 0.181
170 85 85 164.298 32.891 197.189 202.607 199.056 1136.065 -0.944 1136.956 -0.00472 7.84e-04 0.169
190 95 95 162.862 34.786 197.648 201.054 198.807 973.205 -1.193 974.627 -0.00596 0.00146 0.157
Tabla 3.7. Resultado de simulación caso POISSON con: τ1 = 0.75 τ2 = 0.75 Γ = 0.5
na nm nu t̂Ksa t̂Dsm t̂1 t̂2 t̂Y V (t̂Y ) B(t̂Y ) ECM(t̂Y ) RB(t̂Y ) ξ(t̂Y ) CV
10 5 5 276.149 31.015 307.164 288.781 300.424 30898.494 0.424 30898.673 0.00141 5.81e-06 0.585
30 15 15 269.223 37.402 306.626 299.468 304.022 10083.541 4.022 10099.714 0.0134 0.0016 0.33
50 25 25 252.838 46.536 299.375 294.421 297.6 5723.56 -2.4 5729.319 -8e-03 0.00101 0.254
70 35 35 251.238 42.137 293.375 302.217 296.554 3987.932 -3.446 3999.809 -0.0115 0.00297 0.213
90 45 45 260.179 39.834 300.013 310.668 303.698 2989.036 3.698 3002.711 0.0123 0.00455 0.18
110 55 55 263.215 37.682 300.897 305.683 302.547 2361.36 2.547 2367.847 0.00849 0.00274 0.161
130 65 65 260.966 39.802 300.768 297.744 299.729 1897.308 -0.271 1897.381 -9.02e-04 3.86e-05 0.145
150 75 75 258.014 44.875 302.889 306.179 303.949 1572.112 3.949 1587.706 0.0132 0.00982 0.13
170 85 85 259.944 41.616 301.559 299.886 301.031 1339.494 1.031 1340.556 0.00344 7.92e-04 0.122
190 95 95 259.552 40.629 300.181 300.02 300.133 1137.6 0.133 1137.618 4.44e-04 1.56e-05 0.112
Los resultados de la simulación descrita anteriormente, para tres diferentes casos (casos de la
diagonal en la tabla 3.1), se pueden observar en las tablas 3.5, 3.6 y 3.7; algunas conclusiones son:
• Los sesgos relativos producidos por el diseño Poisson son mayores que en el diseño MAS y
no dependen del tamaño de muestra na.
• La varianza V (t̂Y ) y, por ende el ECM(t̂Y ), son muy grandes en comparación con el diseño
MAS, además, aumentan conforme na disminuye.
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• Los coeficientes de variación son mayores a los obtenidos en el diseño MAS bajo las mismas
condiciones.
• Para tamaños de muestra na pequeños, la simulación arrojó coeficientes de variación muy
altos.
• En los escenarios donde τ1 = 0.25, los coeficientes de variación no alcanzaron a ser menores
de 0.2 para ningún tamaño de muestra na evaluado.




























































































Figura 3.2. Relación entre el tamaño de muestra (na) y el coeficiente de variación de t̂Y (CV )
para un diseño Poisson. Γ = 0.2 (ĺınea sólida) y Γ = 0.8 (ĺınea punteada).
Se estudia el comportamiento del coeficiente de variación (CV) con respecto a los tamaños de
muestra en la primera ocasión (na) en los escenarios dados. Los resultados se pueden apreciar en
la figura 3.2; algunas observaciones son:
• Es apreciable la diferencia en el coeficiente de variación entre un traslape de 20 % y uno de
80 %, en comparación con el caso MAS.
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• Para todos los casos en que τ2 = 0.25, el coeficiente de variación fue superior a 0.2, por lo
tanto, la escala del CV en la gráfica 3.2 se amplia hasta 0.5.
• Conforme el tamaño de muestra na aumenta, el coeficiente de variación es más pequeño.
• Comparado con el diseño MAS, el diseño Poisson tiene menor grado de aproximación de la
caracteŕıstica que se pretende estimar.
3.1.3. Diseño MAS con ausencia de respuesta
Para el caso de la simulación del diseño MAS bajo el escenario de ausencia de respuesta se de-
ben tener en consideración las submuestras de respondientes efectivos tal como se describe en la
subsección 1.5.2.
Con el fin de mostrar el comportamiento del estimador (2.50) y su varianza (2.53), se tendrán en
cuenta dos posibles porcentajes de ausencia de respuesta 10 % y 20 %.
El algoritmo de simulación tiene los siguientes pasos:
1. Se repiten los pasos 1 y 2 dados en la subsección 3.1.1.
2. Valiéndose de las probabilidades de inclusión de un diseño MAS dadas en (2.23) y los valores
θj y λg calculados previamente, se calcula el valor K que optimiza la varianza del estimador
(2.54) dada en (2.48), las ponderaciones ψ1 y ψ2 = 1 − ψ1 en t̂RY dadas en (2.57) y la
varianza teórica del estimador compuesto V ar(t̂RY ) dada en (2.53).
3. Se repite el paso 4 de la subsección 3.1.1.
4. Usando la función Sample de R se toma una muestra ma de sa, una muestra pareada mm de
sm y se calcula el estimador (2.51), de seguido se extrae una muestra mu de su y se calcula
el estimador (2.52), con los anteriores resultados y utilizando los valores ψ1 y ψ2 = 1 − ψ1
evaluados en el paso anterior se calcula el estimador (2.50).
5. Finalmente, el anterior procedimiento se realiza 10 000 veces y se calcula la media aritmética
del estimador (2.50) obtenido en cada iteración, con los resultados se evalúan el sesgo, el
sesgo relativo, el error cuadrático medio, el aporte del sesgo al error cuadrático medio y el
coeficiente de variación del estimador dados en (1.1), (1.2), (1.3), (1.4) y (1.5) respectiva-
mente.
En la figura 3.3 se aprecian los resultados de la simulación, obteniéndose que:
• A medida que crece la proporción de ausencia de respuesta, aumenta el coeficiente de varia-
ción, se puede interpretar que si el subconjunto de no respondientes se amplia, las estima-
ciones serán menos precisas.
• Cuando el tamaño de muestra na aumenta, el CV para los porcentajes de ausencia de
respuesta del 10 % y 20 % en apariencia tienden a ser aproximadamente iguales.


















































































Figura 3.3. Relación entre el tamaño de muestra (na) y el coeficiente de variación de t̂Y (CV )
para un diseño MAS con ausencia de respuesta.
——— %NR = 0 %, - - - - - %NR = 10 %, · - · - · %NR = 20 %.
3.1.4. Diseño Poisson con ausencia de respuesta
De igual forma que en el caso estudiado anteriormente, se deben tener en cuenta las submuestras
de respondientes efectivos tal como se describe en la subsección 1.5.2.
Con el propósito de evaluar el comportamiento del estimador (2.42) y su respectiva varianza (2.59)
bajo un diseño Poisson asumiendo ausencia de respuesta, se considerarán dos posibles porcentajes
de ausencia de respuesta 10 % y 20 %.
El algoritmo para la simulación tiene los siguientes pasos:
1. Se repiten los pasos 1 y 2 en 3.1.2.
2. Teniendo en cuenta que la varianza V (t̂RY ) dada en (2.59) depende directamente de las
observaciones en las muestras sa, sm, su, ma, mm y mu, se aproxima la varianza de forma
computacional, tomando la mayor cantidad de muestras posibles bajo el diseño Poisson y
calculando la media de las varianzas calculadas en cada iteración.
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3. Utilizando las probabilidades de inclusión de un diseño Poisson dadas en (2.33) y los valores
θj y λg calculados previamente, se calcula el valor K dado en (2.63) que optimiza la varianza
del estimador (2.60), las ponderaciones ψ1 y ψ2 = 1−ψ1 en t̂RY dadas en (2.42) y la varianza
teórica del estimador compuesto V ar(t̂RY ) dada en (2.59).
4. Usando los valores obtenidos en el paso 1, se crea una matriz para cada escenario, de tamaño
N × (J + G), que representa las respuestas de todos los individuos de la probación para la
primera y segunda ocasión y se calculan los valores Zk, Yk y Dk dados en la sección 2.1.
5. Usando el paquete TeachingSampling de R, se extrae una muestra sa de N , una muestra
pareada sm de sa bajo un diseño Poisson y utilizando la función Sample de R se toma una
muestra ma de sa y una muestra mm de sm bajo un diseño MAS y se calcula el estimador
(2.40). Después, con el paquete paquete TeachingSampling de R se extrae una muestra su de
sca bajo un diseño Poisson y una muestra mu de su con la función Sample de R y se calcula
el estimador (2.41), con los resultados obtenidos y usando los valores ψ1 y ψ2 = 1 − ψ1
evaluados en el paso 3 se procede a calcular el estimador compuesto dado en (2.42).
6. El paso anterior se ejecuta 1 000 veces y se calcula la media aritmética del estimador (2.42)
obtenido en cada iteración del paso anterior, con los resultados se evalúan el sesgo, el sesgo re-
lativo, el error cuadrático medio, el aporte del sesgo al error cuadrático medio y el coeficiente
de variación del estimador dados en (1.1), (1.2), (1.3), (1.4) y (1.5), respectivamente.
Algunas apreciaciones a partir de la figura 3.4 son:
• Para el escenario donde τ2 = 0.25, el CV es mayor que 0.5 para todos los valores de na en
la simulación.
• Conforme la proporción de ausencia de respuesta aumenta también lo hace el coeficiente
variación.
• A medida que τ1 aumenta, las diferencias en el CV para los tres casos estudiados se hacen
en apariencia más grandes.



























































































Figura 3.4. Relación entre el tamaño de muestra (na) y el coeficiente de variación(CV) de t̂Y
(CV ) para un diseño Poisson con ausencia de respuesta.
——— %NR = 0 %, - - - - - %NR = 10 %, · - · - · %NR = 20 %.
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3.2. Aplicación
Las instituciones de educación superior tienen como compromiso fundamental formar integralmente
a los estudiantes para un excelente desarrollo del ejercicio profesional de manera responsable y ético,
es por esto que prácticas no deseables como el fraude académico debe ser un asunto para tener en
cuenta en las poĺıticas institucionales de cada establecimiento educativo.
Según Martinez et al. (2015), el fraude académico es un comportamiento iĺıcito que el estudiante
comete en contextos evaluativos, a fin de obtener una calificación que le permita aprobar un
curso. Considerándose el fraude académico como una caracteŕıstica sensible, dado su rechazo social
y académico, esta sección muestra un ejercicio de aplicación de la metodoloǵıa propuesta en el
capitulo 2, con el fin de estimar el total de estudiantes de primer semestre que comenten fraude en
una universidad privada de Bogotá bajo un muestreo en dos ocasiones.
La universidad que se tiene en cuenta para el estudio divide cada semestre académico en 2 ciclos,
cada uno con intensidad de 9 semanas de clases. Algunas asignaturas se imparten durante todo el
semestre y otras durante un ciclo. El ejercicio se realizará teniendo en cuenta que los estudiantes
que se matriculan para primer semestre, son inscritos por orden de matŕıcula en una asignatura
transversal para todas las carreras, con duración de ciclo, en la cual desarrollan competencias de
ética y responsabilidad. Aproximadamente la mitad de los estudiantes registrados para primer
semestre son inscritos en el primer ciclo y la otra en el segundo ciclo.
La población de estudio se compone de todos los estudiantes matriculados en el primer semestre de
metodoloǵıa presencial, en cualquier programa académico ofrecido por esta universidad que tiene
inscrita la asignatura transversal para el primer ciclo del semestre.
El marco muestral esta compuesto por la información de 256 estudiantes de primer semestre ins-
critos a la asignatura transversal del ciclo 3 del segundo semestre de 2017 en cualquier programa
presencial de pregrado.








• Lugar de nacimiento




Con la información concentrada en el marco muestral se calculan las ponderaciones θj : proporción
de individuos con la caracteŕıstica no sensible j en la primera ocasión y λg: proporción de individuos
con la caracteŕıstica no sensible g en la segunda ocasión. Ver tablas 3.8 y 3.9.
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Tabla 3.8. Ponderación de las caracteŕısticas no sensibles en la ocasión 1.
θj Caracteŕıstica %
θ1 Estudiantes matriculados en algún programa de la Facultad de Humanidades 46.9
θ2 Estudiantes mayores de 18 años 70.7
θ3 Estudiantes con correo electrónico personal en el servidor de Gmail 41.0
θ4 Estudiantes nacidos en Bogotá 71.9
Tabla 3.9. Ponderación de las caracteŕısticas no sensibles en la ocasión 2.
λg Caracteŕıstica %
λ1 Estudiantes nacidos en Bogotá 71.9
λ2 Estudiantes matriculados en algún programa de la Facultad de Ingenieŕıa 25.4
λ3 Estudiantes con estrato socioeconómico 3 36.7
λ4 Estudiantes afiliados a la EPS Compensar 17.2
En el estudio se utiliza un muestreo aleatorio simple sin reemplazo, ya que se cuenta con un buen
marco de muestreo y se quiso dar a todas las unidades de la muestra una probabilidad igual de ser
elegidas. El tamaño de muestra bajo un diseño MAS sigue la siguiente ecuación:
n0 ≥
Z21−α2
P (1− P )
ε2
. (3.1)
Donde P representa la proporción esperada de individuos con la caracteŕıstica a evaluar, 1− P la
proporción complemento, Z21−α2
el percentil 1− α2 en la distribución normal estándar que establece
el nivel de confiabilidad del estudio y ε el nivel de precisión absoluto o margen de error máximo
permitido. Con el fin de maximizar el tamaño de la muestra se uso P = 0.5.










Después de calcular los tamaños de muestra y considerando una proporción de ausencia de respuesta
del 10 %, se procede a elegir a los individuos que pertenecerán a cada muestra, utilizando la función
Sample de R. En la primera ocasión se aplicará el formulario presentado en la figura 3.10 y en la
segunda ocasión el formulario presentado en la figura 3.11.
3.2.1. Método Bootstrap
El método Bootstrap, propuesto por Efron (1979), fue creado con el fin de mejorar la técnica de
Jacknife. Este es un método considerado de uso intensivo de máquina computacional, empleado en
el remuestreo con sustitución para obtener un gran número de remuestras que sirven como base de
estimación. Bootstrap permite efectuar aproximaciones a las propiedades de un estimador cuando
no se cuenta con expresiones anaĺıticas.
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Los pasos fundamentales para el desarrollo del algoritmo Bootstrap se muestran a continuación.
Sea θ un parámetro poblacional de interés y θ̂ un estimador de θ. Entonces, la estimación Bootstrap
de la distribución de θ̂ se obtiene aśı:
1. De la población U se toma una muestra s = {y1, y2, ..., yn} según un diseño p(s) de tamaño
(n) fijo con probabilidad de inclusión πk.
2. Para cada replica Bootstrap, indexada por b = 1, ..., B:
• Generar la muestra y∗(b) = {y∗1 , y∗2 , ..., y∗n} con reemplazo a partir de s.
• Calcular la replica b-ésima de θ̂∗(b) a partir de la b-ésima muestra Bootstrap.
3. La estimación Bootstrap de Fθ̂(.) es la distribución emṕırica de las replicas θ̂
∗(1),...,θ̂∗(b)














Para estimar el KOpt, necesario para calcular el estimador (2.25), se utiliza el método Bootstrap
presentado en la subsección anterior. La estimación obtenida se muestra en la figura 3.5.
Figura 3.5. Histograma Bootstrap para K̂Opt.
Intervalo de confianza al 95 %.
Con el valor de K estimado, conseguido en el paso anterior, se procede a calcular v́ıa Bootstrap la
estimación de t1 y t2 dadas en (2.51) y (2.52) con el fin de estimar las varianzas V (t̂R1) y V (t̂R2)
dadas en las ecuaciones (2.54) y (2.55) respectivamente. Las estimaciones conseguidas se pueden
observar en las figuras 3.6 y 3.7.
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Figura 3.6. Histograma Bootstrap para t̂1.
Intervalo de confianza al 95 %.
Figura 3.7. Histograma Bootstrap para t̂2.
Intervalo de confianza al 95 %.
3.2.2. Resultados obtenidos en el ejercicio de aplicación
Tabla 3.10. Resultados obtenidos en la aplicación
N na nm nu ma mm mu t̂Z K̂Opt ŵ1
256 171 52 78 158 45 61 18.41 0.295 0.519
t̂KSa t̂DSm t̂1 t̂2 t̂Y V̂ (t̂R1) V̂ (t̂R2) V̂ (t̂RY ) CV (t̂Y )
5.43 51.92 57.35 62.02 59.61 240.06 256.69 248.10 0.264
La tabla 3.10 muestra los resultados alcanzados en el caso de aplicación. A continuación, se exponen
observaciones preliminares sobre los resultados:
• La estimación conseguida para el total de estudiantes con la caracteŕıstica sensible en la
segunda ocasión apoyándose en la información recolectada en las dos ocasiones de medición
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es aproximadamente 60. La estimación unicamente para la primera ocasión es aproximada-
mente 18.
• Se utilizó el método de remuestreo Boostrap para estimar los valores (2.58) y (2.53), debido
a la falta de expresiones anaĺıticas para calcularlas.
• El error muestral, medido a través del coeficiente de variación, es relativamente alto, inter-
pretando aśı, que el grado de aproximación con que se estimó la caracteŕıstica es insuficiente.
Figura 3.8. Respuestas a la pregunta sobre la comprensión de la metodoloǵıa aplicada en los
formularios presentados en las figuras 3.10 y 3.11 .
Los estudiantes señalan, en su mayoŕıa, que la metodoloǵıa presentada para el estudio fue fácil de
comprender, dada la explicación al inicio de la actividad. Los porcentajes de aprobación fueron del
93 % y 91 % para la primera y segunda ocasión respectivamente, tal como se aprecia en la figura
3.8.
Con respecto a la pregunta, ¿Cree usted que la técnica utilizada asegura el anonimato de sus
respuestas?, la proporción de estudiantes que contestaron “No” fue mucho mayor en la primera
ocasión que en la segunda (Ver figura 3.9); esto se debe a que para conseguir los valores Dk =
B2Yk − B1Zk fue necesario contar con un identificador en el formulario de la primera ocasión, en
este caso se preguntó el número de identificación de los estudiantes.
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Figura 3.9. Respuestas a la pregunta sobre la confidencialidad de la técnica aplicada en los for-
mularios presentados en las figuras 3.10 y 3.11.
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No. De Cuestionario C1 





Número de identificación (I.D): _______________________________________  C2 
Grupo:  ______________  C3 
 
La presente encuesta ha sido desarrollada como parte de un proyecto de investigación, con el fin de conocer la prevalencia 
del fraude académico en exámenes de la universidad. Su información será TOTALMENTE CONFIDENCIAL y representará un 
aporte valioso al compromiso de la institución que tiene como prioridad formar integralmente a los estudiantes para un 
excelente desarrollo del ejercicio profesional de manera responsable y ética.  
 
1. A continuación, encontrará una serie de preguntas. Para la realización de este ejercicio tenga en cuenta las siguientes 
Indicaciones: 
- La respuesta es afirmativa si alguno de los enunciados de cada pregunta es verdadera (la primera, la segunda o las 
dos). 
- Diga con cuántas de ellas se identifica, es decir, cuántas de las 4 preguntas considera afirmativas, no 
mencioné ni marque con cuales. 
 
¿Se encuentra matriculado en algún programa de la Facultad de Humanidades y Ciencias 
Sociales o ha cometido fraude en exámenes de la universidad durante el presente ciclo 
académico? 
¿Es mayor de 18 años o ha cometido fraude en exámenes de la universidad durante el presente 
ciclo académico? 
¿El servidor de su correo electrónico personal es Gmail o ha cometido fraude en exámenes de 
la universidad durante el presente ciclo académico? 
¿Su lugar de nacimiento es Bogotá o ha cometido fraude en exámenes de la universidad 
durante el presente ciclo académico? 
 
Después de realizar el conteo, marque con una X su respuesta.     c4 
 
0 1 2 3 4 
 
A continuación, encontrará una serie de afirmaciones, por favor marque la respuesta que considere más 
adecuada respecto a su experiencia con la anterior pregunta.
 
2. ¿Considera que la pregunta anterior, dada la 
explicación de la metodología al inicio de la 




3. ¿Cree Usted que la técnica utilizada, asegura el 








¡Gracias por su participación! 
Figura 3.10. Formulario aplicado en la primera ocasión.
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No. De Cuestionario C1 





Número de identificación (I.D): _______________________________________  C2 
Grupo:  ______________  C3 
 
La presente encuesta ha sido desarrollada como parte de un proyecto de investigación, con el fin de conocer la prevalencia 
del fraude académico en exámenes de la universidad. Su información será TOTALMENTE CONFIDENCIAL y representará un 
aporte valioso al compromiso de la institución que tiene como prioridad formar integralmente a los estudiantes para un 
excelente desarrollo del ejercicio profesional de manera responsable y ética.  
 
1. A continuación, encontrará una serie de preguntas. Para la realización de este ejercicio tenga en cuenta las siguientes 
Indicaciones: 
- La respuesta es afirmativa si alguno de los enunciados de cada pregunta es verdadera (la primera, la segunda o las 
dos). 
- Diga con cuántas de ellas se identifica, es decir, cuántas de las 4 preguntas considera afirmativas, no 
mencioné ni marque con cuales. 
 
¿Su lugar de nacimiento es Bogotá o ha cometido fraude en exámenes de la universidad 
durante el presente ciclo académico? 
¿Se encuentra matriculado en algún programa de la Facultad de Ingeniería o ha cometido 
fraude en exámenes de la universidad durante el presente ciclo académico? 
¿Su estrato socioeconómico es 3 o ha cometido fraude en exámenes de la universidad durante 
el presente ciclo académico? 
¿La EPS a la cual se encuentra afiliado es Compensar o ha cometido fraude en exámenes de la 
universidad durante el presente ciclo académico? 
 
Después de realizar el conteo, marque con una X su respuesta.     c4 
 
0 1 2 3 4 
 
A continuación, encontrará una serie de afirmaciones, por favor marque la respuesta que considere más 
adecuada respecto a su experiencia con la anterior pregunta.
 
2. ¿Considera que la pregunta anterior, dada la 
explicación de la metodología al inicio de la 




3. ¿Cree Usted que la técnica utilizada, asegura el 









¡Gracias por su participación! 
Figura 3.11. Formulario aplicado en la segunda ocasión.
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3.2.2.1. Observaciones y sugerencias de los estudiantes encuestados
A continuación, se mostrarán algunas observaciones y recomendaciones mencionadas por los estu-
diantes en el formulario de la encuesta:
• Si fuera aśı no pediŕıan ningún tipo de información (refiriéndose al aseguramiento del ano-
nimato).
• No comprendo cómo harán para diferenciar y tabular las respuestas, allá ustedes.
• Ya que la explicación fue de manera detallada, se comprende fácil.
• Crear otra variable para poder diferenciar más fácilmente el % de personas que hayan
cometido fraude.
• No hacerlo en momentos de parcial.
• Podŕıa ser incomprensible para algunos estudiantes.
• Si alguien no ha cometido fraude no se sabŕıa quien si y quien no, ya que nadie va a afirmar
que no.
• No asegura el anonimato pues con el número de identificación se pueden saber mis datos que
a la vez preguntan (edad, ciudad, carrera).
• No van a poder diferenciar entre quien hizo fraude y las otras opciones.
• Me gustaŕıa que me dieran más información referente al tema.
• No se sabrá quien comete fraude o no.
Apéndice A
Demostraciones
A.1. Covarianza entre Zk y Yk
Con el fin de organizar la demostración, se trabajarán dos subsecciones, A.1.1 y A.1.2, en la primera
se calculará el valor esperado de α1kjα2kg y en la segunda el valor esperado de YkZk bajo la TCIH.
A.1.1. Valor esperado de α1kjα2kg
Se denota por R1 y R2 el suceso de tener la caracteŕıstica sensible en la primera y en la segunda
ocasión respectivamente, y a Qj y Qg el suceso de tener la caracteŕıstica no sensible j y g en la
primera y segunda ocasión respectivamente.
ETCIH(α1kjα2kg) = Pr((R1 ∪Qj) ∩ (R2 ∪Qg))
=Pr [R1 ∩ (R2 ∪Qg)] ∪ [Qj ∩ (R2 ∪Qg)]
=Pr((R1 ∩R2) ∪ (R1 ∩Qg) ∪ (Qj ∩R2) ∪ (Qj ∩Qg))
=Pr(R1 ∩R2) + Pr(R1 ∩Qg) + Pr(Qj ∩R2) + Pr(Qj ∩Qg)
− Pr((R1 ∩R2) ∩ (R1 ∩Qg))− Pr((R1 ∩R2) ∩ (Qj ∩R2))
− Pr((R1 ∩R2) ∩ (Qj ∩Qg))− Pr((R1 ∩Qg) ∩ (Qj ∩R2))
− Pr(R1 ∩Qg) ∩ (Qj ∩Qi)− Pr((Qj ∩R2) ∩ (Qj ∩Qg))
+ Pr((R1 ∩R2) ∩ (R1 ∩Qg) ∩ (Qj ∩R2)) + Pr((R1 ∩R2) ∩ (R1 ∩Qg) ∩ (Qj ∩Qg))
+ Pr((R1 ∩R2) ∩ (Qj ∩R2) ∩ (Qj ∩Qg)) + Pr((R1 ∩Qg) ∩ (Qj ∩R2) ∩ (Qj ∩Qg))
− Pr((R1 ∩R2) ∩ (R1 ∩Qg) ∩ (Qj ∩R2) ∩ (Qj ∩Qg))
=τ1τ2|1 + τ1λg + τ2θj + θjλg − τ1τ2|1λg − τ1τ2|1θj
− τ1τ2|1θjλg − τ1τ2|1θjλg − τ1θjλg − τ2θjλg + τ1τ2|1θjλg
+ τ1τ2|1θjλg + τ1τ2|1θjλg + τ1τ2|1θjλg − τ1τ2|1θjλg
=τ1τ2|1 + τ1λg + τ2θj + θjλg − τ1τ2|1λg − τ1τ2|1θj − τ1θjλg − τ2θjλg
+ τ1τ2|1θjλg
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=λg(τ1 + θj − τ1θj) + τ1τ2|1(1− λg − θj + θjλg) + τ2 θj(1− λg)
=τ1τ2|1(1− λg)(1− θj) + λg(τ1 + θj − τ1θj) + τ2 θj(1− λg).
A.1.2. Valor esperado de YkZk bajo la TCIH




















τ1 τ2|1(1− λg)(1− θj) + λg(τ1 + θj − τ1θj) + τ2θj(1− λg)
]
.
Teniendo en cuenta los resultados de los cálculos anteriores, la covarianza entre Yk y Zk condicio-












(τ2 + λg − τ2λg)
J∑
j=1















A.2. Insesgamiento de t̂y = w1t̂1 + w2t̂2
La demostración de dividirá en dos subsecciones, en la primera se calculara el valor esperado de t̂1
y en la segunda el valor esperado de t̂2, para luego, unir los resultados y calcular el valor esperado
de t̂y.
A.2.1. Valor esperado de t̂1
E(t̂1) =E(t̂ksa + t̂Dsm)
=E(t̂ksa) + E(t̂Dsm)
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E(t̂1) =NKτ1 + (Nτ2 −NKτ1)
=Nτ2.
Entonces t̂1 es un estimador insesgado para el total de individuos con la caracteŕıstica sensible en
la segunda ocasión.















































































Por lo tanto t̂2, es un estimador insesgado para el total de individuos con la caracteŕıstica
sensible en la segunda ocasión.
Por combinación lineal y dado que w1 + w2 = 1, t̂y también es un estimador insesgado para el
total de individuos con la caracteŕıstica sensible en la segunda ocasión.
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A.3. Varianza de t̂y
Para realizar la demostración se dividirá el cálculo en tres subsecciones, en la primera, se calculará
la varianza de t̂1; en la segunda, la varianza de t̂2; y en la tercera, la covarianza entre de t̂1 y t̂2.
La varianza de t̂y esta dada por
V (t̂y) =V (w1t̂1 + w2t̂2)
=w1
2 V (t̂1) + w2
2 V (t̂2) + 2w1w2 Cov(t̂1, t̂2).
A.3.1. Varianza de t̂1
Teniendo en cuenta que
V (t̂1) =V (t̂Ksa + t̂Dsm)
=V (t̂Ksa) + V (t̂Dsm) + 2Cov(t̂Ksa , t̂Dsm),
se dividirá la demostración en tres subsubsecciones, en la primera, se calculará la varianza de t̂Ksa ;
en la segunda, la varianza de t̂Dsm ; y en la tercera, la covarianza entre t̂ksa y t̂Dsm .
A.3.1.1. Varianza de t̂Ksa
V (t̂Ksa) =Vpa ETCIH(t̂Ksa) + Epa VTCIH(t̂Ksa)






































Para la segunda componente se tiene

































Entonces la varianza de t̂Ksa es
















A.3.1.2. Varianza de t̂DSm
V (t̂Dsm) = VpaEpmETCIH(t̂Dsm) + EpaVpmETCIH(t̂Dsm) + EpaEpmVTCIH(t̂Dsm)






















































Para la segunda componente se tiene







































πak πk/sa πal πl/sa
]
.
















































A.3.1.3. Covarianza entre t̂kSa y t̂DSm




































































































































































































































πak πk/sa πal πl/sa
]














































A.3.2. Varianza de t̂2
V (t̂2) = VpaEpuETCIH(t̂su) + EpaVpuETCIH(t̂su) + EpaEpuVTCIH(t̂su)
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A.3.3. Covarianza entre t̂1 y t̂2
Cov(t̂1, t̂2) =Cov(t̂Ksa + t̂Dsm , t̂su)
=Cov(t̂Ksa , t̂su) + Cov(t̂Dsm , t̂su).
La demostración se dividirá en dos subsubsecciones, en la primera, se calculará la covarianza entre
t̂Ksa y t̂su y en la segunda, la covarianza entre t̂Dsm y t̂su .
A.3.3.1. Covarianza entre t̂kSa y t̂Su
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A.3.3.2. Covarianza entre t̂DSm y t̂Su
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A.4. K óptimo que minimiza la varianza de t̂1






























































































Con el fin de minimizar la varianza, se deriva V (t̂1) con respecto a K, obteniendo













































































































A.5. Insesgamiento del estimador de t̂RY
La demostración se dividirá en dos subsecciones, en la primera, se calculará el valor esperado de
t̂R1 y en la segunda, el valor esperado de t̂R2.
A.5.1. Valor esperado de t̂R1
E(t̂R1) = E(t̂Rsa + t̂RDsm)
= E(t̂Rsa) + E(t̂RDsm)

















































































































































































































































Reuniendo las dos componentes calculadas anteriormente, se obtiene
E(t̂R1) = E(t̂Rsa + t̂RDsm)
= E(t̂Rsa) + E(t̂RDsm)
= KNτ1 + τ2N −KNτ1
= τ2N.
Por lo tanto, t̂R1 es un estimador insesgado para el total de individuos con la caracteŕıstica sensible
en la segunda ocasión, asumiendo ausencia de respuesta en las dos ocasiones.
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Entonces t̂R2 es un estimador insesgado para el total de individuos con la caracteŕıstica sensible en
la segunda ocasión y por lo tanto el estimador compuesto t̂RY será también un estimador insesgado
para tY .
A.6. Varianza de t̂Ry
Para realizar la demostración se dividirá el cálculo en tres subsecciones, en la primera, se calculará
la varianza de t̂R1; en la segunda, la varianza de t̂R2; y en la tercera, la covarianza entre de t̂R1 y
t̂R2. La varianza de t̂Ry esta dada por
V (t̂RY ) = V (w1t̂R1 + w2t̂R2)
= w21V (t̂R1) + w
2
2V (t̂R2) + 2w1w2Cov(t̂R1, t̂R2).
A.6.1. Varianza de t̂R1
Teniendo en cuenta que
V (t̂1) =V (t̂Ksa + t̂Dsm)
=V (t̂Ksa) + V (t̂Dsm) + 2Cov(t̂Ksa , t̂Dsm)
se dividirá la demostración en tres subsubsecciones, en la primera, se calculará la varianza de t̂Rsa ;
en la segunda, la varianza de t̂RDsm ; y en la tercera, la covarianza entre t̂Rsa y t̂RDsm .




































































































































A.6.1.2. Varianza de t̂RDsm



































































































































































































































































































































































































































































































































































































A.6.2. Varianza de t̂R2































































































































































































































































































































































































































































































































































































































































































































Uniendo los resultados obtenidos en la componente 1 y la componente 2, se tiene

























Finalmente, uniendo todos los resultados calculados, la varianza de t̂Ry se puede expresar como
V (t̂Ry) =w
2V (t̂R1) + w
2


































































































































































































































A.7. K óptimo que minimiza la varianza de t̂R1
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Igualando a cero, el término que minimiza la expresión es:
















































































































El desarrollo de este trabajo permitió alcanzar los objetivos planteados al inicio del documento,
obteniéndose los siguientes resultados y sugerencias.
• El principal aporte de este trabajo es la propuesta de estimación con su respectiva varianza
teórica para el total de individuos con una caracteŕıstica sensible, utilizando la técnica de
conteo de item de Hussain para dos ocasiones de medición, bajo el escenario de poblaciones
finitas basado en el diseño.
• Teniendo en cuenta la posible ausencia de respuesta en estudios por encuestas bajo la
técnica de conteo de ı́tems. Se planteó en este trabajo un método de estimación en presencia
de ausencia de respuesta.
• Vı́a simulación, se logró ilustrar el comportamiento del método de estimación propuesto y
algunas propiedades de los estimadores. Se llevó a cabo un estudio de caso, en el cual se
aplicó la metodoloǵıa propuesta.
• El estudio de simulación indica que utilizar una estrategia de muestreo con diseño Poisson
tiene menor eficiencia que un diseño MAS, ademas, el porcentaje de traslape no afecta
significativamente el coeficiente de variación.
• Los coeficientes de variación menores a 5 % se lograron cuando el diseño empleado fue
MAS, el tamaño de muestra en la primera ocasión fue superior al 35 % y la proporción de
individuos con la caracteŕıstica sensible esperada, en la primera y en la segunda ocasión,
fue superior al 70 %. Por tal motivo, se sugiere aplicar este método si se sospecha que la
proporción de individuos con la caracteŕıstica sensible es “grande”.
• A falta de un estimador para la varianza de los estimadores propuestos en este trabajo, se
recomienda utilizar el método de estimación Bootstrap descrito en la subsección 3.2.1, tal
como se utilizó en el ejercicio de aplicación.
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• Con el fin de que los encuestados comprendan perfectamente el método propuesto, se aconseja
realizar una motivación previa haciendo énfasis en dos aspectos:
1. El encuestado debe contestar cuántas de las preguntas son verdaderas mas no cuales.
2. Explicar claramente la definición de “o” como conector lógico en una proposición.
Trabajo futuro
• Proponer estimadores para las varianzas (2.17) y (2.44), también para las respectivas
covarianzas (2.20) (2.47).
• Teniendo en cuenta la dificultad que se presento para identificar a los individuos de la
muestra traslapada sm de la primera a la segunda ocasión, se plantea sugerir una estrategia
que permita sin perder el anonimato de los individuos, realizar la relación de las respuestas
entre las dos ocasiones.
• Implementar un método que permita corregir las probables estimaciones negativas que se
puedan presentar.
• Ejemplificar la metodoloǵıa y evaluar el coeficiente de variación de los estimadores propuestos
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Holbrook, A. L. & Krosnick, J. A. (2010). Social desirability bias in voter turnout reports: Tests
using the item count technique, Public Opinion Quarterly 74(1): 37–67.
87
BIBLIOGRAFÍA 88
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