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Abstract—This letter presents a new posterior Crame´r-Rao
bound (PCRB) for inertial sensors enhanced mobile positioning,
which performs hybrid data fusion of parameters including
position estimates, pedestrian step size, pedestrian heading, and
the knowledge of random walk motion model. Moreover, a non-
matrix closed form of the PCRB is derived without position
estimates. Finally, our numerical results show that when the
accuracy of step size and heading measurements is high enough,
the knowledge of random walk model becomes redundant.
Index Terms—Mobile positioning, inertial sensors, posterior
Crame´r-Rao bound (PCRB), random walk motion model.
I. INTRODUCTION
Inertial sensors enhanced mobile positioning refers to an
advanced positioning technique that has potential of improving
the accuracy through hybrid data fusion of parameters includ-
ing radio positioning based position estimates, pedestrian step
size, pedestrian heading, and the knowledge of motion models.
The key idea is to combine the merits of radio positioning
(such as satellites or mobile networks based techniques) and
the foot-mounted inertial sensors (such as accelerometer and
magnetometer) based pedestrian dead reckoning technique [1].
Radio positioning can be divided into non-cooperative and co-
operative approaches [2]-[6]. The non-cooperative approaches
only perform position-related parameter measurements be-
tween a mobile and several anchors1, while the cooperative
approaches also perform the measurements between mobiles.
One of the frequently utilized position-related parameters is
distance, which can be obtained by received signal strength
(RSS) and time-of-arrival (TOA) based ranging techniques [5]-
[7]. The pedestrian dead reckoning technique can track the
mobile position through inertial sensors, as illustrated in Fig.
1. Specifically, the pedestrian step size can be measured using
an accelerometer, and the pedestrian heading can be measured
using a magnetometer [1], [8]. The measurement is reasonably
accurate when an inertial sensors empowered mobile terminal
is put at an appropriate place such as in a trouser pocket [9].
Main shortcoming of the pedestrian dead reckoning technique
is its introducing accumulative positioning errors to next state,
which can be suppressed with the help of radio positioning
techniques [1], [8]. In addition, the knowledge of motion
models can further improve the positioning accuracy. One of
the frequently used motion model is the random walk model
[10]. The inertial sensor measurements and the knowledge
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1Anchors denote wireless devices whose positions are known.
of motion models are also known as the information from
temporal cooperation2 [4], [5].
Signal processing techniques employed for the hybrid data
fusion are often model-based non-linear filters for instance
Kalman filters or particle filters [5]. The parameters of interest
for data fusion are classified into two categories: i.e., dynamic
model (incl. motion models and inertial sensor measurements)
and measurement model (position estimates from the radio
positioning) (see [8], [11]). The former describes parameters
reflecting correlation between adjacent states, and the latter
describes parameters uncorrelated between states. An interest-
ing research problem is to find posterior Crame´r-Rao bound
(PCRB) (see [12]) of the advanced positioning technique.
Outcomes of our literature survey show that the PCRB has
been analyzed for radio positioning techniques, for instance
in [2], [3], radio positioning combined with the knowledge
of motion models [10], radio positioning combined with both
inertial sensor measurements and the knowledge of motion
model under a general framework [4]. Moreover, the PCRB of
radio positioning with either inertial sensor measurements or
the knowledge of motion model is iteratively derived in [4] for
each state by introducing the notion of carry-over information.
The recursive derivation is important since it provide insights
into the information evolution of positioning [4], [5].
Major contribution of this letter is to present a recursively
derived PCRB for the positioning technique combining radio
positioning based position estimates, inertial sensor measure-
ments, and the knowledge of random walk model, which has
not been addressed in the literature. This work is non-trivial
since previous work in [4] is not applicable to the above posi-
tioning technique, where non-linear filters have to handle more
than one dynamic models. Moreover, a non-matrix closed
form of the PCRB is derived assuming no radio positioning
based position estimates. Finally, our numerical results show
that when the accuracy of inertial sensor measurements is
high enough, the knowledge of random walk model becomes
redundant.
Notations: Throughout the letter, we define ▽a ,[
∂
∂a1
, . . . , ∂
∂aM
]T
, △a
b
, ▽b▽
T
a , p(a) the probability density
function (p.d.f.) of the random vector a, [a]i the ith element
in vector a, ⊗ the Kronecker product, Tr{·} the matrix trace.
II. SYSTEM DESCRIPTION
Fig. 1 depicts a mobile terminal (or a pedestrian) moving
in sequence to K different states step by step. The parameter
of describing the kth state is a vector θk , [xk yk]T
2Temporal cooperation denotes a mobile infers its position by sharing
information in the temporal domain [4].
2?0
d0
d1
d2
d3
d4
?1
?1
?2
?3
?4
?5
?0
?2
?3
?4
Fig. 1. Illustration of an example of the pedestrian dead reckoning: a mobile
terminal (or a pedestrian) moves in sequence to positions at 6 different states
θk (k ∈ [0, 5]) step by step. The step size (i.e., distance dk, k ∈ [0, 4]) and
the heading (i.e., angle φk, k ∈ [0, 4]) can be measured using inertial sensors.
Provided that the position at initial state θ0 is known, the positions at states
θk (k ∈ [1, 5]) can be determined, respectively.
(k ∈ [0,K − 1]), where xk and yk denote the position.
The total parameters can be collected to form a vector
θ = [θT0 , θ
T
1 , ..., θ
T
K−1]
T
. Generally, the knowledge of random
walk model can be modeled as a Gauss-Markov process [10]
θk+1 = θk + Tkwk, (1)
where Tk denotes the period between the kth and the (k+1)th
state, i.e., step duration, wk the constant speed between the
kth and the (k + 1)th state. wk are modeled as uncor-
related zero-mean Gaussian noises with covariance matrix
diag{ω2x,k ω
2
y,k}, The step size measured using an accelerom-
eter reads
dˆk = dk + vk, (2)
where
dk =
√
(xk+1 − xk)2 + (yk+1 − yk)2, (3)
vk are the measurement noises and modeled as uncorrelated
zero-mean Gaussian variables with variances σ2k [1]. dˆ is
introduced to collect dˆk, given by dˆ = [dˆ0 dˆ1 . . . dˆK−2]T .
The heading measured using a magnetometer reads [1]
φˆk = φk + nk, (4)
where
φk = tan
−1 yk+1 − yk
xk+1 − xk
, (5)
nk are uncorrelated zero-mean Gaussian variables with vari-
ances ǫ2k. φˆ is introduced to collect φˆk, given by φˆ =
[φˆ0 φˆ1 . . . φˆK−2]
T
, which is uncorrelated with dˆ. Moreover,
dˆ or φˆ is uncorrelated with wk, respectively. At each state,
the mobile terminal can obtain a radio positioning based
estimate with p.d.f p(rˆk|θk), where rˆk denote the radio
measurements of the position-related parameters. Define rˆ ,
[ˆrT0 rˆ
T
1 . . . rˆ
T
K−1]
T
. rˆk are assumed independent among states
and un-correlated with dˆ, φˆ andwk. The positioning technique
is to fuse p(rˆk|θk), the knowledge of motion model in (1), step
size measurements in (2) and heading measurements in (4).
III. ITERATIVE FORMULATION OF THE PCRB
We start the derivation of the PCRB from the joint p.d.f as
follow
p(rˆ, dˆ, φˆ, θ) =p(rˆ0|θ0)
K−2∏
k=0
p(θk+1|θk) p(dˆk|θk+1, θk)(6)
p(φˆk|θk+1, θk) p(rˆk+1|θk+1)
The PCRB of estimating θ can be expressed as
E
rˆ,dˆ,φˆ,θ
[
(θˆ − θ)(θˆ − θ)T
]
≥ J(θ)−1, (7)
where J(θ) = E
rˆ,dˆ,φˆ,θ
[− △θ
θ
ln p(rˆ, dˆ, φˆ, θ)] is the Fisher
information matrix (FIM). Then, the problem is to formulate
the information submatrix for estimating θk, which is denoted
as Jk. Once Jk is obtained, the square root of the PCRB
of estimating position at the kth state can be calculated as
Pk ,
√
Tr{[J−1k ]}.
It is found that the posterior information submatrix Jk+1
for estimating vector θk+1 obeys the recursion (see the proof
in Appendix A)
Jk+1 = Θk+1 +
[(
Q−1k +Hk
)−1
+ J−1k
]−1
, (8)
where Hk is defined in (24). Θk+1 is defined in (17), and
Qk , T
2
kdiag{ω
2
x,k ω
2
y,k}. Note that J0 = Θ0. (8) indicates
that the posterior information of the (k+1)th state is related to
the posterior information of the kth state, the radio positioning
based estimates (i.e., Θk+1), the knowledge of step size
and heading (i.e., Hk) and the knowledge of random walk
model (i.e., Q−1k ). For range-based radio positioning, Θk
(k ∈ [0,K − 1]) can be written as [2], [10]
Θk = G
T
kΛ
−1
k Gk, (9)
where Gk = ▽Tθk ⊗ rk, rk a vector collecting the true
distance between position θk and the anchors, Λk =
diag{λ1,k λ2,k . . . λN,k} a diagonal matrix, λn,k (n ∈ [1, N ])
the variance of range estimates of [rk]n. For RSS-based
ranging, λn,k = (ξ[rk]n ln 10)2/(10γ)2 [10], where ξ denotes
the shadowing effect, γ the path loss factor. For TOA-based
ranging without channel knowledge, λn,k = (c2)/[8π2β2(1−
χn,k)SNRn,k] [2], where χn,k (∈ [0, 1]) denotes the path-
overlap coefficient, SNRn,k the signal-to-noise-ratio of the
line-of-sight path, β the effective bandwidth, c the light speed.
Without the knowledge of step size and heading, H11k , H12k ,
H22k in (18) vanished so that (8) reduces to
Jk+1 = Θk+1 +
(
Qk + J
−1
k
)−1
, (10)
which has been shown in [10]. Without the knowledge of
random walk model, D11k , D12k , D22k in (18) vanished so that
(8) reduces to
Jk+1 = Θk+1 +
(
H
−1
k + J
−1
k
)−1
. (11)
(10) and (11) are special cases of the FIM derived in [4].
Without radio positioning based position estimates, i.e.,
Θk = 0, the approach becomes the pedestrian dead reckoning
w/o the knowledge of random walk model. In this case, the
non-matrix closed form of the square root of the PCRB can
be expressed as (see the proof in Appendix B)
Pk+1 = (12)√√√√ k∑
l=0
T 2l [d
2
l ǫ
2
l T
2
l + σ
2
l T
2
l + σ
2
l d
2
l ǫ
2
l (ω
−2
x,l + ω
−2
y,l )]
T 4l + d
2
l ǫ
2
l T
2
l νl + σ
2
l T
2
l µl + d
2
l ǫ
2
l σ
2
l ω
−2
x,lω
−2
y,l
+ P20 ,
3where νl = ω−2y,l cos2 φl + ω
−2
x,l sin
2 φl, µl = ω
−2
y,l sin
2 φl +
ω−2x,l cos
2 φl. The PCRB in (12) is a monotonically increasing
function of σl, ǫl, ωx,l, ωy,l or dl, respectively. Without the
knowledge of random walk model, (12) reduces to
Pk+1 =
√√√√ k∑
l=0
(d2l ǫ
2
l + σ
2
l ) + P
2
0 . (13)
It is observed from (12) and (13) that the positioning accuracy
degrades as the index k increases, which explains the phe-
nomenon of accumulated position errors in the pedestrian dead
reckoning [8]. With radio positioning based position estimates,
the non-matrix closed form of the PCRB cannot be obtained.
Thus, the PCRB is evaluated numerically in Section IV.
IV. NUMERICAL RESULTS AND DISCUSSIONS
We evaluate the accuracy of radio positioning using the
mean square root of the PCRB defined by: 1
I
∑
I
i=1 P
i
k, where
i denotes the index of Monte Carlo trial, and I the number
of Monte Carlo trials (I = 1, 000 is used in this paper). We
consider the cases w/o inertial sensor measurements and/or the
knowledge of random walk model. There are 4 anchors with
positions [D D]T , [−D D]T , [D − D]T and [−D − D]T ,
respectively. The trajectory of the mobile are generated using
(1) with θ0 = [0 0]T , ωx,k = ωy,k = 1 m/s. σk = ηdk,
where η is a ratio controlling the standard deviations, ǫk = ǫ,
Tk = 0.5 s. Specifically, Fig. 2 shows the RSS-based radio
positioning, D = 10 m, ξ = 3 dB, γ = 4. Fig. 3 shows the
TOA-based radio positioning, D = 50 m, χn,k ∼ U(0, 1),
SNRn,k ∼ U(0, 10) dB, β = 20 MHz.
The results plotted in Fig. 2 show: 1) with the full knowl-
edge of random walk model and/or the inertial sensor measure-
ments (i.e., with temporal cooperation), the PCRBs decrease
as time increases (i.e., k increases), which is the same with
the results shown in [4]; 2) The positioning accuracy is direct
proportional to the measurement accuracy of inertial sensors,
for the cases w/o the knowledge of random walk model; 3) The
full knowledge of random walk model can further improve the
positioning accuracy. However, when the accuracy of sensor
measurements is as high as for instance η = 10%, ǫ = 10o,
the accuracy improvement due to the knowledge of random
walk model can be ignored.
The results plotted in Fig. 3 show the positioning accuracy
with different levels of random walk knowledge. The uncer-
tainty of random walk model can be reflected from the matrix
Qk in (8). For examples, the full knowledge of random walk
model means that we know exactly the elements (ωx,k, ωy,k).
When we have no knowledge of the random walk model, the
elements (ωx,k, ωy,k) in Qk should be replaced by +∞, and
(8) reduces to (11). In order to show the effect of different
levels of knowledge, we define a parameter ̟ to replace the
elements (ωx,k, ωy,k) in Qk, and for sure we should have
̟ ≥ ωx,k, ̟ ≥ ωy,k. Fig. 3 shows that the knowledge
decreases when ̟ increases. It is observed that when ̟
increases, the PCRBs with different levels of knowledge (solid
lines) approach the PCRBs without the knowledge (dotted
lines), for the cases without inertial sensor measurements and
with different measurement accuracies of inertial sensors.
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Fig. 2. Using RSS-based radio positioning, the mean square root of the PCRB
as a function of the index of states. The dotted lines denote the PCRBs without
the knowledge of random walk model, the solid lines denote the PCRBs with
full knowledge of random walk model.
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Fig. 3. Using TOA-based radio positioning, the mean square root of the
PCRB at the 20th state as a function of different levels of the random walk
knowledge. The dotted lines denote the PCRBs without the knowledge of
random walk model, the solid lines denote the PCRBs with different levels
of random walk knowledge.
V. CONCLUSIONS
This letter has presented a new PCRB for the advanced
positioning technique combining radio positioning, pedestrian
dead reckoning and the knowledge of random walk model.
Moreover, a non-matrix closed form of the PCRB has been
presented assuming no radio positioning. Finally, our numeri-
cal results have shown that when the accuracy of inertial sensor
measurements is high enough, the knowledge of random walk
4model becomes redundant.
APPENDIX A: PROOF OF (8)
Define pk , p(rˆ0:k, dˆ0:k−1, φˆ0:k−1, θ0:k), where rˆ0:k ,
[ˆrT0 rˆ
T
1 . . . rˆ
T
k ]
T
, dˆ0:k−1 , [dˆ0 dˆ1 . . . dˆk−1]
T
, φˆ0:k−1 ,
[φˆ0 φˆ1 . . . φˆk−1]
T
, θ0:k+1 , [θ
T
0 θ
T
1 . . . θ
T
k+1]
T
. By
utilizing (6), pk+1 can be written as
pk p(dˆk|θk+1, θk) p(φˆk|θk+1, θk) p(θk+1|θk) p(rˆk+1|θk+1).
(14)
The FIM for θ0:k can be written as
J(θ0:k)
=

E
(
−△
θ0:k−1
θ0:k−1
ln pk
)
E
(
−△θk
θ0:k−1
ln pk
)
E
(
−△
θ0:k−1
θk
ln pk
)
E
(
−△θk
θk
ln pk
)


,
[
Ak Bk
BTk Ck
]
. (15)
Thus, Jk = Ck − BTkA
−1
k Bk. Applying (14), the FIM for
θ0:k+1 can be written as
J(θ0:k+1) =

Ak Bk 0BTk Ck +G11k G12k
0 G21k Θk+1 +G
22
k

 , (16)
where 0 denotes zero matrix with proper size,
Θk+1 , Erˆ,θ[−△
θk+1
θk+1
ln p(rˆk+1|θk+1)], (17){
G11k , D
11
k +H
11
k , G
12
k , D
12
k +H
12
k
G21k , (D
12
k )
T + (H12k )
T , G22k , D
22
k +H
22
k
, (18)


D11k , Eθ [−△
θk
θk
ln p(θk+1|θk)]
D12k , Eθ [−△
θk+1
θk
ln p(θk+1|θk)]
D22k , Eθ [−△
θk+1
θk+1
ln p(θk+1|θk)]
, (19)


H11k , E
dˆ,φˆ
[−△θk
θk
ln p(dˆk|θk+1, θk)p(φˆk|θk+1, θk)]
H12k , E
dˆ,φˆ
[−△
θk+1
θk
ln p(dˆk|θk+1, θk)p(φˆk|θk+1, θk)]
H22k , E
dˆ,φˆ
[−△
θk+1
θk+1
ln p(dˆk|θk+1, θk)p(φˆk|θk+1, θk)]
.
(20)
Thus, the posterior information submatrix for estimating θk+1
reads
Jk+1= Θk+1 +G
22
k −
[
0 G21k
] [Ak Bk
BTk Ck +G
11
k
]−1 [
0
G12k
]
= Θk+1 +G
22
k −G
21
k
(
Jk +G
11
k
)−1
G12k . (21)
Based on the condition that the noise wk in (1) is zero-mean
Gaussian, it was shown in [12] that D11k = Q−1k , D22k = Q−1k ,
D12k = −Q
−1
k . Thus, (21) can be written as
Jk+1 =Θk+1 +Q
−1
k +H
22
k − (Q
−1
k + (H
12
k )
T ) (22)
(Jk +H
11
k +Q
−1
k )
−1(Q−1k +H
12
k ).
Since the noise vk and nk are zero-mean Gaussian, H11k , H12k ,
H22k in (22) can be calculated as [13]
H11k = H
22
k = −H
12
k = Hk, (23)
where
Hk ,
J
dˆ
(φk)
σ2k
+
Jφ(φk)
ǫ2kd
2
k
, (24)
J
dˆ
(φk) =
[
cos2 φk cosφk sinφk
cosφk sinφk sin
2 φk
]
, (25)
J
φˆ
(φk) =
[
sin2 φk − cosφk sinφk
− cosφk sinφk cos
2 φk
]
. (26)
Using matrix analysis, (22) can be further expressed in (8).
APPENDIX B: PROOF OF (12)
Applying (8) and Θk = 0, we can obtain
P2k+1 = Tr{(Hk +Q
−1
k )
−1}+ P2k , (27)
where
(Hk +Q
−1
k )
−1 = (28)
ρk
[
fk cosφk sinφk(σ
2
k − d
2
kǫ
2
k)
cosφk sinφk(σ
2
k − d
2
kǫ
2
k) gk
]
,
fk = (d
2
kǫ
2
kT
2
k sin
2 φk + σ
2
kT
2
k cos
2 φk + σ
2
kd
2
kǫ
2
kω
−2
y,k)/T
2
k ,
gk = (d
2
kǫ
2
kT
2
k sin
2 φk + σ
2
kT
2
k cos
2 φk + σ
2
kd
2
kǫ
2
kω
−2
y,k)/T
2
k ,
ρk = T
4
k /(T
4
k+d
2
kǫ
2
kT
2
k νk+σ
2
kT
2
kµk+d
2
kǫ
2
kσ
2
kω
−2
x,kω
−2
y,k), νk =
ω−2y,k cos
2 φk+ω
−2
x,k sin
2 φk, µk = ω
−2
y,k sin
2 φk +ω
−2
x,k cos
2 φk.
Thus, (12) can be obtained by applying (27) repeatedly.
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