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Abstract
In this thesis, we prove variants and generalisations of the Sylvester-Gallai
theorem, which states that a finite non-collinear point set in the plane spans
an ordinary line. Green and Tao proved a structure theorem for sufficiently
large sets spanning few ordinary lines, and used it to find exact extremal
numbers for ordinary and 3-rich lines, solving the Dirac-Motzkin conjecture
and the classical orchard problem respectively.
We prove structure theorems for sufficiently large sets spanning few ordinary
planes, hyperplanes, circles, and hyperspheres, showing that such sets lie
mostly on algebraic curves (or on a hyperplane or hypersphere). We then
use these structure theorems to solve the corresponding analogues of the
Dirac-Motzkin conjecture and the orchard problem.
For planes in 3-space and circles in the plane, we are able to find exact
extremal numbers for ordinary and 4-rich planes and circles. We also show
that there are irreducible rational space quartics such that any n-point sub-
set spans only O(n8/3) coplanar quadruples, answering a question of Raz,
Sharir, and De Zeeuw [51].
For hyperplanes in d-space, we are able to find tight asymptotic bounds on
the extremal numbers for ordinary and (d + 1)-rich hyperplanes. This also
gives a recursive method to compute exact extremal numbers for a fixed
dimension d.
For hyperspheres in d-space, we are able to find a tight asymptotic bound on
the minimum number of ordinary hyperspheres, and an asymptotic bound
on the maximum number of (d + 2)-rich hyperspheres that is tight in even
dimensions. The recursive method in the hyperplanes case also applies here.
Our methods rely on Green and Tao’s results on ordinary lines, as well
as results from classical algebraic geometry, in particular on projections,
inversions, and algebraic curves.
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Chapter 1
Introduction
1.1 Background
It was known in the 18th and 19th centuries, by Maclaurin and Hesse among
others [2], that an elliptic cubic curve in the complex plane has nine inflection
points, and that the line through any two of them contains a third. Sylvester
[61] asked in 1893 the natural question on whether this can happen in the
real plane.
Definition 1.1. An ordinary line of a set in the real plane is a line that
contains exactly two points of the set.
No correct proof was known until Erdo˝s rediscovered the question on the
existence of an ordinary line in the 1930s, after which it was solved by Gallai
[14, p. 302], resulting in the following classical result in incidence geometry.
Theorem 1.2 (Sylvester–Gallai). Any finite non-collinear point set in the
real plane spans at least one ordinary line.
The earliest published proof however was due to Melchior [44], who proved
the dual statement and showed that one can in fact always find at least
three ordinary lines. The natural next step is then to find how many ordi-
nary lines a non-collinear n-point set in the real plane spans. The so-called
Dirac–Motzkin conjecture asserts that if n > 13, then this number should be
7
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n/2. Starting from Melchior’s proof, Green and Tao [25] characterised all ex-
tremal and near-extremal configurations by proving the following structure
theorem, which roughly states that any point set spanning a linear number
of ordinary lines must lie mostly on a cubic curve. (See [25, Section 2] for
the group structure on elliptic and acnodal cubic curves.)
Theorem 1.3 (Green–Tao [25, Theorem 1.5]). Let K > 0 and suppose n
is sufficiently large depending on K. If a set P of n points in RP2 spans at
most Kn ordinary lines, then up to a projective transformation, P differs
in at most O(K) points from a configuration of one of the following types:
(i ) n−O(K) points on a line;
(ii ) the vertex set of a regular m-gon and the m points at infinity corre-
sponding to the diagonals of the m-gon, for some m = n/2±O(K);
(iii ) a coset H ⊕ x of a subgroup H of an elliptic or acnodal cubic curve,
for some x such that 3x ∈ H.
They [25] used Theorem 1.3 to prove the Dirac–Motzkin conjecture for suf-
ficiently large n, and went further to show the following theorem.
Theorem 1.4 (Dirac–Motzkin conjecture [25, Theorem 2.2]). If n is suf-
ficiently large, the minimum number of ordinary lines spanned by a non-
collinear set of n points in RP2 is equal to
n/2 if n ≡ 0, 2 (mod 4),
b3n/4c if n ≡ 1 (mod 4),
b3n/4c − 2 if n ≡ 3 (mod 4).
For small n, the bound 6n/13 due to Csima and Sawyer [17] is the best
known lower bound on the number of ordinary lines.
Green and Tao [25] also solved the even older orchard problem (for suffi-
ciently large n), which asks for the maximum number of lines that contain
exactly three points of a given finite set in the plane. We first make the
following definition.
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Definition 1.5. A 3-rich line of a set in the real (projective) plane is a line
that contains exactly three points of the set.
More generally, a (d+ 1)-rich hyperplane of a set in real projective d-space,
where every d points span a hyperplane, is a hyperplane that contains exactly
d+ 1 points of the set.
The upper bound 13
(
n
2
)
on the number of 3-rich lines is easily proved by
double counting, but this is not the exact maximum. Using group laws on
certain cubic curves, Green and Tao [25] proved the following theorem.
Theorem 1.6 (Orchard problem [25, Theorem 1.3]). If n is sufficiently
large, the maximum number of 3-rich lines spanned by a set of n points in
RP2 is equal to
⌊
1
6n(n− 3) + 1
⌋
.
This does not follow directly from the Dirac–Motzkin conjecture, but it
does follow from Theorem 1.3, Green and Tao’s structure theorem for sets
spanning few ordinary lines.
A natural generalisation is to consider higher dimensional analogues. How-
ever, Motzkin [46] noted that there are finite non-coplanar point sets in
3-space that span no plane containing exactly three points of the set. His
one example consists of the ten intersection points of triples of five planes in
general position, and another consists of points chosen from two skew lines.
He proposed considering instead hyperplanes Π in d-space such that all but
one point contained in Π is contained in a (d−2)-flat of Π. The existence of
such a hyperplane was shown by Motzkin [46] in 3-space and by Hansen [27]
in higher dimensions. Hansen [28] also improved Motzkin’s lower bound in
3-space to 2n/5, but no other improvements seem to have been made since.
Purdy and Smith [49] considered instead finite non-coplanar point sets in
3-space that are in general position in the sense that no three points are
collinear, proving a quadratic lower bound of 413
(
n
2
)
on the number of planes
containing exactly three points of the set. Ball [4] also considered this notion,
and together with Monserrat [6] considered a higher dimensional generali-
sation. In particular, they made the following definition.
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Definition 1.7. An ordinary plane of a set in real projective 3-space with
no three collinear is a plane that contains exactly three points of the set.
More generally, an ordinary hyperplane of a set in real projective d-space,
where every d points span a hyperplane, is a hyperplane that contains exactly
d points of the set.
Thus, in this thesis, ordinary (planes and) hyperplanes are of sets in general
position in the weak sense that any d points span a hyperplane. In 3-space,
this means no three points are collinear; in 2-space, this means only that
the points are distinct.
Following Green and Tao’s approach, Ball [4] proved a structure theorem for
sets spanning few ordinary planes, showing such sets lie mostly on the inter-
section curve of two linearly independent quadrics. Ball and Monserrat [6]
used this to find the exact minimum number of ordinary planes spanned by
sufficiently large finite non-coplanar point sets with no three points collinear,
solving a 3-dimensional analogue of the Dirac–Motzkin conjecture. Using
an alternative method, we will prove a more detailed structure theorem but
with a stronger condition (on the size of the sets), and confirm their deter-
mination of the exact minimum. In contrast to Purdy and Smith’s lower
bound, the correct asymptotics are 12
(
n
2
)−O(n) if n is even, and 34(n2)−O(n)
if n is odd.
In higher dimensions, building on Ball’s ideas [4], Ball and Jimenez [5] proved
a structure theorem for sets spanning few ordinary hyperplanes in 4-space,
showing such sets lie mostly on the intersection curve of five linearly inde-
pendent quadrics. On the other hand, Monserrat [45] proved a structure
theorem stating that sets in general position (as in Definition 1.7) spanning
few ordinary hyperplanes in d-space lie mostly on the intersection curve of
d− 1 hypersurfaces of degree at most 3. Ball and Monserrat [6] also proved
bounds on the minimum number of ordinary hyperplanes spanned by sets
not contained in a hyperplane (see also [45]). Using our methods, we will
prove a more detailed structure theorem in d-space for all d > 4, and use it to
find a tight bound on the minimum number of ordinary hyperplanes spanned
by sufficiently large sets in general position (again as in Definition 1.7) that
10
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are not contained in a hyperplane, solving a d-dimensional analogue of the
Dirac–Motzkin conjecture. For the exact minimum numbers for some small
n and d, see [6].
We will also solve a d-dimensional analogue of the orchard problem for all
d > 3, finding the maximum number of (d+ 1)-rich hyperplanes spanned by
sufficiently large sets in d-space, where every d points span a hyperplane.
We will determine the exact maximum number in 3-space, and prove a tight
bound in higher dimensions.
The main idea of our proofs is to leverage the structure theorem in one
dimension lower via projection. Since our sets will lie mostly on algebraic
curves, we also need a good understanding on how they behave under pro-
jection. Thus, we rely on Green and Tao’s results on ordinary lines [25] as
well as methods from classical algebraic geometry.
Another natural variant is to consider circles (see for instance [14, Sec-
tion 7.2] or [37, Chapter 6]) and its higher dimensional analogues.
Definition 1.8. An ordinary circle of a set in the real plane is a circle
(including the degenerate case of a line) that contains exactly three points
of the set. A strict ordinary circle is an ordinary circle that is not a line.
More generally, an ordinary hypersphere of a set in real d-space, where no
d+1 points are contained in a (d−2)-sphere or a (d−2)-flat, is a hypersphere
(including the degenerate case of a hyperplane) that contains exactly d+ 1
points of the set.
Similarly, a (d+2)-rich hypersphere of such a set is one that contains exactly
d+ 2 points of the set.
As with (planes and) hyperplanes, ordinary (and (d+ 2)-rich) hyperspheres
are of sets in general position in the weak sense that no d + 1 points are
contained in a (d−2)-sphere or a (d−2)-flat. In 3-space, this means no four
points are concyclic or collinear; in 2-space, this means only that the points
are distinct.
Elliott [20] introduced the problem for circles in 1967, and proved that an
n-point set in the plane, not all on a circle or a line, spans at least 263n
2 −
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O(n) strict ordinary circles. He suggested, cautiously, that the optimal
bound is 16n
2−O(n). Elliott’s result was improved by Ba´lintova´ and Ba´lint
[3, Remark, p. 288] to 11247n
2 −O(n), and Zhang [68] obtained 118n2 −O(n).
Zhang also gave constructions of point sets on two concentric circles with
1
4n
2 −O(n) strict ordinary circles.
It turns out that it is more natural to consider lines as degenerate circles,
as inversion maps circles and lines to circles and lines, and more generally
maps hyperspheres and hyperplanes to hyperspheres and hyperplanes. Just
as the number of ordinary and (d+ 1)-rich hyperplanes spanned by a set in
real projective d-space remain unchanged under a projective transformation,
the number of ordinary and (d + 2)-rich hyperspheres spanned by a set in
affine d-space remain unchanged under an inversion.
We will prove a structure theorem for sets spanning few ordinary circles,
and use it to show that 14n
2 − O(n) is asymptotically the right answer for
strict ordinary circles, disproving the bound suggested by Elliott [20]. We
note that Nassajian Mojarrad and De Zeeuw proved this bound in an earlier
preprint [48], which is now subsumed by [40]. As is the case with ordinary
planes, the correct asymptotics for ordinary circles are 12
(
n
2
) − O(n) if n is
even, and 34
(
n
2
) − O(n) if n is odd. We will also find the exact minimum
number of (strict) ordinary circles for sufficiently large n, solving a circular
analogue of the Dirac–Motzkin conjecture. For small n, the bound 19
(
n
2
)
due
to Zhang [68] remains the best known lower bound on the number of (strict)
ordinary circles.
In higher dimensions, we will prove a structure theorem for sets spanning
few ordinary hyperspheres in d-space for all d > 3, and use it to find a tight
bound on the minimum number of ordinary hyperspheres spanned by suffi-
ciently large sets in general position (as in Definition 1.8) not contained in a
hypersphere or a hyperplane. This solves a d-dimensional circular analogue
of the Dirac–Motzkin conjecture. On a related note, Purdy and Smith [49]
considered ordinary spheres in 3-space in the slightly more restricted setting
of a finite set of points with no four concyclic and no three collinear.
Finally, we will also consider a d-dimensional circular analogue of the or-
chard problem of finding the maximum number of (d+ 2)-rich hyperspheres
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spanned by sufficiently large sets in general position (again as in Defini-
tion 1.8) in d-space. However, unlike the previous cases, we will only be
able to prove a tight bound on the maximum number of (d+ 2)-rich hyper-
spheres if d is even; if d is odd, we only get an upper bound.
For the circular variants, the main idea is to leverage our structure theorems
for sets spanning few ordinary (planes and) hyperplanes in one dimension
higher via stereographic projection. As in the (planar and) hyperplanar
cases, we rely on the behaviour of certain algebraic curves under stereo-
graphic projection (and thus inversion), which again require methods from
classical algebraic geometry.
1.2 Results
The main results of this thesis are collected in this section. Prisms, an-
tiprisms, and ‘aligned’ and ‘offset’ double polygons will be introduced in
Section 4.2. Roughly speaking, prisms and antiprisms are the vertex sets of
prisms and antiprisms over regular polygons in 3-space, while double poly-
gons are the vertex sets of two concentric regular polygons in 2-space. Hence
they are all contained in the union of two conics. All algebraic curves ap-
pearing in the statements below will be introduced in Chapter 3, where we
will also define group laws on them. For now, it suffices to note their degrees
and their irreducibility.
1.2.1 Structure theorems
We first state our structure theorems for sets P spanning few ordinary
planes, hyperplanes, circles, and hyperspheres. They all state that P dif-
fers in at most a bounded number of points from a set S, which is either
contained in a hyperplane (or a hypersphere in the circular variants) or an
algebraic curve of low degree in some special configuration. In particular, P
can be obtained from S by adding and/or removing a bounded number of
points.
Our first main result is a structure theorem for sets spanning few ordinary
13
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planes. Prisms and antiprisms will be introduced in Section 4.2 (see Defini-
tion 4.3). Elliptic and acnodal space quartics will be introduced in Chapter 3
(see Definitions 3.6 and 3.12), where we will also define group laws on them.
Theorem 1.9 (Ordinary planes). Let K > 0 and suppose n > C max{K8, 1}
for some sufficiently large absolute constant C > 0. Let P be a set of n points
in RP3 with no three collinear. If P spans at most Kn2 ordinary planes,
then up to a projective transformation, P differs in at most O(K) points
from a configuration of one of the following types:
(i ) a subset of a plane;
(ii ) a prism or an antiprism;
(iii ) a coset H⊕x of a subgroup H of an elliptic space quartic curve or the
smooth points of an acnodal space quartic curve, for some x such that
4x ∈ H.
Conversely, every set of these types spans at most C ′Kn2 ordinary planes
for some absolute constant C ′ > 0.
We will later show that prisms, antiprisms, elliptic space quartics, and ac-
nodal space quartics all arise as intersections of two linearly independent
quadrics, thus agreeing with Ball’s structure theorem [4]. We also note that
Ball’s condition of K = o(n1/7) is weaker than ours, but he does not specify
the intersection curve nor its group structure.
Theorem 1.9 forms the basis for proving the following structure theorem for
sets spanning few ordinary hyperplanes. Elliptic normal curves and rational
acnodal curves will be introduced in Chapter 3 (see Definitions 3.6 and 3.12),
where we will also define group laws on them.
Theorem 1.10 (Ordinary hyperplanes). Let d > 4, K > 0, and suppose
n > C max{(dK)8, d32dK} for some sufficiently large absolute constant C >
0. Let P be a set of n points in RPd where every d points span a hyperplane.
If P spans at most K
(
n−1
d−1
)
ordinary hyperplanes, then P differs in at most
O(d2dK) points from a configuration of one of the following types:
14
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(i ) a subset of a hyperplane;
(ii ) a coset H⊕x of a subgroup H of an elliptic normal curve or the smooth
points of a rational acnodal curve of degree d+1, for some x such that
(d+ 1)x ∈ H.
Conversely, every set of these types spans at most C ′2dK
(
n−1
d−1
)
ordinary
hyperplanes for some absolute constant C ′ > 0.
Theorem 1.10 proves Ball and Jimenez’s [5, Conjecture 12], noting that
elliptic normal curves and rational acnodal curves lie on
(
d
2
) − 1 linearly
independent quadrics [21, Proposition 5.3; 38, p. 365]. As in the planes
case, Ball and Jimenez’s condition of K = o(n1/7) is weaker than ours, but
again they do not specify the intersection curve nor its group structure. In
contrast to the planes case, we no longer have configurations lying mostly
on non-irreducible curves.
By stereographic projection and Theorem 1.9, we obtain Theorem 1.11 be-
low. This is a strict strengthening of Theorem 5.15, which we will prove in
an alternative way that requires less algebraic geometry. In Theorem 5.15,
we need n > exp exp(CKC); here we only assume n > CK8. Circular curves
will be introduced in Section 3.3 (see Definition 3.19), where we will define
group laws on them (and on ellipses). Double polygons, both ‘aligned’ and
‘offset’, will be introduced in Section 4.2 (see Definition 4.4).
Theorem 1.11 (Ordinary circles). Let K>0 and suppose n>C max{K8, 1}
for some sufficiently large absolute constant C > 0. Let P be a set of n points
in R2. If P spans at most Kn2 ordinary circles, then up to inversions and
similarities of the plane, P differs in at most O(K) points from a configu-
ration of one of the following types:
(i ) a subset of a line;
(ii ) a coset H ⊕ x of a subgroup H of an ellipse, for some x such that
4x ∈ H;
(iii ) a coset H ⊕ x of a subgroup H of a circular elliptic cubic curve, for
some x such that 4x ∈ H;
15
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(iv ) a double polygon that is ‘aligned’ or ‘offset’.
Conversely, every set of these types spans at most C ′Kn2 ordinary circles
for some absolute constant C ′ > 0.
Similarly, by stereographic projection and Theorem 1.10, we get the follow-
ing structure theorem for sets spanning few ordinary hyperspheres. Spherical
curves will be introduced in Section 3.3 (see Definition 3.19), where we will
also define group laws on them.
Theorem 1.12 (Ordinary hyperspheres). Let d > 3, K > 0, and suppose
n > C max{(dK)8, d32dK} for some sufficiently large absolute constant C >
0. Let P be a set of n points in Rd where no d+1 points lie on a (d−2)-sphere
or a (d− 2)-flat. Suppose P spans at most K(nd) ordinary hyperspheres.
If d is odd, then all but at most O(d2dK) points of P lie on a hypersphere
or a hyperplane.
If d = 2k is even, then up to an inversion, P differs in at most O(d2dK)
points from a configuration of one of the following types:
(i ) a subset of a hyperplane;
(ii ) a coset H ⊕ x of a subgroup H of a bounded (k− 1)-spherical rational
normal curve of degree d, for some x such that (d+ 2)x ∈ H;
(iii ) a coset H ⊕ x of a subgroup H of a k-spherical elliptic normal curve
of degree d+ 1, for some x such that (d+ 2)x ∈ H.
Conversely, every set of these types spans at most C ′2dK
(
n
d
)
ordinary hy-
perspheres for some absolute constant C ′ > 0.
1.2.2 Extremal theorems
We now state our extremal theorems, which solve the corresponding ana-
logues of the Dirac–Motzkin conjecture and the orchard problem. We also
describe constructions that attain these extrema. The exact extremal values
turn out to be quasipolynomials in n with a period of 2(d + 1), where n is
16
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the size of the set and d is the dimension, that is, there exist polynomials
q0, . . . , q2d+1 ∈ Q[n] such that the extremal value is equal to qi(n) where
n ≡ i (mod 2(d+ 1)).
The following is a restatement of Ball and Monserrat’s result on the min-
imum number of ordinary planes [6], but we will give an alternative proof
based on our Theorem 1.9.
Theorem 1.13 (Ordinary planes).
(i ) If n is sufficiently large, the minimum number of ordinary planes
spanned by a non-coplanar set of n points in RP3 with no three collinear
is equal to 
1
4n
2 − n if n ≡ 0 (mod 4),
3
8n
2 − n+ 58 if n ≡ 1 (mod 4),
1
4n
2 − 12n if n ≡ 2 (mod 4),
3
8n
2 − 32n+ 178 if n ≡ 3 (mod 4).
(ii ) Let C > 0 be a sufficiently large absolute constant. If a non-coplanar
set P of n points in RP3 with no three collinear spans fewer than 12n
2−
Cn ordinary planes, then P is contained in a prism or an antiprism.
In Chapter 4, we will describe constructions that meet the lower bound in
part (i ) of Theorem 1.13. If n is even, the bound is attained by prisms or
antiprisms, while if n is odd, the bound is attained by prisms or antiprisms
with a point removed.
Theorem 1.14 (4-rich planes).
(i ) If n is sufficiently large, the maximum number of 4-rich planes spanned
by a set of n points in RP3 with no three collinear is equal to
1
24n
3 − 14n2 + 56n if n ≡ 0 (mod 8),
1
24n
3 − 14n2 + 1124n− 14 if n ≡ 1, 3, 5, 7 (mod 8),
1
24n
3 − 14n2 + 712n− 12 if n ≡ 2, 6 (mod 8),
1
24n
3 − 14n2 + 56n− 1 if n ≡ 4 (mod 8).
17
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(ii ) Let C > 0 be a sufficiently large absolute constant. If a set P of n
points in RP3 with no three collinear spans more than 124n
3− 724n2+Cn
4-rich planes, then P lies on an elliptic or acnodal space quartic curve.
We will again describe constructions meeting the upper bound in part (i )
of Theorem 1.14 in Chapter 4. In this case, they are all attained by cosets
of elliptic or acnodal space quartics.
We also consider the number of coplanar quadruples (four distinct coplanar
points) spanned by an n-point set on quartic curves in complex 3-space. Raz,
Sharir, and De Zeeuw [50] showed that such a set spans O(n8/3) coplanar
quadruples unless the curve contains a planar or a quartic component (see
Theorem 2.27). They left it as an open problem whether there always exist
configurations on rational space quartic curves (that are not contained in a
plane) spanning Θ(n3) coplanar quadruples. The properties of space quartic
curves that we need to prove Theorem 1.9 also enable us prove the following
theorem.
Theorem 1.15 (Coplanar quadruples). Let δ be a rational space quartic
curve in CP3. If δ is singular, then there exist n points on δ that span
Θ(n3) coplanar quadruples. If δ is smooth, then any n points on δ span
O(n8/3) coplanar quadruples.
We will also prove in Section 3.2 that a rational space quartic is always
contained in a quadric, and is contained in at least two linearly independent
quadrics if and only if it is singular.
Moving on to hyperplanes, Theorem 1.16 below proves [6, Conjecture 3],
which asserts the existence of a constant cd such that the minimum number
of ordinary hyperplanes spanned by a sufficiently large n-point set is at least
1
(d−1)!n
d−1 − cdnd−2. Ball and Monserrat [6] also remarked that it might be
possible the minimum is exactly
(
n−1
d−1
)
. Note that as a consequence of The-
orem 1.10, we do not have extremal constructions lying on non-irreducible
curves in both Theorems 1.16 and 1.17 below. Hence the same construc-
tions are extremal for both ordinary and (d+ 1)-rich hyperplanes. The only
difference is that the trivial example, where all but one point is contained
in a hyperplane, is sometimes extremal for ordinary hyperplanes.
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Theorem 1.16 (Ordinary hyperplanes). Let d > 4 and let n > Cd32dd! for
some sufficiently large absolute constant C > 0. The minimum number of
ordinary hyperplanes spanned by a set of n points in RPd, not contained in
a hyperplane and where every d points span a hyperplane, is(
n− 1
d− 1
)
−O
(
d22−d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))
.
This minimum is attained by a coset of a subgroup of an elliptic normal
curve or the smooth points of a rational acnodal curve of degree d+ 1, and
when d+ 1 and n are coprime, by n− 1 points in a hyperplane together with
a point not in the hyperplane.
Theorem 1.17 ((d + 1)-rich hyperplanes). Let d > 4 and let n > Cd32dd!
for some sufficiently large absolute constant C > 0. The maximum number
of (d+ 1)-rich hyperplanes spanned by a set of n points in RPd where every
d points span a hyperplane is
1
d+ 1
[(
n− 1
d
)
+O
(
d22−d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))]
.
This maximum is attained by a coset of a subgroup of an elliptic normal
curve or the smooth points of a rational acnodal curve of degree d+ 1.
The rest of our extremal theorems now concern our circular variants. The
following theorem is both more natural and easier to obtain than Theo-
rem 1.19 below. Recall from Definition 1.8 that a line containing exactly
three points of the set is also an ordinary circle.
Theorem 1.18 (Ordinary circles).
(i ) If n is sufficiently large, the minimum number of ordinary circles
spanned by a non-concyclic and non-collinear set of n points in R2
is equal to 
1
4n
2 − n if n ≡ 0 (mod 4),
3
8n
2 − n+ 58 if n ≡ 1 (mod 4),
1
4n
2 − 12n if n ≡ 2 (mod 4),
3
8n
2 − 32n+ 178 if n ≡ 3 (mod 4).
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(ii ) Let C > 0 be a sufficiently large absolute constant. If a set P of n
points in R2 spans fewer than 12n
2 − Cn ordinary circles, then P lies
on the union of two disjoint circles, or the union of a circle and a
disjoint line.
Note that the lower bound in part (i ) of Theorem 1.18 is exactly the same as
in Theorem 1.13, and in fact the constructions that meet this lower bound
in both cases are related by stereographic projection. We will discuss this
in Chapter 4, where we describe these constructions.
Part (i ) of the following theorem solves Problem 6 in [14, Section 7.2], which
asks to determine the supremum of all values c such that any n points in the
plane, not all concyclic, spans at least (c+ o(1))n2 strict ordinary circles.
Theorem 1.19 (Strict ordinary circles).
(i ) If n is sufficiently large, the minimum number of strict ordinary circles
spanned by a non-concyclic and non-collinear set of n points in R2 is
equal to 
1
4n
2 − 32n if n ≡ 0 (mod 4),
1
4n
2 − 34n+ 12 if n ≡ 1 (mod 4),
1
4n
2 − n if n ≡ 2 (mod 4),
1
4n
2 − 54n+ 32 if n ≡ 3 (mod 4).
(ii ) Let C > 0 be a sufficiently large absolute constant. If a set P of n
points in R2 spans fewer than 12n
2−Cn strict ordinary circles, then P
lies on the union of two disjoint circles, or the union of a circle and a
disjoint line.
For even n, the bound in part (i ) is attained by certain constructions on
the union of two disjoint circles, while for odd n, the bound is attained by
constructions on the union of a circle and a disjoint line. This is in contrast
to Theorem 1.18, where constructions that are extremal can be contained in
either the union of two circles or the union of a circle and a line regardless
of the parity of n. We will describe all of these constructions in more detail
in Chapter 4.
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Theorem 1.20 (4-rich circles).
(i ) If n is sufficiently large, the maximum number of 4-rich circles spanned
by a set of n points in R2 is equal to
1
24n
3 − 14n2 + 56n if n ≡ 0 (mod 8),
1
24n
3 − 14n2 + 1124n− 14 if n ≡ 1, 3, 5, 7 (mod 8),
1
24n
3 − 14n2 + 712n− 12 if n ≡ 2, 6 (mod 8),
1
24n
3 − 14n2 + 56n− 1 if n ≡ 4 (mod 8).
(ii ) Let C > 0 be a sufficiently large absolute constant. If a set P of n
points in R2 spans more than 124n
3− 724n2 +Cn 4-rich circles, then up
to an inversion, P lies on a ellipse or a circular elliptic cubic curve.
As with Theorem 1.18, the upper bound in part (i ) of Theorem 1.20 is
exactly the same as in Theorem 1.14, and the constructions that meet this
upper bound in both cases are related by stereographic projection. We will
again discuss this in Chapter 4, where we describe these constructions. Note
that Theorem 1.20 remains true even if we do not count lines as degenerate
circles. This is because we can apply an inversion to any set of n points
spanning the maximum number of 4-rich circles in such a way that all 4-rich
lines become circles.
Theorems 1.21 and 1.22 below are the circular analogues of Theorems 1.16
and 1.17 respectively, and we get them by stereographic projection. How-
ever, the situation is very different in odd dimensions, where the only con-
struction meeting the lower bound for ordinary hyperspheres is the trivial
example with all but one point contained in a hypersphere or a hyperplane,
and we do not have a tight upper bound for (d+ 2)-rich hyperspheres.
Theorem 1.21 (Ordinary hyperspheres). Let d > 3 and let n > Cd42dd!
for some sufficiently large absolute constant C > 0. Let P be a set of n
points in Rd where no d+ 1 points lie on a (d− 2)-sphere or a (d− 2)-flat.
If P is not contained in a hypersphere or a hyperplane, then the minimum
number of ordinary hyperspheres spanned by P is exactly
(
n−1
d
)
if d is odd
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and is (
n− 1
d
)
−O
(
d22−d/2
(
n
bd/2c
)
+
(
n
bd/2c − 1
))
if d is even.
If d is odd, this minimum is attained by n− 1 points in a hypersphere or a
hyperplane together with a point not in the hypersphere or hyperplane.
If d = 2k is even, this minimum is attained by a coset of a subgroup of a
bounded (k− 1)-spherical rational normal curve of degree d or a k-spherical
elliptic normal curve of degree d+ 1, and when d+ 1 and n are coprime, by
n − 1 points in a hypersphere or a hyperplane together with a point not in
the hypersphere or hyperplane.
Theorem 1.22 ((d+ 2)-rich hyperspheres). Let d > 3 and let n > Cd42dd!
for some sufficiently large absolute constant C > 0. Let P be a set of n
points in Rd where no d+ 1 points lie on a (d− 2)-sphere or a (d− 2)-flat.
Then the maximum number of (d + 2)-rich hyperspheres spanned by P is
bounded above by
1
d+ 2
[(
n− 1
d+ 1
)
+O
(
d22−d/2
(
n
bd/2c
)
+
(
n
bd/2c − 1
))]
,
and this bound is tight when d is even.
If d = 2k is even, this maximum is attained by a coset of a subgroup of a
bounded (k− 1)-spherical rational normal curve of degree d or a k-spherical
elliptic normal curve of degree d+ 1.
1.3 Outline
In Chapter 2, we describe the main tools needed to prove our theorems
above. We first state some of Green and Tao’s results on ordinary lines [25],
and prove an extension of one of their additive combinatorial results so that
it applies to our higher dimensional analogues. To leverage their results, we
then introduce the necessary classical algebraic geometry. As mentioned in
Section 1.1, this includes studying projections and inversions. In particular,
we need to understand non-generic projections of algebraic curves and the
relationship between inversion and stereographic projection. We end with
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the statements of the 3- and 4-dimensional Elekes–Szabo´ theorems and a
couple of their applications by Raz, Sharir, and De Zeeuw [50,51], which we
need to prove some of our extremal theorems.
In Chapter 3, we introduce the curves that are central to our results. As
seen in the statement of our theorems in Section 1.2, we are particularly
interested in algebraic curves of degree d+ 1 in d-space. These turn out to
be either elliptic or rational, and we examine each type in turn. The main
goal of the chapter is to define group laws on these curves that encode when
points are contained in a hyperplane (or a hypersphere). While the elliptic
case is well-studied, we could not find references for the rational case and
thus consider this in detail. We also introduce special classes of curves in
d-space that are invariant under inversion, which we call spherical curves.
This is a higher dimensional analogue of the classical circular curves in the
plane (see for instance [34]).
In Chapter 4, we describe constructions that are (near-)extremal, and count
the number of ordinary hyperplanes and hyperspheres (as well as (d + 1)-
rich hyperplanes and (d + 2)-rich hyperspheres) they span. These include
prisms, antiprisms, ‘aligned’ and ‘offset’ double polygons, and cosets of the
curves introduced in Chapter 3. We find exact values for the number of
ordinary and 4-rich planes and circles spanned, and asymptotic values for
hyperplanes and hyperspheres. In the latter case, we provide a recursive
method to calculate the exact values for a given d, and present these values
for d = 4, 5, 6.
In Chapter 5, we prove the structure theorems stated in Section 1.2.1. We
first prove the structure theorem for sets spanning few ordinary planes,
which plays the role of the base case of the inductive proof of the structure
theorem for sets spanning few ordinary hyperplanes. The 3-dimensional
case turns out to be trickier than the higher dimensional cases. The cir-
cular variants are proved by stereographic projection from the (plane and)
hyperplane versions. We also give an alternative proof of a (slightly weaker)
structure theorem for sets spanning few ordinary circles based only on inver-
sion and Green and Tao’s structure theorem for sets spanning few ordinary
lines (Theorem 2.1, which is a weaker restatement of Theorem 1.3).
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In Chapter 6, we prove the extremal theorems stated in Section 1.2.2. It
turns out that sets spanning many 4-rich planes span few ordinary planes,
and the same goes for hyperplanes, circles, and hyperspheres. Thus by
our structure theorems, extremal constructions differ in at most a bounded
number of points from one of a few configurations, and we look at each case
in turn. Combining this with our analysis of the constructions described in
Chapter 4 then establishes our precise statements.
1.4 Notation
Asymptotics
By A = O(B) we mean there exists an absolute constant C > 0 such that
0 6 A 6 CB. Thus, A = −O(B) means there exists an absolute constant
C > 0 such that −CB 6 A 6 0. By A = Ω(B), we mean B = O(A). None
of the O(·) or Ω(·) statements in this thesis have implicit dependence on the
dimension d.
Projective space
Let F denote the field of real or complex numbers, let F∗ = F \ {0}, and
let FPd denote the d-dimensional projective space over F. We denote the
homogeneous coordinates of a point in FPd by a (d+ 1)-dimensional vector
[x0, x1, . . . , xd], and identify the affine part where x0 6= 0 with Fd. We call
the hyperplane defined by x0 = 0 the hyperplane at infinity, and denote it
by Π∞. Similarly, points on Π∞ are referred to as points at infinity. We call
a linear subspace of dimension k in FPd a k-flat ; thus a point is a 0-flat, a
line is a 1-flat, a plane is a 2-flat, and a hyperplane is a (d− 1)-flat.
Algebraic geometry
We denote by ZF(f) the set of F-points of the algebraic hypersurface defined
by the vanishing of a homogeneous polynomial f ∈ F[x0, x1, . . . , xd]. More
generally, we consider a (closed, projective) variety to be any intersection
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of algebraic hypersurfaces. We denote the Zariski closure of a set S ⊆ CPd
by S. We say that a variety is pure-dimensional if each of its irreducible
components has the same dimension. We consider a curve of degree e in
CPd to be a variety δ of pure dimension 1 such that a generic hyperplane in
CPd intersects δ in e distinct points. More generally, the degree of a variety
X ⊂ CPd of dimension r is
deg(X) := max {|Π ∩X| : Π is a (d− r)-flat such that Π ∩X is finite} .
We say that a curve is non-degenerate if it is not contained in a hyperplane.
In particular, we consider a space curve to be a non-degenerate curve in FP3.
We say that a curve is real if each of its irreducible components contains
infinitely many points of RPd. Whenever we consider a curve in RPd, we
implicitly assume that its Zariski closure is a real curve.
Hyperspheres
By a hypersphere in Rd, we mean a (d − 1)-dimensional variety defined by
the equation (x1 − a1)2 + · · ·+ (xd − ad)2 = r2 for some a1, . . . , ad ∈ R and
r > 0. Let Sd−1 denote the hypersphere in Cd with equation x21+· · ·+x2d = 1,
so that its Zariski closure is the projective variety Sd−1 ⊂ CPd defined by
the homogeneous equation x20 = x
2
1 + · · ·+x2d. The north pole of Sd−1 is the
point N := [1, 0, . . . , 0, 1]. We call the intersection Sd−1∩Π∞ the imaginary
sphere at infinity and denote it by Σ∞. This is a (d− 2)-sphere on Π∞ and
is the intersection of Π∞ with the Zariski closure of any hypersphere in Cd.
As with k-flats, we call the k-dimensional generalisation of a sphere in FPd
a k-sphere; thus a 0-sphere consists of two points, a 1-sphere is a circle, a
2-sphere is a sphere, and a (d− 1)-sphere is a hypersphere.
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Tools
In this chapter, we detail the tools needed to help prove our results. This
includes Green and Tao’s work on ordinary lines, some classical algebraic
geometry, and the Elekes–Szabo´ theorem.
The main strategy in proving our structure theorems stated in Section 1.2.1
is to leverage other structure theorems, starting with the structure theorem
for sets spanning few ordinary lines. Since these structure theorems all
state that certain sets lie mostly on algebraic curves, algebraic geometry,
especially classical algebraic geometry of curves, is the main tool we need.
The 3- and 4-dimensional Elekes–Szabo´ theorems and their applications then
help us with some of the counting we do to prove our extremal theorems
concerning planes and circles.
2.1 Ordinary lines
We first restate Theorem 1.3, Green and Tao’s structure theorem for sets
spanning few ordinary lines [25], in a weaker form that is sufficient for our
purposes. We use this in Section 5.3 to prove Theorem 5.15, which is a
weaker Theorem 1.11, our structure theorem for sets spanning few ordinary
circles, but with a more elementary proof. Note that we can take n >
exp exp(CKC) in the following theorem for some sufficiently large absolute
constant C > 0, but we make no use of this explicit bound.
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Theorem 2.1 (Green–Tao [25, Theorem 1.5]). Let K > 0 and suppose n
is sufficiently large depending on K. If a set P of n points in RP2 spans
at most Kn ordinary lines, then P differs in at most O(K) points from a
configuration of one of the following types:
(i ) n−O(K) points on a line;
(ii ) m points each on a conic and a disjoint line, for some m = n/2±O(K);
(iii ) n±O(K) points on an elliptic or acnodal cubic curve.
As mentioned in Section 1.1, sets spanning few ordinary lines thus are con-
tained in a cubic curve, which is possibly non-irreducible.
To prove Theorem 1.9, our structure theorem for sets spanning few ordinary
planes, and thus the rest of our structure theorems, we use instead Green and
Tao’s intermediate structure theorem for sets spanning few ordinary lines,
stated below. While the conclusions might be weaker than in Theorems 1.3
or 2.1, there is no bound on n.
Theorem 2.2 (Green–Tao [25, Proposition 5.3]). Let P be a set of n points
in RP2, spanning at most Kn ordinary lines, for some K > 1. Then we
have one of the following:
(i ) P is contained in the union of O(K) lines and an additional O(K6)
points;
(ii ) P lies on the union of an irreducible conic σ and an additional O(K4)
lines, with |P ∩ σ| = n/2±O(K5);
(iii ) P is contained in the union of an irreducible cubic curve and an ad-
ditional O(K5) points.
The following two lemmas help us get more precise descriptions of sets that
lie on certain cubic curves and span few ordinary lines. Green and Tao used
them to bridge the gap from from Theorem 2.2 to Theorem 1.3, but the
bound on n is still modest.
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Lemma 2.3 (Green–Tao [25, Lemma 7.4]). Let P be a set of n points in
RP2 spanning at most Kn ordinary lines, and suppose n > CK for some
sufficiently large absolute constant C > 0. Suppose all but K points of P
lie on the union of an irreducible conic σ and a line `, with n/2 ± O(K)
points of P on each of σ and `. Then up to a projective transformation, P
differs in at most O(K) points from the vertices of a regular m-gon and the
m points at infinity corresponding to the diagonals of the m-gon, for some
m = n/2±O(K).
For the group structure on cubic curves mentioned in the following lemma,
see [25, Section 2] or Chapter 3.
Lemma 2.4 (Green–Tao [25, Lemma 7.2]). Let P be a set of n points in
RP2 spanning at most Kn ordinary lines, and suppose n > CK for some
sufficiently large absolute constant C > 0. Suppose all but K points of P lie
on an irreducible cubic γ. Then P differs in at most O(K) points from a
coset of a subgroup of γ∗, the smooth points of γ. In particular, γ is either
an elliptic or acnodal cubic curve.
To get the cosets on the curves in the lemmas above (there is also an un-
derlying group structure in Lemma 2.3), Green and Tao used the following
additive combinatorial result. It captures the principle that if a finite subset
of a group is almost closed, then it is close to a subgroup.
Proposition 2.5 (Green–Tao [25, Proposition A.5]). Let A, B, C be three
subsets of some abelian group (G,⊕), all of size within K of n, where K 6
cn for some sufficiently small absolute constant c > 0 independent of G.
Suppose there are at most Kn pairs (a, b) ∈ A × B for which a ⊕ b /∈ C.
Then there is a finite subgroup H of G and cosets H ⊕ x, H ⊕ y such that
|A4 (H ⊕ x)|, |B 4 (H ⊕ y)|, |C 4 (H ⊕ x⊕ y)| = O(K).
We extend the above proposition from three sets to d+ 1 sets, which helps
to get cosets on curves in d dimensions.
Lemma 2.6. Let d > 2. Let A1, A2, . . . , Ad+1 be d + 1 subsets of some
abelian group (G,⊕), all of size within K of n, where K 6 cn/d2 for some
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sufficiently small absolute constant c > 0 independent of G. Suppose there
are at most Knd−1 d-tuples (a1, a2, . . . , ad) ∈ A1 × A2 × · · · × Ad for which
a1⊕a2⊕· · ·⊕ad /∈ Ad+1. Then there is a finite subgroup H of G and cosets
H ⊕ xi for i = 1, . . . , d such that
|Ai 4 (H ⊕ xi)|,
∣∣∣∣∣Ad+1 4
(
H ⊕
d⊕
i=1
xi
)∣∣∣∣∣ = O(K).
Proof. We use induction on d > 2 to show that the symmetric differences
in the conclusion of the lemma have size at most C
∏d
i=1(1 +
1
i2
)K for some
sufficiently large absolute constant C > 0. The base case d = 2 is Proposi-
tion 2.5.
Fix a d > 3. By the pigeonhole principle, there exists b1 ∈ A1 such that
there are at most
1
n−KKn
d−1 6 1
1− c
d2
Knd−2
(d−1)-tuples (a2, . . . , ad) ∈ A2×· · ·×Ad for which b1⊕a2⊕· · ·⊕ad /∈ Ad+1,
or equivalently a2 ⊕ · · · ⊕ ad /∈ Ad+1 	 b1. Since
1
1− c
d2
K 6 c
d2 − cn 6
c
(d− 1)2n,
we can use induction to get a subgroup H of G and x2, . . . , xd ∈ G such that
for j = 2, . . . , d we have
|Aj4 (H⊕xj)|,
∣∣∣∣∣∣(Ad+1 	 b1)4
H ⊕ d⊕
j=2
xj
∣∣∣∣∣∣ 6 C
d−1∏
i=1
(
1 +
1
i2
)
1
1− c
d2
K.
Since |Ad ∩ (H ⊕xd)| > n−K −C
∏d−1
i=1 (1 +
1
i2
) 11− c
d2
K, we repeat the same
pigeonhole argument on Ad ∩ (H ⊕ xd) to find a bd ∈ Ad ∩ (H ⊕ xd) such
that there are at most
1
n−K − C∏d−1i=1 (1 + 1i2 ) 11− c
d2
K
Knd−1
6 1
1− c
d2
− C∏d−1i=1 (1 + 1i2 ) cd2−cKnd−2
6 1
1− C1 cd2−c
Knd−2
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6
(
1 +
C2c
d2 − c
)
Knd−2
6
(
1 +
1
d2
)
Knd−2
(d − 1)-tuples (a1, . . . , ad−1) ∈ A1 × · · ·Ad−1 with a1 ⊕ · · · ⊕ ad−1 ⊕ bd /∈
Ad+1, for some absolute constants C1, C2 > 0 depending on C, by making
c sufficiently small. Now (1 + 1
d2
)K 6 cn/(d − 1)2, so by induction again,
there exists a subgroup H ′ of G and x1, x′2, . . . , x′d−1 ∈ G such that for
k = 2, . . . , d− 1 we have
|A1 4 (H ′ ⊕ x1)|, |Ak 4 (H ′ ⊕ x′k)|,
∣∣∣∣∣(Ad+1 	 bd)4
(
H ′ ⊕ x1 ⊕
d−1⊕
k=2
x′k
)∣∣∣∣∣
6 C
d−1∏
i=1
(
1 +
1
i2
)(
1 +
1
d2
)
K.
From this, it follows that |(H⊕xk)∩(H ′⊕x′k)| > n−K−2C
∏d
i=1(1+
1
i2
)K =
n−O(K). Since (H ⊕ xk) ∩ (H ′ ⊕ x′k) is non-empty, it has to be a coset of
H ′ ∩H. If H ′ 6= H, then |H ′ ∩H| 6 n/2 +O(K), a contradiction since c is
sufficiently small. Therefore, H = H ′, and H ⊕ xk = H ′ ⊕ x′k. So we have
|Ai 4 (H ⊕ xi)|,
∣∣∣∣∣Ad+1 4
(
H ⊕
d−1⊕
`=1
x` ⊕ bd
)∣∣∣∣∣ 6 C
d∏
i=1
(
1 +
1
i2
)
K.
Since bd ∈ H ⊕ xd, we also obtain∣∣∣∣∣Ad+1 4
(
H ⊕
d⊕
i=1
xi
)∣∣∣∣∣ 6 C
d∏
i=1
(
1 +
1
i2
)
K.
Finally, we need the following two technical lemmas. These help reduce
the polynomial errors in Theorem 2.2 to linear errors as in Theorem 1.3,
Theorem 2.1, and our structure theorems.
Lemma 2.7 (Green–Tao [25, Corollary 7.6]). Let X2m ⊂ RP2 be the vertex
set of a regular m-gon centred at the origin [1, 0, 0] together with the m points
at infinity corresponding to the diagonals of the m-gon. Let p be a point not
on the line at infinity, not the origin, and not a vertex of the m-gon. Then
at least 2m− O(1) of the 2m lines joining p to a point of X2m do not pass
through any further point of X2m.
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Lemma 2.8 (Green–Tao [25, Lemma 7.7]). Let γ∗ be an elliptic cubic curve
or the smooth points of an acnodal cubic curve. Let X be a coset of a finite
subgroup of γ∗ of order n, where n is greater than a sufficiently large absolute
constant. If p ∈ RP2 \γ∗, then there are at least n/1000 lines through p that
pass through exactly one point in X.
2.2 Classical algebraic geometry
We now look at the algebraic geometry needed to leverage the results on
ordinary lines in the previous section. We focus on planes and hyperplanes
in Section 2.2.2, since projection maps flats to flats, and focus on circles and
hyperspheres in Section 2.2.3, since inversion maps spheres (and flats) to
spheres (and flats).
2.2.1 Be´zout’s theorem
Be´zout’s theorem gives the degree of an intersection of varieties. While it is
often formulated as an equality, we mostly need the weaker form that ignores
multiplicity and gives an upper bound. The (set-theoretical) intersection
X ∩ Y of two varieties is just the variety defined by PX ∪ PY , where X and
Y are defined by the collections of homogeneous polynomials PX and PY
respectively.
Theorem 2.9 (Be´zout [23, Section 2.3]). Let X and Y be varieties in CPd
with no common irreducible component. Then deg(X∩Y ) 6 deg(X) deg(Y ).
When we deal with ordinary hyperspheres, we need the following formulation
of Be´zout’s theorem instead. Two pure-dimensional varieties X and Y in
CPd intersect properly if dim(X ∩ Y ) = dim(X) + dim(Y )− d.
Theorem 2.10 (Be´zout [29, Theorem 18.4]). Let X and Y be varieties
of pure dimension in CPd that intersect properly. Then the total degree of
X ∩ Y is equal to deg(X) deg(Y ), counting multiplicity.
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2.2.2 Projection
We focus on planes and hyperplanes in this section.
Definition 2.11. Given p ∈ FPd, the projection from p, pip : FPd \ {p} →
FPd−1, is defined by identifying FPd−1 with any hyperplane Π of FPd not
passing through p, and then letting pip(x) be the point where the line px
intersects Π.
Equivalently, pip is induced by a surjective linear transformation Fd+1 → Fd
where the kernel is spanned by the vector p.
The main reason why projections are important for us is the following. Let
P be a finite set in RPd where every d points span a hyperplane. If we
project P \ {p} from a point p ∈ P , all ordinary hyperplanes spanned by
P that contain p map to ordinary hyperplanes spanned by pip(P \ {p}) in
RPd−1. Also, since every d points in P span a hyperplane in RPd, every d−1
points in pip(P \{p}) span a hyperplane in RPd−1. Thus we can use structure
theorems in RPd−1, starting with Green and Tao’s structure theorems for
sets spanning few ordinary lines. But to successfully do so requires a thor-
ough understanding of projections of curves, since the structure theorems
tell us up to a bounded number of points, our point set is contained in (a
coset of) a curve (or a hyperplane, which is easy to deal with).
However, results in classical algebraic geometry are usually formulated only
for smooth varieties and for generic points. Since we are working with
extremal problems, there is no guarantee that the curves on which the points
lie are smooth; on the contrary, it should not be surprising that singularities
occur in extremal objects. Although it turns out that the curves that we
consider are smooth in the generic case, curves with singularities also appear.
Thus our tools have to deal with singular curves as well. Consider also the
following definition and proposition, which we use over and over implicitly.
Definition 2.12. Let δ ⊂ CPd be an irreducible non-degenerate curve of
degree e, and let p be a point in CPd. We call pip generically one-to-one on δ
if there is a finite subset S of δ such that pip restricted to δ \S is one-to-one.
(This is equivalent to the birationality of pip restricted to δ \{p} [29, p. 77].)
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Proposition 2.13 ([29, Example 18.16; 39, Section 1.15]). Let δ ⊂ CPd be
an irreducible non-degenerate curve of degree e. If pip is generically one-to-
one, the degree of the curve pip(δ \ {p}) is e− 1 if p is a smooth point on δ,
and is e if p does not lie on δ; if pip is not generically one-to-one, then the
degree of pip(δ \ {p}) is at most (e − 1)/2 if p lies on δ, and is at most e/2
if p does not lie on δ .
In the projections that we will make, we will not have complete freedom in
choosing a projection point, and therefore we cannot guarantee that pip is
generically one-to-one on δ. For this reason, we will need more sophisticated
results on the projection of curves from a point. We start with the following
more elementary proposition, which is a restatement of [4, Lemma 6.6].
Proposition 2.14. Let σ1 and σ2 be two irreducible conics given by the
intersection of two distinct planes and a quadric surface in CP3. Then there
are at most two quadric cones containing both σ1 and σ2.
We define a trisecant of an irreducible non-degenerate curve δ in CPd to
be a line that intersects δ in at least three distinct points, or that can be
approximated in the Zariski topology by such lines. The classical trisecant
lemma states that the number of points on an irreducible non-degenerate
curve in CPd that lie on infinitely many trisecants is finite [1, pp. 109–111;
56, p. 85, footnote]. The following generalisation of the trisecant lemma
applies to curves that are not necessarily irreducible.
Lemma 2.15 (Trisecant lemma [35, Theorem 2]). Let δ be a curve in CPd,
d > 3, such that no union of irreducible components contained in a plane has
total degree at least 3. Then the number of points on δ that lie on infinitely
many trisecants of δ is finite.
Note that a point p on a non-degenerate curve δ lies on infinitely many
trisecants of δ if and only if the projection pip is not generically one-to-one
on δ. Thus, according to the trisecant lemma there are finitely many such
projection points on δ. The following special case of a theorem of Segre [54]
shows that there are also finitely many such projection points not on δ.
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Proposition 2.16 (Segre [54]). Let δ be an irreducible non-degenerate curve
in CPd, d > 3. Then the set of points
X =
{
x ∈ CPd \ δ : pix is not generically one-to-one on δ
}
is finite.
We now prove three quantitative versions of the trisecant lemma, which all
state that most projections are well-behaved. For a curve δ and a point p
in CPd, denote the cone over δ with vertex p by Cp(δ), that is,
Cp(δ) := pi
−1
p (pip(δ \ {p})).
The following result is the 1-dimensional case of a result of Ballico [7]; see
also [8, Remark 1]. We provide the proof of this special case for convenience.
Lemma 2.17. Let δ be an irreducible non-degenerate curve of degree e in
CPd, d > 3. Then there are at most O(e3) points x ∈ CPd \ δ such that pix
restricted to δ is not generically one-to-one.
Proof. By Proposition 2.16, the set
X =
{
x ∈ CPd \ δ : pix is not generically one-to-one on δ
}
is finite, and we want to show that |X| = O(e3).
We first characterise X as an intersection of cones Cp(δ) for some p ∈ δ. Let
x ∈ X. Since δ has finitely many singularities and there are only finitely
many lines through x that are tangent to δ, we have that for all but finitely
many points p ∈ δ, the line px intersects δ in a third point, that is, x ∈ Cp(δ)
for all p ∈ δ \ Ex, for some finite subset Ex of δ. Let δ′ = δ \
⋃
x∈X Ex and
S =
⋂
p∈δ′ Cp(δ). Then clearly X ⊆ S \ δ. Conversely, if x ∈ S \ δ, then for
any p ∈ δ′, the line px intersects δ with multiplicity at least 2. Since only
finitely many lines through x can be tangent to δ, it follows that for all but
finitely many points p ∈ δ, the line px intersects δ in a third point, hence
x ∈ X. This shows that X = S \ δ.
We next show that X is essentially contained in the intersection of three
cones and use Be´zouts theorem (Theorem 2.9) to bound the number of
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points in this intersection. Fix distinct p, p′ ∈ δ′. Then X ⊆ Cp(δ) ∩Cp′(δ).
This intersection consists of δ, the line pp′, and some further irreducible
curves δ1, . . . , δk of total degree at most e
2 − e − 1, by Be´zout’s theorem
(Theorem 2.9).
If some δi ⊂ Cp(δ) for all p ∈ δ′, then δi ⊆ S, and since δi ∩ δ is finite by
Be´zout’s theorem (Theorem 2.9), we obtain that X is infinite, a contradic-
tion. Therefore, for each δi there is a point pi ∈ δ′ such that δi 6⊂ Cpi(δ).
By Be´zout’s theorem (Theorem 2.9), |X ∩ δi| 6 |Cpi(δ) ∩ δi| 6 e deg(δi). It
follows that |X \ pp′| 6∑ki=1 |X ∩ δi| 6∑ki=1 e deg(δi) = O(e3).
Now find a third point p′′ ∈ δ′ such that p, p′, p′′ are not collinear. As
before, |X \ pp′′| = O(e3). Since pp′ ∩ pp′′ is a singleton, it follows that
|X| = O(e3).
If an irreducible non-planar curve δ of degree e in RP3 is smooth, then by a
well-known result going back to Cayley (see [9,12,26]), the trisecant variety
of δ (the Zariski closure in CP3 of the union of all trisecants of δ) has degree
O(e3). For p ∈ δ, if pip restricted to δ \ {p} is not generically one-to-one,
then Cp(δ) is a component of the trisecant variety and has degree at least
2. It follows that there can be at most O(e3) points p ∈ δ such that pip is
not generically one-to-one on δ.
However, if δ is not smooth, we are not aware of any estimates of the de-
gree of the trisecant variety, and we thus include the proof of the weaker
bound O(e4) below in Lemma 2.19, based on an argument of Furukawa
[24]. This lemma answers the 1-dimensional case of a question of Ballico
[8, Question 1].
We say that a point z ∈ Z is a vertex of a surface Z in CP3 if the projection
piz(Z \ {z}) is a planar curve with Z equal to the cone Cz(piz(Z \ {z})). Fu-
rukawa [24] characterised vertices of a surface in terms of partial derivatives,
which we state below as Lemma 2.18, and include his proof for complete-
ness. For any 4-tuple of non-negative integers i = (i0, i1, i2, i3), we define
|i| = i0 + i1 + i2 + i3. For any homogeneous polynomial f ∈ C[x0, x1, x2, x3]
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of degree e′, we define
Dif =
1
i0!i1!i2!i3!
∂i0
∂xi00
∂i1
∂xi11
∂i2
∂xi22
∂i3
∂xi33
f.
Let Df be the column vector [Dif ]i, where i varies over all 4-tuples such
that |i| = e′− 1. Then Df is an (e′+23 )-dimensional vector of linear forms in
x0, x1, x2, x3.
Lemma 2.18 ([24, Lemma 2.3]). Let Z = ZC(f) be the surface in CP3
defined by a homogeneous polynomial f ∈ C[x0, x1, x2, x3] of degree e′. Then
z ∈ Z is a vertex of Z if and only if (Df)(z) is the zero vector.
Proof. Let z ∈ Z. Note that if Z ′ = ZC(f ′) is obtained from Z by a
projective transformation ϕ, then by the chain rule, we have (Df ′)(ϕ(z)) = 0
if and only if (Df)(z) = 0. We may thus assume without loss of generality
that z = [0, 0, 0, 1]. Let I be the set of 4-tuples i = (i0, i1, i2, i3) of non-
negative integers such that |i| = i0 + i1 + i2 + i3 = e′ − 1, and let J be
the set of 4-tuples j = (j0, j1, j2, j3) of non-negative integers such that |j| =
j0 + j1 + j2 + j3 = e
′.
If z is a vertex of Z, then f is independent of x3, hence (Dif)(z) = 0 for
each i ∈ I, and so (Df)(z) = 0.
Conversely, let f =
∑
j∈J fjx
j0
0 x
j1
1 x
j2
2 x
j3
3 where fj ∈ C, and suppose (Df)(z)
is the zero vector. For i ∈ I, let i+ω denote the 4-tuple (i0, i1, i2, i3+1) ∈ J .
Then (Dif)(z) = (i3+1)fi+ω = 0 for each i ∈ I, and so we must have fj = 0
for all j ∈ J with j3 6= 0. This implies f is independent of x3, and thus z is
a vertex of Z.
Lemma 2.19. Let δ be an irreducible non-degenerate curve of degree e in
CPd, d > 3. Then there are at most O(e4) points x on δ such that pix
restricted to δ \ {x} is not generically one-to-one.
Proof. We first prove the d = 3 case. Let X be the set of points x on δ
such that pix restricted to δ \ {x} is not generically one-to-one. Let V ⊆
C[x0, x1, x2, x3] be the vector space of homogeneous polynomials of degree
e − 2 that vanish on δ, and let h1, . . . , hr be a basis of V . Consider the
matrix A = [Dh1, . . . , Dhr].
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Suppose first that x ∈ X. Then deg(pix(δ \ {x}) 6 e − 2, and there exists
a cone of degree at most e − 2 with vertex x containing δ. It follows that
there is a polynomial f ∈ V such that ZC(f) contains δ. By Lemma 2.18,
the rank of A(x) = [Dh1(x), . . . , Dhr(x)] is less than r, so each r × r minor
of A vanishes at x. Note that each such minor defines a surface of degree
at most r. Conversely, if x lies on all of the surfaces defined by the r × r
minors of A, then A(x) has rank less than r. There then exists f ∈ V such
that (Df)(x) is the zero vector. By Lemma 2.18, x is a vertex of ZC(f),
which is a surface of degree at most e− 2 and contains pix(δ \ {x}), so either
x is a singular point of δ or x ∈ X.
Since δ has at most O(e2) singular points, it will follow that X has at most
O(e4) points if we can show that there are at most O(e4) points in
δ ∩ {x ∈ CP3 : rank(A(x)) < r} .
Now X is finite by the trisecant lemma (Lemma 2.15), so δ is not a subset
of all of the surfaces defined by the r × r minors of A(x). Fix one such
surface Z not containing δ. It has degree at most r, so by Be´zout’s theorem
(Theorem 2.9), δ∩Z has at most er points. Since r = O(e3), the d = 3 case
follows.
We now proceed by induction on d. Assume d > 4 and that the lemma holds
in dimension d−1. Since d > 3 and the dimension of secant variety of δ (the
Zariski closure of the set of points in CPd that lie on a line through some
two points of δ) is at most 3 [29, Proposition 11.24], there exists a point
p ∈ CPd such that all lines through p have intersection multiplicity at most
1 with δ. It follows that the projection δ′ := pip(δ) of δ is an algebraic curve
of degree e in CPd−1. Consider any line ` not through p that intersects δ in
at least three distinct points p1, p2, p3. Then pip(`) is a line in CPd−1 that
intersects δ′ in three points pip(p1), pip(p2), pip(p3). It follows that if x ∈ δ is
a point such that for all but finitely many points y ∈ δ, the line xy intersects
δ in a point other than x or y, then x′ := pip(x) is a point such that for all
but finitely many points y′ := pip(y) ∈ δ′, the line x′y′ intersects δ′ in a third
point. That is, if pix restricted to δ is not generically one-to-one, then the
projection map pix′ in CPd−1 restricted to δ′ is not generically one-to-one.
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By the induction hypothesis, there are at most O(e4) such points and we
are done.
We remark that we have no reason to believe that the estimate O(e4) in the
above lemma is best possible.
Lemma 2.20. Let δ1 and δ2 be two irreducible non-planar curves in CPd,
d > 3, of degrees e1 and e2 respectively. Then there are at most O(e1e2)
points x on δ1 such that pix(δ1 \ {x}) and pix(δ2 \ {x}) coincide.
Proof. Let X =
{
x ∈ δ1 : pix(δ1 \ {x}) = pix(δ2 \ {x})
}
, and let
S = δ1 ∩
⋂
p∈δ1\δ2
Cp(δ2).
We claim that X \ δ2 = S \ δ2.
First, let x ∈ X \ δ2 and p ∈ δ1 \ δ2. If x = p, then clearly x ∈ Cp(δ2).
Otherwise, pix(p) ∈ pix(δ1 \ {x}). Since x ∈ X, pix(δ1 \ {x}) = pix(δ2 \ {x}),
and since x /∈ δ2, pix(δ2 \ {x}) = pix(δ2\{x}). Therefore, pix(p) ∈ pix(δ2\{x}),
and it follows that the line px intersects δ2, hence x ∈ Cp(δ2). Since X ⊆ δ1,
we conclude that x ∈ S \ δ2.
Conversely, let x ∈ S \ δ2. Then x ∈ δ1, and for all p ∈ δ1 \ δ2, we have
x ∈ Cp(δ2). Thus, if x 6= p, then the line px intersects δ2. Therefore,
pix(δ1 \ {x}) ⊆ pix(δ2 \ {x}). Since δ2 is irreducible, the curve pix(δ2 \ {x})
is irreducible. Since δ1 is not a line, pix(δ1 \ {x}) does not degenerate to a
point. Therefore, pix(δ1 \ {x}) = pix(δ2 \ {x}), and x ∈ X.
Next, note that each x ∈ S lies on infinitely many trisecants of the curve
δ1∪δ2. Since both δ1 and δ2 are non-planar, S is finite by the trisecant lemma
(Lemma 2.15). Therefore, δ1 6⊂ Cp(δ2) for some p ∈ δ1 \ δ2. By Be´zout’s
theorem (Theorem 2.9), |S| 6 |δ1 ∩ Cp(δ2)| 6 e1 deg(Cp(δ2)) 6 e1e2. Again
by Be´zout’s theorem (Theorem 2.9), |δ1 ∩ δ2| 6 e1e2. It then follows that
|X| 6 |X \ δ2|+ |δ1 ∩ δ2| = |S \ δ2|+ |δ1 ∩ δ2| 6 2e1e2.
2.2.3 Inversion
We focus on circles and hyperspheres in this section.
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A key tool in the earlier papers [3, 20, 68] on the (strict) ordinary circles
problem is inversion; the first to use inversion in Sylvester–Gallai type prob-
lems was Motzkin [46]. The simple reason for the relevance of inversion is
that if we invert in a point of the given set, an ordinary circle through that
point is mapped to an ordinary line. Thus we can use results on ordinary
lines, like those of Green and Tao [25] in Section 2.1, to deduce results about
ordinary circles.
Inversion is also a main tool in our proof of Theorem 5.15. However, the
main tool in our proofs of Theorems 1.11 and 1.12, our structure theorems
for sets defining few circles and hyperspheres, is stereographic projection.
In fact, inversion can be defined in terms of stereographic projection, and
we do so in Definition 2.22 below.
Definition 2.21. Stereographic projection is defined to be the map
pi : CPd+1 ⊃ Sd \ {N} → {xd+1 = 0} = CPd,
where N is the north pole of Sd, and q ∈ Sd \{N} is mapped to the intersec-
tion point of the line Nq and the hyperplane {xd+1 = 0}, which we identify
with CPd.
Recall from Section 1.4 that the imaginary sphere at infinity Σ∞ in CPd is
defined as the intersection of the unit hypersphere Sd−1 and the hyperplane
at infinity Π∞. It is not difficult to see that pi(ΠN ∩ Sd \ {N}) = Σ∞,
where ΠN is the tangent hyperplane to Sd at N . The image of pi is thus
{x0 6= 0} ∪ Σ∞ = Cd ∪ Σ∞. Also, pi is injective on Sd \ ΠN , and for each
y ∈ Σ∞, pi−1(y) = `\{N}, where ` is the tangent line to Sd at N through y.
To see why stereographic projection is relevant, consider the following. Let P
be a finite set in Rd where no d+1 points lie on a (d−2)-sphere or a (d−2)-
flat. If we project P onto Sd stereographically, all ordinary hyperspheres
spanned by P map to ordinary hyperplanes spanned by pi−1(P ) ⊂ Rd+1,
and they are in one-to-one correspondence. Since we have in pi−1(P ) that
every d + 1 points span a hyperplane, we can use our structure theorem
for sets spanning few ordinary hyperplanes. As with projection in the pre-
vious section, to do so successfully requires a thorough understanding of
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how curves behave under stereographic projection, and we consider this in
Section 3.3.
We now define inversion in terms of stereographic projection.
Definition 2.22. Inversion in the origin o ∈ Cd is defined to be the bijective
map
ιo = pi ◦ ρ ◦ pi−1 : Cd \ {o} → Cd \ {o},
where ρ is the orthogonal reflection map in the hyperplane {xd+1 = 0}.
Inversion in an arbitrary point r ∈ Cd is then defined to be the bijective
map
ιr = τr ◦ ιo ◦ τ−r : Cd \ {r} → Cd \ {r},
where τr(x) = x+ r is the translation map taking the origin to r.
Note that this agrees with the more standard definition of inversion in the
real plane, where ιr : R2 \ {r} → R2 \ {r} defined be
ιr(x, y) =
(
x− xr
(x− xr)2 + (y − yr)2 + xr,
y − yr
(x− xr)2 + (y − yr)2 + yr
)
for (x, y) 6= r = (xr, yr).
As is well-known in real space, if V is a hypersphere or a hyperplane, then
the inverse ιr(V \ {r}) is again a hypersphere or a hyperplane, depending on
whether r /∈ V or r ∈ V respectively. It is also easily seen that the inverse
of a circle or a line is again a circle or a line. We note that the image of
an algebraic curve under stereographic projection or inversion is again an
algebraic curve in the following sense.
Definition 2.23. For any curve δ in CPd there is a curve δ′ in CPd such
that ιr(δ \ {r}) = δ′. We refer to δ′ as the inverse of δ in the point r.
In Section 3.3, we introduce spherical curves, a special class of curves that
are closed under inversion, and explore their interaction with stereographic
projection.
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2.3 The Elekes–Szabo´ theorem
Theorems 2.24 and 2.26 below are the 3- and 4-dimensional Elekes–Szabo´
theorems by Raz, Sharir, and De Zeeuw [50,51] respectively. Their relevance
to our results are evident in their applications to counting collinear triples
in the plane and coplanar quadruples in 3-space [50, 51], which are Theo-
rems 2.25 and 2.27 below. We use Theorem 2.25 to help us count ordinary
planes and circles, and Theorem 2.26 to prove Theorem 1.15, our result on
coplanar quadruples, complementing Theorem 2.27. We state Theorem 2.24
for completeness.
Theorem 2.24 (Raz–Sharir–De Zeeuw [50, Theorem 1.1]). Let F be an
irreducible polynomial of degree d in C[t1, t2, t3], with no ∂F/∂ti identically
zero. Then either for all A ⊂ C with |A| = n, we have |ZC(F ) ∩ A3| =
O(d13/2n11/6), or there exists a 1-dimensional subvariety Z0 ⊂ ZC(F ) such
that for any (s1, s2, s3) ∈ ZC(F ) \ Z0, there exist open neighbourhoods Ui of
si and injective analytic functions ϕi : Ui → C such that
F (t1, t2, t3) = 0 ⇐⇒ ϕ1(t1) + ϕ2(t2) + ϕ3(t3) = 0,
for all (t1, t2, t3) ∈ U1 × U2 × U3.
Theorem 2.25 (Raz–Sharir–De Zeeuw [50, Theorem 6.1]). Let γ1, γ2, γ3,
be three (not necessarily distinct) irreducible algebraic curves of constant
degree in C2, and let S1 ∈ γ1, S2 ∈ γ2, S3 ∈ γ3 be finite subsets. Then the
number of collinear triples in S1 × S2 × S3 is
O
(
|S1| 12 |S2| 23 |S3| 23 + |S1| 12
(
|S1| 12 + |S2|+ |S3|
))
,
unless γ1 ∪ γ2 ∪ γ3 is a line or a cubic curve.
Theorem 2.26 (Raz–Sharir–De Zeeuw [51, Theorem 1.1]). Let F be an
irreducible polynomial of constant degree in C[t1, t2, t3, t4], with no ∂F/∂ti
identically zero. Then either for all A ⊂ C with |A| = n, we have |ZC(F ) ∩
A4| = O(n8/3), or there exists a 2-dimensional subvariety Z0 ⊂ ZC(F ) such
that for any (s1, s2, s3, s4) ∈ ZC(F ) \Z0, there exist open neighbourhoods Ui
of si and injective analytic functions ϕi : Ui → C such that
F (t1, t2, t3, t4) = 0 ⇐⇒ ϕ1(t1) + ϕ2(t2) + ϕ3(t3) + ϕ4(t4) = 0,
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for all (t1, t2, t3, t4) ∈ U1 × U2 × U3 × U4.
Theorem 2.27 (Raz–Sharir–De Zeeuw [51, Theorem 1.3]). Let δ be an
algebraic curve of constant degree in C3, and let S ⊂ δ be a finite set of size
n. The the number of coplanar quadruples spanned by S is O(n8/3), unless
δ contains either a planar curve or a quartic curve.
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Curves
In this chapter, we introduce the curves that appear in our theorems and
describe their group structure, which encodes when points on the curve are
contained in a hyperplane or a hypersphere. The main object of study here is
an irreducible non-degenerate curve of degree d+1 in d-space, which appears
in all of our structure theorems and gives rise to extremal constructions for
all of our extremal theorems except for ordinary planes and circles. We first
start with the following well-known classification (see for example [55, p. 38,
Theorem VIII]), providing more detailed definitions later.
Proposition 3.1. An irreducible non-degenerate curve of degree d + 1 in
CPd, d > 2, is either elliptic or rational.
Proof. We proceed by induction on the dimension d. It is well-known that
any irreducible cubic in CP2 is either elliptic or rational. Fix a d > 3 and
suppose the result is true for dimension d− 1. Let δ be an irreducible non-
degenerate curve of degree d+ 1 in CPd. Choose a smooth projection point
p ∈ δ such that pip is generically one-to-one on δ, which is possible by the
trisecant lemma (Lemma 2.15). Then δ′ := pip(δ \ {p}) is an irreducible non-
degenerate curve of degree d in CPd−1, which is elliptic or rational by the
induction hypothesis. If δ′ is elliptic, then δ is smooth and thus also elliptic,
since the genus of a smooth curve is a birational invariant [30, Chapter III,
Exercise 5.3]. If δ′ is rational, then δ must also be rational since pip is
birational on δ.
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In 3-space, there is another classical classification of space quartics (see for
example [60]). Since the dimension of the vector space of degree 2 homoge-
neous polynomials in four variables is 10, there exists a quadric surface Q
containing any nine points of a space quartic δ. It then follows from Be´zout’s
theorem (Theorem 2.9) that δ is contained in Q.
Definition 3.2. A space quartic in 3-space is of the first species if it is
contained in at least two linearly independent quadrics. It is of the second
species if it is contained in a unique quadric.
Since prisms and antiprisms (see Definition 4.3) are contained in two planar
sections of a sphere, every curve that appears in Theorem 1.9, our structure
theorem for sets spanning few ordinary planes, can be thought of as quartics
(possibly non-irreducible) of the first species. We mention this classification
mainly so that our structure theorem matches Ball’s [4]. Elliptic quartics
are always of the first species, and we will later show in Section 3.2 that
rational quartics are of the first species if and only if they are singular.
It is well-known in the plane that we can define a group law on any elliptic
cubic curve or the set of smooth points of a rational and singular cubic.
This group has the property that three points sum to the identity if and
only if they are collinear. Over the complex numbers, the group on an
elliptic cubic is isomorphic to the torus (R/Z)2, and the group on the smooth
points of a singular cubic is isomorphic to (C,+) or (C∗, ·) depending on
whether the singularity is a cusp or a node respectively. Over the real
numbers, the group on an elliptic cubic is isomorphic to R/Z or R/Z ×
Z2 depending on whether the real curve has one or two semi-algebraically
connected components, and the group on the smooth points of a singular
cubic is isomorphic to (R,+), (R,+) × Z2, or R/Z depending on whether
the singularity is a cusp, a crunode, or an acnode. See for instance [25] for
a more detailed description.
In higher dimensions, it turns out that an irreducible non-degenerate curve of
degree d+ 1 in d-space does not necessarily have a natural group structure,
but if it does, the behaviour is similar to the planar case. In particular,
elliptic curves and rational curves that are singular have a natural group
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structure like their analogues in the plane, where d+ 1 points on the curve
are contained in a hyperplane if and only if they sum to the identity. This
also induces a group law on a special subset of these curves where d+2 points
on the curve are contained in a hypersphere if and only if they sum to the
identity. However, there exist rational curves that are smooth if d > 3, and
these do not seem to have such a natural group structure.
The group laws, when they exist, are not uniquely determined by the prop-
erty that d + 1 points lie on a hyperplane if and only if they sum to some
fixed element c. Indeed, for any t ∈ (δ∗,⊕), x  y := x ⊕ y ⊕ t defines
another abelian group on δ∗ with the property that d + 1 points lie on a
hyperplane if and only if they sum to c⊕ dt. However, these two groups are
isomorphic in a natural way with an isomorphism given by the translation
map x 7→ x	 t. The next proposition shows that we always get uniqueness
up to some translation.
Proposition 3.3. Let (G,⊕, 0) and (G,, 0′) be abelian groups on the same
ground set, such that for some d > 2 and some c, c′ ∈ G,
x1 ⊕ · · · ⊕ xd+1 = c ⇐⇒ x1  · · · xd+1 = c′ for all x1, . . . , xd+1 ∈ G.
Then (G,⊕, 0)→ (G,, 0′), x 7→ x 0 = x⊕ 0′ is an isomorphism, and
c′ = c 0 · · · 0︸ ︷︷ ︸
d times
= c	 (0′ ⊕ · · · ⊕ 0′︸ ︷︷ ︸
d times
).
Proof. It is clear that the cases d > 3 follow from the case d = 2, which we
now show. First note that for any x, y ∈ G, x  y  (c 	 x 	 y) = c′ and
(x⊕y)0(c	x	y) = c′, since x⊕y⊕(c	x	y) = (x⊕y)⊕0⊕(c	x	y) = c.
Thus we have x  y = (x ⊕ y)  0, hence (x ⊕ y)  0 = x  y  0  0 =
(x0)(y0). Similarly we have x⊕y = (xy)⊕0′, hence xy = x⊕y	0′,
so in particular 0′ = 00 = 0⊕ (0)	0′, and 0 = 0′⊕0′. So we also have
x0 = x⊕ (0)	0′ = x⊕0′, and (G,⊕, 0)→ (G,, 0′), x 7→ x0 = x⊕0′
is an isomorphism.
We also note the following simple result for later use. Recall that a curve
is real if each of its irreducible components contains infinitely many real
points.
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Lemma 3.4. The homogeneous ideal of a real curve is generated by real
polynomials.
Proof. Without loss of generality, the real curve δ ⊂ CPd is irreducible. Let
I be the homogeneous ideal of δ, and consider I =
⊕
e I
(e), where I(e) is the
set of polynomials of I of degree e. We show that each I(e) can be generated
by real polynomials, whence so can I. A polynomial is an element of I(e)
if and only if the hypersurface it defines contains δ, which occurs if and
only if the hypersurface contains more than e deg(δ) points of δ by Be´zout’s
theorem (Theorem 2.9). Since δ is real and contains infinitely many real
points, the coefficients of each polynomial in I(e) satisfy a linear system of
(at least) e deg(δ) + 1 real equations in
(
d+e
d
)
variables. Solving this linear
system then shows that I(e), considered as a vector space, has a basis of real
polynomials.
As a consequence, we obtain the following basic fact on odd-degree polyno-
mials in real projective space.
Lemma 3.5. Let δ be a non-degenerate curve of odd degree in RPd. Then
any hyperplane of RPd intersects δ in at least one point of RPd.
Proof. By Lemma 3.4, the homogeneous ideal of δ is generated by real poly-
nomials. The lemma then follows from the fact that roots of real polyno-
mials come in complex conjugate pairs. Since δ has odd degree, any real
hyperplane thus intersects δ in at least one real point.
3.1 Elliptic curves
Elliptic curves (in any dimension) and their group structure are well-studied,
going back to Clifford [16] and Klein [38].
Definition 3.6. An elliptic normal curve is an irreducible non-degenerate
smooth curve of degree d+ 1 and genus 1 in CPd.
The following proposition shows that all elliptic normal curves have a similar
group structure.
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Proposition 3.7 ([57, Corollary 2.3.1; 58, Exercise 3.11 and Corollary
5.1.1]). An elliptic normal curve δ in CPd, d > 2, has a natural group
structure such that d+ 1 points in δ lie on a hyperplane if and only if they
sum to the identity. This group is isomorphic to (R/Z)2.
If the curve is real, then the group is isomorphic to R/Z or R/Z×Z2 depend-
ing on whether the real curve has one or two semi-algebraically connected
components.
3.2 Rational curves
The facts collected in this section are well-known, especially in the d =
3 case, in the sense that they were discovered in the 19th century (see
[15, 22, 53, 62, 63, 66]). However, it is not easy to find recent references (or
in some cases, any reference at all), and so we include some of the proofs.
Our main goal is to describe when an irreducible non-degenerate rational
curve (defined below) of degree d+ 1 in CPd has a natural group structure.
It turns out that this happens if and only if the curve is singular.
Definition 3.8. A rational curve δ in FPd of degree e is a curve that can
be parametrised by the projective line,
δ : FP1 → FPd, [x, y] 7→ [q0(x, y), . . . , qd(x, y)],
where each qi is a homogeneous polynomial of degree e in the variables x
and y, and the qi’s share no common factor.
A rational normal curve in FPd is an irreducible non-degenerate rational
curve of degree d.
Rational normal curves in FPd are unique up to projective transformations
[29, Example 1.14], and turn out to be smooth [29, Exercise 14.14]. In fact,
the rational normal curve is the unique irreducible non-degenerate curve of
degree d in FPd [29, Proposition 18.9]. We write νd+1 for the rational normal
curve in CPd+1 parametrised as
νd+1 : [x, y] 7→ [yd+1,−xyd, x2yd−1, . . . , (−x)d−1y2, (−x)dy, (−x)d+1].
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Any irreducible non-degenerate rational curve δ of degree d + 1 in CPd is
the projection of the rational normal curve, and we have
δ[x, y] = [yd+1,−xyd, x2yd−1, . . . , (−x)d−1y2, (−x)dy, (−x)d+1]A,
where A is a (d+2)× (d+1) matrix of rank d+1 (since δ is non-degenerate)
with entries derived from the coefficients of the polynomials qi of degree
d + 1 in the parametrisation of the curve (with suitable alternating signs).
Thus δ ⊂ CPd is the image of νd+1 under the projection map pip defined by
A. In particular, the point of projection p = [p0, p1, . . . , pd+1] ∈ CPd+1 is
the (1-dimensional) kernel of A. If we project νd+1 from a point p ∈ νd+1,
then we obtain a rational normal curve in CPd. However, since δ is of degree
d+ 1, necessarily p /∈ νd+1. Conversely, it can easily be checked that for any
p /∈ νd+1, the projection of νd+1 from p is a rational curve of degree d+ 1 in
CPd. We will use the notation δp for this curve. Noting that if δp is real then
p ∈ RPd+1, we summarise the above discussion in the following proposition
that will be implicitly used in the remainder of this thesis.
Proposition 3.9. An irreducible non-degenerate rational curve of degree
d+ 1 in FPd is projectively equivalent to δp for some p ∈ FPd+1 \ νd+1.
We use the projection point p to define a binary form and a multilinear form
associated to δp.
Definition 3.10. The fundamental binary form associated to an irreducible
non-degenerate rational curve δp of degree d+ 1 in FPd is the homogeneous
polynomial of degree d+1 in two variables fp(x, y) :=
∑d+1
i=0 pi
(
d+1
i
)
xd+1−iyi.
Its polarisation is the multilinear form Fp : (F2)d+1 → F [18, Section 1.2]
defined by
Fp(x0, y0, x1, y1, . . . , xd, yd)
:=
1
(d+ 1)!
∑
I⊆{0,1,...,d}
(−1)d+1−|I|fp
(∑
i∈I
xi,
∑
i∈I
yi
)
.
Consider the multilinear form Gp(x0, y0, . . . , xd, yd) =
∑d+1
i=0 piPi, where
Pi(x0, y0, x1, y1, . . . , xd, yd) :=
∑
I∈({0,1,...,d}i )
∏
j∈I
xj
∏
j∈I
yj (3.1)
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for each i = 0, . . . , d + 1. Here the sum is taken over all subsets I of
{0, 1, . . . , d} of size i, and I denotes the complement of I in {0, 1, . . . , d}.
It is easy to see that the binary form fp is the restitution of Gp, namely
[18, Section 1.2]
fp(x, y) = Gp(x, y, x, y, . . . , x, y).
Since the polarisation of the restitution of a multilinear form is itself [18,
Section 1.2], we must thus have Fp = Gp. (This can also be checked directly.)
Lemma 3.11. Let δp be an irreducible non-degenerate rational curve of
degree d+ 1 in CPd, d > 2, where p ∈ CPd+1 \ νd+1. A hyperplane intersects
δp in d+ 1 points δp[xi, yi], i = 0, . . . , d, counting multiplicity, if and only if
Fp(x0, y0, x1, y1, . . . , xd, yd) = 0.
Proof. By Bertini’s theorem [30, Theorem II.8.18 and Remark II.8.18.1], the
set of hyperplanes that intersect δp in d + 1 distinct points form an open
dense subset of all hyperplanes. It is thus sufficient to prove the statement
for distinct points [xi, yi] ∈ CP1. Then the points δp[xi, yi] are all on a hyper-
plane if and only if the hyperplane in CPd+1 through the points νd+1[xi, yi]
passes through p. It will be sufficient to prove the identity
D := det

νd+1[x0, y0]
...
νd+1[xd, yd]
p
 = Fp(x0, y0, x1, y1, . . . , xd, yd)
∏
06j<k6d
∣∣∣∣∣xj xkyj yk
∣∣∣∣∣ ,
(3.2)
since the second factor on the right-hand side does not vanish because the
points [xi, yi] are distinct.
We first note that
D =
∣∣∣∣∣∣∣∣∣∣∣
yd+10 −x0yd0 x20yd−10 . . . (−x0)dy0 (−x0)d+1
...
...
...
. . .
...
...
yd+1d −xdydd x2dyd−1d . . . (−xd)dyd (−xd)d+1
p0 p1 p2 . . . pd pd+1
∣∣∣∣∣∣∣∣∣∣∣
49
Chapter 3. Curves
= (−1)b d+22 c
∣∣∣∣∣∣∣∣∣∣∣
yd+10 x0y
d
0 x
2
0y
d−1
0 . . . x
d
0y0 x
d+1
0
...
...
...
. . .
...
...
yd+1d xdy
d
d x
2
dy
d−1
d . . . x
d
dyd x
d+1
d
p0 −p1 p2 . . . (−1)dpd (−1)d+1pd+1
∣∣∣∣∣∣∣∣∣∣∣
. (3.3)
We next replace (−1)ipi by xiyd+1−i for each i = 0, . . . , d+ 1 in the last row
of the determinant in (3.3) and obtain the Vandermonde determinant
(−1)b d+22 c
∣∣∣∣∣∣∣∣∣∣∣
yd+10 x0y
d
0 x
2
0y
d−1
0 . . . x
d
0y0 x
d+1
0
...
...
...
. . .
...
...
yd+1d xdy
d
d x
2
dy
d−1
d . . . x
d
dyd x
d+1
d
yd+1 xyd x2yd−1 . . . xdy xd+1
∣∣∣∣∣∣∣∣∣∣∣
= (−1)b d+22 c
∏
06j<k6d
∣∣∣∣∣yj ykxj xk
∣∣∣∣∣ ∏
06j6d
∣∣∣∣∣yj yxj x
∣∣∣∣∣
= (−1)b d+22 c(−1)(d+22 )
∏
06j<k6d
∣∣∣∣∣xj xkyj yk
∣∣∣∣∣ ∏
06j6d
∣∣∣∣∣xj xyj y
∣∣∣∣∣ .
Finally, note that (−1)b d+22 c(−1)(d+22 ) = 1 and that the coefficient of xiyd+1−i
in
∏
06j6d
∣∣∣∣∣xj xyj y
∣∣∣∣∣ is ∑
I⊆({0,...,d}i )
∏
j∈I
(−yj)
∏
j∈I
xj = (−1)iPi,
where Pi is as defined in (3.1). It follows that the coefficient of pi in (3.3) is
Pi, and (3.2) follows.
We define the secant variety SecC(νd+1) of the rational normal curve νd+1
in CPd+1 to be the set of points that lie on a proper secant or tangent line
of νd+1, that is, on a line with intersection multiplicity at least 2 with νd+1.
We also define the real secant variety of νd+1 to be the set SecR(νd+1) of
points in RPd+1 that lie on a line that either intersects νd+1 in two distinct
real points or is a tangent line of νd+1. The tangent variety TanF(νd+1) of
νd+1 is defined to be the set of points in FPd+1 that lie on a tangent line of
νd+1. We note that although TanR(νd+1) = TanC(νd+1) ∩ RPd+1, we only
have a proper inclusion SecR(νd+1) ⊂ SecC(νd+1) ∩ RPd+1 for d > 2.
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We will need a concrete description of SecC(νd+1) and its relation to the
smoothness of the curves δp. For any p ∈ FPd+1 and k = 2, . . . , d− 1, define
the (k + 1)× (d− k + 2) matrix
Mk(p) :=

p0 p1 p2 . . . pd−k+1
p1 p2 p3 . . . pd−k+2
...
...
...
. . .
...
pk pk+1 pk+2 . . . pd+1
 .
Suppose that δp has a double point, say δp[x0, y0] = δp[x1, y1]. This is equiv-
alent to p, νd+1[x0, y0], and νd+1[x1, y1] being collinear, which is equivalent
to p being on the secant variety of νd+1. (In the degenerate case where
[x0, y0] = [x1, y1], we have that p ∈ TanF(νd+1).) Then δp[x0, y0], δp[x1, y1],
δp[x2, y2], . . . , δp[xd, yd] are on a hyperplane in FPd for all [xi, yi] ∈ FP1, i =
2, . . . , d. It follows that the coefficients of Fp(x0, y0, x1, y1, x2, y2, . . . , xd, yd)
as a polynomial in x2, y2, . . . , xd, yd all vanish, that is,
pix0x1 + pi+1(x0y1 + y0x1) + pi+2y0y1 = 0
for all i = 0, . . . , d−1. This can be written as [x0x1, x0y1+y0x1, y0y1]M2(p) =
0. Conversely, if M2(p) has rank 2 with say [c0, 2c1, c2]M2(p) = 0, then there
is a non-trivial solution to the linear system with c0 = x0x1, c1 = x0y1+y0x1,
c2 = y0y1, and we have c0x
2 + 2c1xy+ c2y
2 = (x0x+y0y)(x1x+y1y). In the
degenerate case where [x0, y0] = [x1, y1], we have that the quadratic form
has repeated roots.
It follows that M2(p) has rank at most 2 if and only if p ∈ SecC(νd+1)
(also note that M2(p) has rank 1 if and only if p ∈ νd+1). We note for
later use that since the null space of M2(p) is 1-dimensional if it has rank
2, it follows that each p ∈ SecC(νd+1) lies on a unique secant (which might
degenerate to a tangent). This implies that δp has a unique singularity when
p ∈ SecC(νd+1) \ νd+1, which is a node if p ∈ SecC(νd+1) \ TanC(νd+1) and
a cusp if p ∈ TanC(νd+1) \ νd+1. In the real case there are two types of
nodes. If p ∈ SecR(νd+1) \ νd+1, then the roots [x0, y0], [x1, y1] are real, and
δp has either a cusp when p ∈ TanR(νd+1) \ νd+1 and [x0, y0] = [x1, y1],
or a crunode when p ∈ SecR(νd+1) \ TanR(νd+1) and [x0, y0] and [x1, y1]
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are distinct roots of the real binary quadratic form c0x
2 + 2c1xy + c2y
2. If
p ∈ SecC(νd+1) \ SecR(νd+1)∩RPd+1 then the quadratic form has conjugate
roots [x0, y0] = [x1, y1] and δp has an acnode.
If p /∈ Sec(νd+1), then δp is a smooth curve of degree d + 1. It follows that
δp is singular if and only if p ∈ Sec(νd+1) \ νd+1. For the purposes of this
thesis, we make the following definitions.
Definition 3.12. A rational singular curve is an irreducible non-degenerate
singular rational curve of degree d+1 in CPd. In the real case, a rational cus-
pidal curve, rational crunodal curve, or rational acnodal curve is a rational
singular curve with a cusp, crunode, or acnode respectively.
In particular, we have shown the case k = 2 of the following well-known
result.
Proposition 3.13 ([29, Proposition 9.7]). Let d > 3. For any k = 2, . . . , d−
1, the secant variety of νd+1 is equal to the locus of all [p0, p1, . . . , pd+1] such
that Mk(p) has rank at most 2.
Corollary 3.14. Let d > 3. For any k = 2, . . . , d− 1 and p ∈ CPd+1 \ νd+1,
the curve δp of degree d+1 in CPd is singular if and only if rank(Mk(p)) 6 2.
We next use Corollary 3.14 to show that the projection of a smooth rational
curve of degree d + 1 in CPd from a generic point on the curve is again
smooth when d > 4. This is not true for d = 3, as there is a trisecant
through each point of a space quartic of the second species in 3-space. (The
union of the trisecants form the unique quadric on which the curve lies
[29, Exercise 8.13].)
Lemma 3.15. Let δp be a smooth rational curve of degree d+1 in CPd, d >
4. Then for all but at most three points q ∈ δp, the projection piq(δp \ {q})
is a smooth rational curve of degree d in CPd−1.
Proof. Let q = δp[x0, y0]. Suppose that piq(δp \ {q}) is singular. Then there
exist [x1, y1] and [x2, y2] such that piq(δp[x1, y1]) = piq(δp[x2, y2]) and the
points δp[x0, y0], δp[x1, y1], and δp[x2, y2] are collinear. Then for arbitrary
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[x3, y3], . . . , [xd, yd] ∈ CP1, the points δp[xi, yi], i = 0, . . . , d are on a hy-
perplane, so by Lemma 3.11, Fp(x0, y0, . . . , xd, yd) is identically zero as a
polynomial in x3, y3, . . . , xd, yd. The coefficients of this polynomial are of
the form
pix0x1x2 + pi+1(x0x1y2 + x0y1x2 + y0x1x2)
+ pi+2(x0y1y2 + y0x1y2 + y0y1x2) + pi+3y0y1y2
for i = 0, . . . , d−2. This means that the linear system [c0, 3c1, 3c2, c3]M3(p) =
0 has a non-trivial solution c0 = x0x1x2, 3c1 = x0x1y2 + x0y1x2 + y0x1x2,
3c2 = x0y1y2 + y0x1y2 + y0y1x2, c3 = y0y1y2. The binary cubic form
c0x
3 + 3c1x
2y + c2xy
2 + c3y
3 then has the factorisation (x0x + y0y)(x1x +
y1y)(x2x + y2y), hence its roots give the collinear points on δp. Since δp is
smooth, M3(p) has rank at least 3 by Corollary 3.14, and so the cubic form
is unique up to scalar multiplication. It follows that there are at most three
points q such that the projection piq(δp \ {q}) is not smooth.
We now note the effect of a change of coordinates on the parametrisation
of δp. Let ϕ : FP1 → FP1 be a projective transformation. Then νd+1 ◦ ϕ
is a reparametrisation of νd+1. It is not difficult to see that there exists a
projective transformation ψ : FPd+1 → FPd+1 such that νd+1 ◦ϕ = ψ ◦ νd+1.
It follows that if we reparametrise δp using ϕ, we obtain
δp ◦ ϕ = pip ◦ νd+1 ◦ ϕ = pip ◦ ψ ◦ νd+1 = ψ′ ◦ piψ−1(p) ◦ νd+1 ∼= δψ−1(p),
where ψ′ : FPd → FPd is an appropriate projective transformation such
that first transforming FPd+1 with ψ and then projecting from p is the
same as projecting from ψ−1(p) and then transforming FPd with ψ′. So by
reparametrising δp, we obtain δp′ for some other point p
′ that is in the orbit
of p under the action of projective transformations that fix νd+1.
Since δp ◦ ϕ[xi, yi], i = 0, . . . , d, lie on a hyperplane if and only if the
δψ−1(p)[xi, yi]’s are on a hyperplane, it follows from Lemma 3.11 that
Fp(ϕ(x0, y0), . . . , ϕ(xd, yd))
is a multiple of
Fψ−1(p)(x0, y0, . . . , xd, yd),
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hence fp ◦ ϕ = fψ−1(p) up to a scalar multiple. Thus, we obtain the same
reparametrisation of the fundamental binary form fp.
Recall from Definition 3.2 that a space quartic in FP3 is of the first species
if it is contained in at least two linearly independent quadrics, and is of the
second species if it is contained in a unique quadric. We can now prove
the following result, which when combined with Corollary 3.14 shows that a
rational space quartic in FP3 is of the first species if and only if it is singular.
Lemma 3.16. A rational space quartic δp in FP3 is of the first species if
and only if cat (fp) := det (M2(p)) vanishes.
Proof. After a reparametrisation of δp if necessary, we can assume δp[x, y] =
νd+1[x, y]A, where
A =

p1 −p2 p3 −p4
−p0 0 0 0
0 p0 0 0
0 0 −p0 0
0 0 0 p0

and p0 6= 0. Working in the affine charts y = 1 in FP1 and p0 = 1 in FP4, δp
thus has the parametrisation
[x+ p1, x
2 − p2, x3 + p3, x4 − p4],
where p2 6= p21, p3 6= p31, or p4 6= p41.
Consider the equations of quadrics Q that contain δp. If Q contains δp,
substituting the four polynomials x + p1, x
2 − p2, x3 + p3, x4 − p4 for the
homogeneous coordinates of v into the equation vTAQv = 0, where AQ =
(ai,j) is the 4× 4 symmetric matrix defining Q, gives a degree 8 polynomial
in x that has to be identically zero.
This gives nine equations in ten variables (the entries of AQ). The first
few equations, corresponding to the coefficients of x8, x7, x6, x5, are a44 =
0, a34 = 0, 2a24+a33 = 0, a14+a23 = 0. So in fact we only have five equations
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in six variables:

−2p2 2p1 2 1 0 0
−2p3 p2 p1 0 1 0
−2p4 −2p3 0 −2p2 2p1 1
0 −p4 p3 0 −p2 p1
2(p2p4 − p23) −2(p1p4 − p2p3) 2p1p3 p22 −2p1p2 p21


a24
a14
a13
a22
a12
a11

= 0.
There is always a non-trivial solution to this system, but we want to show
that there are always at least two linearly independent solutions if and only
if cat(fp) = p2p4 − p23 − p21p4 + 2p1p2p3 − p32 = 0.
The nullity of the matrix is at least 2 if and only if its rank is at most 4,
which in turn happens if and only if the six 5× 5 minors all vanish. These
six minors are
−4 cat(fp)(p23 − p2p4), 2 cat(fp)(p2p3 − p1p4), −4 cat(fp)(p1p3 − p4),
2 cat(fp)(p
2
2 − 2p1p3 + p4), 2 cat(fp)(p1p2 − p3), −2 cat(fp)(p21 − p2),
and it is impossible for all of the last factors to be equal to zero, otherwise
we have p2 = p
2
1, p3 = p
3
1, and p4 = p
4
1. Thus the six minors all vanish if
and only if cat(fp) = 0, as desired.
The polynomial cat(fp) defined above is known as the catalecticant of the
binary quartic form fp. It was discovered by Boole [67] and generalised to
binary forms of even degree by Sylvester [62], who coined the term. Sylvester
[62] also showed that a generic binary form fp of degree d is the sum of two
d-th powers of linear forms if and only if M2(p) does not have full rank. We
need a version of this statement that is valid for all binary forms, not only
generic ones, to determine the natural group structure on rational singular
curves. Reznick [52] gives an elementary proof of the generic case where p
does not lie on the tangent variety. (See also Kanev [36, Lemma 3.1] and
Iarrobino and Kanev [32, Section 1.3].) We provide a very elementary proof
that includes the non-generic case.
Theorem 3.17 (Sylvester [62]). Let d > 2.
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(i ) If p ∈ TanC(νd+1), then there exist binary linear forms L1, L2 such
that fp(x, y) = L1(x, y)
dL2(x, y). Moreover, if p /∈ νd+1 then L1 and
L2 are linearly independent, and if p ∈ RPd+1 then L1 and L2 are both
real.
(ii ) If p ∈ SecC(νd+1)\TanC(νd+1), then there exist linearly independent bi-
nary linear forms L1, L2 such that fp(x, y) = L1(x, y)
d+1−L2(x, y)d+1.
Moreover, if p ∈ RPd+1 \ SecR(νd+1) then L1 and L2 are complex
conjugates, while if p ∈ SecR(νd+1) then there exist linearly indepen-
dent real binary linear forms L1, L2 such that fp(x, y) = L1(x, y)
d+1±
L2(x, y)
d+1, where we can always choose the lower sign when d is even,
and otherwise depends on p.
Proof. (i ): We work over F∈{R,C}. Let p=[p0, p1, . . . , pd+1]∈TanF(νd+1).
Let p∗ = νd+1[α1, α2] be the point on νd+1 such that the line pp∗ is tangent
to νd+1 (if p ∈ νd+1, we let p∗ = p). We will show that
fp(x, y) =
d+1∑
i=0
pi
(
d+ 1
i
)
xd+1−iyi = (α2x− α1y)d(β2x− β1y) (3.4)
for some [β1, β2] ∈ FP1.
First consider the special case α1 = 0. Then p∗ = [1, 0, . . . , 0] and the
tangent to νd+1 at p∗ is the line x2 = x3 = · · · = xd+1 = 0. It follows
that fp(x, y) = p0x
d+1 + p1(d + 1)x
dy = (1x − 0y)d(p0x + p1(d + 1)y). If
p1 = 0, then p = p∗ ∈ νd+1. Thus, if p /∈ νd+1, then p1 6= 0, and x and
p0x+ p1(d+ 1)y are linearly independent.
We next consider the general case α1 6= 0. Equating coefficients in (3.4), we
see that we need to find [β1, β2] such that
pi
(
d+ 1
i
)
=
(
d
i
)
αd−i2 (−α1)iβ2 −
(
d
i− 1
)
αd−i+12 (−α1)i−1β1
for each i = 0, . . . , d + 1, where we use the convention
(
d
−1
)
=
(
d
d+1
)
= 0.
This can be simplified to
pi =
(
1− i
d+ 1
)
αd−i2 (−α1)iβ2 −
i
d+ 1
αd−i+12 (−α1)i−1β1. (3.5)
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Since we are working projectively, we can fix the value of β1 from the instance
i = d+ 1 of (3.5) to get
pd+1 = −(−α1)dβ1. (3.6)
If pd+1 6= 0, we can divide (3.5) by (3.6). After setting α = α2/α1, β =
β2/β1, and ai = pi/pd+1, we then have to show that for some β ∈ F,
ai = −
(
1− i
d+ 1
)
(−α)d−iβ + i
d+ 1
(−α)d−i+1 (3.7)
for each i = 0, . . . , d. We next calculate in the affine chart xd+1 = 1 where
the rational normal curve becomes νd+1(t) = ((−t)d+1, (−t)d, . . . ,−t), p =
(a0, . . . , ad), and p∗ = νd+1(α). The tangency condition means that p∗ − p
is a scalar multiple of
ν ′d+1(α) = ((d+ 1)(−α)d, d(−α)d−1, . . . , 2α,−1),
that is, we have for some λ ∈ F that (−α)d+1−i − ai = λ(d+ 1− i)(−α)d−i
for all i = 0, . . . , d. Set β = α + λ(d + 1). Then (−α)d+1−i − ai = (β −
α)(1− id+1)(−α)d−i, and we have
ai = (−α)d+1−i − (β − α)
(
1− i
d+ 1
)
(−α)d−i
= −
(
1− i
d+ 1
)
(−α)d−iβ + i
d+ 1
(−α)d−i+1,
giving (3.7) as required. If α = β, then λ = 0 and p = p∗ ∈ νd+1. Thus, if
p /∈ νd+1, then α 6= β, and α2x−α1y and β2x−β1y are linearly independent.
We still have to consider the case pd+1 = 0. Then β1 = 0 and we need to
find β2 such that
pi =
(
1− i
d+ 1
)
αd−i2 (−α1)iβ2 (3.8)
for all i = 0, . . . , d. Since pd+1 = 0, we have that ν
′
d+1(α) is parallel to
(p0, . . . , pd), that is,
pi = λ(d+ 1− i)(−α)d−i
for some λ ∈ F∗. Set β2 = λ(d+ 1)/(−α1)d. Then
pi =
(−α1)dβ2
d+ 1
(d+ 1− i)
(
α2
−α1
)d−i
=
(
1− i
d+ 1
)
αd−i2 (−α1)iβ2,
57
Chapter 3. Curves
again giving (3.8) as required. Note that since α1 6= 0 but β1 = 0, α2x−α1y
and β2x−β1y are linearly independent. Note also that since λ 6= 0, we have
β2 6= 0 and p 6= [1, 0, . . . , 0], hence p /∈ νd+1.
(ii ): Let p = [p0, . . . , pd+1] ∈ SecC(νd+1) \ TanC(νd+1), and suppose that p
lies on the secant line through the distinct points p1 := νd+1[α1, α2] and p2 :=
νd+1[β1, β2]. Since p, p1, p2 are distinct and collinear, there exist µ1, µ2 ∈ C∗
such that p = µ1p1 + µ2p2. This means that for i = 0, . . . , d+ 1, we have
pi = µ1(−α1)iαd+1−i2 + µ2(−β1)iβd+1−i2 .
Then
fp(x, y) =
d+1∑
i=0
pi
(
d+ 1
i
)
xd+1−iyi
= µ1
d+1∑
i=0
(
d+ 1
i
)
(α2x)
d+1−i(−α1y)i
+ µ2
d+1∑
i=0
(
d+ 1
i
)
(β2x)
d+1−i(−β1y)i
= µ1(α2x− α1y)d+1 + µ2(β2x− β1y)d+1
= L1(x, y)
d+1 − L2(x, y)d+1
where the linear forms L1, L2 are linearly independent.
If p ∈ RPd+1 \ SecR(νd+1), then fp is real and p1 and p2 are non-real points.
Taking conjugates, we have
p = µ1νd+1[α1, α2] + µ2νd+1[β1, β2]
as vectors, and because of the uniqueness of secants of the rational nor-
mal curve through a given point, we obtain µ1 = µ2 and νd+1[α1, α2] =
νd+1[β1, β2], hence α1 = β1 and α2 = β2. It follows that L1(x, y) = L2(x, y).
If p ∈ SecR(νd+1), then p1 and p2 are real, so [µ1, µ2], [α1, α2], [β1, β2] ∈ RP1,
and we obtain fp(x, y) = L
d+1
1 ± Ld+12 for some linearly independent L1, L2
over R, where the choice of sign depends on p.
We are now in a position to describe the group laws on rational singular
curves. For a detailed account of the d = 3 case, including group laws on
non-irreducible rational space quartics, see [47].
58
Chapter 3. Curves
Proposition 3.18. A rational singular curve δp in CPd has a natural group
structure on its subset of smooth points δ∗p such that d+1 points in δ∗p lie on a
hyperplane if and only if they sum to the identity. This group is isomorphic
to (C,+) if the singularity of δp is a cusp and isomorphic to (C∗, ·) if the
singularity is a node.
If the curve is real and cuspidal or acnodal, then it has a group isomorphic to
(R,+) or R/Z depending on whether the singularity is a cusp or an acnode,
such that d + 1 points in δ∗p lie on a hyperplane if and only if they sum to
the identity. If the curve is real and the singularity is a crunode, then the
group is isomorphic to (R,+)×Z2, but d+1 points in δ∗p lie on a hyperplane
if and only if they sum to (0, 0) or (0, 1), depending on p.
Proof. First suppose δp is cuspidal and F ∈ {R,C}, so that p ∈ TanF(νd+1)\
νd+1. By Theorem 3.17, fp = L
d
1L2 for some linearly independent lin-
ear forms L1 and L2. Reparametrising δp if necessary, we may assume
without loss of generality that L1(x, y) = x and L2(x, y) = (d + 1)y, so
that fp(x, y) = (d + 1)x
dy and p = [0, 1, 0, . . . , 0], with the cusp of δp at
δp[0, 1]. It follows that the polarisation of fp is Fp(x0, y0, . . . , xd, yd) =
P1 = x0x1 · · ·xd
∑d
i=0 yi/xi. For [xi, yi] 6= [0, 1], i = 0, . . . , d, the points
δp[xi, yi] are on a hyperplane if and only if
∑d
i=0 yi/xi = 0. Thus we identify
δp[x, y] ∈ δ∗p with y/x ∈ F, and the group is (F,+).
Next suppose δp is nodal, so that p ∈ SecC(νd+1) \ TanC(νd+1). By Theo-
rem 3.17, fp = L
d+1
1 −Ld+12 for some linearly independent linear forms L1 and
L2. Again by reparametrising δp if necessary, we may assume without loss of
generality that L1(x, y) = x and L2(x, y) = y, so that fp(x, y) = x
d+1−yd+1
and p = [1, 0, . . . , 0,−1], with the node of δp at δp[0, 1] = δp[1, 0]. The
polarisation of fp is Fp(x0, y0, . . . , xd, yd) = P0 − Pd+1 = x0x1 · · ·xd −
y0y1 · · · yd. Therefore, δp[xi, yi], i = 0, . . . , d, are on a hyperplane if and
only if
∏d
i=0 yi/xi = 1. Thus we identify δp[x, y] ∈ δ∗p with y/x ∈ C∗, and
the group is (C∗, ·).
Now suppose δp is real and the node is an acnode. Then the linearly indepen-
dent linear forms L1 and L2 given by Theorem 3.17 are L1(x, y) = αx+ βy
and L2(x, y) = αx+ βy for some α, β ∈ C \ R. There exists ϕ : RP1 → RP1
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such that L1◦ϕ = x+iy and L2◦ϕ = x−iy, hence we may assume after such
a reparametrisation that fp(x, y) = (x + iy)
d+1 − (x − iy)d+1 and that the
node is at δp[i, 1] = δp[−i, 1]. The polarisation of fp is Fp(x0, y0, . . . , xd, yd) =∏d
j=0(xj + iyj)−
∏d
j=0(xj − iyj), and it follows that δp[x0, y0], . . . , δp[xd, yd]
are collinear if and only if
∏d
j=0
xj+iyj
xj−iyj = 1. We now identify RP
1 with
the circle R/Z ∼= {z ∈ C : |z| = 1} using the Mo¨bius transformation [x, y]→
x+iy
x−iy .
It remains to consider the crunodal case. Then, similar to the complex
nodal case, we obtain after a reparametrisation that δp[xi, yi], i = 0, . . . , d
are on a hyperplane if and only if
∏d
i=0 yi/xi = ±1, where the sign depends
on p. Thus we identify δp[x, y] ∈ δ∗p with y/x ∈ R∗, and the group is
(R∗, ·) ∼= R × Z2, where ±1 ∈ R∗ corresponds to (0, 0), (0, 1) ∈ R × Z2
respectively.
3.3 Circular and spherical curves
In this section, we introduce the curves that appear in Theorems 1.11
and 1.12, our structure theorems for sets spanning few ordinary circles and
hyperspheres. These are special classes of curves that are closed under in-
version. We also define group laws on these curves so that d+ 2 points are
contained in a hypersphere if and only if they sum to some constant.
Recall from Section 1.4 that the imaginary sphere at infinity Σ∞ in CPd is
defined as the intersection of the unit hypersphere Sd−1 and the hyperplane
at infinity Π∞. As remarked, Σ∞ is also the intersection of Π∞ and the
Zariski closure of any hypersphere in Cd. In fact, any real quadric containing
Σ∞ is either a hypersphere, or the degenerate case of the union of a real
hyperplane and Π∞. If d = 2, note that Σ∞ is just a set of two points,
which we denote by
α = [0, i, 1], β = [0,−i, 1],
and refer to them as the circular points.
Definition 3.19. An `-spherical curve in Rd is a real curve in CPd that
contains exactly ` pairs of complex conjugate points, counting multiplicity,
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on Σ∞.
An `-spherical curve in R2 is called an `-circular curve, and contains both
α and β with multiplicity `.
We sometimes refer to 1-spherical or 1-circular curves as just spherical or
circular curves. By abuse of notation, we also refer to `-spherical or `-circular
curves for all ` > 1 as spherical or circular curves. A classical reference for
circular curves is Johnson [34], while a more modern one is Werner [65].
While our notion of spherical curves is a natural generalisation of circular
curves, we could not find it in the literature. Let us now make the definition
more explicit by considering some examples of circular curves.
In the simplest case, a circular conic is just a circle or the union of a line
and the line at infinity. Equivalently, it is a real curve in CP2 defined by a
homogeneous polynomial of the form
t(x2 + y2) + `(x, y, z)z,
where t ∈ R, and ` ∈ R[x, y, z] is a non-trivial linear form. If t 6= 0, then the
curve is a circle, while if t = 0, the curve is the union of a line with the line
at infinity. Ellipses, parabolas, and hyperbolas are thus non-circular conics.
A circular cubic is a curve of degree 3 that contains α and β; equivalently, it
is any real curve in CP2 defined by a homogeneous polynomial of the form
(ux+ vy)(x2 + y2) + q(x, y, z)z, (3.9)
where u, v ∈ R, and q ∈ R[x, y, z] is a non-trivial homogeneous quadratic
polynomial. Note that we do not require a circular cubic to be irreducible
or smooth. For instance, the union of a circle and a line is a circular cubic,
and so is the union of any conic with the line at infinity (take u = v = 0 in
(3.9)).
A bicircular quartic is an algebraic curve of degree 4 that is 2-circular;
equivalently, it is any real curve in CP2 defined by a homogeneous polynomial
of the form
t(x2 + y2)2 + (ux+ vy)(x2 + y2)z + q(x, y, z)z2, (3.10)
61
Chapter 3. Curves
where t, u, v ∈ R, and q ∈ R[x, y, z] is a non-trivial homogeneous quadratic
polynomial (see [65, Section 8.2] for a proof that a quartic is 2-circular if
and only if its equation has the form (3.10)). A noteworthy example of a
bicircular quartic is a union of two circles, for which it is easy to see that the
curve has double points at α and β, since both circles contain those points.
Every circular cubic is contained in a bicircular quartic, since for t = 0
in (3.10) we get a union of a circular cubic and the line at infinity. A non-
circular conic is also contained in a bicircular quartic, since for t = u = v = 0
in (3.10) we get a union of a conic and z2 = 0, which is a double line at
infinity.
In higher even dimensions, we have similar analogues of non-circular conics,
circular cubics, and bicircular quartics. If d = 2k, these are the (k − 1)-
spherical curves of degree d, k-spherical curves of degree d + 1 (which are
either elliptic or rational by Proposition 3.1), and (k + 1)-spherical curves
of degree d+ 2. This prompts the following definition.
Definition 3.20. The spherical degree of an `-spherical curve of degree e
is e − `. We also refer to the spherical degree of curves in the plane as the
circular degree.
We thus have the following classification of curves of low circular degree.
• Circular degree 1: lines and circles;
• Circular degree 2: non-circular conics, circular cubics, and bicircular
quartics;
• Circular degree 3: non-circular cubics, circular quartics, 2-circular
quintics, and 3-circular sextics.
Similarly, (k − 1)-spherical curves of degree d, k-spherical curves of degree
d+ 1, and (k + 1)-spherical curves of degree d+ 2 all have spherical degree
2. This classification is important to us, because spherical (and circular)
degree is invariant under inversion, which we now show.
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Proposition 3.21. Let δ ⊂ RPd be a real curve of spherical degree k. Then
δ′ := pi−1(δ \ Σ∞) is a real curve of degree 2k contained in Sd ⊂ CPd+1 that
intersects ΠN in finitely many points.
Proof. Let δ be `-spherical of degree e, where k = e−`. Then the intersection
of the cone over δ ⊂ CPd ⊂ CPd+1 with vertex N and Sd is exactly the union
of the curve δ′ and the lines Nx for each x ∈ δ ∩Σ∞. By Be´zout’s theorem
(Theorem 2.10), the intersection has total degree 2e, hence deg(δ′) = 2e −
2` = 2k. Since δ intersects Σ∞ in only finitely many points and pi−1 takes
real points to real points, it follows that δ′ is real. Also, since δ′ consists of
all irreducible components of pi−1(δ) not contained in ΠN , δ′ intersects ΠN
in finitely many points.
Recall from Definition 2.22 that ρ is the orthogonal reflection map in the
hyperplane {xd+1 = 0}.
Proposition 3.22. Let δ′ be a real curve of degree 2k contained in Sd ⊂
CPd+1. If δ′ intersects ΠN in finitely many points, then δ := pi ◦ ρ(δ′) is a
(k−m)-spherical curve of degree 2k−m, where m > 0 is the multiplicity of
ρ−1(N) on δ′. In particular, the spherical degree of δ is k.
Proof. Since pi is one-to-one on Sd \ ΠN , we have deg(δ) = 2k −m. Let Π
be a generic hyperplane in CPd+1. Then |δ′ ∩ Π| = 2k. Since δ′ intersects
ΠN in finitely many points, without loss of generality, δ
′∩Π is disjoint from
ΠN . Then the hypersphere pi(Π∩Sd) intersects δ in 2k distinct points in Cd.
However, |δ ∩ pi(Π∩ Sd)| = 2(2k−m) by Be´zout’s theorem (Theorem 2.10).
So |δ ∩ Σ∞| = 2(2k −m) − 2k = 2(k −m), and these points must come in
complex conjugate pairs as δ is real. This means that δ is (k−m)-spherical,
hence its spherical degree is (2k −m)− (k −m) = k as claimed.
We obtain the following corollaries almost immediately. They summarise
and extend the discussion above on circular and spherical curves and inver-
sion.
Corollary 3.23. Let γk be a real curve of circular degree k. Then:
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(i ) The inverse of γ1 in a point on γ1 is a line; the inverse of γ1 in a point
not on γ1 is a circle.
(ii ) The inverse of γ2 in a singular point on γ2 is a non-circular conic; the
inverse of γ2 in a smooth point on γ2 is a circular cubic; the inverse
of γ2 in a point not on γ2 is a bicircular quartic.
(iii ) The inverse of γ3 in a singularity of multiplicity 3 is a non-circular
cubic; the inverse of γ3 in a singularity of multiplicity 2 is a circu-
lar quartic; the inverse of γ3 in a smooth point on γ3 is a 2-circular
quintic; the inverse of γ3 in a point not on γ3 is a 3-circular sextic.
Proof. Combine Propositions 3.21 and 3.22.
One particular subcase of Case (ii ) will play an important role in the proofs
of our results on ordinary and 4-rich circles, and we state it separately in
Corollary 3.24. A proof can also be found in [31, p. 202]. As discussed in
Section 3.2, a singular rational curve of degree d+ 1 in RPd has exactly one
singularity, and is in fact isomorphic to a planar singular cubic. When the
curve is real, the singularity is an acnode, crunode, or cusp depending on
whether the singularity of the real planar cubic is an acnode, crunode, or
cusp.
Corollary 3.24. The inverse of an ellipse in a point on the ellipse is a
circular acnodal cubic with the centre of inversion as its singularity; the
inverse of a circular acnodal cubic in its singularity is an ellipse through the
singularity.
Proof. By Propositions 3.21 and 3.22, we only have to show that an ellipse
inverts into a curve with an acnode as its singularity. If the singularity is
not an acnode, then it is a crunode or a cusp, and in either case, there are
real points on the curve arbitrarily close to the singularity. Then the inverse
of this curve will be unbounded, contrary to assumption.
The following corollaries are the higher dimensional analogues of Corollar-
ies 3.23 and 3.24 above.
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Corollary 3.25. Let δ be a real curve of spherical degree k + 1. Then the
inverse of δ in a singular point of multiplicity 2 on δ is a (k − 1)-spherical
curve of degree 2k; the inverse of δ in a smooth point on δ is a k-spherical
curve of degree 2k+ 1; and the inverse of δ in a point not on δ is a (k+ 1)-
spherical curve of degree 2k + 2.
Proof. Combine Propositions 3.21 and 3.22.
Note that by Lemma 3.5, all real rational normal curves in Rd are unbounded
when d is odd. On the other hand, when d is even, there exist bounded real
rational normal curves. In the plane they are exactly the ellipses.
Corollary 3.26. Let d = 2k. The inverse of a bounded (k − 1)-spherical
rational normal curve in Rd in a point on the curve is a non-degenerate k-
spherical rational curve of degree d+1, with an acnode in the point of inver-
sion and no other singularities; the inverse of a non-degenerate k-spherical
rational curve of degree d+ 1 in Rd, with an acnode and no other singular-
ities, in its acnode is a bounded (k − 1)-spherical rational normal curve.
Proof. By Propositions 3.21 and 3.22, we only have to show that a bounded
rational normal curve inverts into a curve with an acnode as its singularity.
If the singularity is not an acnode, then it is a crunode or a cusp, and
in either case, there are real points on the curve arbitrarily close to the
singularity. Then the inverse of this curve will be unbounded, contrary to
assumption.
The extremal configurations in the circular variants of our structure theo-
rems are all based on group laws on certain circular and spherical curves
that describe when points lie on a hypersphere. We first consider the fol-
lowing general case, where the group laws are inherited from the curves
considered in Sections 3.1 and 3.2 via stereographic projection. Note that a
real k-spherical elliptic normal curve has a unique real point at infinity.
Proposition 3.27. Let d = 2k. A bounded (k−1)-spherical rational normal
curve or k-spherical elliptic normal curve in RPd has a group structure such
that d+2 points (not including the real point at infinity on an elliptic normal
65
Chapter 3. Curves
curve) lie on a hypersphere if and only if they sum to the identity. In the
prior case, this group is isomorphic to R/Z; in the latter case, this group
is isomorphic to R/Z or R/Z× Z2 depending on whether it has one or two
semi-algebraically connected components.
Proof. Let δ ⊂ RPd ⊂ CPd be a curve of spherical degree k + 1. Then by
Proposition 3.21, δ′ := pi−1(δ) is a curve in CPd+1 of degree 2(k+1) = d+2.
If δ is a (k − 1)-spherical bounded rational normal curve, then by Corol-
lary 3.26, δ′ is a rational acnodal curve in CPd+1. If δ is a k-spherical
elliptic normal curve, then δ′ is an elliptic normal curve in CPd+1. In both
cases, δ′ ∩ RPd has a group structure such that d + 2 real points on δ′ lie
on a hyperplane if and only if they sum to the identity, and this group is
isomorphic to R/Z when δ′ is acnodal, and isomorphic to R/Z or R/Z×Z2 if
δ′ is elliptic, depending on whether it has one or two semi-algebraically con-
nected components (Propositions 3.18 and 3.7). Since a generic hyperplane
intersects Sd in a (d − 1)-sphere and stereographic projection takes hyper-
spheres (not containing the north pole) to hyperspheres in RPd, pi transfers
the group to δ in such a way that d + 2 points on δ lie on a hypersphere if
and only if they sum to the identity.
Let us note that (k+ 1)-spherical curves of degree d+ 2 that are inverses of
the curves in Proposition 3.27 can also be given a group structure. However,
in our proofs we will handle them by inverting in a point on the curve, which
by Corollary 3.25 (and Corollary 3.23) transforms the curve into a bounded
(k−1)-spherical rational normal curve or a k-spherical elliptic normal curve.
For that reason, we do not need to study the group law on (k+ 1)-spherical
curves of degree d+ 2 separately.
In the planar case, we can define group laws on irreducible circular cubics
and ellipses in a more explicit and geometric way. By Proposition 3.3, the
groups obtained in Propositions 3.29 and 3.30 below are isomorphic to those
in Proposition 3.27.
Recall that by Propositions 3.7 and 3.18, irreducible cubics have a natural
group structure where three points on the curve are collinear if and only if
they sum to the identity. For this property to hold, the identity element
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Figure 3.1: Group law on a circular elliptic cubic curve
must be an inflection point (a point with multiplicity 3 on the curve). We
now define the group in a slightly different way (described for instance in
[59, Section 1.2]), in which the identity is not necessarily an inflection point,
and the same collinearity property does not hold. However, for circular
cubics, we show that we can choose the identity element so that we get a
similar property for concyclicity.
First let γ be any real irreducible cubic in CP2, write γ∗ for its set of smooth
points, and pick an arbitrary point o ∈ γ∗. We describe an additive group
operation  on the set γ∗ for which o is the identity element. The con-
struction is depicted in Figure 3.1. Given a, b ∈ γ∗, let a ∗ b be the third
intersection point of γ and the line ab, and define a b to be (a ∗ b) ∗ o, the
third intersection point of γ and the line through a ∗ b and o. When a = b,
the line ab should be interpreted as the tangent line at a; when a∗b = o, the
line through a ∗ b and o should be interpreted as the tangent line to γ at o.
We refer to [59] for a more careful definition and a proof that this operation
really does give a group.
Now consider a circular cubic γ. Since the circular points α and β lying
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on it are conjugate, γ has a unique real point on the line at infinity, which
we choose as our identity element o. We define the point ω to be the third
intersection point of the tangent line to γ at o (if there is no third intersection
point, then o is an inflection point, and we consider o itself to be the third
point). Throughout this thesis we will use ω to denote this special point on
a circular cubic; note that ω is not fixed like α and β, but depends on γ.
Also note that ω is real, since it corresponds to the third root of a real cubic
polynomial whose other two roots correspond to the real point o. Observe
that
ω = α β,
since α ∗ β = o, and by definition o ∗ o = ω.
With this group law, we no longer have the property that three points are
collinear if and only if they sum to o (unless o happens to be an inflection
point). Nevertheless, one can check that three points a, b, c ∈ γ∗ are collinear
if and only if a⊕ b⊕ c = ω. More important for us, four points of γ∗ lie on a
circle (or the union of a line and the line at infinity) if and only if they sum
to ω. This amounts to a classical fact (see [10, Article 225] for an equivalent
statement), but we include a proof for completeness. We use the following
version of the Cayley-Bacharach theorem, due to Chasles (see [19]).
Theorem 3.28 (Chasles [19]). Suppose two cubic curves in CP2 with no
common component intersect in nine points, counting multiplicities. If γ is
another cubic curve containing eight of these intersection points, counting
multiplicities, then γ also contains the ninth.
Proposition 3.29. Let γ∗ be the set of smooth points of an real irreducible
circular cubic γ ⊂ CP2. There is a group structure on γ∗ such that a circle
(or the union of a line and the line at infinity) intersects γ∗ in four points
a, b, c, d (taking into account multiplicity) if and only if a b c d = ω.
Proof. We first show the forward direction. All statements in the proof
should be considered with multiplicity.
Suppose the union of a line ` and the line at infinity `∞ intersects γ in
a, b, c, d, α, β. Since ` intersects γ in at most three points, one of the points
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Figure 3.2: Concyclicity of four smooth points on a circular cubic
a, b, c, d must equal o, say d = o. Since `∞ also intersects γ in at most
three points, we must have a, b, c ∈ `. Thus a, b, c are collinear, and we have
a b c = ω, by the definition of the group law. It then follows from d = o
that a b c d = ω.
Suppose next that a circle σ intersects γ in a, b, c, d, α, β. The construction
that follows is depicted in Figure 3.2. Let `1 be the line through o and a ∗ b
(and thus through a  b), `2 the line through a and b (and thus through
a ∗ b), and `3 the line through c and a b. Note that σ and `∞ intersect in
α and β. Then γ1 = σ ∪ `1 and γ2 = `2 ∪ `3 ∪ `∞ are two cubic curves that
intersect in nine points, of which the eight points a, b, c, a ∗ b, a ⊕ b, o, α,
and β certainly lie on γ; the remaining point is the third intersection point
of γ1 and `3 beside c and a  b, which we denote by d′. By Theorem 3.28,
γ contains d′. By the group law on γ, we have d′ = (a  b) ∗ c. Moreover,
d′ must be the sixth intersection point of γ and σ beside a, b, c, α, β, which
is d, so d = d′ = (a  b) ∗ c. By the definition of the group law, this
implies a  b  c = o ∗ d, so (a  b  c) ∗ d = (o ∗ d) ∗ d = o, and finally
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a b c d = o ∗ o = ω.
For the converse, suppose that abcd = ω, and let d′ be the fourth point
where the circle (or the union of a line and the line at infinity) σ through
a, b, c intersects γ. Then, by what we have just shown, a  b  c  d′ = ω,
and it follows that d = d′, and a, b, c, d lie on σ.
This proposition is a consequence of the more general fact that six points on
a circular cubic lie on a conic if and only if they sum to 2ω. (In the standard
group structure on a cubic, where the identity o is chosen as an inflection
point, they would sum to o; see [64, Theorem 9.2].) Since a circle (or the
union of a line and the line at infinity) in RP2 is a conic containing α and
β, and α β = ω, it follows that four points a, b, c, d (possibly including o)
lie on a circle (or the union of a line and the line at infinity) if and only if
they sum to ω.
Also, as remarked above, we have (γ∗,, o) ∼= (γ∗,⊕, 0), where the latter
group is as defined in Proposition 3.27.
We now discuss a group law on ellipses, although we do not actually need
it in our proofs, as inversion lets us transform an ellipse into an acnodal
cubic (Corollary 3.24), which we have already given a group structure. Nev-
ertheless, we treat the group law on ellipses here because it is especially
elementary.
Consider the ellipse σ given by the equation x2 + (y/s)2 = 1, with s 6= 0, 1.
For any point a ∈ σ, we project a vertically to the point a′ on the unit
circle around the origin, as in Figure 3.3, and call the angle θa from the
positive x-axis to the ray from the origin through a′ the eccentric angle of
a. We define the sum of two points a, b ∈ σ to be the point c = a b whose
eccentric angle is θc = θa + θb. This gives σ a group structure isomorphic
to R/Z. The identity element is o = (1, 0), and the inverse of a point is its
reflection in the x-axis. We have the following classical fact that describes
when four points on an ellipse are concyclic (see [33] for the oldest reference
we could find, and [11, Problem 17.2] for two detailed proofs).
Proposition 3.30. Let σ be an ellipse. There is a group structure on σ such
that four points a, b, c, d ∈ σ are concyclic if and only if a  b  c  d = o,
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a
a′
θa
Figure 3.3: Eccentric angle of a point on an ellipse
where θpq = θp + θq for p, q ∈ σ. We may allow two of the points to be
equal, in which case the circle through the three distinct points is tangent to
the ellipse at the repeated point.
Another way to look at this group law is that we are parametrising the
ellipse using lines through o = (1, 0) (see for instance [59, Section 1.1]).
More precisely, each point a ∈ σ corresponds to the line oa′ (where a′ is
as in Figure 3.3); oa′ makes an angle pi − θa/2 with the x-axis, and the set
of lines through o thus has a group structure equivalent to the one above.
This view lets us relate the group on the ellipse to the group on the acnodal
cubic. By Corollary 3.24, inverting in o maps the ellipse to a circular acnodal
cubic γ, with o becoming the acnode of the cubic. The lines through o now
parametrise the cubic, and this parametrisation gives the same group on γ as
the line construction that we gave in Proposition 3.29 (see [59, Section 3.7]).
Finally, we define a group on the union of two concentric circles, which can
be regarded as a non-irreducible curve of circular degree 2, like irreducible
circular cubics and ellipses. Note that the ‘aligned’ and ‘offset’ double poly-
gons mentioned in Theorem 1.11, our structure theorem for sets spanning few
ordinary circles, are contained in two concentric circles (see Definition 4.4).
Proposition 3.31. Let σ1 and σ2 be two concentric circles. There is a
group structure on σ1 ∪ σ2 such that points a, b ∈ σ1 and c, d ∈ σ2 lie on a
circle or a line if and only if a⊕ b⊕ c⊕ d = o. If a = b or c = d, then the
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circle or line is tangent at that point.
Proof. For notational convenience, we identify R2 with C. Without loss of
generality, we can assume the circles to be
σ1 = {e2piit : t ∈ [0, 1)}, σ2 = {re2piit : t ∈ [0, 1)},
with r > 1, and we represent each element p ∈ σ1 ∪ σ2 as rεpe2piitp with
ε ∈ Z2 (with the obvious convention r0 = 1 and r1 = r). We define a group
operation on σ1 ∪ σ2 by
rεpe2piitp ⊕ rεqe2piitq = r(εp+εq) mod 2e2pii((−1)εp tp+(−1)εq tq),
which turns σ1 ∪ σ2 into a group isomorphic to R/Z × Z2, with identity
element o = 1 = r0e2pii·0.
It is clear that if a, b ∈ σ1 and c, d ∈ σ2, then εa + εb + εc + εd ≡ 0 (mod 2),
so we need only consider the angles. By symmetry, a, b, c, d lie on a circle or
a line if and only if ta + tb = tc + td, if and only if a⊕ b⊕ c⊕ d = o.
By stereographic projection, we also get a group law on the intersection
of a sphere and two distinct parallel planes, which contain the prisms and
antiprisms (see Definition 4.3) mentioned in Theorem 1.9, our structure
theorem for sets spanning few ordinary planes.
Corollary 3.32. Let σ1 and σ2 be two circles given by the intersection of
a sphere and two distinct parallel planes in RP3. There is a group structure
on σ1 ∪ σ2 such that points a, b ∈ σ1 and c, d ∈ σ2 lie on a plane if and only
if a⊕b⊕c⊕d = o. If a = b or c = d, then the plane is tangent at that point.
Proof. Without loss of generality, we can assume σ1 = {x3 = 0} ∩ S2 and
σ2 = {x3 = r2−1r2+1} ∩ S2 for some r > 1. Then projecting (stereographically)
from the north pole onto the plane defined by x3 = 0 (the affine part of
which we identify with C), we get
pi(σ1) = {e2piit : t ∈ [0, 1)}, pi(σ2) = {re2piit : t ∈ [0, 1)}.
The result then follows from Proposition 3.31, since circles (and lines) are in
one-to-one correspondence with planes under stereographic projection.
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Constructions
In this chapter, we describe constructions that meet, or are close to meeting,
the lower and upper bounds mentioned in our extremal theorems stated in
Section 1.2.2. These include the trivial construction of all but one point
being contained in a hyperplane, prisms and antiprisms, ‘aligned’ and ‘offset’
double polygons, and cosets of the curves described in Chapter 3.
4.1 Trivial constructions
We deal with the easy case where all but a bounded number of points of
a set is contained in a hyperplane in this section. The following lemma
shows that the number of ordinary hyperplanes spanned is minimised when
all but one point is contained in the hyperplane, which we call the trivial
construction.
Lemma 4.1. Let d > 2, K > 1, and let n > 3dK. Let P be a set of n
points in RPd where every d points span a hyperplane. If all but K points
of P lie on a hyperplane, then P spans at least
(
n−1
d−1
)
ordinary hyperplanes,
with equality if and only if K = 1.
Proof. Let Π be a hyperplane with |P ∩ Π| = n − K. Since n − K > d,
any ordinary hyperplane spanned by P must contain at least one point not
in Π. Let mi be the number of hyperplanes containing exactly d− 1 points
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of P ∩ Π and exactly i points of P \ Π, i = 1, . . . ,K. Then the number of
unordered d-tuples of elements from P with exactly d− 1 elements in Π is
K
(
n−K
d− 1
)
= m1 + 2m2 + 3m3 + · · ·+KmK .
Now consider the number of unordered d-tuples of elements from P with
exactly d− 2 elements in Π, which equals (K2 )(n−Kd−2 ). Since any d points of
P span a hyperplane, any such d-tuple determines a hyperplane containing
at least two points of P \Π together with a choice of two of these points of
P \ Π. (It is possible for different d-tuples with two elements in P \ Π to
have the same intersection with Π.) Therefore,(
K
2
)(
n−K
d− 2
)
>
(
2
2
)
m2 +
(
3
2
)
m3 +
(
4
2
)
m4 + · · ·
> 1
2
(2m2 + 3m3 + 4m4 + · · · ).
Hence the number of ordinary hyperplanes is at least
m1 > K
(
n−K
d− 1
)
− 2
(
K
2
)(
n−K
d− 2
)
.
We next show that for all K > 2, if n > 3dK then
K
(
n−K
d− 1
)
−K(K − 1)
(
n−K
d− 2
)
> (K − 1)
(
n−K + 1
d− 1
)
− (K − 1)(K − 2)
(
n−K + 1
d− 2
)
. (4.1)
But this is equivalent to(
n−K
d− 1
)
− 3(K − 1)
(
n−K
d− 2
)
+ (K − 1)(K − 2)
(
n−K
d− 3
)
> 0,
so it is therefore sufficient to show that
(
n−K
d−1
)
> 3(K − 1)(n−Kd−2 ), which is
equivalent to n > 3dK − 2d− 2K + 1. However, we assumed that n > 3dK,
so (4.1) follows, and with it, the lemma.
Since ordinary hyperspheres spanned by a set P ⊂ Rd are in one-to-one cor-
respondence with ordinary hyperplanes spanned by pi−1(P ) ⊂ Rd+1, where
pi is the stereographic projection map, Lemma 4.1 tells us the trivial con-
struction also minimises the number of ordinary hyperspheres in Case (1)
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of Theorems 1.11 and 1.12, our structure theorems for sets spanning few
ordinary circles and hyperspheres. We note the following special case in the
plane for strict ordinary circles (where we do not count 3-rich lines).
Lemma 4.2. Let K > 1 and n > 2K + 4. If all but K points of a set
P ⊂ R2 of n points lie on a line, then P spans at least (n−12 ) strict ordinary
circles.
Proof. Let ` be a line such that |P ∩ `| = n − K. For any p ∈ P ∩ ` and
q ∈ P \ ` there are at most K − 1 non-ordinary circles through p, q, another
point on P ∩ `, and another point in P \ `. Therefore, there are at least
K(n−2K) strict ordinary circles through p. This holds for any of the n−K
points p ∈ P ∩ `, and we obtain at least 12K(n− 2K)(n−K) strict ordinary
circles. It is easy to see that when 1 6 K 6 (n− 4)/2, 12K(n− 2K)(n−K)
is minimised when K = 1.
4.2 Constructions on non-irreducible curves
In this section, we consider configurations that differ in at most one point
from a prism or an antiprism, or an ‘aligned’ or ‘offset’ double polygon,
as mentioned in Theorems 1.9 and 1.11, our structure theorems for sets
spanning few ordinary planes and circles, respectively. Note that these con-
structions exist only in 3- and 2-space, as there are no constructions on
non-irreducible curves in higher dimensions. In Definitions 4.3 and 4.4 be-
low, [m] denotes the set of integers {1, . . . ,m}.
Definition 4.3. By a prism, we mean a subset of R3 of the form{(
cos
(
2kpi
m
)
, sin
(
2kpi
m
)
, 0
)
: k ∈ [m]
}
∪
{(
2r
r2 + 1
cos
(
2kpi
m
)
,
2r
r2 + 1
sin
(
2kpi
m
)
,
r2 − 1
r2 + 1
)
: k ∈ [m]
}
,
for some r > 1, which is projectively equivalent to the vertex set of a prism
over a regular m-gon.
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Figure 4.1: ‘Aligned’
double hexagon
Figure 4.2: ‘Offset’
double hexagon
By an antiprism, we mean a subset of R3 of the form{(
cos
(
2kpi
m
)
, sin
(
2kpi
m
)
, 0
)
: k ∈ [m]
}
∪
{(
2r
r2 + 1
cos
(
(2k + 1)pi
m
)
,
2r
r2 + 1
sin
(
(2k + 1)pi
m
)
,
r2 − 1
r2 + 1
)
: k ∈ [m]
}
,
for some r > 1, which is projectively equivalent to the vertex set of an
antiprism over a regular m-gon.
Definition 4.4. Identifying R2 with C, an ‘aligned’ double polygon is the
set {
e2piik/m : k ∈ [m]
}
∪
{
re2piik/m : k ∈ [m]
}
,
for some r > 1, which is the vertex set of regular m-gons that are ‘aligned’
in the sense that their points lie at the same set of angles from the common
centre (see Figure 4.1).
An ‘offset’ double polygon is the set{
e2piik/m : k ∈ [m]
}
∪
{
re−ipi(2k−1)/m : k ∈ [m]
}
,
for some r > 1, which is obtained from an ‘aligned’ double polygon by
rotating the outer set of vertices by a angle of pik/m (see Figure 4.2).
Note that projecting the prism and antiprism stereographically gives us the
‘aligned’ and ‘offset’ double polygon respectively. Since ordinary and 4-rich
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planes spanned by a set S ⊂ S2 ⊂ R3 are in one-to-one correspondence with
ordinary and 4-rich circles spanned by pi(S) ⊂ R2, we only need to consider
one setting in the following constructions. We choose to focus on double
polygons for easier geometric intuition, and also because there is the extra
case of strict ordinary circles.
Construction 4.5 (Prisms and ‘aligned’ double polygons). This construc-
tion achieves the minimum number of ordinary planes, ordinary circles, and
strict ordinary circles as stated in Theorems 1.13, 1.18, and 1.19 respectively,
if n is even.
Let n > 6 be even and set m = n/2. We identify R2 with C. Let σ1 be the
circle with centre the origin and radius one, and σ2 the circle with centre
the origin and radius r > 1. Let S be an ‘aligned’ double polygon, let
S1 = S ∩ σ1, and S2 = S ∩ σ2. By Proposition 3.31, the points a, b ∈ σ1,
c, d ∈ σ2 are concyclic or collinear if and only if a⊕b⊕c⊕d = o. In particular,
if a = b, then the circle or line through the three points is tangent to σ1.
It follows that if n > 8, the ordinary circles of S are exactly those through
e2piik1/m, re−2piik2/m, and re−2piik3/m or through re−2piik1/m, e2piik2/m, and
e2piik3/m, where 2k1 + k2 + k3 ≡ 0 (mod m) with k2 6≡ k3 (mod m).
For generic r > 1, we then obtain that the number of ordinary circles equals∣∣{(k1, k2, k3) ∈ Z3m : 2k1 + k2 + k3 ≡ 0 (mod m), k2, k3 distinct}∣∣
(although k2 and k3 are not ordered, we either have two points on σ1 or two
points on σ2). This equals m(m− 2) if m is even and m(m− 1) if m is odd.
That is, for generic r, we obtain 14n
2 − n ordinary circles if n ≡ 0 (mod 4)
and 14n
2 − 12n ordinary circles if n ≡ 2 (mod 4).
If we choose r = (cos(2pik/m))−1 (there are dm/4e−1 choices for r), then the
tangent lines at points of S1 pass through two points of S2, so are ordinary
circles. Thus, for these choices of r we lose m strict ordinary circles, and
obtain 14n
2 − 32n strict ordinary circles if n ≡ 0 (mod 4) and 14n2 − n strict
ordinary circles if n ≡ 2 (mod 4).
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Similarly, the number of 4-rich circles spanned by S equals
1
4
|{(k1, k2, k3, k4) ∈ Z4m :
k1 + k2 + k3 + k4 ≡ 0 (mod m), k1 6= k2 and k3 6= k4}|,
which is 14m
3 −O(m2) = 132n3 −O(n2).
By stereographic projection (or Corollary 3.32), the number of ordinary and
4-rich planes spanned by a prism is equal to the number of ordinary and
4-rich circles spanned by S.
Construction 4.6 (Antiprism and ‘offset’ double polygons). This construc-
tion achieves the minimum number of ordinary planes, ordinary circles, and
strict ordinary circles as stated in Theorems 1.13, 1.18, and 1.19 respectively,
if n ≡ 2 (mod 4).
Let S be an ‘offset’ double polygon. As in Construction 4.5, if n > 8,
the ordinary circles of S are exactly those through e2piik1/m, re−ipi(2k2−1)/m,
re−ipi(2k3−1)/m or through re−ipi(2k1−1)/m, e2piik2/m, e2piik3/m, where 2k1 +
k2 + k3 ≡ 1 (mod m) with k2 6≡ k3 (mod m).
For generic r > 1, we now have to count the number of ordered triples in
the set{
(k1, k2, k3) ∈ Z3m : 2k1 + k2 + k3 ≡ 1 (mod m), k2, k3 distinct
}
.
This equals m2 if m is even and m(m− 1) if m is odd. That is, for generic
r, we obtain 14n
2 ordinary circles if n ≡ 0 (mod 4), worse than Construc-
tion 4.5, and 14n
2 − 12n ordinary circles if n ≡ 2 (mod 4), the same number
as in Construction 4.5.
Again, if we choose r = (cos(2pik/m))−1 (there are bm/4c choices for r), we
lose m ordinary circles. Thus, we obtain 14n
2 − n strict ordinary circles if
n ≡ 2 (mod 4), the same number as in Construction 4.5.
As in Construction 4.5, we get 132n
3 −O(n2) 4-rich circles.
Also as in Construction 4.5, by stereographic projection (or Corollary 3.32),
the number of ordinary and 4-rich planes spanned by an antiprism is equal
to the number of ordinary and 4-rich circles spanned by S.
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Construction 4.7 (Punctured prisms, antiprisms, and double polygons).
This construction achieves the minimum number of ordinary planes and
circles as stated in Theorems 1.13 and 1.18 respectively, if n is odd.
Let n = 2m−1 > 11 be odd. Take Construction 4.5 with n+1 = 2m points
and remove an arbitrary point p ∈ S1.
First assume that m is odd. Before we remove p, there are m(m−1) ordinary
circles. Of these, there are (m − 1)/2 tangent at p. There are also m − 1
ordinary circles through p tangent at some point of S2. Thus, by removing
p, we destroy 3(m − 1)/2 ordinary circles and create (m2 ) − (m − 1)/2 new
ones. Therefore, S \ {p} spans
m(m− 1)− 3
2
(m− 1) +
(
m
2
)
− 1
2
(m− 1) = 3
2
m2 − 7
2
m+ 2
ordinary circles. That is, there are 38n
2 − n + 58 ordinary circles if n ≡ 1
(mod 4).
Next assume that m is even. Before we remove p, there are m(m − 2)
ordinary circles, of which there are (m−2)/2 through two different points of
S2 tangent at p, and there are also m− 2 ordinary circles through p tangent
at a point of S2. As before, we obtain
m(m− 2)− 3
2
(m− 2) +
(
m
2
)
− 1
2
(m− 2) = 3
2
m2 − 9
2
m+ 4
ordinary circles. Thus, we obtain 38n
2 − 32n + 178 ordinary circles if n ≡ 3
(mod 4).
Instead of starting with Construction 4.5, we can take the ‘offset’ Construc-
tion 4.6 and remove a point. As in Construction 4.6, if n ≡ 1 (mod 4)
we obtain the same number of ordinary circles, while if n ≡ 3 (mod 4) we
obtain more.
Since there are no 5-rich circles in Constructions 4.5 and 4.6 when m > 6,
removing a point does not add any 4-rich circle, but destroys O(n2) of them.
We thus get 132n
3 − O(n2) 4-rich circles, which is asymptotically the same
as in Constructions 4.5 and 4.6.
As in Constructions 4.5 and 4.6, by stereographic projection, the number of
ordinary and 4-rich planes spanned by a prism or an antiprism with a point
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removed is equal to the number of ordinary and 4-rich circles spanned by
an ‘aligned’ or ‘offset’ double polygon with a point removed respectively.
Construction 4.8 (Inverted double polygons). This construction achieves
the minimum number of strict ordinary circles as stated in Theorem 1.19, if
n is odd.
Invert Construction 4.7 in the removed point p. The resulting point set has
m points on a circle and m−1 points on a line disjoint from the circle. Every
strict ordinary circle after the inversion corresponds to an ordinary circle
not passing through p before the inversion. If m is odd, there are (m− 1)/2
ordinary circles tangent at p and a further m− 1 ordinary circles through p
tangent to σ2, so we obtain m(m−1)−3(m−1)/2 = 12(m−1)(2m−3) strict
ordinary circles. For even m we similarly obtain m(m− 2)− 3(m− 2)/2 =
1
2(m− 2)(2m− 3) strict ordinary circles. That is, we have 14(n− 1)(n− 2) =
1
4n
2− 34n+ 12 strict ordinary circles when n ≡ 1 (mod 4) and 14(n−3)(n−2) =
1
4n
2 − 54n+ 32 strict ordinary circles when n ≡ 3 (mod 4).
If we remove another point from this inverted construction, we obtain a set
of n points spanning 38n
2 −O(n) ordinary circles, where n is even.
4.3 Constructions on irreducible curves
We consider the number of ordinary hyperplanes spanned by a coset of a
subgroup of the smooth points δ∗ of an elliptic normal curve or a rational
acnodal curve in this section. By Propositions 3.7 and 3.18, we can consider
δ∗ as a group isomorphic to either R/Z or R/Z× Z2. Let H ⊕ x be a coset
of a subgroup H of δ∗ of order n where (d + 1)x = 	c ∈ H. Since H is a
subgroup of order n of R/Z or R/Z × Z2, we have that either H ∼= Zn, or
H ∼= Zn/2 × Z2 when n ≡ 0 (mod 4).
Note that it follows from the group property that any d points on δ∗ span a
hyperplane. Also, since any hyperplane intersects δ∗ in d+1 points, counting
multiplicity, it follows that an ordinary hyperplane of H ⊕ x intersects δ∗
in d points, of which exactly one of them has multiplicity 2, and the others
multiplicity 1. Denote the number of k-tuples (a1, . . . , ak) with distinct
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ai ∈ H that satisfy m1a1 ⊕ · · · ⊕ mkak = c by [m1, . . . ,mk; c]. Then the
number of ordinary hyperplanes spanned by H ⊕ x is
1
(d− 1)! [2, 1, . . . , 1︸ ︷︷ ︸
d− 1 times
; c]. (4.2)
We show that we can always find a value of c for which (4.2) is at most(
n−1
d−1
)
.
Lemma 4.9. Let δ∗ be an elliptic normal curve or the smooth points of a
rational acnodal curve in RPd, d > 2. There exists a coset H ⊕ x of a finite
subgroup H of δ∗ of order n, with (d + 1)x ∈ H, spanning at most (n−1d−1)
ordinary hyperplanes. Furthermore, if d + 1 and n are coprime, then any
such coset spans exactly
(
n−1
d−1
)
ordinary hyperplanes.
Proof. It suffices to show that there exists c ∈ H such that the number of
solutions (a1, . . . , ad) ∈ Hd of the equation 2a1 ⊕ a2 ⊕ · · · ⊕ ad = c, where
c = 	(d+ 1)x, is at most (d− 1)!(n−1d−1).
Fix a1 and consider the substitution bi = ai − a1 for i = 2, . . . , d. Note
that 2a1 ⊕ · · · ⊕ ad = c for ai distinct (and not equal to a1) if and only if
b2 ⊕ · · · ⊕ bd = c	 (d+ 1)a1 for bi distinct and non-zero. Let
Ac,j = {(j, a2, . . . , ad) : 2j ⊕ a2 ⊕ · · · ⊕ ad = c, a2, . . . , ad ∈ H \ {j} distinct} ,
and let
Bk = {(b2, . . . , bd) : b2 ⊕ · · · ⊕ bd = k, b2, . . . , bd ∈ H \ {0} distinct} .
Then |Ac,j | = |Bc	(d+1)j |, and the number of ordinary hyperplanes spanned
by H ⊕ x is
1
(d− 1)!
∑
j∈H
|Ac,j |.
If d + 1 and n are coprime, then c 	 (d + 1)j runs through all elements of
H as j varies. So we have
∑
j |Bc	(d+1)j | = (n− 1) · · · (n− d+ 1), hence for
all c,
1
(d− 1)!
∑
j∈H
|Ac,j | =
(
n− 1
d− 1
)
.
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If d+ 1 and n are not coprime, then c	 (d+ 1)j runs through a coset of a
subgroup of H of size n/ gcd(d+ 1, n) as j varies. We now have∑
j∈H
|Bc	(d+1)j | = gcd(d+ 1, n)
∑
k∈c	(d+1)H
|Bk|.
Summing over c gives∑
c∈H
∑
j∈H
|Ac,j | = gcd(d+ 1, n)
∑
c∈H
∑
k∈c	(d+1)H
|Bk|
= gcd(d+ 1, n)
n
gcd(d+ 1, n)
(n− 1) · · · (n− d+ 1)
= n(n− 1) · · · (n− d+ 1).
By the pigeonhole principle, there must then exist a c such that
1
(d− 1)!
∑
j∈H
|Ac,j | 6
(
n− 1
d− 1
)
.
We next want to show that [2,
d− 1 times︷ ︸︸ ︷
1, . . . , 1 ; c] is always very close to (d −
1)!
(
n−1
d−1
)
, independent of c or the group H. Before that, we prove two simple
properties of [m1, . . . ,mk; c].
Lemma 4.10. [m1, . . . ,mk; c] 6 2mk(k − 1)!
(
n
k−1
)
.
Proof. Consider a solution (a1, . . . , ak) of m1a1 ⊕ · · · ⊕mkak = c where all
the ai are distinct. We can choose a1, . . . , ak−1 arbitrarily in (k − 1)!
(
n
k−1
)
ways, and then ak satisfies the equation mkak = c	m1a1	· · ·	mk−1ak−1,
which has at most 2mk solutions.
Lemma 4.11. We have the recurrence relation
[m1, . . . ,mk−1, 1; c] = (k − 1)!
(
n
k − 1
)
− [m1 + 1,m2, . . . ,mk−1; c]
− [m1,m2 + 1,m3, . . . ,mk−1; c]
− · · ·
− [m1, . . . ,mk−2,mk−1 + 1; c].
Proof. We can arbitrarily choose distinct values from H for a1, . . . , ak−1,
which determines ak, and then we have to subtract the number of k-tuples
where ak is equal to one of the other ai, i = 1, . . . , k − 1.
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Lemma 4.12.
[2, 1, . . . , 1︸ ︷︷ ︸
d− 1 times
; c] = (d− 1)!
((
n− 1
d− 1
)
± ε(d, n)
)
,
where
ε(d, n) =
O
(
2−d/2
(
n
(d−1)/2
)
+
(
n
(d−3)/2
))
if d is odd,
O
(
d22−d/2
(
n
d/2−1
)
+
(
n
d/2−2
))
if d is even.
Proof. Let the length of [m1, . . . ,mk; c] be k, and note that at each stage
of the recurrence in Lemma 4.11 (when it applies), there are (d − 1)(d −
2) · · · (d− k) terms of length d− k. Applying Lemma 4.11 once, we obtain
[2, 1, . . . , 1︸ ︷︷ ︸
d− 1 times
; c] = (d−1)!
(
n
d− 1
)
− [3, 1, . . . , 1︸ ︷︷ ︸
d− 2 times
; c]− (d−2)[2, 2, 1, . . . , 1︸ ︷︷ ︸
d− 3 times
; c].
If d is odd, we can continue this recurrence until we reach
[2, 1, . . . , 1︸ ︷︷ ︸
d− 1 times
; c] = (d− 1)!
((
n
d− 1
)
−
(
n
d− 2
)
+ · · · ±
(
n
(d+ 1)/2
))
∓ · · · ∓ (d− 2)(d− 4) · · · 3 · 1[ 2, . . . , 2︸ ︷︷ ︸
d+1
2
times
; c]
= (d− 1)!
((
n
d− 1
)
−
(
n
d− 2
)
+ · · · ±
(
n
(d+ 1)/2
))
∓ · · · ∓ (d− 2)(d− 4) · · · 3 · 1[ 1, . . . , 1︸ ︷︷ ︸
d+1
2
times
; c]
∓ (d− 2)(d− 4) · · · 3 · 1
[ 2, . . . , 2︸ ︷︷ ︸
d+1
2
times
; c]− [ 1, . . . , 1︸ ︷︷ ︸
d+1
2
times
; c]
 .
We now bound the terms A := · · · + (d − 2)(d − 4) · · · 3 · 1[1, . . . , 1; c] and
B := (d− 2)(d− 4) · · · 3 · 1([2, . . . , 2; c]− [1, . . . , 1; c]) in the above equation.
Note that we can apply Lemma 4.11 to each term in A, after which we
obtain (d− 1)(d− 2) · · · (d− (d+ 1)/2) terms of length (d− 1)/2. Using the
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bound in Lemma 4.10, we then have
A = (d− 1)!
(
n
(d− 1)/2
)
− O
(
(d− 1)(d− 2) · · · (d− (d+ 1)/2)
(
d− 3
2
)
!
(
n
(d− 3)/2
))
= (d− 1)!
((
n
(d− 1)/2
)
−O
((
n
(d− 3)/2
)))
.
For B, we use the bound in Lemma 4.10 again to get
B = O
(
(d− 2)(d− 4) · · · 3 · 1
(
d− 1
2
)
!
(
n
(d− 1)/2
))
= O
(
(d− 2)(d− 4) · · · 3 · 1 · 2− d−12 (d− 1)(d− 3) · · · 4 · 2
(
n
(d− 1)/2
))
= O
(
(d− 1)!2− d−12
(
n
(d− 1)/2
))
.
Thus we have
[2, 1, . . . , 1︸ ︷︷ ︸
d− 1 times
; c] = (d− 1)!
((
n
d− 1
)
−
(
n
d− 2
)
+ · · · ±
(
n
(d+ 1)/2
))
∓ (d− 1)!
((
n
(d− 1)/2
)
−O
((
n
(d− 3)/2
)))
∓ O
(
(d− 1)!2− d−12
(
n
(d− 1)/2
))
= (d− 1)!
((
n
d− 1
)
−
(
n
d− 2
)
+ · · · ∓
(
n
(d− 1)/2
))
∓ (d− 1)!O
(
2−
d−1
2
(
n
(d− 1)/2
)
+
(
n
(d− 3)/2
))
= (d− 1)!
((
n− 1
d− 1
)
± ε(d, n)
)
,
where ε(d, n) = O
(
2−d/2
(
n
(d−1)/2
)
+
(
n
(d−3)/2
))
as claimed.
If d is even, we can continue the recurrence to reach
[2, 1, . . . , 1︸ ︷︷ ︸
d− 1 times
; c] = (d− 1)!
((
n
d− 1
)
−
(
n
d− 2
)
+ · · · ±
(
n
d/2
))
∓ · · · ∓
(
(d− 3)(d− 5)(d− 7) · · · 3 · 1
+ 2(d− 2)(d− 5)(d− 7) · · · 3 · 1
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+ 3(d− 2)(d− 4)(d− 7) · · · 3 · 1 + · · ·
+
d
2
(d− 2)(d− 4)(d− 6) · · · 2
)
[3, 2, . . . , 2︸ ︷︷ ︸
d
2
− 1 times
; c],
whence we obtain the result in a similar way to the odd d case.
Using Lemmas 4.9 and 4.12, we get a similar result to Lemma 4.9 for (d+1)-
rich hyperplanes.
Corollary 4.13. Let δ∗ be an elliptic normal curve or the smooth points of
a rational acnodal curve in RPd, d > 2. There exists a coset H ⊕ x of a
finite subgroup H of δ∗ of order n, with (d+ 1)x ∈ H, spanning at least
1
d+ 1
[(
n− 1
d
)
+O
(
d22−d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))]
(d+ 1)-rich hyperplanes.
Proof. By Propositions 3.7 and 3.18, the number of (d+1)-rich hyperplanes
spanned by a coset H ⊕ x of δ∗ is
1
(d+ 1)!
[ 1, . . . , 1︸ ︷︷ ︸
d+ 1 times
; c]
for some c ∈ δ∗. Note that
[ 1, . . . , 1︸ ︷︷ ︸
d+ 1 times
; c] = d!
(
n
d
)
− d[2, 1, . . . , 1︸ ︷︷ ︸
d− 1 times
; c],
so by Lemmas 4.9 and 4.12, there exists a coset spanning at least
1
d+ 1
[(
n
d
)
−
(
n− 1
d− 1
)
+O
(
d2−d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))]
=
1
d+ 1
[(
n− 1
d
)
+O
(
d2−d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))]
(d+ 1)-rich hyperplanes.
As in the previous section, since ordinary and (d + 1)-rich hyperplanes
spanned by a set S ⊂ Rd are in one-to-one correspondence with ordinary
and (d + 1)-rich hyperspheres spanned by pi(S) ⊂ Rd−1, we only need to
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consider one setting in the following constructions. We will focus on hyper-
planes in this section, since if d is odd the trivial construction minimises the
number of ordinary hyperspheres in Rd (see Theorem 1.21 and its proof in
Section 6.4) and we do not know of any non-trivial construction spanning
many (d+ 2)-rich hyperspheres.
Construction 4.14 (Elliptic normal curves). This construction achieves
the minimum number of ordinary hyperplanes and hyperspheres as stated in
Theorems 1.16 and 1.21 respectively. It also achieves the maximum number
of 4-rich planes and (d + 1)-rich hyperplanes as stated in Theorems 1.14
and 1.17 respectively. If d is even, then it achieves the maximum number
of 4-rich circles and (d + 2)-rich hyperspheres as stated in Theorems 1.20
and 1.22 respectively.
Let δ be an elliptic normal curve in RPd, d > 3. By Proposition 3.7, the
group (δ,⊕) is isomorphic to R/Z if δ has one semi-algebraically connected
component, and isomorphic to R/Z × Z2 if it has two. Summarising the
above results, a coset H ⊕ x of δ of order n spans
1
(d− 1)! [2, 1, . . . , 1︸ ︷︷ ︸
d− 1 times
; c]
=
(
n− 1
d− 1
)
±O
(
d22d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))
ordinary hyperplanes and spans
1
(d+ 1)!
[ 1, . . . , 1︸ ︷︷ ︸
d+ 1 times
; c]
=
1
d+ 1
[(
n− 1
d
)
±O
(
d22d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))]
(d+ 1)-rich hyperplanes.
To find the exact extremal numbers for ordinary and (d+1)-rich hyperplanes
spanned by H ⊕ x, we can continue with the calculation of [2, 1, . . . , 1; c] in
the proof of Lemma 4.12. As seen in the proof of Lemma 4.9, this depends
on gcd(d + 1, n). We also have to minimise over different values of c ∈ H,
and if n ≡ 0 (mod 4), consider the two cases H ∼= Zn and H ∼= Zn/2 × Z2.
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If d = 3, the number of ordinary planes spanned by H ⊕ x is equal to
1
2n
2 −O(n), and the maximum number of 4-rich planes is equal to
1
24n
3 − 14n2 + 56n if n ≡ 0 (mod 8),
1
24n
3 − 14n2 + 1124n− 14 if n ≡ 1, 3, 5, 7 (mod 8),
1
24n
3 − 14n2 + 712n− 12 if n ≡ 2, 6 (mod 8),
1
24n
3 − 14n2 + 56n− 1 if n ≡ 4 (mod 8).
Note that in the case n ≡ 0 (mod 4), the maximum is attained when
H ∼= Zn/2 × Z2. Note also that both the number of ordinary planes and
the maximum number of 4-rich planes are significantly greater than the
corresponding numbers in Constructions 4.5, 4.6, and 4.7.
If d = 4, the minimum number of ordinary hyperplanes spanned by H ⊕ x
is equal to 
(
n−1
3
)− 4 if n ≡ 0 (mod 5),(
n−1
3
)
otherwise,
and the maximum number of 5-rich hyperplanes is equal to
1
5
(
n−1
4
)
+ 45 if n ≡ 0 (mod 5),
1
5
(
n−1
4
)
otherwise.
If d = 5, the minimum number of ordinary hyperplanes spanned by H ⊕ x
is equal to 
(
n−1
4
)− 18n2 + 112n− 1 if n ≡ 0 (mod 6),(
n−1
4
)
if n ≡ 1, 5 (mod 6),(
n−1
4
)− 18n2 + 34n− 1 if n ≡ 2, 4 (mod 6),(
n−1
4
)− 23n+ 2 if n ≡ 3 (mod 6),
and the maximum number of 6-rich hyperplanes is equal to
1
6
(
n−1
5
)
+ 148n
2 − 172n+ 16 if n ≡ 0 (mod 6),
1
6
(
n−1
5
)
if n ≡ 1, 5 (mod 6),
1
6
(
n−1
5
)
+ 148n
2 − 18n+ 16 if n ≡ 2, 4 (mod 6),
1
6
(
n−1
5
)
+ 19n− 13 if n ≡ 3 (mod 6).
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If d = 6, the minimum number of ordinary hyperplanes spanned by H ⊕ x
is equal to 
(
n−1
5
)− 6 if n ≡ 0 (mod 7),(
n−1
5
)
otherwise.
and the maximum number of 7-rich hyperplanes is equal to
1
7
(
n−1
6
)
+ 67 if n ≡ 0 (mod 7),
1
7
(
n−1
6
)
otherwise.
Let d = 2k, and let δ′ be a k-spherical elliptic normal curve in Rd, d > 2.
By stereographic projection (or Propositions 3.29 or 3.27), the extremal
numbers for ordinary and (d + 2)-rich hyperspheres spanned by a coset of
δ′ of order n is equal to the extremal numbers for ordinary and (d+ 1)-rich
hyperplanes spanned by a coset of δ ⊂ Rd+1. In particular, when d = 2, the
number of (strict) ordinary circles and 4-rich circles are both much greater
than the corresponding numbers in Constructions 4.5, 4.6, 4.7, and 4.8.
Construction 4.15 (Rational acnodal curves and bounded (k−1)-spherical
rational normal curves). This construction achieves the minimum number of
ordinary hyperplanes and hyperspheres as stated in Theorems 1.16 and 1.21
respectively, if n 6≡ 0 (mod 4). It also achieves the maximum number of 4-
rich planes and (d+1)-rich hyperplanes as stated in Theorems 1.14 and 1.17
respectively, if n 6≡ 0 (mod 4). If d is even, then it achieves the maximum
number of 4-rich circles and (d + 2)-rich hyperspheres as stated in Theo-
rems 1.20 and 1.22 respectively, if n 6≡ 0 (mod 4).
Let δ∗ be the set of smooth points of a rational acnodal curve in RPd, d > 3.
By Proposition 3.18, the group (δ∗,⊕) is isomorphic to R/Z. Since we do not
have to consider cosets of subgroups of R/Z× Z2, the minimum number of
ordinary hyperplanes spanned by a coset of δ∗ is at least the corresponding
number in Construction 4.14, and the maximum number of (d + 1)-rich
hyperplanes is at most the corresponding number in Construction 4.14.
Let d = 2k, and let δ′ be a (k− 1)-spherical bounded rational normal curve
in Rd, d > 2. We get the same situation as in Construction 4.14. If d is
even, by stereographic projection (or Propositions 3.30 or 3.27), the extremal
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numbers for ordinary and (d + 2)-rich hyperspheres spanned by a coset of
δ′ of order n is equal to the extremal numbers for ordinary and (d+ 1)-rich
hyperplanes spanned by a coset of δ∗ ⊂ Rd+1, hence at best matching the
numbers in Construction 4.14.
Construction 4.16 (Other inverted examples). Let d = 2k. If we invert
Construction 4.15 in a point on the (k−1)-spherical bounded rational normal
curve in Rd that is not in the coset, then by Corollary 3.26, we obtain points
on a k-spherical rational acnodal curve of degree d+ 1 (without its acnode)
with the same number of ordinary and (d+ 2)-rich hyperspheres.
If we invert a k-spherical elliptic normal curve or rational acnodal curve of
degree d+ 1 in a point not on the curve, then we obtain a (k + 1)-spherical
curve of degree d + 2 by Corollary 3.25, again with the same number of
ordinary and (d + 2)-rich hyperspheres as in Constructions 4.14 and 4.15
respectively.
If d = 2, there will again be 12n
2−O(n) (strict) ordinary circles and 124n3−
O(n2) 4-rich circles among the inverted points on the bicircular quartic.
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Structure theorems
In this chapter, we prove Theorems 1.9 to 1.12, our structure theorems for
sets spanning few ordinary planes, hyperplanes, circles, and hyperspheres.
We restate these theorems before their proofs.
5.1 Ordinary planes
We prove Theorem 1.9, our structure theorem for sets spanning few ordi-
nary planes, in this section. First, we prove the weaker Lemma 5.1, using
results from Chapter 2. This provides an alternative to Ball’s approach
in [4] . We then refine Lemma 5.1, replacing the polynomial error terms
by linear error terms in Lemma 5.2. Finally, using the properties of space
quartics from Chapter 3, we determine the precise characterisation of the
possible configurations of sets spanning few ordinary planes as described in
Theorem 1.9.
Lemma 5.1. Let K > 1 and suppose n > CK8 for some sufficiently large
absolute constant C > 0. Let P be a set of n points in RP3 with no three
collinear. If P spans at most Kn2 ordinary planes, then we have one of the
following:
(i ) P is contained in the union of a plane and an additional O(K6) points;
(ii ) P is contained in the union of two irreducible conics lying on distinct
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planes and an additional O(K8) points, with each conic containing
n/2±O(K8) points of P ;
(iii ) P is contained in the union of a space quartic curve and an additional
O(K5) points.
Proof. Let P ′ denote the set of all points p ∈ P such that there are at most
9Kn ordinary planes through p. Then |P ′| > 2n/3, and for any p ∈ P ′,
the projection pip(P \ {p}) spans at most 9Kn ordinary lines. Applying
Theorem 2.2 to pip(P \ {p}) for any p ∈ P ′, we have one of three cases:
1. pip(P \ {p}) is contained in the union of O(K) lines and an additional
O(K6) points;
2. pip(P \ {p}) lies on the union of a conic σ and an additional O(K4)
lines with |pip(P \ {p}) ∩ σ| = n/2±O(K5);
3. pip(P \ {p}) is contained in the union of an irreducible cubic and an
additional O(K5) points.
This partitions P ′ into a disjoint union P ′1 ∪P ′2 ∪P ′3, depending on which of
the above cases we obtain.
If |P ′1| > 3, let p1, p2, p3 be three distinct points in P ′1. Then apart from
O(K6) points, P is contained in the intersection of the union of O(K) planes
through p1, the union of O(K) planes through p2, and the union of O(K)
planes through p3.
Since p1, p2, p3 are not collinear, if Πi is a plane through pi, then P ∩ Π1 ∩
Π2∩Π3 is contained in a line, which contains at most two points of P except
when Π1 = Π2 = Π3 is the plane through p1, p2, p3. Thus we have P lying in
a plane except for at most O(K6)+O(K2) = O(K6) points, giving Case (i ).
Next suppose |P ′2| > 3n/5, and let p1, p2, p3 be three distinct points in
P ′2. Then for each i = 1, 2, 3, there exist a quadric cone Ci with vertex
pi and planes {Πi,j : j ∈ Ji} through pi with |Ji| = O(K4), such that
P ⊂ Ci∪
⋃
j∈Ji Πi,j with |P ∩Ci| = n/2±O(K5). So all but at most O(K8)
points of P lie either on the intersection C1 ∩ C2 ∩ C3, one of the O(K4)
conics Ci ∩Πi′,j for i 6= i′, or the plane Π through p1, p2, p3.
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It is well-known (and easy to deduce from Be´zout’s theorem (Theorem 2.9))
that the intersection of two quadrics is either an irreducible space quartic, a
twisted cubic and a line, or conics and lines. We claim that any component
δ of the intersection C1 ∩C2 ∩C3 that is a twisted cubic or a space quartic
cannot contain more than O(K4) points of P . Choose a point p ∈ P ′2 \ (C1∩
C2∩C3) such that the projection pip restricted to δ is generically one-to-one.
Such a p exists since |P ′2 \ (C1 ∩ C2 ∩ C3)| > 3n/5 − (n/2 + O(K5)) and
by Lemma 2.17 there are only O(1) exceptional points. Then pip(δ) is an
irreducible planar cubic or quartic containing more than O(K4) points of
P , contradicting p ∈ P ′2. So the components of C1 ∩ C2 ∩ C3 which contain
more than O(K4) points of P must all be conics.
No plane Π′ can contain more than n/2 + O(K5) points of P , otherwise
projecting from p′ ∈ P ′2 ∩ Π′ would give a line containing more than n/2 +
O(K5) points in the projection, contradicting p′ ∈ P ′2. So choose a fourth
point p4 ∈ P ′2 \Π. As before, P is contained in the union of a quadric cone
C4 with vertex p4 and O(K
4) planes through p4. Since p4 /∈ Π, if Π contains
more than O(K4) points of P , all but at most O(K4) points of P ∩Π must
lie on the conic C4 ∩Π. We then have that all but at most O(K8) points of
P lie on O(K4) conics, and without loss of generality we can assume each
conic contains more than O(K4) points. Let Σ be the set of such conics.
(Note that the same argument shows that if a plane Π′ contains a conic
σ ∈ Σ, then all but at most O(K4) points of P ∩ Π′ lie on σ.) We show
that |Σ| = 2, and that for each σ ∈ Σ, |P ∩ σ| = n/2± O(K8), thus giving
Case (ii ).
Let σ1 be the conic in Σ with the most points of P , and let Π1 be the
plane in which σ1 lies. Since no plane contains more than n/2 + O(K
5)
points of P , we have that |P \ Π1| > n/2 − O(K5). Let σ2 be the conic in
Σ1 \ {σ1} with the most points of P \Π1, and let Π2 be the plane in which
σ2 lies. Then |P ∩ σ1| > |P ∩ σ2| > Ω(n/K4). Note that Π1 6= Π2, as no
plane contains more than n/2 + O(K5) points of P . Suppose there exists
q ∈ P ′2 \ (Π1 ∪ Π2), so that (by Be´zout’s theorem (Theorem 2.9)) σ1 and
σ2 must both lie on the same quadric cone C with vertex q. Since σ1 ∪ σ2
is the intersection of Π1 ∪ Π2 and C, there can only be at most two such
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points by Proposition 2.14. Therefore, all but at most O(K4) points of P ′2
are contained in σ1 ∪ σ2.
Without loss of generality, suppose |P ′2 ∩ σ1| > 3n/10−O(K4) = Ω(n). By
Proposition 2.14 again, there exist at most two points in P ′2 ∩ σ1 such that
their quadric cones intersect in σ2 and σ
′ for some σ′ ∈ Σ \ {σ1, σ2}. We
can then choose a q′ ∈ P ′2 ∩ σ1 such that the only conic in Σ the quadric
cone with vertex q′ contains is σ2. In particular, this means that |P ∩ σ2| =
n/2 ± O(K8). But then we also have |P ′2 ∩ σ2| = Ω(n). Repeating the
argument on σ2 shows that |P ∩ σ1| = n/2±O(K8) as well.
The remaining case is when |P ′3| > 2n/3− 3n/5− 3 = Ω(n). Let p and p′ be
two distinct points in P ′3. Then apart from O(K5) points, we have P lying
mostly on the intersection δ of two cubic cones, which is a curve with irre-
ducible components δi of total degree 9 by Be´zout’s theorem (Theorem 2.9).
Let δ1 be a component for which |P ′3∩δi| is maximal. Then |P ′3∩δ1| = Ω(n).
Projecting from any q ∈ P ′3 ∩ δ1, we get that piq(δ1 \ {q}) is an irreducible
cubic, and so δ1 must be non-planar. By Lemma 2.19, all but O(1) points
q′ on δ1 are such that the projection piq′ restricted to δ1 \ {q′} is generically
one-to-one. We can thus choose such a q′ ∈ P ′3 ∩ δ1 so that piq′ projects
δ1 \ {p1} generically one-to-one onto an irreducible cubic. The component
δ1 must then be a space quartic.
Now suppose there exists a component δ2 containing more than O(K
5)
points of P . For any q ∈ P ′3 ∩ δ1, the cone Cq(δ1) over δ1 has to contain
δ2 by Be´zout’s theorem (Theorem 2.9). If δ2 is non-planar, this contradicts
Lemma 2.20, since δ1 is also non-planar. So suppose δ2 is planar. By Propo-
sition 2.16, for all but finitely many q′ ∈ δ2 \ δ1, piq′(δ1) is a planar quartic.
Since a planar quartic has at most three singularities, all but finitely many
q′ ∈ δ2 \ δ1 lie on at most three secants or tangents of δ1. All but finitely
many q′ ∈ δ2 \ δ1 is thus contained in at most three cones Cq(δ1), a contra-
diction. We thus have all but at most O(K5) points of P lying on a single
space quartic, giving Case (iii ).
To get a more precise description of the structure of sets spanning few or-
dinary planes, we need a more precise description of sets that lie on certain
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cubic curves and span few ordinary lines. Using results from Section 2.1,
we reduce the polynomial error terms in Lemma 5.1 to linear errors O(K).
Since this refinement relies only on Green and Tao’s results as stated in
Section 2.1, our proof will be similar to Ball’s proof in [4].
Lemma 5.2. Let K > 1 and suppose n > CK8 for some sufficiently large
constant absolute C > 0. Let P be a set of n points in RP3 with no three
collinear. If P spans at most Kn2 ordinary planes, then P differs in at most
O(K) points from one of the following:
(i ) a subset of a plane;
(ii ) a subset of two disjoint irreducible conics lying on distinct planes, with
each conic containing n/2±O(K) points;
(iii ) a subset of a space quartic.
Proof. Let P ′, P ′1, P ′2, and P ′3 be as in the proof of Lemma 5.1.
If |P ′1| > 3, we are in Case (i ) of Lemma 5.1, and all but at most O(K6)
points of P lie in a plane Π. Let k := |P \Π|. Then for a fixed point p ∈ P \Π,
there are
(
n−k
2
)
planes through p and two points of P ∩Π, of which at most
k−1 are not ordinary. Therefore, there are at least k((n−k2 )−k+1) ordinary
planes. Since this is at most Kn2 and n > CK8 > k = O(K6) for sufficiently
large C, we obtain that k = O(K).
If |P ′2| > 3n/5, we are in Case (ii ) of Lemma 5.1, and all but at most O(K8)
points of P lie on the union of two conics σ1 ∪ σ2. Let S = P \ (σ1 ∪ σ2).
Let Πi be the plane supporting σi, i = 1, 2. For any p ∈ S ∩ Π1 except at
most two points also on Π2, the projection pip maps σ1 to a line and σ2 to a
conic. For any p ∈ S \(Π1∪Π2) except at most two points, the projection pip
maps σ1 and σ2 to distinct conics (by Proposition 2.14). Hence, for all but
at most four points p ∈ S, there are at most four points x ∈ P ∩σ1 for which
pip(x) ∈ pip(σ2) and at most four points x ∈ P ∩σ2 for which pip(x) ∈ pip(σ1).
Therefore, for any q ∈ P ′2∩(σ1∪σ2) except at most 4|S|+4|S| points, we have
that piq(S) is disjoint from the line and the conic onto which all but at most
O(K8) points of P map. Such a q exists as |P ′2| > 3n/5. By Lemma 2.3,
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the set piq(P \ {q}) differs from a set X projectively equivalent to a regular
m-gon and the m points at infinity corresponding to the diagonals of the
m-gon in at most O(K8) points, where m = n/2±O(K8). By Lemma 2.7,
there are at least n − O(K8) ordinary lines through a fixed point of piq(S)
and a point of piq(P \ (S ∪ {q})). Thus, there at least |S|(n − O(K8))
ordinary lines. Since there are at most 9Kn ordinary lines and n > CK8 for
sufficiently large C, we obtain that |S| = O(K). The same argument shows
that |piq(P \ {q}) \X| = O(K), hence |P ∩ σi| 6 m+O(K), i = 1, 2.
It remains to show that |X \ piq(P \ {q})| = O(K). Note that through any
point y ∈ X, there are at least m/2−1 lines through y and two more points
of X. By removing a point from X, we thus create at least m/2 − O(K)
ordinary lines. Therefore, there are at least |X \ piq(P \ {q})|(n/4−O(K8))
ordinary lines. Since this is at most 9Kn and n > CK8 for sufficiently large
C, we obtain that |X \ piq(P \ {q})| = O(K).
Finally, if |P ′3| > 2n/3−3n/5−3 = Ω(n), we are in Case (iii ) of Lemma 5.1,
and all but at most O(K5) points of P lie on a space quartic δ. By
Lemma 2.17, the projection from all but finitely many points p ∈ P \ δ
maps δ generically one-to-one onto a planar quartic, which has at most
three singular points. Thus, there are at most six points x ∈ δ such that px
intersects δ again. Choose a point q ∈ P ′3∩δ that is not one of these at most
6|P \ δ| points. Such a q exists as |P ′3| = Ω(n). Then, if we project from q,
each point in P \ δ is projected onto a point not on the cubic piq(δ \ {q}).
By Lemma 2.4, piq(P \{q}) differs in at most O(K5) points from a coset of a
subgroup of an elliptic curve or the smooth points of an acnodal cubic. By
Lemma 2.8, there are at least |P \ δ|(n/1000− |P \ δ|) ordinary lines. Since
this is at most 9Kn and n > CK8 > |P \ δ| = O(K5) for sufficiently large
C, we obtain that |P \ δ| = O(K).
We now show that if we are in Case (ii ) of Lemma 5.2, then there is a
quadric containing both conics.
Lemma 5.3. Let K > 1 and suppose n > CK8 for some sufficiently large
absolute constant C > 0. Let P be a set of n points in RP3 with no three
collinear, spanning at most Kn2 ordinary planes. Suppose P has n/2±O(K)
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points on each of two disjoint irreducible conics σ1 and σ2 lying on two
distinct planes Π1 and Π2 respectively. Then there exists an irreducible
quadric that contains σ1 ∪ σ2.
Proof. Let P ′ be as in the proofs of Lemmas 5.1 and 5.2 above. We convert
the problem to one in Euclidean geometry, by identifying RP3 with the
Euclidean affine space R3 together with a projective plane at infinity. We
apply a projective transformation such that the planes Π1 and Π2 become
parallel, and such that σ1 is a circle. It then suffices to show that σ2 is a
circle as well, as σ1 ∪ σ2 is then contained in a circular cone or cylinder.
Choose pi ∈ P ′ ∩ σi, i = 1, 2, and consider the projection pii := pipi to be
onto the plane Π3−i. Then by Lemma 5.2, pi1 projects all but at most O(K)
points of P onto the line at infinity and a conic on Π2, which are disjoint by
Lemma 2.3. Since the conic σ2 = pi1(σ2) is disjoint from the line at infinity,
it is an ellipse.
Now let p2 ∈ P ′ ∩ σ2, and consider the projection pi2. By Lemma 2.3,
pi2(P \ {p2}) differs in at most O(K) points from the vertices of a regular
m-gon and the m points at infinity corresponding to the diagonals of the
m-gon, for some m = n/2 ± O(K). In particular, P ∩ σ1 differs in at most
O(K) points from a regular m-gon.
Therefore, pi1(P ∩ σ1 \ {p1}) differs in at most O(K) points from the points
at infinity corresponding to the diagonals of the regular m-gon on σ1, which
are also (if m is even, half of) the points at infinity corresponding to the
tangents to σ1 at the vertices of the m-gon. By Lemma 2.3 again, pi1(P ∩σ2)
differs in at most O(K) points from an m-gon on the ellipse σ2, projectively
equivalent to a regular m-gon.
It easily follows that all but at most O(K) of the tangent lines to σ2 at the
vertices of the m-gon are ordinary lines and so all but O(K) must be points
at infinity of pi1(P ∩ σ1 \ {p1}). Let a, b, c be three consecutive vertices of
the m-gon on σ2 such that a, b, c ∈ pi1(P ∩ σ2). Then the point d where the
tangents at a and c intersect, forms an isosceles triangle with a and c, and
we have |ad| = |cd|. But this can only happen if d lies on one of the axes
of symmetry of σ2. Since n is sufficiently large depending on K, we can
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find many triples of consecutive vertices of the m-gon on σ2, and we get a
contradiction unless σ2 is a circle.
The following lemma shows that if we are in Case (iii ) of Lemma 5.2, then
the space quartic is either elliptic or rational of the first species.
Lemma 5.4. Let K > 1 and suppose n > CK8 for some sufficiently large
absolute constant C > 0. Let P be a set of n points in RP3 with no three
collinear, spanning at most Kn2 ordinary planes. Suppose all but at most
O(K) points of P lie on a rational space quartic δp. Then δp is of the first
species.
Proof. Let qα ∈ δp be parametrised by [α, 1] ∈ RP1. As before, let P ′ denote
the set of all points q ∈ P ∩ δp with at most 9Kn ordinary planes through q.
Since P spans at most Kn2 ordinary planes, we have |P ′| > 2n/3 − O(K).
Let piα be the projection map from qα. By Lemma 2.19, we can choose
qα ∈ P ′ such that all but at most O(K) points of piα(P \{qα}) lie on a cubic
curve γα. By Lemma 2.4, this set differs in at most O(K) points from a
coset of γα, and γα is acnodal (since δp is rational). Since n is sufficiently
large, there exist three distinct points qA, qB, qC ∈ P ′ such that for Ω(n)
many qα ∈ P ′, the projected points piα(qA), piα(qB), piα(qC) are consecutive
elements in the coset given by Lemma 2.4.
Let ⊕α denote the group operation on γα so that we have piα(qA)⊕αpiα(qC) =
2piα(qB). By considering the geometric definition of ⊕α we obtain that if
qβ is the fourth point of intersection between δp and the plane through
qA, qC , qα, and qβ′ the fourth point of intersection between δp and the plane
through qB, qB, qα (that is, containing the tangent line of δp at qB and pass-
ing through qα), then β = β
′. Equivalently, by Lemma 3.11, we have
F (A, 1, C, 1, α, 1, β, 1) = 0 = F (B, 1, B, 1, α, 1, β, 1).
Since F is a polynomial and the above is true for sufficiently many α (since
n is sufficiently large), it holds for all α ∈ R.
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Note that
F (A, 1, C, 1, α, 1, β, 1) =
(
αβ, α+ β, 1
)
p0 p1 p2
p1 p2 p3
p2 p3 p4


AC
A+ C
1
 ,
with a similar expression for F (B, 1, B, 1, α, 1, β, 1). Since
(
AC, A+ C, 1
)
and
(
B2, 2B, 1
)
are linearly independent, the set of vectors
(
αβ, α+ β, 1
)
p0 p1 p2
p1 p2 p3
p2 p3 p4
 : α ∈ R

lie in a 1-dimensional linear subspace of R3. If the catalecticant of the
fundamental binary form fp of δp, which is the determinant p0p2p4− p0p23−
p21p4 + 2p1p2p3 − p32 of the above 3× 3 matrix, is non-zero, then{(
αβ, α+ β, 1
)
: α ∈ R
}
also lies in a 1-dimensional subspace of R3, in which case both αβ and
α + β are constants depending only on δp, say αβ = c1 and α + β = c2.
But then α is a root of the fixed quadratic equation x2 − c2x + c1 = 0, a
contradiction. Hence, the catalecticant vanishes, and δp is of the first species
by Lemma 3.16.
From Lemmas 5.2, 5.3, and 5.4, we see that up to at most O(K) points, the
set P lies on a plane, two disjoint conic sections of an irreducible quadric
(which by applying a projective transformation if necessary we can assume
to be two disjoint circles on a sphere), or a space quartic of the first species.
It thus remains to determine the precise structure of P . To do so, we first
consider the effect of adding and/or removing O(K) points.
Lemma 5.5. Let P be a set of n points in RP3 with no three collinear.
Let P ′ be a set that differs from P in at most K points, also with no three
points collinear. If P spans m ordinary planes, then P ′ spans at most m+
O(Kn2 +K2n+K3) ordinary planes.
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Proof. First note that if we add a point to P , we create at most
(
n
2
)
ordinary
planes. Secondly, since two planes intersect in a line that contains at most
two points, the number of 4-rich planes through a fixed point in P is at most
1
3
(
n−1
2
)
, so by removing a point we create at most 13
(
n−1
2
)
<
(
n
2
)
ordinary
planes. It follows that by adding and removing K points, we create at most(
n
2
)
+
(
n+ 1
2
)
+ · · ·+
(
n+K − 1
2
)
= O(Kn2 +K2n+K3)
ordinary planes.
Applying the additive combinatorial Lemma 2.6 from Section 2.1 then gives
us the precise structure of P in Cases (ii ) and (iii ) of Lemma 5.2.
Lemma 5.6. Let P be a set of n points in RP3 with no three collinear,
spanning at most Kn2 ordinary planes, and suppose n > CK for some
sufficiently large absolute constant C > 0. Suppose all but at most K points
of P lie on two disjoint planar sections of a quadric, with n/2±O(K) points
of P on each conic. Then up to a projective transformation, P differs in at
most O(K) points from a prism or an antiprism.
Proof. By a projective transformation, we can assume that all but at most
K points of P lie on the two circles σ1 = {(cos(θ), sin(θ), 1) : θ ∈ [0, 2pi)} and
σ2 = {(cos(θ), sin(θ),−1) : θ ∈ [0, 2pi)}, which we gave a group structure in
Corollary 3.32.
Let P1 = P ∩ σ1 and P2 = P ∩ σ2. Then |P 4 (P1 ∪ P2)| = O(K), and by
Lemma 5.5, P1 ∪ P2 spans at most O(Kn2) ordinary planes. If a, b ∈ σ1
and c ∈ σ2 with a 6= b, then by Corollary 3.32, the plane through a, b, c
meets σ1 ∪ σ2 again in the unique point d = 	(a ⊕ b ⊕ c). This implies
d ∈ P2 for all but at most O(Kn2) triples (a, b, c) with a, b ∈ P1 and c ∈ P2.
Applying Lemma 2.6 with d = 3, A1 = A2 = P1, A3 = P2, and A4 = 	P2,
we get cosets H ⊕ x and H ⊕ y of a subgroup H of σ1 ∪ σ2 such that
|P14 (H ⊕ x)|, |P24 (H ⊕ y)| = O(K) and 2x⊕ 2y ∈ H, where x ∈ σ1 and
y ∈ σ2. It follows that H is a subgroup of σ1, hence H is a cyclic group of
order m = n/2±O(K), and H ⊕ x and H ⊕ y are the vertex sets of regular
m-gons inscribed in σ1 and σ2, respectively, and σ1 ∪ σ2 is a prism or an
antiprism depending on whether x⊕ y ∈ H or not.
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Lemma 5.7. Let P be a set of n points in RP3 with no three collinear,
spanning at most Kn2 ordinary planes, and suppose n > CK for some
sufficiently large absolute constant C > 0. Suppose all but at most K points
of P lie on a space quartic δ of the first species. Then P differs in at most
O(K) points from a coset of a subgroup of δ∗, the smooth points of δ. In
particular, δ is either an elliptic or acnodal space quartic.
Proof. Let P ′ = P ∩ δ∗. Then |P 4 P ′| = O(K), and by Lemma 5.5, P ′
spans at most O(Kn2) ordinary planes.
First suppose δ is an elliptic, cuspidal, or acnodal space quartic. If a, b,
c ∈ δ∗ are distinct, then by Propositions 3.7 and 3.18, the plane through
a, b, c meets δ again in the unique point d = 	(a ⊕ b ⊕ c). This implies
that d ∈ P ′ for all but at most O(Kn2) triples a, b, c ∈ P ′, or equivalently
a ⊕ b ⊕ c ∈ 	P ′. Applying Lemma 2.6 with d = 3, A1 = A2 = A3 = P ′,
and A4 = 	P ′, we obtain a subgroup H of δ∗ and a coset H ⊕ x such that
|P4(H⊕x)| = O(K) and |	P ′4(H⊕3x)| = O(K), which is equivalent to
|P 4 (H	3x)| = O(K). Thus we have |(H⊕x)4 (H	3x)| = O(K), which
implies 4x ∈ H. Also, δ cannot be cuspidal, otherwise by Proposition 3.18
we have δ∗ ∼= (R,+), which has no finite subgroup of order greater than 1.
Now suppose δ is a crunodal space quartic. By Proposition 3.18, there is a
bijective map ϕ : (R,+)×Z2 → δ∗ such that a, b, c, d ∈ δ∗ lie in a plane if and
only if they sum to h, where h = ϕ(0, 0) or ϕ(0, 1) depending on the curve
δ. If h = ϕ(0, 0) then the above argument follows through, and we obtain a
contradiction as we have by Proposition 3.18 that δ∗ ∼= (R,+) × Z2, which
has no finite subgroup of order greater than 2. Otherwise, the plane through
distinct a, b, c ∈ δ∗ meets δ again in the unique point d = ϕ(0, 1)	(a⊕b⊕c).
As before, this implies that d ∈ P ′ for all but at most O(Kn2) triples a,
b, c ∈ P ′, or equivalently a ⊕ b ⊕ c ∈ ϕ(0, 1) 	 P ′. Applying Lemma 2.6
with d = 3, A1 = A2 = A3 = P
′, and A4 = ϕ(0, 1) 	 P ′, we obtain a finite
subgroup H of δ∗, giving a contradiction as before.
Theorem 1.9, restated below, then follows easily.
Theorem 1.9 (Ordinary planes). Let K > 0 and suppose n > C max{K8, 1}
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for some sufficiently large absolute constant C > 0. Let P be a set of n points
in RP3 with no three collinear. If P spans at most Kn2 ordinary planes,
then up to a projective transformation, P differs in at most O(K) points
from a configuration of one of the following types:
(i ) a subset of a plane;
(ii ) a prism or an antiprism;
(iii ) a coset H⊕x of a subgroup H of an elliptic space quartic curve or the
smooth points of an acnodal space quartic curve, for some x such that
4x ∈ H.
Conversely, every set of these types spans at most C ′Kn2 ordinary planes
for some absolute constant C ′ > 0.
Proof. The forward statement follows from directly from Lemmas 5.2, 5.6,
and 5.7.
For the converse, note that as seen in Chapter 4, a prism or an antiprism
spans at most 14n
2 ordinary planes, and a coset of a finite subgroup of an
elliptic space quartic or the smooth points of an acnodal space quartic spans
at most 12n
2 ordinary planes. It follows from Lemma 5.5 that if we add
and/or remove O(K) points, then there will be at most O(Kn2) ordinary
planes.
5.2 Ordinary hyperplanes
We prove Theorem 1.10, our structure theorem for sets spanning few or-
dinary hyperplanes, in this section. The main idea is to induct on the di-
mension d via projection. We first prove the following weaker lemma using
results from Chapter 2.
Lemma 5.8. Let d > 4, K > 0, and suppose n > C max{(dK)8, d12}
for some sufficiently large absolute constant C > 0. Let P be a set of n
points in RPd where every d points span a hyperplane. If P spans at most
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K
(
n−1
d−1
)
ordinary hyperplanes, then all but at most O(d2dK) points of P are
contained in a hyperplane or an irreducible non-degenerate curve of degree
d+ 1 that is either elliptic or rational and singular.
Proof. We use induction on d > 4 to show that for n > C ′max{(d∏di=1(1 +
1
i2
)K)8, d12}, where C ′ > 0 is a sufficiently large absolute constant, all but
at most O(d2d
∏d
i=1(1 +
1
i2
)K) = O(d2dK) points of P are contained in
a hyperplane or an irreducible non-degenerate curve of degree d + 1, and
that if the curve is rational then it has to be singular. We assume that this
holds in RPd−1 if d > 5, while Theorem 1.9 takes the place of the induction
hypothesis when d = 4.
Let P ′ denote the set of points p ∈ P such that there are at most (d +
1
d)K
(
n−1
d−2
)
/(d− 1) ordinary hyperplanes through p. Then |P ′| > n/(d2 + 1).
For any p ∈ P ′, the projection pip(P\{p}) is a set of n−1 > C ′max{(
∏d−1
i=1 (i+
1
i )K)
8, (d− 1)12} points that spans at most (d+ 1d)K
(
n−1
d−2
)
/(d− 1) ordinary
(d−2)-flats in RPd−1, and any d−1 points of pip(P \{p}) span a (d−2)-flat.
By induction, for any p ∈ P ′, all but at most
O
(
(d− 1)2d−1
d−1∏
i=1
(
1 +
1
i2
)(
d+
1
d
)
K
d− 1
)
= O
(
d2d−1
d∏
i=1
(
1 +
1
i2
)
K
)
points of pip(P \ {p}) are contained in a (d − 2)-flat or an irreducible non-
degenerate curve γp of degree d in RPd−1, or in the d = 4 case, two conics
with n/2±O(K) points on each.
If there exists a p ∈ P ′ such that all but at most O(d2d−1∏di=1(1 + 1i2 )K)
points of pip(P \ {p}) are contained in a (d− 2)-flat, then we are done. Thus
we may assume without loss of generality that for all p ∈ P ′, the other case
(or two cases when d = 4) occurs.
Let p and p′ be two distinct points of P ′. Then all but at most O(2 ·
d2d−1
∏d
i=1(1 +
1
i2
)K) points of P lie on the intersection δ of the two cones
pi−1p (γp) and pi−1p′ (γp′). Since the curves γp and γp′ are 1-dimensional and
irreducible (over C), the two cones are 2-dimensional irreducible complex
varieties. Since their vertices p and p′ are distinct, the cones are distinct,
and so their intersection is a variety of dimension at most 1. By Be´zout’s
theorem (Theorem 2.9), δ has total degree at most d2. Let δ1, . . . , δk be the
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1-dimensional components of δ, where k 6 d2. Suppose also that δ1 contains
the most points of P ′ amongst all the δi, so that |P ′∩δ1| = Ω(n/d4). Choose
a q ∈ P ′ ∩ δ1 such that piq is generically one-to-one on δ1. Such a q exists
since by Lemma 2.19 there are at most O(deg(δ1)
4) = O(d8) exceptional
points and n = Ω(d12). By Be´zout’s theorem (Theorem 2.9), piq has to map
δ1\{q} onto γq (or, when d = 4, possibly onto a conic containing n/2±O(K)
points of piq(P \ {q})), hence δ1 is an irreducible curve of degree d + 1 (or,
when d = 4, possibly a twisted cubic containing at most n/2 +O(K) points
of P ).
We first consider the case where δ1 has degree d+1. Since |P ′∩δ1| = Ω(n/d4)
and any δi, i 6= 1, that contains more than three points is non-planar, by
Lemma 2.20, we can find a q′ ∈ P ′ ∩ δ1 such that piq′(δ1 \ {q′}) = γq′ as
before, and in addition the cone pi−1q′ (piq′(γq′)) does not contain any other
δi, i 6= 1, that contains more than three points. Then by Be´zout’s theorem
(Theorem 2.9), we obtain that
|P \ δ1| 6 O(d3) +O
(
d2d
d∏
i=1
(
1 +
1
i2
)
K
)
= O(d2dK),
since K = Ω(1/d) by [6, Theorem 2.4].
We next dismiss the case where d = 4 and δ1 is a twisted cubic. We redefine
P ′ to be the set of points p ∈ P such that there are at most 12Kn2 ordinary
hyperplanes through p. Then |P ′| > 2n/3. Since we have |P ∩ δ1| 6 n/2 +
O(K), by Lemma 2.17 there exists q′ ∈ P ′ \δ1 such that the projection from
q′ will map δ1 onto a twisted cubic in RP3. However, by Be´zout’s theorem
(Theorem 2.9) and Theorem 1.9, piq′(δ1 \ {q′}) has to be mapped onto a
conic, which gives a contradiction.
We have shown that all but O(d2dK) points of P are contained in a hyper-
plane or an irreducible non-degenerate curve δ of degree d + 1. By Propo-
sition 3.1, this curve is either elliptic or rational. It remains to show that
if δ is rational, then it has to be singular. As shown above for Ω(n/d4)
points p ∈ δ, the projection pip(δ \ {p}) is a rational curve of degree d that
is singular by the induction hypothesis. Lemma 3.15 now implies that δ is
singular.
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As in the previous section, to get the coset structure on the curves as stated
in Theorem 1.10, we use Lemma 2.6. Before that, we again need to know
that removing K points from a set does not change the number of ordi-
nary hyperplanes it spans by too much. The following lemma generalises
Lemma 5.5.
Lemma 5.9. Let P be a set of n points in RPd, d > 2, where every d points
span a hyperplane. Let P ′ be a subset that is obtained from P by removing at
most K points. If P spans m ordinary hyperplanes, then P ′ spans at most
m+K 1d
(
n−1
d−1
)
ordinary hyperplanes.
Proof. Fix a point p ∈ P . Since every d points span a hyperplane, there are
at most
(
n−1
d−1
)
hyperplanes spanned by points of P through p. Thus, the
number of (d+ 1)-rich hyperplanes through p is at most 1d
(
n−1
d−1
)
, since these
d + 1 points have d subsets of size d that contain p. If we remove points
of P one-by-one to obtain P ′, we thus create at most K 1d
(
n−1
d−1
)
ordinary
hyperplanes.
The following lemma then translates the additive combinatorial Lemma 2.6
to our geometric setting.
Lemma 5.10. Let d > 4, K > 0, and suppose n > C(d3K + d4) for some
sufficiently large absolute constant C > 0. Let P be a set of n points in RPd
where every d points span a hyperplane. Suppose P spans at most K
(
n−1
d−1
)
ordinary hyperplanes, and all but at most dK points of P lie on an elliptic
normal curve or a rational singular curve δ. Then P differs in at most
O(dK + d2) points from a coset H ⊕ x of a subgroup H of δ∗, the smooth
points of δ, for some x such that (d+ 1)x ∈ H. In particular, δ is either an
elliptic normal curve or a rational acnodal curve.
Proof. Let P ′ = P ∩ δ∗. Then by Lemma 5.9, P ′ spans at most K(n−1d−1) +
O(dK 1d
(
n−1
d−1
)
) = O(K
(
n−1
d−1
)
) ordinary hyperplanes.
First suppose δ is an elliptic normal curve or a rational cuspidal or acnodal
curve. If a1, . . . , ad ∈ δ∗ are distinct, then by Propositions 3.7 and 3.18,
the hyperplane through a1, . . . , ad meets δ again in the unique point ad+1 =
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	(a1⊕· · ·⊕ad). This implies that ad+1 ∈ P ′ for all but at most d!O(K
(
n−1
d−1
)
)
d-tuples (a1, . . . , ad) ∈ (P ′)d with all ai distinct. There are also at most(
d
2
)
nd−1 d-tuples (a1, . . . , ad) ∈ (P ′)d for which the ai are not all distinct.
Thus, a1 ⊕ · · · ⊕ ad ∈ 	P ′ for all but at most O((dK + d2)nd−1) d-tuples
(a1, . . . , ad) ∈ (P ′)d. Applying Lemma 2.6 with A1 = · · · = Ad = P ′ and
Ad+1 = 	P ′, we obtain a finite subgroup H of δ∗ and a coset H ⊕ x such
that |P ′4 (H⊕x)| = O(dK+d2) and |	P ′4 (H⊕dx)| = O(dK+d2), the
latter of which being equivalent to |P ′4 (H 	 dx)| = O(dK + d2). Thus we
have |(H ⊕x)4 (H 	dx)| = O(dK+d2), which implies (d+ 1)x ∈ H. Also,
δ cannot be cuspidal, otherwise by Proposition 3.18 we have δ∗ ∼= (R,+),
which has no finite subgroup of order greater than 1.
Now suppose δ is a rational crunodal curve. By Proposition 3.18, there is
a bijective map ϕ : (R,+) × Z2 → δ∗ such that d + 1 points in δ∗ lie in
a hyperplane if and only if they sum to h, where h = ϕ(0, 0) or ϕ(0, 1)
depending on the curve δ. If h = ϕ(0, 0) then the above argument follows
through, and we obtain a contradiction as we have by Proposition 3.18 that
δ∗ ∼= (R,+) × Z2, which has no finite subgroup of order greater than 2.
Otherwise, the hyperplane through distinct a1, . . . , ad ∈ δ∗ meets δ again in
the unique point ad+1 = ϕ(0, 1)	(a1⊕· · ·⊕ad). As before, this implies that
ad+1 ∈ P ′ for all but at most O((dK+d2)nd−1) d-tuples (a1, . . . , ad) ∈ (P ′)d,
or equivalently a1 ⊕ · · · ⊕ ad ∈ ϕ(0, 1) 	 P ′. Applying Lemma 2.6 with
A1 = · · · = Ad = P ′ and Ad+1 = ϕ(0, 1) 	 P ′, we obtain a finite subgroup
H of δ∗, giving a contradiction as before.
We can now prove Theorem 1.10, restated below.
Theorem 1.10 (Ordinary hyperplanes). Let d > 4, K > 0, and suppose n >
C max{(dK)8, d32dK} for some sufficiently large absolute constant C > 0.
Let P be a set of n points in RPd where every d points span a hyperplane.
If P spans at most K
(
n−1
d−1
)
ordinary hyperplanes, then P differs in at most
O(d2dK) points from a configuration of one of the following types:
(i ) a subset of a hyperplane;
(ii ) a coset H⊕x of a subgroup H of an elliptic normal curve or the smooth
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points of a rational acnodal curve of degree d+1, for some x such that
(d+ 1)x ∈ H.
Conversely, every set of these types spans at most C ′2dK
(
n−1
d−1
)
ordinary
hyperplanes for some absolute constant C ′ > 0.
Proof. Without loss of generality we may assume that P does not lie on a
hyperplane. Then by [6, Theorem 2.4], K = Ω(1/d), hence d32dK = Ω(d12),
so we can apply Lemma 5.8 to P to obtain that all but at most O(d2dK)
points of P are contained in a hyperplane or an irreducible curve δ of degree
d + 1 that is either elliptic or rational and singular. In the prior case, we
get Case (i ) of the theorem, so suppose we are in the latter case. We then
apply Lemma 5.10 to obtain Case (ii ) of the theorem, proving the forward
statement.
Applying Lemma 5.9 to a set contained in a hyperplane (so that it spans
no ordinary hyperplanes) for a set of type (i ), and to Constructions 4.14
and 4.15 for a set of type (ii ), gives the converse statement.
5.3 Ordinary circles
We prove two structure theorems for sets spanning few ordinary circles in
this section. We first prove the weaker Theorem 5.15, which only requires in-
version in the plane and Green and Tao’s stronger structure theorem for sets
spanning few ordinary lines (Theorem 2.1). We then prove Theorem 1.11,
which relies on Theorem 1.9, our structure theorem for sets spanning few
ordinary planes, and stereographic projection. Note from Section 5.1 that
Theorem 1.9 only required Green and Tao’s weaker structure theorem (The-
orem 2.2).
The following lemma forms the basis of the proof of Theorem 5.15. Recall
that 3-rich lines are also ordinary circles.
Lemma 5.11. Let K > 0 and let n be sufficiently large depending on K. If
a set P of n points in R2 spans at most Kn2 ordinary circles, then all but at
most O(K) points of P lie on a (possibly non-irreducible) bicircular quartic.
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Proof. We wish to show that P lies mostly on a bicircular quartic (we will
repeatedly use ‘mostly’ to mean ‘for all but O(K) points’).
Note that for at least 2n/3 points p of P , there are at most 9Kn ordinary
circles through p, hence the set ιp(P \ {p}) spans at most 9Kn ordinary
lines. Let P ′ be the set of such points. For n sufficiently large depending on
K, applying Theorem 2.1 to ιp(P \{p}) for any p ∈ P ′ gives that ιp(P \{p})
lies mostly on a line, a line and a conic, or an elliptic or acnodal cubic.
If there exists p ∈ P ′ such that ιp(P \{p}) lies mostly on a line, then inverting
again in p, we see that P must lie mostly on a line or a circle.
If there exists p ∈ P ′ such that ιp(P \ {p}) lies mostly on a line ` and a
disjoint conic σ, we have two cases, depending on whether p lies on ` or not.
If p ∈ `, we invert again in p to find that P lies mostly on the union of `
and ιp(σ). By Corollary 3.23, ιp(σ) is either a circle (if σ is a circle) or an
irreducible bicircular quartic (if σ is a non-circular conic). Furthermore, p
is the only point that could possibly lie on both ` and ιp(σ). Since roughly
n/2 points of P lie on `, there must be another point q ∈ ` ∩ P ′ that does
not lie on ιp(σ). In ιq(P \ {q}), the line ` remains a line, and by definition
of P ′ the set ιq(P \ {q}) spans few ordinary lines, so Theorem 2.1 tells us
ιq(ιp(σ)) is a conic. It follows from Corollary 3.23 that ιp(σ) cannot be a
quartic, since we inverted in the point q outside ιp(σ) and did not obtain a
quartic. That means ιp(σ) has to be a circle, and it is disjoint from `. Thus,
P lies mostly on the union of a line and a disjoint circle.
If p /∈ `, we invert in p to see that P lies mostly on the union of the circle
ιp(`) and the curve ιp(σ), which is either a circle or a quartic. Again p
is the only point that can lie on both curves. Inverting in another point
q ∈ ιp(`)∩P ′, ιq(ιp(`)) becomes a line, so Theorem 2.1 tells us that ιq(ιp(σ))
is a conic, so that ιp(σ) must be a circle disjoint from ιp(`) as before. Thus,
P lies mostly on the union of two disjoint circles.
The case that remains is when for all p ∈ P ′, the set ιp(P \ {p}) lies mostly
on an elliptic or acnodal cubic γ. Fix such a p, and consider ιp(γ), which
mostly contains P . If γ is not a circular cubic, then by the classification in
Section 3.3 it has circular degree three, so ιp(γ) has circular degree three
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as well. For any q ∈ ιp(γ) ∩ P ′ other than p, the curve ιq(ιp(γ)) is also
a cubic curve, by the definition of P ′ and Theorem 2.1. By Case (iii ) of
Corollary 3.23, this can only happen if q is a singularity of ιp(γ). But ιp(γ) is
an irreducible curve of degree at most 6, and so has at most ten singularities
by [64, Chapter III, Theorem 4.4], which is a contradiction. So γ must be a
circular cubic that is elliptic or acnodal. If γ is elliptic, then Ip(γ) is either
a bicircular quartic or a circular elliptic cubic. If γ is acnodal, then ιp(γ)
is either a bicircular quartic (if p 6∈ γ), a circular acnodal cubic (if p is a
smooth point of γ), or a non-circular conic (if p is the singularity of γ). In
the last case, the conic is an ellipse by Corollary 3.24.
We have encountered the following curves that P could mostly lie on: a line,
a circle, an ellipse, a disjoint union of a line and a circle, a disjoint union of
two circles, a circular cubic, or a bicircular quartic. All of these are subsets
of bicircular quartics, which proves the lemma.
We now prove Theorem 5.15. As explained in Chapter 4, a coset of a finite
subgroup of an ellipse or a circular elliptic cubic both span at most 12n
2
ordinary circles, and a double polygon spans at most 14n
2 ordinary circles.
It follows from Lemma 5.12 below that if we add and/or remove O(K)
points, then there will be at most O(Kn2) ordinary circles. Note that this
is the circular analogue to Lemma 5.5, and is proved almost identically.
Lemma 5.12. Let P be a set of n points in R2 spanning m ordinary circles.
Let P ′ be a set that differs from P in at most K points. Then P ′ spans at
most s+O(Kn2 +K2n+K3) ordinary circles.
Proof. First note that if we add a point to any set of n points, we create at
most
(
n
2
)
ordinary circles. Secondly, since two circles intersect in at most two
points, the number of 4-rich circles through a fixed point in a set of n points
is at most 13
(
n−1
2
)
, so by removing a point we create at most 13
(
n−1
2
)
<
(
n
2
)
ordinary circles. It follows that by adding and removing O(K) points, we
create at most(
n
2
)
+
(
n+ 1
2
)
+ · · ·+
(
n+K − 1
2
)
= O(Kn2 +K2n+K3)
ordinary circles.
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Let P be a set of n points spanning at most Kn2 ordinary circles. From the
proof of Lemma 5.11 above, we see that P differs in at most O(K) points
from a line, a circle, an ellipse, the union of a line and a disjoint circle,
the union of two disjoint circles, a circular cubic, or a bicircular quartic.
Moreover, in the proof we saw that the circular cubic must be elliptic or
acnodal, and that the bicircular quartic has the property that if we invert
in a point on the curve, the resulting circular cubic is elliptic or acnodal.
Using inversions, we can reduce the number of types of curves that we need
to analyse further.
• If P lies mostly on a line, then we are in Case (i ) of Theorem 5.15, so
we are done.
• If P lies mostly on a circle, then inverting in a point on the circle puts
us in Case (i ) again.
• If P lies mostly on an ellipse, then inverting in a point of the ellipse
places P mostly on a circular acnodal cubic.
• If P lies mostly on a bicircular quartic, then inverting in any smooth
point on the curve gives us a circular cubic. As mentioned above, this
cubic is elliptic or acnodal.
• If P lies mostly on a line and a disjoint circle, then an inversion in a
point not on the line or circle places P mostly on two disjoint circles.
• If P lies mostly on the disjoint union of two circles, we can apply an
inversion that maps the two disjoint circles to two concentric circles
[13, Theorem 1.7].
So, up to inversions, we need only consider the cases when P lies mostly
on a circular elliptic or acnodal cubic, or on two concentric circles. We
do this in Lemmas 5.13 and 5.14 below, which will complete the proof of
Theorem 5.15.
To determine the structure of P , we again use the additive combinatorial
Lemma 2.6. Lemmas 5.13 and 5.14 below can be viewed as circular analogues
of Lemmas 5.7 and 5.6 respectively.
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Lemma 5.13. Let K > 0 and let n be sufficiently large depending on K.
Suppose P is a set of n points in R2 spanning at most Kn2 ordinary circles,
and all but at most K points of P lie on a circular elliptic or acnodal cubic
γ. Then P differs in at most O(K) points from a coset H ⊕x of a subgroup
H of γ∗, the smooth points of γ, with 4x ∈ H  ω.
Proof. Let P ′ = P ∩ γ∗. Then |P 4 P ′| = O(K), and by Lemma 5.12, P ′
spans at most O(Kn2) ordinary circles. If a, b, c ∈ γ are distinct, then
by Proposition 3.29, the circle through a, b, c meets γ again in the unique
point d = ω  (a  b  c). This implies that d ∈ P ′ for all but at most
O(Kn2) triples a, b, c ∈ P ′, or equivalently a  b  c ∈ ω  P ′. Applying
Lemma 2.6 with d = 3, A1 = A2 = A3 = P
′, and A4 = ω  P ′, we obtain a
subgroup H of γ∗ and a coset H  x such that |P 4 (H  x)| = O(K) and
|(ωP ′)4 (H  3x)| = O(K), which is equivalent to |P 4 (H  3xω)| =
O(K). Thus we have |(H  x) 4 (H  3x  ω)| = O(K), which implies
4x ∈ H  ω.
Lemma 5.14. Let K > 0 and let n be sufficiently large depending on K.
Suppose P is a set of n points in R2 spanning at most Kn2 ordinary circles.
Suppose all but at most K points of P lie on two concentric circles, and that
P has n/2 ± O(K) points on each circle. Then, up to similarity, P differs
in at most O(K) points from an ‘aligned’ or ‘offset’ double polygon.
Proof. By scaling and rotating, we can assume that P lies mostly on the
two concentric circles σ1 = {e2piit : t ∈ [0, 1)} and σ2 = {re2piit : t ∈ [0, 1)},
r > 1, which we gave a group structure in Proposition 3.31.
Let P1 = P ∩ σ1 and P2 = P ∩ σ2. Then |P 4 (P1 ∪ P2)| = O(K), and by
Lemma 5.12, P1 ∪ P2 spans at most O(Kn2) ordinary circles. If a, b ∈ σ1
and c ∈ σ2 with a 6= b, then by Proposition 3.31, the circle or line through
a, b, c meets σ1 ∪ σ2 again in the unique point d = 	(a ⊕ b ⊕ c). This
implies d ∈ P2 for all but at most O(Kn2) triples (a, b, c) with a, b ∈ P1
and c ∈ P2. Applying Lemma 2.6 with d = 3, A1 = A2 = P1, A3 = P2,
and A4 = 	P2, we get cosets H ⊕ x and H ⊕ y of a subgroup H of σ1 ∪ σ2
such that |P1 4 (H ⊕ x)|, |P2 4 (H ⊕ y)| = O(K) and 2x ⊕ 2y ∈ H, where
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x ∈ σ1 and y ∈ σ2. It follows that H is a subgroup of σ1, hence H is a
cyclic group of order m = n/2±O(K), and H ⊕x and H ⊕ y are the vertex
sets of regular m-gons inscribed in σ1 and σ2, respectively, either ‘aligned’
or ‘offset’ depending on whether x⊕ y ∈ H or not.
As mentioned in Section 1.2.1, we can take n > exp exp(CKC) for some
sufficiently large absolute constant C > 0. This bound is inherited from
Green and Tao’s structure theorem for sets spanning few ordinary lines
(Theorem 2.1).
Theorem 5.15. Let K > 0 and let n be sufficiently large depending on
K. If a set P of n points in R2 spans at most Kn2 ordinary circles, then
up to inversions and similarities, P differs in at most O(K) points from a
configuration of one of the following types:
(i ) a subset of a line;
(ii ) a coset Hx of a subgroup of an ellipse, for some x such that 4x ∈ H;
(iii ) a coset H  x of a subgroup H of a circular elliptic cubic curve, for
some x such that 4x ∈ H  α β;
(iv ) a double polygon that is ‘aligned’ or ‘offset’.
Conversely, every set of these types spans at most C ′Kn2 ordinary circles
for some absolute constant C ′ > 0.
Proof. Lemmas 5.11, 5.13, and 5.14 prove the forward statement. It just
remains to remark that if P differs in O(K) points from a coset on a circular
acnodal cubic, then we apply inversion in its singularity. By Corollary 3.24,
we obtain that P differs in O(K) points from a coset H  x of a finite
subgroup H of an ellipse, where 4x = o. Thus, x is a point of the ellipse
with eccentric angle a multiple of pi/2. After a rotation, we can assume that
x = o, which is Case (ii ).
The converse statement follows from Lemma 5.12 applied to a coset of a
subgroup of an ellipse or a circular elliptic cubic (see Constructions 4.15
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and 4.14), or an ‘aligned’ or ‘offset’ double polygon (see Constructions 4.5
and 4.6).
We now prove the stronger Theorem 1.11, restated below. As mentioned
at the beginning of this section, the following theorem is a consequence of
Theorem 1.9, our structure theorem for sets spanning few ordinary planes,
and stereographic projection. Note that in contrast with Theorem 5.15
above, we only need n > CK8 for some sufficiently large absolute constant
C > 0.
Theorem 1.11 (Ordinary circles). Let K>0 and suppose n>C max{K8, 1}
for some sufficiently large absolute constant C > 0. Let P be a set of n points
in R2. If P spans at most Kn2 ordinary circles, then up to inversions and
similarities of the plane, P differs in at most O(K) points from a configu-
ration of one of the following types:
(i ) a subset of a line;
(ii ) a coset H ⊕ x of a subgroup H of an ellipse, for some x such that
4x ∈ H;
(iii ) a coset H ⊕ x of a subgroup H of a circular elliptic cubic curve, for
some x such that 4x ∈ H;
(iv ) a double polygon that is ‘aligned’ or ‘offset’.
Conversely, every set of these types spans at most C ′Kn2 ordinary circles
for some absolute constant C ′ > 0.
Proof. Projecting P stereographically, we obtain a set P ′ := pi−1(P ) ⊂ S2 ⊂
RP3 of n points with no three collinear, spanning at most Kn2 ordinary
planes. We can thus apply Theorem 1.9 to get that P ′ differs in at most
O(K) points from
(1) a subset of a plane, or
(2) a subset of two planar sections of a quadric, which after a projective
transformation is a prism or an antiprism, or
112
Chapter 5. Structure theorems
(3) a coset H⊕x of a subgroup H of an elliptic space quartic or the smooth
points of an acnodal space quartic, for some x such that 4x ∈ H.
Since P ′ is contained in a sphere, by Be´zout’s theorem (Theorem 2.9), the
two conics in Case (2) and the space quartic in Case (3) are also contained
in the sphere. In particular, the two conics are both circles and the space
quartic is bounded.
If we are in Case (1), then projecting back down to the plane, we get that
P differs in at most O(K) points from a subset of a circle or a line, which
after an inversion we can assume to be a line.
If we are in Case (2), without loss of generality (applying an inversion to P
if necessary), we can assume P ′ differs in at most O(K) points from a prism
or an antiprism contained in the intersection of the circular cylinder defined
by 12x
2
0 = x
2
1+x
2
2 and S2. Then, since the north pole is not one of two points
that project the prism or antiprism onto a single conic, by Proposition 2.14,
P differs in at most O(K) points from a double polygon, which is ‘aligned’
or ‘offset’ depending on whether it was a prism or an antiprism respectively.
If we are in Case (3), then all but at most O(K) points of P ′ lie on a space
quartic δ′ ⊂ R3, which is either elliptic or acnodal. Projecting (stereograph-
ically) back to the plane, we get that all but at most O(K) points of P lie
on a curve δ ⊂ R2. By Proposition 3.22, we get one of the following cases,
depending on the multiplicity of the north pole N on δ′:
(a ) N is a double point of δ′, which means δ′ is acnodal, and thus δ is an
ellipse;
(b ) N is a smooth point of δ′, in which case δ is a circular elliptic or
acnodal cubic;
(c ) N does not lie on δ′, in which case δ is a bicircular quartic.
Note that the group structure mentioned in the statement of the theorem
is inherited from that in Theorem 1.9, and is detailed in Propositions 3.29
and 3.30. By Corollary 3.23, the curve from (c ) can be inverted to a curve
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as in (b ), and by Corollary 3.26, the rational curve from (b ) can be inverted
to an ellipse as in (a ).
The converse statement follows from Lemma 5.12 applied to a coset of a
subgroup of an ellipse or a circular elliptic curve (see Constructions 4.15
and 4.14), or an ‘aligned’ or ‘offset’ double polygon (see Constructions 4.5
and 4.6).
As mentioned in Section 3.3, the groups obtained in the corresponding cases
of Theorems 5.15 and 1.11 are isomorphic by Proposition 3.3. Thus Theo-
rem 5.15 is a strict strengthening of Theorem 5.15.
5.4 Ordinary hyperspheres
We prove Theorem 1.12, our structure theorem for sets spanning few ordi-
nary hyperspheres, in this section.
Since ordinary hyperspheres spanned by P ⊂ Rd are in one-to-one corre-
spondence with ordinary hyperplanes in pi−1(P ) ⊂ Rd+1, Theorem 1.12,
restated below, is a simple consequence of Theorem 1.10, our structure the-
orem for sets spanning few ordinary hyperplanes, combined with the results
from Section 3.3.
Theorem 1.12 (Ordinary hyperspheres). Let d > 3, K > 0, and suppose
n > C max{(dK)8, d32dK} for some sufficiently large absolute constant C >
0. Let P be a set of n points in Rd where no d+1 points lie on a (d−2)-sphere
or a (d− 2)-flat. Suppose P spans at most K(nd) ordinary hyperspheres.
If d is odd, then all but at most O(d2dK) points of P lie on a hypersphere
or a hyperplane.
If d = 2k is even, then up to an inversion, P differs in at most O(d2dK)
points from a configuration of one of the following types:
(i ) a subset of a hyperplane;
(ii ) a coset H ⊕ x of a subgroup H of a bounded (k− 1)-spherical rational
normal curve of degree d, for some x such that (d+ 2)x ∈ H;
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(iii ) a coset H ⊕ x of a subgroup H of a k-spherical elliptic normal curve
of degree d+ 1, for some x such that (d+ 2)x ∈ H.
Conversely, every set of these types spans at most C ′2dK
(
n
d
)
ordinary hy-
perspheres for some absolute constant C ′ > 0.
Proof. Projecting P stereographically, we obtain a set P ′ := pi−1(P ) ⊂ Sd ⊂
RPd+1 of n points, no d+ 1 of which lie on a hyperplane, spanning at most
K
(
n
d
)
ordinary hyperplanes. We can thus apply Theorem 1.10 to get that
P ′ differs in at most O(d2dK) points from
(1) a subset of a hyperplane, or
(2) a coset H⊕x of a subgroup H of an elliptic normal curve or the smooth
points of a rational acnodal curve of degree d+2, for some x such that
(d+ 2)x ∈ H.
In the latter case, since P ′ is contained in a hypersphere, by Be´zout’s the-
orem (Theorem 2.9), the degree d+ 2 curve is also contained in the hyper-
sphere. In particular, it is bounded.
Suppose d is odd (so that d + 2 is odd). Then Case (2) does not occur,
as Lemma 3.5 implies an odd degree curve is always unbounded. Thus
projecting Case (1) back down to Rd, we get that P differs in at most
O(d2dK) points from a subset of a hypersphere or a hyperplane.
Now suppose d is even. If we are in Case (1), then we are in the same
situation as the odd case. So assume we are in Case (2), and all but at most
O(d2dK) points of P ′ lie on a degree d+ 2 curve δ′ ⊂ Rd+1, which is either
elliptic or acnodal. Projecting (stereographically) back to Rd, we get that all
but at most O(d2dK) points of P lie on a curve δ ⊂ Rd. By Proposition 3.22,
we get one of the following cases, depending on the multiplicity of the north
pole N on δ′:
(a ) N is a double point of δ′, which means δ′ is acnodal, and thus δ is a
bounded (k − 1)-spherical rational normal curve of degree d;
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(b ) N is a smooth point of δ′, in which case δ is a k-spherical elliptic
normal curve or rational acnodal curve of degree d+ 1;
(c ) N does not lie on δ′, in which case δ is a (k + 1)-spherical curve of
degree d+ 2.
Note that the group structure mentioned in the statement of the theorem is
inherited from that in Theorem 1.10, and is detailed in Proposition 3.27. By
Corollary 3.25, the curve from (c ) can be inverted to a curve as in (b ), and
by Corollary 3.26, the rational curve from (b ) can be inverted to a curve as
in (a ).
Finally, the converse statement follows directly from stereographic projec-
tion (as at the beginning of this proof) and Theorem 1.10.
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Extremal theorems
In this chapter, we prove our extremal Theorems 1.13 to 1.22. We restate
these theorems before their proofs.
6.1 Planes
We prove Theorems 1.13, 1.14, and 1.15 in this section.
Suppose P is a non-coplanar set of n points in RP3 with no three collinear
spanning fewer than 12n
2 ordinary planes. Applying Theorem 1.9, our struc-
ture theorem for sets spanning few ordinary planes, we can conclude that, up
to projective transformations, P differs in O(1) points from either a subset
of a plane, a coset of a subgroup of an elliptic space quartic or the smooth
points of an acnodal space quartic, or a prism or an antiprism.
The first type of set is very easy to handle, and spans at least
(
n−1
2
)
=
1
2n
2 −O(n) ordinary planes by Lemma 4.1.
Cosets on space quartics are also relatively easy to handle. We again obtain
a lower bound on the number of ordinary planes.
Lemma 6.1. Let δ be an elliptic or acnodal space quartic. Suppose P ⊂ RP3
differs in K points from a coset H ⊕ x of a subgroup H of δ∗, the smooth
points of δ, where |H| = n ± O(K) and 4x ∈ H. Then P spans at least
1
2n
2 −O(Kn) ordinary planes.
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Proof. We know from Constructions 4.14 and 4.15 that H ⊕ x spans 12n2 −
O(n) ordinary planes, all of which are tangent to δ. We show that adding or
removing K points destroys no more than O(Kn) of these ordinary planes,
so that the resulting set P still spans at least 12n
2−O(Kn) ordinary planes.
Suppose we add a point q /∈ H ⊕ x. For p ∈ H ⊕ x, at most one plane
tangent to δ at p can pass through q. Thus, adding q destroys at most n
ordinary planes. Now suppose we remove a point p ∈ H⊕x. Since ordinary
planes of H ⊕ x correspond to solutions of 2p⊕ q ⊕ r = 0 or p⊕ 2q ⊕ r = 0
by Propositions 3.7 and 3.18, there are at most O(n) solutions for a fixed p.
Thus removing p destroys at most O(n) ordinary planes.
Repeating K times, we see that adding or removing K points to or from
H ⊕ x destroys at most O(Kn) ordinary planes out of the 12n2 − O(n)
spanned by H⊕x. This proves that P spans at least 12n2−O(Kn) ordinary
planes.
So there exists an absolute constant C > 0 such that a non-coplanar set
of n points with no three collinear, spanning at most 12n
2 − Cn ordinary
planes, differs in O(1) points from Case (ii ) of Theorem 1.9, our structure
theorem for sets spanning few ordinary planes. This case, where P is close
to a prism or an antiprism, requires a more careful analysis of the effect of
adding and/or removing points.
We first need the following simple application of Theorem 2.25.
Proposition 6.2. If P ⊂ R2 is a set of n points contained in two circles,
then the number of lines with at least three points of P is at most O(n11/6).
Proof. Denote the two circles by σ1 and σ2. Let γ1 = σ1 and γ2 = γ3 = σ2,
and set Si = P∩γi for i = 1, 2, 3. Every line with at least one point of S1 and
two points of S2 = S3 corresponds to a collinear triple in S1×S2×S3. Since
the union of two circles is not a line or a cubic, we can apply Theorem 2.25
to get the bound O(n11/6) for the number of collinear triples in P with one
point in σ1 and two points in σ2. Similarly, the number of collinear triples
in P with one point in σ2 and two points in σ1 is also O(n
11/6). Since a line
intersects σ1 ∪ σ2 in at most four points, we also obtain the bound O(n11/6)
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for the number of lines with at least three points.
Lemma 6.3. Let S be a prism or an antiprism with |S| = 2m. Let P =
(S \A) ∪B be a set of n points with no three collinear, where A is a subset
of S with a = O(1) points and B is a set disjoint from S with b = O(1)
points. Then P spans at least 18(2 + a+ 4b)n
2 −O(n11/6) ordinary planes.
Proof. By a projective transformation, suppose S is given by{(
cos
(
2kpi
m
)
, sin
(
2kpi
m
)
,±1
)
: k ∈ [m]
}
,
if S is a prism, or{(
cos
(
2kpi
m
)
, sin
(
2kpi
m
)
, 1
)
: k ∈ [m]
}
∪
{(
cos
(
(2k + 1)pi
m
)
, sin
(
(2k + 1)pi
m
)
,−1
)
: k ∈ [m]
}
,
if S is an antiprism.
We know from Constructions 4.5 and 4.6 that S spans 14n
2−O(n) ordinary
planes.
Consider first the number of ordinary planes spanned by S \ A. As we saw
in Construction 4.7, removing a point p ∈ S destroys at most 3m/2 ordinary
planes spanned by S, and adds 12m
2−O(m) = 18n2−O(n) ordinary planes.
Noting that there are at most m 4-rich planes spanned by S that go through
any two given points of A, we thus have by inclusion-exclusion that S \ A
spans at least (14 +
a
8 )n
2 −O(n) ordinary planes.
Now consider adding q ∈ B to S. For any pair of points from S \A, adding
q ∈ B creates a new ordinary plane, unless the plane through the pair and
q contains three or four points of S \ A. We already saw that the number
of ordinary planes hitting a fixed point is O(n), so it remains to bound the
number of 4-rich planes of S that hit q. If q lies on one of the circumscribed
circles of the m-gons of S, then no 4-rich planes hit q, so we can assume
that q does not. Projecting from q reduces the problem to bounding the
number of 4-rich lines spanned by a subset of two conics, unless q is one
of two points projecting S onto a single conic by Proposition 2.14. If q is
not one of those two points, by Proposition 6.2, this number is bounded by
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O(n11/6), so q lies on at most O(n11/6) of the 4-rich planes spanned by S.
If q projects S onto a single conic, then q is either the origin or the point at
infinity corresponding to the x3-axis. In the prior case, q does not lie on any
4-rich planes spanned by S if m is odd and S is a prism or if m is even and
S is an antiprism, and adding q would result in three collinear points if m
is odd and S is an antiprism or if m is even and S is a prism. In the latter
case, q does not lie on any 4-rich planes spanned by S if S is an antiprism,
and adding q would result in three collinear points if S is a prism. Adding
q to S thus creates at least
(
n
2
)−O(n11/6) ordinary planes. Note that each
p ∈ A that was removed destroys at most n of these planes.
Adding q to S \ A also destroys at most O(n) ordinary planes, since for
each p ∈ S there is only one plane tangent at p and going through q, and
for each p ∈ A, at most m ordinary planes spanned by S \ A go through
p. Finally, since there are at most 2m planes through two points of B
that also go through two points of S \ A, P = (S \ A) ∪ B spans at least
(14 +
a
8 +
b
2)n
2 −O(n11/6) ordinary planes.
Theorems 1.13 and 1.14, restated below, then follow easily from the lemmas
above.
Theorem 1.13 (Ordinary planes).
(i ) If n is sufficiently large, the minimum number of ordinary planes
spanned by a non-coplanar set of n points in RP3 with no three collinear
is equal to 
1
4n
2 − n if n ≡ 0 (mod 4),
3
8n
2 − n+ 58 if n ≡ 1 (mod 4),
1
4n
2 − 12n if n ≡ 2 (mod 4),
3
8n
2 − 32n+ 178 if n ≡ 3 (mod 4).
(ii ) Let C > 0 be a sufficiently large absolute constant. If a non-coplanar
set P of n points in RP3 with no three collinear spans fewer than 12n
2−
Cn ordinary planes, then P is contained in a prism or an antiprism.
Proof. Suppose P is a set of n points in RP3 with no three collinear spanning
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fewer than 12n
2 − Cn ordinary planes, where C > 0 is a sufficiently large
absolute constant. Without loss of generality, n is also sufficiently large.
By Lemmas 4.1 and 6.1, we need only consider the case where P differs by
O(1) points from a prism or antiprism. In the notation of Lemma 6.3,
we have P = (S \ A) ∪ B and 18(2 + a + 4b) < 12 , which implies that
a 6 1 and b = 0. So P is either equal to S, or is obtained from S by
removing one point, which are exactly the cases in Constructions 4.5, 4.6,
and 4.7. In particular, the minimum number of ordinary planes occurs in
Construction 4.5 when n ≡ 0 (mod 4), in Construction 4.7 when n ≡ 1, 3
(mod 4), and in Constructions 4.5 and 4.6 when n ≡ 2 (mod 4).
Theorem 1.14 (4-rich planes).
(i ) If n is sufficiently large, the maximum number of 4-rich planes spanned
by a set of n points in RP3 with no three collinear is equal to
1
24n
3 − 14n2 + 56n if n ≡ 0 (mod 8),
1
24n
3 − 14n2 + 1124n− 14 if n ≡ 1, 3, 5, 7 (mod 8),
1
24n
3 − 14n2 + 712n− 12 if n ≡ 2, 6 (mod 8),
1
24n
3 − 14n2 + 56n− 1 if n ≡ 4 (mod 8).
(ii ) Let C > 0 be a sufficiently large absolute constant. If a set P of n
points in RP3 with no three collinear spans more than 124n
3− 724n2+Cn
4-rich planes, then P lies on an elliptic or acnodal space quartic curve.
Proof. Let P be a set of n points in RP3 with no three collinear spanning at
least 124n
3 − 724n2 + O(n) 4-rich planes. Let ti denote the number of i-rich
planes (i > 3). By counting unordered triples of points, we have(
n
3
)
=
∑
i>3
(
i
3
)
ti > t3 + 4t4,
hence
1
6
n3 −O(n2) > t3 + 4
(
1
24
n3 −O(n2)
)
and t3 = O(n
2), so we can apply Theorem 1.9. We next consider each of
the cases of that theorem in turn.
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If all except O(1) points of P lie on a plane, it is easy to see that P spans
only O(n2) 4-rich planes, contrary to assumption.
If all except O(1) are vertices of a prism or antiprism, then we know from
Constructions 4.5, 4.6, and 4.7 that P spans at most 132n
3 + O(n2) 4-rich
planes, again contrary to assumption.
Suppose next that P = ((H ⊕ x) \ A) ∪ B, where H is a finite subgroup of
order m = n ± O(1) of an elliptic or acnodal space quartic, A is a subset
of H ⊕ x with a = O(1) points, and B is a set disjoint from H ⊕ x with
b = O(1) points. Then n = m− a+ b. The number of 4-rich planes spanned
by H ⊕ x is 124m3 − 14m2 + O(m). We next determine an upper bound for
the number of 4-rich planes in P .
For each p ∈ A, let Πp be the set of 4-rich planes spanned by H⊕x that pass
through p. Then |Πp| = 16m2−O(m) and |Πp∩Πq| = O(m) for distinct p, q ∈
A. By inclusion-exclusion, we destroy at least |⋃p∈A Πp| > 16am2 − O(m)
4-rich planes by removing A, and we still have at most 124m
3− 14m2− 16am2+
O(m) 4-rich planes in (H ⊕ x) \A.
For each p ∈ B, the number of ordinary planes spanned by H ⊕ x passing
through p is at most O(m). This is because each such plane is tangent
to the space quartic at one of the points of H ⊕ x, and there is only one
plane through p and tangent at a given point of H ⊕ x. Also, for each
pair of distinct p, q ∈ B, there are at most O(m) planes through p and q
and two points of H ⊕ x; and for any three p, q, r ∈ B there are at most
O(1) planes through p, q, r and one point of H ⊕ x. Therefore, again by
inclusion-exclusion, by adding B we gain at most O(m) 4-rich planes.
It follows that the number of 4-rich planes spanned by P is
t4 6
1
24
m3 − 1
4
m2 − 1
6
am2 +O(m) =
n3 − (a+ 3b+ 6)n2 +O(n)
24
.
Since we assumed that
t4 >
n3 − 7n2 +O(n)
24
,
we obtain a + 3b < 1. Therefore, a = b = 0 and P = H ⊕ x. The max-
imum number of 4-rich planes spanned by a coset has been determined in
Constructions 4.14 and 4.15.
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We now turn to coplanar quadruples. As mentioned in [50], certain space
quartic curves such as elliptic normal curves contain sets of n points spanning
Θ(n3) coplanar quadruples. We use Theorem 2.26, a special case of Raz,
Sharir, and De Zeeuw’s 4-dimensional generalisation of the Elekes-Szabo´
theorem [50], to prove Theorem 1.15, restated below.
Theorem 1.15 (Coplanar quadruples). Let δ be a rational space quartic
curve in CP3. If δ is singular, then there exist n points on δ that span
Θ(n3) coplanar quadruples. If δ is smooth, then any n points on δ span
O(n8/3) coplanar quadruples.
Proof. We first show that if an n-point set P on a rational space quartic δp
in CP3 spans more than O(n8/3) coplanar quadruples, then δp is of the first
species, hence singular by Lemma 3.16 and Corollary 3.14. We work in the
affine charts y = 1 in CP1 and p0 = 1 in FP4.
Lemma 3.11 says four points parametrised by [t1, 1], [t2, 1], [t3, 1], [t4, 1] are
coplanar if and only if Fp(t1, 1, t2, 1, t3, 1, t4, 1) = 0. It is clear that Fp is
not independent of any ti (otherwise δp would be planar). Since P does
not span O(n8/3) coplanar quadruples, Theorem 2.26 gives the existence of
injective analytic ϕ1, ϕ2, ϕ3, ϕ4 such that Fp = 0 if and only if ϕ1(t1) +
ϕ2(t2) + ϕ3(t3) + ϕ4(t4) = 0. In particular, on the hypersurface Fp = 0, we
can express t4 = t4(t1, t2, t3) as a function of t1, t2, t3:
t4(t1, t2, t3) = −p1t1t2t3 + p2(t1t2 + t1t3 + t2t3) + p3(t1 + t2 + t3) + p4
t1t2t3 + p1(t1t2 + t1t3 + t2t3) + p2(t1 + t2 + t3) + p3
.
(6.1)
We thus have for all (t1, t2, t3) ∈ U1 × U2 × U3 that
ϕ1(t1) + ϕ2(t2) + ϕ3(t3) + ϕ4(t4(t1, t2, t3)) = 0.
Partial differentiation with respect to ti for i = 2, 3 gives
ϕ′i(ti) + ϕ
′
4(t4)
∂t4
∂ti
= 0,
and so the quotient (∂t4/∂t2) / (∂t4/∂t3) is independent of t1. The numer-
ator of the partial derivative of this quotient with respect to t1 is thus
identically zero. If we substitute (6.1) into
∂
∂t1
(
∂t4
∂t2
/
∂t4
∂t3
)
= 0,
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we obtain (with the help of a computer algebra system such as SageMath)
(p2p4 − p23 − p21p4 + 2p1p2p3 − p32)F (t1, t1, t2, t3)(t3 − t2)
h(t1, t2)2
= 0,
where
h(t1, t2) = (p
2
1 − p2)t21t22 + (p1p2 − p3)t1t2(t1 + t2) + (p22 − p1p3)(t21 + t22)
+ (p22 − p4)t1t2 + (p2p3 − p1p4)(t1 + t2) + p23 − p2p4.
Since t1, t2, t3 are arbitrary in (U1 ×U2 ×U3) \ (ZC(h)×C), we obtain that
the catalecticant p2p4− p23− p21p4 + 2p1p2p3− p32 vanishes. By Lemma 3.16,
the rational space quartic δp is thus of the first species, as desired.
For the converse, suppose that δp is singular, hence of the first species (again
by Corollary 3.14 and Lemma 3.16). Then, as is well-known (and explicitly
demonstrated in the proof of Proposition 3.18), the smooth points δ∗p carry
a group structure such that four points are coplanar if and only if their sum
in the group is the identity. If δp is nodal, then the group is isomorphic to
the non-zero complex numbers under multiplication (C∗, ·). If δp is cuspidal,
then the group is isomorphic to the complex numbers under addition (C,+).
In both groups it is trivial to find n elements such that there are Θ(n3)
quadruples of distinct elements that sum to 0. In the multiplicative case,
we can take the n-th roots of unity, and in the additive case, we can take
the n integers closest to 0.
For a rational space quartic δ ∈ CP3 that is singular, the proof of Propo-
sition 3.18 gives the ϕi’s in Theorem 2.26 explicitly. Recall that δ has a
unique singularity that is either a cusp or a node. For convenience, let us
identify CP1 with the affine line C together with a point ∞ at infinity. If δ
has a cusp, then there exists a parametrisation ϕ : CP1 → δ such that ϕ(∞)
is the cusp of δ, and any four points ϕ(t1), ϕ(t2), ϕ(t3), ϕ(t4) on δ \ {ϕ(∞)}
are coplanar if and only if t1 + t2 + t3 + t4 = 0. If δ has a node, then there
exists a parametrisation ϕ : CP1 → δ such that ϕ(0) = ϕ(∞) is the node of
δ, and any four points ϕ(t1), ϕ(t2), ϕ(t3), ϕ(t4) on δ \ {ϕ(0)} are coplanar if
and only if t1t2t3t4 = 1.
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6.2 Hyperplanes
We prove Theorems 1.16 and 1.17 in this section. It turns out that min-
imising the number of ordinary hyperplanes spanned by a set is equivalent
to maximising the number of (d + 1)-rich planes, thus we can apply Theo-
rem 1.10, our structure theorem for sets spanning few ordinary hyperplanes,
in both theorems. Then we only have two cases to consider, where most of
our point set is contained either in a hyperplane or a coset of a subgroup of
an elliptic normal curve or the smooth points of a rational acnodal curve.
The first case is easy, and we get at least
(
n−1
d−1
)
ordinary hyperplanes by
Lemma 4.1.
The second case needs more work. Let δ∗ be an elliptic normal curve or
the smooth points of a rational acnodal curve in RPd. By Lemma 4.9, there
always exists a coset of δ∗ that spans at most
(
n−1
d−1
)
ordinary hyperplanes. To
show that a coset is indeed extremal, we first consider the effect of adding a
single point. The case where the point is on the curve is done in Lemma 6.4,
while Lemma 6.5 covers the case where the point is off the curve. We then
obtain a more general lower bound in Lemma 6.6.
Lemma 6.4. Let δ∗ be an elliptic normal curve or the smooth points of a
rational acnodal curve in RPd, d > 2. Suppose H ⊕ x is a coset of a finite
subgroup H of δ∗ of order n, with (d+ 1)x ∈ H. Let p ∈ δ∗ \ (H ⊕ x). Then
there are at least
(
n
d−1
)
hyperplanes through p that meet H ⊕ x in exactly
d− 1 points.
Proof. Take any d − 1 points p1, . . . , pd−1 ∈ H ⊕ x, and note that for the
hyperplane through p, p1, . . . , pd−1 to not contain any other point of H ⊕ x,
we must have 	(p⊕ p1 ⊕ · · · ⊕ pd−1) /∈ H ⊕ x by Propositions 3.7 and 3.18.
Suppose otherwise. Then we have 	p 	 (d − 1)x ∈ H ⊕ x, in which case
we also have p ⊕ (d + 1)x ∈ H ⊕ x. But this contradicts p /∈ H ⊕ x as
(d+ 1)x ∈ H.
Next we show that if {p1, . . . , pd−1} 6= {p′1, . . . , p′d−1}, where p′1, . . . , p′d−1 ∈
H ⊕ x, then they span different hyperplanes with p. Suppose they span the
same hyperplane. Then 	(p⊕ p1 ⊕ · · · ⊕ pd−1) also lies on this hyperplane,
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but not in H ⊕ x, as shown above. Also, p′i /∈ {p1, . . . , pd−1} for some i, and
then p1, . . . , pd−1, p′i, and 	(p⊕ p1 ⊕ · · · ⊕ pd−1) are d+ 1 distinct points on
a hyperplane, so their sum is 0, which implies p = p′i, a contradiction.
So there are
(
n
d−1
)
hyperplanes through p meeting H ⊕ x in exactly d − 1
points.
Lemma 6.5. Let δ be an elliptic normal curve or a rational acnodal curve
in RPd, d > 3, and let δ∗ be its set of smooth points. Let K > 0, and suppose
H ⊕ x is a coset of a finite subgroup of δ∗ of order n, where n > Cd22dd!K
for some sufficiently large absolute constant C > 0. Let p ∈ RPd \ δ∗ be such
that p lies on at most K2d
(
n
d−3
)
(d − 2)-flats through exactly d − 1 points
of H ⊕ x. Then there are at least c
d2d
(
n
d−1
)
hyperplanes through p that meet
H ⊕ x in exactly d− 1 points, for some sufficiently small absolute constant
c > 0.
Proof. We first consider the case d = 3. Fix a q ∈ H ⊕ x, and consider the
projection piq. Since q is a smooth point of δ, piq(δ \ {q}) is a non-degenerate
curve of degree 3 in RP2 (otherwise its degree would be at most 1, but it
has to have degree at least 2 because it is non-degenerate). The projection
piq can be naturally extended to have a value at q, by setting piq(q) to be the
point where the tangent line of δ at q intersects the hyperplane onto which δ
is projected. (This point will be the single point in piq(δ \ {q})\piq(δ \{q}).)
The cubic curve piq(δ) is either elliptic or rational and acnodal, hence it has
a group operation  such that three points are collinear in RP2 if and only
if they sum to the identity.
Observe that any three points piq(p1), piq(p2), piq(p3) ∈ piq(δ∗) lie on a line
in RP2 if and only if p1 ⊕ p2 ⊕ p2 ⊕ q = 0. By Proposition 3.3 it follows
that the group on piq(δ
∗) obtained by transferring the group (δ∗,⊕) by piq
is a translation of (piq(δ
∗),). In particular, piq(H ⊕ x) = H ′  x′ for some
subgroup H ′ of (piq(δ∗),) of order n.
If piq(p) /∈ piq(δ∗), then there are at least n/1000 lines in RP2 through piq(p)
and exactly one point of H ′  x′ by Lemma 2.8. At most one of these lines
go through piq(q), and thus there are at least n/1000− 1 planes in RP3 that
pass through p and exactly two points of H ⊕ x.
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If piq(p) ∈ piq(δ∗) \ (H ′  x′), then there are at least n lines in RP2 through
piq(p) and exactly one point of H
′  x′ by Lemma 6.4. Again, at most one
of these lines go through piq(q), and thus there are at least n − 1 planes in
RP3 that pass through p and exactly two points of H ⊕ x.
Since p lies on at most 8K lines through exactly two points of H ⊕ x, there
are at most 16K points q ∈ H ⊕x for which piq(p) ∈ H ′x′. Therefore, the
total number of planes through p and exactly two points of H⊕x is at least
1
2
(n− 16K)
( n
1000
− 1
)
> c1
(
1− c2K
n
)(
n
2
)
,
where c1, c2 are some absolute constants.
Next, we use induction on d to show that for n > C ′
∏d
i=4
i−1
i−32
dd!K where
C ′ > 0 is a sufficiently large absolute constant, there are at least
c′
d∏
i=4
i− 1
i
2−d
(
1− 1
n
d∏
i=4
i− 1
i− 32
dd!K
)(
n
d− 1
)
=: f(n, d, k)
(
n
d− 1
)
hyperplanes through p and exactly d − 1 points of H ⊕ x for some suffi-
ciently small absolute constant c′ > 0. Note that n > C ′
∏d
i=4
i−1
i−32
dd!K
implies f(n, d,K) > 3c′
d2d
(1− 1C′ ) > cd2d for c > 0 a sufficiently small absolute
constant.
Assume d > 4, and assume the above statement holds for d − 1. As in the
d = 3 case, if q ∈ H⊕x, then piq(δ) is a degree d curve in RPd−1 that is either
elliptic or rational and acnodal, with a group operation  such that d points
are on a hyperplane in RPd−1 if and only if they sum to the identity. Again
as in the d = 3 case, it follows from Proposition 3.3 that piq(H⊕x) = H ′x′
for some subgroup H ′ of (piq(δ∗),) of order n.
We know that p lies on at most K2d
(
n
d−1
)
(d − 2)-flats containing exactly
d−1 points of H⊕x. Thus, through at least (1− 1d)n points q ∈ H⊕x, there
are at most
(
d−1
d−32dK
)
2d−1
(
n
d−4
)
(d−2)-flats through p, q, and exactly d−2
other points of H ⊕ x. Since n > C ′∏di=4 i−1i−32dd!K = C ′∏d−1i=4 i−1i−32d−1(d−
1)!
(
d−1
d−32dK
)
, we can apply induction if piq(p) /∈ δ∗.
Note that for all p ∈ RPd \ δ∗, the projection pip is generically one-to-one on
δ. Suppose otherwise, and let p be such a projection point. Choose points
q1, . . . , qd−1 ∈ δ∗ such that p, q1, . . . , qd−1 span a hyperplane Π in RPd, which
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is possible since δ is non-degenerate. Then each line pqi intersects δ again
in q′i. So Π intersects δ in at least 2(d− 1) points. Since deg(δ) = d+ 1, we
have d 6 3, contradicting d > 4. We thus have that every point p ∈ RPd \ δ
lies on at most O(d2) secants or tangents (or lines through two points of δ∗ if
p is the acnode of δ) of δ (this follows from projection and [64, Chapter III,
Theorem 4.4]), in which case there are at most O(d2) points q ∈ H ⊕ x for
which piq(p) ∈ δ∗.
For each of the at least (1− 1d)n−O(d2) points of q ∈ H⊕x for which piq(p) /∈
δ∗, by the induction hypothesis, there are at least f(n, d− 1, d−1d−32dK)
(
n
d−2
)
hyperplanes Π in RPd−1 through piq(p) and exactly d− 2 points of H ′  x′.
If none of these d−2 points equal piq(q), then pi−1q (Π) is a hyperplane in RPd
through p and d − 1 points of H ⊕ x, one of which is q. There are at most(
n−1
d−3
)
such hyperplanes in RPd−1 through piq(q). Since each hyperplane is
counted d− 1 times, the total number of such hyperplanes is at least(
1− 1d
)
n−O(d2)
d− 1
(
f
(
n, d− 1, d− 1
d− 32dK
)(
n
d− 2
)
−
(
n− 1
d− 3
))
>
(
d− 1
d
− O(d
2
n
)(
f
(
n, d− 1, d− 1
d− 32dK
)
− d− 2
n− d+ 2
)(
n
d− 1
)
> d− 1
2d
f
(
n, d− 1, d− 1
d− 32dK
)(
n
d− 1
)
if n > C ′
d∏
i=4
i− 1
i− 32
dd!K
= f(n, d,K)
(
n
d− 1
)
.
Lemma 6.6. Let δ∗ be an elliptic normal curve or the smooth points of a
rational acnodal curve in RPd, d > 4, and let H ⊕ x be a coset of a finite
subgroup H of δ∗. Let A ⊆ H ⊕ x and B ⊂ RPd \ (H ⊕ x) with |A| = a,
|B| = b, and a, b = O(d2d). Let P = (H ⊕ x \ A) ∪ B with |P | = n be such
that every d points of P span a hyperplane. If A and B are not both empty
and n > Cd32dd! for some sufficiently large absolute constant C > 0, then
P spans at least (1 + c
d2d
)
(
n−1
d−1
)
ordinary hyperplanes for some sufficiently
small absolute constant c > 0.
Proof. We first bound from below the number of ordinary hyperplanes of
(H ⊕ x) \A that do not pass through a point of B.
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The number of ordinary hyperplanes of (H ⊕ x) \ A that are disjoint from
A is
1
(d− 1)!
∣∣∣{(a1, . . . , ad)∈(H \ (A	 x))d : 2a1 ⊕ a2 ⊕ · · · ⊕ ad=	(d+ 1)x}∣∣∣ ,
and it can be shown in the same way as in the proof of Lemma 4.12 that
this is at least
(
n−b
d−1
)− ε(d, n− b), where ε(d, n) is as defined in Lemma 4.12.
To obtain an upper bound on the number of these hyperplanes that pass
through a point q ∈ B, we choose p ∈ (H ⊕ x) \ A and a further d − 3
distinct points from (H ⊕ x) \A. Then p, the tangent line of δ at p, q, and
the d − 3 points span a unique hyperplane, unless the tangent line passes
through q. It follows from [48, Corollary 2.5] and projection that there are
at most d(d + 1) tangent lines from a given point q /∈ δ to the curve δ of
degree d+ 1. It follows that there are at most b(n− b+ d(d+ 1))(n−b−1d−3 ) of
these hyperplanes that pass through some point of B.
The number of ordinary hyperplanes of (H ⊕ x) \ A that contain a point
from A is at least a
((
n−b
d−1
)− a(n−bd−2)− (n− b)(n−b−1d−3 )), since we can find
such a hyperplane by choosing a point p ∈ A and d−1 points p1, . . . , pd−1 ∈
(H ⊕ x) \A, and then the remaining point 	(p⊕ p1⊕ · · · ⊕ pd−1) might not
be a new point in (H ⊕ x) \ A by either being in A (possibly equal to p)
or being equal to one of the pi. The number of these hyperplanes that also
pass through some point of B is at most ab
(
n−b
d−2
)
.
Therefore, the number of ordinary hyperplanes of (H ⊕ x) \ A that miss B
is at least(
n− b
d− 1
)
− ε(d, n− b)− b(n− b+ d(d+ 1))
(
n− b− 1
d− 3
)
+ a
(
n− b
d− 1
)
− a2
(
n− b
d− 2
)
− a(n− b)
(
n− b− 1
d− 3
)
− ab
(
n− b
d− 2
)
. (6.2)
Next we find a lower bound to the number of ordinary hyperplanes through
exactly one point of B and exactly d − 1 points of (H ⊕ x) \ A. Note that
if p ∈ B does not lie on a line through two points of H ⊕ x, then p, a fixed
point q ∈ A, and d−3 points of H⊕x span a (d−2)-flat, so p lies on at most
1
d−2
(
n−1
d−3
)
(d − 2)-flats through q and exactly d − 2 other points of H ⊕ x.
Now suppose p lies on a line through two points of H ⊕ x including q ∈ A.
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Let the other point be q′. Then p lies on at most
(
n−2
d−3
)
(d− 2)-flats through
q, q′, and exactly d− 3 other points of H ⊕ x. Since p lies on at most O(d2)
secants or tangents (or lines through two points of δ∗ if p is the acnode of
δ) of δ (as in the proof of Lemma 6.5), we have that p lies on at most
a
d− 2
(
n− 1
d− 3
)
+O(d2)
(
n− 2
d− 3
)
= O
(
2d
(
n
d− 3
))
(d− 2)-flats through exactly d− 1 points of H ⊕ x.
The number of hyperplanes through at least one point of B and exactly d−1
points of (H ⊕ x) \ A is then at least b c′
d2d
(
n−b
d−1
) − ab(n−bd−2) by Lemmas 6.4
and 6.5 for some sufficiently small absolute constant c′ > 0. The number
of hyperplanes through at least two points of B and exactly d− 1 points of
(H⊕x)\A is at most (b2)(n−bd−2). It follows that there are at least b c′d2d (n−bd−1)−(
ab+
(
b
2
)) (
n−b
d−2
)
ordinary hyperplanes passing though a point of B.
Combining this with (6.2), P spans at least(
n− b
d− 1
)
− ε(d, n− b)− b(n− b+ d(d+ 1))
(
n− b− 1
d− 3
)
+ a
(
n− b
d− 1
)
− a2
(
n− b
d− 2
)
− a(n− b)
(
n− b− 1
d− 3
)
− ab
(
n− b
d− 2
)
+ b
c′
d2d
(
n− b
d− 1
)
−
(
ab+
(
b
2
))(
n− b
d− 2
)
=: f(a, b)
ordinary hyperplanes. Since
f(a+ 1, b)− f(a, b) =
(
n− b
d− 1
)
− (2a+ 2b+ 1)
(
n− b
d− 2
)
− (n− b)
(
n− b− 1
d− 3
)
is easily seen to be positive for all a > 0 as long as n > (2a + 2b + d −
1)(d − 1) + b + d − 2, we have without loss of generality that a = 0. Then
for n > b+ d− 2, we have that f(0, b+ 1)− f(0, b) is at least
c′
d2d
(n− b− d+ 1)−
(
1 + b c
′
d2d
)
(d− 1)
n− b
(
n− b
d− 1
)
− b
(
n− b
d− 2
)
− (n− b− 1 + d(d+ 1))
(
n− b− 1
d− 3
)
,
which is positive for all b > 1 if n > C(b + d)d22d for C sufficiently large.
Finally, we have f(0, 1) = (1 + c
′
d2d
)
(
n−1
d−1
) − O(d2(n−2d−3)) > (1 + cd2d )(n−1d−1),
completing the proof.
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We are now ready to prove Theorems 1.16 and 1.17, restated below.
Theorem 1.16 (Ordinary hyperplanes). Let d > 4 and let n > Cd32dd! for
some sufficiently large absolute constant C > 0. The minimum number of
ordinary hyperplanes spanned by a set of n points in RPd, not contained in
a hyperplane and where every d points span a hyperplane, is(
n− 1
d− 1
)
−O
(
d22−d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))
.
This minimum is attained by a coset of a subgroup of an elliptic normal
curve or the smooth points of a rational acnodal curve of degree d+ 1, and
when d+ 1 and n are coprime, by n− 1 points in a hyperplane together with
a point not in the hyperplane.
Proof. Let P be the set of n points. By Lemma 4.9, we may assume that P
has at most
(
n−1
d−1
)
ordinary hyperplanes. Since n > Cd32dd!, we may apply
Theorem 1.10 to obtain that up to O(d2d) points, P lies in a hyperplane or
is a coset of a subgroup of an elliptic normal curve or the smooth points of
a rational acnodal curve.
In the first case, by Lemma 4.1, since n > Cd32dd!, the minimum number
of ordinary hyperplanes is attained when all but one point is contained in a
hyperplane and we get exactly
(
n−1
d−1
)
ordinary hyperplanes.
In the second case, by Lemma 6.6, again since n > Cd32dd!, the minimum
number of ordinary hyperplanes is attained by a coset of an elliptic normal
curve or the smooth points of a rational acnodal curve. Lemmas 4.9 and
4.12 then complete the proof.
Thus, by Section 4.3, we have a recursive method to compute the exact
minimum number of ordinary hyperplanes for a given d and n > Cd32dd!
for some sufficiently large absolute constant C > 0. This is demonstrated in
Construction 4.14 (and Construction 4.15) for d = 4, 5, 6.
Theorem 1.17 ((d + 1)-rich hyperplanes). Let d > 4 and let n > Cd32dd!
for some sufficiently large absolute constant C > 0. The maximum number
of (d+ 1)-rich hyperplanes spanned by a set of n points in RPd where every
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d points span a hyperplane is
1
d+ 1
[(
n− 1
d
)
+O
(
d22−d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))]
.
This maximum is attained by a coset of a subgroup of an elliptic normal
curve or the smooth points of a rational acnodal curve of degree d+ 1.
Proof. Note that by Corollary 4.13, there exist sets of n points, with every
d points spanning a hyperplane, spanning at least
1
d+ 1
[(
n− 1
d
)
+O
(
d22−d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))]
(d+ 1)-rich hyperplanes.
Let P be an arbitrary set of n points in RPd, d > 4, where every d points
span a hyperplane. Suppose P spans the maximum number of (d + 1)-rich
hyperplanes. Without loss of generality, we can thus assume P spans at least
1
(d+1)
[(
n−1
d
)
+O
(
d22−d/2
(
n
b(d−1)/2c
)
+
(
n
b(d−3)/2c
))]
(d+1)-rich hyperplanes.
Let mi denote the number of i-rich hyperplanes spanned by P . Counting
the number of unordered d-tuples, we get(
n
d
)
=
∑
i>d
(
i
d
)
mi > md + (d+ 1)md+1,
hence we have
md 6
(
n
d
)
−
(
n− 1
d
)
−O
(
d22−d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))
= O
((
n− 1
d− 1
))
,
and we can apply Theorem 1.10.
In the case where all but O(d2d) points of P are contained in a hyperplane,
it is easy to see that P spans O(d2d
(
n
d−1
)
) (d+ 1)-rich planes, contradicting
the assumption.
So all but O(d2d) points of P are contained in a coset H ⊕ x of a subgroup
H of δ∗. Consider the identity
(d+ 1)md+1 =
(
n
d
)
−md −
∑
i>d+2
(
i
d
)
mi.
132
Chapter 6. Extremal theorems
By Theorem 1.16 and Lemma 6.6, we know that
md >
(
n− 1
d− 1
)
−O
(
d22−d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))
and any deviation of P from the coset H ⊕ x adds at least c(n−1d−1) ordinary
hyperplanes for some sufficiently small absolute constant c > 0. Since we
also have∑
i>d+2
(
i
d
)
mi =
(
n
d
)
−md − (d+ 1)md+1
=
(
n
d
)
−
(
n− 1
d− 1
)
−
(
n− 1
d
)
+O
(
d22−d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))
= O
(
d22−d/2
(
n
b(d− 1)/2c
)
+
(
n
b(d− 3)/2c
))
,
we can conclude that md+1 is maximised when P is exactly a coset of a
subgroup of δ∗, in which case Corollary 4.13 completes the proof.
As above, Section 4.3 gives a recursive method to compute the exact maxi-
mum number of (d+ 1)-rich hyperplanes for a given d and n > Cd32dd! for
some sufficiently large absolute constant C > 0. This is again demonstrated
in Construction 4.14 (and Construction 4.15) for d = 4, 5, 6.
6.3 Circles
We prove Theorems 1.18, 1.19, and 1.20 in this section. Note that the
proofs of Theorems 1.18 and 1.20 are very similar to the proofs of their
planar analogues Theorems 1.13 and 1.14 respectively, but with some subtle
differences. This is due to how they are related via stereographic projection,
as seen in Section 5.3, and we remark more on this at the end of the section.
We first consider ordinary circles, including 3-rich lines.
Suppose P is an n-point set in R2 spanning fewer than 12n
2 ordinary circles,
and that P is not contained in a circle or a line. Applying Theorem 1.11, we
can conclude that, up to inversions, P differs in O(1) points from either a
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subset of a line, a coset of a subgroup of a circular elliptic or acnodal cubic,
or a double polygon.
The first type of set is very easy to handle, and spans at least
(
n−1
2
)
=
1
2n
2−O(n) strict ordinary circles (and thus ordinary circles) by Lemma 4.2.
Cosets on cubics are also relatively easy to handle. We again obtain a lower
bound on the number of strict ordinary circles, not including 3-rich lines.
Lemma 6.7. Suppose P ⊂ R2 differs in K points from a coset H ⊕ x of a
subgroup H of a circular elliptic or acnodal cubic, where |H| = n ± O(K)
and 4x	ω ∈ H. Then P spans at least 12n2−O(Kn) strict ordinary circles.
Proof. Suppose that P differs in K points from H ⊕ x. We know from
Constructions 4.14 and 4.15 that H ⊕ x spans 12n2 − O(n) strict ordinary
circles, all of which are tangent to γ. We show that adding or removing K
points destroys no more than O(Kn) of these strict ordinary circles, so that
the resulting set P still spans at least 12n
2 −O(Kn) strict ordinary circles.
Suppose we add a point q /∈ H ⊕ x. For p ∈ H ⊕ x, at most one circle
tangent to γ at p can pass through q. Thus, adding q destroys at most n
strict ordinary circles. Now suppose we remove a point p ∈ H ⊕ x. Since
strict ordinary circles of H ⊕ x correspond to solutions of 2p ⊕ q ⊕ r = ω
or p ⊕ 2q ⊕ r = ω, there are at most O(n) solutions for a fixed p. Thus
removing p destroys at most O(n) strict ordinary circles.
Repeating K times, we see that adding or removing K points to or from
H ⊕x destroys at most O(Kn) strict ordinary circles out of the 12n2−O(n)
spanned by H ⊕ x. This proves that P spans at least 12n2 − O(Kn) strict
ordinary circles.
So there exists an absolute constant C > 0 such that a set of n points, not
all collinear or concyclic, spanning at most 12n
2−Cn ordinary circles, differs
in O(1) points from Case (iv ) of Theorem 1.18, our structure theorem for
sets spanning few ordinary circles. This case, where P is close to an ‘aligned’
or ‘offset’ double polygon, requires a more careful analysis of the effect of
adding and/or removing points.
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Lemma 6.8. Let S be an ‘aligned’ or ‘offset’ double polygon with |S| = 2m.
Let P = (S \ A) ∪ B be a set of n points, where A is a subset of S with
a = O(1) points and B is a set disjoint from S with b = O(1) points. Then
P spans at least 18(2 + a+ 4b)n
2 −O(n11/6) ordinary circles.
Proof. We know from Constructions 4.5 and 4.6 that S spans 14n
2 − O(n)
ordinary circles.
Consider first the number of ordinary circles spanned by S \A. As we saw in
Construction 4.7, removing a point p ∈ S destroys at most 3m/2 ordinary
circles spanned by S, and adds 12m
2 −O(m) = 18n2 −O(n) ordinary circles.
Noting that there are at most m 4-rich circles spanned by S that go through
any two given points of A, we thus have by inclusion-exclusion that S \ A
spans at least (14 +
a
8 )n
2 −O(n) ordinary circles.
Now consider adding q ∈ B to S. For any pair of points from S \A, adding
q ∈ B creates a new ordinary circle, unless the circle or line through the
pair and q contains three or four points of S \ A. We already saw that the
number of ordinary circles hitting a fixed point is O(n), so it remains to
bound the number of 4-rich circles of S that hit q. If q lies on one of the
concentric circles, then no 4-rich circles hit q, so we can assume that q does
not. Applying inversion in q reduces the problem to bounding the number
of 4-rich lines spanned by a subset of two circles. By Proposition 6.2, this
number is bounded by O(n11/6), so p lies on at most O(n11/6) of the 4-rich
circles spanned by S. Adding q to S thus creates at least
(
n
2
) − O(n11/6)
ordinary circles. Note that each p ∈ A that was removed destroys at most
n of these circles or lines.
Adding q to S \ A also destroys at most O(n) strict ordinary circles, since
for each p ∈ S there is only one circle tangent at p and going through q,
and for each p ∈ A, at most m strict ordinary circles spanned by S \ A go
through p. Finally, since there are at most 2m circles through two points of
B that also go through two points of S \A, P = (S \A) ∪B spans at least
(14 +
a
8 +
b
2)n
2 −O(n11/6) ordinary circles.
Theorem 1.18, restated below, then follows easily from the lemmas above.
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Theorem 1.18 (Ordinary circles).
(i ) If n is sufficiently large, the minimum number of ordinary circles
spanned by a non-concyclic and non-collinear set of n points in R2
is equal to 
1
4n
2 − n if n ≡ 0 (mod 4),
3
8n
2 − n+ 58 if n ≡ 1 (mod 4),
1
4n
2 − 12n if n ≡ 2 (mod 4),
3
8n
2 − 32n+ 178 if n ≡ 3 (mod 4).
(ii ) Let C > 0 be a sufficiently large absolute constant. If a set P of n
points in R2 spans fewer than 12n
2 − Cn ordinary circles, then P lies
on the union of two disjoint circles, or the union of a circle and a
disjoint line.
Proof. Suppose that P is a set of n points in R2 spanning fewer than 12n
2−
Cn ordinary circles, where C is sufficiently large. Without loss of generality,
n is also sufficiently large. By Lemmas 4.2 and 6.7, we need only consider the
case where P differs by O(1) points from a double polygon. In the notation
of Lemma 6.8, we have P = (S \A)∪B and 18(2+a+4b) < 12 , which implies
that a 6 1 and b = 0. So P is either equal to S, or is obtained from S by
removing one point, which are exactly the cases in Constructions 4.5, 4.6,
and 4.7. In particular, the minimum number of ordinary circles occurs in
Construction 4.5 when n ≡ 0 (mod 4), in Construction 4.7 when n ≡ 1, 3
(mod 4), and in Constructions 4.5 and 4.6 when n ≡ 2 (mod 4).
We now consider what happens if we do not count 3-rich lines as ordinary
circles, and prove Theorem 1.19, restated below. We first prove the following
lemma, which is basically an exercise in Euclidean geometry.
Lemma 6.9. Let S be a double polygon (‘aligned’ or ‘offset’) with m points
on each circle. Then a point q /∈ S lies on at most m ordinary circles
spanned by S.
Proof. Denote the inner circle by σ1 and the outer circle by σ2, both with
centre o. We proceed by case analysis on the position of q with respect to σ1
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o q
a1
b1
c1
d1
d2
b2
c2
a2
ϕ
θ
σ1σ2
Figure 6.1: Bitangent circles through q
and σ2. Note that for each point p ∈ S, at most one of the ordinary circles
tangent at p can go through q.
If q lies on either σ1 or σ2, then q does not lie on any ordinary circle spanned
by S.
If q lies inside σ1, then q lies on at most m ordinary circles spanned by S,
since ordinary circles tangent to σ1 cannot pass through q. Similarly, if q
lies outside σ2, it lies on at most m ordinary circles, since ordinary circles
tangent to σ2 lie inside σ2.
The remaining case to consider is when q lies in the annulus bounded by σ1
and σ2. Consider the subset S
′ ⊂ S of points p such that there exists an or-
dinary circle tangent at p going through q. Consider the four circles passing
through q and tangent to both σ1 and σ2. They touch σ1 at a1, b1, c1, d1 and
σ2 at a2, b2, c2, d2 as in Figure 6.1. Any circle through q tangent to σ1 and
intersecting σ2 in two points, must touch σ1 on one of the open arcs a1b1
or c1d1. Similarly, any circle through q tangent to σ2 and intersecting σ1 in
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two points, must touch σ2 on one of the open arcs a2c2 or b2d2. It follows
that S′ must be contained in the relative interiors of one of these four arcs.
Since S consists of m equally spaced points on each of σ1 and σ2,
|S′| <
⌈
2m(∠a1ob1 + ∠c1od1 + ∠b2od2 + ∠a2oc2)
4pi
⌉
=
⌈
m(θ + ϕ)
pi
⌉
,
where θ and ϕ are as indicated in Figure 6.1. In order to show that |S′| 6 m,
it suffices to show that the angle sum θ + ϕ is strictly less than pi. This is
clear from Figure 6.1 (note that a1, o, a2 are collinear with a1 and a2 on
opposite sides of o).
Theorem 1.19 (Strict ordinary circles).
(i ) If n is sufficiently large, the minimum number of strict ordinary circles
spanned by a non-concyclic and non-collinear set of n points in R2 is
equal to 
1
4n
2 − 32n if n ≡ 0 (mod 4),
1
4n
2 − 34n+ 12 if n ≡ 1 (mod 4),
1
4n
2 − n if n ≡ 2 (mod 4),
1
4n
2 − 54n+ 32 if n ≡ 3 (mod 4).
(ii ) Let C > 0 be a sufficiently large absolute constant. If a set P of n
points in R2 spans fewer than 12n
2−Cn strict ordinary circles, then P
lies on the union of two disjoint circles, or the union of a circle and a
disjoint line.
Proof. Let P be a set of n points not all on a circle or a line, spanning at most
1
2n
2−Cn strict ordinary circles for some sufficiently large absolute constant
C > 0. By a simple double counting argument, there are at most 16n
2 3-rich
lines, so there are at most 23n
2 − O(n) ordinary circles. By Theorem 1.11,
up to inversions and up to O(1) points, P lies on a line, an ellipse, a circular
elliptic cubic, or two concentric circles. By Lemmas 4.2 and 6.7, the first
three cases give us at least 12n
2 − O(n) strict ordinary circles, contrary to
assumption. Therefore, we only need to consider the case where, when P is
transformed by an inversion to P ′, we have P ′ = (S \ A) ∪ B, where S is a
double polygon (‘aligned’ or ‘offset’), and |A| = a, |B| = b.
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By Lemma 6.8, P ′ has at least 18(2 + a+ 4b)n
2 −O(n11/6) ordinary circles,
which gives us the inequality 18(2 +a+ 4b) <
2
3 , which in turn gives us a 6 3
and b = 0. Therefore, P ′ lies on two concentric circles, and P lies on the
disjoint union of two circles or the disjoint union of a line and a circle.
Suppose that a = 3 (and b = 0). Then P ′ has 58n
2 − O(n) ordinary circles.
Those passing through the centre of the inversion that transforms P to P ′,
are inverted back to straight lines passing through three points of P . As
in the proof of Lemma 6.8, there are 18n
2 −O(n) ordinary circles that pass
through any point of A. Also, we can use Lemma 6.9 to show that there are
at most O(n) ordinary circles spanned by S \ A that intersect in the same
point not in S. Indeed, by Lemma 6.9, there are at most n/2 ordinary circles
of S that intersect in the same point p /∈ S. Furthermore, for each point
q ∈ A there are O(n) circles or lines through p, q, and two more points of S.
It follows that there are O(n) ordinary circles spanned by S \A through p.
Thus, if the centre of inversion is in A, P has 12n
2 − O(n) strict ordinary
circles, which is a contradiction if C is chosen large enough. On the other
hand, if the centre of inversion is not in A, then P has 58n
2 − O(n) strict
ordinary circles, also a contradiction.
Therefore, we have a 6 2, which means that P ′ is a set of n points as in
Constructions 4.5, 4.6, 4.7, or 4.8.
Next, suppose that n is even. If a = 2, then there are 12n
2 −O(n) ordinary
circles and through both points of A there are 18n
2−O(n) ordinary circles. If
we invert in one of these points in A, we obtain a set with 38n
2−O(n) strict
ordinary circles (as in Construction 4.8), which is not extremal. Otherwise,
a = 0, P ′ is as in Constructions 4.5 or 4.6, and there are at least 14n
2 − n
ordinary circles if n ≡ 0 (mod 4) and 14n2 − 12n if n ≡ 2 (mod 4). Let p
be the centre of the inversion that transforms P to P ′. Then all the 3-rich
lines of P are inverted to strict ordinary circles in the double polygon P ′, all
passing through p. By Lemma 6.9, there are at most n/2 ordinary circles
that intersect in the same point not in P ′. Thus, in P there at most n/2
3-rich lines, and the number of strict ordinary circles is at least 14n
2 − 32n if
n ≡ 0 (mod 4) and 14n2−n if n ≡ 2 (mod 4), which match the constructions
described in Construction 4.5 (and Construction 4.6 if n ≡ 2 (mod 4)), if
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the radii are chosen so that each vertex of the inner polygon has an ordinary
circle that is a straight line tangent to it.
Finally, suppose that n is odd. Then a = 1 and P ′ is as described in
Construction 4.7, with 38n
2 −O(n) strict ordinary circles. It follows that P
must be as described in Construction 4.8, with 14n
2− 34n+ 12 strict ordinary
circles if n ≡ 1 (mod 4) and 14n2 − 54n + 32 strict ordinary circles if n ≡ 3
(mod 4).
Finally, we prove Theorem 1.20, restated below. As mentioned in Sec-
tion 1.2.2, by inversion, the following theorem remains true whether we
count 4-rich lines as 4-rich circles or not.
Theorem 1.20 (4-rich circles).
(i ) If n is sufficiently large, the maximum number of 4-rich circles spanned
by a set of n points in R2 is equal to
1
24n
3 − 14n2 + 56n if n ≡ 0 (mod 8),
1
24n
3 − 14n2 + 1124n− 14 if n ≡ 1, 3, 5, 7 (mod 8),
1
24n
3 − 14n2 + 712n− 12 if n ≡ 2, 6 (mod 8),
1
24n
3 − 14n2 + 56n− 1 if n ≡ 4 (mod 8).
(ii ) Let C > 0 be a sufficiently large absolute constant. If a set P of n
points in R2 spans more than 124n
3− 724n2 +Cn 4-rich circles, then up
to an inversion, P lies on a ellipse or a circular elliptic cubic curve.
Proof. Let P be a set of n points in R2 with at least 124n
3− 724n2+O(n) 4-rich
circles. Let ti denote the number of i-rich lines (i > 2) and si the number of
i-rich circles (i > 3) in P . By counting unordered triples of points, we have(
n
3
)
=
∑
i>3
(
i
3
)
(ti + si) > t3 + s3 + 4(t4 + s4),
hence
1
6
n3 −O(n2) > t3 + s3 + 4
(
1
24
n3 −O(n2)
)
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and t3 + s3 = O(n
2), so we can apply Theorem 1.11. We next consider each
of the cases of that theorem in turn.
If all except O(1) points of P lie on a line, it is easy to see that P spans
only O(n2) 4-rich circles, contrary to assumption.
If all except O(1) are vertices of two regular m-gons on concentric circles
where m = n/2±O(1), then we know from Constructions 4.5, 4.6, and 4.7
that P spans at most 132n
3 +O(n2) 4-rich circles, again contrary to assump-
tion.
Suppose next that P = ((H ⊕ x) \ A) ∪ B, where H is a finite subgroup
of order m = n ± O(1) of a circular elliptic cubic, A is a subset of H ⊕ x
with a = O(1) points, and B is a set disjoint from H ⊕ x with b = O(1)
points. Then n = m − a + b. The number of 4-rich circles in H ⊕ x is
1
24m
3 − 14m2 + O(m). We next determine an upper bound for the number
of 4-rich circles in P .
For each p ∈ A, let Cp be the set of 4-rich circles of H⊕x that pass through
p. Then |Cp| = 16m2−O(m) and |Cp ∩Cq| = O(m) for distinct p, q ∈ A. By
inclusion-exclusion, we destroy at least |⋃p∈ACp| > 16am2 − O(m) 4-rich
circles by removing A, and we still have at most 124m
3− 14m2− 16am2+O(m)
4-rich circles in (H ⊕ x) \A.
For each p ∈ B, the number of ordinary circles spanned by H ⊕ x passing
through p is at most O(m). This is because each such circle or line is tangent
to the cubic at one of the points of H ⊕ x, and there is only one circle or
line through p and tangent at a given point of H ⊕ x. Also, for each pair
of distinct p, q ∈ B, there are at most O(m) circles or liens through p and
q and two points of H ⊕ x; and for any three p, q, r ∈ B there are at most
O(1) circles or lines through p, q, r and one point of H⊕x. Therefore, again
by inclusion-exclusion, by adding B we gain at most O(m) 4-rich circles.
It follows that the number of 4-rich circles spanned by P is
t4 + s4 6
1
24
m3 − 1
4
m2 − 1
6
am2 +O(m) =
n3 − (a+ 3b+ 6)n2 +O(n)
24
.
Since we assumed that
t4 + s4 >
n3 − 7n2 +O(n)
24
,
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we obtain a+ 3b < 1. Therefore, a = b = 0 and P = H ⊕ x. The maximum
number of 4-rich circles in a coset has been determined in Constructions 4.15
and 4.14.
The final case, when all but O(1) points of P lie on an ellipse, can be reduced
to the previous case. Indeed, by Corollary 3.24, if we invert the ellipse in a
point on the ellipse, we obtain a circular acnodal cubic, and then the above
analysis holds verbatim for the group of smooth points on this cubic.
We note that Theorems 1.18 and 1.20 can be proved via stereographic pro-
jection and applying their planar analogues Theorem 1.13 and 1.14 respec-
tively. This is illustrated in the next section for the extremal theorems for
ordinary and (d+ 2)-rich hyperspheres.
6.4 Hyperspheres
We prove Theorem 1.21 and 1.22 in this section, which follow from their
hyperplanar analogues Theorems 1.16 and 1.17 respectively.
Theorem 1.21 (Ordinary hyperspheres). Let d > 3 and let n > Cd42dd!
for some sufficiently large absolute constant C > 0. Let P be a set of n
points in Rd where no d+ 1 points lie on a (d− 2)-sphere or a (d− 2)-flat.
If P is not contained in a hypersphere or a hyperplane, then the minimum
number of ordinary hyperspheres spanned by P is exactly
(
n−1
d
)
if d is odd
and is (
n− 1
d
)
−O
(
d22−d/2
(
n
bd/2c
)
+
(
n
bd/2c − 1
))
if d is even.
If d is odd, this minimum is attained by n− 1 points in a hypersphere or a
hyperplane together with a point not in the hypersphere or hyperplane.
If d = 2k is even, this minimum is attained by a coset of a subgroup of a
bounded (k− 1)-spherical rational normal curve of degree d or a k-spherical
elliptic normal curve of degree d+ 1, and when d+ 1 and n are coprime, by
n − 1 points in a hypersphere or a hyperplane together with a point not in
the hypersphere or hyperplane.
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Proof. By Constructions 4.15 and 4.14, we may assume P spans at most(
n−1
d
)
ordinary hyperspheres, so that Theorem 1.12 applies. Projecting P
stereographically, we obtain a set P ′ := pi−1(P ) ⊂ Sd ⊂ RPd+1 of n points,
no d+1 of which lie on a hyperplane. By Theorem 1.12 and Proposition 3.21,
P ′ differs in at most O(d2d) points from
(1) a subset of a hyperplane, or
(2) a coset H⊕x of a subgroup H of an elliptic normal curve or the smooth
points of a rational acnodal curve of degree d+2, for some x such that
(d+ 2)x ∈ H.
Note that if d is odd, then only Case (1) occurs. The theorem then follows
from Lemma 4.1 in the odd-dimensional case, and Theorem 1.16 in the
even-dimensional case.
For odd d, by stereographic projection and Lemma 4.1, the minimum num-
ber of ordinary hyperspheres is thus exactly
(
n−1
d
)
for n > Cd42dd!, where
C > 0 is some sufficiently large absolute constant. For even d, as with hy-
perplanes in Section 6.2, we can compute the exact minimum number of or-
dinary hyperspheres for n > Cd42dd!, where C > 0 is some sufficiently large
absolute constant, using the recursive method described in Section 4.3. The
minimum when d = 4 is given in Construction 4.14 (and Construction 4.15).
Theorem 1.22 ((d+ 2)-rich hyperspheres). Let d > 3 and let n > Cd42dd!
for some sufficiently large absolute constant C > 0. Let P be a set of n
points in Rd where no d+ 1 points lie on a (d− 2)-sphere or a (d− 2)-flat.
Then the maximum number of (d + 2)-rich hyperspheres spanned by P is
bounded above by
1
d+ 2
[(
n− 1
d+ 1
)
+O
(
d22−d/2
(
n
bd/2c
)
+
(
n
bd/2c − 1
))]
,
and this bound is tight when d is even.
If d = 2k is even, this maximum is attained by a coset of a subgroup of a
bounded (k− 1)-spherical rational normal curve of degree d or a k-spherical
elliptic normal curve of degree d+ 1.
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Proof. This theorem follows from stereographic projection and Theorem 1.17.
Note that in the case when d is odd, the extremal configurations in Theo-
rem 1.17 lying on an algebraic curve of degree d + 2 do not exist, as this
curve has to lie on Sd, hence is bounded, contradicting Lemma 3.5.
As above, if d is even, we can compute the exact maximum number of
(d + 2)-rich hyperplanes for n > Cd42dd!, where C > 0 is some sufficiently
large absolute constant, using the recursive method described in Section 4.3.
The maximum when d = 4 is again given in Construction 4.14 (and Con-
struction 4.15). On the other hand, if d is odd, we do not have any lower
bound that is superlinear in n, nor can we show an upper bound of the form
c
d+2
(
n
d+1
)
for some c < 1.
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