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ABSTRAKT
Existuje cela´ rˇada metod, ktere´ se pozˇ´ıvaj´ı k nalezen´ı koˇrenu˚ polynomu˚. Ve veˇtˇsineˇ
pˇr´ıpadu˚ jde o metody, ktere´ se pouzˇ´ıvaj´ı pouze na specia´ln´ı pˇr´ıpady rˇesˇen´ı. Tato pra´ce se
zaby´va´ vy´vojem metody, ktera´ by byla schopna efektivneˇ pracovat i v pˇr´ıpadeˇ, zˇe polynom
ma´ v´ıcena´sobne´ koˇreny. Postup spocˇ´ıva´ ve vybeˇru vhodne´ iteracˇn´ı metody v kombinaci
s metodou pˇr´ırustku argumentu. Doposud nen´ı zna´m algoritmus, ktery´ by rˇesˇil tuto u´lohu
t´ımto zpu˚sobem. Proto by meˇl pˇredlozˇeny´ postup odstranit nedostatky jizˇ existuj´ıc´ıch
metod a doplnit je o nove´ poznatky.
KL´ICˇOVA´ SLOVA
Metoda pˇr´ırustku argumentu, Newtonova metoda tecˇen, na´sobne´ koˇreny polynomu˚, sta-
bilita syste´mu, nuly a po´ly.
ABSTRACT
Several methods exist for searching multinominal roots. Methods in more cases are
used only for special solves. The goal of this thesis is to discover solution for searching
multinominal roots. The process is based on optimal iterative method in combination
with priciple of argument increment. There is no procedure solving it in this way up to
now. This method removes shortcomings already existing methods and she could also
complement them with a new knowledge.
KEYWORDS
Principle of argument increment, Newton method of secant, polynomial roots, multi-
nominal roots, system stability, zeros and poles.
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1 U´VOD
Pro hleda´n´ı korˇen˚u matematicky´ch funkc´ı existuje rˇada zna´my´ch metod. Jednotlive´
metody se liˇs´ı vy´pocˇetn´ı na´rocˇnost´ı, tedy cˇasovou na´rocˇnost´ı, da´le pak rychlost´ı
konvergence, nebo oborem konvergence. Mezi zna´me´ iteracˇn´ı metody patrˇ´ı naprˇ´ıklad
metoda secˇen, metoda p˚ulen´ı intervalu, metoda regula falsi a take´ metoda tecˇen.
Hlavn´ı vlastnost´ı teˇchto metod je, zˇe s jejich pomoc´ı je hleda´n bod na dane´ krˇivce,
ktery´ ma´ nulovou funkcˇn´ı hodnotu. Vsˇechny tyto uvedene´ metody se pouzˇ´ıvaj´ı prˇi
rˇesˇen´ı nelinea´rn´ıch rovnic, ktere´ nelze rˇesˇit jednoduchy´m zp˚usobem.
Tato pra´ce si klade za c´ıl navrhnout novou metodu pro hleda´n´ı korˇen˚u poly-
nomu˚, ktera´ bude urcˇena k hleda´n´ı prˇedevsˇ´ım na´sobny´ch korˇen˚u polynomu˚, protozˇe
ostatn´ı uvedene´ metody u na´sobny´ch korˇen˚u v´ıce cˇi me´neˇ selha´vaj´ı. Dosud nen´ı zna´m
algoritmus, ktery´ by rˇesˇil danou u´lohu t´ımto zp˚usobem, proto je namı´steˇ metodu
prˇ´ırustku argumentu vyzkousˇet a porovnat jej´ı dosazˇene´ vy´sledky s vy´sledky jizˇ
existuj´ıc´ıch postup˚u.
Jako pracovn´ı prostrˇed´ı bylo vybra´no prostrˇed´ı Matlab. Program Matlab je in-
tegrovane´ prostrˇed´ı pro veˇdeckotechnicke´ vy´pocˇty, modelova´n´ı, na´vrhy algoritmu˚,
simulace, analy´zu a prezentaci dat, meˇrˇen´ı a zpracova´n´ı signa´l˚u, na´vrhy rˇ´ıdic´ıch
nebo komunikacˇn´ıch syste´mu˚. Je to na´stroj, jak pro pohodlnou interaktivn´ı pra´ci,
tak pro vy´voj sˇiroke´ho spektra aplikac´ı. Vy´hoda spocˇ´ıva´ ve velky´ch mozˇnostech to-
hoto prostrˇed´ı, nebot’ je velmi rozsˇ´ıˇreno v pr˚umyslu, veˇdeˇ a v neposledn´ı rˇadeˇ jeho
verze existuj´ı pro rˇadu operacˇn´ıch syste´mu˚.
Vy´sledky pra´ce mohou prˇine´st nove´ poznatky do obor˚u jako je naprˇ´ıklad mate-
matika a teoreticka´ elektrotechnika. Souvislost s elektrotechnikou se odv´ıj´ı od vlast-
nost´ı spojity´ch dynamicky´ch syste´mu˚, ktere´ jsou popsa´ny neˇkolika zp˚usoby. Mezi
neˇzˇ patrˇ´ı naprˇ´ıklad frekvencˇn´ı, prˇechodova´, impulsn´ı charakteristika nebo rozlo-
zˇen´ı nul a po´l˚u prˇenosovy´ch funkc´ı. Dı´ky vztah˚um je mozˇne´ prˇecha´zet mezi jed-
notlivy´mi popisy podle dany´ch pravidel. Protozˇe pra´ce se zameˇrˇuje na hleda´n´ı
korˇen˚u polynomu˚, a ty maj´ı sve´ opodstatneˇn´ı ve spojity´ch dynamicky´ch syste´mech
(rozlozˇen´ı nul a po´l˚u prˇenosu), mohou by´t dosazˇene´ vy´sledky da´le vyuzˇity pro dalˇs´ı
vy´pocˇty, nebo prˇ´ıpadneˇ pouzˇity k vyhodnocova´n´ı stability spojity´ch dynamicky´ch
syste´mu˚. Dalˇs´ım d˚uvodem pro realizaci funkc´ı jsou neprˇesveˇdcˇive´ vy´sledky v oblasti
lokalizace na´sobny´ch korˇen˚u, ktere´ poda´va´ programove´ prostrˇed´ı Matlab. Vyuzˇit´ım
nove´ metody by meˇly by´t takove´ nedostatky redukova´ny, nebo zcela odstraneˇny.
Soucˇa´st´ı pra´ce je take´ vytvorˇen´ı uzˇivatelske´ho prostrˇed´ı v Matlabu s implemen-
tovany´mi noveˇ navrzˇeny´mi funkcemi. Dosazˇene´ vy´sledky by pak meˇly by´t porovna´ny
s vy´sledky existuj´ıc´ıch algoritmu˚ prˇ´ımo v navrzˇene´ aplikaci.
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2 ROZBOR PROBLEMATIKY
Mezi hlavn´ı d˚uvody aplikace metody prˇ´ırustku argumentu patrˇ´ı oveˇrˇen´ı vy´pocˇetn´ıch
mozˇnost´ı nove´ metody na r˚uzny´ch rea´lny´ch polynomech. Na vykresleny´ch obra´zc´ıch
je videˇt, jaky´m zp˚usobem pracuje prˇi vy´pocˇtech na´sobny´ch korˇen˚u polynomu˚ funkce
implementovana´ v programove´m prostrˇed´ı Matlab.











Obra´zek 2.1: Rozd´ılna´ lokalizace pro
100 na´sobny´ korˇen.













Obra´zek 2.2: Rozd´ılna´ lokalizace pro 20-
ti na´sobny´ korˇen.
Je zrˇejme´, zˇe po vykreslen´ı korˇen˚u polynomu (x− 1)100 = 0, nebyl nalezen jeden
jedinny´ stona´sobny´ korˇen, ale byl lokalizova´n shluk bl´ızky´ch korˇen˚u. Meˇl by vsˇak
by´t vykreslen pouze jeden korˇen, jak naznacˇuj´ı obra´zky 2.1, 2.2. Spra´vne´ rˇesˇen´ı
reprezentuje bod 1 + 0i. Shluk bl´ızky´ch korˇen˚u postupneˇ narusta´ s zvysˇuj´ıc´ı se
na´sobnost´ı korˇene, a t´ım docha´z´ı ke sta´le rostouc´ım neprˇesnostem. Zvla´sˇtnost´ı takto
nalezeny´ch korˇen˚u je ten fakt, zˇe soucˇet vsˇech rea´lny´ch a imagina´rn´ıch cˇa´st´ı korˇen˚u
deˇleny´ celkovy´m pocˇtem korˇen˚u da´va´ spra´vny´ vy´sledek 2.2. Z takove´ho vy´sledku
vsˇak nelze urcˇit celkovou na´sobnost korˇene. Podle obra´zk˚u je take´ velice dobrˇe pa-
trne´, jak ma´ kazˇdy´ komplexn´ı korˇen sv˚uj komplexneˇ sdruzˇeny´ proteˇjˇsek.
Naprˇ´ıklad pro polynom zadany´ t´ımto za´pisem
x5 − 5x4 + 10x3 − 10x2 + 5x− 1, (2.1)
by meˇl by´t spra´vny´m vy´sledkem peˇtina´sobny´ korˇen
x1,2,3,4,5 = 1. (2.2)
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Pro srovna´n´ı funkce implementovana´ v prostrˇed´ı Matlab, ktera´ vyuzˇ´ıva´ maticove´ho
rozkladu polynomu a rˇesˇen´ı N rovnic o N neznamy´ch dosahuje pro polynom (2.1)
teˇchto vy´sledk˚u:
x1 = 1.0010 + 0.0007i,
x2 = 1.0010− 0.0007i,
x3 = 0.9996 + 0.0012i,
x4 = 0.9996− 0.0012i,
x5 = 0.9987.
(2.3)
Srovna´n´ı s prˇedchoz´ım vy´sledkem (2.2) je zrˇejme´, zˇe nalezene´ korˇeny jsou odliˇsne´.
Na dalˇs´ım obra´zku 2.3 je zna´zorneˇno rozlozˇen´ı pravdeˇpodobnost´ı nalezen´ı korˇen˚u
cˇtyrˇ podobny´ch polynomu˚. Tyto polynomy jsou specificke´ t´ım, zˇe polynom je tvorˇen
rozd´ılnou dvojic´ı na´sobny´ch korˇen˚u, ktere´ se cˇ´ım da´l v´ıce svou hodnotou prˇiblizˇuj´ı
k druhe´mu korˇeni (viz. popis jednotlivy´ch obra´zk˚u). Je videˇt jak se postupny´m
prˇiblizˇova´n´ım krˇivky v´ıce podobaj´ı zmı´neˇne´mu shluku korˇen˚u.
Obra´zek 2.3: Distribuce korˇen˚u cˇtyrˇ podobny´ch polynomu˚.
Ota´zkou je, jakou iteracˇn´ı metodu vyuzˇ´ıt k lokalizaci korˇen˚u polynomu. Protozˇe




• jednobodove´ - metoda p˚ulen´ı intervalu (ktera´ je v jiste´m smyslu univerza´ln´ı
jednobodovou metodou), Newtonova metoda,
• dvoubodove´ - naprˇ. bisekce, regula falsi, metoda secˇen,
• v´ıcebodove´.
Deˇlen´ı z programa´torske´ho hlediska
• nevyzˇaduj´ıc´ı derivaci - meoda bisekce, regula falsi, metoda secˇen a obvykle
MPI (za´lezˇ´ı na zvolene´m iteracˇn´ım vzorci),
• vyzˇaduj´ıc´ı znalost prvn´ı derivace - Newtonova metoda,
• vyzˇaduj´ıc´ı znalost vysˇsˇ´ıch derivac´ı.
Deˇlen´ı metod resˇen´ı rovnic podle konvergence
• vzˇdy konvergentn´ı - metoda bisekce a regula falsi,
• ostatn´ı - Newtonova, metoda secˇen, MPI.
Uvedene´ metody mohou by´t da´le rozdeˇleny podle toho, zda jsou schopny vyhle-
da´vat na´sobne´ korˇeny, nebo zda mohou pracovat v komplexn´ım oboru rˇesˇen´ı rovnic.
Hleda´n´ı na´sobny´ch korˇen˚u
V okol´ı korˇene sude´ na´sobnosti funkce nemeˇn´ı zname´nko, takzˇe nelze pouzˇ´ıt
metody bisekce a regula falsi. Metoda secˇen a Newtonova metoda jsou sice pouzˇitelne´
pro hleda´n´ı na´sobny´ch korˇenu, ale jejich konvergence je pak prvn´ıho rˇa´du. U metodeˇ
proste´ iterace za´lezˇ´ı pouze na pouzˇite´m iteracˇn´ım vzorci, nikoliv na na´sobnosti
korˇene p˚uvodn´ı rovnice [10].
Resˇen´ı rovnic v komplexn´ım oboru
Metoda bisekce a metoda regula falsi jsou za´visle´ na u´plne´m usporˇa´da´n´ı rea´lny´ch
cˇ´ısel. Metoda secˇen a Newtonova metoda jsou pouzˇitelne´ pro komplexn´ı korˇeny.
Pro nalezen´ı komplexn´ıch korˇen˚u muzˇe by´t nutny´ pocˇa´tecˇn´ı odhad s nenulovou
imagina´rn´ı cˇa´st´ı [10].
Dı´ky vsˇem prˇedesˇly´m vlastnostem byla vybra´na za lokalizacˇn´ı Newtonova metoda
tecˇen, mezi jej´ızˇ prˇednosti patrˇ´ı hlavneˇ velice rychla´ konvergence a vlastnost, zˇe
se jedna´ o jednobodovou metodu. Naopak mezi nedostatky patrˇ´ı nutnost vy´pocˇtu
derivace funkce a ne vzˇdy stoprocentn´ı konvergence.
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3 VLASTNOSTI POLYNOMU˚
Polynomy jsou jedny z nejjednodusˇsˇ´ıch funkc´ı, proto se take´ v rˇadeˇ technicky´ch
proble´mu˚ nahrazuj´ı velice slozˇite´ funkce pra´veˇ polynomy. Matematicke´ vlastnosti
polynomu naprˇ´ıklad dobrˇe vyjadrˇuj´ı vlastnosti skutecˇne´ho vy´sledne´ho syste´mu (naprˇ.
dynamika, rychlost, stabilita, vibrace, tlumen´ı, citlivost na zmeˇny nebo poruchy).
3.1 Definice polynomu
Polynomem je funkce f definovana´ v rea´lne´m oboru prˇedpisem:
f(x) = anx
n + an−1xn−1 + ...+ a1x+ a0, (3.1)
kde a0, a1, ..., an jsou rea´lna´ cˇ´ısla, an 6= 0. Cˇ´ıslo n se nazy´va´ stupenˇ polynomu. Pro
polynom n-te´ho stupneˇ se vyuzˇ´ıva´ obvykle oznacˇen´ı Pn. Polynom stupneˇ 0, tedy
funkce f definovana´ na R prˇedpisem [9]
f(x) = c, (3.2)
kde c je rea´lne´ cˇ´ıslo, se nazy´va´ konstanta. Je-li funkcˇn´ı hodnota polynomu v cˇ´ısle





0 + ...+ a1x0 + a0 = 0, (3.3)
nazy´va´ se cˇ´ıslo x0 korˇenem polynomu.
Neˇktere´ d˚ulezˇite´ vlastnosti polynomu a jejich korˇen˚u:
• Za´kladn´ı veˇta algebry:
Kazˇdy´ polynom stupneˇ n ≥ 1 ma´ alesponˇ jeden korˇen [9].
• Veˇta Be´zoutova:
Cˇ´ıslo x0 je korˇenem polynomu Pn stupneˇ n ≥ 1, pra´veˇ kdyzˇ plat´ı [9]
Pn(x) = (x− x0)Qn−1(x), (3.4)
kde Qn−1 je vhodny´ polynom stupneˇ n−1. Vy´raz (x−x0) vystupuj´ıc´ı v prˇedchoz´ım
vztahu (3.4) se nazy´va´ korˇenovy´ cˇinitel prˇ´ıslusˇny´ ke korˇenu x0 [9].
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• Rozklad polynomu na korˇenove´ cˇinitele:
Jsou-li (rea´lna´ nebo komplexn´ı, ne nutneˇ r˚uzna´) cˇ´ısla x1, x2, ..., xn korˇeny polynomu
Pn(x) = anx
n + an−1xn−1 + ...+ a1x+ a0, plat´ı [9]
Pn(x) = an(x− x1)(x− x2)....(x− xn). (3.5)
Odtud plyne, zˇe polynom stupneˇ n ma´ pra´veˇ n (ne nutneˇ r˚uzny´ch) korˇen˚u. Mezi
koeficienty polynomu a jeho korˇeny plat´ı vztahy zvane´ Vietovy vzorce [9].
Je-li
Pn(x) = anx
n + an−1xn−1 + ...+ a1x+ a0 = an(x− x1)(x− x2)....(x− xn),
plat´ı:
an−1 = −an(x1 + x2 + ...+ xn),
an−2 = an(x1x2 + x1x3 + ...+ x2x3 + ...+ xn−1xn),
a0 = (−1)nan(x1x2...xn).
(3.6)
Vlastnosti korˇen˚u algebraicke´ rovnice s rea´lny´mi koeficienty
1. Ma´-li algebraicka´ rovnice s rea´lny´mi koeficienty komplexn´ı korˇen α = a + bi,
ma´ take´ korˇen α = a− bi (cˇ´ıslo komplexneˇ sdruzˇene´ k α).
2. Pokud ma´ algebraicka´ rovnice s rea´lny´mi koeficienty v´ıcena´sobny´ komplexn´ı
korˇen, potom cˇ´ıslo komplexneˇ sdruzˇene´ je take´ v´ıcena´sobny´m korˇenem te´to
rovnice a na´sobnosti obou korˇenu jsou stejne´.
3. V prˇ´ıpadeˇ, zˇe ma´ algebraicka´ rovnice s rea´lny´mi koeficienty komplexn´ı korˇeny,
je jejich pocˇet sudy´.
4. Kazˇda´ algebraicka´ rovnice s rea´lny´mi koeficienty liche´ho stupneˇ ma´ alesponˇ
jeden rea´lny´ korˇen [9].
3.2 Hornerovo sche´ma
Existuje take´ jeden velmi jednoduchy´ algoritmus nazvany´ Hornerovo sche´ma, s jehozˇ
pomoc´ı je mozˇne´ vypocˇ´ıtat funkcˇn´ı hodnotu polynomu v dane´m bodu. P je poly-
nomem a x0 ∈ R.
Existuj´ı polynomy Q,R tak, zˇe plat´ı [9]
P (x) = (x− x0)Q(x) +R(x), (3.7)
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kde stupenˇ R < stupenˇ (x−x0), tedy je roven nule a R je konstanta [9]. Po dosazen´ı
x0 do prˇedchoz´ı rovnosti je vy´sledkem























(bi−1 − bix0)xi + P (x0)− b0x0.
(3.10)
Porovna´n´ım koeficient˚u jsou vy´sledkem rovnosti uvedene´ v leve´ cˇa´sti na´sleduj´ıc´ı ta-
bulky, zat´ımco v prave´m sloupci jsou rovnosti z nich jednodusˇe odvozene´. V prave´m
sloupci je naznacˇen vy´pocˇet koeficient˚u cˇa´stecne´ho pod´ılu Q vcˇetneˇ hodnoty P (x0)
polynomu P v bodeˇ x0.
anbn−1 bn−1 = an








a1 = b0 − b1x0 b0 = a1 + x0b1
a0 = P (x0)− b0x0 P (x0) = a0 + x0b0.
Tento postup se zpravidla zapisuje ve tvaru na´sleduj´ıc´ı tabulky, kde x0 je korˇen
polynomu P [9].
an an−1 ... ai ... a1 a0
x0bn−1 ... x0bi ... x0b1 x0b0
bn−1 bn−2 ... bi−1 ... b0 p(x0)
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4 PRINCIPY ITERACˇNI´CH METOD
Pro kazˇdou iteracˇn´ı metodu jsou d˚ulezˇita´ dveˇ hlediska. Prvn´ım hlediskem je zda
konverguje posloupnost iterac´ı k hledane´mu korˇeni, a druhy´m pokud konverguje, pak
jak rychle? Jestlizˇe prˇed zapocˇet´ım vy´pocˇtu nejsou zna´my potrˇebne´ informace a je
zna´m naprˇ´ıklad pouze vy´pocˇetn´ı interval, je vy´hodne´ pouzˇ´ıt´ı iteracˇn´ıch metod. Jejich
konvergence za´v´ıs´ı na volbeˇ pocˇa´tecˇn´ıch aproximac´ı. Vzˇdy konvergentn´ı metody maj´ı
tu nevy´hodu, zˇe konverguj´ı pomalu, proto se hod´ı pro urcˇen´ı pocˇa´tecˇn´ı aproximace
rychleji konverguj´ıc´ı metody. Z teˇchto veˇt je patrne´, zˇe rychlost konvergence velmi
za´lezˇ´ı na vhodneˇ zvolene´m startovac´ım bodu. Metody rˇesˇen´ı d´ıky teˇmto u´vaha´m lze
rozdeˇlit na tyto cˇa´sti:
1. Startovac´ı metody (metody vzˇdy konvergentn´ı)
2. Zprˇesnˇuj´ıc´ı metody
3. Specia´ln´ı metody (pro polynomy)
4.1 Newtonova metoda tecˇen
Tato metoda mu˚zˇe by´t zarˇazena mezi metody zprˇesnˇuj´ıc´ı. Uzˇ sa´m na´zev metody rˇ´ıka´,
zˇe se pracuje s tecˇnami ke grafu funkce f . Newtonova metoda tecˇen prˇedpokla´da´, zˇe
funkce f ma´ derivaci. Pokud tato metoda koverguje, konverguje velice rychle. Je to
metoda druhe´ho rˇa´du, pocˇet platny´ch desetinny´ch mı´st vy´sledky se v kazˇde´ iteraci
zdvojna´sobuje.
Newtonova metoda se popisuje graficky takto: po zvolen´ı pocˇa´tecn´ı aproximace
korˇene x0 je bodem [x0, f(x0)] vedena tecˇna ke grafu funkce f . Jej´ı pr˚usecˇ´ık s osou
x se oznacˇ´ı x1. Na´sledneˇ je vedena tecˇna bodem [x1, f(x1)], jej´ı pr˚usecˇ´ık s osou x je
x2 atd.
Pr˚usecˇ´ık tecˇny v bodeˇ [xk, f(xk)] s osou x se vypocˇ´ıta´ jako [10]
xk+1 = xk − f(xk)
f ′(xk)
. (4.1)
Vy´pocˇet trva´ tak dlouho, dokud nen´ı splneˇna podmı´nka
|xk − xk−1| < . (4.2)
Prˇi splneˇn´ı te´to podmı´nky vsˇak nemus´ı platit |xk − ε| < . 1
1Pod pojmem prˇesnost rˇesˇen´ı je bra´n v dane´m prˇ´ıpadeˇ vzˇdy absolutn´ı rozd´ıl mezi dveˇmi
na´sleduj´ıc´ımi vypocˇ´ıtany´mi hodnotami. To znamena´, zˇe se hleda´ rˇesˇen´ı, prˇi ktere´m dalˇs´ı vy´pocˇet
jizˇ nevede k podstatne´mu zlepsˇen´ı vy´sledku.
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Obra´zek 4.1: Princip Newtonovy metody tecˇen.
Newtonovu metodu lze odvodit i pomoc´ı Taylorova vzorce. Prˇi prˇedpokladu, zˇe je
zna´ma k -ta´ aproximace resˇen´ı xk. Pak lze psa´t [10]
f(ε) = f(xk) + f
′
(xk)(ε− xk) +R, (4.3)
kde R je zbytek v Taylorove vzorci.
Zanedba´n´ım tohoto zbytku a na´slednou u´vahou: f(ε) = 0 (protozˇe ε je korˇenem
rovnice f(x) = 0), je z prˇedchoz´ı rovnice prˇiblizˇneˇ vyja´drˇen korˇen ε jako
ε
.
= xk − f(xk)
f ′(xk)
, (4.4)
cozˇ je pra´veˇ xk+1 nalezene´ drˇ´ıve popsany´m zp˚usobem.
Z Taylorova vzorce lze take´ odvodit odhady chyby k -te´ aproximace korˇene z´ıskane´
Newtonovou metodou. Ma´-li funkce na intervalu I obsahuj´ıc´ım xk i korˇen ε druhou
derivaci, plat´ı [10]
|ε− xk| ≤ M2
2m1
(xk − xk−1)2, (4.5)
|ε− xk| ≤ M2
2m1
(ε− xk−1)2, (4.6)
kde M2 = max|f ′′(x)| a m1 = min|f ′(x)| pro x ∈ I.
Newtonova metoda je z metod pro resˇen´ı nelinea´rn´ıch rovnice nejefektivneˇjˇs´ı, nemus´ı
vsˇak vzˇdy konvergovat. Jestli Newtonova metoda konvergovat bude, nebo nebude,
za´vis´ı do znacˇne´ mı´ry take´ na tom, jak je zvolena pocˇa´tecˇn´ı aproximaci x0 [10].
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Za´kladn´ı nevy´hody jsou:
1. Zadana´ funkce f mus´ı by´t diferencovatelna´.
2. Derivace se prˇ´ımo vyskytuje v iteracˇn´ı formuli.
3. V kazˇde´ iteraci se mus´ı kromeˇ funkcˇn´ı hodnoty pocˇ´ıtat take´ hodnota derivace.
4.2 Modifikovana´ Newtonova metoda tecˇen
Protozˇe obycˇejneˇ nen´ı na´sobnost korˇene prˇedem zna´ma´, existuje zp˚usob jak upravit
Newtonovu metodu tecˇen. Modifikace spocˇ´ıva´ v u´praveˇ iteracˇn´ıho vzorce, cozˇ ma´
za na´sledek zrychlen´ı konvergence, a tud´ızˇ sn´ızˇen´ı pocˇtu potrˇebny´ch iterac´ı, nezˇ je
dosazˇeno pozˇadovane´ prˇesnosti.





ma´ v bodeˇ x = α jednoduchy´ korˇen, bez ohledu na na´sobnost korˇene p˚uvodn´ı funkce.
Uvazˇujeme-li mı´sto rovnice f(x) = 0 rovnici u(x) = 0, jsou korˇeny te´to rovnice
totozˇne´ s korˇeny prˇedchoz´ı rovnice a jsou vsˇechny jednoduche´. K tomu aby byla
vytvorˇena nova´ iteracˇn´ı metoda, jej´ızˇ rˇa´d konvergence je neza´visly´ na na´sobnosti
korˇene, pak stacˇ´ı pouze zameˇnit obeˇ uvedene´ funkce. Po takove´to za´meˇneˇ prˇejde
Newtonova-Raphsonova metoda po u´praveˇ na na´sleduj´ıc´ı vzorec [1].
xi+1 = xi − u(xi)
u′(xi)
(4.8)
Efektivnost metody je vsˇak nizˇsˇ´ı nezˇ u p˚uvodn´ı, nebot’ je prˇi jej´ım uzˇit´ı nutne´
vypocˇ´ıtat o jednu derivaci v´ıce nezˇ p˚uvodneˇ. Pokud je vsˇak na´sobnost korˇene zna´ma,
lze specia´lneˇ upravit Newtonovu-Raphsonovu metodu tak, aby konvergovala kvadra-
ticky i pro r-na´sobny´ korˇen. Toho lze dosa´hnout takovy´mto za´pisem [1] :
xi+1 = xi − r u(xi)
u′(xi)
(4.9)
Protozˇe prˇi kazˇde´m kroku je nutne´ vypocˇ´ıtat funkcˇn´ı hodnoty f(x) a f
′
(x) v bodu
xi, mu˚zˇe by´t na´rocˇny´ vy´pocˇet derivace. Pokud se tato derivace nijak vy´znamneˇ
nemeˇn´ı, lze vyuzˇ´ıt tohoto vztahu:
xi+1 = xi − f(xi)
f ′(x0)
= xi − f(xi)
c
(4.10)
kde c = f
′
(x0), n = 0, 1 . . .
V prˇ´ıpadeˇ, zˇe f(x) je polynom je usˇetrˇena te´meˇrˇ polovina operac´ı.
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Vlivy na modifikaci:
• Docha´z´ı ke zrychlen´ı konvergence
• Nutne´ proveˇrˇen´ı podmı´nek konvergence
4.3 Metoda p˚ulen´ı intervalu
Metoda pulen´ı intervalu je nejjednodusˇsˇ´ı starovac´ı metodou resˇen´ı nelinea´rn´ıch rov-
nic. Je zna´ma i pod na´zvem bisekce. Vstupem je interval < a, b > takovy´, zˇe
f(a)∆f(b) < 0, tj. lezˇ´ı v neˇm alesponˇ jeden korˇen rovnice f(x) = 0. Tento vy´choz´ı
interval je oznacˇen jako < a0, b0 >.





Z interval˚u < a0, x0 > , < x0, b0 > mus´ı by´t vybra´n ten, ve ktere´m je zarucˇena
existence korˇene. Ktery´ z nich to je, lze rozeznat podle zname´nek funkcˇn´ıch hodnot
v krajn´ıch bodech. Je-li f(a0)∆f(x0) < 0, vy´pocˇet pokracˇuje s intervalem< a0, x0 >,
v opacˇne´m prˇ´ıpadeˇ s intervalem < x0, b0 > . Plat´ı-li f(x0) = 0, pak je nalezen korˇen
rovnice a vy´pocˇet mu˚zˇe by´t ukoncˇen.
Novy´ interval polovicˇn´ı de´lky ma´ oznacˇen´ı < a1, b1 > , opeˇt je nutne´ jej rozp˚ulit
a stejny´m zp˚usobem pokracˇovat s vy´pocˇtem [10].
Obra´zek 4.2: Princip metody p˚ulen´ı intervalu.
T´ımto postupem jsou sestrojeny posloupnosti interval˚u < a0, b0 >, < a1, b1 >,
< a2, b2 >. Kazˇdy´ dalˇs´ı interval bude z´ıska´n tak, zˇe z prˇedchoz´ıho (na za´kladeˇ
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zname´nek funkcˇn´ıch hodnot v krajn´ıch bodech a uprostrˇed) bude vybra´na ta polo-
vinu, ktera´ obsahuje korˇen rovnice.
V p˚ulen´ı algoritmus pokracˇuje tak dlouho, dokud nen´ı nalezen korˇen rovnice,
nebo dokud se interval nezu´zˇ´ı na prˇedem danou de´lku 2 neboli dokud pro neˇjake´
k neplat´ı [10]
bk − ak < 2 (4.12)





Protozˇe korˇen se urcˇiteˇ nacha´z´ı uvnitrˇ posledn´ıho intervalu, mu˚zˇe se xk od prˇesne´
hodnoty korˇene liˇsit nanejvy´sˇ o polovinu jeho de´lky, tj. o ,
|xk − ε| < . (4.14)
Touto metodou je korˇen rovnice naleznen vzˇdy. V prˇ´ıpadeˇ, zˇe na vy´choz´ım intervalu
< a, b > je v´ıce korˇen˚u, metodou p˚ulen´ı intervalu je nalezen jeden z nich. Vy´hodou
je kromeˇ jej´ı jednoduchosti i fakt, zˇe se da´ prˇedem urcˇit pocˇet krok˚u, potrˇebny´ch
k dosazˇen´ı pozˇadovane´ prˇesnosti (lze uka´zat, zˇe pro zprˇesneˇn´ı o jedno desetinne´
mı´sto je trˇeba prove´st prˇiblizˇneˇ 3,3 iterace) [10].
Nevy´hodou kromeˇ pomale´ konvergence je fakt, zˇe se tato metoda neda´ pouzˇ´ıt pro
urcˇen´ı komplexn´ıho korˇene. Da´le metoda p˚ulen´ı intervalu konverguje dosti pomalu.
Proto je vhodne´ pouzˇ´ıt ji na zu´zˇen´ı p˚uvodn´ıho intervalu a pak pokracˇovat jinou,
rychlejˇs´ı metodou.
4.4 Metoda regula falsi
Princip metody regula falsi je velmi podobny´ jako u metody pulen´ı intervalu. Opeˇt
je postupneˇ zu´zˇova´n interval obsahuj´ıc´ı korˇen rovnice. Tentokra´t deˇlic´ım bodem nen´ı
polovina intervalu, ale prusecˇ´ık secˇny vedene´ body [ak, f(ak)] a [bk, f(bk)] s osou x.
Tento prusecˇ´ık lze vypocˇ´ıtat podle vzorce [10]
xk = bk − bk − ak
f(bk)− f(ak)f(bk) (4.15)
Z interval˚u < ak, xk > , < xk, bk > se vybere ten, v jehozˇ krajn´ıch bodech maj´ı
funkcˇn´ı hodnoty funkce f opacˇna´ zname´nka.
Plat´ı-li f(ak) · f(xk) < 0, polozˇ´ıme ak+1 = ak, bk+1 = xk, plat´ı-li f(bk) · f(xk) < 0,
polozˇ´ıme ak+1 = xk, bk+1 = bk. V prˇ´ıpadeˇ, zˇe f(xk) = 0, byl nalezen korˇen rovnice
a vy´pocˇet mu˚zˇe skoncˇit.
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Obra´zek 4.3: Princip metody Regula falsi.
Vy´pocˇet pokracˇuje tak dlouho, dokud nen´ı nalezen korˇen, nebo dokud neplat´ı [10]
|xk − xk−1| <  (4.16)
kde  > 0 je prˇedem dane´ cˇ´ıslo. Splneˇn´ım tohoto kriteria ale bohuzˇel nen´ı zarucˇeno,
zˇe prˇesna´ hodnota korˇene  se od jeho aproximace xk liˇs´ı o me´ne nezˇ . Pro oveˇrˇen´ı
vy´sledku plat´ı |xk−| < , na´sleduje f(xk+) a f(xk−). Plat´ı-li f(xk)·f(xk+) < 0,
resp. < f(xk) · f(xk − ) < 0, je jiste´, zˇe korˇen ε lezˇ´ı v intervalu < xk, xk +  > ,
resp. < xk − , xk > , a tedy se od xk nemu˚zˇe liˇsit o v´ıce nezˇ  [10].
Vlastnosti metody jsou na´sleduj´ıc´ı:
Krˇivka se nahrad´ı v dane´m intervalu prˇ´ımkou. Pr˚usecˇ´ık te´to prˇ´ımky s osou x je
zprˇesneˇn´ı korˇene. Metoda regula falsi je konvergentn´ı pro vsˇechny spojite´ funkce.
Obecneˇ se jedna´ o nestaciona´rn´ı metodu, mnohdy (naprˇ. u konvexn´ıch funkc´ı, kdy
je druha´ derivace kladna´) je staciona´rn´ı - jeden krajn´ı bod intervalu je vzˇdy jedn´ım
ze dvou bod˚u uzˇity´ch v na´sleduj´ıc´ı iteraci.
Tato metoda je velmi vhodna´ v prˇ´ıpadeˇ, zˇe nejsou zna´my vy´choz´ı u´daje o poloze
korˇenu, konverguje vsˇak relativneˇ pomalu. Stacˇ´ı ale nale´zt pouze dva body, ve




Metoda secˇen je velmi podobna´ metodeˇ regula falsi. Pro zaha´jen´ı vy´pocˇtu je potrˇeba
zna´t dveˇ pocˇa´tecˇn´ı aproximace, ale na rozd´ıl od Newtonovy metody je pocˇ´ıta´na
v kazˇde´m kroku pouze jedna nova´ funkcˇn´ı hodnota, cozˇ je u´spora cˇasu.
Vycha´z´ı se z intervalu < a, b > obsahuj´ıc´ıho korˇen rovnice. Po oznacˇen´ı x0 = a
a x1 = b, je dalˇs´ım krokem veden´ı secˇny body [x0, f(x0)] a [x1, f(x1)]. Takto je
nalezen jej´ı prusecˇ´ık s osou x (jeho oznacˇen´ı x2).
Narozd´ıl od metody regula falsi nen´ı vyb´ıra´n interval obsahuj´ıc´ı korˇen, ale je vedena
secˇna body [x1, f(x1)], [x2, f(x2)], jej´ı pr˚usecˇ´ık ma´ oznacˇen´ı x3, pak je vedena secˇna
body [x2, f(x2)] a [x3, f(x3)] atd.
V k -te´m kroku metody je pocˇ´ıta´na aproximace korˇene podle vzorce [10]
xk+1 = xk − xk − xk−1
f(xk)− f(xk−1)f(xk), (4.17)
kde x0 = a, x1 = b.
Obra´zek 4.4: Princip metody secˇen.
Vy´pocˇet koncˇ´ı, kdyzˇ je splneˇna podmı´nka [10]
|xk − xk−1| <  (4.18)
nebo kdyzˇ je vy´pocˇtem nalezen prˇ´ımo korˇen rovnice. Dana´ podmı´nka nezarucˇuje, zˇe
plat´ı |xk − ε| < .
Metoda secˇen je rychlejˇs´ı nezˇ metoda regula falsi, nemus´ı ale vzˇdy konvergovat.
Protozˇe je obt´ızˇne´ prˇedem zjistit, zda metoda pro danou rovnici konverguje nebo
diverguje, je vhodne´ zadat prˇi vy´pocˇtu maxima´ln´ı pocˇet krok˚u. Je-li tento pocˇet
prˇekrocˇen a korˇen rovnice nen´ı nalezen, vy´pocˇet koncˇ´ı s t´ım, zˇe metoda diverguje.
Pak je nutno zmeˇnit pocˇa´tecˇn´ı aproximace, nebo zvolit jinou metodu.
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5 PRINCIP PRˇI´RUSTKU ARGUMENTU
Tato kapitola se zaby´va´ problematikou, jaky´m zp˚usobem lze urcˇit pocˇet korˇen˚u
nacha´zej´ıc´ıch se uvnitrˇ libovolne´ souvisle´ oblasti vcˇetneˇ jej´ı hranice. Tato mysˇlenka je
zna´ma´ z teori´ı funkc´ı komplexn´ıch promeˇnny´ch pod na´zvem Cauchyho princip argu-
mentu [4]. Metoda byla pozdeˇji vyuzˇita Harry Nyquistem pro urcˇova´n´ı podmı´nek
stability.
Za prˇedpokladu, zˇe komplexn´ı funkce ω = F (z) je analyticka´ v jednodusˇe souvisle´
oblasti D vcˇetneˇ jej´ı hranice C a zˇe nema´ zˇa´dne´ nulove´ body lezˇ´ıc´ı na te´to hranici,
potom je pocˇet korˇen˚u N rovnice
F (z) = 0 (5.1)
lezˇ´ıc´ıch uvnitrˇ oblasti D roven absolutn´ı hodnoteˇ prˇ´ırustku argumentu na krˇivce
vytvorˇene´ pomoc´ı funkce ω = F (z) deˇlene´mu velicˇinou 2pi, kdyzˇ promeˇnna´ z ve sve´














pocˇet korˇen˚u rovnice lezˇ´ıc´ıch uvnitrˇ krˇivky C je roven pocˇtu ota´cˇek kolem pocˇa´tku
sourˇadnic vektoru ω = F (z) v komplexn´ı rovineˇ ω, kdyzˇ promeˇnna´ z jednou obeˇhne




















Obra´zek 5.1: Princip metody prˇ´ırustku argumentu.
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5.1 Matematicky´ d˚ukaz prˇ´ırustku argumentu
Platnost vztahu (5.2) dokla´daj´ı na´sleduj´ıc´ı veˇty:
Veˇta 1. Necht’ f(z) je funkce holomorfn´ı na mezikruzˇ´ı dane´m teˇmito parametry
P (z0, r, R), kde 0 ≤ r ≤ R ≤ ∞. Pak existuj´ı koeficienty an ∈ C (obor komplexn´ıch




an(z − z0)n (5.3)
Funkce je meromorfn´ı, pokud je holomorfn´ı na prstencove´m okol´ı U(z0, ε)/{z0},
prˇicˇemzˇ z0 nen´ı v definicˇn´ım oboru te´to funkce. Bod z0 se nazy´va´ izolovany´m sin-
gula´rn´ım bodem (singularitou) te´to funkce. Singularita mu˚zˇe by´t odstranitelna´,
pokud limz→z0(f) je vlastn´ı cˇ´ıslo, nebo se nazy´va´ po´l funkce, pokud limz→z0(f) =∞
nebo se jedna´, pokud limz→z0(f) neexistuje, o podstatnou singularitu.
Veˇta 2. Necht’ C ⊂ D, D je jednodusˇe souvisla´ oblast, C je jednodusˇe uzavrˇena´







dz = N, (5.4)
kde C je krˇivka, v jej´ızˇ vnitrˇn´ı oblasti lezˇ´ı bod z0 a N je na´sobnost korˇene z0 [14].
Veˇta 3. Necht’ funkce f je holomorfn´ı na ε− ove´m okol´ı U(z0, ε) bodu z0. Pak bod
z0 je k -na´sobny´m korˇenem funkce f pra´veˇ tehdy, kdyzˇ
f(z) = (z − z0)kg(z), (5.5)
kde g(z) je holomorfn´ı funkce na U(z0, ) a g(z0 6= 0)[14].
Na´sobnost nulove´ho bodu
Postacˇ´ı doka´zat, zˇe k je na´sobnost korˇene z0 a g(x) je holomorfn´ı funkce. Podle
Veˇty 1. je mozˇne´ funkci f (funkce f je v prˇedpokladu Veˇty 3 holomorfn´ı) zapsat
jako Laurentovu rˇadu [14]
f(z) = a0 + a1(z − z0) + a2(z − z0)2 + · · · (5.6)
Prˇi u´vaze, zˇe ma´ funkce korˇen v z0, pak je neˇkolik prvn´ıch koeficient˚u an te´to rˇady
nulovy´ch. Na´sledneˇ prˇi prˇedpokladu, zˇe prvn´ı nenulovy´ koeficient te´to rˇady je ak.
Funkce ma´ potom rozvoj
f(z) = 0 + 0(z − z0) + · · ·+ 0(z − z0)k−1 + ak(z − z0)k + · · ·
+ak+1(z − z0)k+1 + ak+2(z − z0)k+2 + · · ·
(5.7)
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Vytknut´ım cˇlenu (z − z0)k z te´to rˇady je vy´sledkem
f(z) = (z − z0)k
[
ak + ak+1(z − z0) + ak+2(z − z0)2 + · · ·
]
(5.8)
f(z) = (z − z0)kg(z) (5.9)
Jak je zrˇejme´, funkce g(z) je soucˇet mocninne´ rˇady s otevrˇeny´m koncem. Jedna´ se
tedy o funkci holomorfn´ı (viz. Veˇta 1). Funkce f(z) a g(z) maj´ı spolecˇne´ korˇeny azˇ
na korˇen funkce f(z), jehozˇ na´sobnost je hleda´na [14], [4].
Koeficienty ak, ak+1, ak+2, ak+3, · · · jsou nenulove´, takzˇe plat´ı g(z0) = ak 6= 0
z cˇehozˇ vyply´va´ take´ g(z) 6= 0 na okol´ı z0.
Pro derivaci funkce f(z) plat´ı
f ′(z) =
[
(z − z0)k · g(z)
]′
= k(z − z0)k−1g(z) + (z − z0)kg′(z) (5.10)




k(z − z0)k−1g(z) + (z − z0)kg′(z)
(z − z0)kg(z) =
k




Je provedena integrace te´to rovnosti pode´l krˇivky C. Geometricky´ popis je takovy´,
















Funkce g(z) 6= 0 na okol´ı z0, da´le g(z) je holomorfn´ı a tote´zˇ plat´ı pro jej´ı derivaci.
Pod´ıl dvou holomorfn´ıch funkc´ı je opeˇt holomorfn´ı funkce [14]. Podle Cauchyho veˇty








z − z0dz + 0 (5.13)
Specia´ln´ım prˇ´ıpadem Cauchyho integra´ln´ıho vzorce je vztah∫
C
1
z − z0dz = 2pij (5.14)
Tento vzorec lze pouzˇ´ıt v odvozovane´m vzorci:∫
C
1






z − z0dz = k (5.16)
Porovna´n´ım s veˇtou 2, je vy´sledkem ten fakt, zˇe cˇ´ıslo k je na´sobnost´ı korˇene. Tento
postup se tak mu˚zˇe aplikovat na libovolny´ nulovy´ bod (korˇen) funkce f(z).
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5.2 Veˇta o poloze korˇen˚u
Dı´ky tomuto poznatku lze urcˇit parametry oblasti v komplexn´ı rovineˇ z, ve ktere´ se
nacha´z´ı vsˇechny korˇeny dane´ho polynomu.
Pro korˇeny rovnice dane´ t´ımto vztahem
anx
n + an−1xn−1 + ...+ a1x+ a0 = 0, (5.17)
kde an 6= 0, plat´ı [5], [4]
|a0|
|a0|+B ≤ xk ≤
|an|+ A
|an| , (5.18)
kde k = 1, ..., n A = max(|an− 1|, ..., |a0|), B = max(|an|, ..., |a1|) [5].
Veˇta o poloze korˇen˚u definuje oblast ohranicˇenou kruzˇnic´ı, ktera´ je da´na podle

















Obra´zek 5.2: Veˇta o poloze korˇen˚u..
Veˇta o poloze korˇen˚u mu˚zˇe by´t zjednodusˇena, avsˇak tento krok nen´ı u MPA
uplatneˇn. Du˚vodem je zvy´sˇen´ı prˇesnosti vy´pocˇtu na u´kor cˇasove´ na´rocˇnosti. Jsou
zna´me´ i dalˇs´ı metody urcˇova´n´ı polohy vy´skytu korˇen˚u jako naprˇ´ıklad Tillotova nebo
Langrangeova veˇta, dosahuj´ıc´ıch stejny´ch nebo velice podobny´ch vy´sledk˚u.
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6 SPOJITE´ DYNAMICKE´ SYSTE´MY
Tato kapitola se zaby´va´ vlastnostmi spojity´ch dynamicky´ch syste´mu˚ (SDS) a take´
vztahy mezi jednotlivy´mi popisy.
Vnitrˇn´ı popis spojity´ch linea´rn´ıch syste´mu˚ je popis dynamicky´ch syste´mu˚ po-
moc´ı relace vstup-vy´stup neumozˇnˇuje zkoumat deˇje prob´ıhaj´ıc´ı uvnitrˇ syste´mu.
V neˇktery´ch prˇ´ıpadech je vneˇjˇs´ı popis postacˇuj´ıc´ı a dokonce vy´hodneˇjˇs´ı nezˇ vnitrˇn´ı
popis. Plat´ı to zejme´na o linea´rn´ıch syste´mech u´loha´ch, ve ktery´ch nen´ı trˇeba se
zaby´vat energetickou bilanc´ı syste´mu. Pra´ce s opera´torovy´mi prˇenosy zjednodusˇuje
podstatneˇ vesˇkere´ vy´pocˇty. To ovsˇem plat´ı za prˇedpokladu nulovy´ch pocˇa´tecˇn´ıch
podmı´nek. Proto byla zacˇa´tkem sˇedesa´ty´ch let vypracova´na teorie popisu syste´mu˚
zalozˇena´ na pojmu stav syste´mu. Odtud plyne na´zev stavova´ teorie. Vesˇkere´ deˇje jsou
zkouma´ny v cˇasove´ oblasti, bez zrˇetele na frekvencˇn´ı nebo opera´torove´ souvislosti.
Vneˇjˇs´ı popis se pouzˇ´ıva´ pro vyja´drˇen´ı dynamicky´ch vlastnost´ı syste´mu˚ vztahy
mezi vy´stupn´ımi a vstupn´ımi velicˇinami. Vztah mezi vstupy a vy´stupy syste´mu
se vyjadrˇuj´ı bud’ analyticky, pomoc´ı cˇasovy´ch odezev na prˇedem definovane´ tvary
vstupn´ıch signa´l˚u nebo frekvencˇn´ımi vlastnostmi.
Dynamicke´ vlastnosti lze popsat neˇktery´m z na´sleduj´ıc´ıch zp˚usob˚u:
• diferencia´ln´ı rovnic´ı,
• prˇenosovou funkc´ı (opera´torovy´ prˇenos),
• frekvencˇn´ım prˇenosem,
• frekvencˇn´ı charakteristikou,
• impulsn´ı charakteristikou (cozˇ je cˇasova´ odezva na Dirac˚uv impuls),
• prˇechodovou charakteristikou,
• rozlozˇen´ım nul a po´l˚u.
6.1 Vztahy mezi popisy syste´mu
Vza´jemne´ vztahy mezi r˚uzny´mi vlastnostmi jsou formami vneˇjˇs´ıho popisu. Prˇedem
nelze jednoznacˇneˇ rˇ´ıci, ktera´ forma popisu je nejvhodneˇjˇs´ı. Za´lezˇ´ı na cele´ rˇadeˇ okol-
nost´ı naprˇ´ıklad z jake´ho zdroje a jakou metodou byly z´ıska´ny informace o syste´mu,
co je u´cˇelem analy´zy cˇi synte´zy syste´mu a jake´ prostrˇedky jsou k dispozici. Proto je
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d˚ulezˇite´ zna´t prˇevodn´ı vztahy mezi jednotlivy´mi zp˚usoby popisu a s t´ım souvisej´ıc´ı
prˇechod z jednoho stavu do druhe´ho.
Snadny´ je prˇechod od diferencia´ln´ı rovnice k opera´torove´mu prˇenosu. Protozˇe
prˇenos je definova´n za nulovy´ch pocˇa´tecˇn´ıch podmı´nek, je obraz derivac´ı da´n pouze
soucˇinem obrazu funkce a prˇ´ıslusˇny´ch mocnin opera´toru p. Stejneˇ jednoduchy´ je
prˇechod od opera´torove´ho prˇenosu k prˇenosu frekvencˇn´ımu. Forma´lneˇ je to prove-
deno prostou za´meˇnou opera´toru p vy´razem jω. Rovneˇzˇ vykreslen´ı frekvencˇn´ı cha-
rakteristiky ze zna´me´ho prˇenosu je rychle´ za pouzˇit´ı PC.
Slozˇiteˇjˇs´ı je obra´cena´ u´loha, tedy k nameˇrˇene´ frekvencˇn´ı charakteristice stanovit
odpov´ıdaj´ıc´ı prˇenos. Tato u´loha se veˇtsˇinou rˇesˇ´ı prˇiblizˇnou aproximac´ı. Vy´choz´ı je
obvykle rˇa´d aproximacˇn´ıho prˇenosu, nebo pozˇadovana´ prˇesnost aproximace. Fre-
kvencˇn´ı charakteristika se nakresl´ı v logaritmicky´ch sourˇadnic´ıch a hleda´ se takovy´
rˇa´d a koeficienty prˇenosove´ funkce, ktere´ zajist´ı potrˇebnou shodu jak ampitudy, tak
fa´ze v uvazˇovane´m frekvencˇn´ım rozsahu. Cely´ postup je jen teˇzˇko algoritmizovatelny´
a rˇesˇitelny´ pomoc´ı vy´pocˇetn´ı techniky [7].
Vza´jemne´ vztahy mezi cˇasovy´mi charakteristikami, impulsn´ı a prˇechodovou, jsou
rovneˇzˇ jednoduche´. Pro impulsn´ı odezvu plat´ı g(t) = L−1{F (p)}, kdezˇto pro prˇecho-
dovou charakteristiku h(t) plat´ı h(t) = L−1{F (p)1
p
}. Odtud je zrˇejme´, zˇe impulsn´ı
charakteristika je derivac´ı prˇechodove´ charakteristiky g(t) = dh(t)
dt
a obra´ceneˇ prˇe-




6.2 Linea´rn´ı diferencila´ln´ı rovnice
Liea´rn´ı, staciona´rn´ı a spojity´ syste´m se vstupem u(t) a vy´stupem y(t) popisuje
linea´rn´ı diferencia´ln´ı rovnice s konstantn´ımi koeficienty [7].
any
(n)(t)+an−1y(n−1)(t)+...+a1y(t)+a0y(t) = bmu(m)(t)+...+b1u(t)+b0u(t)(6.1)
kde ai, bi jsou rea´lne´ konstanty, u(t) vstup syste´mu a y(t) je vy´stup syste´mu [7].










Definice opera´torove´ho prˇenosu. Opera´torovy´ prˇenos je da´n pomeˇrem obrazu vy´stupn´ı
velicˇiny k obrazu vstupn´ı velicˇiny ve stejne´ transformaci, za prˇedpokladu nulovy´ch
31
pocˇa´tecˇn´ıch podmı´nek. V prˇ´ıpadeˇ spojity´ch syste´mu je pouzˇ´ıva´na Laplaceova trans-







m + bm−1pm−1 + ...+ b1p+ b0
anpn + an−1pn−1 + ...+ a1p+ a0
(6.3)
kde p je Laplace˚uv opera´tor. Z uvedene´ podmı´nky realizovatelnosti plyne, zˇe stupenˇ
polynomu v cˇitateli mus´ı by´t nizˇsˇ´ı, nebo nejvy´sˇe roven stupni polynomu ve jmeno-
vateli prˇenosu F (p).
Oba polynomy lze vyja´drˇit ve tvaru soucˇinu korˇenovy´ch cˇinitel˚u
A(p) = an(p− p1)(p− p2)...(p− pn) (6.4)
B(p) = bm(p− n1)(p− n2)...(p− nn) (6.5)
Obecneˇ se komplexn´ı cˇ´ısla pi, i = 1..n nazy´vaj´ı po´ly prˇenosu, nebot splnˇuj´ı rovnici
A(pi) = 0.
Rovneˇzˇ obecneˇ komplexn´ı cˇ´ısla nj, j = 1..m jsou nuly prˇenosu, pro ktere´ plat´ı
B(nj) = 0.
Pomoc´ı teˇchto tvar˚u lze prˇenos psa´t ve formeˇ pod´ıl˚u korˇenovy´ch cˇinitel˚u
F (p) =
bm(p− n1)(p− n2)...(p− nm)
an(p− p1)(p− p2)...(p− pn) (6.6)
kde p je Laplace˚uv opera´tor [7].







Obra´zek 6.1: Jednoduchy´ RLC obvod





kde U2 je vy´stupn´ı napeˇt´ı, U1 je vstupn´ı napeˇt´ı a Z2 je impedance obvodu z pohledu
vy´stupn´ıch svorek. U tohoto prˇ´ıkladu je tedy Z2 =
1
jωC
a Z1 = R+ jωL. Zavedeme
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substituci s = jω a prˇenos se vypocˇ´ıta´ pomoc´ı vztahu K(s) = U2
U1
. Po dosazen´ı do















s2LC + sCR + 1
(6.9)




s2 + s+ 1
(6.10)
Z tohoto vztahu jsou prˇ´ımo videˇt nuly a po´ly dane´ho obvodu (nuly jsou korˇeny
cˇitatele a po´ly jsou korˇeny jmenovatele) p1 = p
∗
2
p1 = −0.5 + j0.866
p2 = −0.5− j0.866
(6.11)



























          f (rad/s)
Obra´zek 6.2: Frekvencˇn´ı charakteristiky RLC obvodu.
6.4 Frekvencˇn´ı prˇenos syste´mu
Vyjadrˇuje vlastnosti syste´mu pro harmonicky´ promeˇnny´ vstupn´ı signa´l. Frekvencˇn´ı
prˇenos je roven pod´ılu Fourierova obrazu vy´stupn´ıho signa´lu a Fourierova obrazu
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vstupn´ıho signa´lu. Frekvencˇn´ı prˇenos pak uda´va´ amplitudove´ zes´ılen´ı a fa´zove´ na-




= |F (jω)| · ejϕ(ω) (6.12)
6.5 Frekvencˇn´ı charakteristika
Je graficke´ vyja´drˇen´ı frekvencˇn´ıho prˇenosu syste´mu, lze ji nakreslit ze zna´me´ho
frekvencˇn´ıho prˇenosu, nebo pomoc´ı hodnot, zmeˇrˇeny´ch na skutecˇne´m syste´mu. Vek-
tor frekvencˇn´ıho prˇenosu mu˚zˇe by´t vyja´drˇen dveˇma zp˚usoby [7]:
F (jω) = Re[F (jω)] + jIm[F (jω)] (6.13)
V tomto prˇ´ıpadeˇ je obvykle´ kreslit frekvencˇn´ı charakteristiku v komplexn´ı rovineˇ
s osami, na ktere´ se vyna´sˇ´ı rea´lna´ a imagina´rn´ı cˇa´st prˇenosu. Frekvencˇn´ı vlastosti
syte´mu vyjadrˇuje krˇivka v komplexn´ı rovineˇ, jej´ımzˇ parametrem je kruhova´ frekvence
oznacˇena´ jako ω.
F (jω) = |F (jω)|ejϕ(ω) (6.14)










Obra´zek 6.3: Frekvencˇn´ı charakteristika v komplexn´ı rovineˇ tzv. Nyquist˚uv diagram.
Vlastnosti syste´mu nyn´ı urcˇuj´ı dveˇ funkce a jim odpov´ıdaj´ıc´ı dveˇ krˇivky. Prvn´ı z nich
je za´vislost absolutn´ı hodnoty prˇenosu na frekvenci a druha´ vyjadrˇuje pr˚ubeˇh fa´ze.
Pro pra´ci s amplitudovy´mi charakteristikami je vhodne´ volit logaritmicke´ meˇrˇ´ıtko,
amplituda je pak vyjadrˇena v decibelech [7]:
|F (jω)|dB = 20log|F (jω)|. (6.15)
Frekvencˇn´ı charakteristiku lze nakreslit ze zna´me´ho frekvencˇn´ıho prˇenosu, nebo po-
moc´ı hodnot, zmeˇrˇeny´ch na skutecˇne´m syste´mu. Tento zp˚usob se u syste´mu˚ s maly´mi




Je odezva dynamicke´ho syste´mu na vstupn´ı signa´l tvaru Diracova impulsu prˇi nulo-
vy´ch pocˇa´tecˇn´ıch podmı´nka´ch. Impulsn´ı charakteristiku syste´mu lze pouzˇ´ıt i k vy´-
pocˇtu odezvy syste´mu na libovolny´ vstupn´ı signa´l. Funkce se oznacˇuje jako g(t).
Dirac˚uv impuls δ(t) je nerealizovatelna´ funkce, definovana´ na´sleduj´ıc´ımi vztahy [7]:
δ(t) =
 0 pro t 6= 01 pro t = 0 (6.16)∫ +∝
−∝
δ(t)dt = 1 (6.17)
6.7 Prˇechodova´ charakteristika
Prˇechodova´ charakteristika je dalˇs´ı cˇasova´ funkce, kterou se cˇasto vyjadrˇuj´ı dy-
namicke´ vlastnosti syste´mu. Je to odezva na jednotkovou zmeˇnu (jednotkovy´ skok)
vstupn´ı velicˇiny prˇi nulovy´ch pocˇa´tecˇn´ıch podmı´nka´ch. Obvykle se znacˇ´ı h(t) [7].














Obra´zek 6.4: Prˇechod. charakteristika.














Obra´zek 6.5: Diskre´tn´ı popis.
Jednotkovy´ skok je definova´n takto:
u0(t) =
 0 pro t < 01 pro t ≥ 0 (6.18)
Laplace˚uv obraz te´to funkce je
U0(p) = L{u0(t)} = 1
p
(6.19)
a pro obraz prˇechodove´ charakteristiky tedy plat´ı
H(p) = L{h(t)} = 1
p
F (p) (6.20)
Pomoc´ı prˇechodove´ charakteristiky lze vypocˇ´ıtat odezvu na obecny´ vstupn´ı signa´l
u(t).
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6.8 Rozlozˇen´ı nul a po´l˚u prˇenosu
U po´l˚u a nul je rozhoduj´ıc´ı jejich poloha vzhledem k imagina´rn´ı ose (mez stability).
V leve´ komplexn´ı polorovineˇ jsou stabiln´ı po´ly a nuly (maj´ı za´pornou rea´lnou cˇa´st),
v prave´ polorovineˇ jsou nestabiln´ı po´ly a nuly (maj´ı kladnou rea´lnou cˇa´st). Stabiln´ı
nula zp˚usobuje prˇekmit a nestabiln´ı nula zp˚usobuje podkmit deˇje. [7], [3],[8].








Obra´zek 6.6: Rozlozˇen´ı nul a po´l˚u RLC obvodu.
Nuly v pocˇa´tku prˇedstavuj´ı derivacˇn´ı charakter syste´mu, po´ly v pocˇa´tku naopak
prˇedstavuj´ı integracˇn´ı charakter. Prˇ´ıcˇinou za´porny´ch rea´lny´ch po´l˚u je aperiodicky´
prˇechodovy´ jev. Komplexneˇ sdruzˇene´ po´ly zp˚usobuj´ı kmitavy´ charakter prˇechodo-
ve´ho deˇje. Cˇ´ım jsou stabiln´ı po´ly da´le od imagina´rn´ı osy, t´ım je prˇechodovy´ deˇj v´ıce
tlumen. Jsou-li nuly bl´ızˇe imagina´rn´ı ose nezˇ po´ly, bude prˇevla´dat derivacˇn´ı cha-
rakter. Protozˇe stabiln´ı oblast´ı u diskre´tn´ıch syste´mu˚ je prostor uvnitrˇ jednotkove´
kruzˇnice, je zde rozhoduj´ıc´ı sledovat polohu po´l˚u a nul pra´veˇ v˚ucˇi te´to kruzˇnici (mez
stability) [15].
6.9 Stabilita syste´mu
Stabilita je jedn´ım ze za´kladn´ıch pozˇadavk˚u, ktery´ je kladen na regulacˇn´ı obvod.
Regulacˇn´ı obvod je stabiln´ı, jestlizˇe pro vychy´len´ı regulacˇn´ıho obvodu z rovnova´zˇ-
ne´ho stavu a odezneˇn´ı vneˇjˇs´ıch sil, ktere´ tuto odchylku zp˚usobily, se regulacˇn´ı obvod
beˇhem cˇasu znovu vra´t´ı do p˚uvodn´ıho rovnova´zˇne´ho stavu. Matematicky lze stabilitu
definovat [7]:
lim
t→∞ y(t) = 0. (6.21)
Z hlediska stability existuj´ı regulacˇn´ı obvody stabiln´ı, na mezi stability a nesta-
biln´ı. Regulacˇn´ı obvody na mezi stability se povazˇuj´ı za stabiln´ı. Vzˇdy se vyzˇaduje,
aby regulacˇn´ı obvod byl za vsˇech okolnost´ı stabiln´ı. Zat´ımco parametry a dynamicke´
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vlastnosti regulovane´ soustavy jsou da´ny konstrukc´ı soustavy, technologicky´m pro-
cesem apod. (nemohou se meˇnit), dynamicke´ vlastnosti regula´toru nastavova´n´ım vo-
litelny´ch parametr˚u regula´toru se zmeˇnit mohou. T´ım je dosazˇeno stability (a dalˇs´ıch
vlastnost´ı) regulacˇn´ıho obvodu.














Obra´zek 6.7: Prˇechodova´ charakteristika
stabiln´ıho syste´mu.















Obra´zek 6.8: Prˇechodova´ charakteristika
syste´mu na mezi stability.
Kontrola stability RO spocˇ´ıva´ v urcˇen´ı rozlozˇen´ı korˇen˚u charakteristicke´ rovnice
v komplexn´ı rovineˇ korˇen˚u. Pokud lze korˇeny vycˇ´ıslit, pouzˇije se nutna´ a postacˇuj´ıc´ı
podmı´nka stability, ktera´ se ty´ka´ korˇen˚u charakteristicke´ rovnice. Regulacˇn´ı obvod
je stabiln´ı pra´veˇ tehdy, kdyzˇ vsˇechny korˇeny charakteristicke´ rovnice maj´ı za´porne´









Obra´zek 6.9: Postacˇuj´ıc´ı podmı´nka stability.
Jinak je nutno pouzˇ´ıt pravidla, ktera´ umozˇn´ı rozhodnout o stabiliteˇ bez prˇ´ıme´ho
vy´pocˇtu korˇen˚u, tyto pravidla se nazy´vaj´ı krite´ria stability. Mezi cˇasto pouzˇ´ıvana´
krite´ria patrˇ´ı naprˇ´ıklad Nyquistovo, Michajlovovo nebo Hurwitzovo krite´rium.
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7 ALGORITMY VY´POCˇTU
Tato kapitola popisuje kompletn´ı postup programova´n´ı a ladeˇn´ı funkce pro vy´pocˇet
korˇen˚u polynomu˚ metodou prˇ´ırustku argumentu. Algoritmus lze rozdeˇlit do trˇ´ı cˇa´st´ı.
Prvn´ı cˇa´st se zaby´va´ urcˇen´ım vstupn´ıch parametr˚u funkce ze zadane´ho poly-
nomu a vy´pocˇtem celkove´ho pocˇtu korˇen˚u. To znamena´ naprˇ´ıklad zjiˇsteˇn´ı rˇa´du
polynomu nebo hodnoty maxima´ln´ıho koeficientu pro urcˇen´ı potrˇebne´ho polomeˇru
(5.19). Druha´ cˇa´st rˇesˇ´ı lokalizaci vsˇech korˇen˚u zadane´ho polynomu Newtonovou
metodou tecˇen a navazuje na prvn´ı cˇa´st. Trˇet´ı a posledn´ı blok tvorˇ´ı u´sek programu,
ktery´ obstara´va´ urcˇen´ı na´sobnosti jednotlivy´h nalezeny´ch korˇen˚u.
Podmı´nkou spra´vnosti vy´pocˇtu je, aby soucˇet na´sobnost´ı vsˇech korˇen˚u byl roven
celkove´mu pocˇtu korˇen˚u. Pokud tato podmı´nka nen´ı splneˇna nastala tak ve vy´pocˇtu
chyba.
7.1 Funkce urcˇuj´ıc´ı celkovy´ pocˇet korˇen˚u
Naprogramovana´ funkce vrac´ı pocˇet vsˇech korˇen˚u, ktere´ se nacha´zej´ı uvnitrˇ trans-
formovane´ kruzˇnice, tedy celkovy´ pocˇet korˇen˚u polynomu. Odpoveˇd’ na ota´zku procˇ
byla krˇivkou vybra´na pra´veˇ kruzˇnice da´va vztah (5.19). Kruzˇnice je da´na dveˇma
vstupn´ımi parametry: polynomem a prˇesnost´ı vy´pocˇtu oznacˇovana´ jako . Tyto dva
jedinne´ d˚ulezˇite´ u´daje zada´va´ uzˇivatel z kla´vesnice.
Cely´ postup se odv´ıj´ı od zadany´ch vstupn´ıch parametr˚u pevneˇ dany´mi kroky.
Transformovana´ kruzˇnice je rozdeˇlena naprˇ´ıklad na n ekvidistantneˇ vzda´leny´ch cˇa´sti
a vznikne t´ımto zp˚usobem vektor n u´hl˚u. Kolik takovy´ch u´sek˚u vznikne za´lezˇ´ı na
rˇa´du dane´ho polynomu.
temp = linspace (0 ,2∗pi , r o z l i s e n i ) ;
bodykruznice = polomer∗exp( temp∗sqrt (−1)) ;
Pro kazˇdy´ takovy´to bod na kruzˇnici dany´ u´hlem a sourˇadnicemi v komplexn´ı
rovineˇ z, se vypocˇ´ıta´ hodnota polynomu v tomto bodeˇ. Vy´sledkem operace je dalˇs´ı
vektor dat, ktery´ uzˇ na´lezˇ´ı do roviny w, nikoliv do roviny z a probeˇhla tedy trans-
formace z komplexn´ı roviny z do komplexn´ı roviny w.
w = polyval ( polynom , bodykruznice ) ;
Vykreslen´ım takove´ho vektoru do komplexn´ı roviny vznikne zaj´ımavy´ pohled,
ktery´ je videˇt na obra´zku 7.1. Prˇi blizˇsˇ´ım nastudova´n´ı princincipu prˇ´ırustku argu-
mentu a dane´ho obra´zku je dobrˇe patrne´, kolik korˇen˚u ma´ zadany´ polynom. Celkovy´
pocˇet korˇen˚u je roven pocˇtu ota´cˇek kolem pocˇa´tku soustavy sourˇadnic komplexn´ı
roviny w.
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Obra´zek 7.1: Zjiˇsteˇn´ı na´sobnosti korˇene.
Na prvn´ı pohled velice jednoducha´ situace, avsˇak z hlediska programova´n´ı niko-
liv. Aby bylo mozˇne´ zjistit pocˇet obeˇh˚u kolem pocˇa´tku soustavy sourˇadnic, byl
navrzˇen novy´ postup vy´pocˇtu.
1. Po transformaci a vykreslen´ı v rovineˇ w je vypocˇ´ıta´na fa´ze jednotlivy´ch bod˚u
v te´to rovineˇ.
2. Dalˇs´ım krokem je proveden´ı korekce u´hl˚u z intervalu 〈−pi,+pi〉 do intervalu
〈0, 2pi〉 (volitelneˇ je mozˇne´ pracovat i ve stupnˇove´ mı´ˇre).
3. Pote´ je provedena diference dvou sousedn´ıch prvk˚u v matici u´hl˚u.
4. T´ım je vytvorˇena dalˇs´ı matice prvk˚u tentokra´te obsahuj´ıc´ı jenom diference
sousedn´ıch prvk˚u.
5. Z takove´ho pole jsou odstraneˇny fiktivn´ı obeˇhy, tj. za obeˇh jsou bra´ny diference
splnˇuj´ıc´ı podmı´nku: diference > 270◦.
6. Prˇedposledn´ım krokem je zjiˇsteˇn´ı zda je rozd´ıl diferenc´ı kladny´ nebo za´porny´
(za korˇeny jsou bra´ny diference < 0), t´ım vznika´ opeˇt nova´ matice prvk˚u.
7. Nyn´ı stacˇ´ı zjistit pocˇet za´porny´ch prvk˚u v prˇedchoz´ı uvedene´ matici.
8. Vy´sledkem je tedy celkovy´ pocˇet korˇen˚u polynomu, v tuto chv´ıli nejsou zna´my
jejich cˇ´ıselne´ hodnoty.
Teˇmito uvedeny´mi kroky koncˇ´ı prvn´ı cˇa´sti vy´pocˇtu korˇen˚u metodou prˇ´ırustku argu-
mentu, je tedy v te´to fa´zi vyrˇesˇen celkovy´ pocˇet korˇen˚u dane´ho polynomu.
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7.2 Funkce pro nalezen´ı korˇen˚u
Tato funkce by meˇla rychle a hlavneˇ prˇesneˇ naj´ıt vsˇechny korˇeny polynomu. Pro
lokalizaci korˇene byla vybra´na Newton-Raphsonova metoda tecˇen. Postup prˇi pro-
gramova´n´ı vycha´z´ı z teoreticky´ch poznatk˚u o jednobodove´ Newtonoveˇ metodeˇ tecˇen.
Vy´vojovy´ diagram te´to metody je uveden v prˇ´ıloze D.1 te´to pra´ce. U´vodn´ı kroky
jsou situova´ny takto:
1. Stanoven´ı potrˇebne´ho rozliˇsen´ı, tj. na kolik ekvidistantneˇ vzda´leny´ch bod˚u ma´
by´t kruzˇnice rozdeˇlena.
2. Dle veˇty o poloze korˇen˚u je stanoven potrˇebny´ polomeˇr kruzˇnice, da´no vztahem
(5.19). Aby nebyla na´rocˇnost vy´pocˇtu vysoka´ je prˇi prˇekrocˇen´ı maxima´ln´ıho
polomeˇru automaticky prˇideˇlen polomeˇr hranicˇn´ı, jde tedy pomocnou kons-
tantu.
3. Velice d˚ulezˇity´m krokem je prˇideˇlen´ı imagina´rn´ı jednotky o male´ velikosti
prvn´ımu a posledn´ımu bodu kruzˇnice, protozˇe jsou to pouze rea´lna´ cˇ´ısla.
Prˇiˇrazen´ı je da´no prosty´m d˚uvodem: z rea´lne´ho pocˇa´tecˇn´ıho bodu mu˚zˇe by´t
nalezen zase jen korˇen rea´lny´. V prˇ´ıpadeˇ, zˇe by polynom meˇl pouze imagina´rn´ı
korˇeny tak vy´pocˇet zkolabuje. Prˇ´ıkladem je polynom x2 + 2x+ 1 = 0.
4. Na´sleduje posledn´ı cˇa´st, a to samotna´ lokalizace korˇen˚u Newton-Raphsonovou















Obra´zek 7.2: Lokalizace korˇen˚u polynomu
x5 + 2x4 + 2x3 = 0 v kom-
plexn´ı rovineˇ z.








Obra´zek 7.3: Lokalizace korˇen˚u polynomu
(x − 1)5 = 0 v komplexn´ı
rovineˇ z.
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Cely´ vy´pocˇet prob´ıha v teˇle for cyklu. Ten probeˇhne tolikra´t, na kolik cˇa´st´ı je
rozdeˇlena kruzˇnice. Kazˇdy´ bod na kruzˇnici je pocˇa´tecˇn´ım bodem aproximace pro
Newton-Raphsonovu metodu tecˇen.
for p o c i t a d l o =1: length ( bodykruznice )
p o c e t i t e r a c i =0;
korenyprubezne =0;
x0=bodykruznice ( p o c i t a d l o ) ;
. . .
Postup pokracˇuje derivac´ı funkce (polynomu) a pote´ je pomoc´ı aproximacˇn´ıho
vztahu (4.1) vyja´drˇen prvn´ı krok iterace. Pokud byl pocˇa´tecˇn´ı bod zvolen nejle´pe
jak mohl, mu˚zˇe by´t korˇen polynomu nalezen po prvn´ım iteracˇn´ım kroku. Pokud se
tak nestalo, prob´ıha´ v cyklu while vy´sˇe uvedeny´ vy´pocˇet do te´ doby, nezˇ je splneˇna
podmı´nka |x1−x0| > . Cely´ zmı´neˇny´ postup lokalizace je zna´zorneˇn na vy´vojove´m
diagramu v prˇ´ıloze D.1. Uka´zkova´ cˇa´st zdrojove´ho ko´du pomoc´ı n´ızˇ nezˇ korˇen nada´le
zprˇesnˇova´n, je vypsa´na zde:
while abs ( x1−x0 ) > pre snos t
x0=x1 ;
p o c e t i t e r a c i=p o c e t i t e r a c i +1;
x1=x0−(polyval ( polynom , x0 )/polyval ( prvn ider ivace , x0 ) ) ;
korenyprubezne ( p o c e t i t e r a c i )=x1 ;
end
Pojem prˇesnost nen´ı mozˇne´ zameˇnˇovat s pojmem chyba rˇesˇen´ı, ktera´ je da´na
rozd´ılem mezi hodnotou vypocˇ´ıtanou a skutecˇnou a charakterizuje spra´vnost rˇesˇen´ı.
Protozˇe skutecˇna´ hodnota vy´sledku nen´ı zna´ma, nelze o chybeˇ rˇesˇen´ı v˚ubec hovorˇit.
Mu˚zˇe nastat situace, kdy vy´sledek rˇesˇen´ı bude prˇesny´, ale zdaleka nebude spra´vny´.
Prˇi prakticke´m zada´va´n´ı hodnoty pozˇadovane´ prˇesnosti rˇesˇen´ı se mus´ı vzˇdy bra´t
v u´vahu prostrˇedek na ktere´m je prova´deˇn vy´pocˇet. Kazˇdy´ typ pocˇ´ıtacˇe je schopen
zobrazit definovanou malou hodnotu. Kazˇda´ dalˇs´ı mensˇ´ı hodnota je pak jizˇ inter-
pretova´na jako nula. Takzˇe se mu˚zˇe sta´t, zˇe pozˇadovana´ prˇesnost bude mensˇ´ı nezˇ je
tato limitn´ı hodnota, potom se ve vy´pocˇetn´ım programu projev´ı jako nula. V itera-
cˇn´ım vy´pocˇtu to povede k nekonecˇne´mu pocˇtu opakova´n´ı, program se tzv. zacykl´ı
a prakticky nema´ mozˇnost ukoncˇen´ı.
Vsˇechny nalezene´ korˇeny (jednotlive´ posledn´ı iterace) jsou ulozˇeny do noveˇ vy-
tvorˇene´ matice, s kterou se nada´le pokracˇuje ve vy´pocˇtech.
7.3 Oveˇrˇen´ı na´sobnosti korˇene
Uprˇesneˇn´ı korˇen˚u ma´ opodstatneˇn´ı hlavneˇ prˇi hleda´n´ı na´sobny´ch korˇen˚u. Procˇ tomu
tak je, bude vysveˇtleno da´le. Protozˇe aplikac´ı Newton-Raphsonovy metody tecˇen
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byl u na´sobny´ch korˇen˚u nalezen shluku bl´ızky´ch korˇen˚u, je nutne´ zajistit urcˇen´ı
na´sobnosti jednoho jedninne´ho korˇene. Matematicky lze postup prove´st jako vypocˇet
geometricke´ho strˇedu shluku korˇen˚u a oveˇrˇit MPA jeho na´sobnost.
Protozˇe jednotlivy´mi iteracemi jsou nalezeny r˚uzne´ korˇeny polynomu, je vy´s-
ledkem hleda´n´ı pole neserˇazeny´ch korˇen˚u (matice z prˇedchoz´ı kapitoly). Proto je
zˇa´douc´ı toto pole serˇadit z d˚uvodu urcˇen´ı pocˇtu nalezen´ı jednotlivy´ch korˇen˚u.
Prvn´ım zp˚usobem jak serˇadit matici rea´lny´ch, komplexn´ıch nebo smı´ˇseny´ch ko-
rˇen˚u je pomoc´ı prˇ´ıkazu programu Matlabu. Jedna´ se o prˇ´ıkaz sort. Protozˇe tento
prˇ´ıkaz doka´zˇe rˇadit pouze a jen podle jednoho krite´ria (bud’ podle rea´lny´ch nebo
imagina´rn´ıch cˇa´st´ı), je da´le vyuzˇita na takto vytvorˇenou z cˇa´sti serˇazenou matici
metoda Buble sort.
Princip spocˇ´ıva´ v tom, zˇe jsou porovna´vany dva sousedn´ı prvky podle velikost´ı.
Pokud je prvn´ı hodnota veˇtsˇ´ı nezˇ druha´, tak se tyto dva prvky prohod´ı. Aplikac´ı
postupu na cele´ pole hodnot se v posledn´ım kroku nejveˇtsˇ´ı prvek dosta´va´ na konec
matice. Pote´ se pole o tento prvek zkra´t´ı, protozˇe nejvetsˇ´ı hodnota se dostala nakonec
a nen´ı tud´ızˇ zapotrˇeb´ı. Cely´ postup se opakuje n−1, kde n uda´va´ pocˇet prvk˚u v poli.
Prvn´ım zp˚usobem je tedy serˇazeno pole podle rea´lny´ch cˇa´st´ı a po pouzˇit´ı druhe´
metody je pole serˇazeno nav´ıc jesˇteˇ podle imagina´rn´ıch cˇa´st´ı. T´ımto algoritmem je
doc´ıleno serˇazen´ı stejny´ch korˇen˚u v matici vedle sebe.
Vysta´va zde proble´m, kde se nacha´z´ı dalˇs´ı rozd´ılny´ korˇen. Proble´m je vyrˇesˇen
zjiˇsteˇn´ım indexu na prvek matice, ktery´ je odliˇsny´ od prvku prˇedchoz´ıho. Dı´ky teˇmto
index˚um je snadne´ separovat potrˇebne´ korˇeny z matice. V uvedene´m zdrojove´m ko´du
reprezentuje indexy promeˇnna´ s na´zvem delka—hledej. Na´sledneˇ jsou vypocˇ´ıta´ny
sumy stejny´ch korˇen˚u, ktere´ odpov´ıdaj´ı promeˇnne´ geom—pole.
for temp2=1: d e l k a h l e d e j
for ukazate l=temp : p o l e h l e d e j ( k )
prubezny vys ledek=real (B( ukazate l ))+ sqrt (−1)∗imag(B( ukazate l ) ) ;
vys l edek=prubezny vys ledek+vys ledek ;
p o c i t a d l o=p o c i t a d l o +1;
end
poc i t a c ( temp2)= p o c i t a d l o ;
p o c i t a d l o =0;
geom pole ( temp2)=vys ledek ;
k=k+1;
n=n+1;
temp=p o l e h l e d e j (n)+1;
vys l edek =0;

















Obra´zek 7.4: Vy´vojovy´ diagram metody Buble sort.
Po teˇchto operac´ıch uzˇ na´sleduje vy´pocˇet geometricky´ch strˇed˚u. Aby byla hod-
nota geometricke´ho strˇedu spra´vna´, mus´ı se vypocˇ´ıtat jako soucˇet rea´lny´ch cˇa´st´ı
a imagina´rn´ıch cˇa´st´ı deˇleny´ pocˇtem korˇen˚u ve shluku.
for temp=1: d e l k a h l e d e j
g eomet r i cke s t r edy ( temp)=geom pole ( temp )/ poc i t a c ( temp ) ;
end
V takto vytvorˇeny´ch geometricky´ch strˇedech je opeˇt aplikova´na metoda prˇ´ırustku
argumentu, ktera´ zjist´ı na´sobnost korˇene. Je videˇt, zˇe metoda prˇ´ırustku argumentu
je vyuzˇita ve dvou fa´z´ıch vy´pocˇt˚u:
• Prvn´ım vyuzˇit´ım je zjiˇsteˇn´ı celkove´ho pocˇtu korˇen˚u nacha´zej´ıch se uvnitrˇ trans-
formovane´ kruzˇnice.
• Druhou aplikac´ı je zjiˇsteˇn´ı (oveˇrˇen´ı) na´sobnosti korˇene.
Vypocˇtene´ vy´sledky jsou na´sledneˇ vyuzˇity uzˇivatelsky´m prostrˇed´ım, ktere´ je
prezentuje ve vizua´ln´ı podobeˇ.
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8 TVORBA GRAFICKE´HO ROZHRANI´
Vsˇechny graficke´ objekty dane´ aplikace tvorˇ´ı graficke´ uzˇivatelske´ prostrˇed´ı. Na´zev
je prˇevzat z anglicke´ho Graphical User Interface (GUI). Veˇtsˇina lid´ı v dnesˇn´ı dobeˇ
da´va´ prˇednost aplikaci ve ktere´ stacˇ´ı k pouzˇ´ıva´n´ı pouze mysˇ, stacˇ´ı kliknout mysˇ´ı
a hned tato akce vyvola´ neˇjakou uda´lost. Pra´ce je rˇ´ızena interaktivn´ımi kroky.
Tato kapitola by meˇla zave´st do mozˇnost´ı graficke´ho prostrˇed´ı Matlabu. Vsˇechny
graficke´ objekty jsou vytva´rˇeny prˇ´ımo v editoru zdrojove´ho ko´du. V takove´m prˇ´ıpadeˇ
lze psa´t, zˇe GUI je optima´ln´ı, protozˇe takove´ prostrˇed´ı obsahuje z hlediska pro-
grama´tora jen nejnutneˇjˇs´ı komponenty pro spa´vnou funkcˇnost. Programove´m pro-
strˇed´ı Matlab umozˇnˇuje vy´beˇr ze dvou mozˇnost´ı jaky´m zp˚usobem gafickou aplikaci
naprogramovat.
Prvn´ım zp˚usobem je pouzˇit´ı na´stroje, ktery´ vytvorˇ´ı vsˇechny graficke´ prvky pou-
hy´m prˇetazˇen´ım, jedna´ se o n´ızkou´rovnˇove´ programova´n´ı, protozˇe po sestaven´ı apli-
kace je automaticky vygenerova´n prˇ´ıslusˇny´ zdrojovy´ ko´d. Tento na´stroj se jmenuje
GUIDE (Graphical User Interface Development Environment).
Postup vytva´rˇen´ı je da´n pevny´mi, intuitivn´ımi kroky. Tedy pouzˇit´ı tohoto zp˚u-
sobu je univerza´ln´ı a cˇasoveˇ nena´rocˇne´. Nevy´hodou tohoto zp˚usobu je mozˇna´ ne-
kompatibilita se starsˇ´ımi verzemi programove´ho prostrˇed´ı Matlab a zdrojovy´ ko´d
nemus´ı a cˇasto nen´ı optima´ln´ı.
Druhou mozˇnost´ı rˇesˇen´ı je vyuzˇit´ı znalost´ı syste´mu Handle Graphics. Na´stroj
s jehozˇ pomoc´ı lze efektivneˇ pracovat s graficky´mi objekty. Obrovskou vy´hodou
tohoto zp˚usobu je absolutn´ı kontrola programa´tora nad aplika´c´ı narozd´ıl od prˇedcho-
z´ıho zp˚usobu programova´n´ı. Graficky´mi objekty jsou vsˇechny za´kladn´ı elementy gra-
ficke´ho vy´stupu. Aby syste´m fungoval spra´vneˇ mus´ı by´t mezi jednotlivy´mi objekty
prˇesneˇ dana´ hiearchie, ktera´ je zobrazena na na´sleduj´ıc´ım obra´zku.
Obra´zek 8.1: Za´kladn´ı hierchie Matlabu.
S pojmem hiearchie objekt˚u souvis´ı pojmy Parent (rodicˇ) a Children (deˇti).
Pokud je provedena zmeˇna na vysˇsˇ´ı u´rovni, tak tato zmeˇna mu˚zˇe by´t zdeˇdeˇna nizˇsˇ´ımi
podrˇ´ızeny´mi objekty viz. hiearchie graficky´ch objekt˚u [12].
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Obra´zek 8.2: Hiearchie za´kladn´ıch graficky´ch objekt˚u v Matlabu.
8.1 Na´vrh aplikace
Prˇed vlastn´ım programova´n´ım dane´ho graficke´ho prostrˇed´ı je vzˇdy vhodne´ rozhod-
nout se jak by meˇla dana´ aplikace vypadat. Z tohoto d˚uvodu je uzˇitecˇne´ nakreslit
si na´vrh na pap´ır a ten pote´ realizovat v prostrˇed´ı Matlab. Jedna´ se o mozˇna´ nej-
efektivneˇjˇs´ı vy´vojovy´ proces prˇed vlastn´ı prac´ı v programove´m prostrˇed´ı. Protozˇe
prˇi programova´n´ı je uplatneˇna metoda programova´n´ı s na´zvem Switch Board je
za´kladem podstatne´ vyuzˇit´ı vlastnosti funkc´ı, a to mozˇnost volat sama sebe s r˚uz-
ny´mi parametry a v neposledn´ı rˇadeˇ vyuzˇit´ı prˇ´ıkaz˚u Switch a Case. Prˇedpokladem
je znalost syste´mu Handle Graphics.
Obra´zek 8.3: Na´vrh graficke´ho prostrˇed´ı.
Rozlozˇen´ı aplikace je navrzˇeno tak, aby bylo co nejle´pe prˇehledne´ a necˇinilo tak
uzˇivateli proble´my s ovla´da´n´ım. Prˇedbeˇzˇna´ vizua´ln´ı podoba programu je na obra´zku
8.3. Z funkcˇn´ıho hlediska by navrhovana´ aplikace meˇla mı´t neˇkolik cˇa´st´ı navza´jem
od sebe oddeˇleˇny´ch. Oddeˇlen´ı je d˚ulezˇite´ pro odliˇsen´ı prvk˚u s r˚uznou funkcˇnost´ı.
T´ımto pojmem je rozumeˇno naprˇ´ıklad oddeˇlen´ı uicontrol objekt˚u, ktere´ slouzˇ´ı jako
ovla´da´n´ı nebo maj´ı pouze informacˇn´ı charakter (naprˇ´ıklad vy´sledkova´ cˇa´st).
Jelikozˇ byla vybra´na za metodu programova´n´ı technika Switch Board, mus´ı jed-
notlive´ objekty u´mı´steˇny na spra´vne´ mı´sto. K tomu slouzˇ´ı pozicova´n´ı, kdy kazˇdy´
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prvek jem mozˇne´ nadefinovat v aktua´ln´ım okneˇ Figure pomoc´ı cˇtyrˇ parametr˚u, jak
ukazuje obra´zek.
Obra´zek 8.4: Pozicova´n´ı objekt˚u.
left – umı´steˇn´ı leve´ho spodn´ıho rohu graficke´ho objektu od pocˇa´tku
right – umı´steˇn´ı prave´ho spodn´ıho rohu graficke´ho objektu od pocˇa´tku
width – sˇ´ıˇrka uicontrol objektu
height – vy´sˇka uicontrol objektu
8.2 Popis cˇa´st´ı aplikace
V noveˇ vytvorˇene´m okneˇ Figure se nacha´z´ı vsˇechny pouzˇite´ uicontrol prvky. Souhrn
neˇkolika takovy´chto prvk˚u tvorˇ´ı celkem cˇtyrˇi za´kladn´ı bloky programu, mezi neˇzˇ
nen´ı zarˇazeno menu programu. Rozpolozˇen´ı je na obra´zku 8.5.
 
Obra´zek 8.5: Navrzˇene´ uzˇivatelske´ prostrˇed´ı.
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Popis prvn´ı cˇa´sti GUI
Blok programu umozˇnˇuje zada´va´n´ı vsˇech vstupn´ıch parametr˚u nutny´ch pro spra´-
vny´ vy´pocˇet. Jedna´ se o trˇi editovac´ı pole a rozbalovac´ı popup-menu. Prvn´ım edito-
vac´ım polem je zada´va´n´ı koeficient˚u polynomu˚, kde funkce odpov´ıda´ na´zvu. U zatr-
zˇene´ volby v menu programu vy´pocˇet prˇenosove´ funkce pln´ı toto pole stejnou u´lohu.
Druhe´ editovac´ı pole slouzˇ´ı k zada´va´n´ı maxima´ln´ıho pocˇtu iterac´ı. Hodnota je
vstupn´ım parametrem pouzˇity´ch metod (omezeno na neˇktere´ metody). V prˇ´ıpadeˇ
vy´pocˇtu prˇenosove´ funkce pln´ı stejnou u´lohu jako prvn´ı editovac´ı pole. Pokud je
vybra´no v menu programu vycˇ´ıslova´n´ı polynomu viz. prˇ´ıloha C, slouzˇ´ı toto pole
k zada´va´n´ı hodnoty v n´ızˇ ma´ by´t polynom vycˇ´ıslen.
Posledn´ı editovac´ı pole umozˇnˇuje zada´va´n´ı prˇesnosti vy´pocˇtu pro pouzˇitou me-
todu prˇ´ırustku argumentu (jeho hodnota je vstupn´ım parametrem pro naprogramo-
vane´ funkce).
Polozˇky v rolovac´ı nab´ıdce slouzˇ´ı k vy´beˇru metody, pomoc´ı ktere´ maj´ı by´t
nalezeny vsˇechny korˇeny polynomu.
 
Obra´zek 8.6: Blok zada´va´n´ı vstupn´ıch parametr˚u.
Prˇ´ıklady zada´va´n´ı vstupn´ıch hodnot
1. Pro polynom, ktery´ je zada´n naprˇ´ıklad takto: (x − 1)5 mus´ı by´t koeficien-
ty zada´ny v tomto tvaru 1 -5 10 -10 5 -1. Pokud jde o vy´pocˇet konkre´tn´ıho
polynomu, toto pole obsahuje korˇeny polynomu jezˇ ma´ by´t vypocˇ´ıta´n. Naprˇ´ı-
klad pokud je zada´no 1 1 1 1 1, je vy´sledkem polynom s pra´veˇ teˇmito korˇeny,
tedy: (x− 1)5.
2. Pocˇet iterac´ı se zada´va´ jako cele´ cˇ´ıslo, vy´choz´ı hodnotou je 1000 (cˇ´ım veˇtsˇ´ı
hodnoty, t´ım de´le trva´ vy´pocˇet). V prˇ´ıpadeˇ vykreslen´ı polynomu se do to-
hoto pole zada´va´ rozsah osy x v neˇmzˇ ma´ by´t polynom vykreslen. Naprˇ´ıklad
rozsah osy mu˚zˇe by´t zada´n cˇ´ıselneˇ: [−3 3]. Pro prˇ´ıpad vy´pocˇtu konkre´tn´ıho
polynomu je v tomto poli uveden konecˇny´ vy´sledek vy´pocˇtu (koeficienty poly-
nomu). U volby vykreslova´n´ı, toto pole obsahuje cˇ´ıselnou hodnotu, v n´ızˇ ma´
by´t polynom vycˇ´ıslen.
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3. Toto editovac´ı pole je vyuzˇito pro zada´n´ı prˇesnosti vy´pocˇtu. Ta se zada´va´
jako desetinne´ cˇ´ıslo, vy´choz´ı hodnotou je 0,001 (platnost nalezen´ı korˇene na 3
desetinna´ mı´sta). Program toleruje zada´va´n´ı desetinne´ho cˇ´ısla s tecˇkou, nebo
cˇa´rkou. V prˇ´ıpadeˇ vykreslova´n´ı polynomu slouzˇ´ı toto pole take´ pro zada´n´ı
kroku s ktera´m ma´ by´t rozdeˇlen dany´ x -ovy´ rozsah objetku axes.
4. Popup-menu ma´ celkem sedm mozˇnost´ı jakou metodou mohou by´t korˇeny
polynomu vypocˇ´ıta´ny. Jedna´ se o tyto metody:
Matlab metoda – metoda aplikovana´ v prostrˇed´ı Matlab,
MPA – noveˇ vytvorˇena´ metoda na hleda´n´ı korˇen˚u polynomu˚,
Lagurrova metoda – metoda plikovana´ ve starsˇ´ıch verz´ıch Matlabu,
Bairstowova metoda – aplikova´na pro na´zorne´ porovna´n´ı vy´sledk˚u
Halleyova metoda – aplikova´na pro na´zorne´ porovna´n´ı vy´sledk˚u
Newtonova metoda – klasicka´ metoda bez u´prav
Durand-Kernerova metoda – aplikova´na pro na´zorne´ porovna´n´ı vy´sledk˚u
Popis druhe´ cˇa´sti GUI
Prova´deˇc´ı cˇa´st obsahuje rˇadu tlacˇ´ıtek. Tato tlacˇ´ıtka funguj´ı jako odezvy na
prova´deˇne´ operace. Po jejich stisknut´ı je vola´na prˇ´ıslusˇna´ funkce, a ta jizˇ vykona´
sv˚uj obsah operacˇn´ıho ko´du. Tlacˇ´ıtko se po stisknut´ı vrac´ı zpeˇt do p˚uvodn´ıho stavu,
je tedy prˇipraveno k opeˇtovne´ reakci uzˇivatele. Tento blok obsahuje celkem sedm
teˇchto uicontrol objekt˚u. Prˇ´ıslusˇne´ tlacˇ´ıtko je zprˇ´ıstupneˇno v za´vislosti na druhu
vy´pocˇtu.
 
Obra´zek 8.7: Blok prova´deˇc´ı cˇa´sti.
Start – zacˇa´tek vy´pocˇtu korˇen˚u polynomu.
Prˇenos – vy´pocˇet nul a po´l˚u prˇenosove´ funkce.
Vycˇ´ıslen´ı – vycˇ´ıslen´ı polynomu v dane´m bodeˇ.
Default – nastaven´ı programu do pocˇa´tecˇn´ıho stavu vcˇetneˇ vymaza´n´ı vsˇech hodnot
a pr˚ubeˇh˚u.
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Porovnej – otevrˇen´ı nove´ho okna a porovna´n´ı vy´sledk˚u jednotlivy´ch metod uve-
deny´ch v Popupmenu.
Vykreslen´ı – vykreslen´ı polynomu na dane´m intervalu.
Vytvorˇit – vytvorˇen´ı polynomu s dany´mi korˇeny.
Popis trˇet´ı cˇa´sti GUI
Cˇa´st graficke´ho prostrˇed´ı, do ktere´ho se vypisuj´ı vypocˇtene´ vy´sledky obsahuje
uicontrol objekt ListBox. Hlavn´ı vyuzˇitou vlastnost´ı je String. Dı´ky n´ı mohou by´t
vsˇechna data v matici po prˇevodu do spa´vne´ho forma´tu zobrazena do Listboxu.
Obra´zek 8.8: Vy´pis vypocˇ´ıtany´ch vy´sledk˚u do uicontrol objektu.
Popis cˇtvrte´ cˇa´sti GUI
Pro grafickou reprezentaci vypocˇteny´ch vy´sledk˚u byl vytvorˇen kresl´ıc´ı prostor
tvorˇeny´ graficky´m objektem Axes. Tento objekt tvorˇ´ı posledn´ı ze cˇtyrˇ hlavn´ıch cˇa´st´ı
programu, vyj´ıma uzˇivatelske´ho menu.
Obra´zek 8.9: Vykreslova´n´ı do graficke´ho objektu axes.
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8.3 Programova´n´ı prostrˇed´ı
Rozmı´steˇn´ım graficky´ch objekt˚u zacˇ´ına´ nastavova´n´ı jednotlivy´ch vlastnost´ı objekt˚u.
Mezi takove´ d˚ulezˇite´ vlastnosti patrˇ´ı:
h6=uicontrol ( ’ Units ’ , ’ normal ized ’ , ’ S ty l e ’ , ’ Text ’ , ’ S t r ing ’ , . . .
’ P rˇesnost : ’ , ’ Po s i t i on ’ , [ 0 . 0 2 0 .75 0 .16 0 . 0 5 ] , . . .
’Tag ’ , ’ p r e s n o s t s t a t i c ’ , ’ Fonts i z e ’ , 1 2 , . . .
’ FontWeight ’ , ’ bold ’ , ’ BackgroundColor ’ , . . .
[ 0 . 7 0 .8 0 . 9 4 ] , ’ Fontname ’ , ’ Georgia ’ ) ;
• Units - nastaven´ı jednotek
• Style - typ uicontrol objektu
• Text - vlastn´ı text, popis objektu
• String - rˇeteˇzec znak˚u naprˇ´ıklad v editovac´ım poli
• Tag - identifikace objektu
Postup vytva´rˇen´ı graficke´ho prostrˇed´ı vy´cha´z´ı principielneˇ z tohoto uka´zkove´ho
bloku programu.
switch ( vstpar )
case ( ’ vybermetody ’ )
Volba = get ( f i n d o b j ( ’Tag ’ , ’ vybermetody ’ ) , ’ Value ’ ) ;
i f Volba = = 1
set ( f i n d o b j ( ’Tag ’ , ’ p r e snos t ’ ) , ’ Enable ’ , ’ o f f ’ ) ;
. . .
e l s e i f Volba = = 2
. . .
end




Jak je videˇt z cˇa´sti zobrazene´ho zdrojove´ho ko´du, prˇ´ıkaz switch prˇedstavuje
jaky´si prˇep´ınacˇ reaguj´ıc´ı na odezvu programu. Odezvou jsou bra´ny naprˇ´ıklad stisky
prˇ´ıslusˇny´ch tlacˇ´ıtek, v tomto prˇ´ıkladu je to odezva na stisknut´ı tlacˇ´ıtka start, nebo
prˇ´ıpadneˇ jak ukazuje u´sek programu vy´beˇr vy´pocˇetn´ı metody. Aby bylo mozˇne´ pra-
covat se vstupn´ımi daty je vyuzˇito prˇ´ıkazu get, ktery´ zajiˇst’uje vlastn´ı z´ıska´n´ı dane´ho
parametru. Protozˇe kazˇdy´ uicontrol objekt je prˇi deklaraci specifikova´n jedinecˇny´m
tzv. Tagem, neboli popiskem, mus´ı by´t objekt vyhleda´n. K vyhleda´va´n´ı objekt˚u
slouzˇ´ı prˇ´ıkaz nazvany´ findobj, s jehozˇ pomoc´ı jsou objekty nalezeny a tedy aktivn´ı.
S takovy´mto aktivn´ım prvkem se pote´ mu˚zˇe libovolneˇ pracovat.
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Podobneˇ funguje i prˇ´ıkaz set, ktery´ narozd´ıl od get umozˇnˇ´ı parametry objekt˚u
meˇnit. V uzˇite´m prˇ´ıkladu prˇ´ıkaz Enable zakazuje objekt definovany´ Tagem ’prˇes-
nost’.
Protozˇe data zadana´ uzˇivateli do vytvorˇene´ho prostrˇed´ı jsou textovy´mi rˇetezci,
mus´ı by´t tyto rˇeteˇzce prˇevedeny tak, aby byly pro Matlab srozumitelne´. K tomu-
to slouzˇ´ı prˇ´ıkaz str2num, prˇelozˇeny´ jako prˇevod textove´, nebo cˇ´ıselne´ hodnoty na
numerickou formu.
polynom = str2num(get ( f i n d o b j ( ’Tag ’ , ’ k o e f i c i e n t y ’ ) , ’ S t r ing ’ ) ) ;
Podobny´m zp˚usobem pracuje prˇ´ıkaz str2mat, ktery´ prˇevede rˇeteˇzec zadany´ch
znak˚u na matici. Jednotlive´ prvky matice jsou oddeˇleny cˇa´rkamy. Prˇ´ıkaz slouzˇ´ı
naprˇ´ıklad pro vy´pis hodnot do ListBoxu.
vys ledky=str2mat ( ’METODA MATLAB’ , ’ Korˇeny : ’ ,num2str( koreny ) ’ ) ;
8.4 Na´poveˇda k programu
Protozˇe soucˇa´st´ı kazˇde´ho programu je na´poveˇda byla i pro tento program vytvorˇe-
na ve formeˇ jednoduchy´ch HTML stra´nek za pomoci programu PsPad. Tento pro-
gram je vsˇetranny´m pomocn´ıkem prˇi programova´n´ı nejen HTML stra´nek. Stra´nky
na´poveˇdy je mozˇno vytvorˇit i upravovat v programove´m prostrˇed´ı Matlab za pod-
mı´nky pouzˇit´ı spra´vne´ho za´pisu, neboli syntaxe. Mozˇnosti jaky´m zp˚usobem vytvorˇit
na´poveˇdu je mnoho, ale z hlediska nevelke´ slozˇitosti na´poveˇdy postacˇ´ı k tvorbeˇ html
ko´d.
Na´poveˇda je prˇ´ıstupna´ z vytvorˇene´ho menu programu v prˇ´ıslusˇne´ za´lozˇce. Prˇed-
nost´ı na´poveˇdy je snadne´ vyhleda´va´n´ı informac´ı a prakticke´ uka´zky programu s prˇ´ı-
klady zada´va´n´ı vstupn´ıch parametr˚u pro lepsˇ´ı pochopen´ı problematiky.
Strucˇny´ obsah u´vodn´ı stra´nky na´poveˇdy je:
Pouzˇite´ metody – kapitola obsahuje teoreticke´ poznatky o pouzˇity´ch metoda´ch
(o vlastnostech polynomu˚, Newtonoveˇ metodeˇ tecˇen, metodeˇ prˇ´ırustku argu-
mentu).
Ovla´da´n´ı programu – obsahuje celou stromovou strukturu vytvorˇene´ho menu
programu, da´le vy´znamy jednotlivy´ch ovla´da´c´ıch prvk˚u a take´ prˇ´ıklady pouzˇ´ı-
va´n´ı.
Reference – do te´to cˇa´sti na´lezˇ´ı seznam knizˇn´ıch titul˚u z nichzˇ byli cˇerpa´ny infor-
mace.
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Odkazy – pomocne´ internetove´ odkazy na dalˇs´ı me´neˇ vy´znamne´ teoreticke´ podlady
uzˇity´ch metod, tyto metody nejsou nijak popsa´ny v pra´ci avsˇak jsou implemen-
tova´ny v aplikaci pro na´zorne´ srovna´n´ı vy´sledk˚u existuj´ıch metod a metody
noveˇ vytvorˇene´.
Program neobsahuje pouze na´poveˇdu ve formeˇ HTML stra´nek, ale take´ neda´va´
uzˇivateli prˇ´ıliˇsnou volnost v nastavova´n´ı r˚uzny´ch parametr˚u. Proto je prostrˇed´ı vy-
baveno jednoduchy´mi dialogy se zpra´vami, ktere´ informuj´ı uzˇivatele o prˇ´ıpadny´ch
nesrovnalostech. Naprˇ´ıklad sˇpatneˇ zadane´, nebo naopak v˚ubec nezadane´ vstupn´ı
parametry. Da´le je take´ program osˇetrˇen deaktivac´ı nepotrˇebny´ch uicontrol objekt˚u,
ktere´ jsou jednodusˇe vypnuty a nemu˚zˇe tud´ızˇ doj´ıt k prˇ´ıpadny´m chybny´m hla´sˇen´ım
a proveden´ı nespra´vne´ operace.
Obra´zek 8.10: Dialogove´ okno pouzˇite´ v programu MPA.
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9 DOSAZˇENE´ VY´SLEDKY
Po vykona´n´ı vsˇech operac´ı uvnitrˇ naprogramovany´ch funkc´ı poskytuje program
vsˇechny d˚ulezˇite´ informace mezi nezˇ patrˇ´ı vy´pis vsˇech nalezeny´ch korˇen˚u, na´sobnost
jednotlivy´ch korˇen˚u a take´ porovna´n´ı dosazˇeny´ch vy´sledk˚u s jizˇ existuj´ıc´ımi meto-
dami. Lokalizace vykreslena´ na obra´zc´ıch 9.1, 9.2 nen´ı graficky´m vy´stupem pro-
gramu, takove´to obra´zky poskytuje lokalizacˇn´ı funkce bez pouzˇit´ı uzˇivatelske´ho
prostrˇed´ı.










Obra´zek 9.1: Lokalizace korˇen˚u poly-
nomu x5 + 2x4 + 2x3 = 0.














Obra´zek 9.2: Lokalizace pro  = 10−5.
Algoritmus metody prˇ´ırustku argumentu aplikovany´ na oblast D (kruzˇnici), kde
se prˇedpokla´da´ vy´skyt korˇen˚u polynomu (2.1), vykresl´ı prˇi jednom obeˇhu hranice
C oblasti D, hladkou krˇivku v rovineˇ obrazu ω. Zmeˇnsˇova´n´ım oblasti D kolem
na´sobne´ho korˇene, ktery´ se nacha´z´ı uvnitrˇ oblasti krˇivka zachova´va´ sv˚uj hladky´ tvar
meˇn´ı se pouze meˇrˇ´ıtko. Krˇivka je zobrazena na obra´zku 9.3. Protozˇe z tohoto obra´zku
nen´ı patrny´ pocˇet obeˇh˚u kolem pocˇa´tku soustavy sourˇadnic je na obra´zku 9.4 zo-
brazen detail hranice C, z neˇhozˇ je mozˇne´ vypozorovat, zˇe se jedna´ o peˇtina´sobny´
korˇen, nebo peˇt bl´ızky´ch korˇen˚u. Krˇivka je z´ıska´na transformac´ı kruzˇnice s teˇmito
parametry:
r = 1, 0001 + 0i
S = 1 + 0i
(9.1)
Krˇivka na obra´zku. 9.5 je z´ıska´na transformac´ı mensˇ´ı oblasti, nezˇ je tomu na
obra´zku. 9.4. Konkre´tneˇ je tvorˇena body:
r = 1, 00097 + 0i
S = 1 + 0i
(9.2)
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Obra´zek 9.3: Krˇivka obrazu dana´ poly-
nomem (2.1).













Obra´zek 9.4: Detail krˇivky obrazu dane´
polynomem (2.1).
Je patrne´, zˇe krˇivka uzˇ nen´ı hladka´. Sta´le je ale mozˇne´ vypocˇ´ıtat pocˇet obeˇh˚u krˇivky
kolem pocˇa´tku soustavy sourˇadnic. Sˇpatne´ho za´znamu pocˇtu korˇen˚u bude dosazˇeno
v prˇ´ıpadeˇ, kdy se hranice zmensˇ´ı jesˇteˇ v´ıce nezˇ u (9.2). V takove´m prˇ´ıpadeˇ bude
pocˇet zaznamenany´ch korˇen˚u < 5. Hranice algoritmu pro polynom (2.1) je kruzˇnice
se strˇedem v bodu 1 + 0i a polomeˇrem o velikosti 1, 00096.










Obra´zek 9.5: Krˇivka obrazu dana´ polynomem (2.1)pro skoro nedostacˇuj´ıc´ı polomeˇr.
Celkovy´ vzhled graficke´ho prostrˇed´ı s poskytovany´mi informacemi je vyobrazen
na obra´zku 9.6. Porovna´n´ı vy´sledk˚u pro polynom (2.1) r˚uzny´mi metodami ukazuje
dalˇs´ı obra´zek 9.7. Z neˇho vyply´va´, zˇe shodny´ch vy´sledk˚u dosahuje noveˇ vytvorˇena´
metoda prˇ´ırustku argumentu a take´ Laguerrova metoda. Ostatn´ı pouzˇite´ metody
naleznou shluk bl´ızky´ch korˇen˚u.
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Obra´zek 9.6: Okno navrzˇene´ho GUI.
Obra´zek 9.7: Porovna´n´ı vy´sledk˚u jednotlivy´ch metod pro polynom (2.1).
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10 ZA´VEˇR
Na za´kladeˇ poznatk˚u o metodeˇ prˇ´ırustku argumentu a Newton-Raphsonoveˇ metodeˇ
tecˇen, byly vytvorˇeny nove´ funkce pro lokalizaci korˇen˚u polynomu˚ v programove´m
prostrˇed´ı Matlab. Teˇlo programu se skla´da´ z dvou hlavn´ıch funkc´ı, ktere´ se jednak
staraj´ı o lokalizaci vsˇech korˇen˚u polynomu a take´ o oveˇrˇova´n´ı na´sobnost´ı vsˇech
nalezeny´ch korˇen˚u.
V porovna´n´ı s vy´sledky existuj´ıc´ıch metod aplikovany´ch do programu jsou dosa-
zˇene´ vy´sledky v´ıce nezˇ prˇesveˇdcˇive´. Z celkem sedmi pouzˇity´ch metod dosahuje MPA
nejlepsˇ´ıch vy´sledk˚u spolu s Laguerrovou metodou, ktera´ byla aplikova´na v pro-
gramove´m prostrˇed´ı Matlab v jeho pocˇa´tecˇn´ıch verz´ıch. Velkou prˇednost´ı MPA
oproti ostatn´ım metoda´m je prˇesneˇjˇs´ı lokalizace na´sobny´ch korˇen˚u polynomu˚, cozˇ byl
take´ prˇedpoklad prˇed zapocˇet´ım pra´ce. Nevy´hodou navrzˇene´ metody je pouze delˇs´ı
vy´pocˇetn´ı doba zp˚usobena´ matematicky´mi operacemi, ktere´ maj´ı zprˇesnit vy´sledky.
Testova´n´ı probeˇhlo na neˇkolika r˚uzny´ch rea´lny´ch polynomech (s na´sobny´mi, nena´-
sobny´mi, komplexn´ımi korˇeny, nebo na Wilkinsonovy´ch polynomech).
Bylo take´ vytvorˇeno uzˇivatelske´ prostrˇed´ı s r˚uzny´mi mozˇnostmi nastaven´ı a vy´-
pocˇt˚u ty´kaj´ıc´ıch se polynomu˚. K programu byla naprogramova´na na´poveˇda ve formeˇ
jednoduchy´ch HTML stra´nek obsahuj´ıc´ı neˇktere´ teoreticke´ poznatky, ovla´da´n´ı, popis
programu a neˇktere´ dalˇs´ı d˚ulezˇite´ informace. Na´poveˇda je prˇ´ıstupna´ z okna graficke´ho
prostrˇed´ı.
Pra´ce byla take´ prezentova´na na studentske´ souteˇzˇi EEICT 2008 v kategorii
Teoreticka´ elektrotechnika, fyzika a matematika.
Dı´ky te´to pra´ci jsem z´ıskal uceleny´ prˇehled o vyuzˇit´ı matematiky aplikovane´
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Pn polynom n-te´ho stupneˇ
R obor rea´lny´ch cˇ´ısel
u(t) vstup syste´mu
ω u´hlova´ frekvence, nebo komplexn´ı rovina
y(t) vy´stup syste´mu
x0 korˇen polynomu, nebo pocˇa´tecˇn´ı bod aproximace
z komplexn´ı rovina
Z obor cely´ch cˇ´ısel
GUI graficke´ uzˇivatelske´ prostrˇed´ı
GUIDE graficke´ uzˇivatelske´ vy´vojove´ prostrˇed´ı
HTML znacˇkovac´ı jazyk pro vytva´rˇen´ı dokument˚u s hypertextovy´mi odkazy
MPA metoda prˇ´ırustku argumentu
MPI metoda p˚ulen´ı interavalu
RO regulacˇn´ı obvod
SDS spojite´ dynamicke´ syste´my
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A VYTVORˇENE´ M-FILE A HTML SOUBORY
A.1 m-file soubory
kresli-koreny.m – vykresova´n´ı korˇen˚u
kruhnwt15.m – lokalizacˇn´ı funkce
mpa.m – uzˇivatelske´ prostrˇed´ı
porovnej.m – porovna´n´ı vy´sledk˚u jednotlivy´ch metod
simulace.m – tvorba chrakteristik SDS
to02.m – oveˇrˇen´ı na´sobnosti
ulozpdf.m – mozˇnost ukla´da´n´ı figure jako .pdf
vymaz.m – defaultn´ı stav GUI
A.2 html soubory
informace.html – doplnˇuj´ıc´ı informace
moznosti.html – popis funkc´ı programu
mpa.html – za´klady metody prˇ´ırustku argumentu
napoveda.html – hlavn´ı menu na´poveˇdy
newton.html – poznatky o Newtonoveˇ metodeˇ tecˇen
polynomy.html – informace o polynomech
popis.html – popis jednotlivy´ch cˇa´st´ı programu
struktura.html – stromova´ struktura programu
vykreslovani.html – prezentova´n´ı vy´sledk˚u programu
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B VLASTNOSTI GUI
B.1 Vy´znam objekt˚u v hiearchii
Axes – syste´m pro zobrazova´n´ı 2D, 3D graf˚u v okneˇ Figure
Figure – okno, ve ktere´m se zobrazuje grafika a uzˇivatelska´ data
Image – 2D bitmapovy´ obra´zek
Light – zdroj osveˇtlen´ı obra´zku
Line – objekt cˇa´ry (vyuzˇit´ı prˇi vykreslova´n´ı graf˚u)
Patch – vyplneˇny´ polygon s hranami
Rect – 2D tvar s mozˇnost´ı zmeˇny od cˇtvercove´ho po ova´lny´
Root – vrchol hiearchie graficky´ch objekt˚u, odpov´ıda´ obrazovce pocˇ´ıtacˇe
Surface – 3D prezentace maticovy´ch dat
Text – psan´ı textovy´ch rˇeteˇzc˚u v ra´mci definovane´ grafiky
Uicontrol – uzˇivatelske´ graficke´ rozhran´ı (vykona´va´n´ı funkc´ı na reakce uzˇivatele
Uimenu – Definovane´ menu v okneˇ Figure
Uicontextmenu – popupmenu, ktere´ je mozˇne´ vyuzˇ´ıt kdekoliv v ra´mci Root
B.2 Prˇehled pouzˇity´ch Uicontrol objekt˚u
Axes – zobrazen´ı a editace graf˚u, jeden ze za´kladn´ıch vy´stup˚u aplikac´ı
Edit text – tento objekt umozˇnˇuje vkla´dat nebo modifikovat textovy´ rˇeteˇzec
Figure – okno obsahuj´ıc´ı GUI noveˇ naprogramovane´ nebo vytvorˇene´ za pomoci
pr˚uvodce syste´mu Matlab
List box – zobrazen´ı vy´sledk˚u jako strukturovany´ seznam(vy´sledna´ matice ob-
sahuje seznam rˇeteˇzc˚u)
Popup menu – mozˇnost vy´beˇru jedne´ polozˇky z nab´ızene´ho seznamu
Push button – jednostavove´ tlacˇ´ıtko, prˇ´ıslusˇna´ akce je vygenerova´na jeho stiskem,
uvolneˇn´ım se vrac´ı do p˚uvodn´ı nestlacˇene´ polohy
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