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Abstract
Colombeau’s algebra of generalized functions is used to study the solutions to a single hyperbolic conservation law. In a simple
setting of travelling shocks, we formulate a new interesting necessary and sufficient condition for the solution to be entropic.
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1. Introduction
Since their invention, partial differential equations became one of the most useful tools in describing the physical
reality. Yet one has also to admit that despite numerous successful applications, there is, from the purely mathematical
point of view, certain uneasiness connected with the following fact: on the one hand, most PDEs typically involve
derivatives of the 1st and 2nd order; on the other hand, one is often not able to prove the very existence of
solutions smooth enough so that these derivatives can be taken. Even worse, one sometimes knows that it is also
physically unreasonable to expect the smooth solutions to exist. This is typically the case with the equations where
the nonlinearities are present.
Thus, in order to give the meaning to our equations, a generalized concept of derivative is needed. Here the space
of distributions D ′, introduced by L. Schwartz around 1950, is commonly regarded as the most general framework
for the theory of PDEs. However, there is also a well-known drawback connected to the space D ′, which consists in
the following: working in D ′, one surely has an unlimited access to all linear operations (including taking derivatives,
Fourier transform, change of variables). On the other hand, there is no general approach as long as the nonlinear
operations are concerned. Even the pairwise multiplication of elements of D ′ is generally not possible, as already
known since the times of Schwartz, [1]; see also [2] for a more detailed discussion.
Another, maybe a more subtle weakness of the space D ′ becomes apparent when studying the equation
ut + [F(u)]x = 0.
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This is clearly one of the simplest nonlinear PDEs. It can be shown by means of simple examples that global smooth
solutions cannot exist — on the other hand, when one starts to work in D ′, the solutions are no longer unique. See
e.g. [3].
In order to ensure uniqueness, one introduces the so-called entropy solutions. These are motivated by the following
formal argument: we carry out the differentiation by x and multiply by η′(u), assuming that F ′η′ = ψ ′. Thus
ut + F ′(u)ux = 0 / · η′(u)
η′(u)ut + F ′(u)η′(u)ux = 0
[η(u)]t + [ψ(u)]x = 0.
None of these steps can really be justified inD ′ if η is a nonlinear function. But if the nonlinearity of η is “one-sided”,
i.e., η is convex, then at least the following inequality, the so-called entropy condition
[η(u)]t + [ψ(u)]x ≤ 0
is required to hold. As is well-known, see e.g. [3], the entropy condition can be justified using the vanishing viscosity
method. However, the space D ′ itself would not allow us to describe what happens here.
A question naturally arises whether a more general space of functions could be devised where at least some of
the aforementioned issues could be clarified. One such construction was introduced by Colombeau, see [4] or [2].
The Colombeau’s space G generalizes both the concept of a conventional function and the distribution in a natural
way. Moreover, G is in fact a differential algebra, that is to say, arbitrary differentiation and multiplication as well
as composition with smooth functions is possible in G , whereas the chain rule and the Leibniz rule remain valid as
expected. The only limitation lies in the fact that the elements of G cannot be composed with functions that are less
regular than C∞. This still leaves a lot of space to applications as many naturally arising PDE have in fact analytic
nonlinearities.
The distinguishing feature between G and D ′ lies in the fact that G is a sort of more subtle way of looking at
things. That is, some expressions that are identical in the classical sense, say in D ′ or L∞, need not be the same
when computed in G . The simplest examples are provided by the Heaviside function H and the Dirac distribution δ.
Surprisingly, one has H 6= H2 and xδ(x) 6= 0 in G , in contrast to what holds in L∞ or D ′. See next section or [2] for
details.
Nonetheless, it is precisely this ability of G to “see” such distinctions that we are employing in this paper to
characterize the entropy solutions.
The paper is organized in the following way. In the second part, we outline the elements of Colombeau’s theory
that will be needed for our purpose. In the third part we prove our main result. The last part presents some examples,
and discusses the relations to other characterizations of entropy solutions, as well as possible generalizations.
2. Colombeau’s theory
In Colombeau’s algebra of generalized functions G (Rn) a function f from Rn to R is represented by the mapping
f = f (φ, x) : Φ × Rn → R,
where
Φ =
{
φ ∈ D(Rn) :
∫
Rn
φ = 1
}
.
Here D(Rn) is the space of C∞ functions with bounded support. It is required that f (φ, ·) is for a fixed φ a C∞
function. The convenient way of looking at G (Rn) is that its elements are simply sequences of smooth functions,
indexed by φ ∈ Φ. Certain growth conditions with respect to φ are also required, but we will not need that here. See
[4] or [2] for details.
The underlying idea is of course the convolution. If f : Rn → R is a “conventional” function, say f ∈ L1loc, then
the canonical embedding i( f ) into G is given by
i( f ) = [i( f )](φ, x) =
∫
Rn
f (x + y)φ(y)dy. (1)
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Similarly, if T ∈ D ′ is a distribution, then in G we have the representation
i(T ) = [i(T )](φ, x) = 〈T (·), φ(· − x)〉, (2)
where 〈·, ·〉 is the duality between D ′ and D . We usually drop the symbol i as long as it is clear from the context in
which space the computation takes place.
The addition, multiplication, differentiation and composition with smooth functions in G is defined in an obvious
way. Namely, if f , g ∈ G , then
[ f · g](φ, x) = f (φ, x)g(φ, x)
[Dα f ](φ, x) = Dαx f (φ, x)
[F ◦ f ](φ, x) = F ( f (φ, x))
for any multi-index α and C∞ function F . It is clear that the Leibniz rule and chain rule hold in G . Note also that
the embeddings (1) and (2) preserve the derivative — if f is a function/distribution and ∇ f its classical/distributional
derivative, then D{i( f )} = i(∇ f ).
For example the Heaviside function H is in G (R) represented by
H = H(φ, x) =
∫
R
H(x + y)φ(y)dy =
∫ ∞
−x
φ(y)dy.
Hence its derivative in G is
d
dx
H(φ, x) = φ(−x).
But the right-hand side is just the embedding of the Dirac distribution δ into G , cf. (2). Thus the formula ddx H = δ is
established in G .
For our future reference, a slightly more complicated setting will be useful. Consider the travelling shock of the
form u(x, t) = H(x − ct), with c being a fixed constant. In G (R2) one has
u(φ, x, t) =
∫
R2
H (x + ξ − c(t + τ)) φ(ξ, τ )dξdτ =
∫
x+ξ>c(t+τ)
φ(ξ, τ )dξdτ.
A simple calculation gives
d
dx
u(φ, x, t) =
∫
R
φ(c(t + s)− x, s)ds.
But the right-hand side is just δ(x − ct)— this is obvious formally, but it is also in accordance with the general rules
for the change of variables in G , see [2]. Hence one has that
d
dx
H(x − ct) = δ(x − ct) (3)
and similarly
d
dt
H(x − ct) = −cδ(x − ct) (4)
hold in G .
Following the Colombeau’s theory, we say that the distribution T ∈ D ′ is associated with an element f ∈ G if
lim
ε→0+
∫
Rn
f (φε, x)ϕ(x)dx = 〈T, ϕ〉
for any ϕ ∈ D and any φ ∈ Φ. Here φε(x) = ε−nφ(xε−1). In such a case, we write f ≈ T . It follows from
well-known facts about the convolution that ≈ is indeed a left inverse operation to the embedding i .
Roughly speaking, the relation ≈ and the embedding i respect the linear operations, including derivatives: one can
verify that if f ≈ T , then Dx f ≈ ddx T . But this is no longer true once the nonlinearities are involved. For example,
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i( f · g) = i( f ) · i(g) need not hold even for continuous f , g. Another surprising fact is that the relation ≈ is in fact
not injective.
For example, the Heaviside function H and its square H2 are in G represented by
H(φ, x) =
∫ ∞
−x
φ(y)dy,
H2(φ, x) =
(∫ ∞
−x
φ(y)dy
)2
.
Clearly both H and H2 are associated with the Heaviside function in the classical sense. Yet, computing in G , one has
(H − H2)δ = d
dx
[
H2
2
− H
3
3
]
≈ d
dx
H
6
= δ
6
.
Hence, H2 and H are indistinguishable in D ′, but their difference becomes “appreciable” upon multiplying with a
singular function δ.
The capability of G to “see” the difference between H and H2 is in fact crucial for the present paper. We need two
more definitions to make this concept more precise.
We say that f ∈ G is infinitesimal, if
f (φε, ·)→ 0 in L1loc.
Clearly this is stronger than requiring that f ≈ 0.
Finally, we call f ∈ G nonnegative and write f & 0 if
f (φ, x) ≥ 0
for all x and all φ ∈ Φ with φ ≥ 0. It follows from the properties of the Lebesgue integral that given f ∈ L1loc, then
i( f ) & 0 if and only f ≥ 0 a.e.
On the other hand, this definition is not correct (or at least it is not clear whether it is correct) in the general
framework of Colombeau’s theory. This causes no harm as we in fact use it in a very simple setting only.
Coming back to the example above we now see that H − H2 is an element of G that is infinitesimal. However,
[H − H2](φ, x) =
∫ ∞
−x
φ(y)dy −
(∫ ∞
−x
φ(y)dy
)2
. (5)
If φ ∈ Φ has φ ≥ 0, then the integrals lie in [0, 1]. Thus H − H2 & 0.
Note that it is important that the nonlinearity H2 in (5) is computed in G . In L∞ one has H2 − H = 0, yet
H2 − H & 0 clearly does not hold in G .
3. Main result
Let Q = R× (0,∞). We consider the scalar conservation law
ut + [F(u)]x = 0. (6)
Here u = u(x, t) : Q → R is the unknown while the flux F : R → R is given. The functions (η, ψ) are called
entropy/entropy flux pair if η is convex and η′F ′ = ψ ′. Now, u is called entropy solution to (6) if
[η(u)]t + [ψ(u)]x ≤ 0 (7)
holds for any entropy/entropy flux pair (η, ψ) in the sense of distributions, i.e.,∫
Q
η(u)ϕt + ψ(u)ϕx ≥ 0 (8)
for all nonnegative ϕ ∈ D(Q). The functions F , η, ψ are required to be C∞.
D. Prazˇa´k / Computers and Mathematics with Applications 53 (2007) 453–460 457
One easily verifies that if (7) holds in D ′ then (6) holds in D ′. The converse is not true in general unless u is
smooth.
There are in fact several ways to characterize the entropy solutions — all of them ultimately being equivalent due
to the celebrated uniqueness theorem by Kruzˇkov, see e.g. [5].
The entropy condition can be thought of as a rule to determine the admissible discontinuities. For example, let u
be piecewise smooth with a discontinuity at (x0, t0). Set ul = limx→x0− u(x, t0), ur = limx→x0+ u(x, t0). Then
F(ζ ) ≥ F(ur )−F(ul )ur−ul (ζ − ur )+ F(ur ) ∀ζ, ul ≤ ζ ≤ ur , (9)
F(ζ ) ≤ F(ur )−F(ul )ur−ul (ζ − ur )+ F(ur ) ∀ζ, ur ≤ ζ ≤ ul . (10)
These are the so-called Olejnik’s condition. See [3] for a proof that (7) implies (9) and (10).
Our main point is the following: the space D ′ is too “coarse” to see the right solutions. But looking at the equation
in G , a sort of “finer” point of view, enables us to make the distinction.
Theorem 3.1. Let `(u) be the left-hand side of (6).
(i) Let u ∈ L∞loc(Q). Then (6) holds in D ′ if and only if `(u) ≈ 0 in G .
(ii) Let u be a shock wave, i.e.,
u(x, t) = ul +1uH(x − ct), (11)
where 1u = ur − ul and ul , ur and c ∈ R are given. Then u is entropy solution to (6) if and only if, computing
in G , one has
`(u) = d
dx
M,
where M is infinitesimal and 1uM & 0.
Proof. (i) To evaluate the equation in G , recall that u is represented by
u(φ, x, t) =
∫
R2
u(x + ξ, t + τ)φ(ξ, τ )dξdτ
and `(u) is represented by
[`(u)](φ, x, t) = d
dt
u(φ, x, t)+ d
dx
F(u(φ, x, t)).
Hence for any ϕ ∈ D ′(Q) one has∫
R2
[`(u)](φ, x, t)ϕ(x, t)dxdt = −
∫
R2
u(φ, x, t)ϕt (x, t)+ F(u(φ, x, t))ϕx (x, t)dxdt.
On setting φ = φε with ε → 0 one has that u(φε, x, t)→ u(x, t) a.e. and locally boundedly in R2. Hence (6) holds
in D ′ iff `(u) ≈ 0 by definition.
(ii) Assume (11). Then, computing in G one has by (3) and (4)
`(u) = −c1uδ(x − ct)+ F ′(ul +1uH(x − ct))1uδ(x − ct)
= d
dx
{−F(ul)− c1uH(x − ct)+ F(ul +1uH(x − ct))}
= d
dx
M.
Note that M ≈ {F(ur )− F(ul)− c1u}H(x − ct). Hence by (i) (6) holds in D ′ iff
c = F(ur )− F(ul)
ur − ul (12)
which is precisely the so-called Rankine–Hugoniot condition.
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Assume (12) and look from the perspective of G at the infinitesimal quantity
F(ul +1uH(x − ct))− [F(ur )− F(ul)] H(x − ct)− F(ul).
Recall that ul +1uH(x − ct) is represented by
ζ = ζ(φ, x, t) = ul +1u
∫
x+ξ>c(t+τ)
φ(ξ, τ )dξdτ.
Assuming ul > ur for example, one sees that for any fixed x , t and φ ≥ 0, φ ∈ Φ, one has ur ≤ ζ ≤ ul . Now, M is
represented in G as
M(φ, x, t) = F(ζ(φ, x, t))−
[
F(ur )− F(ul)
ur − ul
]
(ζ(φ, x, t)− ul)− F(ul).
Hence, if u is entropy solution it follows from (10) that M1u & 0 in G by definition.
Conversely, let `(u) = Mx , where M is infinitesimal and M1u nonnegative, all these in the sense of G . Let (η, ψ)
an entropy/entropy flux pair. Then (computing in G , but dropping the arguments (φ, x, t) for simplicity)
ut + F ′(u)ux = Mx /η′(u)
[η(u)]t + [ψ(u)]x = Mxη′(u).
Now we multiply by ϕ ∈ D(Q), ϕ ≥ 0 and integrating by parts we obtain∫
Q
η(u)ϕt + ψ(u)ϕx = −
∫
Q
Mxη′(u)ϕ
=
∫
Q
Muxη′′(u)ϕ +
∫
Q
Mη′(u)ϕx .
In the full notation∫
Q
η(u(φ, x, t))ϕt (x, t)+ ψ(u(φ, x, t))ϕx (x, t)dxdt (13)
=
∫
Q
M(φ, x, t)ux (φ, x, t)η′′(u(φ, x, t))ϕ(x, t)dxdt (14)
+
∫
Q
M(φ, x, t)η′(u(φ, x, t))ϕx (x, t)dxdt. (15)
Set φ = φε with ε → 0. Now (13) goes to the left-hand side of (8). Recall that ux = 1uδ(x − ct), hence (14) is
nonnegative as 1uM & 0. Finally, (15) goes to 0 as M is infinitesimal. 
4. Examples and final remarks
Consider the equation
ut + [u2]x = 0. (16)
Looking for the solution of the form u(x, t) = H(x − ct), we compute in G :
`(u) = −cδ(x − ct)+ 2H(x − ct)δ(x − ct)
= d
dx
[
H2(x − ct)− cH(x − ct)
]
= d
dx
M.
Clearly M ≈ 0 iff c = 1. However,∆u = 1, while M & 0 does not hold, cf. (5). Hence H(x − t) satisfies (16) in D ′,
but it is not an entropy solution.
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One can also use G to compute the entropy increase. Consider the entropy/entropy flux pair (η(u), ψ(u)) =
(u2/2, 2u3/3). Computing in G we have (recall that η′(u) = H(x − t))
`(u)η′(u) = utη′(u)+ 2uuxη′(u)
= −δ(x − t)H(x − t)+ 2H2(x − t)δ(x − t)
= d
dx
[
2
3
H3(x − t)− 1
2
H2(x − t)
]
≈ 1
6
d
dx
H(x − t) = 1
6
δ(x − t).
This computation shows how the infinitesimal quantity becomes visible when a suitable test function is chosen.
Consider now the equation
ut + [sin(u)]x = 0 (17)
and look again for solutions of the form u(x, t) = ∆uH(x − ct) with ∆u 6= 0 given. One has
`(u) = −c∆uδ(x − ct)+ [sin(∆uH(x − ct))]x
= d
dx
{−c∆uH(x − ct)+ sin(∆uH(x − ct))}
= d
dx
M.
Obviously M ≈ 0 iff c = sin(∆u)/∆u. Choose ∆u = −pi/2, hence c = 2/pi and
M = H
(
x − 2
pi
t
)
− sin
(
pi
2
H
(
x − 2
pi
t
))
.
Recall that H(x−2t/pi) is represented in G by ζ = ζ(φ, x, t), where 0 ≤ ζ ≤ 1 for all φ ≥ 0. But ζ−sin(piζ/2) < 0
for all ζ ∈ (0, 1). Thus ∆uM is nonnegative by definition and H(x − 2t/pi) is entropy solution to (17).
Let us conclude with several remarks relating the theorem to former results.
(1) Part (i) of Theorem 3.1 is obvious and is given only for the sake of completeness, see also [2] for deriving the
Rankine–Hugoniot condition by means of G .
(2) It is known that the entropy solution can be obtained from
ut + [F(u)]x = εuxx (18)
as ε→ 0, see [3]. Note, however, that under the conditions of part (ii) of the theorem, ux = ∆uδ(x − ct). Hence the
condition ∆uM & 0 can be equivalently written as
Mux & 0. (19)
Yet the right-hand side of (18) can be written as Mx , where M = εux is infinitesimal and satisfies (19). This analogy
is not merely superficial as the first implication of the theorem is just this “vanishing viscosity” limit in a different
notation.
But the theorem also provides an interesting converse: if the solution is entropic, then, evaluating the equation in
G , one observes the “infinitesimal dissipation” appearing on the right-hand side.
(3) Of great interest is of course the question whether the part (ii) of the theorem can be generalized to functions
other than just simple shocks. The condition ∆uM & 0 then has to be replaced, possibly by (19), and also a more
general definition of nonnegativeness of elements of G would be needed.
(4) Certain analogy can be seen with the approach of [6]. Introducing a new variable y and the density function
w = w(x, y, t), they prove (under the appropriate conditions) that
u(x, t) =
∫
R
w(x, y, t)dy
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is entropy solution if and only if the following “kinetic” formulation of (6) holds:
wt + F ′(y)wx = ddym,
where m is a nonnegative measure.
One could say that in Colombeau’s space, the additional variable is φ, and in both cases, this “finer” way of looking
at the equations finds the right solutions.
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