We developed a two-stage model named random forest-generalized additive model (RF-GAM) 14 based on satellite data, meteorological factors, and other geographical covariates to predict the 15 surface 8-h O3 concentration across the remote Tibetan Plateau. The 10-fold cross-validation result 16
influenced region and the westerly-wind influenced region (Wang et al., 2014a) . The annually 158 mean air temperature in most regions are below 0°C. The annually mean rainfall amount in 159
Tibetan Plateau ranges from 50 to 2000 mm. The terrain conditions are complex and the higher 160 altitude focused on the central region. Tibetan Plateau is generally treated as the remote region 161 lack of anthropogenic activity and most of the residents focus on southeast and south part of 162 Tibetan Plateau. Tibetan Plateau is consisted of 19 prefecture-level cities and their names and 163 corresponding geographical locations are shown in Fig. 1 and Fig. S1 . 164 2.2 Data preparation 165
Ground-level 8-h O3 concentration 166
The daily 8-h O3 data in 37 monitoring sites over Tibetan Plateau from May 13th , 2014 to 167 December 31th, 2018 were collected from the national air quality monitoring network. The O3 levels 168 in all of these sites were determined using an ultraviolet-spectrophotometry method. The highest 8-169 h moving average O3 concentration each day was calculated as the daily 8-h O3 level after data 170 quality assurance. The data quality of all the monitoring sites were assured on the basis of the HJ 171 630-2011 specifications. The data with no more than two consecutive hourly measurement missing 172 in each day was treated as the valid data. 173
Satellite-retrieved O3 column amount 174
The O3 column amount (DU) during 2005-2018 were downloaded from the Ozone Monitoring shows global coverage and traverses the earth once a day. The O3 column amount with cloud 178 radiance fraction > 0.5, terrain reflectivity > 30%, and solar zenith angles > 85° should be removed. 179
In addition, the cross-track pixels significantly influenced by row anomaly should be deleted. 180
Meteorological data and geographical covariates 181
The daily meteorological data were obtained from ERA-Interim datasets with 0.125° resolution. 182
These meteorological data were consisted of 2 meter dewpoint temperature (d2m), 2 meter 183 temperature (t2m), 10 meter U wind component (u10), 10 meter V wind component (v10), boundary 184 layer height (blh), sunshine duration (sund), surface pressure (sp), and total precipitation (tp). The 185 30 m-resolution elevation data (DEM) was downloaded from China Resource and Environmental 186
Science Data Center (CRESDC). The data of gross domestic production (GDP) and population 187 density with 1 km resolution were also extracted from CRESDC. Population density and GDP in 188 2005, 2010, and 2015 were integrated into the model to predict the surface 8-h O3 concentration 189 over Tibetan Plateau because these data were available each five years. Additionally, the land use 190 data of 30 m resolution (e.g., waters, grassland, urban, forest) were also extracted from CRESDC. 191 At last, the latitude, longitude, and time were also incorporated into the model. 192
All of the explanatory variables collected were resampled to 0.25° × 0.25° grids to predict the 193 O3 level. The original meteorological data with 0.125° resolution were resampled to 0.25° grid. The 194 land use area, elevation, GDP and population density in each grid were calculated using spatial 195 clipping. Lastly, all of the predictors were integrated into an intact table to train the model. 196
Model development and assessment 197
The RF-GAM model was regarded as the hybrid model of RF and GAM. The RF-GAM model 198 https://doi.org/10.5194/acp-2019-972 Preprint. Discussion started: 14 January 2020 c Author(s) 2020. CC BY 4.0 License.
where Z(s,t) is the estimated 8-h O3 level at the location s and time t; P(s,t) represents the 8-h O3 203 concentration predicted by the RF model; E(s,t) denotes the prediction error by GAM. 204 In the RF model, a large number of decision trees were planted based on the bootstrap sampling 205 method. At each node of the decision tree, a random sample of all predictors was applied to 206 determine the best split among them. Following the procedure, a simple majority vote was employed 207 to predict the 8-h O3 level. The RF model avoided priori linear assumption of O3 concentration and 208 predictors, which was often not in good agreement with actual state. The RF model has two key 209 parameters including ntree (the number of trees grown) and mtry (the number of explanatory variables 210 sampled for splitting at each node). The prediction performance of the RF model was strongly 211 dependent on the two parameters. The optimal ntree and mtry were determined based on the least out-212 of-bag (OOB) errors. Besides, the backward variable selection method was performed on the RF 213 submodel to achieve the better performance. At each step of the predictor selection, the variable 214 with the least important value was excluded from the next step. This one-variable-at-a-time 215 exclusion method was repeated until only two explanatory variables remained in the submodel. 216
Finally, all of the selected variables except the area of waters were integrated into the model to 217 achieve the best prediction performance. The detailed RF model is as follows: with the integration of this variable. Lastly, the optimal variable group was applied to establish the 230
submodel. 231
Following the RF submodel, the prediction error estimated by the RF submodel was further 232 modelled by the GAM. GAM could reflect the time autocorrelation of predictive error of RF model, 233
and thus the ensemble model of RF and GAM might decrease the modelling error of one-stage 234 model. All of the variables were incorporated into the models to establish the second-stage model, 235 and the backward variable selection was also used to determine the optimal variable group. 236
The 10-fold cross-validation (CV) technique was employed to evaluate the predictive 237 performances for all of the machine learning models. All of the training data set were randomly 238 classified into 10 subsets uniformly. In each round of validation, nine subsets were used to train and 239 the remaining subset was applied to test the model performance. The process was repeated 10 times 240
until every subset has been tested. Some statistical indicators including R 2 , Root Mean Square Error 241 https://doi.org/10.5194/acp-2019-972 Preprint. Discussion started: 14 January 2020 c Author(s) 2020. CC BY 4.0 License.
performance. The optimal model with the best performance was used to estimate the 8-h O3 243 concentration in the past decades. other models. It was well documented that the RF model generally showed the better performance 256 than other models because this method did not need to define complex relationships between the 257 explanatory variables and the O3 concentration (e.g., linear or nonlinear). Furthermore, the variable 258 importance indicators calculated by the RF model can help user to distinguish the key variables 259 from noise ones and make full use of the strength of each predictor to assure the model robustness. believed that rain scavenging served as the key pathway for the O3 removal only when O3 pollution 342 was very serious. The power of O3 column amount on surface O3 concentration seemed to be lower 343 than those of most meteorological factors, suggesting that vertical transport of ambient O3 was 344 complex. Although socioeconomic factors and land use types were not dominant factors for the O3 345 pollution in Tibetan Plateau, they still cannot be ignored in the present study because the predictive 346 performance would worsen if these variables were excluded from the model. It was widely 347 acknowledged that the emissions of NOx and VOCs focused on the developed urban areas with high 348 population density especially in the remote plateau (Zhang et al., 2007; Zheng et al., 2017) . 
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