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Abstract
We present a fully many-body formulation of topological invariants for various topological phases of fermions protected
by antiunitary symmetry, which does not refer to single particle wave functions. For example, we construct the many-body
Z2 topological invariant for time-reversal symmetric topological insulators in two spatial dimensions, which is a many-body
counterpart of the Kane-Mele Z2 invariant written in terms of single-particle Bloch wave functions. We show that an important
ingredient for the construction of the many-body topological invariants is a fermionic partial transpose which is basically the
standard partial transpose equipped with a sign structure to account for anti-commuting property of fermion operators. We
also report some basic results on various kinds of pin structures – a key concept behind our strategy for constructing many-body
topological invariants – such as the obstructions, isomorphism classes, and Dirac quantization conditions.
∗ The first two authors contributed equally to this work.
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I. INTRODUCTION
A. Symmetry-protected topological phases and topological invariants
Quantum phases of matter are characterized by their correlation functions, Tr[OR1OR2 · · · ρ], where ORi is an
operator which has a support in a space region Ri and ρ is the density matrix of the system. Conventional spontaneous
symmetry breaking phases can be detected and characterized by a set of local order parameters, i.e., Ri refers to a
region smaller than the correlation length. On the other hand, one can consider non-local operators OR where R
represents an extended region in space. For example, Wilson loop or surface operators in gauge theories are examples
of non-local order parameters, which can detect various phases (confinement, deconfinement, etc.) in gauge theories.
In condensed matter context, recent studies in symmetry-protected topological (SPT) phases have shown the
importance of new classes of non-local “order parameters” which characterize SPT phases. (Some of such non-local
order parameters are given as an expectation value of a non-local operator OR, while others are more complicated
and involve multiple (reduced) density matrices. See below for more details.) Here, we recall that SPT phases are
gapped and short-range entangled phases protected by symmetry. In other words, ground states of SPT phases can be
deformed into a trivial tensor product state by a local unitary transformation which breaks the symmetry. Topological
insulators and superconductors are celebrated examples of SPT phases of fermions. [1–13] Examples of bosonic SPT
phases have been also widely discussed. [13–24]
The purpose of this paper is to construct non-local order parameters which take quantized values for a given SPT
phase, i.e., they are topological invariants. In particular, we are mainly interested in fermionic SPT phases protected
by time-reversal or antiunitary symmetry of various kinds. We also emphasize that the topological invariants we
construct are completely formulated within the many-body Hilbert space, and should be contrasted with the existing
single-particle topological invariants. I.e., our topological invariants can be defined and evaluated even in the presence
of interactions. For example, we will give a many-body topological invariant characterizing time-reversal symmetric
topological insulators in two spatial dimensions. This should be contrasted with the single-particle topological invariant
which has been discussed previously [25–28] by using single-particle Bloch wave functions.
B. Topological terms and many-body topological invariants
Our construction of many-body topological invariants can be best illustrated by the following Euclidean path
integral. For a given gapped quantum system, we consider the path integral
Z(X, η,A) =
∫ ∏
i
Dφi exp[−S(X, η,A, φi)]. (1.1)
Here, the path integral
∫ ∏
iDφi is over all degrees of freedom of the system for a given “background” or “input”
denoted by (X, η,A). Among the input data, X is the Euclidean spacetime. A specifies a proper external/probe
background; For SPT phases protected by a unitary on-site symmetry G, one can introduce the background G gauge
field A which couples to the “matter field” φi (e.g., electrons) in order to detect SPT phases. On the other hand, SPT
phases protected by orientation reversing symmetries, such as time-reversal or spatial reflection, can be detected by
considering their “coupling” to unorientable spacetime. [10, 22, 29–32] Finally, to consider and define given matter
fields φi on X, we may need to provide additional data, which we denote by η. In particular, to define relativistic
fermion fields on X, we need to specify a spin or pin structures (and proper generalization thereof). However, since
our main concern is fermionic SPT phases in condensed matter physics, it is not entirely obvious if we should consider
spin, pin, etc. structures. Even for non-relativistic fermions, we may need to specify, for example, suitable boundary
conditions for matter fields. We will shortly discuss more about the spin (pin, and etc.) structures both in relativistic
and non-relativistic contexts. For the time being, the reader may assume relativistic fermions for simplicity.
For gapped topological phases, we expect that Z(X, η,A) includes a topological term, which is independent of local
data (e.g., metric),
Z(X, η,A) ∼ exp[iStop(X, η,A) + · · · ]. (1.2)
Here, observe that the topological part appears, in the Euclidean signature, as a phase of the partition function
Z(X, η,A). 1 The purely topological part of the partition function defines a topological quantum field theory
1 In the Euclidean signature, the real (and positive) part of the effective action − lnZ(X, η,A) is the Boltzmann weight, and hence related
to energetics. As energetics is usually local, global and topological properties of the field configurations should not enter into the real
part of the effective action.
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(TQFT). For our purpose of distinguishing different gapped (topological) phases, the topological phase part eiStop
can be used as a (many-body) topological invariant or non-local order parameter of SPT phases.
Let us mention a few examples of the topological phase factor (1.2) of the Euclidean path integral.
– In integer quantum Hall phases, the path integral of electron degrees of freedom in the presence of a background
U(1) gauge field A gives rise to the Chern-Simons term, Stop(X,A) =
k
4pi
∫
X
AdA where k = integer is the quantized
Hall conductance in unit of e2/h.
– Another simple example is provided by (1 + 1)d topological superconductors (e.g., the non-trivial phase of the
Kitaev chain [33]); Putting the Kitaev chain on the spatial circle, the imaginary time path-integral over gapped
BdG fermionic quasiparticles gives rise to Z(T 2, η) where X = T 2 is the spacetime torus, and η specifies four
possible boundary conditions (i.e., periodic/antiperiodic boundary conditions in space and temporal directions) for
BdG fermions. If BdG quasiparticles are considered as relativistic fermions, to give a specific boundary condition η
is equivalent to give a spin structure of the spacetime torus. The topological term in this case is given by the Arf
invariant of a spin structure η. [34]
– For (1 + 1)d bosonic SPT phases protected by TRS such as the Haldane spin chain, the phase of the path integral
on the real projective plane RP 2 is either 0 or pi, and hence serves as a Z2-valued topological invariant. [35, 36]
– In Ref. [37], the discretized imaginary time path integral, in the presence of a cross-cap, was evaluated for
(1 + 1)d topological superconductors in symmetry class BDI. The spacetime is effectively RP 2. It was shown that the
phase of the partition function yields correctly the Z8 SPT topological invariant for (1 + 1)d class BDI topological
superconductors. [10, 38]
C. Classification by cobordism theory and generating manifolds
In the above discussion, it is of crucial importance to choose proper input data or “background”, (X, η,A). Namely,
(X, η,A) must be a suitable manifold such that the topological term Stop(X, η,A) of the partition function, when
evaluated for (X, η,A), is non-zero. In addition, it is desirable to find backgrounds (X, η,A) for which the topological
phase factor eiStop(X,η,A) takes the “smallest possible” or “most fundamental” value; for example, for SPT phases for
which we have ZN classification (N is an integer), we naturally expect the topological invariant eiStop(X,η,A) to take
N possible values (i.e., eiStop(X,η,A) should be an N -th root of unity). Were the input (X, η,A) not chosen properly,
while eiStop(X,η,A) could carry a non-zero phase, it would take only a subset of possible values and hence would not
distinguish all possible phases in the ZN classification. (See below for more details.)
The cobordism classification of invertible topological quantum field theories (TQFTs) provides a hint for the proper
choice of (X, η,A). [13, 39] For SPT phases for which the ground state is unique on any space manifold, one can classify
possible behaviors Stop(X, η,A), i.e., classify TQFTs of special kind, so-called invertible TQFTs. The classification
of a sort of TQFTs with a background field falls into the cobordism classification of manifolds. [13, 39] In turns, this
provides classification of SPT phases.
The cobordism theory [40, 41] provides the classification of manifolds in the presence of a background field A,
which is introduced by gauging the onsite symmetry G, under the equivalence relation known as the cobordant. Two
d-dimensional manifolds (Xi, ηi, Ai) (i = 1, 2) with the structure ηi and background field Ai are said to be cobordant
iff there exists a (d+ 1)-dimensional manifold (X˜, η˜, A˜) with the structure η˜ and the background field A˜ on X˜ so that
its boundary ∂X˜ agrees with X1 unionsq (−X2) as well as the structure η˜|∂X˜ and the background field A˜|∂X˜ . The abelian
group structure is introduced by the disconnected sum [X1, η1, A1] + [X2, η2, A2] = [(X1, η1, A1)unionsq (X2, η2, A2)], which
results in the cobordism group Ωstrd (BG), the equivariant cobordism group over the classifying space of G for a given
type of structures.
The partition function Z of an invertible TQFT can be considered as a homomorphism Ωstrd (BG) → U(1),
(X, η,A) 7→ Z(X, η,A). 2 Cobordism invariant partition functions are thus labeled by elements in Hom(Ωstrd (BG), U(1)).
The free part of the coboridims group leads to the theta term eiθn, n ∈ Z, parametrized by θ ∈ R/2piZ. On the other
hand, the torsion part Tor Ωstrd (BG) classifies the SPT phase.
For our purpose to construct the order parameter of SPT phases, generating manifolds, that are generators of the
cobordism groups, are of particular importance. The partition function, when evaluated for the generator of the
cobordism group, gives rise to the most fundamental phase factor. Hence, the partition function on the generating
manifolds serves as the order parameter of SPT phases.
2 In typical situations when we want to compute SPT topological invariants, there are gapped excitations that contribute to the amplitude
of the partition function. The cobordism invariant appears in the complex U(1) phase Z(X, η,A)/|Z(X, η,A)| of the partition function
Z(X, η,A).
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D. Orientation reversing symmetries, pin structures and their variants
In the cobordism theory, η represents spin or pin structures (and proper generalizations thereof). (Invertible)
TQFTs which we expect to give an effective description of fermionic SPT phases are relativistic and depend on spin,
pin, etc. structures (i.e., we are considering spin TQFTs, etc.). The precise definitions of (the variants of) pin
structures will be given in Sec. II C.
It should be noted that, in defining these structures in relativistic contexts, fermion fields are assumed to be
transformed as a spinor under SO(d + 1) or O(d + 1) (in the Euclidean signature). As we have warned before, in
contrast, in condensed matter physics, there is no a priori Poincare´ (relativistic) invariance, and hence fermions in
condensed matter systems are not always sensitive to spin structures. Therefore, it is not obvious if the classification
of SPT phases by the cobordism group works for condensed matter systems. Nevertheless, as we discuss in Sec.
II C, there are analogues of “structures” even in non-relativistic contexts. They are symmetry twists, i.e., twisting
boundary conditions by using the symmetry of the problem. For example, for fermionic SPT phases (without any
symmetry other than fermion number parity conservation), it is known that twisting boundary conditions by fermion
number parity symmetry is a useful diagnostic tool. Such twisting in the path integral picture gives rise to periodic
or antiperiodic boundary conditions of fermions fields. Non-trivial SPT phases may “respond” to such twist in a
non-trivial way, and may be characterized and defined by such response. The twisting by fermion number parity is
precisely a non-relativistic analogue of spin structures, and coincides with spin structures if we consider relativistic
fermions.
Put differently, while fermions in condensed matter systems are not relativistic and not always sensitive to spin (and
pin) structures, when some sort of topological media (topological phases) are realized, effective relativistic fermions
can emerge, which do depend on spin structures. In short, spin may emerge from short-range entanglement in quantum
ground states. Now, the emergent spin is described by different relativistic structures (spin, pin, and their variants)
[12, 13], corresponding to different definitions of time-reversal symmetry in the Altland-Zirnbauer (AZ) symmetry
classes. This correspondence is summarized in Table III, and will be discussed in detail in Sec. II C. In particular,
we discuss the Dirac quantization conditions for variants of pin structures, i.e., pinc, pinc˜+ and pin
c˜
− structures on
unoriented manifolds.
E. Topological invariants and fermionic partial transpose
Instead of the spacetime path integral, one can also adopt the canonical operator approach which will be the focus of
our paper. In the canonical formalism, the partition functions, and hence the topological invariants can be expressed
in terms of (a set of) ground state wave functions or reduced density matrices constructed thereof and symmetry
operators. Summarizing, our guiding principle is
(?) Simulating the path-integral (the partition function) on the generating spacetime manifold of the cobordism
group by use of the ground state wave function and symmetry transformations in question.
For example, the many-body Chern number [42, 43] for the quantum Hall effect in 2-space dimensions is the
prototype of the many-body topological invariant written in terms of ground state wave functions. The electric
polarization operator (Resta’s z) [44, 45] is also known as a many-body characterization of short-range entangled
phases in the presence of the electromagnetic U(1) symmetry. More generically, the characterization of SPT phases in
terms of their ground state wave functions has been discussed both for bosons [35, 36, 46–50] and fermions. [34, 37, 47]
In our prior publication [34, 37], the strategy described above has been employed to construct many-body topological
invariants for various fermionic SPT phases.
To detect non-trivial SPT phases protected by TRS, it is necessary to consider the Euclidean path integral (1.1)
on various unoriented spacetime. It was noted previously that, in the operator formalism, unoriented spacetimes can
be effectively realized by using partial transpose. For example, for (1 + 1)d bosonic SPT phases protected by TRS
such as the Haldane chain, the generating manifold of the relevant cobordism group is the real projective plane RP 2.
It was shown that the corresponding many-body topological invariant is given by using the partial transpose of the
density matrix. [35, 36]
For fermionic systems, the notion of partial transpose must be properly introduced, i.e., the definition of partial
transpose for fermionic systems does not simply follow from the definition of partial transpose for bosonic systems
– roughly speaking, because of the fermion sign, the fermionic Fock space does not simply factorize locally, and
hence there is an extra complication in defining the notion of partial transpose. This point has been recently noticed
and discussed in Refs. [37, 51, 52]. In particular, in Ref. [51], it was noted that if we simply apply the bosonic
partial transpose to fermionic systems, by using the Jordan-Wigner transformation, the entanglement negativity, an
entanglement measure which is defined by using partial transpose, cannot capture entanglement between Majorana
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fermions. Furthermore, our findings in Ref. [37] suggest that a fermionic version of partial transpose, if properly
defined, can be used to detect fermionic SPT phases: In (1 + 1)d fermionic SPT phases with TRS T 2 = 1 (symmetry
class BDI), the generating manifold is the real projective plane. It was shown that one can use the fermionic
partial transpose to effectively simulate the real projective plane (with a proper pin− structure), and construct
the corresponding many-body topological invariant, which captures correctly the known Z8 classification. [6, 53]
F. Organization of the paper
The purpose of this paper is to construct many-body topological invariants that can detect fermionic SPT phases
protected by time-reversal or other antiunitary symmetries, following the strategy outlined above. See Table I and II
for the many-body topological invariants studied in the present paper.
There are two main technical steps for our goal, discussed in Sec. II C and in Sec. III, respectively:
• First, in Sec. II C, we give detailed descriptions of the variants of pin structures. We discuss their origin
in systems with a given TRS in the AZ classes, which are not necessarily relativistic at microscopic scales,
following Ref. [13]. We also derive (i) obstructions to give structures of various kinds, and, when it is possible
to have structures, their isomorphism classes, and also (ii) the Dirac quantization conditions for pinc and pinc˜±
connections, which are necessary input for constructing many-body topological invariants. Those readers who
are interested in the explicit formulas for many-body topological invariants can safely skip this section.
• Second, in Sec. III, we formulate partial transpose and antiunitary transformations, associated to orientation-
reversing symmetries in the AZ symmetry classes. These operations will be used in Sec. IV A to construct
many-body topological invariants in the operator formalism.
After these technical preliminaries, we will present our formula for many-body topological invariants for various
SPT phases in (1 + 1)d (Sec. IV), and in (2 + 1)d and (3 + 1)d (Sec. V):
• In Sec. IV, after giving an overview on how fermionic partial transpose and antiunitary transformations can be
used to “simulate” the path-integral on unoriented spacetime manifolds (Sec. IV A), we provide explicit formulas
for topological invariants for fermionic SPT phases in five AZ symmetry classes (BDI,DIII,AIII,AI,and AII) in
one spatial dimension. (Table I) Our formulas are benchmarked for some microscopic models numerically, and
for fixed point ground state wave functions analytically.
• In Sec. V, we provide explicit formulas for topological invariants for various fermionic SPT phases in two and
three spatial dimensions. (Table II) In particular, we discuss the celebrated examples of time-reversal symmetric
topological insulators in (2 + 1)d and (3 + 1)d. We will also give an in-depth discussion on the many-body
topological invariant for the integer quantum Hall effect. This serves as a pedagogical introduction to other
cases in symmetry classes A+CR and AII, and also illustrate that for a given path-integral (1.1) and (1.2), there
are more than one way to simulate it in the operator formalism.
We conclude in Sec. VI with outlook and open problems. Appendices are devoted to technical and mathematical
details. In particular:
• In Appendix D, the obstruction classes and topological sectors for variants pin structures are presented in a
self-contained manner.
• In Appendix E, we present the derivation of the Dirac quantization condition for pinc and pinc˜± connections.
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TABLE I. List of many-body topological invariants for fermionic topological phases studied in the present paper. The first
column specifies the AZ symmetry class. The second column shows the cobordisms of pin structures. [13] The bold Z2 and Z
represent topological phases which appear only in the presence of interaction. KB and RP 2 represent the Klein bottle and the
real projective plane, respectively.
AZ class
and space
dim.
Cobordism
Generating
spacetime manifold
Topological invariant Comment Section
BDI in
(1 + 1)d Ω
Pin−
2 = Z8 RP
2 Tr
[
ρIC
I1
T ρ
T1
I [C
I1
T ]
†
] Adjacent partial
transpose. [37]
IV B
DIII in
(1 + 1)d Ω
Pin+
2 = Z2 KB, (R,R) sector Tr
[
ρI1∪I3
(
(−1)F2)CI1T ρT1I1∪I3((−1)F2)[CI1T ]†]
Disjoint partial
transpose with
intermediate fermion
parity twist.
IV C
AIII in
(1 + 1)d Ω
Pinc
2 = Z4
RP 2, the flux
threading RP 2 is
quantized to ±i
Tr
[
ρIU
I1
S ρ
T1
I [U
I1
S ]
†
] Adjacent partial
transpose.
IV D
AI in
(1 + 1)d Ω
Pinc˜−
2 = Z× Z2
RP 2 for Z2 and a
2-manifold with a
unit magnetic flux
for Z
Tr
[
ρIC
I1
T ρ
T1
I [C
I1
T ]
†
]
for Z2
Adjacent partial
transpose. Z2 phase is
an interaction enabled
SPT phase which is
equivalent to the
Haldane phase.
IV E
AII in
(1 + 1)d Ω
Pinc˜+
2 = Z
RP 2 with a half
magnetic flux∫
RP2
F = pi
Tr
[
ρI
∏
x∈I1 e
piixnˆ(x)
2|I1| CI1T ρ
T1
I [C
I1
T ]
†∏
x∈I1 e
−piixnˆ(x)
2|I1|
] Adjacent partial
transpose with the twist
operator.
IV F
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TABLE II. List of many-body topological invariants for fermionic topological phases studied in the present paper. The first
column specifies a AZ symmetry class. The second column shows the cobordisms of pin structures. [13] The bold Z2 and Z
represent topological phases which appear only in the presence of interaction. KB and RP 2 represent the Klein bottle and the
real projective plane, respectively.
AZ class
and space
dim.
Cobordism
Generating
spacetime
manifold
Topological invariant Comment
Section
DIII in
(2 + 1)d Ω
Pin+
3 = Z2
KB(x, y) ×S1(z)
with the periodic
boundary
conditions for all
the
x, y, z-directions
Tr
[
ρR1∪R3
(
(−1)F2)CR1T [ρR1∪R3((−1)F2)]T1 [CR1T ]†]
Disjoint partial
transpose with
intermediate fermion
parity twist.
V A
〈
GS
∣∣∣ Nˆ ∣∣∣GS〉∣∣∣∫
F=2pi
−
〈
GS
∣∣∣ Nˆ ∣∣∣GS〉∣∣∣
F=0
Charge pumping.
Described by the
Chern-Simons theory.
V B 1
A in
(2 + 1)d
Chiral
phases.
Topological
classifica-
tion is
Z× Z.
(2d manifold with
a unit magnetic
flux
∫
F = 2pi) ×
(S1 with a flux θ)
for Z
i
2pi
∮
dθy log
〈
GS(θy)
∣∣∣∣∏x,y e 2piixnˆ(x,y)Lx ∣∣∣∣GS(θy)〉
Twist operator along
the x-direction with
twisted boundary
condition along the
y-direction.
V B 3
i
2pi
∮
dθ log
〈
GS
∣∣∣ ∏
(x,y)∈R1∪R2
e
2piiynˆ(x,y)
Ly
·Swap(R1, R3)
∏
(x,y)∈R1∪R2
eiθnˆ(x,y)
∣∣∣GS〉
Swapping two disjoint
intervals and the twist
operator.
V B 4
〈GS(∫ F = 2pi) |CR |GS(∫ F = 2pi)〉
〈GS(F = 0) |CR |GS(F = 0)〉
Ground state parity of
CR in the presence of a
unit magnetic flux. [12]
V C 1
A+CR,
(CR)2 = 1
in (2 + 1)d
Ω
Pinc˜+
3 = Z2
KB[(x, y) ∼ (1−
x, y + 1)]× S1(z)
with a unit
magnetic flux∫
Fzx = 2pi
exp
[ ∫ 2pi
0
〈GS(KB; θ)|∂θ|GS(KB; θ)〉 dθ
] Berry phase of the
ground state wave
function on the Klein
bottle.
V C 2
〈
GS
∣∣∣∣∣∣
∏
(x,y)∈R2
e
2piiynˆ(x,y)
Ly
∏
(x,y)∈R3
(−1)nˆ(x,y)CR|R1∪R3
∣∣∣∣∣∣GS
〉 Partial CR flip
exchanging two disjoint
regions and
intermediate twist
operator.
V C 3
AII in
(2 + 1)d Ω
Pinc˜+
3 = Z2
KB[(x, y) ∼ (1−
x, y + 1)]× S1(z)
with a unit
magnetic flux∫
Fzx = 2pi
TrR1∪R3
[
ρ+R1∪R3C
R1
T [ρ
−
R1∪R3 ]
T1 [C
R1
T ]
†
]
,
ρ±R1∪R3 = TrR1∪R3
[ ∏
(x,y)∈R2
e
± 2piiy
Ly
nˆ(x,y) |GS〉 〈GS|
]
.
Disjoint partial
transpose along the
x-direction with
intermediate U(1) twist
which varies in the
y-direction as e2piiy/Ly .
V D
A in
(3 + 1)d
ΩSpin
c
4 =
Z× Z
Two theta terms.
One of Z× Z is
generated by a
4-manifold X with
1
8pi2
∫
X
F 2 = 1
〈
GS(
∫
Fxy = 2pi)
∣∣∣∣ e 2piiLz ∑x,y,z znˆ(x,y,z) ∣∣∣∣GS(∫ Fxy = 2pi)〉
Ground state
expectation value of the
twist operator along the
z-direction in the
presence of a unit
magnetic flux in the
xy-plane.
V E
exp
[∮ 2pi
0
〈
GS
( ∫
Fxy = 2pi,∮
Az = θz
) ∣∣∣∣ ∂θz ∣∣∣∣GS( ∫ Fxy = 2pi,∮ Az = θz
)〉
dθz
] Berry phase of theground state wave
function in the presence
of a unit magnetic flux
in the xy-plane. [54]
A + CR,
(CR)2 = 1
in (3 + 1)d
ΩPin
c˜
4 =
Z2×Z2×Z2
One of
Z2 × Z2 × Z2 is
generated by a
4-manifold X with
1
8pi2
∫
X
F 2 = 1
〈GS(∫ Fxy = 2pi, ∮ Az = pi) |CR |GS(∫ Fxy = 2pi, ∮ Az = pi)〉
〈GS(∫ Fxy = 2pi, ∮ Az = 0) |CR |GS(∫ Fxy = 2pi, ∮ Az = 0)〉
CR reflection (acting
the xy-plane) on the
ground state with a unit
magnetic flux in the
xy-plane and pi-flux
along the z-direction.
V E 2
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II. VARIANTS OF PIN STRUCTURES
In this section, we will discuss time-reversal symmetries of various kinds in the AZ symmetry classes, and the
corresponding variants of pin structures in relativistic fermion theories. These structures are important input for
the cobordism classification of fermionic TQFTs (spin or pin TQFTs), which provides the classification of cobordism
invariant partition functions obtained by the Euclidean path integral of fermionic quantum field theories. This
section may be skipped, if the reader is interested mostly in the explicit formulae of many-body topological invariants
of fermionic SPT phases, which can be found in the later sections.
In Sec. II A 1, we start by discussing time-reversal in the Euclidean path integral for generic systems without
assuming relativistic invariance. Within the Euclidean path integral, TRS can then be used to twist boundary
conditions, leading to unorientable spacetime such as the real projective plane, Klein bottle, etc. (Sec. II A 2.) As
discussed in Sec. I, the path integral on these spacetime manifolds can serve as topological invariants of fermionic
SPT phases. While this can be done without assuming relativistic invariance, we will then move on to relativistic
quantum field theories. In the relativistic context, in order to consider fermionic theories on unorientable spacetime,
we can start from local definitions of fermionic spinors (on each coordinate patch). They can be then glued together
to give the global definitions of fermionic spinors on unorientable spacetime. As we will see, in this construction,
TRS constitutes a part of this gluing operation. This consideration allows us to establish a connection between
(twisting or gluing by) TRS in the AZ symmetry classes and (variants of) pin structures in relativistic quantum field
theory (Sec. II A 3). In the following Sections II B and II C, we will discuss variants of pin structures in more detail,
and, in particular, derive obstructions and isomorphism classes (classifications) of variants of pin structures, and the
“Dirac quantization conditions” for pinc and pinc˜± structures. (Most of the details of the derivations are presented in
Appendices D and E.) The Dirac quantization conditions will be important in constructing many-body topological
invariants in the later sections.
A. Variants of pin structures and their origins in non-relativistic systems
1. Time-reversal symmetry in Euclidean path integral
In this section, we consider how TRS can be implemented in the Euclidean path integral: This should be contrasted
with TRS in the operator formalism, where time-reversal is given by an anti-linear and anti-unitary operator acting on
the Hilbert space. The path-integral formulation is particularly useful when discussing twisting boundary conditions
by TRS to generate unorientable spacetimes. For real fermion fields (in symmetry class BDI), this point was already
discussed in Ref. [37]. Here, we will take complex fermion fields in symmetry class AI and AII as an example.
Let {ψˆ†j , ψˆj} be a set of fermionic creation and annihilation operators. Here, the index j labels collectively all
degrees of freedom including the spatial coordinates, and internal degrees of freedom. Suppose that anti-unitary
time-reversal Tˆ acts on these operators as
Tˆ ψˆ†j Tˆ
−1 = ψˆ†k[UT ]kj , Tˆ iTˆ−1 = −i. (2.1)
The Hermite conjugate of (2.1) leads to the transformation rule for the fermion annihilation operators, ψˆj . Here, UT
is a unitary matrix and satisfies
UTU∗T = ±1. (2.2)
The ± signs correspond to time-reversal which squares to +1, Tˆ 2 = 1 (non-Kramers), and to the fermion number
parity (−1)F , Tˆ 2 = (−1)F (Kramers), respectively.
Let us now consider a free fermionic Hamiltonian Hˆ =
∑
jk ψˆ
†
jhjkψˆk. By the standard coherent state path-integral,
the partition function Z can be expressed as the Euclidean path integral,
Z =
∫
Dψ¯Dψe−S = Det(∂τδjk + hjk), (2.3)
S =
∫
dτψ¯j(τ)
[
∂τδjk + hjk
]
ψk(τ), (2.4)
where ψ¯j(τ) and ψk(τ) are independent Grassmann variables. Requiring TRS, Tˆ HˆTˆ
−1 = Hˆ, which is equivalent to
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UTh∗U†T = h, implies that the action S is invariant under the following renaming of path-integral variables,
TE :ψj(τ) 7→ iψ¯k(−τ)[UT ]kj ,
ψ¯j(τ) 7→ i[U†T ]jkψk(−τ), (2.5)
which looks like a composition of reflection in the imaginary time direction and a particle-hole transformation. Now
it is clear that time-reversal in the operator formalism is translated into reflection along the imaginary time direction
in the Euclidean path integral. 3 It should be noticed that, in contrast to the operator formalism, both the first
and second equations in (2.5) are needed to define the Euclidean TRS since the Grassmann fields ψj and ψ¯j are
independent.
Another important point to note is that, when TRS is translated into the particle-hole reflection symmetry in
the Euclidean path integral, (2.5), the additional pure imaginary phase factor ±i must be introduced. This is
to compensate the minus sign arising from the anticommuting property of Grassmann variables. We will see in
Sec. III A 2 that a similar phase factor arises when we introduce the fermionic partial transpose. We also note that
the square of the Euclidean TRS TE is T
2
E = 1 for Tˆ
2 = (−1)F and T 2E = −1 for Tˆ 2 = 1.
2. Twisting boundary condition by time-reversal
Unitary on-site symmetries in quantum many-body systems (quantum field theories) can be used to twist boundary
conditions, or to introduce symmetry-twist defects, by introducing a branch cut (or branch sheet). In the presence
of a symmetry-twist defect, quantum fields, when adiabatically transported across a branch cut (sheet), will be acted
upon by the symmetry operator. Twisted boundary conditions and symmetry-twist defects have been proven to be
useful diagnostic tools to detect properties of the systems. In particular, different SPT phases protected by symmetries
respond to the twisted background in different ways, and hence can be distinguished and characterized this way.
Twisting boundary conditions is most commonly done in particle number conserving systems, where boundary
conditions can be twisted by adding a U(1) phase. For example, in the context of the quantum Hall effect, from
the response of the system to the twisted boundary condition, one can extract the quantized Hall conductance (see
Sec.V B). One can also introduce a symmetry-twist defect in this context, a small flux tube carrying unit flux quantum,
which accumulates/depletes charge. The quantized response to the flux tube can be used as a characterization of the
quantum Hall system.
For fermionic systems without particle number conservation, e.g., those described by the BdG equations, boundary
conditions can still be twisted by using fermion number parity – by adding ± signs corresponding to periodic/anti-
periodic boundary conditions. Twisting by fermion number parity can be used, for example, to detect the non-trivial
topological superconductor phase of the Kitaev chain.
An orientation reversing symmetry, such as time-reversal or spatial reflection, can be used to twist boundary
conditions as well. This procedure effectively leads to spacetime manifolds which are not orientable in general.
Different SPT phases protected by an orientation reversing symmetry can then be distinguished and characterized
by their responses to unoriented geometry/topology of spacetime manifold. For example, in Ref. [37], it was shown
that the Z8 SPT invariant of (1+1)d topological superconductor phases in symmetry class BDI can be detected by
the discretized imaginary time path-integral in the presence of a cross-cap (the relevant spacetime is RP 2).
3. Spin and pin structures, and their variants
a. Spin and pin structures The above construction of the path-integral on unoriented spacetime manifolds
through twisting boundary conditions by an orientation reversing symmetry can be applied to systems without
relativistic invariance. On the other hand, in the presence of relativistic invariance, the construction of fermionic,
relativistic quantum field theories on generic (both orientable and unorientable) spacetime can be done once we specify
how we glue local definitions of fermionic spinors. The data needed to specify the gluing rule consists of structures,
such as spin or pin structures. We will now see that TRS constitutes a part of this gluing operation, and hence a
specific choice of TRS corresponds to a specific type of pin structures (and variants thereof).
To be specific, let us start by recalling the standard construction of (unoriented) spacetime manifolds, and quantum
fields on them. We will first focus on real fermion fields, i.e., systems without having particle number conservation
3 Here, we consider the quadratic Hamiltonian for simplicity. However, including interactions in the Hamiltonian gives rise to no extra
difficulties, and leads to the same result, (2.5).
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Symmetry AZ class Relativistic pin structure
(−1)F D Spin
(−1)F , Tˆ , Tˆ 2 = 1 BDI Pin−
(−1)F , Tˆ , Tˆ 2 = (−1)F DIII Pin+
U(1) A Spinc
U(1)o Tˆ , Tˆ 2 = 1 AI Pinc˜−
U(1)o Tˆ , Tˆ 2 = (−1)F AII Pinc˜+
U(1)× CˆTˆ AIII Pinc
TABLE III. Orientation reversing symmetries in the Altland-Zirnbauer (AZ) classification [55] and corresponding relativistic
spin and pin structures in fermionic systems. Here, (−1)F is the fermion number parity, Tˆ is antiunitary time-reversal, and
Cˆ is unitary particle-hole symmetry. The semidirect product U(1) o Tˆ means that the U(1) charge eiQ is flipped under Tˆ as
Tˆ eiQTˆ−1 = e−iQ.
symmetry, and discuss spin and pin± structures. We start from a collection of “patches”, {Ui}. These patches are
glued together to give a global definition of a Riemannian manifold X. (Here, we adopt the Euclidean signature.)
When two patches intersect, there is a transition function relating two patches. The transition functions take their
values in SO(d + 1) for an oriented, (d + 1)-dimensional Riemannian manifold. Here, SO(d + 1) is the structure
group acting on the frame fields (vielbein) on the tangent spaces. Similarly, global definition of a quantum field on
the manifold can be made by first considering quantum fields on individual patches and then gluing them together.
For a relativistic fermion field on X, SO(d + 1) is lifted to its double cover, Spin(d + 1), which is generated by
Σab = [γ
a, γb]/4i where γa=1,...,d+1 are gamma matrices. The choice of signs that arises in this lifting defines a spin
structure.
Similarly, for an unoriented, (d + 1)-dimensional Riemannian manifold X, the transition functions are members
of O(d + 1), i.e., the structure group is O(d + 1). To define relativistic fermion fields on X, O(d + 1) should be
lifted to its double cover, Pin+(d + 1) or Pin−(d + 1). Here, these are two different double covers of O(d + 1).
Once again, sign ambiguities that arise in the lifting define the pin structures. In addition to continuous spinor
rotations generated by Σab, Pin±(d+1) has an element which reverses the orientation, and squares to ±1. To be more
specific, Pin±(n) groups are defined as follows. Let Cliff±n be the algebra over R generated by e1, . . . , en subject
to the relations eiej + ejei = ±2δij . Introduce the “mode space” M := {
∑
i xiei|xi ∈ R} with an inner product
(x, y) = 12 (xy + yx), x, y ∈M . The Pin±(n) group is defined by
Pin±(n) := {v1 · · · vr|vi ∈M, (vi, vi) = ±1}. (2.6)
Summarizing, relativistic fermion fields can be defined globally on an unoriented manifold, by patching and gluing
local definitions by Pin±(d+1). The gluing by the orientation-reversing element in Pin±(d+1) is an analogue of twisting
by orientation-reversing symmetry which we discussed without assuming relativistic invariance. As mentioned, an
orientation reversing symmetry in the Euclidean signature which squares to ±1 corresponds to time-reversal symmetry
which squares to (−1)F and +1, respectively, in the operator formalism. That is to say, symmetry classes DIII and
BDI correspond to Pin+(d+ 1) and Pin−(d+ 1) respectively in the relativistic context.
It once again should be stressed that in the above definitions, fermion fields are assumed to transform as a spinor
under SO(d + 1) or O(d + 1). The main difference between condensed matter systems and relativistic systems is
the absence of a priori rotation symmetry in condensed matter systems. Put differently, fermion fields in condensed
matter systems do not know the transformation rule under O(d+1) rotations because of the lack of rotation symmetry.
4 It is thus not obvious that the classification of SPT phases by the cobordism group still works for condensed matter
systems. Nevertheless, when some sort of topological media (topological phases) are realized, effective relativistic
fermions can emerge, which are sensitive to spin and pin structures. In short, spin may emerge from short-range
entanglement in quantum ground states.
b. Variants of spin/pin structures and AZ symmetry classes The above correspondence between orientation
reversing symmetries and pin structures can be extended to other T and CT symmetries in AZ symmetry classes:
There is a one-to-one correspondence between AZ symmetry classes and types of spin and pin structures in Euclidean
relativistic quantum field theories, as summarized in Table III.
Let us give a brief overview of Table III. More details are given in Appendix D. First, for the symmetry class in which
only fermion number parity is conserved, i.e., symmetry class D, the corresponding structures are spin structures.
4 In lattice systems, the degrees of freedom obey a representation of space group under consideration.
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Next, if, in addition to fermion number parity conservation, there is time-reversal symmetry, the corresponding AZ
class is either class DIII or BDI, depending on if T 2 = (−1)F or T 2 = 1, respectively. For these classes, we associate
pin+ or pin− structures. These structures are associated to Pin+ or Pin− groups, respectively.
We now add the electric charge U(1) conservation, and consider symmetry classes A, AIII, AI, and AII. First, for
symmetry class A, we consider spinc structures. I.e., fermions on manifolds endowed with a spinc structure, in which
states obey the so-called spin-charge relation. [56] Next, let us consider symmetry class AIII. Symmetry class AIII
respects CT (the combination of time-reversal and unitary particle-hole symmetry). The corresponding structures
are called pinc structures. Finally, symmetry classes AII and AI respect, in addition to the U(1) charge conservation,
time-reversal symmetry which squares to (−1)F and 1, respectively. The corresponding structures are called pinc˜±
structures. pinc˜± structures are variants of ordinary pin± structures, which were introduced by Refs. [13, 57], and will
be discussed in detail shortly. To be precise, the pinc and pinc˜± structures are associated with the patch transformations
of fermionic fields which are elements of Pinc(n) and Pinc˜±(n) group, respectively. (See Appendix E for details.)
In addition to these symmetry classes and their corresponding structures, there remain symmetry classes (C, CI
and CII) and structures (G0,±). G0, G+, and G− structures are SU(2) analogs of spinc and pinc structures, where
U(1) is replaced by the internal SU(2) symmetry. (See Appendix D.)
B. Obstructions and classifications for variants of spin/pin structures
Manifolds for which we can endow a spin structure are called spin manifolds. It is important to realize that not all
manifolds are spin – there may be an obstruction. For spin structures, the following theorem is known:
Lemma II.1 (Spin-structure). The following holds true:
• A principal O(n)-bundle P → X admits a spin structure if and only if w1(P ) = 0 and w2(P ) = 0.
• In the case when P admits a spin structure, the set of isomorphism classes of spin structures on P is identified
with H1(X;Z2).
From the second statement, it follows that on T 2 different spin structures correspond to different choices of periodic
and antiperiodic boundary conditions – this has been mentioned and used in the above example of the Kitaev chain.
It should be empathized that the second statement implies the set of spin structures on X is equivalent to H1(X;Z2)
as a set. Moreover, the set of spin structures is a H1(X;Z2)-Torsor, i.e., any spin structure η can be obtained from
a shift η = η0 + A by a Z2-background field A ∈ H1(X;Z2) on a some “reference” spin structure η0. There is no
canonical choice of the reference spin structure η0, which contrasts with Z2-background fields where there is the zero
flux in H1(X;Z2). The absence of any reference elements is a feature of the spin structure (and variants of pin
structures).
Similarly, for other types of structures (including G0,±), one can discuss their obstructions, and isomorphism classes
(“classifications”). These are derived and discussed in detail in Appendix D.
C. Dirac quantization conditions
Let us begin this part by an important remark that in U(1) charge conserving systems on a manifold with a
spinc/pinc/pinc˜± structure, the background U(1) gauge field A is not globally defined. Instead, it should be considered
as a spinc/pinc/pinc˜± connection.
This point can be clearly seen for spinc connections as follows. [56] The Dirac operator on a spinc manifold takes a
form Dµ = D
(0)
µ −iAµ, where D(0)µ is the part independent of A (but can include the contribution from the background
gravitational field), and we have assumed the complex fermion field carries unit charge. On a general spinc manifold
X which is not spin, D
(0)
µ is not well-defined by itself and Aµ is not a U(1) connection globally.
5 To make Dµ well-
defined as a whole, Aµ should satisfy the “Dirac quantization condition” modified by the gravitational contribution
as ∫
C
F
2pi
≡ 1
2
∫
C
w2(TX) mod 1 (2.7)
5 A U(1) connection Aµ here means a data of 1-forms Ai ∈ Ω1(Ui) defined on local patches which are subject to the gluing condition
Ai = Aj + dαij on the intersection Ui ∩ Uj . Here the data eiαij : Ui ∩ Uj → U(1) subject to the cocycle condition eiαij eiαjkeiαki = 1
is a complex line bundle L.
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Antiunitary
symmetry
Reflection symmetry Relativistic structure
Dirac quantization
condition
Topological
sector
Comment
Boson
CT R O × U(1) c ≡ 0 H2(X;Z) Bosonic paramagnet
T CR O n U(1) c˜ ≡ 0 H2(X; Z˜) Bosonic insulator
CT R Pinc = Pin+ ×{±1} U(1) c ≡ 12w2 H2(X;Z) Class AIII
Fermion T , T 2 = (−1)F CR, (CR)2 = 1 Pinc˜+ = Pin+ n{±1} U(1) c˜ ≡ 12w2 H2(X; Z˜) Class AII
T , T 2 = 1 CR, (CR)2 = (−1)F Pinc˜− = Pin−n{±1} U(1) c˜ ≡ 12w2 + 12w21 H2(X; Z˜) Class AI
TABLE IV. Dirac quantization conditions. T , C, and R means TRS, charge-conjugation (particle-hole) symmetry, and
reflection symmetry, respectively, where T is antiunitary. C flips the U(1) charge Q as CQC−1 = −Q, while T and R preserves
Q. In the fifth column, c is a 2-cochain c ∈ C2(X;R) and c˜ is a twisted 2-cochain c˜ ∈ C2(X; R˜), where R˜ is the local system
associated to w1(TX) ∈ H1(X;Z2). wi = wi(TX) ∈ Hi(X;Z2) (i = 1, 2) are i-th Stiefel-Whitney classes of the tangent bundle
TX. a ≡ b means a = b modulo Z.
for all two-cycles C ∈ Z2(X;Z), 6 where w2(TX) ∈ H2(X;Z2) is the second Stiefel-Whitney class that measures the
obstruction to give a spin structure on X.7 The condition (2.7) implies that for a two-cycle with
∫
C
w2(TX) = 1 mod 2
the “monopole charge” inside the C is quantized to half integers. We may call (2.7) the Dirac quantization condition
for spinc connections.
For our purpose of finding non-local order parameters (topological invariants) of fermionic SPT phases realized
in U(1) charge conserving systems, we need to understand the allowed background U(1) gauge fields A on closed
spacetime manifolds, in particular, unoriented ones. For complex fermion fields, the transition functions between two
patches belong to Spinc, Pinc or Pinc˜± groups according to the symmetry, where the Dirac quantization condition
for the U(1) gauge field A is different from that of U(1) gauge fields associated with a complex line bundle. Once
the Dirac quantization conditions of the U(1) gauge fields associated with these complex spinor bundles are properly
fixed, we can find all possible topological sectors of background U(1) gauge fields on a given spacetime manifold.
The Dirac quantization conditions for spinc, pinc, and pinc˜± connections are summarized in Table IV. (The Dirac
quantization conditions for ordinary U(1) and twisted U(1) connections are also presented, which are relevant to
complex scalar fields with CT and T symmetries, respectively.) The details of the derivation of the Dirac quantiza-
tion conditions are presented in Appendix E. Here, we mention two examples, which are related to the many-body
topological invariants discussed in later sections.
1. Ex: pinc structure on RP 2
A nontrivial example of the Dirac quantization condition of pinc structures is found in the real projective plane RP 2.
There are two inequivalent topological sectors as H2(RP 2;Z) = Z2 and the condition listed in Table IV is nontrivial
c ≡ 12w2(T (RP 2)) 6= 0. (See Fig. 1[a] for a representative of w2(T (RP 2)).) Two inequivalent pinc structures on RP 2
can be detected by the ±i holonomy along the Z2 cycle. Notice that trivial pinc connection Apinc = 0 is forbidden due
to the condition c 6= 0. Also, on unoriented manifolds, the field strength Fpinc (in the sense of Euclidean spacetime)
should be zero. An example of pinc connections Apinc on RP 2 is shown in Fig. 1[b], where the field strength threading
a simplex is given by Fpinc = 2pic + δApinc . One can find that the shift by 2pic makes Fpinc flat. The alternative
topological sector is given by −Apinc .
The ±i holonomy is relevant to the construction of the many-body Z4 SPT invariant of (1 + 1)d SPT phases with
CT or R symmetry. The generating manifold of the cobordism group ΩPin
c
2 = Z4 is given by RP 2. We therefore need
to simulate the ±i holonomy properly in the operator formalism. In fact, in the case of the reflection symmetry R with
R2 = 1, the partial reflection combined with the ±pi/2 U(1) charge rotation gives rise to the correct Z4 invariant. [34]
In Sec. IV D, we will see that the same ±i phase rotation is involved in the definition of the Z4 SPT invariant in
(1 + 1)d class AIII systems. In Appendix F 2, we present the detailed calculation of the Z4-quantized eta invariant
on RP 2 with pinc structures.
6 The r.h.s. of (2.7) means the pairing 〈w2(TX), [C]〉.
7 Roughly speaking, a spinc-connection can be thought of as a connection associated to the “square root” L1/2 of a complex line
bundle L, because the obstruction to give a square root ±eiαij/2 of transition functions eiαij determines a two-cocycle by zijk =
(±eiαij/2)(±eiαjk/2)(±eiαki/2) ∈ ±1 and zijk is equivalent to the two-cocycle of w2(TX). [58]
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[c][b][a]
FIG. 1. A simplicial complex of RP 2. [a] Z2 numbers assigned in the bonds refer to a representative of orientation bundle
w1 ∈ H1(RP 2;Z2). A representative for w2 is given as w2 = w21. [b] A pinc connection on RP 2. [c] A pinc˜+ connection on RP 2.
The red lines refer to a representative of orientation bundle w1.
2. Ex: pinc˜+ structure on RP 2
In Bosonic U(1)oT and pinc˜± structures, thanks to the minus sign accompanied with an orientation-reversing patch
transformation for U(1) fields, the field strength (in the sense of Euclidean spacetime) can be finite. Interestingly, the
Dirac quantization condition of pinc˜+ connections on RP 2 is nontrivial, which can be compared with that of pinc˜− and
U(1)o T as
c˜ ≡ 1
2
w2(TRP 2) for pinc˜+, (2.8)
c˜ ≡ 0 for pinc˜− and Bosonic U(1)o T. (2.9)
Because H2(RP 2; Z˜) ∼= Z is free, the Dirac quantization condition (2.8) implies that the monopole charge inside RP 2
is quantized to half integers ∫
RP 2
F |pinc˜+
2pi
∈ Z+ 1
2
. (2.10)
Correspondingly, the monopole charge on the double cover S2 of RP 2 is given by an odd integer. An explicit pinc˜+
connection Apinc˜+ with
∫
RP 2 Fpinc˜+/2pi = 1/2 is shown in Fig. 1[c], where the field strength threading a simplex is given
by Fpinc˜+ = 2pic˜+ δwApinc˜+ . (δw is the twisted differential. See Appendix C.)
The existence of the half integer monopole is consistent with that the charge pump is quantized to even integers
due to the Kramers degeneracy in the presence of TRS with T 2 = (−1)F . The pinc˜+ cobordisms in 2d is given by
Ω
Pinc˜+
2 = Z [13] which is generated by RP 2 with 1/2 monopole. The cobordism invariant topological action is theta
term
Z[X,A] = exp
[
iθ
∫
X
F
2pi
]
. (2.11)
In this normalization of θ, the periodicity of θ is 4pi since the minimum magnetic flux is
∫
RP 2 F/2pi = 1/2. Put
differently, a TQFT describing gapped phases of complex fermions in (1 + 1)d with TRS with T 2 = (−1)F is labeled
by θ ∈ R/4piZ. Recall that the adiabatic charge pump occurs when there is a closed cycle in the parameter space.
Because of the 4pi periodicity, the adiabatic pump is quantized to even integers,
Qadia =
1
2pi
∮
one period
dθ ∈ 2Z, (2.12)
as expected.
In Appendices F 3 and F 4, we explicitly compute the theta terms for pinc˜− and pin
c˜
+ structures, respectively, and
confirm the half monopole flux in RP 2 for the pinc˜+ structure.
III. FERMIONIC PARTIAL TRANSPOSE AND PARTIAL ANTIUNITARY TRANSFORMATIONS
In this section, we are concerned with partial transpose and related operations in fermionic systems. These opera-
tions are necessary technologies to construct many-body topological invariants of fermionic SPT phases in Sec. IV.
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For bosonic systems, the partial transpose of an operator is defined as follows. Here, for definiteness, we consider
the (reduced) density matrix ρI of a many-body bosonic system. Let us consider a bosonic Hilbert space H and the
sub Hilbert space HI . The reduced density matrix ρI is obtained from the density matrix ρtot by tracing out all
degrees of freedom in the complement HI¯ , ρI = TrI¯ρtot. We further consider the bipartition (the tensor factorization)
of HI to two sub Hilbert spaces, HI = HI1 ⊗HI2 . The partial transpose of the density matrix ρI with respect to HI1 ,
denoted by ρT1I , is defined by
ρT1I =
∑
ijkl
|e1i , e2j 〉 〈e1k, e2j |ρI |e1i , e2l 〉 〈e1k, e2l | , (3.1)
where |e1j 〉 and |e2k〉 denote an orthonormal set of states in the I1 and I2 regions. The (bosonic) partial transpose has
been used as a way to diagnose quantum entanglement, e.g., to define entanglement measures such as the entanglement
negativity, and also to construct topological invariants for bosonic SPT phases. [35]
We should note that the partial transposition introduced in Eq. (3.1), which is simply swapping indices of the first
interval, is strictly defined for bosons. In order to define a consistent definition for fermions, one needs to take into
account the anti-commuting property of fermion operators. Later in this section, we show that the fermionic definition
is equivalent to matrix transposition up to a phase factor.
A. Fermionic partial transpose
In this section, we first present a definition of the fermionic partial transpose in a basis in terms of real fermions
and second recast this definition as a change of Grassmann variables in the fermionic coherent state representation.
Using the latter definition, we derive the transformation rules in the occupation number basis. In later sections, we
use the first approach in the Majorana basis to carry out analytical calculations for the fixed point wave functions
and implement a numerical method to compute the partial transpose based on the second approach in the coherent
state representation. Our convention of the fermion coherent state is summarized in Appendix A.
1. Fermionic Fock space
Let fj(j = 1, . . . , N) be complex fermion operators satisfying the anticommutation relations
{fj , f†k} = δjk, {fj , fk} = {f†j , f†k} = 0. (3.2)
The Fock vacuum |vac〉 of the complex fermion operators fj is defined as a state that is annihilated by all fj ,
fj |vac〉 = 0 for j = 1, . . . , N . The Fock space F =
⊕N
a=1 Fa is spanned in the occupation bases by
|n1n2 . . . nN 〉 = |{nj}〉 := (f†1 )n1(f†2 )n2 · · · (f†N )nN |vac〉 . (3.3)
The fermion number parity operator (−1)F is defined by
(−1)F :=
N∏
j=1
(−1)f†j fj , (−1)F |vac〉 = |vac〉 . (3.4)
In the present paper, we always assume the fermion number parity symmetry, which means terms composed of odd
numbers of fermions such as fj , f
†
j fkfl are excluded in Hamiltonians. As a consequence, we can focus only on states
|φ〉 in the Hilbert space F with a definite fermion number parity, (−1)F |φ〉 = ± |φ〉.
For a fermionic Fock space F generated by N complex fermion operators, we can introduce real fermion operators
by
c2j−1 = f
†
j + fj , c2j = −i(f†j − fj), j = 1, . . . , N. (3.5)
Any operator A acting on the Fock space F is expanded in terms of the real fermion operators cj(j = 1, . . . , 2N) as
A =
2N∑
k=1
∑
p1<p2···<pk
Ap1···pkcp1 · · · cpk , (3.6)
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where Ap1...pk are complex numbers, and are fully antisymmetric under permutations of {1, . . . , k}. The fermion
number parity in terms of the real fermion operators is given by
(−1)F =
N∏
j=1
(ic2j−1c2j). (3.7)
2. Definition of fermionic partial transpose
A standard anti-automorphism A 7→ AT of a Clifford algebra is defined by reversing the ordering of generators
in the expansion (3.6) as (cp1cp2 . . . cpk)
T = cpk · · · cp2cp1 . This definition is extended linearly to general elements in
the Clifford algebra. This operation is involutive (AT)T = A, linear (zA)T = zAT for a C number z, and satisfy
(AB)T = BTAT. We hence call it transpose.
Let us now divide the real fermion operators I = {c1, . . . , c2N} into two subsystems I1 ∪ I2 = {c1, . . . , c2N1} ∪
{c2N1+1, . . . , c2N} =: {a1, . . . , a2N1}∪{b1, . . . , b2N2}, where N1 +N2 = N . We would like to define a kind of “partial”
transpose for the subsystem I1 (and I2), focusing only on the subalgebra consisting of operators which preserve the
fermion number parity. 8 For a fermion number parity preserving operator A, the expansion (3.6) consists of operators
with even number of real fermion operators,
A =
k1+k2=even∑
k1,k2
Ap1···pk1 ,q1···qk2ap1 · · · apk1 bq1 · · · bqk2 . (3.8)
We introduce a linear transformation A 7→ AT1 (AT2) on the Clifford algebra as a vector space (but AT1 is not an
algebra homomorphism) for the subsystem I1 (I2) so as to satisfy:
1: The successive transformation on I1 and I2 recovers the full transpose (A
T1)T2 = AT.
In addition, we demand the following “good” properties:
2: Preserving identity
(Id)T1 = Id. (3.9)
3: Under inner automorphisms U which induce O(2N1)×O(2N2) rotations of real fermion operators as UajU† =
[O1]jkak and UbjU† = [O2]jkbk, the linear transformation AT1 satisfies 9
(UAU†)T1 = UAT1U†. (3.10)
The third condition largely restricts a possible form of AT1 . Let FT1(A) = A
T1 and FU (A) = UAU
† be the linear
transformations as a vector space. The condition (3.10) implies that these are commutative FT1FU = FUFT1 for any
O(2N1) × O(2N2) rotations U . Noticing that a O(2N1) × O(2N2) rotation does not change the numbers k1 and k2
of real fermions because Ap1···pk1 ,q1···qk2 is fully anti-symmetric, the unitary transformation FU is decomposed into a
block diagonal form FU =
⊕
k1+k2=even
FU (k1, k2), where FU (k1, k2) is a unitary transformation acting on the vector
space spanned by the bases {ap1 , · · · , apk1 , bq1 , · · · , bqk2}. FT1FU = FUFT1 implies that FT1 is also block diagonal.
From the Schur’s lemma, AT1 is a scalar multiplication which can depend on k1:
(ap1 · · · apk1 bq1 · · · bqk2 )T1 = zk1ap1 · · · apk1 bq1 · · · bqk2 , (3.11)
8 Notice that the partial trace on a fermion number parity preserving operator also preserves the fermion number parity in the reduced
Fock space. I.e., if A commutes with the fermion number parity (−1)FI of the total system I, then the partially traced operator
AI1 = tr I\I1A also commutes with the fermion number parity (−1)FI1 on the subsystem I1.
9 There is no analog of (3.10) for the (partial) transpose in bosonic systems. In bosonic systems, the operator algebra is a Weyl algebra,
which is simple. If we focus on a finite dimensional Fock space, the algebra is a matrix algebra. In matrix algebra, every linear anti-
automorphism φ(A) is written in a form φ(A) = V AtrV −1. Under the change of basis |n〉 7→ |m〉Umn of the many body Fock space,
the linear anti-automorphism is changed as φ(U†AU) = U†(UV Utr)Atr(UV Utr)−1U , which is not basis independent. Interestingly,
the change V 7→ UV Utr is the same form of the unitary matrix V associated with time-reversal symmetry. In other words, the partial
transpose in bosonic (spin) systems is really considered as a partial time-reversal transformation! See Sec. III B 3.
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where zk1 ∈ C is a complex number. Then, the first and second conditions demand
z0 = 1, zk1zk2 =
{ −1 (k1 + k2 = 2 mod 4),
1 (k1 + k2 = 0 mod 4).
(3.12)
There are two solutions zk = (±i)k (k = 0, 1 . . . ). We employ the convention of zk = ik in this paper. 10 It should be
noticed that the restriction into the subalgebra consisting of fermion number parity conserving operators is crucial to
obtain a nontrivial solution of (3.12). 11
Definition III.1 (Fermionic partial transpose). The fermionic partial transpose AT1 is the following linear transfor-
mation on the subalgebra of operators preserving fermion number parity,
AT1 :=
k1+k2=even∑
k1,k2
Ap1···pk1 ,q1···qk2 i
k1ap1 · · · apk1 bq1 · · · bqk2 . (3.13)
By definition, it follows that
4: The full fermionic transpose AT = (AT1)T2 is an anti-automorphism
(AB)T = BTAT. (3.14)
5: The fermionic partial transpose preserves the tensor product structure of systems: Let Ai(i = 1, 2) be fermion
parity preserving operators on fermionic Fock spaces Fi(i = 1, 2). It holds that
(A1 ⊗A2)T1 = AT11 ⊗AT12 . (3.15)
6: The successive fermionic partial transpose is the partial fermion parity flip
(AT1)T1 = (−1)F1A(−1)F1 , (−1)F1 =
∏
j∈I1
(ic2j−1c2j). (3.16)
It should be noted that our definition of fermionic partial transpose is different from, e.g., one presented in Ref.
[52]. There, fermionic partial transpose is defined by 12
AT˜1 =
k1+k2=even∑
k1,k2
Ap1···pk1 ,q1···qk2 (−1)f(k1)ap1 · · · apk1 bq1 · · · bqk2 (3.17)
where
f(k1) =
{
0 if k1 mod 4 ∈ {0, 1},
1 if k1 mod 4 ∈ {2, 3}. (3.18)
and discuss the entanglement negativity. See also Ref. [59] for the field theoretic description. Our definition (3.17) of
the fermionic partial transpose is unitary inequivalent to (3.17). A crucial difference from the prior definition (3.17)
is that in our definition (3.13) the fermionic partial transpose AT1 of a fermionic Gaussian state A is Gaussian again,
whereas the prior definition (3.17) gives rise to a sum of two Gaussian operators. See Appendix A in Ref. [51] for
details. (In Ref. [51], we have called AT1 “partial time reversal” and used a different symbol AR1 . In the present
paper, we decided to call it fermionic partial transpose.) Put differently, our definition (3.13) results in the Euclidean
path integral with a single pin± structure, whereas the prior definition (3.17) leads to the sum of pin± structures. [59]
10 Alternative choice zk = (−i)k is unitary equivalent to zk = ik. These are related by the partial fermion parity flip (−1)F1 defined in
the second equation in (3.16).
11 In fact, if we consider all possible operators, the condition (3.12) is “enlarged” as zk1zk2 = −1 for k1 +k2 = 1, 2 mod 4 and zk1zk2 = 1
for k1 + k2 = 0, 3 mod 4, but this has no solution.
12 There is a typo in the original definition in [52]. The correct prior definition is found to be (3.18) [59].
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3. Fermionic partial transpose in coherent state and occupation number bases
Let us derive the expression of the fermionic partial transpose in the coherent state basis. Any operator A preserving
fermion parity can be expanded by the use of fermion coherent states as
A =
∫ ∏
j∈I
dξ¯jdξjdχ¯jdχje
−∑j∈I(ξ¯jξj+χ¯jχj) 〈{ξ¯j}j∈I |A|{χj}j∈I〉 |{ξj}j∈I〉 〈{χ¯j}j∈I | , (3.19)
where
|{ξj}j∈I〉 = e−
∑
j∈I ξjf
†
j |vac〉 , 〈{χj}j∈I | = 〈vac| e−
∑
j∈I fjχj (3.20)
are the standard fermion coherent states. Thanks to the anticommutation relations of Grassmannian variables, the
basis of operators in the coherent states decomposes into a product of operators labeled by j ∈ I
|{ξj}j∈I〉 〈{χj}j∈I | =
∏
j∈I
[
e−ξjf
†
j (1− f†j fj )e−fjχj
]
=
∏
j∈I
[
1 + ξjχj
2
− ξj − χj
2
c2j−1 − i ξj + χj
2
c2j +
i(1− ξjχj)
2
c2j−1c2j
]
,
(3.21)
where we have introduced the real fermions operators by (3.5). The fermionic partial transpose on the coherent state
|{ξj}j∈I〉 〈{χj}j∈I | reads( |{ξj}j∈I〉 〈{χj}j∈I | )T1
=
∏
j∈I1
[
1 + ξjχj
2
− ξj − χj
2
(ic2j−1)− i ξj + χj
2
(ic2j) +
i(1− ξjχj)
2
(−c2j−1c2j)
]
·
∏
j∈I2
[
1 + ξjχj
2
− ξj − χj
2
c2j−1 − i ξj + χj
2
c2j +
i(1− ξjχj)
2
c2j−1c2j
]
= CI1f |{−iχj}j∈I1 , {ξj}j∈I2〉 〈{−iξj}j∈I1 , {χj}j∈I2 | [CI1f ]†,
(3.22)
where CI1f is the partial particle-hole transformation C
I1
f =
∏
j∈I1 c2j−1 =
∏
j∈I1(f
†
j + fj) which exchanges the
occupied and empty states in the subsystem I1 as
CI1f f
†
j∈I1 [C
I1
f ]
† =
{
fj∈I1 (N1 : odd)
−fj∈I1 (N1 : even) , C
I1
f f
†
j∈I2 [C
I1
f ]
† =
{
−f†j∈I2 (N1 : odd)
f†j∈I2 (N1 : even)
. (3.23)
The subscript of CI1f indicates that C
I1
f is the particle-hole transformation of the fj fermions.
13 Summarizing, we
have obtained:
7: (Fermionic partial transpose in the coherent state basis) In the fermion coherent basis, the fermionic partial
transpose is given by( |{ξj}j∈I〉 〈{χj}j∈I | )T1 = CI1f |{−iχj}j∈I1 , {ξj}j∈I2〉 〈{−iξj}j∈I1 , {χj}j∈I2 | [CI1f ]†, (3.24)
where CI1f =
∏
j∈I1 c2j−1 is the partial particle-hole transformation on I1.
Finally, it is easy to obtain the expression of the fermionic partial transpose in the occupation number basis. Let us
label the degrees of freedom by I1 = {1, . . . , L}, I2 = {L+1, . . . , N}. (The fermionic partial transpose is free from the
13 CI1f is basis dependent.
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ordering of degrees of freedom.) Comparing the following two expressions of coherent states in terms of occupation
basis,
|{ξj}j∈I1 , {ξj}j∈I2〉 〈{χj}j∈I1 , {χj}j∈I2 |
=
∑
{nj},{n¯j}
(−ξN )nN · · · (−ξ1)n1 |{nj}j∈I〉 〈{n¯j}j∈I | (−χ1)n¯1 · · · (−χN )n¯N , (3.25)
|{−iχj}j∈I1 , {ξj}j∈I2〉 〈{−iξj}j∈I1 , {χj}j∈I2 |
=
∑
{nj},{n¯j}
(−ξN )nN · · · (−ξL+1)nL+1(iχL)nL · · · (iχ1)n1
· |{nj}j∈I〉 〈{n¯j}j∈I | (iξ1)n¯1 · · · (iξL)n¯L(−χL+1)n¯L+1 · · · (−χN )n¯N , (3.26)
we obtain:
8: (Fermionic partial transpose in the occupation number basis) In the occupation number basis, the fermionic
partial transpose is given by 14( |{nj}j∈I1 , {nj}j∈I2〉 〈{n¯j}j∈I1 , {n¯j}j∈I2 | )T1
= i[τ1+τ¯1](−1)(τ1+τ¯1)(τ2+τ¯2)CI1f |{n¯j}j∈I1 , {nj}j∈I2〉 〈{nj}j∈I1 , {n¯j}j∈I2 | [CI1f ]†,
(3.27)
where we have introduced the notations
τ1 =
∑
j∈I1
nj , τ2 =
∑
j∈I2
nj , τ¯1 =
∑
j∈I1
n¯j , τ¯2 =
∑
j∈I2
n¯j , [τ ] =
{
0 (τ : even)
1 (τ : odd)
(3.28)
B. Partial anti-unitary symmetry transformations
As an application of the fermionic partial transpose, in this section, we introduce the fermionic partial time-reversal
transformation and fermionic partial anti-unitary particle-hole transformation.
1. Partial time-reversal transformation
Time-reversal symmetry (TRS) T is a Z2 symmetry in a physical ray space (projective Hilbert space) which preserves
the fermion number and represented by an antiunitary operator in the Fock space F . The action of T can be written
as
Tf†j T
−1 = f†k [UT ]kj , T |vac〉 = |vac〉 (3.29)
with a unitary matrix UT ∈ U(N). Under the change of basis f†j = g†kVkj with V ∈ U(N), UT is transformed as
Tg†jT
−1 = g†k[VUTVtr]kj . That T is antiunitary means that T acts on a state
|φ〉 =
∑
{nj}
φ({nj})(f†1 )n1 · · · (f†N )nN |vac〉 (3.30)
in the Fock space F by taking the complex conjugation φ∗({nj}) of the wave function φ({nj}) and changing the basis
of the complex fermions in (3.29). It is easy to show that
T |φ〉 =
∑
{ni},{n′i},τ=τ ′
φ∗({ni}) detUT ({n′j}, {nj}) |{n′j}〉 , (3.31)
14 A straightforward calculation leads to the phase (−i)τ1+τ¯1 (−1)τ1+τ¯1+τ1τ¯1+
∑
j<k,j,k∈I1 njnk+
∑
j<k,j,k∈I1 n¯j n¯k+(τ1+τ¯1)(τ2+τ¯2) =
i[τ1+τ¯1](−1)(τ1+τ¯1)(τ2+τ¯2).
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where τ, τ ′ is the fermion number τ =
∑
j nj , τ
′ =
∑
j n
′
j and the τ ×τ matrix UT ({n′j}, {nj}) is defined by restriction
of the elements of UT into labels with nj = 1 and n′j = 1.
The order-two symmetry on the physical ray space implies that T 2 is the multiplication by a pure phase which can
depend on the sectors of even and odd fermion number parity since we exclude superposition between these. One can
show that there are two possibilities
T 2 = 1 : U trT = UT , (3.32)
T 2 = (−1)F : U trT = −UT . (3.33)
In the absence of any other symmetries, following the terminology of the Altland-Zirnbauer symmetry classes, [55]
we call the former case class BDI and the latter class DIII. In Euclidean quantum field theories, the former one
corresponds to pin− structures whereas the latter corresponds to pin+ structures.
To construct the partial time-reversal transformation, we first introduce the “unitary part” CT associated with
TRS T as the unitary operator of particle-hole type on the Fock space and defined so as to satisfy
CT fjC
†
T = f
†
k [UT ]kj , CT |vac〉 ∼ |full〉 = f†1 · · · f†N |vac〉 . (3.34)
The first condition uniquely fixes the unitary operator CT (up to a constant phase) and the second equation follows
from the first. The point of this definition of CT is that (3.34) is independent of the basis: the change of basis
f†j = g
†
kVkj induces the same transformation on the unitary matrix CT gjC†T = g†k[VUTVtr]kj as that of T . 15 Let us
derive the explicit form of CT for each class (BDI and DIII) below.
Class BDI— In this case, T 2 = 1 and the symmetric unitary matrix UT can be written in a canonical form as
UT = QQtr with Q a unitary matrix. 16 Introducing the new complex fermion operators g†j = f†kQkj , the action of T
can be written as
Tg†jT
−1 = g†j , T |vac〉 = |vac〉 . (3.35)
Let us introduce the real fermion operators cj (j = 1, . . . 2N) by
c2j−1 = g
†
j + gj , c2j = −i(g†j − gj). (3.36)
Then, the unitary part CT of T is given by
CT =
{ ∏N
j=1 c2j−1 (N : odd)∏N
j=1 c2j (N : even)
(3.37)
Notice that CT is Grassmann odd (even) if N is odd (even).
Class DIII— In this case, T 2 = (−1)F and the antisymmetric unitary matrix UT can be written in a form
UT = Q
[(
0 1
−1 0
)
⊗ 1N×N
]
Qtr (3.38)
with a unitary matrix Q. 17 Introducing the the new basis g†j = f†kQkj , the action of T can be written as
Tg†i↑T
−1 = −g†i↓, T g†i↓T−1 = g†i↑, T |vac〉 = |vac〉 . (3.39)
Let us introduce the real fermion operators ajσ (j = 1, . . . 2N, σ =↑, ↓) by
a2j−1σ = g
†
jσ + gjσ, a2jσ = −i(g†jσ − gjσ). (3.40)
15 There is a subtle point in the “complex conjugation” K. Let us consider TRS with UT = 1. We may write “T = K”, however, under
the definition (3.31) of TRS, the unitary matrix UT changes in general. In fact, the change of the basis f†j 7→ f†kVkj induces UT 7→ VVtr
which is not identity if V is not real. The precise meaning of “K” is the outer automorphism taking the complex conjugate A 7→ A∗ on
the Clifford algebra. The “unitary part U” of TRS T in the notation like “T = UK” means the combination of the inner automorphism
U and the outer automorphism K.
16 This is simply because for every complex symmetric matrix A there exists a unitary matrix Q such that A = QΛQT where Λ is a
diagonal matrix.
17 This fact can be easily understood since every complex skew-symmetric matrix A can be written in a form A = QΣQtr where Q is a
unitary matrix and Σ has a block diagonal form Σ =
⊕N
i=1
(
0 λi
−λi 0
)
with λi ∈ C.
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Then, the unitary part CT of T is given by
CT =
N∏
j=1
e
pi
4 a2j−1↑a2j−1↓e−
pi
4 a2j↑a2j↓
=
N∏
j=1
(g†j↑g
†
j↓ + gj↑gj↓ + g
†
j↑gj↑ + g
†
j↓gj↓ − 2g†j↑gj↑g†j↓gj↓). (3.41)
Notice that N should be even due to the Kramers degeneracy and CT |vac〉 ∼ |full〉 and (UT )2 ∼ (−1)F .
Combined with partial transpose AT1 introduced in Sec. III A, we define the fermionic partial time-reversal trans-
formation as follows.
Definition III.2 (Partial time-reversal transformation). Let I1 ⊂ I be a subsystem of I. Let CI1T is the unitary part
of the time-reversal transformation T on I1 defined by C
I1
T fj∈I1 [C
I1
T ]
† = f†k∈I1 [UT ]kj . For a fermion number parity
preserving operator A on the Fock space, the partial time-reversal transformation on a subsystem I1 is defined by
CI1T A
T1 [CI1T ]
†.
From the properties (3.10) and (3.16) of the partial transpose, the square of the partial time-reversal transformation
satisfies
CI1T (C
I1
T A
T1 [CI1T ]
†)T1 [CI1T ]
† =
{
(−1)F1A(−1)F1 (T 2 = 1),
A (T 2 = (−1)F ). (3.42)
This means that the partial time-reversal transformations for TRS with T 2 = 1 and T 2 = (−1)F can be interpreted
as an operator formalism realizations of the pin− and pin+ structures in Euclidean quantum field theory, respectively.
The expression of the partial time-reversal transformation in the coherent basis can be derived as follows. First,
notice that the combined transformation CI1T C
I1
f preserves the vacuum C
I1
T C
I1
f |vac〉 ∼ |vac〉 and satisfies{
CI1T C
I1
f (χj∈I1f
†
j∈I1)[C
I1
T C
I1
f ]
† = −χj∈I1f†k∈I1 [UT ]kj ,
CI1T C
I1
f (ξj∈I2f
†
j∈I2)[C
I1
T C
I1
f ]
† = ξj∈I2f
†
j∈I2 ,
(3.43){
CI1T C
I1
f (fj∈I1ξj∈I1)[C
I1
T C
I1
f ]
† = −[U†T ]jkfk∈I1ξj∈I1 ,
CI1T C
I1
f (fj∈I2χj∈I2)[C
I1
T C
I1
f ]
† = fj∈I2χj∈I2 ,
(3.44)
where the sum is not taken for j ∈ I1, and we noted that, for class BDI, CI1T is Grassmann odd (even) for odd (even)
N1. The partial time-reversal transformation on coherent states is written as
CI1T
( |{ξj}j∈I〉 〈{χj}j∈I | )T1 [CI1T ]†
= |{i[UT ]jkχk}j∈I1 , {ξj}j∈I2〉 〈{iξk[U†T ]kj}j∈I1 , {χj}j∈I2 | . (3.45)
It is useful to introduce the unitary operator U I1T so that
U I1T f
†
j∈I1 [U
I1
T ]
† = f†k∈I1 [UT ]kj , U I1T |vac〉 ∼ |vac〉 . (3.46)
Then,
CI1T
( |{ξj}j∈I〉 〈{χj}j∈I | )T1 [CI1T ]† = U I1T |{iχj}j∈I1 , {ξj}j∈I2〉 〈{iξj}j∈I1 , {χj}j∈I2 | [U I1T ]†. (3.47)
It is also useful to express the partial time-reversal transformation in the occupation basis. In the same way to obtain
(3.27), it follows that
CI1T
(
|{nj}j∈I1 , {nj}j∈I2〉 〈{n¯j}j∈I1 , {n¯j}j∈I2 |
)T1
[CI1T ]
†
= (−i)[τ1+τ¯1](−1)(τ1+τ¯1)(τ2+τ¯2)U I1T |{n¯j}j∈I1 , {nj}j∈I2〉 〈{nj}j∈I1 , {n¯j}j∈I2 | [U I1T ]†.
(3.48)
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2. Partial antiunitary particle-hole transformation
Let CT be an antiunitary particle-hole symmetry (sometimes called chiral symmetry) defined by
CTf†j (CT )
−1 = [UCT ]jkfk, CT |vac〉 ∼ |full〉 (3.49)
with a unitary matrix UCT ∈ U(N). Under the change of basis f†j = g†kVkj with V ∈ U(N), UCT is transformed in
a conjugate way CTg†j (CT )
−1 = [VUCTV†]jkgk. In the same manner as the partial time-reversal transformation, we
introduce the unitary operator UCT which preserves the particle number so as to satisfy
UCT fjU
†
CT = [UCT ]jkfk, UCT |vac〉 ∼ |vac〉 . (3.50)
This condition uniquely fixes UCT (up to a constant phase). Diagonalizing UCT in the form of UCT = Qdiag(eiφ1 , eiφ2 , . . . , )Q†
and introducing the operators g†i = f
†
jQji (gi = Q†ijfj), we can explicitly write UCT as in
UCT =
N∏
j=1
e−iφj(g
†
jgj−1/2) (3.51)
up to a constant phase.
Definition III.3 (Partial antiunitary particle-hole transformation). Let I1 ⊂ I be a subsystem of I. Let U I1CT is the
unitary part of the antiunitary particle-hole transformation CT on I1 defined by U
I1
CT fj∈I1 [U
I1
CT ]
† = fk∈I1 [UCT ]kj . For
a fermion number parity preserving operator A on the Fock space, the partial antiunitary particle-hole transformation
on a subsystem I1 is defined by U
I1
CTA
T1 [U I1CT ]
†.
Notice that the fermionic partial transpose AT1 is the special case of the partial anti-unitary particle-hole transfor-
mation with UCT = 1.
18 It is easy to obtain the expression of the partial anti-unitary particle-hole transformation
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U I1CT
( |{ξj}j∈I1 , {ξj}j∈I2〉 〈{χj}j∈I1 , {χj}j∈I2 | )T1 [U I1CT ]†
= CI1f |{−iχk[UCT ]kj}j∈I1 , {ξj}j∈I2〉 〈{−i[U†CT ]jkξk}j∈I1 , {χj}j∈I2 | [CI1f ]−1
(3.52)
and also in the occupation number basis,
U I1CT
( |{nj}j∈I1 , {nj}j∈I2〉 〈{n¯j}j∈I1 , {n¯j}j∈I2 | )T1 [U I1CT ]†
= i[τ1+τ¯1](−1)(τ1+τ¯1)(τ2+τ¯2)U I1CTCI1f |{n¯j}j∈I1 , {nj}j∈I2〉 〈{nj}j∈I1 , {n¯j}j∈I2 | [CI1f ]†[U¯ I1CT ]†.
(3.53)
3. Partial time-reversal transformation in bosonic systems
Let us consider a bosonic system in any dimensions, where the Hilbert space is the Fock space spanned in the
occupation number basis by
(b†1)
n1(b†2)
n2 · · · (b†N )nN |vac〉 , nj ∈ {0, 1, 2, . . . , }, (3.54)
where b†j are boson creation operators which satisfy the commutation relations
[b†j , bk] = δjk, [bj , bk] = [b
†
j , b
†
k] = 0, (3.55)
and |vac〉 is the vacuum that is annihilated by all bj . The operator algebra is known as the Weyl algebra which is
simple, thus, the subalgebra of finite dimension is a just matrix algebra. An important consequence of having a matrix
18 In contrast to the unitary part UT of TRS T , UCT = 1 is preserved under basis changes.
19 Equation (3.52) can be proven as follows. Let us introduce the unitary operator U¯I1CT so that U¯
I1
CT f
†
j∈I1 [U¯
I1
CT ]
† = [UCT ]jkf†k∈I1 and
U¯I1CT |vac〉 ∼ |vac〉. It holds that UI1CTCI1f ∼ CI1f U¯I1CT . Then, UI1CTCI1f |{−iχj}j∈I1 , {ξj}j∈I2 〉 ∼ CI1f U¯I1CT |{−iχj}j∈I1 , {ξj}j∈I2 〉 ∼
CI1f |{−iχk[UCT ]kj}j∈I1 , {ξj}j∈I2 〉.
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algebra is that there is no basis independent linear anti-automorphism, which can be contrasted with the case of the
Clifford algebra.
We may try to introduce the partial time-reversal transformation in a way similar to the fermionic cases. Let us
introduce real bosonic variables by
xj =
bi + b
†
i√
2
, pj =
bi − b†i√
2i
, (3.56)
[xj , pk] = iδjk, [xj , xk] = [pj , pk] = 0. (3.57)
A desired property of “transpose” would be that it sends xj 7→ xj and pj 7→ −pj , namely, b†j 7→ bj , bj 7→ b†j . This
is of particle-hole type. However, a particle-hole transformation in bosonic systems is problematic if we consider the
action on the vacuum: Let C be a unitary operator which satisfies Cb†C† = b, CbC† = b† for a single boson. Then,
b |0〉 = 0 implies b†C |0〉 = 0, but this condition has no solution for C |0〉 since there is no restriction of the number of
bosons.
Instead of introducing a unitary particle-hole transformation, we define the partial time-reversal transformation by
the matrix transposition followed by the unitary part of the time-reversal transformation. Let I = I1∪I2 be a division
of total system I. We write a basis of the many body Hilbert space by the tensor product |j, k〉 = |j〉I1 ⊗ |k〉I2 . Let
us consider a time-reversal transformation T which preserves the subdivision
T |j〉I1 = |k〉I1 [UT ]kj . (3.58)
Here, the choice of the overall phase of [UT ]kj does not matter in the partial time-reversal transformation. Note that
under the basis transformation |j〉I1 = |k〉
′
I1
Vkj the unitary matrix UT is changed as U ′T = VUTVtr. We define the
partial time-reversal transformation associated with the time-reversal symmetry T by( |j, k〉 〈l,m| )T1 := [UT ]lp |p, k〉 〈q,m| [U†T ]qj . (3.59)
By definition, the full “time-reversal transformation” AT = (AT1)T2 is linear and anti-automorphism. An important
property is that the definition (3.59) is compatible with the change of basis( |j, k〉′ 〈l,m|′ )T1 = [VUTVtr]lp |p, k〉′ 〈q,m|′ [VUTVtr]†qj . (3.60)
The usual partial transpose defined in (3.1) can be identified with the partial time-reversal transformation (3.59) in
the basis where UT is the identity matrix.
a. Partial time-reversal transformation in spin systems Let us consider a more restricted situation in many body
bosonic systems. In spin systems, the many-body Hilbert space is the tensor product H = ⊗xHx of the local Hilbert
space Hx of the spin degree of freedom at site x. Each local Hilbert space is a projective representation of symmetry
group. Let us consider a time-reversal symmetry T which is written as T |jx〉 = |kx〉 [UT ]kj on each site, where
UTU∗T = ±1. From the general definition (3.59), the partial time-reversal transformation in spin systems is( |{jx}x∈I1 , {kx}x∈I2〉 〈{lx}x∈I1 , {mx}x∈I2 | )T1
= (⊗x∈I1UT ) |{lx}x∈I1 , {kx}x∈I2〉 〈{jx}x∈I1 , {mx}x∈I2 | (⊗x∈I1U†T ). (3.61)
IV. MANY BODY TOPOLOGICAL INVARIANTS OF FERMIONIC SHORT RANGE ENTANGLED
TOPOLOGICAL PHASES IN ONE SPATIAL DIMENSION
In this section, by making use of the fermionic partial time-reversal and anti-unitary transformations introduced in
the previous section III, we construct nonlocal order parameters which detect fermionic SPT phases of various kinds
in (1+1) dimensions. Recall that our strategy for the construction of many-body topological invariants is to find a
way – within the operator formalism – to “simulate” the Euclidean path-integral (1.1) on generating manifolds of
the cobordism groups. The phases of the partition functions are the desired topological invariants (Eq. (1.2)). This
section is devoted to (1 + 1)d fermionic SPT phases and their topological invariants. Higher-dimensional fermionic
SPT phases in (2 + 1)d and (3 + 1)d will be discussed in the next section.
In Sec. IV A, we first give an overview of the use of the fermionic partial time-reversal and anti-unitary trans-
formations to construct non-local order parameters within the operator formalism that correspond to the partition
functions on unoriented spacetime manifolds. In the subsequent sections, IV B, IV C IV D, IV E, and IV F, we present
the many-body topological invariants which are also summarized in Table I. For each case, we demonstrate that our
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FIG. 2. The topological equivalence of the spacetime manifolds associated with the partial transpose on [a] two adjacent
intervals and [b] two disjoint intervals to the real projective plane and the Klein bottle, respectively. The red curve represents
the holonomy from the temporal boundary condition on the intermediate region of the disjoint two intervals (See Fig. 4).
formula can indeed detect non-trivial SPT phases, by using analytical calculations for fixed point wave functions and
numerics for free fermion models.
It is worth mentioning that although we apply the fermionic partial transformation to short-range entangled pure
states here, our method does work for any density matrices such as the one for the canonical ensemble at finite tem-
perature and critical systems. See Ref. [51], for example, where we discussed the fermionic cousin of the entanglement
negativity of bosonic systems by use of the fermionic partial transpose introduced in Sec. III A.
A. Unoriented spacetime path-integral in the operator formalism
In the case of SPT phases protected by an orientation-reversing spatial symmetry (e.g., reflection and inversion) [37,
51], we explain how to implement the path-integral on unoriented spacetimes in the operator formalism, based on
which we propose formulas for many-body topological invariants. It is shown that the corresponding partial symmetry
operation (e.g., partial reflection and inversion) which acts only on a subregion of the total space can be used to simulate
the unoriented spacetime path integral, e.g., path-integrals on RP 2 and RP 4. Naively pursing the analogy with this
approach that works for orientation-reversing spatial symmetries, one would then be tempted to consider a partial
time-reversal or CT transformation to construct topological invariants for SPT phases protected by these symmetries.
However, due to the anti-unitary nature of T and CT transformations, simply restricting these transformations to
a given spatial region would not work. In other words, what is the meaning of restricting complex conjugation to
a given region? (The issue of “gauging” time-reversal symmetry, i.e., promoting it to a local symmetry, has been
discussed within tensor network states in Ref. [60].)
In this section, we show how partial transpose and anti-unitary transformation, introduced in Sec. III, can be
properly used to generate a partial anti-unitary transformation and simulate the necessary unoriented spacetime path
integral.
We also discuss how topological invariants can be expressed in terms of the fermion coherent states. For the case of
non-interacting fermionic systems, topological invariants can be expressed as a fermionic Gaussian integral, and can
be computed quite efficiently. [37, 51]
1. Why partial transpose?
Let us begin with the following question: what is a physical observable associated with time-reversal T? Since T
is anti-unitary, for a pure quantum state |ψ〉, a naive expectation value 〈ψ|T |ψ〉 is not a physical observable as it
depends on an unphysical U(1) phase ambiguity of the state |ψ〉. Instead, we find that the amplitude | 〈ψ|T |ψ〉 | is
physical. We note that amplitude square can be written as
| 〈ψ|T |ψ〉 |2 = Tr
[
ρUT ρ
∗U†T
]
= Tr
[
ρUT ρ
TU†T
]
, (4.1)
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where UT is the unitary matrix defined by [UT ]jk = 〈j|T |k〉, ρ = |ψ〉 〈ψ|, ρ∗ is the complex conjugate of ρ, and ρT is the
matrix transpose
( |i〉 〈j| )T = |j〉 〈i| in the many body Hilbert space. Here, we have used the hermiticity ρ† = ρ of the
density matrix. The quantity | 〈ψ|T |ψ〉 | is useful for determining whether time-reversal symmetry is spontaneously
broken. However, it does not help us to differentiate topological phases protected by time-reversal symmetry, since
| 〈ψ|T |ψ〉 | is identically one for time-reversal symmetric states, i.e., T |ψ〉 ∼ |ψ〉.
For the purpose of differentiating and detecting SPT phases protected by time-reversal symmetry, it is necessary to
consider the expectation value involving partial transpose or partial time-reversal transformation of the reduced density
matrix [35], which, when interpreted in the path-integral picture, corresponds to the path-integral on unoriented
spacetime. [36]
Let us discuss how this can be done first for bosonic SPT phases defined on a one-dimensional space or one-
dimensional lattice Itot. We consider a given region (segment) in Itot, call it I, and consider the reduced density
matrix ρI , which is obtained by integrating all degrees of freedom outside of I, ρI = TrI¯ |GS〉〈GS| where |GS〉 is
the ground state on Itot. We now consider bipartitioning I, I = I1 ∪ I2. Here, I1 and I2 can be two adjacent or
disjoint intervals within Itot. The many body Hilbert space is the tensor product of sub Hilbert spaces on I1 and
I2, HI = HI1 ⊗ HI2 . By considering the partial transpose of the reduced density matrix followed by the unitary
transformation only on the subsystem I1, we define the quantity
Z = TrI
[
ρIU
I1
T ρ
T1
I [U
I1
T ]
†
]
, (4.2)
where ρT1I is the partial transpose defined in Eq. (3.1) and U
I1
T is the unitary matrix associated with time-reversal
symmetry T on the subsystem I1.
As argued in Ref. [36], the quantity (4.2) can be viewed as the partition function on an unorientable spacetime. In
the case of adjacent intervals, the corresponding manifold is RP 2 (Fig. 2 [a]), and in the case of disjointed intervals,
the corresponding manifold is the Klein bottle [36, 37, 61] (Fig. 2 [b]). Hence, the phase of the quantity (4.2) can
serve as a topological invariant for (1 + 1)d bosonic SPT phases protected by TRS.
In the above discussion, we have considered bosonic cases while our focus in this paper is fermions. We should
note that the partial transposition introduced in Eq. (3.1), which is simply swapping indices of the first interval, is
strictly defined for bosons. In order to define a consistent definition for fermions, one needs to take into account the
anti-commuting property of fermion operators, as discussed in Sec. III A.
As we will show, by using the fermionic partial transpose and related operations developed in Sec. III A, we can
construct many-body topological invariants for fermionic SPT phases. We should note that the quantity Z introduced
above is a complex number and the complex phase is the quantized topological invariant. In general, the modulus |Z|
depends on microscopic details and obeys an area law away from critical points. In the next two subsubsections, we
will introduce a fermionic counterpart of (4.2) both for adjacent and disjoint intervals. When considering the Klein
bottle, we can insert a pi-flux through a non-trivial cycle (red loops in Fig. 2) which leads to two possible boundary
conditions: the periodic boundary condition (the “Ramond” sector) and the anti-periodic boundary condition (the
“Neveu-Schwarz” sector). As we see in the following, these two boundary conditions can be realized in our calculations
by applying the fermion number parity twist operator on the intermediate interval separating the two disjoint intervals.
2. Two adjacent intervals: cross-cap
Let us consider two states |ψ1,2〉 ∈ HS1 in the Hilbert space defined on the space manifold S1, and ρ = |ψ1〉 〈ψ2|.
When |ψ1〉 = |ψ2〉, ρ is a pure state density matrix. Let us introduce two adjacent intervals I1,2, and trace out the
degrees of freedom outside I = I1 ∪ I2 ⊂ S1 to obtain a reduced density matrix. The reduced density matrix can be
interpreted as a path-integral on a cylinder with a slit as
ρI = TrS1\I
( |ψ1〉 〈ψ2| ) = . (4.3)
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[a] [b]
FIG. 3. [a] Adjacent partial transpose associated with the TRS. [b] Connecting matrices.
We now consider the fermionic partial transpose of ρI with respect to the subregion I1. Explicitly, it is given, in the
coherent state representation, as
CI1T ρ
T1
I [C
I1
T ]
† =
∫ ∏
j∈I
dξ¯jdξjdχ¯jdχje
−∑j∈I(ξ¯jξj+χ¯jχj) 〈{ξ¯j}j∈I |ρI |{χj}j∈I〉
× |{i[UT ]jkχ¯k}j∈I1 , {ξj}j∈I2〉 〈{iξk[U†T ]kj}j∈I1 , {χ¯j}j∈I2 | . (4.4)
Let ρ′ = |ψ3〉 〈ψ4| be another density matrix composed of pure states |ψ3〉 , |ψ4〉. The quantity
TrI
[
ρ′IC
I1
T ρ
T1
I [C
I1
T ]
†
]
(4.5)
is associated with the spacetime manifold, which is topologically equivalent to the four point function with a cross-cap
as shown in Fig. 2. By using the coherent state basis, the quantity (4.5) can be expressed as
TrI
[
ρ′IC
I1
T ρ
T1
I [C
I1
T ]
†
]
=
∫ ∏
j∈full
[dαjdβjdγjdδj ]e
∑
I1
[αj [iUT ]jkγk+βj [iU†T ]jkδk]e
∑
I2
[αjδj+βjγj ]e
∑
S1\I [αjβj+γjδj ]
× ψ1({αj})ψ∗2({βj})ψ3({γj})ψ∗4({δj}).
(4.6)
The corresponding tensor network representation is presented in Fig. 3. When ρ and ρ′ are composed of the ground
state |GS〉, ρ = ρ′ = |GS〉 〈GS|, Eq. (4.7) can be interpreted as the partition function on the real projective plane
RP 2. (To see this, we note that |GS〉 is the state defined on the boundary of the disc, and obtained by performing
the path-integral inside the disc.)
Finally, it is also possible and useful to turn on an additional symmetry flux along the nontrivial Z2 cycle of the
cross-cap. We insert the unitary operator U I1g of g symmetry on the subsystem I1 and consider
TrI
[
ρ′IU
I1
g C
I1
T ρ
T1
I [C
I1
T ]
†[U I1g ]
†
]
∼ . (4.7)
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3. Two disjoint intervals: the Klein bottle
Let us consider ρ = |ψ1〉 〈ψ2| as before. We introduce three adjacent intervals I = I1∪I2∪I3 ⊂ S1 and trace out the
degrees of freedom outside of I. Subsequently, we trace out the interval I2 after acting with a unitary transformation
U I2 . Here, U I2 can be any unitary operator, but we focus on the U(1) transformation U I2θ = e
∑
j∈I2 iθf
†
j fj . The
resulting reduced density matrix can be viewed as the path-integral on a cylinder with two slits and an intermediate
symmetry defect:
ρI1∪I3(e
iθ) = TrS1\I1∪I3
(
eiθ
∑
j∈I2 f
†
j fj |ψ1〉 〈ψ2|
)
= , (4.8)
where the dashed line represents the symmetry twist: when passing this twist the complex fermion fields acquire
the phase eiθ. Let ρ′ = |ψ3〉 〈ψ4| be another density matrix and consider the density matrix ρ′I1∪I3(e−iθ) with the
symmetry twist by the inverse of U I2θ . The spacetime manifold associated with the quantity
TrI1∪I3
[
ρ′I1∪I3(e
−iθ)CI1T ρ
T1
I1∪I3(e
iθ)[CI1T ]
†
]
(4.9)
is topologically equivalent to the four point function on the Klein bottle with the twist by U I2θ ;
TrI1∪I3
[
ρ′I1∪I3(e
−iθ)CI1T ρ
T1
I1∪I3(e
iθ)[CI1T ]
†
]
∼ . (4.10)
See Fig. 2, and also Fig. 4 for a tensor network representation. For the ground states |ψi〉 = |GS〉 (i = 1, 2, 3, 4), the
four point function (4.10) is the partition function over the Klein bottle. It should be noticed that the U(1) twist eiθ
is arbitrary in the cases of pinc˜± structures due to the flip of the U(1) charge on the orientation reversing patches. On
the other hand, in the case of pinc structures, the U(1) holonomy along the Z2 nontrivial cycle is quantized to 0 or pi
flux. As in (4.6), the quantity (4.10) can be expressed in terms of the fermion coherent state as
TrI1∪I3
[
ρ′I1∪I3(e
−iθ)CI1T ρ
T1
I1∪I3(e
iθ)[CI1T ]
†
]
=
∫ ∏
i∈full
[dαidβidγidδi]e
∑
I1
αi[iUT ]ijγje
∑
I1
βi[iU†T ]ijδje
∑
I2
αie
−iθβie
∑
I2
γie
iθδie
∑
I3
αiδie
∑
I3
βiγie
∑
I4
αiβie
∑
I4
γiδi
× ψ1({αi})ψ∗2({βi})ψ3({γi})ψ∗4({δi}).
(4.11)
B. (1 + 1)d class BDI
Let us consider (1 + 1)d superconducting chains with TRS T 2 = 1. The pioneering work by Fidkowski and Kitaev
[53] showed that the ground state of the eight copies of the Kitaev Majorana chain [33] can be adiabatically connected
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FIG. 4. [a] Disjoint partial transpose with intermediate U(1) flip for TRS. [b] Connecting matrices.
into a trivial ground state. In the subsequent work, [6, 62] the operator algebra with fermion parity and TRS realized in
the entanglement Hilbert space is classified by Z8. More recently, Kapustin et al. [10] argued that the Z8 classification
is identified with the pin− cobordism, which gives the classification of the cobordism invariant topological actions of
Euclidean quantum field theory of real fermions with reflection symmetry R2 = (−1)F or T 2 = +1. See also [63, 64].
For our purpose, the generating manifold RP 2 of the pin− cobordism Ω
Pin−
2 = Z8 plays an important role. The Z8
classification implies that the partition function of Euclidean quantum field theory on RP 2 is given by
Z(RP 2,±) = |Z(RP 2,±)|e±i2piν/8, ν ∈ {0, . . . , 7}, (4.12)
where ± specifies one of two pin− structure on RP 2, 20 and ν ∈ Z8 labels distinct topological phases. As discussed
in the previous section, this path-integral can be simulated by using partial transpose for disjoint interval, and hence
the many-body topological invariant in the operator formalism is given by Eq. (4.5) with ρ′ = ρ = |GS〉〈GS|:
Z = TrI
[
ρIC
I1
T ρ
T1
I [C
I1
T ]
†
]
. (4.13)
Moreover, the Z4 subgroup is generated by the Klein bottle with periodic boundary condition in the S1 direction. [34]
As we discussed in the previous subsection such a spacetime manifold can be prepared by taking partial transpose for
disjoint intervals with the fermion parity twist in the intermediate region [36]:
Z = TrI1∪I3
[
ρI1∪I3(e
−ipi)CI1T ρ
T1
I1∪I3(e
+ipi)[CI1T ]
†
]
. (4.14)
1. Numerical calculations
A canonical model of non-trivial SPT phases in this symmetry class is given by the Kitaev chain [33]
H = −
∑
i
[
tf†i+1fi + ∆f
†
i+1f
†
i + H.c.
]
− µ
∑
i
f†i fi , (4.15)
which describes a superconducting state of spinless fermions. Time-reversal symmetry can be introduced as
Tf†i T
−1 = f†i , T
2 = 1. (4.16)
For simplicity, we set t = ∆ in the following. (∆ is taken as a real parameter unless stated otherwise.) The SPT
phase in this model is realized when |µ|/t < 2 and protected by the time-reversal.
Figure 5 shows the evaluated complex phase and amplitude of adjacent intervals (4.13) and disjoint intervals (4.14)
in the Ramond sector (the r sector). In the non-trivial phase, we observe that the quantization of the complex phase
matches with the eipi/4 and eipi/2 phases associated with the spacetime manifolds RP 2 and Klein bottle, respectively.
20 There is a bijection between the set of pin− structures on M and H1(M ;Z2). For RP 2, H1(M ;Z2) = Z2.
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FIG. 5. [a] Complex phase and [b] amplitude of the RP 2 (4.13) and Klein bottle (4.14) partition functions in class BDI. The
generating model is given by Eq. (4.15). The total number of sites is N = 80. Each of the I1, I2 and I3 (only Klein bottle)
intervals has 20 sites.
AZ class Edge mode Quant. dim (d) Adjacent Disjoint
BDI Majorana Fermion
√
2
√
2/4 1/4
DIII Complex Fermion 2 − 1/16
AIII Complex Fermion 2 1/8 1/16
TABLE V. Amplitude of the partition functions on RP 2 and the Klein bottle for various symmetry classes in (1 + 1)d is given
by d−(n−1) where d is the quantum dimension of the edge modes and n is the number of one-cycles of the spacetime manifold.
There are 4 and 5 cycles in the manifolds associated with adjacent and disjoint intervals, respectively.
It is also interesting to observe that the amplitude reaches 1 deep in the trivial limit, while it plateaus at values√
2/4 and 1/4 in the non-trivial phase. We attribute this to the fact that we choose a normalization convention such
that Tr(ρI) = 1 where the spacetime manifold is actually not a sphere but a torus. We find that the overall amplitude
is multiplied by the factor d−(n−1) in the non-trivial phase where n is the number of cycles of the spacetime manifold
and d =
√
2 is the quantum dimension of the Majorana edge modes. Let us check this for various examples: For the
partial reflection (for class D in the presence of reflection which is CRT equivalent of BDI), manifold is RP 2 with
a handle which gives two independent cycles, hence, the amplitude is 1/
√
2 (as expected, see Refs. 34 and 37). For
adjacent intervals, there are two handles (one per ρI) giving 4 cycles overall; thus, the amplitude is
√
2/4. For disjoint
intervals there is an additional cycle (associated with the Klein bottle) leading to overall 5 cycles, which implies that
the amplitude is 1/4. The d−(n−1) factor can also be applied to other symmetry classes where d is not necessarily
√
2
and does not depend on the boundary conditions along cycles. For clarity, we summarize all these results in Table. V.
2. Analytical calculations for the fixed-point wave function
We can also verify analytically the numerical results by using the fixed-point wave function with vanishing correlation
length. This state is realized as the ground state of the Hamiltonian (4.15) in the µ = 0 limit,
H = −
∑
i
[
f†i fi+1 + fifi+1 + H.c.
]
. (4.17)
a. Z8 invariant: Partition function on real projective plane Let I = I1 ∪ I2 be two adjacent intervals on closed
chain S1. In accordance with the cut and glue construction [65] of the reduced density matrix, we focus on the 6 real
fermions at the boundary of I as in
· · · cR0 cL1 · · · · · · cR1︸ ︷︷ ︸
I1
cL2 · · · · · · cR2︸ ︷︷ ︸
I2
cL0 · · · (4.18)
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Introducing the complex fermions inside the intervals as
f†i =
cRi + ic
L
i
2
, (i = 0, 1, 2), (4.19)
we have the gluing Hamiltonian which is essentially identical to (4.17),
H = i
2∑
i=0
cRi c
L
i+1 = −
2∑
i=0
[
f†i fi+1 + fifi+1 + h.c.
]
, (4.20)
where cL3 = c
L
0 , f3 = f0. This is the fixed point (which here means zero correlation length) Kitaev chain with the
periodic boundary condition. The ground state is given by
|Ψ〉 = 1
2
[
(1− f†1f†2 )f†0 + (f†1 + f†2 )
] |0〉 , (4.21)
where |0〉 is the Fock vacuum of fi fermions. The reduced density matrix for the adjacent intervals I is given by
ρI = Tr0
( |Ψ〉 〈Ψ| ) = 1
4
(1− icR1 cL2 ). (4.22)
The unitary part CI1T of T is given by C
I1
T = c
R
1 and the fermionic partial transpose is ρ
T1
I =
1
4 (1 + c
R
1 c
L
2 ). We hence
obtain
TrI
(
ρIC
I1
T ρ
T1
I [C
I1
T ]
†
)
=
1
2
√
2
e−pii/4. (4.23)
This Z8 phase agrees with the pin− cobordsim group Ω
Pin−
2 = Z8.
b. Z4 invariant: Partition function on the Klein bottle Let I = I1 ∪ I2 ∪ I3 be three adjacent intervals on closed
chain S1. In a way similar to the previous calculation, we focus on the 8 Majorana fermions at the boundary of three
intervals I1, I2 and I3:
· · · cR0 cL1 · · · · · · cR1︸ ︷︷ ︸
I1
cL2 · · · · · · cR2︸ ︷︷ ︸
I2
cL3 · · · · · · cR3︸ ︷︷ ︸
I3
cL0 · · · (4.24)
Introducing the complex fermions inside the intervals as
f†i =
cLi + ic
R
i
2
, (i = 0, 1, 2, 3), (4.25)
and the gluing Hamiltonian as
H = i
3∑
i=0
cRi c
L
i+1 = −
3∑
i=0
[
f†i fi+1 + fifi+1 + h.c.
]
, (4.26)
where cL4 = c
L
0 , f4 = f0, the ground state of H is given by
|Ψ〉 = 1√
8
[(f†1 + f
†
3 ) + (1 + f
†
1f
†
3 )f
†
2 + (1− f†1f†3 )f†0 + (f†3 − f†1 )f†2f†0 ] |0〉 . (4.27)
We introduce the reduced density matrix ρI1∪I3
(
(−1)F2) on the disjoint intervals I1 ∪ I3 with fermion party twist on
the I2 interval by
ρI1∪I3
(
(−1)F2) = Tr0,2((−1)f†2 f2 |Ψ〉 〈Ψ| )
=
i
4
cR1 c
L
3 .
(4.28)
We have the partition function on the Klein bottle from the partial transposition as
Tr1,3
[
ρI1∪I3
(
(−1)F2)CI1T ρT1I1∪I3((−1)F2)[CI1T ]†] = 14e−pii/2. (4.29)
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This is the Z4 invariant as expected. On the other hand, if we do not associate the fermion parity twist on I2, the
reduced density matrix on I1 ∪ I3 is unentangled one:
ρI1∪I3 = Tr0,2
( |Ψ〉 〈Ψ| ) = 1
4
, (4.30)
which leads to a trivial topological U(1) phase of the Klein bottle partition function
Tr1,3
(
ρI1∪I3C
I1
T ρ
T1
I1∪I3 [C
I1
T ]
†
)
=
1
4
. (4.31)
This is consistent with the full reflection [34] in class D with reflection symmetry which is the CRT dual of class BDI.
C. (1 + 1)d class DIII
The pin+ cobordism group in 2-spacetime dimensions is given by Ω
Pin+
2 = Z2, which is generated by the Klein
bottle with periodic boundary condition in the S1 direction. [34, 66]. The many body Z2 invariant is constructed in a
similar way to Sec. IV B 2 b: the topological invariant can be constructed by considering the disjoint intervals (4.11)
in the r sector,
Z = Tr1,3
[
ρI1∪I3
(
(−1)F2)CI1T ρT1I1∪I3((−1)F2)[CI1T ]†] (4.32)
for a given pure state |Ψ〉.
1. Numerical calculations
A generating model of non-trivial SPT phases in this symmetry class is given by two copies of the Kitaev Majorana
chain Hamiltonian
H = −µ
∑
iσ
f†iσfiσ − t
∑
iσ
[
f†i+1σfiσ + H.c.
]
+ i∆
∑
i
[
f†i+1↑f
†
i↑ − f†i+1↓f†i↓ + H.c.
]
(4.33)
which describes a superconducting state of spinful fermions, and the time-reversal symmetry is defined as
Tf†i↑T
−1 = −f†i↓, T f†i↓T−1 = f†i↑, T 2 = (−1)F , (4.34)
and hence, the unitary matrix UT associated with T is
UT =
(
0 1
−1 0
)
= iσy (4.35)
in the basis of (↑, ↓).
For simplicity, we set t = ∆ in the following. The SPT phase of the above model is realized when |µ|/t < 2 and
protected by the time-reversal. Figure 6 shows the evaluated complex phase and amplitude of disjoint intervals (4.32)
in both r and ns sectors, corresponding to periodic and anti-periodic boundary conditions along the time direction
for the intermediate interval. In the non-trivial phase and with periodic boundary condition (r sector), we observe
that the pi phase matches with the Z2 classification generated by putting on the Klein bottle spacetime manifold.
Regarding the amplitude, it reaches 1 deep in the trivial limit, while it is quantized at 1/16 in the non-trivial phase
as explained in Sec. IV B 1 (see also Table V).
2. Analytical calculations for the fixed-point wave function
Here, we verify the numerical results in the previous section. Let us consider the fixed-point wave function where
the correlation length is zero. This state is realized as the ground state of the Hamiltonian (4.33) in the µ = 0 limit,
that is
H = −
∑
iσ
[
f†iσfi+1,σ + H.c.
]
+ i
∑
iσ
[
f†i↑f
†
i+1↑ − f†i↓f†i+1↓ + H.c.
]
. (4.36)
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FIG. 6. [a] Complex phase and [b] amplitude of (4.32) in class DIII. The generating model is given by Eq. (4.33). R and NS
refer to periodic and antiperiodic boundary conditions in time direction for the intermediate interval. For each spin, the total
number of sites is N = 80. Each of the I1, I2 and I3 intervals has 20 sites.
Let I = I1 ∪ I2 ∪ I3 be three adjacent intervals on closed chain S1. We focus on the 8 Kramers pairs of Majorana
fermions at the boundary of three intervals I1, I2 and I3:
· · · cR0,↑ cL1,↑ · · · · · · cR1,↑ cL2,↑ · · · · · · cR2,↑ cL3,↑ · · · · · · cR3,↑ cL0 · · · (4.37)
· · · cR0,↓ cL1,↓ · · · · · · cR1,↓︸ ︷︷ ︸
I1
cL2,↓ · · · · · · cR2,↓︸ ︷︷ ︸
I2
cL3,↓ · · · · · · cR3,↓︸ ︷︷ ︸
I3
cL0,↓ · · · (4.38)
We introduce complex fermions inside the intervals as
f†i,σ =
cRi,σ + ic
L
i,σ
2
, (i = 0, 1, 2, 3, σ =↑↓). (4.39)
The gluing Hamiltonian is
H =
i
2
∑
σ=↑,↓
3∑
i=0
cRiσc
L
i+1σ = −
1
2
∑
σ=↑,↓
3∑
i=0
[
f†i,σfi+1,σ + fi,σfi+1,σ + h.c.
]
, (4.40)
where cL4,σ = c
L
0,σ, f4,σ = f0,σ. By a unitary gauge transformation fi,↑ → e−ipi/4fi,↑ and fi,↓ → eipi/4fi,↓, the pairing
part of this Hamiltonian can be brought into the form identical to (4.36). The ground state is given by
|Ψ〉 = 1
8
∏
σ=↑,↓
[
(f†1,σ + f
†
3,σ) + (1 + f
†
1,σf
†
3,σ)f
†
2,σ + (1− f†1,σf†3,σ)f†0,σ + (f†3,σ − f†1,σ)f†2,σf†0,σ
] |0〉 . (4.41)
The reduced density matrix ρI1∪I3
(
(−1)F2) on the disjoint intervals I1 ∪ I3 with fermion party twist on I2 is given by
ρI1∪I3
(
(−1)F2) = Tr0,2((−1)f†2 f2 |Ψ〉 〈Ψ| ) = 1
16
(icR1,↑c
L
3,↑)(ic
R
1,↓c
L
3,↓). (4.42)
Noticing that the unitary part of TRS on subsystem I1 is C
I1
T = e
pi
4 (c
R
1↑c
R
1↓−cL1↑cL1↓), it holds that
TrI1∪I3
[
ρI1∪I3
(
(−1)F2)CI1T ρT1I1∪I3((−1)F2)[CI1T ]†] = − 116 . (4.43)
This is consistent with the that is the Z2 invariant of the partition function on Klein bottle.
D. (1 + 1)d class AIII
Class AIII insulators are invariant under an antiunitary particle-hole symmetry (PHS), which does not flip U(1)
charge of complex fermions, eiQ → e−i(−Q) = eiQ, and are defined on a space manifold with a spinc structure. In Wick-
rotated Euclidean spacetime, the corresponding structure is equivalent to pinc. In (1 + 1)d spacetime dimensions,
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the topological classification is given by ΩPin
c
2 = Z4 and generated by RP 2. The topological invariant is given in
terms of the partition function on RP 2, which can be recast in the operator formalism by using partial particle-hole
transformation, in the way similar to the case of partial time-reversal discussed in Sec. IV A 2:
Z = Tr
[
ρIU
I1
CT ρ
T1
I [U
I1
CT ]
†], (4.44)
where I consists of two adjacent interval, I = I1 ∪ I2.
As pointed out in Sec. II C 1, the U(1) holonomy along the Z2 cycle of RP 2 should be properly chosen to yield
the correct formula for the many-body Z4 invariant. In the current case with (CT )2 = 1, the suitable choice is ±i
holonomy and the ±i phase rotation is already involved in the definition (4.44).
As discussed in Sec. III B 2, the partition function (4.44) can be expressed in the coherent state basis as follows.
We start from a reduced density matrix
ρI =
∫ ∏
i
dα¯idαidβ¯idβie
−∑i(α¯iαi+β¯iβi)ρI({α¯i}, {βi}) |{αi}〉 〈{β¯i}| . (4.45)
The partial anti-unitary particle-hole transformed reduced density matrix is given by
U I1CT ρ
T1
I [U
I1
CT ]
† =
∫ ∏
i
dγ¯idγidδ¯idδie
−∑i(γ¯iγi+δ¯iδi)ρI({γ¯i}, {δi})
× CI1f |{−iδ¯j [UCT ]ji}i∈I1 , {γi}i∈I2〉 〈{−i[U†CT ]ijγj}i∈I1 , {δ¯i}i∈I2 | [CI1f ]†,
(4.46)
where CI1f = (f
†
1 +f1) · · · (f†N1 +fN1) is the partial particle-hole transformation on I1 = {1, . . . , N1}. (Here we assumed
that ρI is Grassmann even.) We need to know the matrix element of the particle-hole transformation. It is sufficient
to check it for the coherent state |α〉 = e−αf† |0〉 of a one complex fermion. For C = f† + f , it holds that
〈α|C| − β〉 = Tr[ |β〉 〈α|C†] = α− β. (4.47)
This is the delta function of the Grassmann variables. It is natural in the view point of the pinc structure. If we
associate the additional U(1) phase twist, we have
〈α|eiθf†fC| − β〉 = eiθα− β, (4.48)
which is nothing but the coordinate transformation of pinc structure with U(1) twist. From a straightforward calcu-
lation, we obtain the coherent state formula
Tr
[
ρIU
I1
CT ρ
T1
I [U
I1
CT ]
†]
=
∫ ∏
i∈I1∪I2
[dαidβidγidδi]
∏
i∈I1
[
(δi + [iUCT ]ijβj)(γi − αj [iU†CT ]ji)
]
e
∑
i∈I2 (αiδi+βiγi)
× ρI({αi}; {βi})ρI({γi}; {δi}). (4.49)
See Fig. 7 for a network representation.
1. Numerical calculations
A canonical model of non-trivial SPT phases in this symmetry class is given by the Su-Schrieffer-Heeger (SSH)
model,
H = −
∑
j
[t2f
†
j+1gj + t1f
†
j gj + H.c.], (4.50)
where there are two fermion species living on each site fj and gj . The antiunitary PHS S is defined by
Sf†i S
−1 = fi, Sg
†
iS
−1 = −gi, SiS−1 = −i. (4.51)
This model realizes two topologically distinct phases: Topologically non-trivial phase for t2 > t1, where the open
chain has localized fermion zero-modes at the boundaries, and trivial phase for t2 < t1 with no boundary mode.
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FIG. 7. [a] Adjacent partial transpose for class AIII chiral symmetry (antiunitary particle-hole symmetry). [b] Connecting
matrices.
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FIG. 8. [a] Complex phase and [b] amplitude of (4.44) in class AIII, denoted by S. For reference, we also include the partial
transformation with no particle-hole transformation (without the C operator in (4.46)), denoted by T . As a model Hamiltonian
we use (4.50) with the parameterization t2 = (1 − t)/2 and t1 = (1 + t)/2. The total number of sites is N = 80. Here, I1, I2
and I3 each has 20 sites.
In Fig. 8, the complex phase and amplitude of adjacent intervals (4.49) are shown (the blue circles denoted by S),
in the non-trivial phase we observe that the eipi/2 phase which matches the Z4 classification generated by putting
on the RP 2 spacetime manifold. Moreover, the amplitude asymptotes to 1 in the trivial limit, while it is 1/8 in the
non-trivial phase consistent with the previous discussion in Sec. IV B 1 (see also Table V). We also show a reference
curve denoted by T , where we do not include the particle-hole transformation (Eq. (4.46) without CI1f ), where the
amplitude remains identical to that of S curve while there is no complex phase. This means that we must consider
the original symmetry transformation, as defined for the symmetry class, within our partial transformation scheme
in order to obtain the complex phase associated with the topological classification.
2. Analytical calculations for the fixed-point wave function
Here, we show that consistent results can be obtained for the fixed-point wave function and confirm the numerical
results in the previous section. This zero-correlation length wave function is the ground state of the Hamiltonian
(4.50) when t1 = 0, which is
H = −
N∑
i=1
g†i fi+1 + H.c.. (4.52)
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It is easy to show that the ground state with N -particle sector is fully occupied state of the “bond” fermions (g†i +
f†i+1)/
√
2,
|Ψ〉 = 1
(
√
2)N
(g†1 + f
†
2 )(g
†
2 + f
†
3 ) · · · (g†N + f†1 ) |0〉 . (4.53)
Let I = I1 ∪ I2 be adjacent intervals on closed chain S1. According to the cut and glue construction for the reduced
density matrix, we focus on the 6 complex fermions at the boundaries of intervals
· · · g0 f1 · · · · · · g1︸ ︷︷ ︸
I1
f2 · · · · · · g2︸ ︷︷ ︸
I2
f0 · · · (4.54)
The gluing Hamiltonian is
H = −(g†0f1 + g†1f2 + g†2f0) + h.c., (4.55)
and its ground state is given by
|Ψ〉 = 2−3/2(g†0 + f†1 )(g†1 + f†2 )(g†2 + f†0 ) |0〉 . (4.56)
The reduced density matrix is given by
ρI = Tr0 |Ψ〉 〈Ψ|
= 2−3
[
|1000〉 〈1000|+ |0001〉 〈0001|+ |1000〉 〈0001|+ |0001〉 〈1000|
+ |1100〉 〈1100|+ |0101〉 〈0101| − |1100〉 〈0101| − |0101〉 〈1100|
+ |1010〉 〈1010|+ |0011〉 〈0011| − |1010〉 〈0011| − |0011〉 〈1010|
+ |1110〉 〈1110|+ |0111〉 〈0111|+ |1110〉 〈0111|+ |0111〉 〈1110|
]
.
(4.57)
Here we defined occupied states in the following order
|n1n2n3n4〉 := (g†1)n1(f†1 )n2(g†2)n3(f†2 )n4 |0〉 . (4.58)
The unitary part U I1CT of the anti-unitary PHS is given by the pi phase rotation on the g1 fermion. From the formula
(3.53), we obtain
U I1CT ρ
T1
I [U
I1
CT ]
† = 2−3
[
|0100〉 〈0100|+ |1101〉 〈1101|+ i |1100〉 〈0101|+ i |0101〉 〈1100|
+ |0000〉 〈0000|+ |1001〉 〈1001| − i |1000〉 〈0001| − i |0001〉 〈1000|
+ |0110〉 〈0110|+ |1111〉 〈1111| − i |1110〉 〈0111| − i |0111〉 〈1110|
+ |0010〉 〈0010|+ |1011〉 〈1011|+ i |1010〉 〈0011|+ i |0011〉 〈1010|
]
.
(4.59)
Hence, the non-local order parameter can be computed as
TrI
[
ρIU
I1
CT ρ
T1
I [U
I1
CT ]
†] = − i
8
. (4.60)
This is precisely the Z4 invariant.
E. (1 + 1)d class AI
Let us consider the complex fermion operators {f†j , fj}, and time-reversal symmetry without Kramers degeneracy
Tf†j T
−1 = f†k [UT ]kj , U trT = UT . (4.61)
The Wick rotated version of this TRS corresponds to pinc˜− structure in Euclidean quantum field theory. The cobordism
in 2d spacetime is given by Ω
Pinc˜−
2 = Z × Z2, [13] which means the existence of Z2 SPT phases. (The free part
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corresponds to the θ term.) This Z2 phase is interaction enabled in the sense that it is not obtained as a ground state
of free fermion systems.
The generating manifold of Z2 subgroup of Ω
Pinc−
2 is the real projective plane RP 2. In the following, by using a
concrete model which is equivalent to the Haldane chain, we demonstrate that the partial time-reversal transformation
Z = TrI [ρIC
I1
T ρ
T1
I C
I1
T ] (4.62)
on adjacent two intervals provides the many body Z2 invariant.
1. Analytic calculation of the Z2 invariant
A nontrivial ground state can be constructed by representing the AKLT ground state in terms of complex fermions,
as shown by Watanabe and Fu. [67] Let ajσ, bjσ(σ =↑, ↓) be bosons on 1d closed chain. We impose the TRS on these
bosonic degrees of freedom by
Ta†j↑T
−1 = −a†j↓, Ta†j↓T−1 = a†j↑,
T b†j↑T
−1 = −b†j↓, T b†j↓T−1 = b†j↑. (4.63)
Thus, each ajσ and bjσ boson forms the nontrivial projective representation ρ with T
2 = −1 of TRS. On the other
hand, the representation of the total tensor product space ρ ⊗ ρ∗ on a given site is linear. The fixed point AKLT
ground state is given by the product state of singlet pair of trivial representation in ρ⊗ ρ∗ in the bonds,
|Ψ〉boson = · · · b†j−1σa†jσb†j,σ′a†j+1σ′b†j+1,σ′′a†j+2σ′′ · · · |vac〉 (4.64)
up to a normalization factor. Notice that this ground state is composed only of two-particle bosonic states a†jσb
†
jσ′ at
each site. We replace two-particle states of bosons by those of complex fermions f†jσg
†
jσ′ as
a†j↑b
†
j↑ = f
†
j↑g
†
j↑, a
†
j↑b
†
j↓ = f
†
j↑g
†
j↓,
a†j↓b
†
j↑ = −f†j↓g†j↑, a†j↓b†j↓ = f†j↓g†j↓. (4.65)
The relative minus sign in the third equation is essential to represent the same ground state with complex fermions
with T 2 = 1
Tf†j↑T
−1 = f†j↓, T f
†
j↓T
−1 = f†j↑,
T g†j↑T
−1 = g†j↓, T g
†
j↓T
−1 = g†j↑. (4.66)
The fermionic ground state is given by
|Ψ〉fermion = · · · g†j−1σf†jσ(−1)χ(σ,σ
′)g†j,σ′f
†
j+1σ′(−1)χ(σ
′,σ′′)g†j+1,σ′′f
†
j+2σ′′ · · · |vac〉 (4.67)
with the nonlocal phase dependence
(−1)χ(σ,σ′) =
{ −1 (σ =↓, σ′ =↑),
1 (otherwise).
(4.68)
Now let us compute the Z2 invariant. Since the ground state is identical to the AKLT state, the Z2 invariant is given
by the Pollmann-Turner invariant Tr
[
ρI [U
I1
T ]ρ
T1
I [U
I1
T ]
†] with two adjacent interval I = I1 ∪ I2. It was already shown
that the ground state (4.64) gives rise to Tr
[
ρI [U
I1
T ]ρ
T1
I [U
I1
T ]
†] = −1/8 by use of partial time-reversal transformation
of spin systems. [35, 36] However, it is worth demonstrating the same result by our formulation of the fermionic partial
transpose since the fermionic partial time-reversal transformation differ from that of spin systems on the sign arising
from the fermionic anti-commutation relation.
The reduced density matrix on the subsystem I = 1, . . . , N can be computed explicitly,
ρI = TrS1\I
(
|Ψ〉fermion 〈Ψ|fermion
)
=
N
4
∑
βL,βR,{σj},{µj}∈{↑,↓}
f(βL, βR, {σj}, {µj}) |βLσ1σ1σ2 · · ·σN−1βR〉 〈βLµ1µ1µ2 · · ·µN−1βR|
(4.69)
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in the fermionic occupation number basis, where
f(βL, βR, {σj}, {µj}) = (−1)χ(β1,σ1)+χ(σ1,σ2)+···+χ(σN−1,βR)(−1)χ(β1,µ1)+χ(µ1,µ2)+···+χ(µN−1,βR), (4.70)
and N is a normalization constant. ρI has the four-fold degeneracy from the edge fermions labeled by βL, βR ∈ {↑, ↓}.
Applying the formula (3.48) to ρI and a simple algebra leads to the following partial time-reversed density matrix on
I1 = 1, . . . , L,
CI1T ρ
T1
I [C
I1
T ]
† =
N
4
∑
βL,βR,{σj},{µj}∈{↑,↓}
−(−1)
(µL−1+σL−1)(µL+σL)
4 f(βL, βR, {σj}, {µj})
× |βLσ1 · · ·σL−1(−µL)σLσL+1 · · ·σN−1βR〉 〈βLµ1 · · ·µL−1(−σL)µLµL+1 · · ·µN−1βR|
(4.71)
Here, we set σj = 1(−1) for ↑ (↓) and the same notation for µj , βL. Then, we obtain the same result Tr[ρICI1T ρT1I [CI1T ]†] =−1/8 as the bosonic one.
F. (1 + 1)d class AII
Let us consider (1 + 1)d systems of complex fermions with spin, where TRS acts on fermion operators as
Tf†j T
−1 = f†k [UT ]kj , U trT = −UT . (4.72)
The time-reversal T squares to the fermion number parity. The Wick rotated version of this TRS can be used
to introduce a pinc˜+ structure in Euclidean quantum field theory. The relevant cobordism group in 2d spacetime
is given by Ω
Pinc˜+
2 = Z [13], which is generated by the real projective plane RP 2 with the half monopole flux,∫
RP 2 F/2pi = 1/2 (Sec. II C 2). The cobordism invariant topological action is given by (2.11), where the periodicity of
θ is 4pi. Because ground states are parametrized by unquantized theta angles, Ω
Pinc˜+
2 = Z does not represent an SPT
phase. Nevertheless, from the example treated in this section we will learn how to realize the non-trivial topological
sector of pinc˜+ connections in the operator formalism.
To have a better understanding of the importance of the unoriented generating manifold RP 2 and the half monopole
flux, it is instructive to recall that the topological response action of one-dimensional topological insulators is given
by the theta term
Z(X,A) = e
iθ
2pi
∫
X
dA = eiθn, (4.73)
where X is a closed oriented (1 + 1)d spacetime manifold, A is the U(1) background gauge field, and n = 12pi
∫
X
dA
is the total magnetic flux which is integer-valued n ∈ Z. It is important to note that this action is invariant under
θ → θ + 2pi and hence the polarization angle θ is defined modulo 2pi. When we consider the symmetry class AII
which consists of two spin species, the theta angle doubles θ = θ↑ + θ↓. Therefore, the theta must be 4pi periodic.
However, the 4pi periodicity cannot be resolved from measuring the total polarization angle when the system is put an
on oriented manifold as in (4.73). The resolution to this is to put the system on RP 2 which admits a half monopole
due to the Dirac quantization condition. This means that the partition function of class AII on RP 2 is given by
Z(RP 2, A) = e
iθ
2pi
∫
RP2 dA = eiθ(n+
1
2 ), (4.74)
where the total magnetic flux 12pi
∫
RP 2 dA ∈ Z + 1/2 is half-integer. From this, one can readily observe that the
polarization angle θ is indeed 4pi periodic.
The purpose of this section is to construct a many-body invariant (the partition function on RP 2 in the presence
of half monopole) to detect this θ ∈ R/4piZ from a given ground state wave function with T symmetry.
1. Two adjacent intervals with the Lieb-Schultz-Mattis twist operator
Our first task is to construct a “tensor-network” description of the the generating manifold (RP 2 with the half
monopole flux). Since the projective plane RP 2 can be created from S2 by applying the antipodal projection, we
start from S2. In the Schwinger gauge, the pinc˜+ connection with unit monopole flux on S
2 is given by
Aθ(θ, φ) = 0, Aφ(θ, φ) =
1
2
cos θ, (4.75)
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where we use the spherical coordinate (θ, φ) on S2. Along the circle with the latitude θ, the holonomy is given by∮
Aφdφ = pi cos θ. We can deform A such that the contributions to the holonomy “localize” near φ = 0 and φ = pi,
and then take the quotient by the antipodal map (θ, φ) 7→ (pi − θ, φ+ pi). This construction gives RP 2 with the flux
line Aφ =
pi
2 cos θδ(φ), which gives rise to the half monopole charge.
The next step is to deform this configuration. Considering the following sequence of deformations (with a little care).
Cross-cap
Here, the green arrows are identified with each other. The final configuration can be readily interpreted in the
canonical formalism. Hence, we obtain the following expression in the canonical formalism for the path integral on
the generating manifold,
ZPinc˜+
(
RP 2,
∫
RP 2
F
2pi
=
1
2
)
∼ Tr
[
ρI
∏
x∈I1
e
piix
2|I1| f
†
xfxCI1T ρ
T1
I [C
I1
T ]
† ∏
x∈I1
e
−piix
2|I1| f
†
xfx
]
. (4.76)
Here, ρI = TrS1x\I1∪I2
( |ψ〉 〈ψ| ) is the reduced density matrix of the two adjacent intervals I1∪I2 obtained from a pure
state (ground state), CI1T ρ
T1
I [C
I1
T ]
† is obtained from ρI by the partial time-reversal transformation on I1 associated with
T , and finally, the operator
∏
x∈I1 e
piix
2|I1| f
†
xfx is a quarter of the Lieb-Schultz-Mattis twist operator of U(1) charge [68]
(|I1| is the length of the interval I1).
2. Numerical calculations
We now explicitly compute the partition function on RP 2 in the presence of half monopole for a microscopic
model, following the recipe described in the previous part. Let us consider a pair of SSH chain (4.50) (with arbitrary
polarization angle parametrized by φ) as the canonical Hamiltonian of the symmetry class AII
H = − t2
2
∑
j,σ
[
ψ†j+1σ(τx + iτy)ψjσ + H.c.
]
− t1
∑
j,σ
ψ†jσ(1 + cosφ+ iτy sinφ)τxψjσ , (4.77)
where σ =↑, ↓ are spin labels and we define a two-component fermion operator ψ†j,σ = (f†j , g†j )σ for each spin species
in terms of the notation introduced in (4.50) and τi are Pauli matrices in this sublattice basis.
Figure 9 shows how the total theta θ = θ↑ + θ↓ varies as we change φ. Here, we compute the complex phase
associated with the quantity introduced in (4.76). This way, we effectively obtain θ/2 since we have placed a half
monopole inside RP 2 which corresponds to n = 0 in (4.74). From the above discussion, we expect θ/2 to be 2pi
periodic which implies θ to be 4pi periodic. This is clearly the case in Fig. 9. As a reference, we also show the value
of θ using the noninteracting formula in terms of the Berry phase
θ =
1
2pi
∫
BZ
dk Tr [aj ] , (4.78)
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FIG. 9. The polarization angle as a function of the parameter φ in the model Hamiltonian (4.77) for class AII in one dimension.
The many-body calculation refers to (4.76) which is equivalent to the partition function on RP 2 in the presence of half-monopole
(Eq. (4.74) with n = 0). The non-interacting expression (solid curve) is used as a reference based on the formula (4.78). The
system size is N = 80 and the intervals I1 and I2 each contain 20.
where aµνj = i 〈uµk| ∂j |uνk〉 is the Berry connection defined in terms of the Bloch functions of occupied bands |uνk〉
and ∂j = ∂/∂kj . The agreement between the above non-interacting expression and the complex phase of partition
function on RP 2 is evident in Fig. 9.
V. MANY BODY TOPOLOGICAL INVARIANTS OF FERMIONIC SHORT RANGE ENTANGLED
TOPOLOGICAL PHASES IN TWO AND THREE SPATIAL DIMENSIONS
Continuing from the previous section, we develop the construction of the non-local order parameters for fermionic
short-range entangled states protected by antiunitary symmetry in two and three spatial dimensions. In this section,
we consider unitary symmetries as well. In Sec. V A, we construct the Z2 invariant of (2 + 1)d class DIII topological
superconductors in a way similar to Sec. IV C. In Sec. V B, we formulate the many-body Z Chern number for (2 + 1)d
class A topological insulators in various ways, which serves as a preliminary result for the subsequent sections. Sec. V C
is devoted to developing the many-body Z2 invariant for (2 + 1)d class A insulators with CR particle-hole reflection
symmetry, which are CPT dual to class AII insulators. In Sec. V D, we construct the many-body Z2 invariant for
class AII insulators, which is a many-body counterpart of the Kane-Mele Z2 invariant, based on the method explained
in Sec. IV A. We close this section with examples of many-body topological invariants in three spatial dimensions in
Sec. V E. The non-local order parameters and symmetry classes discussed in this section are summarized in Table II.
An analytical derivation of the topological invariants in two dimensions based on the edge theory approach [65] should
be possible. In addition, one may use exactly solvable models with zero-correlation length topological ground states
(e.g., see [69]) to verify these results. We postpone these calculations to future studies.
A. (2 + 1)d class DIII
The relevant structures for symmetry class DIII are pin+ structures. The cobordism group in (2 + 1)d is given
by Ω
Pin+
3 = Z2. The generating manifold is the Klein bottle× S1, where S1 is a spatial direction (will be explained
shortly), with the periodic boundary condition for both the cycle of the Klein bottle and the S1 direction. The
many-body Z2 invariant is constructed in a similar way to Sec. IV B 2 b. In order to construct the relevant spacetime
manifold to detect the topological invariant, we first note that TRS changes the sign of the pairing terms in the
y-direction. Therefore, in analogy to class DIII in (1 + 1)d, we partition the system in this direction. The remaining
x-direction is left untouched and this way we realize the Klein bottle ×S1 as the spacetime manifold of the quantity,
Z = TrR1∪R3
[
ρR1∪R3
(
(−1)F2)CR1T [ρR1∪R3((−1)F2)]T1 [CR1T ]†], (5.1)
where R1,3 = I1,3 × S1y , and the reduced density matrix is found by
ρR1∪R3
(
(−1)F2) = TrR1∪R3[eipi∑r∈R2 n(r) |GS〉 〈GS| ], (5.2)
and |GS〉 is the ground state of the Hamiltonian (5.3). A schematic diagram of this partitioning is shown in Fig. 10[a].
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FIG. 10. [a] Schematic of spatial partitioning for class DIII in (2+1)d. [b] Complex phase and [c] amplitude of the many-body
invariant (5.1) for the model Hamiltonian (5.3). We set Ly = 40, and R1, R2 and R3 each has 10 sites in the y-direction.
1. Numerical calculations
A generating model of non-trivial SPT phases in this symmetry class is given by the following (px+ipy)↑×(px−ipy)↓
Hamiltonian [70]
H = −µ
∑
iσ
f†iσfiσ −
t
2
∑
〈ij〉σ
[
f†iσfjσ + H.c.
]
+
∆
2
∑
i
[
f†i↑f
†
i+xˆ↑ + f
†
i↓f
†
i+xˆ↓ + H.c.
]
+ i
∆
2
∑
i
[
f†i↑f
†
i+yˆ↑ − f†i↓f†i+yˆ↓ + H.c.
]
, (5.3)
which describes a superconducting state of spinful fermions. Time-reversal acts on the fermion operators as
Tf†i↑T
−1 = −f†i↓, T f†i↓T−1 = f†i↑, T 2 = (−1)F , (5.4)
and hence, the unitary matrix is UT = iσy in the (↑, ↓) basis.
As shown in Fig. 10[b], the complex phase of the quantity (5.1) is pi in the non-trivial phase which consistently
reproduces the Z2 classification of class DIII in (2 + 1)d. The amplitude in the topological phase shows an area law
behavior, ∼ e−αLx where α depends on microscopic details. As usual, the amplitude reaches 1 deep in the trivial
phase regardless of the dimensionality.
A simple way to explain the Z2 phase observed above is by going to momentum space along the compactified
direction (which is the x-direction in our model (5.3), also shown in Fig. 10[a]). This way, one can view the model
Hamiltonian (5.3) as a set of decoupled (1 + 1)d models in the symmetry class DIII. For each kx, the Hamiltonian
reads
Hkx = (−µ− t cos kx)
∑
yσ
f†kx,yσfkx,yσ
− t
2
∑
yσ
[
f†kx,yσfkx,y+1σ + H.c.
]
+ i∆ sin kx
∑
yσ
[
f†kx,yσf
†
−kx,yσ + H.c.
]
+ i
∆
2
∑
y
[
f†kx,y↑f
†
−kx,y+1↑ − f
†
kx,y↓f
†
−kx,y+1↓ + H.c.
]
(5.5)
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where fkx,yσ =
1√
Lx
∑
x fx,yσe
−ikxx. The overall value of (5.1) is given by the product of all kx modes each evaluated
by (4.32). For kx 6= 0, pi the density matrix is a combination of both kx and −kx modes and the resulting quantity
(4.32) is a complete square; thus, the associated complex phase vanishes. However, at the time-reversal invariant
points kx = 0, pi the Hamiltonian (5.5) is very similar to (4.33). When −2t < µ < 0, the kx = 0 mode is a (1 + 1)d
class DIII in the topological phase and gives the pi phase, while kx = pi is in the trivial phase and does not have a
complex phase. Hence, the overall phase which is the sum of all corresponding phases for kx modes becomes pi. A
similar argument can also be applied to the regime 0 < µ < 2t where the kx = pi mode is described by the non-trivial
phase of the (1 + 1)d class DIII and kx = 0 is in the trivial phase.
B. (2 + 1)d Class A
In this section, we present various constructions of many-body Z topological invariants for (2 + 1)d fermionic
insulators with the U(1) charge conservation symmetry, e.g., Chern insulators. These topological invariants are all
designed to extract the quantized integer (the quantized Hall conductivity) in the Chern-Simons action that arises in
the path-integral (1.1). Among them, the many-body Chern number [42, 43] is the well established construction of
the many-body Z invariant. In addition to the many-body Chern number formula, we present three construction of
the many-body Z invariants, one of which is equivalent to the charge pump. [71]
Let us start by discussing the Chern-Simons term for spinc connections. We consider a gapped phase of complex
fermions with a half-integer spin in (2+1) spacetime dimensions. In the Euclidean quantum field theory, the relevant
structures of manifolds are spinc which are needed to define a complex fermionic spinor with a half-integer spin on
the manifolds. [56] The topological sectors of spinc connections are classified by the cohomology H2(M ;Z) on the
manifold, where the free part represent background magnetic fluxes characterized by the first Chern number of the
field strength. We consider chiral phases with short range entanglement, the low-energy effective theory of which is
given by the Chern-Simons action of spinc connections∫
X
[
ik1
4pi
(
AdA+ Ω(g)
)
+
4ik2
2pi
AdA
]
=
∫
X
i(k1 + 8k2)
4pi
AdA+ (gravitational part) (5.6)
with two integer parameters k1, k2 ∈ Z. [56] These correspond to the cobordism invariant actions of spinc connections
in (3+1)-dimensions, [41]
1
2
· F ∧ F
(2pi)2
+
σ
8
, 4 · F ∧ F
(2pi)2
, (5.7)
where σ is the signature of the manifold, and Ω(g) is the gravitational correction [56] representing the edge mode with
a unit chiral central charge. The integers k1 and k2 are related to the electrical Hall and thermal Hall conductivities
as σHall = (k1 + 8k2)e
2/h and κHall = k1pi
2k2BT/3h. The (k1, k2) = (1, 0) corresponds to Chern insulators realized
in free fermion systems, whereas to realize states with (k1, k2) = (0, 1) we need many-body interactions.
21 In this
section, we only consider the method to detect the pure U(1) charge part k := (k1 + 8k2).
In the rest of this section, we develop and review four constructions of the many-body Chern number detecting k ∈ Z
from various input data of ground state wave functions, which are summarized in Table VI. The same construction
is applicable to the many-body Chern number k ∈ 2Z for bosonic integer quantum Hall state described by the
Chern-Simons action ik4pi
∫
AdA.
1. Charge pump
Let H(A) be a Hamiltonian of complex fermions or bosons on a 2d closed spatial manifold M in the presence of a
background U(1) field A. We assume H(A) is gapped and has a unique ground state |GS(A)〉. The first example of
the many-body Chern number is the increment of the particle numbers of ground states by inducing a unit magnetic
flux,
k =
〈
GS(
∫
M
F = 2pi)
∣∣∣ Nˆ ∣∣∣GS(∫M F = 2pi)〉− 〈GS|Nˆ |GS〉 , (5.8)
21 Recall that the bosonic integer quantum Hall effect is described by the Chern-Simons action 1
2pi
∫
AdA showing σHall = 2(eboson)
2/h
and κHall = 0. [18] The (0, 1) state may be viewed as the bosonic integer quantum Hall effect made of Cooper pairs with the charge
eboson = 2e.
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Many-Body Chern number Input data
Charge pump [71]
〈
GS(
∫
F = 2pi)
∣∣∣ Nˆ ∣∣∣GS(∫ F = 2pi)〉− 〈GS(F = 0) ∣∣∣ Nˆ ∣∣∣GS(F = 0)〉 |GS(F = 0)〉and
|GS(∫ F = 2pi)〉
Many-body Chern
number [42, 43]
i
2pi
∮
dθy
∮ 〈GS(θx, θy) | dθxGS(θx, θy)〉 |GS(θx, θy)〉
Twisted boundary
condition and twist
operator [45, 72]
i
2pi
∮
dθy log
〈
GS(θy)
∣∣∣∣∏x,y e 2piixnˆ(x,y)Lx ∣∣∣∣GS(θy)〉 |GS(θy)〉
Swap [36, 46] and
twist operator
i
2pi
∮
dθ log
〈
GS
∣∣∣∣∣∣
∏
(x,y)∈R1∪R2
e
2piiynˆ(x,y)
Ly Swap(R1, R3)
∏
(x,y)∈R1∪R2
eiθnˆ(x,y)
∣∣∣∣∣∣GS
〉
|GS〉
TABLE VI. List of the many-body Z invariants for class A topological insulators in (2 + 1)d.
[a] [b]
FIG. 11. [a] U(1) field (5.10) with a unit magnetic flux
∫
T2
F = 2pi on the torus. The magnetic flux per unit cell is 2pi/LxLy.
[b] U(1) field (5.11) with a magnetic flux line with a unit magnetic flux
∫
T2
F = 2pi on the torus. This is realized by the twisted
boundary condition depending on site x.
where Nˆ is the total U(1) charge operator and |GS〉 is the ground state without magnetic flux. This is equivalent
to the charge pump [71] and derived from the Chern-Simons action ik4pi
∫
X
AdA as follows. Let X = Rt ×M be the
spacetime manifold. With a unit magnetic flux, the partition function is recast as
Z(Rt ×M,
∫
M
F = 2pi) = e
ik
2pi
∫
Rt dtAt
∫
M
dxdyFxy = e
ik
∫
Rt dtAt , (5.9)
(here, we have Wick-rotated to real time) which represents the systems with the U(1) charge k, where the number of
U(1) charge is counted from the ground state without a magnetic flux. The functional derivative with respect to At
leads to (5.8).
Lattice realizations of a unit magnetic flux— It is worth introducing two useful realizations of a unit magnetic flux
on the lattice system on the torus M = T 2. Let Ax(x, y), Ay(x, y) ∈ R/2piZ be the background U(1) field living on
bonds. A simple way to prepare a unit magnetic flux with uniform magnetic field is to set
Ax(x, y) =
2piy
LxLy
, Ay(x, y) =
{
0 (y = 1, . . . , Ly − 1)
2pix
Lx
(y = Ly)
, (5.10)
where Lx, Ly are the number of sites. The uniform magnetic flux F (x, y) = Ax(x, y) + Ay(x+ 1, y)− Ax(x, y + 1)−
Ay(x, y) = 2pi/(LxLy) is inserted per a unit cell (see Fig. 11 [a]). Another useful choice is the following non-uniform
magnetic field with a unit flux (a magnetic flux line)
A˜x(x, y) = 0, A˜y(x, y) =
{
0 (y = 1, . . . , Ly − 1)
2pix
Lx
(y = Ly)
. (5.11)
The magnetic flux F = 2pi/Lx is inserted only on the y = Ly line (see Fig. 11 [b]). Both configurations A, A˜ give rise
to a unit magnetic flux
∫
T 2
F = 2pi on the torus.
For noninteracting models of the Chern insulator, it is easy to compute the invariant (5.8). We have numerically
checked that the formula (5.8) does work for some lattice models of the Chern insulator.
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Parity anomaly for complex fermion— For complex fermions, the increment of the particle number by 1 is analyt-
ically computed from the Dirac theory which is a critical theory between the k = 0 and k = 1 states. [12] Let
h(A) = (−i∂x +Ax)σx + (−i∂y +Ay)σy (5.12)
be the 2d Dirac Hamiltonian on a closed 2d manifold M with U(1) background field with chiral symmetry {h(A),Γ} =
0,Γ = σz. The index theorem states that the analytic index of h(A) which is defined as the difference between the
number of zero modes of h(A) with positive and negative chirality Γ = ±1 is given by the magnetic flux ∫
M
F/2pi ∈ Z.
For the background U(1) field with a unit magnetic flux, there appears a single zero mode |φ+〉 with positive chirality
Γ = 1. Now we perturb the system by small mass term mσz. m > 0 (m < 0) corresponds to the Chern (trivial)
insulator. The zero mode |φ+〉 shifts by +m, which means the number of negative energy modes increases by 1 as m
crosses zero from positive to negative. See, for example, Ref. [73] for the detail of the analytical calculation on the
sphere.
2. Many-body Chern number
Let |GS(θx, θy)〉 be the ground state wave function on the torus with twisted boundary conditions θx and θy for
the x and y-directions, respectively. The adiabatic change of the flux θx(t) by a unit period with the flux θy fixed
gives the Berry phase. In spacetime geometry, the adiabatic change of the flux θx(t) by a unit period induces the unit
electric flux
∮
dtdxEx =
∮
dtdx(−∂tAx) = −
∮
dθx = −2pi. From the Chern-Simons action, the Berry phase can be
written as
exp
∮
〈GS(θx, θy) | dθxGS(θx, θy)〉 = exp
ik
2pi
∮
dyAy
∮
dtdxEx = e
−ikθy . (5.13)
The many-body Chern number k is extracted from the winding number of the Berry phase as [42, 43]
k =
i
2pi
∮
dθy
∮
〈GS(θx, θy) | dθxGS(θx, θy)〉 . (5.14)
3. Twisted boundary condition and twist operator
In (5.13), we have employed the temporally varying vector potential Ax(t). The alternative choice is the spatially
varying scalar potential At(x) to get a unit electric flux
∮
dtdxEx =
∮
dtdx(−∂xAt) = −2pi. The corresponding
operator is known as the Lieb-Schultz-Mattis twist operator [68] or the Resta’s Z function [45]. Let |GS(θy)〉 be the
ground state with the twisted boundary condition for the y-direction. From the Chern-Simons action, the ground
state expectation value of the twist operator is given by〈
GS(θy)
∣∣∣∣∣∏
x,y
e
2piixnˆ(x,y)
Lx
∣∣∣∣∣GS(θy)
〉
= exp
ik
2pi
∮
dyAy
∮
dtdxEx = e
−ikθy , (5.15)
where nˆ(x, y) is the U(1) density operator and x and y run over all the space manifold. The many-body Chern number
k can be extracted by the phase winding again as [72]
k =
i
2pi
∮
dθy log
〈
GS(θy)
∣∣∣∣∣∏
x,y
e
2piixnˆ(x,y)
Lx
∣∣∣∣∣GS(θy)
〉
. (5.16)
4. Swap and twist operator
Here we introduce the many-body Chern number made only from a single ground state wave function |GS〉. To
this end, we employ a kind of partial operation, the swap operator, exchanging two intervals, which was introduced
to detect the Z2 SPT invariant of the Haldane chain phase protected by the Z2 × Z2 symmetry. [46]
Let us briefly review the swap operator in 1-space dimension. Let |GS〉 be a pure state on a closed 1d chain. We
introduce three adjacent intervals I1 ∪ I2 ∪ I3. The swap operator Swap(I1, I3) is defined by exchanging the matter
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FIG. 12. Topological deformation of the operator (5.18). The red and blue lines express the symmetry defects of g and h
symmetry, respectively, which means that the matter field are charged by g and h when it passes these defect lines.
field ψ†(x) on I1 and I3 as
Swap(I1, I3)ψ
†(x ∈ I1)Swap(I1, I3)−1 = ψ†(x+ |I1 ∪ I2| ∈ I3),
Swap(I1, I3)ψ
†(x+ |I1 ∪ I2| ∈ I3)Swap(I1, I3)−1 = ψ†(x ∈ I1),
Swap(I1, I3)ψ
†(x ∈ I2)Swap(I1, I3)−1 = ψ†(x ∈ I2),
(5.17)
where |I1 ∪ I2| is the length of the interval I1 ∪ I2. Topologically, the swap operator Swap(I1, I3) induces a genus in
the (1 + 1)d spacetime manifold in the imaginary time path integral. In the presence of the onsite symmetry G, one
can combine the partial G operation with the swap operator. Let us consider the following sequence [46]( ∏
x∈I1∪I2
hˆx
)
· Swap(I1, I3) ·
( ∏
x∈I1∪I2
gˆx
)
, (5.18)
where gˆx, hˆx are the local symmetry operator of g, h ∈ G. The operator (5.18) induces a genus with an intersection
of symmetry defects between g and h [36] as shown in Fig. 12. In the limit |I1|, |I2|, |I3|  ξ with ξ the correlation
length, the ground state expectation value of (5.18) is well quantized to get the topological invariant detecting the
relevant topological phase, for example, the group cohomology H2group(G;U(1)) if [g, h] = 0 for (1 + 1)d bosonic SPT
phases.
Let us move on to 2-space dimensions with the U(1) symmetry by adding the closed y-direction S1y . One can
generalize the operator (5.18) so as to include the twist operator along the y-direction:( ∏
(x,y)∈R1∪R2
e
2piiynˆ(x,y)
Ly
)
· Swap(R1, R3) ·
( ∏
(x,y)∈R1∪R2
eiθnˆ(x,y)
)
, (5.19)
where R1,2,3 = I1,2,3 × S1y . This operator induces the connected sum of the spacetime manifold with the background
U(1) field with
∫
AdA = 4piθ. Thus, we have that
k =
i
2pi
∮
dθ log
〈
GS
∣∣∣∣∣∣
∏
(x,y)∈R1∪R2
e
2piiynˆ(x,y)
Ly Swap(R1, R3)
∏
x∈R1∪R2
eiθnˆ(x,y)
∣∣∣∣∣∣GS
〉
(5.20)
in the limit |I1|, |I2|, |I3|  ξ with ξ the correlation length of bulk.
C. (2 + 1)d Class A + CR with (CR)2 = 1
In this section, we discuss the many-body topological invariant of topological insulators in (2 + 1)d protected by
the combined particle-hole and reflection symmetry, i.e., CR symmetry, with (CR)2 = 1. [30, 31, 74] Here, CR is
unitary, and acts on complex fermion operators as
(CR)ψ†j (x, y)(CR)
−1 = [UCR]jkψk(−x, y),
U trCR = UCR. (5.21)
The CR symmetric topological insulators are CRT (CPT) dual of time-reversal symmetric topological insulators
in class AII in (2 + 1)d, and hence this section can be considered as a preliminary for the next section where the
many-body Z2 invariant for class AII topological insulators in (2 + 1)d is defined.
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Many-Body Z2 number Input data
CR parity pump [12]
〈
GS(
∫
F = 2pi)
∣∣CR ∣∣GS(∫ F = 2pi)〉 / 〈GS(F = 0) |CR |GS(F = 0)〉 |GS(F = 0)〉and
|GS(∫ F = 2pi)〉
Berry phase on the
Klein bottle
exp
∮ 〈GS(KB; θ) | dθGS(KB; θ)〉 |GS(KB; θ)〉
CR swap and twist
operator
〈
GS
∣∣∣∣∏(x,y)∈R2 e 2piiynˆ(x,y)Ly ∏(x,y)∈R3(−1)nˆ(x,y)CR|R1∪R3
∣∣∣∣GS〉 |GS〉
TABLE VII. List of the many-body Z2 invariants detecting fermionic topological insulators protected by U(1)oCR symmetry
with (CR)2 = 1 and bosonic topological insulators protected by U(1)oR symmetry.
In the Euclidean field theory, this orientation-reversing symmetry corresponds to a pinc˜+ structure of unoriented man-
ifolds. [13, 57] Since the U(1) charge is flipped under the CR transformation, the topological sectors of pinc˜+ structures
are classified by the integer cohomology H2(X; Z˜) twisted by the orientation bundle. For example, H2(RP 2; Z˜) = Z;
H2(KB × S1; Z˜) = Z⊕ Z⊕ Z2. 22
The cobordism was computed by Freed and Hopkins [13] and is given by Ω
Pinc˜+
3 = Z2. The generating manifold
was discussed by Witten: [12] Let (T 2, A1) be the space torus with a unit magnetic flux. Thanks to the fact that CR
flips the sign of the U(1) charge, the background spinc field can be CR-symmetric. Suppose that CR acts freely on
T 2 × S1 as CR : (x, y, t) 7→ (−x, y, t+ 1/2) where S1 = [0, 1] is the time-direction. Then, (the phase of) the partition
function on the quotient T 2×S1/CR ∼= Klein bottle×S1 is the Z2 invariant. Among the topological sectors classified
by H2(KB × S1; Z˜), the generating manifold belongs to Z, which is given by the free part of H1(KB; Z˜) = Z ⊕ Z2
and H1(S1;Z) = Z in the view of the Ku¨nneth formula.
Similar to the integer topological invariants of the (2 + 1)d quantum Hall effect, it is possible to construct different
(expressions of) many-body topological invariants, which all detect the Z2 phase in symmetry class A+CR in (2+1)d.
See Table VII for the summary of the many-body Z2 invariants constructed in this section. We note that our Z2
invariants are also applicable to Z2 bosonic topological insulators protected by U(1) o R symmetry, where the semi
direct product means the reflection R flips the U(1) charge.
1. CR parity pump
It is straightforward to translate the Z2 invariant given as the partition function on T 2×S1/CR ∼= Klein bottle×S1
into the operator formalism. Let (T 2, A) be the 2d closed torus with background spinc field A with unit magnetic
flux. The configuration A can be chosen to be CR symmetric. The many-body Z2 invariant is the ground state
expectation value of CR operator
ν =
〈
Ψ(T 2, A)
∣∣CR ∣∣Ψ(T 2, A)〉 ∈ {±1}. (5.22)
I.e., the ground state parity of CR operator. The quantity ν is clearly quantized and invariant under deformation of
the Hamiltonian. The remaining problem is to show that there exists a model Hamiltonian and ground state with
ν = −1 relative to the trivial one with ν = 1.
a. Ground state expectation value of a particle-hole operator— Before showing the existence of non-trivial ground
states with ν = −1, we discuss a technical point: Because CR includes a particle-hole, there is a subtle point to make
the expectation value of CR free from a U(1) phase of states. In the following, we give a proper gauge fixing
procedure (see Eq. (5.27) below). Let us consider a gapped Hamiltonian of complex fermions ψj , ψ−j(j = 1, . . . , N)
with particle-hole symmetry
CHC−1 = H, Cψ†jC
−1 = [UC ]jkψk, U trC = UC , (5.23)
where UC is a unitary matrix. We define the action of the C operator on the vacuum of ψj fermion by
C |0〉 = ψ†−N · · ·ψ†N−1ψ†N |0〉 (5.24)
22 To know possible topological sectors, the Poincare duality of twisted cohomology H2(X; Z˜) ∼= Hd−2(X;Z) is useful, where d is the dimen-
sion of X. Also, the Ku¨nneth formula holds true: Hd(X × Y ; Z˜) ∼= ⊕i+j=dHi(X; Z˜)⊗Hj(Y ; Z˜)⊕i+j=d−1 TorZ1(Hi(X; Z˜), Hj(Y ; Z˜)).
For example, H2(RP 2; Z˜) ∼= H0(RP 2;Z) = Z; H2(KB × S1; Z˜) ∼= H2(KB; Z˜)⊗H0(S1; Z˜)⊕H1(KB; Z˜)⊗H1(S1; Z˜) = Z⊕ Z⊕ Z2.
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up to a sign. For simplicity, we consider free fermionic model
H =
∑
jk
ψ†jhjkψk =
∑
j
Ejχ†jχj , Ej < 0 for j < 0. (5.25)
Here, we introduced the diagonalizing basis χ†j = ψ
†
iuij with h = uEu†. The ground state is given by occupying states
with negative energy as
|GS〉 = χ†−1 · · ·χ†−N |0〉 . (5.26)
23 Because of PHS, one can choose unoccupied states satisfying
Cχ†−jC
−1 = χj , (5.27)
which is equivalent to imposing the condition
uj = U†Cu∗−j (5.28)
on the state vector uj = (uij). Under the phase fixing (5.27), the ground state expectation value of C reads
〈GS|C|GS〉 = 〈0|χ−N · · ·χ−1Cχ†−1 · · ·χ†−N |0〉
∼ (detU)−1, (5.29)
where U is the 2N by 2N matrix
U = (u−N , · · · , u−1,U†Cu∗−1, · · · ,U†Cu∗−N ). (5.30)
Notice that detU is well-defined only with the phase fixing condition (5.28).
b. Existence of Z2 nontrivial model— Now we show there exists a model with nontrivial Z2 invariant (5.22).
It is best understood in the presence of an additional Z2 symmetry which anticommutes with CR. In such cases,
one-particle eigenstates are labeled by Z2 eigenvalues, ↑ and ↓, say, and CR exchanges ↑ and ↓ as well as occupied
and unoccupied states as
u+i↑ = U†CR(u−i↓)∗, u+i↓ = U†CR(u−i↑)∗. (5.31)
The crucial point is the parity anomaly of Chern insulators. The number of occupied states of a Chern insulator
with Chern number ch1 = m in the presence of the unit magnetic flux increases (decrease) by m as compared to
the number of occupied states in the absence of the magnetic flux. Let m be the spin Chern number, namely, the
ch↑ = −ch↓ = m. In such case, the numbers of occupied states are as follows:
u+i↑ = U†CR(u−i↓)∗ (i = 1, . . . , N +m),
u+i↓ = U†CR(u−i↑)∗ (i = 1, . . . , N −m). (5.32)
Then, because the determinant of the odd permutation is (−1), it follows that
detU = detU∗CR(−1)N+m ×
∣∣∣ det [u−1↑, . . . , u−N−m↑,U†CR(u−1↓)∗, . . . ,U†CR(u−N+m↓)∗]∣∣∣2. (5.33)
Clearly, detU is proportional to the parity of the spin Chern number m.
c. CR symmetric lattice model We now explicitly show that the Z2 invariant (5.22) can be computed for a
microscopic model. We consider the Hamiltonian
H =
1
2
∑
r
s=1,2
[
ψ†(r + xˆs)(i∆Γs − tΓ3)ψ(r) + H.c.
]
+m
∑
i
ψ†(r)Γ3ψ(r) (5.34)
23 For simplicity, here, we describe free fermion ground states. However, our procedure applies to any ground states since in the presence
of particle-hole symmetry C, all states in the Fock space (in the presence of an energy gap) come in particle-hole symmetric pairs.
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FIG. 13. The topological invariant ν =
〈
Ψ(T 2, A)
∣∣CR ∣∣Ψ(T 2, A)〉 of class A+CR, for the model Hamiltonian (5.34) on torus
(Lx = Ly = 12) in the presence of one unit of background magnetic flux.
on the square lattice, which describes two copies of the Chern insulator (class A) with opposite chiralities, where ψ(r)
is a four-component fermion operator and the hopping amplitudes are 4×4 matrices given by Γs = (σzτx, σ0τy, σ0τz).
where the σ and τ are Pauli matrices and the 0 subscript denotes the identity matrix. The CR symmetry is defined
by
(CR)ψ†(x, y)(CR)−1 = σxτx ψ(−x, y). (5.35)
The background magnetic flux is implemented in the lattice model through the Pierels substitution where the hopping
matrices are modified according to the rule, hrr′′ → hrr′ei
∫ r′
r
A(r)·dr. A few important remarks regarding the spectrum
of Chern insulators in the presence of m units of magnetic flux φ are in order. Let Lx and Ly be the dimensions of
the lattice model (5.34). There are 2LxLy sites available per each Chern insulator. In the absence of background
magnetic field, there are nocc(φ = 0) = LxLy occupied states in each Chern insulator separated from the other
nunocc(φ = 0) = LxLy states by a gap. Inserting a magnetic flux of strength φ = m creates an imbalance between
occupied and unoccupied states, such that nocc(φ = m) = LxLy + m chσ and nunocc(φ = m) = LxLy − m chσ
where chσ = ±1 is the Chern number of the Chern insulator σ =↑ / ↓ and the spectral gap remains the same as
in the absence of φ. This result is independent of the choice of gauge fields (5.10) or (5.11) as expected from the
index theorem (5.8). However, for more practical purposes one should use the uniform gauge field (5.10) in which
single particle wave functions are smoother. Finally, we should note that the overall number of occupied states in CR
symmetric model (5.34) remains unchanged.
In order to compute the topological invariant (5.22), we calculate the ground state of (5.34) subject to a unit
magnetic flux and fix the U(1) gauge freedom through (5.28). The result is shown in Fig. 13. Interestingly, there is a
sharp distinction between the trivial and non-trivial phases.
2. Z2 quantized Berry phase on the Klein bottle
Alternatively, the topological invariant can be derived from an adiabatic process. Compared to the previous method,
the adiabatic method has a merit that there is no need to introduce a non-flat background gauge field over the space
manifold. Let us first motivate this idea by constructing the spacetime picture. Starting from the spacetime picture
of the topological invariant (5.22), shown in Fig.14[a], we choose the spatial part of the spacetime manifold to contain
the CR twist and a flat gauge field, as shown in Fig.14[b]. This means that the spatial manifold is the Klein bottle
and the gauge field is Ax = 2pit/Lt which varies in the temporal direction. To simulate the partition function on
this manifold, we consider slices of fixed time manifolds where the ground state is computed from the CR-twisted
Hamiltonian and the background field is simply a twisted boundary condition along the cycle of the Klein bottle
(x-direction). The details of this Hamiltonian can be found in Appendix B. Hence, the partition function can be
written as
Z = e
∫ 2pi
0
〈Ψ(γ)|∂γ |Ψ(γ)〉dγ
= 〈Ψ(γ0)|Ψ(γ1)〉 〈Ψ(γ1)|Ψ(γ2)〉 〈Ψ(γ2)|Ψ(γ3)〉 · · · 〈Ψ(γN−1)|Ψ(γ0)〉 (5.36)
where the topological invariant is the Berry phase associated with a closed loop in the space of twisted boundary
condition γ, which is the twist angle along the x-direction. In the second identity, we explicitly show how this quantity
can be computed numerically, where γj = 2pij/N (0 ≤ j < N), and N is the number of steps in discretizing the
γ ∈ [0, 2pi) interval.
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FIG. 14. Two methods of computing the topological invariant ν of class A+CR in (2 + 1)d, for the model Hamiltonian (5.34).
Top panels show the spacetime manifold and the small arrows represent the background gauge field A = (At, Ax, Ay). Lower
panels show the spatial manifold and the background gauge fields, which are non-flat (unit magnetic flux) and flat (twisted
boundary condition) in [a] and [b], respectively. [a] ν is defined as the expectation value of the CR operator where the spatial
manifold is torus and the system is subjected to one unit of background magnetic flux A = (0, 2piy/Ly, 0). [b] ν is computed in
terms of Berry phase as the twisted boundary condition γ = 2pit/Lt, i.e., A = (0, 2pit/Lt, 0), along the cycle of (spatial) Klein
bottle is swept from 0 to 2pi. The Klein bottle is obtained through twisting by the CR symmetry along the y-direction of the
original torus.
FIG. 15. Topological deformation of the operator (5.40). The red line expresses the symmetry defects of g symmetry, which
means that the matter field are charged by g when it passes the defect line.
The Berry phase (5.36), when computed for non-trivial topological insulators (such as the non-trivial phase realized
in the model (5.34)), is quantized and equal to pi (mod 2pi). We have tested the formula (5.36) numerically for the
model (5.34), and confirmed the pi Berry phase. The details of the numerical procedure can be found in Appendix B.
The pi Berry phase is consistent with the boundary calculations presented in Ref. [30]; In Ref. [30], the gapless
boundary theory of class A+CR topological insulators is put on the spacetime Klein bottle. The anomalous phase
acquired by the partition function of the boundary theory in large U(1) gauge transformations is quantized to be pi
mod 2pi. We have thus demonstrated the bulk-boundary correspondence for class A+CR topological insulators in
(2 + 1)d.
3. CR swap and the twist operator
The third expression of the many-body Z2 invariant needs only a single ground state |GS〉, similar to Sec. V B 4.
In this scheme, we introduce the “CR swap” operation to simulate the Klein bottle as follows. Let us consider, as
a warm up, the pure ground state |GS〉 on a closed 1d chain and I1, I2, I3 be three adjacent intervals where I1 and
I3 are of the same length. We assume I1 ∪ I3 is CR-symmetric: I2 is centered at the CR symmetric site x = 0. We
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FIG. 16. From the CR swap to the Klein bottle.
define the CR swap operator by restricting the CR reflection to the intervals I1 and I3,
CR|I1∪I3ψ†(x ∈ I1 ∪ I3)(CR|I1∪I3)−1 = CRψ†(x)(CR)−1 = UCRψ(−x),
CR|I1∪I3ψ†(x ∈ I2)(CR|I1∪I3)−1 = ψ†(x).
(5.37)
Topologically, the CR swap operator CR|I1∪I3 induces a genus one Klein bottle (1 + 1)d spacetime manifold in the
imaginary time path integral (see Fig. 15). Naively, we may expect that the ground state expectation value of the
CR swap operator gives the Klein bottle partition function. However, it turns out that the ground state expectation
value 〈GS |CR | I1∪I3 |GS〉 vanishes identically, which implies that CR|I1∪I3 operator itself cannot be used to create
a well-defined background pinc˜+ structure on the Klein bottle. To fix this issue, we find that combining the CR swap
operator with the partial fermion parity flip on the subsystem I3 provides the desired Klein bottle partition function.
The corresponding composite operator is given by(∏
x∈I3
(−1)nˆ(x)
)
· CR|I1∪I3 . (5.38)
The necessity to introduce the additional fermion parity flip may be understood as follows. First, let us recall that
in relativistic fermion systems the spacetime 2pi rotation e2piiΣ is identical to the fermion parity flip (−1)Nˆ , where
Σ is the generator of the Spin(2) rotation. Therefore, one must be careful in performing spacetime rotations. In
fact, Fig 16 suggests that the proper way to make the Klein bottle from the CR swap is (i) taking the spacetime
(−pi)-rotation on I1, (ii) swapping two intervals I1 ∪ I3 by the CR reflection, and (iii) gluing back to the state |GS〉
after the the spacetime (−pi)-rotation on I3. The sequence of operations is summarized as[
e−ipiΣ
∣∣∣
I3
]†
× CRI1∪I3 × e−ipiΣ
∣∣∣
I1
. (5.39)
Because the spacetime pi-rotation anticommutes with the CR reflection, i.e., CRe−ipiΣ = (−1)Nˆe−ipiΣCR, we have the
fermion parity flip as in (5.38). We should note that the prescription (5.38) is not limited to CR-symmetric systems,
but required in any fermionic systems. In Appendix G, we show that in (1 + 1)d class A systems with reflection
symmetry the fermion parity flip in (5.38) is also need to yield the Klein bottle partition function.
In the presence of an abelian onsite symmetry G that is flipped by the CR reflection as CRgˆ(CR)−1 = −gˆ, one
can consistently associate the intermediate g action between the disjoint intervals I1 ∪ I3 as(∏
x∈I2
gˆx
)
·
(∏
x∈I3
(−1)nˆ(x)
)
· CR|I1∪I3 , (5.40)
where gˆx is the local symmetry operator corresponding to g ∈ G. The operator (5.40) induces a genus one Klein
bottle with the symmetry flux g ∈ G (see Fig. 15). In the limit |I1|, |I2|, |I3|  ξ with ξ the correlation length, the
ground state expectation value of (5.18) is well quantized and provide a many-body topological invariant.
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Let us move on to 2-space dimensions with the U(1)oCR symmetry by adding the closed y-direction S1y . One can
generalize the operator (5.40) so as to include the twist operator along the y-direction: ∏
(x,y)∈R2
e
2piiynˆ(x,y)
Ly
 ·
 ∏
(x,y)∈R3
(−1)nˆ(x,y)
 · CR|R1∪R3 , (5.41)
where R1,2,3 = I1,2,3×S1y . This operator induces the same spacetime manifold as (5.22) and (5.36). The ground state
expectation value of (5.41) is well quantized in the limit |I1|, |I2|, |I3|  ξ with ξ the correlation length of bulk and
gives the many-body Z2 invariant.
D. (2 + 1)d Class AII
Symmetry class AII is characterized by TRS T which squares to −1. It acts on the fermionic creation/annihilation
operators as
Tf†j T
−1 = f†k [UT ]kj , U trT = −UT . (5.42)
The Wick rotated version of this TRS corresponds to a pinc˜+ structure in the Euclidean quantum field theory. The
pinc˜+ cobordism group in (2+1)d is given by Ω
Pinc˜+
2 = Z2, which implies the existence of Z2 SPT phases, i.e, the
celebrated time-reversal symmetric topological insulators. [25–27] The generating manifold is the Klein bottle× S1,
where S1 is a spatial direction (similar to class DIII), with a magnetic flux piercing through the two-dimensional
subspace consisting of the cycle of the Klein bottle and S1.
1. Many-body Z2 invariant
The construction of the many-body topological invariant for class AII topological insulators in (2+1)d is analogous
to the case of class A+CR discussed in the previous section (because of CRT (CPT ) theorem). In the case of
class A+CR, the relevant spacetime manifold is the Klein bottle×S1y where the cycle of the Klein bottle is S1x (see
Fig. 14[a]). The magnetic flux is inserted in the S1x × S1y subspace. Similarly, for class AII topological insulators in
(2+1)d, the relevant generating spacetime is the Klein bottle×S1y where the cycle of the Klein bottle is along the time
direction S1t (recall Fig. 2[b]). This spacetime manifold can be realized, in the operator formalism, by using the partial
transpose on the disjoint intervals (Fig. 17[a]). Furthermore, in analogy to the CR-symmetric case, we need to insert
a unit magnetic flux through the S1t ×S1y sub-manifold, which can be realized by turning on the temporal component
of the gauge field At(t, y) =
2piy
Ly
δ(t− t0). Putting together, we can write the desired many-body topological invariant
as the phase of
Z = TrR1∪R3
[
ρ+R1∪R3C
I1
T [ρ
−
R1∪R3 ]
T1 [CI1T ]
†
]
, (5.43)
where the two-dimensional spatial manifold is partitioned as in (Fig. 17[a]) with R1,2,3 = I1,2,3×S1y where I1,2,3 is an
interval in the x-direction, and we introduce the reduced density matrix on R1 ∪R3 with the intermediate magnetic
flux on R2 by
ρ±R1∪R3 = TrR1∪R3
[
e
±∑r∈R2 2piiyLy n(r) |GS〉 〈GS| ]. (5.44)
Note that the effect of temporal gauge field is incorporated as a phase twist in the above expression. A schematic
diagram of the spatial partitioning is shown in Fig. 17[a].
The Z2 many-body topological invariant (5.43) can be tested for a specific microscopic model. A generating model
of non-trivial SPT phases in class AII is the celebrated quantum spin Hall effect, which consists of two copies of Chern
insulator with Chern numbers ch↑ = −ch↓ = 1, [25]
H =
1
2
∑
r
s=1,2
[
ψ†(r + xˆs)(i∆Γs − tΓ3)ψ(r) + H.c.
]
+m
∑
i
ψ†(r)Γ3ψ(r) (5.45)
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FIG. 17. [a] Schematic of spatial partitioning for class AII in (2+1)d. [b] Complex phase and [c] amplitude of the many-body
topological invariant (5.43) for the model Hamiltonian (5.45). We set Ly = 32, and I1, I2 and I3 each has 8 sites in the
y-direction.
where ψ(r) = (ψa↑(r), ψb↑(r), ψa↓(r), ψb↓(r))T is a four-component fermion operator in spin (↑, ↓) and orbit (a, b)
bases and the hopping amplitudes are given by Γs = (σzτx, σ0τy, σ0τz). The σ and τ are Pauli matrices which act on
the spin and orbital degrees of freedom respectively and the 0 subscript denotes the identity matrix. Time-reversal
symmetry is defined by T = iσyK. It is worth noting that the above Hamiltonian commutes with σz and hence the
overall SU(2) spin rotation symmetry is reduced to U(1) rotation symmetry around the z-axis. The Hamiltonian in
the momentum space can be written as H =
∑
k ψ
†(k)h(k)ψ(k), where
h(k) =
∑
s=1,2
[
tΓs sin ks − rΓ3 cos ks
]
+mΓ3. (5.46)
The Z2 classification from the complex phase of the quantity (5.43) is obvious in Fig. 17[b]. Moreover, the amplitude
in the non-trivial phase assumes an area law behavior, ∼ e−αLx , where α depends on microscopic details similar to
class DIII, and the amplitude approaches 1 deep in the trivial phase.
E. θ-term in (3 + 1)d
In this section, we study the many-body topological invariant of three-dimensional insulators, whose effective
topological response is given by the theta (axion) terms [41, 56]
Z(X,A) = exp
[
iθ1
∫
X
(1
2
· F ∧ F
(2pi)2
+
σ
8
)
+ iθ2
∫
X
4 · F ∧ F
(2pi)2
]
, (5.47)
where X is a closed oriented (3 + 1)d spacetime manifold, A is the spinc background field. Insulators with non-zero
θ1 are realized in free fermions (i.e., band insulators), whereas realizing systems with non-zero θ2 requires many-body
interactions. In the following, we focus on the electromagnetic response of class A insulators which are described only
by the total axion angle θ = θ1+8θ2. The topological materials described by the above action exhibit several interesting
properties such as the magneto-electric response, surface quantum anomalous Hall effect, etc. It is important to note
that this action is invariant under θ → θ + 2pi and hence θ is defined modulo 2pi. In the presence of time-reversal
symmetry (class AII), θ is quantized to 0 or pi. For a noninteracting band structure, a Berry phase expression for θ
has been given [75]
θ =
1
2pi
∫
BZ
d3k ijkTr
[
ai∂jak − i2
3
aiajak
]
, (5.48)
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where aµνj = i 〈uµk| ∂j |uνk〉 is the Berry connection defined in terms of the Bloch functions of occupied bands |uνk〉
and ∂j = ∂/∂kj . Another way to compute θ is the layer-resolved Chern number in the slab geometry [76, 77]. To find
how different z layers contribute to θ we can define a projection operator P˜z = |z〉〈z| onto the z-th layer and compute
C(z) =
1
2pii
∫
dkxdky Tr
[Pkij(∂iPk)P˜z(∂jPk)], (5.49)
in which Pk =
∑
ν |uνk〉〈uνk| is the projection operator onto the occupied states of the Hamiltonian in the slab
geometry.
In contrast to the previous definitions, here we look for a method which can be applied beyond the single particle
description. In other words, we are interested in an approach analogous to the many-body Chern number(which
was introduced for quantum Hall effect in (2 + 1)d) for the 3D topological insulators. The idea is to compute the
zero-temperature partition function in the presence of a background field with a unit second Chern number. For a
spacetime manifold T 4, such an example for n = 1 background field is
Ax(x, y, z, t) = 0, Ay(x, y, z, t) =
2pix
Lx
δ(y − y0),
Az(x, y, z, t) = 0, At(x, y, z, t) =
2piz
Lz
δ(t− t0). (5.50)
This background field can be formulated in the operator formalism as follows: Spatial components of A are imple-
mented as boundary conditions:
ψ(x+ Lx, y, z) = ψ(x, y, z),
ψ(x, y + Ly, z) = e
i 2pixLx ψ(x, y, z),
ψ(x, y, z + Lz) = ψ(x, y, z). (5.51)
Let |Ψ〉 be the ground state of the Hamiltonian with the above boundary conditions. The nonlocal operator for At
becomes
Uˆ = e
2pii
Lz
∑
x,y,z znˆ(x,y,z). (5.52)
Then, the θ invariant can be defined as a ground state expectation value of Uˆ , that is
eiθ = 〈Ψ|Uˆ |Ψ〉 . (5.53)
We should note that similar to the 2D case (5.11), the gauge choice (5.50) can be made uniform in the real space as
done in (5.10).
Alternatively, the gauge configuration in (5.50) for n = 1 can be chosen such that θ appears as an adiabatic Berry
phase as a result of traversing a closed loop in the twisted boundary condition along the z-direction,
Ax(x, y, z, t) = 0, Ay(x, y, z, t) =
2pix
Lx
δ(y − y0),
Az(x, y, z, t) =
2pit
Lt
δ(z − z0), At(x, y, z, t) = 0. (5.54)
This choice has been also derived in Ref. [54] through a dimensional reduction from the Hall conductivity of the
quantum Hall effect in (4 + 1)d. In this case, we define |Ψγ〉 as the ground state of the Hamiltonian with the twisted
boundary conditions
ψ(x+ Lx, y, z) = ψ(x, y, z),
ψ(x, y + Ly, z) = e
i 2pixLx ψ(x, y, z),
ψ(x, y, z + Lz) = e
iγψ(x, y, z). (5.55)
Hence, θ can be obtained by
eiθ = ei
∫ 2pi
0
〈Ψγ |∂γ |Ψγ〉dγ
= 〈Ψ0|Ψ1〉 〈Ψ1|Ψ2〉 · · · 〈ΨN−1|Ψ0〉 (5.56)
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FIG. 18. The axion angle as a function of the rotation angle φ in the mass parameter m(cosφ + iγ5 sinφ) of the broken
time-reversal symmetry Dirac Hamiltonian. In the legend, Many-Body I and II refer to many-body topological invariants
computed by (5.53) and (5.56), respectively. The non-interacting expression (5.49) is used as a reference. The system size is
L3 = 123.
where |Ψn〉 is the ground state with twisted boundary condition γn = 2pi/N , i.e., the interval γ ∈ [0, 2pi) is discretized
into N steps.
To benchmark our many-body method introduced above, we apply it to the Dirac Hamiltonian
h(k) = k ·α+m[cos(φ) + i sin(φ)γ5]β (5.57)
where α = (α1, α2, α3) and the γ5 term is added to break the time-reversal symmetry. As we change φ from 0 to 2pi
the Dirac mass changes sign, while the bulk gap remains constant at 2m. Throughout this process, θ changes from 0
(trivial insulator) to 2pi and importantly at φ = pi, we have θ = pi which corresponds to the time-reversal symmetric
topological insulator. We simulate this phenomenon by applying our method to the Wilson-Dirac Hamiltonian on a
cubic lattice
H =
1
2
∑
r
s=1,2,3
[
ψ†(r + xˆs)(i∆αs − tβ)ψ(r) + H.c.
]
+
∑
i
ψ†(r)[m(cosφ+ iγ5 sinφ) + 3t]βψ(r), (5.58)
where the Dirac matrices are given by
αs = τ1 ⊗ σs =
(
0 σs
σs 0
)
, β = τ3 ⊗ 1 =
(
I 0
0 −I
)
, γ5 = τ1 ⊗ σ0 =
(
0 I
I 0
)
.
Figure 18 shows how θ evolves as a function of φ and there is a clear agreement among different gauge choices (5.50)
and (5.54) as well as with the non-interacting result based on (5.49).
1. (3+1)d Class AII
Here, we exclusively focus on time-reversal symmetric topological band insulators. Time-reversal in symmetry class
AII corresponds to the pinc˜+ structure in the quantum field theory in the Euclidean (3+1)d spacetime. The interacting
classification is Z2×Z2×Z2. [9, 13] A Z2 subgroup can be captured by the quantized axion angle θ ∈ {0, pi}. We use
the background field introduced in (5.50) and (5.54) to capture the Z2 invariant. The model Hamiltonian for this class
is given by (5.58) with φ = 0. In this convention the σ and τ matrices act on the spin and orbital degrees of freedom
respectively. The computed θ for a wide range of mass values is plotted in Fig. 19 using the many-body expressions
(5.53) and (5.56). It is clear that at the many-body level, only the topological insulator with an odd number of Dirac
cones on each boundary surface yields θ = pi.
2. (3+1)d Class A + CR, (CR)2 = 1
Class AII topological insulators (T 2 = (−1)F ) are CPT dual to class A topological insulators with CR reflection
symmetry with (CR)2 = 1. The interacting classification is still Z2 × Z2 × Z2. Here we present another way to give
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FIG. 19. The axion angle θ for the time-reversal symmetric insulators (class AII) computed by the many-body formulas
(5.53)[red triangles] and (5.56)[blue circles]. The labels BI, STI, WTI refer to the non-interacting classification, i.e., band
insulator, strong and weak topological insulators, respectively. The system size is L3 = 103.
one of the Z2 invariants in the presence of the CR symmetry. We start with the surface theory of the topological
insulator which is the free Dirac fermion
H(A) =
∫
d2xψ†(x, y)
∑
i=x,y
[
σi(−i∂i +Ai)
]
ψ(x, y),
CRψ†(x, y)(CR)−1 = ψ(x,−y). (5.59)
One can apply a unit magnetic flux without breaking the CR symmetry, yielding a complex fermion zero mode φˆ0
which is also CR symmetric, (CR)φˆ†0(CR)
−1 = φˆ0. This (2 + 1)d surface theory is anomalous: there is no unique
ground state compatible with the U(1)o CR symmetry, since the U(1) symmetry forbids the superposition of |vac〉
and φ†0 |vac〉 while and the particle-hole CR symmetry exchanges those. Now the situation is the same as the (0 + 1)d
edge of the (1 + 1)d class D insulator (= class A with PHS C,C2 = 1), where the many-body Z2 invariant is known to
be the ratio of the ground state expectation values of the parity of CR under the pi flux and no flux. [34] Translating
this into (3 + 1)d, the following is one of many-body Z2 invariants
ν :=
〈
GS(
∮
Fxy = 2pi,
∮
Az = pi)
∣∣CR ∣∣GS(∮ Fxy = 2pi, ∮ Az = pi)〉〈
GS(
∮
Fxy = 2pi,
∮
Az = 0)
∣∣CR ∣∣GS(∮ Fxy = 2pi, ∮ Az = 0)〉 ∈ {±1}. (5.60)
The cut and glue construction [65] proves that ν = −1 for the topological insulator.
VI. DISCUSSION AND OUTLOOK
In this paper, we developed an approach to detect interacting fermionic short-range entangled topological phases,
focusing on those protected by antiunitary symmetry. To this end, we introduced the fermionic analogue of the bosonic
partial transpose in Sec. III, and showed how the fermionic partial transpose combined with the unitary part of the
antiunitary symmetry can be used to simulate the path-integral on unoriented spacetime manifold in Sec. IV A. The
many-body topological invariants introduced in Sec. IV are based on (i) (a family of) ground state wave function(s)
on bulk and (ii) symmetry operators in question. In this sense, our many-body topological invariants are the “order
parameters” of fermionic short-range entangled topological phases.
It should be re-empathized that our definition of the fermionic partial transpose (3.13) [37] is unitary inequivalent to
that of Ref. [52]. The fermionic partial transpose defined in Ref. [52] was based on the Jordan-Wigner transformation
from the bosonic partial transpose. On the other hand, our definition of the fermionic partial transpose is purely
intrinsic for fermionic systems. The resulting spacetime manifold after taking the fermionic partial transpose is an
unoriented spacetime manifold with a single spin structure — this very characteristic enables us to compute the
partition function on the generating manifold corresponding to the many-body topological invariant.
Also, in Sec. II C, we presented the details of the flux quantization conditions of pinc˜± structures that are relativistic
structures of manifolds for class AI and AII TRS in complex fermions. We showed that the pinc˜+ structure admits a
half monopole flux on the real projective plane RP 2, which is consistent with the even integer valued charge pump
due to the Kramers degeneracy in class AII complex fermion systems.
Let us close by mentioning a number of interesting future directions.
— The fermionic partial transpose we defined in (3.13) employs only the fermion parity symmetry: It was not
based on the existence of any antiunitary symmetries. This suggests that the fermionic partial transpose (3.13) serves
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as a tool to measure an intrinsic property of ferminic pure states density matrices. It would be interesting to extend
known applications of the bosonic partial transpose to fermionic ones, and also beyond bosonic ones. For example, in
Ref. [51] we showed that a fermionic analog of the entanglement negativity defined by the fermionic partial transpose
(3.13) captures the Majorana bond as well as the entanglement negativity at criticality derived by the CFT.
— The generalization to finite temperature is interesting. However, one needs to be cautious here, as there is a recent
claim that SPT phases are unstable at any finite temperature [78]. Historically, Ulmann phases [79] was introduced
as a generalization of Berry phases to probe the topology of density matrices [80–85]. This approach usually involves
adiabatic processes in some parameter space, which differs from our approach in terms of non-local order parameters.
Our constructions of many-body topological invariants are straightforwardly generalized to a density matrix as well as
a pure state, thus, it can be applied to finite temperature canonical ensembles. See also recent studies [86, 87] which
discuss the mixed state charge polarization as a finite-temperature topological invariant. Further, the many-body
topological invariants for the thermal pure states [88, 89] is worth studying.
— In the bulk of the paper, we are concerned with the behaviors of the phase and modulus of “the partition
functions” (deep) inside SPT phases. It would however be interesting to study their behaviors at or near criticalities
which are in proximity to SPT phases. As we cross a critical point between two distinct SPT phases, the modulus
becomes zero in the thermodynamic limit, and the U(1) phase jumps at the criticality. More generally, the phase
and modulus should depend on (the ratios between) the system size, the partial space region, the distance to the
critical point, etc., and a natural question is whether there is a scaling relation similar to usual order parameters.
Also, strictly at a critical point or within a critical phase, the modulus may show an interesting scaling behavior.
For instance in (1 + 1)d systems, the modulus at the criticality admits a logarithmic behavior in the subsystem size,
log(Z) = −# logL+. . . , as opposed to the ”area law” in the in gapped phases log(Z) = const, as known in the behavior
of the entanglement entropy and other entanglement measures. Universal data of criticalities (such as central charges)
may be extracted from the scaling. For the scaling law of the closely-related quantity, the entanglement negativity, at
(1 + 1)d critical points described by conformal field theory, see Ref. [51]. For a recent study of the partition function
(free energy) of (1 + 1)d lattice systems put on a spacetime Klein bottle, see Ref. [90, 91].
— It is known that class DIII (TRS with T 2 = (−1)F ) topological superconductors in (3 + 1)d are classified by
Z16 and the generating manifold is the 4-dimensional real projective space (RP 4). [10, 92] Following the spirit of
non-local order parameters discussed in the present paper, the corresponding many-body topological invariant should
be constructed only by using the symmetry operator of the problem, i.e., TRS. However, we have not succeeded
so far in figuring out the construction of the many-body Z16 invariant in this manner. As shown in Sec. IV A, the
partial transpose combined with the TRS simulates some unoriented spacetime manifolds, the Klein bottle and real
projective plane and its product with other space, where the partial transpose essentially behaves as a reflection in a
spacetime manifold. However, it seems rather a challenging problem to find a way to simulate the RP 4 only by using
TRS.
— In this paper, we have not dealt with class C, CI and CII topological insulators/superconductors (except for
Appendix D). The relativistic pin structures are SU(2)-analogs of spinc and pinc structures: Instead of the U(1)
charge symmetry, the SU(2) color symmetry is assumed for Majorana fermions, and the Spin(n) 2pi spin rotation is
identified with the SU(2) 2pi color rotation. Class C, CI and CII naturally appear in fermionic systems with SU(2)
spin rotation symmetry, for example, superconductors with SU(2) spin rotation symmetry. It is interesting to explore
the many-body topological invariant for class C, CI, and CII, which remains as a future work.
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Appendix A: Fermion coherent states
In this section, we summarize the fermion coherent states which are used in the main text of the paper. Let ξi, χi
be anticommuting Grassmann variables. We define the integral of Grassmann variables by∫
dξ = 0,
∫
dξξ = −
∫
ξdξ = 1,∫
dξ1 · · · dξnf({ξi}) = c with f({ξi}) = · · ·+ cξn · · · ξ1. (A1)
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Let fi, f
†
i be fermion annihilation/creation operators. In addition to the anticommutation relations of Grassmann
variables, we impose the anticommutation relations between ξi, χi and fi, f
†
i as
{fi, ξj} = {fi, χj} = {f†i , ξj} = {f†i , χj} = 0. (A2)
The fermion coherent states |{ξi}〉 , 〈{χi}| are defined as
|{ξi}〉 = e−
∑
i ξif
†
i |vac〉 =
∏
i
(1− ξif†i ) |vac〉 ,
〈{χi}| = 〈vac| e
∑
i χifi = 〈vac|
∏
i
(1 + χifi), (A3)
which satisfy
fi |{ξj}〉 = ξi |{ξj}〉 = |{ξj}〉 ξi, 〈{χj}| f†i = χi 〈{χj}| ,
〈{χi}|{ξi}〉 = e
∑
i χiξi ,
∫ ∏
i
dχidξie
−∑i χiξi |{ξi}〉 〈{χi}| = 1, (A4)
Here,
∏
i dχidξi means ∏
i
dχidξi = dχ1dξ1dχ2dξ2 · · · dχNdξN . (A5)
Note that |{ξi}〉 is Grassmann even. For a given pure state |φ〉, its wave function φ({χi}) in the coherent state basis
is given by
|φ〉 =
∫ ∏
i
dχidξie
−∑χiξi |{ξi}〉φ({χi}),
φ({χi}) := 〈{χi}|Ψ〉 . (A6)
The trace of the coherent state basis obeys the “antiperiodic boundary condition”:
Tr(|{ξi}〉 〈{χi}|) = 〈{−χi}|{ξi}〉 . (A7)
Any operator A on I can be expanded in the coherent states as
A =
∫ ∏
i
dξ¯idξidχ¯idχie
−∑i(ξ¯iξi+χ¯iχi)A({ξ¯i}, {χi}) |{ξi}〉 〈{χ¯i}| , (A8)
where we introduced the matrix element A({ξ¯i}, {χi}) = 〈{ξ¯i}|A|{χi}〉 and used the fact that the coherent states are
Grassmann even. The trace of a Grassmann even operator A is given by
TrA =
∫ ∏
i
dξ¯idξie
−∑i ξ¯iξiA({−ξ¯i}, {ξi}). (A9)
Finally, the Grassmann Gaussian integral can be computed according to:∫ ∏
i
[dξidχi]e
ξ¯iξi+χ¯iχi+χiMijξj =
1
detM
eξ¯iM
−1
ij χ¯j . (A10)
(Here, the Einstein summation convention is used.)
Appendix B: Class A+CR: Twisting by CR symmetry
In this appendix, we explain how the representative model for class A with CR symmetry, described by the
Hamiltonian (5.34), can be placed on the Klein bottle. The essential idea is that the Klein bottle can be viewed as a
torus in the presence of a reflection twist along one of its cycles. In what follows, we show how to twist by the CR
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symmetry in a tight-binding lattice model. Recall that, the CR symmetry in the model Hamiltonian (5.34) is defined
by
(CR)ψ†(x, y)(CR)−1 = σxτx ψ(−x, y). (B1)
where the unitary part is UCR = σxτx and U trCR = UCR. Note that the choice UCR = σyτx, in which U trCR = −UCR,
corresponds to the trivial phase. In order to create a spatial Klein bottle, the fermion operator needs to undergo a
CR-twist
ψ†(x, y + Ly) = (CR)ψ†(x, y)(CR)−1 = UCR ψ(−x, y). (B2)
We can implement the above twist, using only the links connecting the edges at y = 1 and y = Ly. The hopping
terms between these two edges are modified such that
HBCy =
∑
x
ψ†(x, y = 1)[i∆Γ2 − tΓ3]ψ(x, y = Ly) + H.c.
→
H˜BCy =
∑
x
(CR)ψ†(x, y = 1)(CR)−1[i∆Γ2 − tΓ3]ψ(x, y = Ly) + H.c.
=
∑
x
ψ(−x, y = 1)UCR[i∆Γ2 − tΓ3]ψ(x, y = Ly) + H.c. (B3)
The resulting lattice is shown in Fig. 20. It is worth noting that the translational symmetry along the x-direction is
still preserved in the current topology and we can still apply a phase twist,
ψ†(x+ Lx, y) = eiγψ†(x, y). (B4)
In the lattice model, this phase twist can be achieved by the hopping terms connecting the edges x = 1 and x = Lx,
HBCx =
∑
y
ψ†(x = 1, y)[i∆Γ1 − tΓ3]ψ(x = Lx, y) + H.c.
→
H˜BCx = e
iγ
∑
y
ψ†(x = 1, y)[i∆Γ2 − tΓ3]ψ(x = Lx, y) + H.c. (B5)
Hence, the new Hamiltonian with these modifications reads
HKB =
1
2
Lx−1∑
x=1
Ly∑
y=1
[
ψ†(r + xˆ)(i∆Γ1 − tΓ3)ψ(r) + H.c.
]
+
1
2
Lx∑
x=1
Ly−1∑
y=1
[
ψ†(r + yˆ)(i∆Γ2 − tΓ3)ψ(r) + H.c.
]
+m
∑
i
ψ†(r)Γ3ψ(r) + H˜BCx + H˜BCy . (B6)
Aside from the critical points, the above Hamiltonian is always gapped at half filling. We should note that this
Hamiltonian contains pairing terms in HBCy as a result of the CR symmetry twist and the ground state wave
function takes a BCS form.
As explained in the main text, we would like to compute the Berry phase as a result of the adiabatic process
γ : 0→ 2pi,
Z = e
∮ 〈Ψ(γ)|∂γ |Ψ(γ)〉dγ
= 〈Ψ(γ0)|Ψ(γ1)〉 〈Ψ(γ1)|Ψ(γ2)〉 〈Ψ(γ2)|Ψ(γ3)〉 · · · 〈Ψ(γN−1)|Ψ(γ0)〉 (B7)
where the wave function |Ψ(γj)〉 is the ground state of the Hamiltonian (B6) defined on the Klein bottle, and for
numerical purposes the γ ∈ [0, 2pi] interval is discretized into N steps such that γn = 2pin/N . In order to unravel the
Z2 Berry phase, given that we are dealing with the inner product of BCS-type wave functions, it is more convenient
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5FIG. 2. CP twisted Lattice. (Left) CP twisted lattice. (Middle, Right) An equivalent representation of the CP twisted lattice.
In the right panel, the CP twisted lattice is represented as a cylinder capped o↵ by two crosscaps.
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FIG. 3. The energy spectra for the strip geometry (top) and
for the Mo¨bius strip geometry with topological and trivial
CP twist. We focus on the “low-energy” part of the spectra.
(Lx = 7, Ly = 32).
the latter case, the entangling boundary does “intersect”.
First, for the case of the entangling boundary running
in the y direction, cutting through the twisted region,
there is a clear distinction between topologically triv-
ial and non-trivial cases, as shown in Fig. 6. For the
topologically non-trivial case, there are zero modes in
the single-particle entanglement spectrum. Hence, the
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FIG. 4. The energy spectra in the presence of CP defects
with topological and trivial CP twist. We focus on the “low-
energy” part of the spectra. (Bottom) The wave function
amplitude for one of the midgap states. (Lx = 15, Ly =
11, ` = 4).
(many-body) entanglement spectrum is degenerate. The
pattern of the degeneracy is identical to that of the de-
generacy of the physical spectrum on the Mo¨bius strip.
On the other hand, there is no such degeneracy for the
topologically trivial case. Again, this result has much
FIG. 20. Implementation of the CR twist on the square lattice. Links represent hopping terms and the dotted lattice is a
shifted copy of the original lattice to show the new identification scheme (Klein bottle) more clearly.
to write the above expression in terms of a Pfaffian rather than a square root of a determinant which is blind to any
possible sign (or Z2 phase).
In general, the ground state of the BdG Hamiltonian in which the pairing potential is non-vanishing everywhere
within the Brillouin zone can be written in the form
|Ψ〉 = exp
1
2
∑
r,r′
φr,r′ψ
†(r)ψ†(r′)
 |0〉 , (B8)
where φr,r′ is an N ×N skew-symmetric matrix and N is the number of sites. For a given configuration of n particles
{rj}, j = 1, · · · , n the wave function is given by
Ψ({rj}) := 〈0|ψ(r1) · · ·ψ(rn)|Ψ〉 = Pf [φ{rj},{rj}] (B9)
where φ{rj},{rj} is a n × n sub-matrix of the full N × N matrix φr,r′ . To evaluate the inner product, it is more
convenient to write the BdG ground state in the coherent state basis
|Ψ〉 =
∫
d[ξ] e
∑
r,r′ ξr[φ
−1]r,r′ξr′ e
∑
r ξrψ
†(r) |0〉 . (B10)
where ξj are Grassmann variables. The inner product can then be written as
〈Ψ1|Ψ2〉 = Pf
(
[φ−11 ]
† IN
−IN φ−12
)
, (B11)
where φj is the matrix introduced in (B8) associated with the state |Ψj〉. This way, we can compute the inner product
of each pair of wave functions and eventually obtain the Berry phase of (B7). We should note that the definition
(B8) assumes that the pairing potential is non-vanishing everywhere within the Brillouin zone which requires anti-
periodic boundary condition in one or both directions on the lattice. However, one can compute the Berry phase for
a general set of BCS wave functions without this assumption in terms of a single Pfaffian using the density mat ix
representation,
Z = Tr [ρ(γ1)ρ(γ2) · · · ρ(γN−1)] = Pf(M), (B12)
where ρ(γn) = |Ψ(γn)〉 〈Ψ(γn)| is the full density matrix,
M =

S0 −Ξ 0 · · · −Ξtr
Ξtr S2 −Ξ
...
0 Ξtr S1
. . .
...
...
. . .
. . . −Ξ
Ξ · · · · · · Ξtr SN−1

(B13)
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FIG. 21. Examples of simplicial structures for [a] torus, [b] Klein bottle, and [c] real projective plane. [d] shows an improper
assignment for the real projective plane. In [b] and [c], the red lines express the Z2 field representing orientation reversing
patches (the first Stiefel-Whitney class of manifold).
and we use the coherent state representation of the density matrix,
ρ(γm) =
1
Zρ
∫
d[ξ]d[ξ¯] e
1
2
∑
i,j ξ
T
i S
ij
mξj |{ξj}〉 〈{ξ¯j}| , (B14)
in the basis ξTj = (ξ¯j , ξj). The Pfaffian is a direct consequence of the Gaussian integrals over Grassmann variables.
Here, the Sij matrix is given by
Sij = Qij + iσ2 δij , (B15)
and the Q matrix is related to the single particle correlators through
[Q−1]ij =
(
[F †]ij −[CT ]ij
Cij Fij
)
, (B16)
where Fij = 〈Ψ| f†i f†j |Ψ〉 and Cij = 〈Ψ| f†i fj |Ψ〉 are particle-hole and particle-particle correlators, respectively. The
dot product 〈ξ¯|χ〉 = eξ¯χ gives rise to the interconnectivity matrix
Ξ =
(
0 0
IN 0
)
, (B17)
in the basis ξTj = (ξ¯j , ξj) and N = 4LxLy is the total number of lattice sites. As mentioned, the latter method
(B12) has an advantage over the former method (B11) in that it does not require any assumption about the pairing
potential; however, (B12) is computationally inefficient as it requires computing the Pfaffian of a very large matrix
(of dimension NN ), while the former method (B11) involves computing the products of Pfaffians of N small matrices
(of dimension N ).
Appendix C: Cohomology with local coefficient
This section is devoted to briefly introducing the simplicial cochain complex twisted by the orientation bundle
represented by w1(TX) ∈ H1(X;Z2), which is an example of the cohomology with a local coefficient. [93] The twisted
cohomology relevant to the main text is the second cohomology H2(X; Z˜) that provides the topological sectors of
pinc˜± structures and bosonic U(1)o T and U(1)oR symmetries. [29]
Let X be an n-dimensional unoriented manifold. We fix an triangulation of X and assign the numbers v0, v1, · · · , vn
to the vertexes of each n-simplex ∆n so that the induced orientations vi → vj(i < j) associated with low-dimensional
simplexes ∆n−1,∆n−2, . . . agree at the boundaries. See Fig. 21 for some examples.
Let A be an abelian group and Cp(X;A) be the set of functions from p-simplexes in X to A. Cp(X;A) inherits
the abelian structure as (f + g)(v0 · · · vp) := f(v0 · · · vp) + g(v0 · · · vp). The differential δ : Cp(X;A)→ Cp+1(X;A) is
defined by
(δf)(v0v1 · · · vp+1) :=
p+1∑
j=0
(−1)jf(v0 · · · vˇj · · · vp+1), (C1)
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where vˇj means vj is removed. One can show δ
2 = 0. The cocycle, coboundary, and cohomology are defined in
a usual manner: Zp(X;A) := Ker[δ : Cp(X;A) → Cp+1(X;A)], Bp(X;A) := Im[δ : Cp(X;A) → Cp+1(X;A)],
and Hp(X;A) := Zp(X;A)/Bp(X;A). If A is a commutative ring, the cup product ∪ : Hp(X;A) × Hq(X;A) →
Hp+q(X;A) is defined by
(f ∪ g)(v0 · · · vp+q) := f(v0 · · · vp)g(vp · · · vp+q). (C2)
Let us move on to the twisted cohomology. Let α ∈ Z1(X;G) be a 1-cocycle taking values in an abelian group G. Let
A be an (left) G-module, that is, there is an action g ·a ∈ A for g ∈ G, a ∈ A, which is associative (g1g2)·a = g1 ·(g2 ·a).
The differential operator δα twisted by the 1-cocycle α is defined by
(δαf)(v0 · · · vp+1) := α(v0v1) · f(v1 · · · vp+1) +
p+1∑
j=1
(−1)jf(v0 · · · vˇj · · · vp+1) (C3)
on the 1-cochain f(v0 · · · vp). The 1-cocycle condition (δα)(v0v1v2) = α(v1v2)−α(v0v2)+α(v0v1) = 0 ensures δ2α = 0,
thus the cocycle Zp(X;Aα), coboundary B
p(X;Aα) and cohomology H
p(X;Aα) are defined in the same way as the
untwisted cohomology.
For our purpose in the body of the paper, G = Z2 = {±1} and the 1-cocycle w(v0v1) ∈ Z1(X;Z2) represents
the orientation reversing patches. The Z2 action on the abelian groups is defined by (−1) · a = −a. We have
denoted the integer cohomology twisted by w by Hp(X; Z˜) := Hp(X;Zw). Since the Z2 action on Z2 group is trivial,
Hp(X; Z˜2) = Hp(X;Z2). Also, the Poincare´ duality Hp(X; Z˜) ∼= Hn−p(X;Z) holds.
1. Example: real projective plane RP 2
The twisted cohomology on RP 2 is given by
H0(RP 2; Z˜) ∼= H2(RP 2;Z) ∼= 0,
H1(RP 2; Z˜) ∼= H1(RP 2;Z) ∼= Z2,
H2(RP 2; Z˜) ∼= H0(RP 2;Z) ∼= Z.
(C4)
To illustrate the twisted cochain complex, let us reproduce these by a direct calculation. First, we fix a simplicial
structure of RP 2 and Z2 field w ∈ Z1(RP 2;Z2) representing the orientation reversing bonds as in Fig. 21 [c]. The
twisted differential for 0 and 1-cochains are given as
δw

 = , (C5)
δw
 𝑝
𝑞
𝑟
 =
−𝑞 − 𝑝 + 𝑟
−𝑝 − 𝑞 + 𝑟
, (C6)
and δwc
2 = 0 for a 2-cochain. It is easy to show (C4).
Appendix D: Variants of Pin-structures
In topology and geometry, the notion of spin-structures is well-known. As its variants, Pin±-structures, Spinc-
structures and Pinc-structures associated to Pin±-groups, Spinc-groups and Pinc-groups, respectively, also appear.
The other variants of Spin-structures associated to the groups,
Pinc˜± = Pin± n{±1} T,
G± = Pin± ×{±1} SU(2), G0 = Spin×{±1} SU(2),
61
appear in the paper by Freed and Hopkins [13] in the context of a ‘relativistic 10-fold way’ (p. 57, (9.22), (9.23)):
s Hc K Cartan D
0 Spinc T A C
1 Pinc T AIII CliffC−1
s Hc K Cartan D
0 Spin {±1} D R
−1 Pin+ {±1} DIII Cliff−1
−2 Pin+ n{±1} T T AII Cliff−2
−3 Pin− ×{±1} SU(2) SU(2) CII Cliff−3
4 Spin×{±1} SU(2) SU(2) C H
3 Pin+ ×{±1} SU(2) SU(2) CI Cliff+3
2 Pin− n{±1} T T AI Cliff+2
1 Pin− {±1} BDI Cliff+1
In these tables, K refers the subgroup of onsite symmetry in fermionic symmetries specified by Hc, where {±1},T
and SU(2) are the Z2 fermion parity, U(1) particle number and SU(2) flavor symmetries, respectively. D means the
super division algebra. See Ref. [13] for the detail.
The purpose of this appendix is to discuss the variants of Spin-structures associated to the groups Pinc˜±, G0 and
G±. In particular, the cohomological obstructions to the existence of these structures will be discussed.
1. The variants of Spin-groups
We summarize the relevant variants of Spin-groups here.
a. The standard variants
Let Cliff±n be the algebra over R generated by e1, . . . en subject to the relations:
eiej + ejei = ±2δij .
Hence Cliff−n is the standard Clifford algebra. The Spin-group Spin(n) is defined to be the group of unit norm
elements in the even part of Cliff−n or equivalently that of Cliff+n, which gives rise to the double cover of SO(n):
1→ {±1} → Spin(n)→ SO(n)→ 1.
Considering the unit norm elements in the full Clifford algebra instead, we get the Pin-groups Pin±(n) ⊂ Cliff±n,
which fit into the exact sequences:
1→ {±1} → Pin±(n)→ O(n)→ 1.
Let CliffCn = Cliff±n ⊗R C be the complexified Clifford algebra. The same consideration as above leads to the
Spinc-group Spinc(n),
1→ T→ Spinc(n)→ SO(n)→ 1,
and the Pinc-group Pinc(n),
1→ T→ Pinc(n)→ O(n)→ 1.
These groups can be realized as:
Spinc(n) = Spin(n)×{±1} T,
Pinc(n) = Pin±(n)×{±1} T,
where, for instance, Spin(n)×{±1} T is the quotient of Spin(n)× T by the central subgroup {(1, 1), (−1,−1)}.
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b. The variants Pinc˜±
The group Pinc˜±-group Pin
c˜
±(n) is defined as follows: First of all, notice the homomorphism φ : Pin±(n) → {±1}
given by the composition of the surjection Pin±(n) → O(n) and the determinant det : O(n) → {±1}. By means
of φ : Pin±(n) → {±1}, we let Pin±(n) act on T as its automorphisms. Namely, for any g ∈ Pin±(n), we get
a homomorphism T → T, (u 7→ uφ(g)). Using this action of Pin±(n) on T, we can form the semi-direct product
Pin±(n) n T. In this semi-direct product is a central subgroup {(1, 1), (−1,−1)}, the quotient by which eventually
defines the Pinc˜±-group
Pinc˜±(n) = Pin±(n)n{±1} T.
It should be noticed that this group is a φ-twisted extension of O(n) by T in the sense of [8]:
1 −−−−→ T −−−−→ Pinc˜±(n) pi−−−−→ O(n) −−−−→ 1,yφ
{±1}
in which φ = det. This means gu = uφ(pi(g))g for any g ∈ Pinc˜±(n) and u ∈ T.
c. The variants G0 and G±
The groups G0(n) and G±(n) are defined by
G0(n) = Spin(n)×{±1} SU(2),
G±(n) = Pin±(n)×{±1} SU(2),
which are the quotients of the product groups by the subgroup {(1, 1), (−1,−1)}. By construction, G0(n) fits into
the exact sequence
1→ SU(2)→ G0(n)→ SO(n)→ 1,
and G±(n) into
1→ SU(2)→ G±(n)→ O(n)→ 1.
The following exact sequences can also be derived from the definitions:
1→ Spin(n)→ G0(n)→ SO(3)→ 1,
1→ Pin±(n)→ G±(n)→ SO(3)→ 1,
where SO(3) = SU(2)/{±1}.
2. The obstructions
a. Lifting and obstruction in general
Suppose that we have a (surjective) homomorphism pi : G˜→ G and a principal G-bundle q : P → X on a space X.
Then a lifting or a lift of the structure group G of P to G˜ is defined to be a principal G˜-bundle q˜ : P˜ → X together
with a map $ : P˜ → P such that:
• q ◦$ = q˜,
• $(p˜g˜) = $(p˜)pi(g˜) for p˜ ∈ P˜ and g˜ ∈ G˜.
The notion of equivalence for lifting can be defined in an apparent way. In the case when G = O(n) is the orthogonal
group, a lifting may often be called a G˜-structure. A G˜-structure of a real vector bundle is defined through its
unoriented frame bundle, and a G˜-structure of a manifold through its tangent bundle.
Then the existence of a lifting is a topological problem. By means of the Cˇech cohomology classification of principal
bundles, [94] we can prove the following:
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Lemma D.1. Let Gτ be a φ-twisted extension of G by an abelian group K.
1 −−−−→ K −−−−→ Gτ pi−−−−→ G −−−−→ 1.yφ
{±1}
(a) For any principal G-bundle P on X, the obstruction to the existence of a lifting of P is a cohomology class
o(P ) ∈ H2(X;KP ),
where KP is the sheaf of germs of K-valued functions twisted by the principal Z2-bundle P×GZ2 → X associated
to the homomorphism φ : G→ Z2.
(b) Suppose that P admits a lifting. Then the set of isomorphism classes of liftings of P is identified with H1(X;KP ).
The obstruction class can be made more explicit if the groups in question are specified concretely. This is the case
for Spin, Pin±, Spinc, Pinc and Pinc˜±.
b. The cases of Spin, Pin± and Spinc
In the cases of Spin, Pin± and Spinc, the obstruction classes are well-known. [66, 95] For a principal O(n)-bundle
P → X, we denote by
wi(P ) ∈ H2i(X;Z2)
the ith Stiefel-Whiteny class.
Lemma D.2 (Spin-structure). The following holds true:
• A principal O(n)-bundle P → X admits a Spin-structure if and only if w1(P ) = 0 and w2(P ) = 0.
• In the case when P admits a Spin-structure, the set of isomorphism classes of Spin-structures on P is identified
with H1(X;Z2).
Lemma D.3 (Pin−-structure). The following holds true:
• A principal O(n)-bundle P → X admits a Pin−-structure if and only if w2(P ) + w1(P )2 = 0.
• In the case when P admits a Pin−-structure, the set of isomorphism classes of Pin−-structures on P is identified
with H1(X;Z2).
Lemma D.4 (Pin+-structure). The following holds true:
• A principal O(n)-bundle P → X admits a Pin+-structure if and only if w2(P ) = 0.
• In the case when P admits a Pin+-structure, the set of isomorphism classes of Pin+-structures on P is identified
with H1(X;Z2).
We write β : H2(X;Z2) → H3(X;Z) for the Bockstein connecting homomorphism associated to the short exact
sequence 0→ Z→ Z→ Z2 → 0 in coefficients.
Lemma D.5 (Spinc-structure). The following holds true:
• A principal O(n)-bundle P → X admits a Spinc-structure if and only if w1(P ) = 0 and β(w2(P )) = 0. Equiv-
alently, P admits a Spinc-structure if and only if w1(P ) = 0 and there exists a class c ∈ H2(X;Z) such that
w2(P ) = c mod 2 in H
2(X;Z2)
• In the case when P admits a Spinc-structure, the set of isomorphism classes of Spinc-structures on P is identified
with H2(X;Z).
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The cohomology class W3(P ) = β(w2(P )) ∈ H3(X;Z) is called the third integral Stiefel-Whiteny class. Because of
the exact sequence:
· · · −→ H2(X;Z) mod 2−→ H2(X;Z2) β−→ H3(X;Z) −→ · · · ,
we have W3(P ) = 0 if and only if w2(P ) is the mod 2 reduction of a class in H
2(X;Z), as stated in the lemma above.
Lemma D.6 (Pinc-structure). The following holds true:
• A principal O(n)-bundle P → X admits a Pinc-structure if and only if W3(P ) = β(w2(P )) = 0. Equivalently,
P admits a Pinc-structure if and only if there exists a class c ∈ H2(X;Z) such that w2(P ) = c mod 2.
• In the case when P admits a Pinc-structure, the set of isomorphism classes of Pinc-structures on P is identified
with H2(X;Z).
c. The cases of Pinc˜±
Recall that the principal Z2-bundle P ×O(n) Z2 → X is associated to a principal O(n)-bundle P → X and the
homomorphism det : O(n) → Z2. The bundle P ×O(n) Z2 is classified by w1(P ) ∈ H1(X;Z2), and provides us a
local system for the cohomology. Concretely, the Z2-bundle twists the cohomology H∗(−;A) with coefficients in the
abelian group A to define the cohomology H∗(−;AP ) with coefficients in a local system AP twisted by P . In the
case of A = Z2, it turns out that (Z2)
P
= Z2 since the automorphism group of the group Z2 is trivial. Accordingly,
associated to the exact sequence 0→ Z→ Z→ Z2 → 0 in coefficients, we get the long exact sequence
· · · → Hn(X;ZP ) 2×→ Hn(X;ZP ) mod 2→ Hn(X;Z2)
β˜→ Hn+1(X;ZP )→ · · · .
The connecting homomorphism in this exact sequence will be denoted with β˜.
Lemma D.7 (Pinc˜−-structure). The following holds true:
• A principal O(n)-bundle P → X admits a Pinc˜−-structure if and only if β˜(w2(P ) +w1(P )2) = 0 in H3(X;ZP ).
Equivalently, P admits a Pinc˜−-structure if and only if there is c˜ ∈ H2(X;ZP ) such that w2(P ) + w1(P )2 =
c˜ mod 2.
• In the case where P admits a Pinc˜−-structure, the set of isomorphism classes of Pinc˜−-structures on P is identified
with H2(X;ZP ).
Lemma D.8 (Pinc˜+-structure). The following holds true:
• A principal O(n)-bundle P → X admits a Pinc˜+-structure if and only if β˜(w2(P )) = 0 in H3(X;ZP ). Equiva-
lently, P admits a Pinc˜−-structure if and only if there is c˜ ∈ H2(X;ZP ) such that w2(P ) = c˜ mod 2.
• In the case where P admits a Pinc˜+-structure, the set of isomorphism classes of Pinc˜+-structures on P is identified
with H2(X;ZP ).
d. The cases of G0 and G±
The groups G0(n) = Spin(n) ×{±1} SU(2) and G±(n) = Pin±(n) ×{±1} SU(2) have the non-abelian group SU(2)
as the kernels of the surjective homomorphisms onto SO(n) or O(n):
1→ SU(2)→ G0(n) pi→ SO(n)→ 1,
1→ SU(2)→ G±(n) pi→ O(n)→ 1.
Accordingly, we cannot apply Lemma D.1. Instead, the exact sequences
1→ Spin(n)→ G0(n)→ SO(3)→ 1,
1→ Pin±(n)→ G±(n)→ SO(3)→ 1,
provide the clue to the obstructions.
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Lemma D.9 (G-structures). The following holds true:
• (G0-structure) A principal O(n)-bundle P → X admits a G0-structure if and only if w1(P ) = 0 and there is a
principal SO(3)-bundle Q→ X such that w2(P ) = w2(Q).
• (G−-structure) A principal O(n)-bundle P → X admits a G−-structure if and only if there is a principal
SO(3)-bundle Q→ X such that w2(P ) + w1(P )2 = w2(Q).
• (G+-structure) A principal O(n)-bundle P → X admits a G+-structure if and only if there is a principal SO(3)-
bundle Q→ X such that w2(P ) = w2(Q).
Proof. We only give the proof in the case of G+, since the other cases can be shown similarly. For the proof, we
choose an open cover {Ui} of X so that P |Ui admits a trivialization si. As usual, we write Ui···j = Ui∩· · ·∩Uj for the
intersections. Then, by sj = sigij , we get the transition functions gij : Uij → O(n) subject to the cocycle condition
gijgjk = gik on Uijk.
Now, to prove the ‘only if’ part, let us suppose that P admits a G+-structure. Then, from the principal G+-bundle
P˜ , we get the transition functions g˜ij : Uij → G+(n). By the definition of G+(n), we may express g˜ij as g˜ij = [f˜ij , h˜ij ]
by using maps f˜ij : Uij → Pin−(n) such that pi(f˜ij) = gij and h˜ij : Uij → SU(2), where pi : Pin+(n) → O(n) is the
surjection. On the one hand, if {f˜ij} glue together to form a Pin+(n)-structure, then w2(P ) = 0, so that we can take
Q to be the trivial principal SO(3)-bundle to get the relation w2(P ) = w2(Q). On the other hand, if P does not
admit any Pin+-structure, then the failure of the cocycle condition for f˜ij defines a Cˇech cocycle (zijk) ∈ Z2({Ui};Z2)
representing w2(P ) 6= 0. Since the existence of G+-structure is assumed, it turns out that the failure of the cocycle
condition for h˜ij agrees with zijk. From this viewpoint, the cocycle (zijk) represents w2(Q) of the principal SO(3)-
bundle Q whose transition function is pi(h˜ij), where pi : SU(2)→ SO(3) is the surjection. To summarize, we have the
relation w2(P ) = w2(Q), showing the ‘only if’ part.
To show the ‘if’ part, let us assume that there is a principal SO(3)-bundle Q such that w2(P ) = w2(Q). Choosing
f˜ij : Uij → Pin+(n) such that pi(f˜ij) = gij , we get a representative (zijk) ∈ Z2({Ui};Z2) of w2(P ) by f˜ij f˜jk =
zijkf˜ik, where pi : Pin+(n) → O(n) is the surjection. By the assumption, we can get hij : Uij → SU(2) such that
hijhjk = zijkhik and {pi(hij)} is a set of transition functions of Q, where pi : SU(2)→ SO(3) is the surjection. If we
define g˜ij : Uij → G+(n) by g˜ij = [f˜ij , h˜ij ], then {g˜ij} satisfy the cocycle condition to form transition functions of a
G+-structure of P .
3. Examples
a. Computing cohomology
To see the (non-)existence of a Spin-structure and its variants, we often need the information of the cohomology
groups of the space under study. Thus, before the consideration of examples, we summarize here some ways to
compute cohomology groups.
Let pi : P → X be a principal Z2-bundle. Associated to P is the local system ZP . Also, we have the associated real
line bundle ` = P ×Z2 R. The Thom isomorphism gives us
Hn(X;ZP ) ∼= Hn+1(D(`), S(`);Z),
where D(`) and S(`) are the disk bundle and the sphere bundle of ` respectively. Clearly, D(`) is homotopic to X,
and S(`) is identified with P . Therefore the exact sequence for the pair (D(`), S(`)) leads to the exact sequence:
· · · → Hn(X;Z) pi
∗
→ Hn(P ;Z)→ Hn(X;ZP )
→ Hn+1(X;ZP )→ · · · ,
where pi∗ : Hn(X;Z)→ Hn(P ;Z) is the pull-back under the projection pi : P → X. The Thom isomorphism theorem
also gives us
Hn(X;Z) ∼= Hn+1(D(`), S(`);Zpi∗P ),
where the pull-back pi∗P → D(`) is used to define the local system Zpi∗P . It is easy to see the identifications:
Hn(D(`);Zpi∗P ) ∼= Hn(X;ZP ), Hn(S(`);Zpi∗P ) ∼= Hn(P ;Z).
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Hence the exact sequence for the pair (D(`), S(`)) also leads to:
· · · → Hn(X;ZP ) pi
∗
→ Hn(P ;Z)→ Hn(X;Z)
→ Hn+1(X;Z)→ · · · .
In the case of the cohomology with coefficients in Z2, the two exact sequences as derived above agree to give the Gysin
exact sequence for P :
· · · → Hn(X;Z2) pi
∗
→ Hn(P ;Z2)→ Hn(X;Z2)
w1(P )→ Hn+1(X;Z2) · · · ,
where w1(P ) : H
n−1(X;Z2)→ Hn(X;Z2) is the cup product with the first Stiefel-Whiteny class w1(P ) ∈ H1(X;Z2)
of P .
b. Circle
Let S1 be the circle. Its cohomology ring with coefficients in Z is the exterior ring generated by a single generator
a ∈ H1(S1;Z) ∼= Z2:
H∗(S1;Z) ∼= ΛZa.
The cohomology with Z2-coefficients is then computed by the universal coefficient theorem:
H∗(S1;Z2) ∼= Z2[a]/(a2),
where a ∈ H1(S1;Z2) ∼= Z2 is the generator. Associated to a is a principal Z2-bundle P and the local system Z˜ = ZP .
Since P = S1 and pi : P → S1 is the double covering, we use the exact sequences in Subsection D 3 a to see:
n = 0 n = 1 n = 2 n = 3 n = 4
Hn(S1;Z) Z Z 0 0 0
Hn(S1; Z˜) 0 Z2 0 0 0
Because H3(S1;Z) and H3(S1; Z˜) are trivial, all the obstruction classes living in these cohomology groups are auto-
matically trivial.
Now, the Stiefel-Whiteny classes of the real line bundle ` = P ×Z2 R on S1 representing the generator a ∈
H1(RP 2;Z2) are:
w1(`) = a, w2(`) = 0, w3(`) = 0, w4(`) = 0, · · · .
Let T → S1 be the tangent bundle T = TS1 of S1. This is isomorphic to the product bundle T = S1 × R, so that
wi(T ) = 0 for all i > 0. Then we can see the following (non-)existences of a Spin-structure and its variants (© and
× respectively mean the existence and the non-existence):
S1 ` T
Spinc × ©
Pinc © ©
Spin × ©
Pin− © ©
Pin+ © ©
Pinc˜− © ©
Pinc˜+ © ©
G0 × ©
G− © ©
G+ © ©
We give comments and clarifications: (i) For our application in the main text, we are concerned with the lifting
of the tangent bundle (i.e., related to fermionic spinors). On the other hand, here, we are presenting more general
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examples (i.e., not just T , but also `). (ii) The table means: When the tangent bundle T can have (cannot have) a
given structure, we have © (×). Similarly, When the `-bundle on S1 can have (cannot have) a given structure, we
have © (×). (iii) S1 is orientable and so is the tangent bundle. A Pin±-structure on T means a Spin-structure on T .
On the one hand, ` is nonorientable, meaning the absence of Spin-, Spinc- and G0-structures. The table states that `
admits other pin structures.
c. 2-dimensional sphere
For the sphere S2, its cohomology group is as follows:
n = 0 n = 1 n = 2 n = 3 n = 4
Hn(S2;Z) Z 0 Z 0 0
Hn(S2;Z2) Z2 0 Z2 0 0
Since H1(S2;Z2) = 0, there is no non-trivial local system.
Let L→ S2 be the complex line bundle of degree 1. Forgetting the complex structure, we can think of L as a real
vector bundle of rank 2. Its Stiefel-Whiteny classes are as follows:
w1(L) = 0, w2(L) = a, w3(L) = 0, w4(L) = 0, · · · ,
where a ∈ H2(S2;Z2) ∼= Z2 is a generator. (Being a complex vector bundle, L is orientable and w1(L) = 0. Since L
is oriented, w2(L) = c1(L) mod 2 is non-trivial. The vanishing of the higher classes is the dimensional reason.) Let
T = TS2 be the tangent bundle of S2. As in the case of L, we can check that its Stiefel-Whiteny classes are as follows:
w1(T ) = 0, w2(T ) = 0, w3(T ) = 0, w4(T ) = 0, · · · .
Then the existences of Spin-structures, etc. are summarized as follows:
S2 L T
Spinc © ©
Pinc © ©
Spin × ©
Pin− × ©
Pin+ × ©
Pinc˜− © ©
Pinc˜+ © ©
G0 © ©
G− © ©
G+ © ©
We here make comments on the existence of Gn-structures: The existence of G0-structure is the consequence of that of
Spin-structure. To show the existence of G±-structure, notice that the oriented frame bundle of L is a principal SO(2)-
bundle with non-trivial w2(L). Then, associated to the inclusion SO(2) → SO(3), we get a principal SO(3)-bundle
Q = F (L)×SO(2) SO(3) on S2. By construction, w2(Q) = w2(L), so that we see the existence of G±-structures.
d. Real projective plane
Let us consider the real projective space RP 2 of dimension 2. The cohomology with integer coefficients H∗(RP 2;Z)
is well-known. [96] The cohomology with coefficients in Z2 is known to be the truncated polynomial ring
H∗(RP 2;Z2) ∼= Z2[a]/(a3),
where a ∈ H1(RP 2;Z2) ∼= Z2 is the generator. Associated to this generator a, we have a principal Z2-bundle P and
the local system Z˜ = ZP . Notice that P = S2 as a space. Then the cohomology H∗(RP 2; Z˜) can be computed by
appealing to Subsection D 3 a:
n = 0 n = 1 n = 2 n = 3 n = 4
Hn(RP 2;Z) Z 0 Z2 0 0
Hn(RP 2; Z˜) 0 Z2 Z 0 0
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Because H3(RP 2;Z) and H3(RP 2; Z˜) are trivial, all the obstruction classes in these cohomology groups are automat-
ically trivial. (The relevant connecting homomorphisms β and β˜ are also trivial.)
Now, let `→ RP 2 be the real line bundle representing the generator a ∈ H1(RP 2;Z2). It is then easy to see:
w1(`) = a, w2(`) = 0, w3(`) = 0, w4(`) = 0, · · · .
We also let T → RP 2 be the tangent bundle T = TRP 2 of RP 2. Since `⊕T is isomorphic to the product real bundle
of rank 3, the Whiteny formula of the total Stiefel-Whiteny class leads to:
w1(T ) = a, w2(T ) = a
2, w3(T ) = 0, w4(T ) = 0.
These information on wi, the ring structure of H
∗(RP 2;Z2) and the vanishings of β and β˜ allow us to determine
whether there are Spinc-, Pinc-, Spin-, Pin±- and Pinc˜±-structures. It is easy to see the non-existence of G0-structures
by w1 6= 0. To see the existence of G±-structures, let us cosider the real vector bundle `⊕2 = `⊕ ` of rank 2. We have
w1(`
⊕2) = 0, w2(`⊕2) = a2.
Therefore `⊕2 is oriented but its oriented frame bundle does not admit a Spin-structure. The frame bundle is a
principal SO(2)-bundle. Associated to this bundle and the inclusion SO(2) → SO(3), we have a principal SO(3)-
bundle Q→ RP 2 such that w2(Q) = a2. This helps us to determine whether there are G±-structures on ` and T . We
can similarly study the (non-)existence of Spin-structures, etc. for `⊕2. The results are summarized as follows:
RP 2 ` T `⊕2
Spinc × × ©
Pinc © © ©
Spin × × ×
Pin− × © ×
Pin+ © × ×
Pinc˜− © © ©
Pinc˜+ © © ©
G0 × × ©
G− © © ©
G+ © © ©
e. Klein bottle
Let K = KB denote the Klein bottle. A way to realize K is to let the group G = 〈a, b| baba−1〉 act on R2 by
a(z) = z¯ +
1
2
, b(z) = z + i.
Then this action is free (actually properly discontinuous), and the quotient space is the Klein bottle K = R2/G.
Notice that G is nothing but the fundamentl group of K. Another way to realize K is to take the connected sum of
two copies of the real projective space RP 2, that is, to glue together two Mo¨bius bands along their boundary circles.
This allows us to compute the integer cohomology of K by means of the Mayer-Vietoris exact sequence, and then the
cohomology with Z2-coefficients by the universal coefficient theorem:
n = 0 n = 1 n = 2 n = 3 n = 4
Hn(K;Z) Z Z Z2 0 0
Hn(K;Z2) Z2 Z2 ⊕ Z2 Z2 0 0
We here specify a basis of H1(K;Z2) ∼= Z2 ⊕ Z2. For this aim, notice that principal Z2-bundles on K = R2/G
are in a bijective correspondence with G-equivariant principal Z2-bundles on R2. Because R2 is contractible, any
principal Z2-bundle on R2 is trivial. Then the action of the discrete group G on the trivial Z2-bundle amounts to a
homomorphism G→ Z2, realizing the isomorphismsm:
Hom(G,Z2) ∼= Hom(pi1(K),Z2) ∼= H1(K;Z2).
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We now choose the following basis of Hom(G,Z2) ∼= H1(K;Z2):
ρα :
{
a 7→ −1,
b 7→ 1. ρβ :
{
a 7→ 1,
b 7→ −1.
The basis α admits the following realization: Let us consider the subgroup G′ = 〈a2, b| a2ba−2b−1〉 in G. This is
a free abelian group of rank 2, and a normal subgroup of G, with the quotient the cyclic group of order 2. Thus,
taking the quotient of R2 by G′ ⊂ G, we get the 2-dimensional torus T 2 = R2/G′. With the residual free action of
G/G′ ∼= 〈a|a2〉 ∼= Z2, the torus defines a principal Z2-bundle pi : T 2 → K. The first Stiefel-Whiteny class of this
bundle is α. To see this, note that, under the identification R2/G′ ∼= S1×S1, where S1 ⊂ C is the unit circle, we can
describe the Z2-action as (u, v) 7→ (−u, v¯). Thus the first projection p : S1 × S1 → S1 is equivariant with respect to
the free Z2-action on S1, and descends to give a map K → S1/Z2 = S1. Thus, we have a map of principal Z2-bundles:
R2/G′ −−−−→ R/〈a2〉y y
R2/G −−−−→ R/〈a〉.
The principal Z2-bundle on S1 is represented by the generator of H1(S1;Z2) ∼= Z2, and its pull-back under the
projection is α. Consequently, the principal Z2-bundle T 2 → K realizes α. We remark that H1(S1;Z2) is a direct
summand of H1(S1;Z2), since the projection K → S1 admits a section S1 → K induced from the equivariant map
s : S1 → S1 × S1 given by s(u) = (u, 1).
Now, the ring structure of H∗(K;Z2) is determined by:
Lemma D.10. α2 = 0 and β2 = αβ 6= 0.
Proof. Recall that, by a projection K → S1, the cohomology H∗(S1;Z2) is a direct summand of H∗(K;Z2). The class
α is then the generator of H1(S1;Z2) ∼= Z2. By the dimensional reason, α2 = 0 on S1. Thus, we also have α2 = 0 on
K. To prove the remaining formulae, let `β denote the real line bundle such that w1(`β) = β. Since `β is of rank 1,
we have w2(`β) = 0 automatically. We then study the existence of a Pin−-structure on `β . A Pin−-structure on K is
equivalent to a G-equivariant Pin−-structure on R2. Since a Pin−-structure on R2 is unique, the problem is whether
we can let G act on the Pin−-structure R2 × Pin−(1) in the compatible way. A candidate of such an action is to let
a and b in G act on the Pin−-structure as follows:
(z, g)
a7→ (a(z), ig), (z, g) b7→ (b(z), g),
where g ∈ Pin−(1) = Z4 = {±1,±i}. But, this transformation is not compatible with the relation bab = a in G. In
the same way, we can verify that the other candidates are incompatible with the relation in G. Thus, we conclude
that there is no Pin−-structure on `β , so that:
0 6= w2(`β) + w1(`β)2 = w1(`β)2 = β2.
The computation of αβ is similar: Let `α be the real line bundle such that w1(`α) = α. We easily see:
w1(`α ⊕ `β) = α+ β, w2(`α ⊕ `β) = αβ.
Thus, we check whether `α ⊕ `β admits a Pin+-structure or not. A Pin+-structure on the vector bundle on K is
equivalent to a G-equivariant Pin+-structure on the trivial rank 2 vector bundle on R2. There is the unique Pin+-
structure R2 × Pin+(2) for the trivial rank 2 bundle on R2. A candidate of a G-action on this Pin+-structure is
(z, g)
a7→ (a(z), e1g), (z, g) b7→ (b(z), e2g),
where e1, e2 ∈ Pin+(2) ⊂ Cliff+2 are the generators of the Clifford algebra. Since e1e2e1 = −e2, the transformations
above do not define a G-action. In the same way, we find that the Pin+-structure cannot be G-equivariant. Hence
there is no Pin+-structure on `α ⊕ `β , and αβ 6= 0. Since H2(K;Z2) ∼= Z2, the non-trivial elements β2 and αβ must
agree. We remark that the computation above is consistent with [93] (Example 3.8) under a base change.
Let T = TK be the tangent bundle of the Klein bottle. Inspecting the action of G, we can see TK ∼= R⊕ `α, where
R is the trivial real line bundle and `α is the real line bundle such that w1(`α) = α. The cohomology with coefficients
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in the local system ZP with P the orientation bundle of TK can be computed by using a Gysin exact sequence. (We
regard the total space of the Z2-bundle T 2 → K as a Z2-equivariant principal S1-bundle on the circle S1 with the
Z2-action z 7→ z¯. Then H1(K;ZP ) ∼= Z ⊕ Z2 and H2(K;ZP ) ∼= Z, with the other cohomology trivial.) But, for
the present purpose, we only need the fact that the third cohomology H3(K;ZP ) is trivial, which can be shown by
appealing to Subsection D 3 a. Now we have:
K T
Spinc ×
Pinc ©
Spin ×
Pin− ©
Pin+ ©
Pinc˜− ©
Pinc˜+ ©
G0 ×
G− ©
G+ ©
Appendix E: Dirac quantization conditions
In this section, we derive Dirac quantization conditions for pinc and pinc˜± connections. We first warm up with the
U(1) and twisted U(1) connections which arise when the complex scalar field is endowed with U(1)×CT and U(1)oT
symmetry, respectively. Next, we will move on to the pinc and pinc˜± connections. The convention of this section follows
Ref. [57]. A good example of manifold having the nontrivial Dirac condition for pinc and pinc˜± structures is the real
projective plane RP 2, which will be described in Appendix F. We will also compute the partition functions on RP 2
for free fermions with these pin structures.
1. Bosonic U(1)× CT symmetry
We start with the usual Dirac quantization condition of U(1) connections on unoriented manifolds. For simplicity,
we employ the complex scalar field. The relevant symmetry is the reflection symmetry R or the antiunitary charge-
conjugation symmetry CT which preserves the U(1) charge eiQ. Let X be an unoriented manifold. The Euclidean
action on X is given by
S =
∫
X
dnx
√
g
[
Dµφ¯Dµφ+ V (φ¯φ)
]
, (E1)
where φ and φ¯ are independent bosonic fields, and their covariant derivatives are given as
Dµφ = (∂µ − iAµ)φ, Dµφ¯ = (∂µ + iAµ)φ¯. (E2)
When X is not an Euclidean space Rn, X needs a cover {Ui} to give its global definition. We thus start with the
fields φ, φ¯ and A which are locally defined on each patch Ui. At the intersection Ui ∩Uj , the complex scalar fields are
glued by the patch transformation
CT : φ˜(y) = eiαij(y)φ(x(y)), ˜¯φ(y) = e−iαij(y)φ¯(x(y)) (E3)
for both orientation-preserving/reversing intersections Ui ∩ Uj , where x and y are local coordinates of Ui and Uj ,
respectively. The volume form is invariant dnx
√
g = dny
√
g˜. The patch transformation for the U(1) connection A is
given by imposing the covariant condition D˜µφ˜(y) = e
iαij(y) ∂x
β
∂yµDβφ(x(y)) to get
CT : A˜µ(y) =
∂xβ
∂yµ
Aβ(x(y)) + ∂µαij(y). (E4)
The patch transformations determine the data, eiαij : Ui ∩ Uj → U(1), eiαji = e−iαij , of transition functions. The
consistency condition on the intersections Ui ∩ Uj ∩ Uk of three patches leads to the cocycle condition
eiαijeiαjkeiαki = 1 on Ui ∩ Uj ∩ Uk. (E5)
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{eiαij} determines a complex line bundle L and the complex scalar fields are considered as sections of the line bundle
L. A is a U(1) connection associated to the line bundle L which is subject to the patch transformation (E4).
Topologically distinct field configurations of U(1) connections can be characterized by the first Chern class c1(L) ∈
H2(X;Z) of the line bundle L, which is explained below. Let θij : Ui ∩ Uj → R, θji = −θij , be a lift of αij , that is,
θij satisfies e
2piiθij = eiαij . The cocycle condition (E5) implies that θij obey
θij + θjk + θki ∈ Z, (E6)
hence cijk := θij + θjk + θki is a 2-cochain which takes its values in Z. A direct computation shows δc = 0 and
changing the lift as θij 7→ θij + bij with b ∈ C1(X;Z) induces the 2-coboundary c 7→ c+ δb. In sum, cijk is a 2-cocycle
c ∈ Z2(X;Z) and the transition functions {eiαij} determines an element [c] ∈ H2(X;Z). c1(L) = [c] is called the first
Chern class of L. For examples: H2(T 2;Z) ∼= Z represents the monopole flux inside T 2; H2(RP 2;Z) ∼= Z2 represents
the Z2-valued quantized U(1) holonomy in RP 2.
For a systematic description of U(1) connections, it is useful to introduce the notation in the differential cohomology
which can be extended to other pin structures. [97] Let (C∗(X;R), δ) be the singular cochain complex. A U(1)
connection A is a triple
A = (c, h, ω) ∈ C2(X;R)× C1(X;R)× Ω2(X) (E7)
subject to the following conditions
c ≡ 0 mod Z (Dirac quantization condition), (E8)
δc = 0, (E9)
dω = 0, (E10)
ω = c+ δh. (E11)
Two U(1) connections A = (c, h, ω) and A′ = (c′, h′, ω′) are gauge equivalent if and only if there exists a pair
(b, k) ∈ C1(X;Z)× C0(X;R) so that
c′ = c− δb, h′ = h+ b+ δk, ω′ = ω. (E12)
In Eq. (E11), the l.h.s. of ω = c+ δh means the integral of the 2-form ω over the 2-simplex. The Dirac quantization
condition (E8) together with the cocycle condition (E9) means c ∈ Z2(X;Z). h can be understood as U(1) fields
eihij living on bonds of lattice systems. c is the 2-cocycle introduced in (E6). The gauge invariant 2-form w is the
field strength F = 2piω. The usual Dirac quantization condition
∫
C
F/2pi ∈ Z for 2-cycles C ∈ Z2(X;Z) follows from
(E11).
We illustrate the expression of the U(1) connection by the use of the triple (c, h, ω) in Fig. 22 in terms of simplicial
complexes.
2. Bosonic U(1)o T symmetry
Next, let us consider the charge-conjugation reflection symmetry CR or TRS T which flips the U(1) charge eiQ. Let
X be an unoriented manifold. We consider the Euclidean action and the covariant derivatives given by the same forms
as before (E1) and (E2), respectively. On the other hand, for the patch transformations with orientation-reversing,
we consider
T : φ˜(y) = eiαij(y)φ¯(x(y)), ˜¯φ(y) = e−iαij(y)φ(x(y)). (E13)
The patch transformations preserving the orientation are the same as before, Eq. (E4). It is useful to introduce the
“real” boson fields by
χ =
(
χ↑
χ↓
)
, χ↑ =
φ+ φ¯
2
, χ↓ =
φ− φ¯
2i
, (E14)
in terms of which the action is written as
S =
∫
dnx
√
g
[
(Dµχ)trDµχ+ V (χ
trχ)
]
,
Dµ = ∂µ + iAµσy, (E15)
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FIG. 22. [a] A U(1) connection A = (c, h, ω) with a unit magnetic flux
∫
F/2pi = 1 on the torus T 2. c represent a generator
of H2(T 2;Z) = Z. [b] A U(1) connection A = (c, h, ω) with the quantized pi-flux on the real projective plane RP 2. c represent
the nontrivial topological sector classified by H2(RP 2;Z) = Z2.
and the patch transformation on Ui ∩ Uj is
T : χ˜i(y) = e
−iαij(y)σy (σz)wijχj(x(y)), (E16)
where (wij) ∈ Z1(X;Z/2) is a Cech cocycle representing w1(TX) and σµ(µ = x, y, z) are the Pauli matrices on the
(↑, ↓) space. The cocycle condition hijhjk = hik and the inverse hji = (hij)−1 are written as
(δwα)ijk = (−1)wijαjk − αik + αij = 0 ∈ R/2piZ,
αji = −(−1)wijαij , (E17)
where δw is the differential twisted by (wij) (See Appendix C). The patch transformation of the twisted U(1) connection
is determined by the condition
D˜µχ˜i(y) = e
−iαijσy (σz)wij
∂xβ
∂yµ
Dβχj(x(y)). (E18)
We have
T : A˜µ(y) = (−1)wij
[∂xβ
∂yµ
Aβ(x(y)) + ∂µαij(y)
]
. (E19)
Equations (E17) and (E19) indicate that the twisted U(1) connection fits into the cochain complex twisted by (wij).
Let θij : Ui ∩Uj → R be a lift of αij with θji = −(−1)wijθij . Then, the twisted first Chern class c˜1(L) ∈ H2(X; Z˜) is
represented by the twisted 2-cocycle
c˜ijk := (−1)wijθjk − θik + θij ∈ Z. (E20)
Let (C∗(X; R˜), δw) be the singular cochain complex twisted by (wij) (See Appendix C). A twisted U(1) connection
A is a triple
A = (c˜, h, ω) ∈ C2(X; R˜)× C1(X; R˜)× Ω˜2(X) (E21)
subject to the following conditions
c˜ ≡ 0 mod Z (Dirac quantization condition), (E22)
δw c˜ = 0, (E23)
dω = 0, (E24)
ω = c˜+ δwh. (E25)
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FIG. 23. [a] A twisted U(1) connection A = (c˜, h, ω) with a unit magnetic flux
∫
RP2
F/2pi = 1 on the real projective plane
RP 2. The red edges represents orientation reversing edges characterized by w(vivj) = 1. See Appendix C for the detail. [b]
The boundary condition twisted by θx on the Klein bottle is not quantized for the twisted U(1) connection.
Here, Ω˜2(X) = Ω(X)⊗P (P is the orientation bundle) is the group of “2-densities” [96] in which orientation-reversing
patch transformations are accompanied with the minus sign as ωi = (−1)wijωj . Two twisted U(1) connections
A = (c˜, h, ω) and A′ = (c˜′, h′, ω′′′) are gauge equivalent if and only if there exists a pair (b, k) ∈ C1(X; Z˜)×C0(X; R˜)
so that
c˜′ = c˜− δwb, h′′ = h+ b+ δwk, ω′ = ω. (E26)
The field strength is given by F = 2piω. Thanks to the additional minus sign on the patch transformations, the 2-
density can be integrated out on unoriented manifolds. For example, the monopole charges inside the real projective
plane are quantized into integers
∫
RP 2 F/2pi ∈ Z. See Fig. 23 [a] for an example of the twisted U(1) connection on
RP 2 with unit magnetic flux. An important difference from untwisted U(1) connections is that the holonomy (the
twisted boundary condition) along the nontrivial Z2 cycle (in the sense of untwisted homology) on the real projective
plane RP 2 and the Klein bottle K is not quantized due to the sign flip of the twisted U(1) connection (E19). See
Fig. 23 [b] for the twisted boundary condition on the Klein bottle.
3. Fermionic U(1)× CT symmetry: pinc structure
Now we move on to fermionic systems with the antiunitary charge-conjugation symmetry CT or the reflection
symmetry R that preserves the U(1) charge eiQ. Let X be an unoriented manifold admitting a pinc structure. The
Euclidean action of a free fermion is given by
S =
∫
X
dnx
√
g
[
ψ¯γµDµψ +mψ¯ψ
]
. (E27)
Here,
√
g = (det gµν)
1/2 with gµν the metric. γ
µ is defined by γµ = eµaγ
a with γa the anticommuting Gamma matrices
{γa, γb} = δab in the flat spacetime. eµa is a vielbein (in n-spacetime dimensions) satisfying
eµae
ν
b gµν = δab, e
a
µe
a
ν = gµν , e
a
µe
µ
b = δab, e
a
µe
ν
a = δ
ν
µ. (E28)
Latin letters a, b, . . . denote the local frame indices, while Greek ones µ, ν, . . . denote the coordinate indices. The
coordinate indices are raised/lowered by the metric gµν and its inverse matrix g
µν , and it is free to raise/lower the
local frame indices because of the Euclidean signature. ψ and ψ¯ are independent Grassmann fields and their covariant
derivative is defined by
Dµψ = ∂µψ + (
i
2
ωabµ Σab − iAµ)ψ, (E29)
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where Aµ is locally a U(1) field, ω
ab
µ is the spin connection determined by the vielbein e
µ
a and the metric gµ as
24
ωabµ = e
a
ν(∂µe
ν
b + Γ
ν
µλe
λ
b ),
Γνµλ =
1
2
gνσ(∂µgλσ + ∂λgµσ − ∂σgµλ), (E30)
and Σab =
1
4i [γ
a, γb] are the generators of SO(n) rotations.
As mentioned in the beginning of Sec. II C, in addition to the CT or R symmetry, we assume the SO(n) Euclidean
spacetime rotation symmetry. Under a U ∈ SO(n) rotation in the local frame, the Gamma matrices are transformed
as UγaU† = γb[U ]ba, where U is a lift U 7→ ±U ∈ Spin(n). CT or R symmetry induces an orientation-reversing
transformation on the Gamma matrices as follows. Let UCT (UR) be the matrix associated with the CT (R) symmetry
that appears in
CTψ†(x)(CT )−1 = UCTψ(x),
(Rψ†(x1, x2, . . . )R−1 = ψ†(−x1, x2, . . . )UR). (E31)
Let Hˆ =
∑
x ψ
†(x)(
∑n−1
a=1 Γ
a(−i∂a) + mΓn)ψ(x) be the Hamiltonian on the flat space, where {Γa,Γb} = 2δab. The
CT (R) symmetry implies that UCTΓaU†CT = −Γa(a = 1, . . . n) (URΓ1U†R = −Γ1,URΓaU†R = Γa(a = 2, . . . , n)). The
corresponding Euclidean action on the flat spacetime is given by
S[ψ, ψ¯] =
∫
dτdn−1x ψ¯
(
γ0∂τ +
n−1∑
a=1
γa∂a +m
)
ψ (E32)
with γ0 = Γn and γa = −iΓnΓa(a = 1, . . . , n− 1). Then, it holds that
UCT γ0U†CT = −γ0, UCT γaU†CT = γa (a = 1, . . . , n− 1),
(URγ1U†R = −γ1, URγaU†R = γa (a = 0, 2, . . . , n− 1)). (E33)
In sum, the Gamma matrices γa are changed as a vector UγaU† = γb[U ]ba for an O(n) rotation U ∈ O(n), where U
is a lift U 7→ ±U again.
The patch transformations on the intersections Ui ∩ Uj are summarized as follows
ψ˜(y) = eiαij(y)Uij(y)ψ(x(y)),˜¯ψ(y) = ψ¯(x(y))Uij(y)†e−iαij(y), (E34)
A˜µ(y) =
∂xβ
∂yµ
Aβ(x(y)) + ∂µαij(y), (E35)
ω˜µ(y) =
∂xβ
∂yµ
Uij(y)ωβ(x(y))U
†
ij(y) + i∂µUij(y)U
†
ij(y), (E36)
e˜aµ(y) =
∂xβ
∂yµ
[U ij(y)]abe
b
β(x(y)), (E37)
Uij(y)γ
aU†ij(y) = γ
b[U ij(y)]ba. (E38)
Here, on orientation preserving patches, Uij(y) = exp
(
i
2θab(y)Σab
) ∈ Spin(n) is an SO(n) rotation on the spinor
space, while on orientation reversing patches, Uij(y) is a form Uij(y) ∼ U˜ij(y)UCT (∼ U˜ij(y)UR) up to a U(1) phase
for CT (R) symmetry, where U˜ij(y) = exp
(
i
2θab(y)Σab
) ∈ Spin(n). An overall U(1) phase is fixed so that Uij(y)
takes values in Pin+(n) group, so that e
iαij(y)Uij(y) takes its value in Pin
c(n) group defined by
Pinc(n) = Pin+(n)× U(1)/(1, 1) ∼ (−1,−1), (E39)
24 We have employed the Levi-Civita connection (being (i) compatible with the metric and (ii) torsion free) since we are interested only
in topological properties of manifolds with background fields.
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where −1 ∈ Spin(n) ⊂ Pin+(n). For example, in the case of the R symmetry with R2 = (−1)F , Uij(y) = U˜ij(y)iUR.
The consistency condition on intersections Ui ∩ Uj ∩ Uk leads to the cocycle condition
eiαijUije
iαjkUjk = e
iαikUik on Ui ∩ Uj ∩ Uk. (E40)
Let pi : Uij 7→ U ij ∈ O(n) be the surjection of the double cover pi : Pin+(n) → O(n). The data {U ij} is determined
by the tangent bundle TX. The obstruction to give a pin+ structure is measured by the second Stiefel-Whitney class
w2(TX). The failure of the cocycle condition for Uij defines a two-cocycle (zijk) ∈ Z2(X;Z2) representing w2(TX)
by eipizijk := UijUjkUki ∈ {±1}. Let θij : Ui ∩ Uj → R, θji = −θij be a lift of αij subject to e2piiθij = eiαij . The
cocycle condition (E40) implies that the Dirac quantization condition of pinc structures is twisted by the second
Stiefel-Whitney class:
cijk := θij + θjk + θki ∈ Z+ zijk
2
∈ C2(X;R), (E41)
where zijk ∈ {0, 1}. We denote the condition (E41) by
c ≡ w2
2
mod Z (E42)
in short. A pinc structure can be changed by tensoring a complex line bundle L, which means that the classification
of the topological sectors of pinc structures is given by H2(X;Z). A pinc connection is a triple A = (c, h, ω) ∈
C2(X;R) × C1(X,R) × Ω2(X) subject to the conditions (E42), (E9), (E10), and (E11). The gauge equivalence is
given by the same manner as the U(1) connection.
4. Fermionic U(1)o T symmetry: pinc˜± structure
Let us consider fermionic systems with TRS T or charge-conjugation reflection symmetry CR which flips U(1)
charge eiQ. We deal with both the pinc˜+ (T
2 = (−1)F ) and the pinc˜− (T 2 = 1) structures on an equal footing. Here,
Pinc˜±(n) groups are defined as follows. Let φ : Pin±(n) → {±1} is the homomorphism which specifies orientation
preserving or reversing elements, i.e. φ(x) = 1 for even r and φ(x) = −1 for odd r. (See (2.6) for the definition of
Pin±(n).) By the use of φ, we have a new group Pin±(n) n U(1), where the multiplication of group structure is
defined by (x, eiα) · (y, eiβ) = (xy, eiα+iφ(x)β). The Pinc˜±(n) group is defined as the quotient
Pinc˜±(n) := Pin±(n)n U(1)/(1, 1) ∼ (−1,−1), (E43)
where −1 ∈ Spin(n) ⊂ Pin±(n).
T or CR symmetry induces an orientation reversing transformation on the Gamma matrices as follows. Let UT be
the matrix associated with TRS T that is defined by Tψ†(x)T−1 = ψ†(x)UT , and satisfy UTU∗T = 1(−1) for T 2 = 1
(T 2 = (−1)F ). The Time-reversal symmetry implies that UT (γa)trU†T = γa, irrespective of the sign of UTU∗T = ±1. 25
A similar relation holds for CR reflection symmetry. In the rest of this section, we only describes the case of T
symmetry, for simplicity.
Let X be an unoriented manifold admitting a pinc˜± structure. The Euclidean action of free fermions is (E27) and
the patch transformations preserving the orientation are the same form as (E34 - E38) with Uij(y) = U˜ij(y) ∈ Spin(n),
while the patch transformations reversing the orientation are defined to be
T : ψ˜(y) = eiαij(y)U˜ij(y)(iU trT )ψ¯tr(x(y)),˜¯ψ(y) = ψtr(x(y))(iU∗T )U˜ij(y)†e−iαij(y), (E44)
where U˜ij(y) = exp
(
i
2θab(y)Σab
) ∈ Spin(n) representing an orientation preserving rotation and the factor i is due to
the anticommutation relation of Grassmann variables (see eq. (2.5)). To derive the pinc˜± structure, we introduce the
“real” fermion fields by [57]
χ =
(
χ↑
χ↓
)
, χ↑ =
ψ + U trT ψ¯tr
2
, χ↓ =
ψ − U trT ψ¯tr
2i
. (E45)
25 This can be understood from the TRS on the Hamiltonian in the flat space manifold Hˆ =
∑
x ψ
†(x)(
∑n−1
µ=1 Γ
µ(−i∂µ)+mΓn)ψ(x) with
{Γµ,Γν} = 2δµν for µ, ν = 1, . . . , n. Time-reversal symmetry implies that UTΓµU†T = −Γµ(µ = 1, . . . , n− 1) and UTΓnU†T = Γn. The
action on the flat Euclidean space is given by S =
∫
dnxψ¯[γ0∂τ +
∑n−1
µ=1 γ
µ∂µ+m]ψ with γ0 = Γn and γµ = −iΓnΓµ(µ = 1, . . . , n−1).
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After some algebras, the action (E27) can be written as
S =
∫
X
dnx
√
g χtrU†T (−σy)s
[
γµ(∂µ +
i
2
ωabµ Σab + iAµσy)−mσy
]
χ, (E46)
with s = 0 for T 2 = 1 and s = 1 for T 2 = (−1)F , and the orientation reversing patch transformation (E44) becomes
T : χ˜i(y) =
{
U˜ij(y)e
−iαij(y)σy (iσz)wijχj(x(y)) for T 2 = 1,
U˜ij(y)e
−iαij(y)σy (σx)wijχj(x(y)) for T 2 = (−1)F ,
(E47)
on the intersection Ui ∩ Uj . Now it is evident that the transition function is an element of Pinc˜+(n) (Pinc˜−(n)) group
for TRS with T 2 = (−1)F (T 2 = 1) (since (iσz)2 = −1, (σx)2 = 1).
Next, let us derive the Dirac quantization conditions for the pinc˜± structures. Let θij : Ui ∩ Uj → R, θji = −θij be
a lift of αij subject to e
2piiθij = eiαij and θji = −(−1)wijθji. Since an obstruction to have a pin+ (pin−) structure is
measured by w2 (w2+w
2
1), the cocycle condition leads to the following Dirac quantization condition of pin
c
± structures:
c˜ijk := (−1)wijθjk − θik + θij ∈ Z+
{
1
2zijk (pin
c˜
+)
1
2zijk +
1
2wijwjk (pin
c˜
−)
(E48)
where zijk ∈ {0, 1} is defined by (−1)zijk = gijgjkgki and c˜ ∈ C2(X; R˜). In short, the condition is written as
c˜ ≡ 1
2
w2 mod Z for pinc˜+, (E49)
c˜ ≡ 1
2
w2 +
1
2
w21 mod Z for pinc˜−. (E50)
A pinc˜± structure is changed by tensoring a twisted complex line bundle L, hence the classification of the topological
sectors of pinc˜± structure is given by H
2(X; Z˜). A pinc˜ connection is a triple A = (c˜, h, ω) ∈ C2(X; R˜)× C1(X, R˜)×
Ω˜2(X) subject to the conditions (E49), (E23), (E24), and (E25). The gauge equivalence is given by the same manner
as the twisted U(1) connection.
Appendix F: More on pinc and pinc˜± structures on RP 2
To further support the Dirac quantization conditions listed in Table IV, in this subsection, we present the explicit
forms of the Dirac operators on RP 2 for pinc and pinc˜± structures. To this end, we start with the Dirac operator on
S2 with a monopole flux and take the projection onto the symmetric components under the antipodal projection to
get the Dirac operator on RP 2.
1. Dirac operator on S2 with the Schwinger gauge
The Dirac operator on S2 with a monopole flux in the Schwinger gauge is given by
/Dg = σx
(
∂θ +
1
2
cot θ
)
+
σy
sin θ
(
∂φ + ig cos θ
)
=
(
0 ∂θ − isin θ (∂φ + i(g + 12 ) cos θ)
∂θ +
i
sin θ (∂φ + i(g − 12 ) cos θ) 0
) (F1)
Here, (θ, φ) is the spherical coordinate and g = mg/2, mg ∈ Z, is the monopole charge. In the presence of the magnetic
monopole, the vector potential Aφ = −ig cos θ is singular at the north and south poles, which is a characteristic of
the Schwinger gauge. From the index theorem, there are mg zero modes of /Dg. For simplicity, we assume mg ≥ 0.
The Euclidean action with theta term is
SS2 =
∫
dθdφ sin θψ¯(θ, φ)( /Dg +Me
iΘσz )ψ(θ, φ), (M ≥ 0) (F2)
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and the partition function is given by
Z[S2,mg] =
∫
Dψ¯Dψe−S = Det( /Dg +Me
iΘσz ). (F3)
The eigenfunctions of the Dirac operator /Dg are as follows. [73] There are mg zero modes because of the index
theorem:
− i /DgΦgλ0=0,m(θ, φ) = 0, m = −g +
1
2
,−g + 3
2
, . . . , g − 1
2
, (F4)
Φgλ0=0,m(θ, φ) =
(
Y
g− 12
g− 12 ,m
(θ, φ)
0
)
. (F5)
Nonzero modes of /Dg are
− i /DgΦg±λn,m(θ, φ) = ±
√
n(n+ 2g)Φg±λn,m(θ, φ),
n = 1, 2, . . . , m = −j,−j + 1, . . . , j, j = g − 1
2
+ n, (F6)
Φg±λn,m(θ, φ) =
1√
2
 Y g− 12j=g− 12+n,m(θ, φ)
∓iY g+ 12
j=g+ 12+(n−1),m
(θ, φ)
 . (F7)
Here, Y gl,m(θ, φ) is the monopole harmonics
Y gl,m(θ, φ) = (−1)l+m
√
(2l + 1)(l −m)!(l +m)!
4pi(l − g)!(l + g)! e
imφ
·
∑
k
(−1)k
(
l − g
k
)(
l + g
g −m+ k
)
(sin
θ
2
)2l−2k−g+m(cos
θ
2
)2k+g−m.
(F8)
Expanding the complex fermion fields ψ(θ, φ) and ψ¯(θ, φ) by the eigenfunctions as
ψ(θ, φ) =
∑
m
Φgλ0=0,m(θ, φ)χ0,m +
∑
±λn,m
Φg±λn,m(θ, φ)χ±λn,m, (F9)
ψ¯(θ, φ) =
∑
m
Φgλ0=0,m(θ, φ)
∗χ¯0,m +
∑
±λn,m
Φg±λn,m(θ, φ)
∗χ¯±λn,m. (F10)
The action on S2 is re-written as
S =
∑
m
MeiΘχ¯0,mχ0,m +
∑
λn>0,m
(χ¯λn,m, χ¯−λn,m)
(
i
√
n(n+ 2g) +M cos Θ iM sin Θ
iM sin Θ −i√n(n+ 2g) +M cos Θ
)(
χλn,m
χ−λn,m
)
.
(F11)
The partition function on S2 is
Z[S2,mg] = (Me
iΘ)mg
∏
λn>0,m
[
n(n+ 2g) +M2
] ∼ eimgΘ. (F12)
Some properties of the eigenfunctions which will be used later are listed:
• The angular momentum depends on the even/odd parity of the magnetic monopole charge:
m ∈
{
Z+ 12 (mg ∈ 2Z),
Z (mg ∈ 2Z+ 1), (F13)
which means the the periodicity along the φ-direction depends on the even/odd parity of the magnetic monopole
charge as
Φgλ0=0,m(θ, φ+ 2pi) =
{ −Φgλ0=0,m(θ, φ) (mg ∈ 2Z),
Φgλ0=0,m(θ, φ) (mg ∈ 2Z+ 1),
Φg±λn,m(θ, φ+ 2pi) =
{ −Φgλn,m(θ, φ) (mg ∈ 2Z),
Φgλn,m(θ, φ) (mg ∈ 2Z+ 1).
(F14)
78
• The eigenfunctions have the “T” symmetry (Euclidean TRS) associated with the antipodal map:
Φgλ0=0,m(pi − θ, φ+ pi) = eimpiΦ
g
λ0=0,−m(θ, φ)
∗,
Φg±λn,m(pi − θ, φ+ pi) = (−1)neimpiΦ
g
±λn,−m(θ, φ)
∗.
(F15)
• In the case of zero magnetic monopole mg = 0, the eigenfunctions have the R symmetry associated the the
antipodal map:
Ψg=0±λn,m(pi − θ, φ+ pi) = ∓(−1)niσyΨ
g=0
±λn,m(θ, φ). (F16)
2. Pinc structure on RP 2 and the eta invariant
As discussed in Sec. II C 1, the 2d cobordism of pinc structure is ΩPin
c
2 = Z4 and its generating manifold is RP 2,
and the Dirac quantization condition c ≡ 12w2 implies that the pinc-connection on RP 2 is quantized to ±i fluxes and
a magnetic monopole is forbidden. Let us consider the antipodal map
R : ψ(θ, φ) 7→ eiασyψ(pi − θ, φ+ pi),
ψ¯(θ, φ) 7→ ψ¯(pi − θ, φ+ pi)σye−iα, (F17)
where eiα is a constant. 26 The action (F1) is invariant under R provided g = 0 and Θ = 0, pi. We can put the
Lagrangian on RP 2 when the R projection
ψ(θ, φ) = eiασyψ(pi − θ, φ+ pi),
ψ¯(θ, φ) = ψ¯(pi − θ, φ+ pi)σye−iα (F18)
does works. From (F16), this is the case only when eiα = ±i, which corresponds to two inequivalent pinc structures
on RP 2 with ±i holonomy as expected.
Let us compute the partition function on RP 2, the eta invariant of pinc structure. The mode expansion with R
projection is given by
eiα = i :
{
ψ(θ, φ) =
∑
n>0,n∈even,m Φ
g=0
λn,m
(θ, φ)χλn,m +
∑
n>0,n∈odd,m Φ
g=0
−λn,m(θ, φ)χ−λn,m,
ψ¯(θ, φ) =
∑
n>0,n∈even,m Φ
g=0
λn,m
(θ, φ)†χ¯λn,m +
∑
n>0,n∈odd,m Φ
g=0
−λn,m(θ, φ)
†χ¯−λn,m,
(F19)
and a similar form for eiα = −i. Then, the partition function on RP 2 becomes
Z(RP 2, eiα = i,±M)
∏
n>0,n∈even,m
(in±M)
∏
n>0,n∈odd,m
(−in±M) (F20)
The eta invariant of pinc manifolds is given by the ratio of the partition functions between that with M and −M .
From a crude calculation, the eta invariant η(X,A) can be estimated as
e2piiη(RP
2,eiα=i) :=
Z(RP 2, eiα = i,−M)
Z(RP 2, eiα = i,M)
M→∞−−−−→ exp
[
pii
∑
n>0,n∈even
2n− pii
∑
n>0,n∈odd
2n
]
∼ exp
[
[ipi21−sζ(s)]s→−1 − [ipi(2− 21−s)ζ(s)]s→−1
]
= e−pii/2.
This is the desired Z4 U(1) phase of the pinc SPT phase. For the pinc structure with eiα = −i, the eta invariant is
given by epii/2. For more details of the eta invariant, see [57] for example.
26 Here, we assumed that Pinc group is defined by Pinc = Pin+ ×±1 U(1), i.e., the reflection operator satisfies R2 = 1.
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3. Pinc˜− structure on RP 2 and θ term
Now let us consider the pinc˜− structure on RP 2. In (1 + 1)d, the cobordism is given by Ω
Pinc˜−
2 = Z × Z2. [13] Z2
is generated by RP 2 with no magnetic monopole, and Z can be detected by the theta term. The general partition
function which is cobordism invariant is written as
ZPinc˜−(X;A) = exp
[
npii
∫
X
w2 + iθ
∫
X
F
2pi
]
,
n ∈ {0, 1}, θ ∈ R/2piZ. (F21)
The 2pi periodicity of θ follows from that the Dirac quantization condition (E50) is trivial for every (1 + 1)d manifold,
says, w2 + w
2
1 = 0. The Z2 nontrivial phase with n = 1 is an interacting enabled phase which is not realized in free
fermions, which can be detected by the partial time-reversal transformation discussed in Sec. IV E.
The Hamiltonian on S1 is the following two orbital model
Hˆ =
∫
dxψˆ†(x)[−iσy∂x +M cos Θσz +Mσx sin Θ]ψˆ(x). (F22)
This Hamiltonian has the TRS with T 2 = 1 defined by
Tˆ ψˆ†(x)Tˆ−1 = ψˆ†(x), Tˆ iTˆ−1 = −i. (F23)
Correspondingly, the Euclidean action (F2) is invariant under the antipodal map
T : ψ(θ, φ) 7→ ieiαψ¯(pi − θ, φ+ pi),
ψ¯(θ, φ) 7→ ie−iαψ(pi − θ, φ+ pi) (F24)
with a phase eiα. The possibility of the antipodal projection by T ,
ψ(θ, φ) = ieiαψ¯(pi − θ, φ+ pi),
ψ¯(θ, φ) = ie−iαψ(pi − θ, φ+ pi), (F25)
depends on the monopole charge. Taking the T transformation twice, we have
ψ(θ, φ) = ieiαψ¯(pi − θ, φ+ pi) = −ψ(θ, φ+ 2pi), (F26)
which implies that only the eigenfunctions satisfying the periodicity ψ(θ, φ+ 2pi) = −ψ(θ, φ) admits the T projection.
The phase eiα is free to be chosen, which is consistent with that the flux along the nontrivial Z2 cycle is not quantized
for pinc˜− connections. Recall that in the Schwinger gauge the eigenfunctions of the Dirac operators satisfies this
anti-periodicity only when the monopole charge is even mg ∈ 2Z, then monopole charge on RP 2 is quantized into
integers ∫
RP 2
F |Pinc˜−
2pi
=
mg
2
∈ Z. (F27)
This is consistent with the Dirac quantization condition of pinc˜− structure c˜ ≡ 0 on RP 2. The partition function on
RP 2 is just the square root of that on S2,
Z(RP 2,
mg
2
∈ Z) = (MeiΘ)mg/2
√ ∏
λn>0,m
[
n(n+ 2g) +M2
] ∼ eimg2 Θ. (F28)
Note that the periodicity of Θ is still 2pi.
4. Pinc˜+ structure on RP 2 and θ term
Now let us consider the pinc˜+ structure on RP 2. The Hamiltonian on S1 is the Kramers pair of the Hamiltonian
(F22)
Hˆ = Hˆ↑ + Hˆ↓,
Hˆ↑/↓ =
∫
dxψˆ†↑/↓(x)[−iσy∂x +M cos Θσz +Mσx sin Θ]ψˆ↑/↓(x). (F29)
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One can associate this Hamiltonian with the TRS with the Kramers degeneracy Tˆ 2 = (−1)F defined by
Tˆ ψˆ†↑(x)Tˆ
−1 = ψˆ†↓(x), Tˆ ψˆ
†
↓(x)Tˆ
−1 = −ψˆ†↑(x), Tˆ iTˆ−1 = −i. (F30)
Correspondingly, the Euclidean action on S2
S = S↑ + S↓,
S↑/↓ =
∫
dθdφ sin θψ¯↑/↓(θ, φ)( /Dg +Me
iσzΘ)ψ↑/↓(θ, φ), (F31)
has the T antipodal symmetry of a pinc˜+ type defined by
27
T :
ψ↑(θ, φ)ψ↓(θ, φ)ψ¯↑(θ, φ)
ψ¯↓(θ, φ)
 7→
 iψ¯↓(pi − θ, φ+ pi)−iψ¯↑(pi − θ, φ+ pi)iψ↓(pi − θ, φ+ pi)
−iψ↑(pi − θ, φ+ pi)
 (F32)
Taking the T transformation to get
ψ↑(θ, φ) 7→ iψ¯↓(pi − θ, φ+ pi) 7→ ψ↑(θ, φ+ 2pi), (F33)
ψ↓(θ, φ) 7→ −iψ¯↑(pi − θ, φ+ pi) 7→ ψ↓(θ, φ+ 2pi). (F34)
This means that only the eigenfunctions satisfies the periodicity ψ↑/↓(θ, φ+ 2pi) = ψ↑/↓(θ, φ) admits the T projection.
Because of the periodicity (F14), the T antipodal projection is well-defined only when the magnetic monopole has
odd charge mg ∈ 2Z+ 1. Then, the magnetic monopole inside RP 2 is quantized as (2.10), as expected. The partition
function on RP 2 is just the square root of that on S2, that is, the partition function for the single Hamiltonian H↑
on S2,
ZPinc˜+
(
RP 2,
mg
2
∈ Z+ 1
2
)
= (MeiΘ)mg
∏
λn>0,m
[
n(n+ 2g) +M2
] ∼ eimgΘ. (F35)
Note that the periodicity of Θ still 2pi. The θ parameter defined in (2.11) is given by θ = 2Θ, hence we reproduced
the 4pi periodicity of the θ term.
Appendix G: On the reflection swap: the case of (1 + 1)d class A with reflection symmetry
In Sec. V C 3, we saw the important role of the partial fermion parity flip (Eq. (5.38)) for simulating the Klein
bottle partition function using the partial reflection swap. It is expected that the same prescription holds true in any
fermionic systems. Here we explicitly check this for (1 + 1)d class A insulators in the presence of reflection symmetry
R.
Let us consider the ground state of the SSH model on a closed chain [1, L],
|GS〉 = 1
2L/2
(g†1 + f
†
2 )(g
†
2 + f
†
3 ) · · · (g†L + f†1 ) |0〉 , (G1)
where f†j and g
†
j are complex fermion creation operators. This wave function is invariant under the reflection
Rf†jR
−1 = g†L−j+1, Rg
†
jR
−1 = f†L−j+1 (G2)
and the generating model of the Z4 phase classified by the pinc cobordism group Ωpin
c
2 = Z4. [34, 37] We introduce
three adjacent intervals
I1 = [1, . . . ,M ], I2 = [M + 1, . . . ,M +N ], I3 = [M +N + 1,M +N +M ], (G3)
27 We have fixed a U(1) phase associated with T to be eiα = 1.
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and define the reflection swap operator RI1∪I3 by
RI1∪I3f
†
jR
−1
I1∪I3 = g
†
M+N+M−j , RI1∪I3g
†
jR
−1
I1∪I3 = f
†
M+N+M−j , (j ∈ I1, I3). (G4)
It is straightforward to see that
〈GS|eiθ1
∑
j∈I1 nˆjeiθ2
∑
j∈I2 nˆjeiθ3
∑
j∈I3 nˆjRI1∪I3 |GS〉
=
(−1)M−1
8
eiM(θ1+θ3)eiNθ2(cos(θ1 + θ3 − θ2)− cos θ2).
(G5)
Here, θ2 is the U(1) holonomy along the Z2 cycle of the Klein bottle which is supposed to be quantized to Z2 values
θ2 ∈ {0, pi}, and θ1 and θ3 are additional U(1) phase twists. It is clear from (G5) that the ground state expectation
value vanishes when θ1 = θ3 = 0, i.e., there is no phase twist on I1 and I3. Moreover, the consistent background
pinc structure is realized when the amplitude of (G5) takes the maximum value, which determines the proper U(1)
phases. In doing so, we obtain (θ1 + θ3, θ2) = (pi, 0) or (pi, pi). Especially, the choice (θ1, θ3) = (0, pi) corresponds to
the prescription (5.38).
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