The biological mechanisms through which proteins interact with one another are best revealed by studying the structural interfaces between interacting proteins. Proteinprotein interfaces can be extracted from three-dimensional (3D) structural data of protein complexes and then clustered to derive biological insights. However, conventional protein interface clustering methods lack computational scalability and statistical support. In this work, we present a new method named "PPiClust" to systematically encode, cluster, and analyze similar 3D interface patterns in protein complexes efficiently. Experimental results showed that our method is effective in discovering visually consistent and statistically significant clusters of interfaces, and at the same time sufficiently timeefficient to be performed on a single computer. The interface clusters are also useful for uncovering the structural basis of protein interactions. Analysis of the resulting interface clusters revealed groups of structurally diverse proteins having similar interface patterns. We also found, in some of the interface clusters, the presence of well-known linear binding motifs which were noncontiguous in the primary sequences. These results suggest that PPiClust can discover not only statistically significant, but also biologically significant, protein interface clusters from protein complex structural data.
Introduction
Proteins and their molecular interactions with one another are essential for many different biological activities in the cell. Unlike DNA, a protein is composed of a sequence of amino acid (AA) residues folded into a three-dimensional (3D) form. It is widely understood that the 3D structure of a protein, rather than its AA sequence, is the key determinant of its biological function.
A substantial amount of research work on understanding the mechanisms of protein-protein interactions (PPIs) from the primary sequences of proteins has already been reported; for example, see Ng et al. 2 and Neduva and Russell. 3 In comparison, there has been a relatively limited amount of work done based on 3D structures. In this paper, we will study the interactions between proteins in terms of their 3D protein-protein interfaces. These are regions in 3D protein complexes that consist of interacting residues belonging to two different chains that are in spatial vicinity; the interface residues have been known to be highly conserved. 3 Identifying and understanding the underlying mechanisms of these interface clusters can lead to important biological insights that can be useful for applications such as drug design. For example, inhibiting protein-protein interactions with small molecules can be difficult due to the general largeness of proteins and potential lack of cavities. However, targeting the most critical residues such as those in the binding interfaces may lead to improved inhibition of these interactions. Clustering the 3D protein interaction interfaces can help uncover the structural basis of protein interactions. However, this is a computationally taxing task. In this paper, we propose a novel scheme named PPiClust (Protein-Protein interface Clusterer) for efficiently representing and clustering large numbers of protein-protein interfaces of the protein complexes. PPiClust can discover statistically significant interface clusters efficiently. Unlike the existing approaches, our method employs a novel built-in statistical analysis mechanism to quantitatively assure the quality of the resultant clusters. We will also demonstrate that our method is computationally efficient in that we can generate the protein interface clusters within a reasonably short time on a single personal computer (PC).
We will demonstrate that many of the protein interface clusters discovered by our PPiClust method are also biologically significant and are useful for uncovering the structural basis of protein interactions. For example, we will show that our method can discover numerous remarkably similar interface structures belonging to the protein complexes from different structural fold types, demonstrating that it is biologically possible for globally distinct protein structures to associate in similar ways at the interaction interface level.
We will also show, for the first time, that the interacting residue sequences in some of the interface clusters match numerous well-known linear binding motifs. This is an interesting discovery because many of these linear motif interacting residue sequences were actually noncontiguous in the corresponding primary sequences. This means that residues from different parts of a protein can come together spatially to potentially mimic the functions of linear motifs. It also suggests that many linear motifs could be more prevalent than expected, since linear motifs are currently accounted for based only on their presence in the primary sequences. In fact, given that current linear motifs have been discovered using the primary sequences, 3 our PPiClust could form an alternative framework to facilitate the discovery of more novel linear motifs in the structural space.
Related Works
Structural studies of interfaces have been focused on either the effective characterization of the interfaces, such as Refs. 4-6, or the quantitative comparison and clustering of interfaces, such as Refs. 7-10. As our objective is to uncover the structural basis of protein interactions in terms of the 3D interaction interfaces, we will focus on the quantitative comparison and clustering of interfaces in this paper.
Clustering of protein-protein interfaces has typically been done based on the backbone of C α atoms from interacting residues and their neighboring residues. For example, both Tsai et al. 7 and Keskin et al. 8 used a geometric hashing-based algorithm to compare and cluster backbones of C α atoms from protein-protein interfaces. A heuristic and iterative clustering algorithm with gradual relaxation of similarity score was employed in each iteration. Other popular protein interface clustering algorithms such as I2I-SiteEngine (Interface-to-Interface Site Engine) 9 regard an interface as a set of interacting triangles (I-triangles) that consists of a triplet of functional groups (pseudo-centers) in one chain that form three interactions with the other chain, while PIBASE 10 clusters interfaces between protein domains rather than between entire protein chains.
In this work, we also group the interfaces derived from the protein complexes in the Protein Data Bank (PDB) into clusters based on the quantitative comparison of their structural similarities. However, we differ from existing works as follows:
(1) All of the existing interface clustering methods lack an important feature which systematically ensures the statistical significance of the interface clusters that they generate. The significance of the clusters is typically validated a posteriori, usually rather unsystematically by visual inspection or ad hoc biological analyses on a few sample clusters, to suggest the usefulness of the methods. Recently, the importance of proper statistical validation for biological data clustering was highlighted by Handl et al. 11 Here, we couple our clustering approach with a built-in statistical analysis feature so that the interface clusters generated by our algorithm are also statistically significant (in addition to the conventional visual and biological verifications). (2) All of the existing methods employ time-consuming comparison techniques to measure the similarity of the interfaces, resulting in unscalable approaches. For instance, I2I-SiteEngine 9 took an average of 26 seconds for each pairwise interface comparison, and required a total of 5,574,861 such comparisons in its entire clustering process. 9 This means that it will require about 1,677 days (over 4 years) to carry out the clustering process on a single PC. (Actually, I2I-SiteEngine was implemented on a cluster of PC workstations, and it took about 1 month of processing time. 12 ) Here, by using a novel algorithmic scheme,
we are able to perform interaction interface clustering in a much more timeefficient manner, while at the same time maintaining the statistical quality of the clusters generated.
Data Representation
Many biological processes in the cell involve the formation of protein complexes, which are molecular aggregations of numerous proteins that are in stable proteinprotein interactions. The interacting proteins can be collectively crystallized and their 3D structure determined as a single group. Such structural information is usually deposited as a single entity into the PDB database (http://www.rcsb.org) and given a unique PDB ID. The member proteins of a protein complex are called protein chains or simply chains. Within a particular complex, each chain is assigned a unique chain ID. A pair of protein chains that are directly interacting with each other form an interface region through which they interact spatially. A residue from a protein chain is considered to be part of an interface if it has at least one counterpart residue from the other chain with the distance between their nearest atoms less than or equal to 5Å.
7
For example, in Fig. 1 , the protein complex gamma delta resolvase is designated with the PDB ID 2rsl. It has three protein chains, which are assigned the chain IDs A, B, and C. In this complex, there are direct interactions between chains A and B, and also between chains B and C. The interface for each interacting protein pair is highlighted in the figure. The interface for chains A and B is denoted as 2rslAB, and that for chains B and C as 2rslBC.
The residues that constitute an interface are not always sequential in nature, according to the observations in Tsai et al. 7 It is therefore inadequate to represent 
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the interfaces by the literal sequences of the constituent residues from the N-terminus to the C-terminus of the chains. Furthermore, to overcome the weakness of those methods 7,13 that handled the two interface fragments separately, we need to find a better way to encode the interfaces as a single entity such that processing it is equivalent to processing its two constituent interface fragments simultaneously.
To do so, we encode interfaces as interface matrices as follows. For the two interface fragments in an interface, we first derive their respective principal component vectors by means of principal component analysis.
14 We then arrange the residues in each interface fragment by their positions along its principal component vector, as shown in Fig. 2 An interface matrix encoding of each protein interface can then be obtained by storing the pairwise distances between the centers of residues, each from an interface fragment, in a matrix that effectively captures the interface pattern of the interface fragments. The interface matrix for the interacting protein chains A and B in the above example is a 9 × 8 matrix:
is the Euclidean spatial distance between the centers of two given residues. It should be noted that the resultant interface matrices are sensitive to the directions of their respective principal component vectors. Thus, it is possible that two quite structurally similar interfaces may be represented by two topologically different matrices due to row/column rearrangements. However, by using an approximate similarity matching technique based on submatrix feature vectors (as discussed in the next section), we are still able to capture the similarity between two such matrices in the majority of cases.
Clustering Method
There are four major steps in our proposed PPiClust method for discovering the significant clusters of similar protein-protein interfaces:
(1) Extracting representative interfaces. First, we extract representative interfaces from the 3D protein complexes in PDB and encode them as interface matrices; (2) Generating interface feature vectors. We then generate feature vectors for the representative interface matrices extracted; (3) Clustering. Clustering is then performed on the interface feature vectors to discover groupings of the protein interfaces; and (4) Statistical validation. Finally, we quantitatively ascertain the statistical quality of the interface clusters generated.
Extracting representative interfaces
First, we extracted a set of representative protein-protein interfaces from the protein complexes. We used the 3D structural data of protein complexes from the PDB. After removing the irrelevant structures, such as single chains, low-resolution models, etc., we obtained a data set of 17,300 protein chains which belonged to 5,503 protein complexes. We then extracted protein-protein interfaces from the interacting protein pairs of the protein complexes. From 5,503 complexes, we obtained 17,012 interfaces. After pruning away the interfaces with too few (less than 10) or too many (more than 200) interacting residues in each side, 11,558 interfaces were left.
Some of these interfaces may be redundant. Two interfaces are considered redundant if both of their corresponding chains are sequentially homologous (with more than 30% sequence identity using BLASTClust, which is part of the BLAST suite; http://www.ncbi.nlm.nih.gov/BLAST/). Using this criterion, we identified groups of redundant interfaces. For each such group, we chose the one with the best resolution and the largest interface size as the representative interface. After this process, we ended up with 1,445 representative interfaces for further analysis. (These comprised 1,087 interfaces from the biological units, 94 from the crystal packings, and 264 from the unknown types of complexes, according to the PQS Protein Quaternary Structure database; http://pqs.ebi.ac.uk/.) The interfaces were then encoded into interface matrices as described in Sec. 3.
Generating interface feature vectors
Our objective is to group similar interface matrices into their respective clusters. To do so, we need to be able to compare the interface matrices and determine their similarity values quantitatively.
The DALI method 15 was previously used to align two-dimensional (2D) distance matrices derived from individual 3D protein structures. Unfortunately, we cannot employ DALI here because it is known to be a time-consuming pairwise alignment method, and it will take a very long time (several months on a stand-alone PC) to align 1,445 interface matrices all-against-all for our systematic analysis. As such, we devise a new scheme for encoding the interface matrices so that they can be compared efficiently and effectively. We opt for a scheme where we represent each interface matrix as a multi-dimensional feature vector based on the frequencies of the local features exhibited in the interface matrix. Such a frequencybased approach has been extensively used in various histogram methods in image processing. 16 It has also been used in structural bioinformatics, particularly for protein fold classification.
17,18
We can view an interface matrix as a set of 6 × 6 overlapping submatrices.
15,19
Our basic idea is to represent an interface matrix as a bit-vector, where each bit corresponds to the presence or absence of a single type of submatrix which constitutes the whole interface matrix. However, there are over one million distinct submatrices for all 1,445 interface matrices. If we use them all, our resultant bit-vector will be too long. To reduce the number of submatrix types, we group the similar ones together and select a representative submatrix from each group. This is done by two rounds of nearest-neighbor clustering 20 and medoid selection processes. Using this method, we finally came up with 409 feature submatrices. Using the 409 feature submatrices, we can now systematically encode each interface matrix as a feature vector. Basically, it is the frequency profile of the submatrix features in the interface matrix, with the dimension (number of cells) of the frequency vector being equal to the number of feature submatrices. For a given interface matrix, we take every submatrix from it, find the submatrix's nearest neighbor from the list of 409 feature submatrices, and increase the frequency for that nearest feature submatrix in the feature vector's corresponding cell. After that, we normalize the frequencies to the range of 0 and 1. The process of generating feature vectors from the representative interface matrices is outlined in Fig. 3. 
Clustering
What we have done in the previous steps is to reduce the 3D structural information of protein interfaces into 2D interface matrices and then into one-dimensional (1D) feature vectors. We are now ready to cluster the extracted protein interfaces. For any two feature vectors F V i and F V j , we measure their feature vector distance with the inverse cosine distance function 16 defined as
where (• · •) is the dot product between two vectors and ( • ) is the norm of a vector. While df (•, •) is a nonmetric distance (it violates the triangular inequality property), it is well suited for reflecting human perceptions of similarity and nonsimilarity. 16 Note that we have also tested our system with the metric Euclidean distance function, but it confirmed that the inverse cosine distance function is indeed superior. In this study, we discover the clusters of interface feature vectors for 1,445 interfaces by employing the nearest-neighbor clustering algorithm 20 using the distance function df (•, •) and the distance threshold df t . (We will discuss the effects of different df t values in Sec. 4.4.) In the clustering process, for every object (feature vector in our case) in the input data set, we allocate it to the cluster in which its nearest neighbor exists and all of the other existing cluster members are also near enough to it, with regard to the given distance threshold (df t in our case). If we cannot detect such a cluster, we create a new cluster with this object as the first member. Prior to clustering, we prearrange the objects in the input data set in accordance with their average distances to the other objects. Thus, the input order of the objects does not affect the clustering results.
Statistical validation
During the clustering, we also conduct a statistical test called silhouette analysis 21 to quantitatively ascertain the quality of the interface clusters that were discovered. The silhouette width s(i) of an object i is defined as
where a(i) is the average distance of i to all other objects in its own cluster, and b(i) is the average distance of i to all objects in its nearest neighbor cluster. The silhouette width of an object is between −1 (the worst case) and +1 (the ideal case). The average silhouette width s of a clustering scheme is the average of the silhouette widths of all the members in all clusters. The larger the value of s, the better the clustering scheme. Figure 4 shows the effect of varying distance threshold df t values on the average silhouette width (s) of the clustering scheme. Lower df t values give higher-quality clusters (i.e. high s values) than those generated with higher df t values; however, lower df t values also generate many more useless singleton interface clusters. As such, we have to make a decision based on the tradeoff between the s value and the coverage of non-singleton clusters. We use here the criterion of having at least half of the total number of interfaces covered by non-singleton clusters. This can be attained by setting df t = 0.35, which covered 50.6% of the interfaces. This corresponds to an s value of 0.85 if all of the clusters are taken into account, and a value of 0.58 if we consider only the non-singleton clusters. As explained in Ref. 22, a clustering is considered reasonably good if its s is between 0.51 and 0.7. In this way, our method ensures the statistical quality of the interface clusters generated. 
Results
We implemented PPiClust on a stand-alone PC with two Pentium IV 3.0 GHz central processing units (CPUs) and 1 GB main memory. The resultant clusters are presented in http://www1.i2r.a-star.edu.sg/˜azeyar/genesis/PPiClust/. In our current study on 1,445 representative interfaces from 5,503 protein complexes, our method was time-efficient with a total processing time of only about 8 hours. This is much faster compared to the other interface clustering methods such as in Refs. 7-9, which are too slow to be practically implemented on a single PC.
Visual verification
As a preliminary analysis, we inspected the visual quality of the interface clusters. Figure 6 shows the various sample interfaces observed in some of the clusters. The interfaces were represented as interface matrices, depicted in the figure as gray-scale images. Darker tones indicate closer residue-residue distances in an interface, while the lighter tones depict larger distances. It is observed that interfaces belonging to the same cluster generally look similar. For example, interface patterns (a)-(d) belong to a particular cluster with the characteristic appearance of a thin diagonal, interface patterns (e)-(h) belong to another cluster with the common appearance of a thick diagonal, etc. Next, we further analyzed our resulting protein interface clusters of protein interfaces to see whether our method can generate not only statistically significant protein interface clusters, but also biologically interesting ones. In particular, we investigated whether the clusters contained nontrivial discoveries such as similar interface patterns from structurally diverse proteins, as well as whether the well-known linear binding motifs were also found in the resulting protein interface clusters.
Structural diversity of interfaces' parent chains
Despite the built-in statistical assurance in PPiClust, it is still plausible that the resultant clusters contained protein interfaces whose parent protein chains are all structurally similar. Discovering such interface clusters would not be very biologically significant, since the interacting interfaces from structurally similar parent chains are expected to be clustered together. What would be more interesting would be the discovery of clusters that contained similar interfaces whose parent chains are structurally quite different. We have found a surprisingly large number of such interfaces in the clusters of interaction interfaces using our method.
Let us systematically determine if the interface clusters generated by our method contained mostly interfaces from structurally diverse parental chains. We can measure the diversity of a given interface cluster C with its fold pair-based Shannon's entropy value 23 as follows:
where k is the total number of distinct parent fold pairs that the interfaces in cluster C belongs to, and p i is the proportion of C belonging to a particular fold pair i.
In the case when a cluster is totally homogeneous (i.e. when all interfaces in the cluster belong to a single fold pair), its entropy value will be 0. On the other hand, if a cluster is totally diverse (i.e. if each member interface belongs to a distinct fold pair from the others), its entropy value will be log 2 n, where n is the number of members in the cluster. Figure 7 shows the average entropy values for the different cluster sizes. We also show two reference curves for the homogeneous (zero) and the maximum entropy (log 2 n) cases in the figure. Observe that the entropy values for the interface clusters found by our method are indeed generally close to the maximum values. Thus, we can infer that our methods have detected mostly biologically interesting clusters of structurally similar interfaces belonging to structurally diverse parent proteins.
Overall, the average entropy of each cluster is 1.37. The result indicates that similar interfaces are indeed mediating interactions among diverse structural folds. These interface clusters represent favorable binding structural scaffolds that have been reused in nature for interactions. They are thus useful for understanding the underlying structural basis for proteins to interact with each other (such as identifying putative binding sites on proteins of known structures). 24 The interfaces could also facilitate studies on the critical residues 5 and the motifs 25 important for the stability of protein-protein interactions. A similar entropy analysis is done on the fold pairs, as shown in Fig. 9 . It is observed that a distinct fold pair belongs to more than one cluster in a number of cases. It implies that the interfaces from structurally similar parent chains are not always clustered together. This agrees with a well-known fact that at low sequence similarity, structurally similar proteins may or may not interact similarly. 
Occurrences of important biological motifs
We also observed that the discovered interfaces tend to be compact -each interface fragment contains an average of 30.81 residues. This has biological significance, as it implies that the provision of a large complementary surface between two structures is not an essential prerequisite for interactions. In fact, it is likely that the interactions are mediated by short residue fragments or motifs on these compact interfaces.
Biologists have recently discovered that there are small contiguous sequence segments of 3-10 residues, which play critical roles in many protein interactions, post-translational modifications, and trafficking.
3 In fact, it is estimated that 15%-40% of interactions may be mediated by a short, linear motif (expressed commonly in regular expression) in one of the binding partners. 27 To further assess the biological significance of the clusters derived, we also attempt to identify linear binding motifs 3 from our clusters.
For each cluster generated by our method, we derive two sets of interface residue sequences that are sequential in 3D space after the principal component analysis transformation. Note that these interface residues may not be contiguous in terms of their primary sequences. To detect whether occurrences of important biological motifs can be found in our interface clusters, we attempt to match a set of linear binding motifs extracted from the biomedical literature and ELM database 28 to the interface sequences derived above. The most significant matches are listed in Table 1 . For example, the common AxxxA 29 helix-helix interaction motif (where x denotes any AA) was repeatedly detected in our derived sequences. The popular PxxP binding motif 30 in various signaling pathways was also detected in one of our clusters. Interestingly, on visual inspection, we found many cases whereby the interface residue sequences that matched the known linear binding motifs are themselves nonsequential in their primary sequences. This is rather intriguing because linear sequence motifs have traditionally been assumed to occur as contiguous sequence segments, yet we have found in our interface clusters numerous instances whereby the residues from different parts of a protein chain come together spatially to mimic some known linear binding motifs. For example, Fig. 10 shows two interface residue sequences in one cluster that come together spatially to reassemble the KPxx[QK] linear motif (ELM ID: LIG SH3 4). Figure 11 shows another example of sequentially discontinuous interface residues reassembling another known linear motif (RxLx[EQ] 31 ); in this example, both sets of residues corroborate to form a similar interface that interacts with an α-helix. These intriguing examples discovered in our interface clusters suggest that foldings of protein chains can be combined to yield interaction sequence motifs. This would imply that the many reported biologically important linear motifs could occur more frequently than expected, as we have yet to take into account the possibility of sequentially discontinuous occurrences. For example, the RxLx[EQ] motif, which was attributed to the virulency of the malarial parasite P. falciparum in human, was found in 250 to 350 of the parasite proteins by primary sequence match. 31 The actual number of proteins containing this motif could be more based on what we have observed in this work. Currently, only ∼200 linear binding motifs out of the few thousands speculated to exist are known 3 -there might also be many important biological motifs which are sequentially discontinuous that have yet to be detected. We have shown here that it is possible to relate the protein interface clusters with biologically important motifs by adopting principal component analysis to transform residues at interaction interfaces for linear binding motif discovery. Our efficient PPiClust method could thus form an alternative framework to facilitate the discovery of more novel linear motifs in the as-yet unexplored structural space.
Conclusion
In this paper, we have proposed a novel interaction interface clustering scheme named PPiClust (Protein-Protein interface Clusterer) to extract statistically significant and biologically interesting clusters of protein interfaces from 3D protein complex structural data. As we have taken care to encode the 3D structural patterns of interfaces with compact 1D feature vectors, the proposed method is also time-efficient -the total time taken for the whole process is about 8 hours on a stand-alone PC. This is important as most other methods cannot scale up to mine the increasingly available structural information. Our analysis on the resultant interaction interface clusters revealed that the structurally similar interfaces in our clusters can belong to parent proteins that have very diverse structural folds. This suggests the possibility of similar protein functions among proteins with different structural fold types, an observation that was also made in other existing works. [7] [8] [9] More interestingly, our analysis also revealed that many highly conserved linear binding motifs of well-known biological functions can be detected in the interface clusters generated by our method. This includes sequentially discontinuous occurrences of the motifs, suggesting that residues from different parts of a protein can come together spatially to mimic the functions of linear motifs. In fact, there might still be important biological motifs which are spatially conserved but sequentially discontinuous that have yet to be detected. Our efficient PPiClust method can thus enable the exploration of the as-yet unexplored structural space to uncover the structural basis of protein interactions.
