This paper proposes a design for a network connected over public networks using Virtual Private Network (VPN) technique. The network consists of five sites; center server and four customer service sites, each site consists of a number of LANs depending on the user services requirements. This work aims to measure the effect of VPN on the performance of a network. Four approaches are implements: Network design without using VPN, network design using VPN with centralized servers, network design using VPN with distributed servers, and network design using server load balance .
Introduction
Virtual private network service is scalable and cheap solution to provide secure networks and capability of VPNs remote access telecommunications [1] . A VPN is a network that deploys customer connectivity in multiple sites on a shared infrastructure, with the same access or security policies as a private network. VPN allows safe connections over non-secure networks using protocol suite called IP Security (IPsec). Fig. 1 show the typical VPN organization [2] .
Figure (1) [6] the study presents a solution for network management in large enterprises that are separated geographically using open source software. They implemented product development in the PREMINV e-platform which is a solution based on a VPN IPsec solution concept using integrated data sets and tools.
Shi-Hai Zhu (2013) [7] this report suggested an algorithm for safe data transfer based on OpenSSL and VPN. It combined the characteristics of both symmetric crypto-system and asymmetric password system, and provided a fast and reliable method for secure data transmission. D. Parmar and T. P. Patalia, (2013) [8] this report, analyzed the behavior of RIPv2 (Routing information protocol version 2) based MPLS VPN architecture using heavy VoIP traffic and Analysis of QoS as well as special network architecture. The statistical data is derived from different VPN statistics like delay, load, throughput and flow delay. The paper proved that RIPv2 routing protocol can be deployed inside a medium range network infrastructure.
Virtual Private Network Infrastructure and Technology
VPN is defined as emulating a private Wide Area Network (WAN) by using shared or public IP facilities, i.e. the internet [9] . A VPN is a private network that uses public telecommunications infrastructures, maintaining privacy by using of a tunneling protocol and data encryption. VPNs were developed into three categories; (Remote Access VPNs, Intranet VPNs and Extranet VPNs).
VPN Mechanism
Tunneling is the most important part of VPN technology. It enables the creation of virtual networks over the public networks. Tunneling is the procedure that put in a nutshell a data packet in the packet of a different protocol presentation. Which means that the header of the tunneling protocol is appended to the first packet. The resulting packet is then sent to the destination node or network through the intermediate infrastructure. When a tunneled packet is transferred to the destination node, it travels across the internetwork through a logical pathway. This pathway is called a tunnel. Upon receiving a tunneled packet, the recipient changes the packet back to its previous format. Fig. 2 represents the tunneling process. 
Parts of VPN System
To successfully create a pathway between two interactive ends, four modules are required:
1) Target (Home Network):
The network that stores the data to be used by the remote client.
2) Initiator Node:
The client or server that starts the VPN session.
3) HA (Home Agent):
The interface at the target network. The HA receives and authenticates the incoming requests and allows the formation of a tunnel.
4) FA (Foreign Agent):
The interface at the initiator node. The initiator node uses the FA to request a VPN session from the HA at the target network.
VPN Tunnel Technology Operations
Tunneling technology operations can be divided into two phases [9] .
1) Phase I: Tunnel Establishment Phase
The initiator node (or remote client) asks for a VPN session and is then authenticated by the corresponding HA. A request for connection is then initiated and session parameters are negotiated. This occurs in the following manner: a. The initiator sends the request for a connection to the FA that is located in the network. b. The FA accepts the request by validating the login name and the password supplied by the user. c. If the supplied username and password by the user are not valid, the request for the VPN session is rejected. However, if the FA authenticates the identity of the initiator successfully, the request is forwarded to the target network HA. d. If the HA accepts the, the FA sends the encrypted login ID and the corresponding password to it. e. The HA verifies the supplied information. If verification is succeeding, the HA sends Register Reply and a tunnel number, to the FA. f. When the Register Reply and the tunnel number reaches the FA, the tunnel is created.
2) Phase II: Data Transfer Phase
The transactions in data transfer phase occur as follows: a. The initiator begins forwarding data packets to the FA. b. The FA creates the tunnel header and appends it to each data packet. The header information of a routable protocol is then appended to the packet. c. The FA forwards the resulting encrypted data packet to the HA using the supplied tunnel number. d. On receiving the encrypted information, the HA strips off the tunnel header and the header of the routable protocol, thus bringing the packet back to its original format. e. The original data is then sent to the intended destination node in the network. 
VPN Tunneled Packet Format
The FA encrypts the original data packet before it is sent to the target network via the tunnel. This encrypted packet is referred to as the tunneled packet. The format of a tunneled packet is shown in Fig. 5 [10]. 
Tunneling Protocols at Layer 2
Tunneling protocols are essential for creating VPNs and securing their data transfer. Some of the widely used VPN tunneling protocols work at the second layer (Data Link layer) of the (OSI) model. These include the (PPTP), (L2F), and (L2TP) protocols.
VPN Design and Simulation
This section suggests different approaches of network topologic designs, specifically using farm servers, distributed servers and server load balancing. OPNET simulator is used in network performance analysis. The network simulation is performed through four proposed design approaches. The proposed network designs are implemented using BOSON simulator and cisco routers.
Proposed Network Design and Modeling
The proposed network design contains five sites, one of these sites is the center site of the network, the others sites are (site1, site2, sit3, and sit4). Each site contains a subnet which contains many LANs. Table  ( 1) describes the network topology, services and applications, the distance between the network nodes, number of users, and the type of transmission media between network nodes and internet.
The network simulator specifies; services, topology, traffic, configuration of a subnet, modeling and the application run time pattern. The behavior of an individual user or group of users is called a "profile". The proposed system suggests four user group profiles. The timing sequence of the applications running within a profile can be configured to be executed in the following manner:  Parallel Mode: In this manner, the timing sequence of applications activation are at the same time (concurrently)  Serial Mode: In this manner, the timing sequence of applications activation are one after the another in a specific predetermined order. There is special case for this manner when the applications running are in a random order.
The modes of timing sequence and the applications profiles defines the application execution specifications including; starting time, duration time, minimum and maximum time, and duration fields which appear as a pull-down list.
The design of the experimental VPN system requires the specification of application running profiles. Also, a view to measure network performance, the characteristics under different operating conditions, traffic and network loads. A user profile is made up of various application definitions. The application's tasks/transactions execution may have multiple phases, and each phase can have many request and response commands [10] . The profile of applications configuration permits defines of the amount of transmission traffic that the applications makes such as "Low, Medium, or High" Load.
VPN Design Methodology
This section presents the suggestions for different networks topologic designs and their configuration. The following are four network design approaches: 1) First approach: In this approach, the network is designed without using VPN technology 2) Second approach: In this approach, the network is designed without using VPN tunnels with centralized servers. 3) Third approach: In this approach, the network is designed without using VPN tunnels with distributed servers. 4) Fourth approach: In this approach, the network is designed without using VPN tunnels with server load balancing. Table ( 2) describes the characteristics of each network design approach with respect to VPN and application activation.
Design Without Using VPN Network Technology
This is the first approach of the suggested network design, as shown in Fig. 13 . The network sites are configured with no VPN tunnel facilities. The internet represents the main transmission media to connect the network components.
Network Design using VPN and Centralized Servers
This represents a second approach of a proposed network design. The VPN tunnel facilities was added to the network between each site in the network. The network topology is shown in Fig. 7 . The subnetworks in this approach are: center site, site1, site2, site3 and site4. The network servers are represented as a centralized subnet. The VPN tunnels configuration is shown in Fig .8 . There are four VPN tunnels, their operation mode is defined as compulsory mode, and there is a VPN tunnel between the center site and each other site in the network. The VPN configuration table is shown in Fig .9 , which explains the tunnel source and tunnel destination name, delay information, and remote client list.
Network Design using VPN And Distributed Servers
This represent a third approach of the proposed network design. The VPN tunnel facilities was added to the network between each site in the network. The network design topology is shown in Fig .10 . This approach includes specific arrangement with respect to network servers, where a distributed server is used instead of using centralized servers as the central site for application services in the network. This means that each site contains its special servers to perform dedicated and local applications to the behalf of the local users of each site, which represent as the major activity of the user's site. In addition to providing service to the remote users from other sites. A study must be applied to see the effect of this distribution on the network performance especially the delay and the traffic load.
Network design using VPN and Load Balancing
This represent a fourth approach of the proposed network design. The load balancing facilities is added to the center site of the network organization with proxy server as shown in Fig. 9 . In this approach the load balancer follows the number of open connections with each server, when it receives a new request, it chooses the server with the least number of connections. 
VPN Implementation and Performance Evaluation
This section presents the results of the simulation of different network design approaches. The results are shown as a set of graphs and configuration profiles which describe the performance and behavior of the networks. These results are achieved after running the network for a define time (5 minutes) by the OPNET. The results show that the key differences between the four different design approaches.
Access Response Time for Database Application services
The access response time to perform the (entry and query) transactions for the database application services of the four network design approaches are shown in the Fig. (10.a and 10.b) . It is clear that the database access responses are faster for the two approaches (no.2 and no.4). When database access transactions are issued, the server load balancer chooses the server with the least number of connections. There are differences in the access response behavior of the approaches (no.1 and no.2), in the first period of the network runtime (i.e. the initial condition) meanwhile the period between (0.00 to 0.04) second. The differences are due to the effects of the type of activation sequence of the services.
Two simulation scenarios of the network runtime are considered based on different initial condition periods. The first depends on the stochastic approach and repeated running to get the best timing sequence of the services activation. This stimulates an acceptable response and avoids the sharp variation in the response. This simulation is implemented by using parallel timing mode, as shown in Fig. (11.a and 11.b) . However, the initial condition during the period (0.00 to 0.04) seconds for DB entry transaction the response time decrease from 10 sec. to 6.5 sec. as shown in Fig.  12 .a and for DB Query transaction the response time in the same period decrease from 9 sec. to 6 sec. as shown in Fig. 12.b . The second simulation scenario which was applied depends on using a server load balancer to manage the distribution of the network activities across all other network servers to achieve the best response.
The main disadvantages of the first scenario are that they consume time and they cause a change in the network configuration. While, the main disadvantages of the second scenario are that they are costly because of need to add new hardware servers in addition to the requirements for the network management. 
Packet Traffic for E-mail application
This section presents the packet traffic sent during E-mail application as shown in Fig. 13 .a, where the traffic sent is the average number of bytes per second sent to the transport layer by E-mail applications in the network. Fig. 13.b shows the E-mail traffic received (bytes/second). The E-mail traffic received is the average number of bytes per second forwarded to Email applications by the transport layer in the network. These two figures show that, there are differences between the traffic sent and received due to loss of packets. 
Packet Traffic for File Transfer Applications
The average bytes/second sent to the transport layer by FTP applications in the network (i.e. packets traffic sent) is shown in Fig. 17 .a. The average bytes/second are forwarded to FTP applications by the transport layer in the network (i.e. received packets traffic) is shown in Fig. 17.b . The FTP received traffic is different from the sent traffic but with less packets dropped than the E-mail case.
Response Time for File Transfer (Download and Upload)
The response time of FTP (download and upload) for all network design approaches are shown in Fig.  (18.a and 18.b ). As shown in these figures, the response time behavior for the non-VPN network (approach no.1) is low compared to the VPN network (approaches no.1, no.2 & no.3). The small difference in response time between the non-VPN approach and others using VPN security property is due to the requirements of the (encryption and decryption) processes.
IP Traffic Dropped
The simulation results show that using VPN has a lower IP traffic dropping than the non-VPN network design approaches. The network design approach using server load balancing has IP traffic dropped less than the VPN network and non-VPN network approaches. The amount of dropped packets has an effect on the network efficiency. Fig. 19 shows that the values of a packet dropped is considered good with respect to the system throughput.
IP Processing Delay
The IP processing delay in the center site subnet is shown in Fig. 20 . Since this subnet is performing the services by using several servers, therefore the IP processing delay will be obvious for its behavior. From the obtained graph, the delay in the VPN network approaches (no. 2, no. 3 & no.4) are equals to (0.004 MS), while for the non-VPN approach (no.1) is equal to (0.02 MS).
Point-to-Point Link Throughput
The point-to-point link throughput of three network design approaches shown in Fig. (21.a and  21 .b). This throughput gives the bit rate per second of the link between the center site subnet of the network and the internet. The center site subnet is considered the main subnet and contains the essential servers in the network. These figures show that the throughput for the non-VPN network approach is near equal to that of the VPN network and VPN load balance approaches. The throughput of the link between the center site and the internet in the two directions is almost equal for both approaches. Fig. 22 show the point-to-point throughput of the link in the two directions for approach no. 2. This Throughput means the good behavior of the network due to minimal packet losses. The throughput in the both graphs have an accepted range value approximately (80.000 bit/sec).
A parallel timing mode is used to increase the throughput of the network point-to-point link. Fig.  (23.a and 23.b) show a comparison between a throughput of parallel and serial timing mode and for the two directions of transmission.
Voice (IP-Telephony) Traffic
The voice traffic analysis comprises two parameters, the traffic and the packet delay. The voice traffic (sent and received) in the network are shown in the Fig. 24 . These figures show differences between the voice traffic sent and received. Fig. 24 .a shows the different results between all networks approaches which approximate to (1,000) byte/sec. Also Fig. 24.b shows a difference in results of about (2,000) byte/sec. The other parameters of voice deals with delay concepts. Fig. (25 and 26) show voice packet end-to-end delay and voice packet delay variation respectively. Fig. 25 shows that the packet delay in the distributed servers (approach no.3) has increased a value of about (8.366) MS, and the packet delay when using VPN and load balancing (i.e. approach no.4) about value (8.36) Ms. Fig. 26 shows the voice packet delay variation. Here, the variation values when using VPN in distributed servers are applied is considered a large value of about (6 E-10); while in load balancing network approach is less than that of the VPN network, and the difference between them is approximately to (1 E-10).
Load Balancing
The percentage load of the CPU servers is considered in this section. The load balancing is implemented for servers in the center site subnet of the network and when a server deals with the (database services). The average utilization of the CPU servers is illustrated in Fig. 27 . The IP Traffic (sent and received) for the load balancer network approach and in the center site subnet of the network is shown in the Fig. ( 28.a and 28.b). The IP processing delay is in the range of (0.004 to 0.01) MS as shown in Fig. 29 . 
Conclusion
The network simulations and the implementation tools that have been presented in this work are based on using OPNET software. Several conclusions are considered. In respect to the four network design network approaches, the results show that the application response times are higher due to VPN tunneling of all packets. The server load balancing (approach no. 4) improves the characteristic of the network, and the IP processing delay reduced to (0.004) Ms. The VPN Tunnel average delay is (0.0125) sec. for the VPN approach, and the delay is (0.12) sec. for the server load balancing approach. The parallel timing mode is a good solution for the initial condition problem. Centralizing the servers in one place will reduces the operational complexity and simplify maintenance. Enhancing flexibility and service performance through dealing more with many technologies to improve the connectivity along the network such as QoS.
