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Abstract
The analogy between the laws of black hole mechanics and the laws of thermodynamics led
Bekenstein and Hawking to argue that black holes should be considered as real thermodynamic
systems that are characterised by entropy and temperature. Black hole thermodynamics indicates
a deeper connection between thermodynamics and gravity. We review and examine in detail the
arguments that suggest an interpretation of gravity itself as a thermodynamic theory.
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1 Intoduction
In 1687, Sir Isaac Newton published Philosophiæ Naturalis Principia Mathematica. In this three-volume
book, Newton introduced the concepts of absolute space and time and formulated the three laws of
classical mechanics and the law of universal gravitation. The law of universal gravitation states that
every point mass M attracts any other point mass m with a gravitational force F that is proportional to
the product of their masses, and inversely proportional to the square of their distance r = rrˆ:
F = −GMm
r2
rˆ, (1.1)
where G is the Newton’s gravitational constant. Acting on a particle of mass m the gravitational force
accelerates it according to Newton’s second law F = ma. The Newtonian theory of gravity can also
be described in a way analogous to electrostatics, if one introduces a gravitational potential Φ. Then,
Poisson’s equation
∇2Φ = 4piGρ, (1.2)
is valid, where ρ is the mass density of an arbitrary continuous distribution of matter that generates the
potential. The acceleration of a body in the potential Φ is given by the latter’s gradient: a = −∇Φ.
Newton employed his laws to explain Kepler’s laws of planetary motion and formulated the principles of
kinematics of terrestrial bodies—with the study of which Galileo had dealt several years earlier.
The formulation by Maxwell in about 1865 of the equations of electrodynamics came to challenge
Newton’s ideas about space and time. Moreover, in 1859 Le Verrier had reported a discrepancy between
the observed rate of precession of the perihelion of Mercury’s orbit and the theoretically—calculated
within the framework of Newtonian theory—expected. Nowadays, it is known that Newton’s laws are
inappropriate for use at very small scales and at very high velocities.
The concepts of space and time were unified by Albert Einstein, who introduced spacetime as a
fundamental notion of his theory of Special Relativity. Einstein proposed Special Relativity in 1905 [1].
He constructed his new theory based on two postulates: (i) the speed of light c is the same in any inertial
frame and (ii) the laws of physics are invariant in any inertial frame. He also modified properly the
Newtonian laws of mechanics so that they would be invariant under Lorentz transformations— as was
the equations of electrodynamics— and consistent with the principles of special relativity.
Inconsistency of Newton’s gravitational law with Special Relativity led Einstein to develop, in 1915
[2], the theory of General Relativity. In General Relativity, gravity is no longer regarded as a force, but
as a manifestation of the curvature of the spacetime. Spacetime’s curvature is generated by the presence
of matter. Einstein, in order to formulate his theory, based on two principles: the Equivalence Principle
and the Principle of General Covariance. The equivalence principle states that at every spacetime point
in an arbitrary gravitational field, a locally inertial coordinate system can be chosen, such that, within
a sufficiently small region of this point, all physics laws take the form of those of Special Relativity.
The principle of general covariance states that the equations that express the laws of physics should be
generally covariant, i.e., they should preserve their form under general coordinate transformations [3, 4].
The content of General Relativity is summarized as follows [5, 6]. Spacetime is a four-dimensional
manifold M endowed with a pseudo-Riemannian metric gµν . The curvature of spacetime is related to
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the matter distribution existed in it by the Einstein’s equation1
Gµν ≡ Rµν − 1
2
Rgµν =
8piG
c4
Tµν , (1.3)
where Gµν is the Einstein tensor, Rµν is the Ricci tensor, R is the Ricci scalar and Tµν is the stress-energy
tensor. In vacuum, the Einstein’s equation is reduced to Rµν = 0. Newtonian gravity’s equation (1.2) is
obtained by (1.3) in the limit of a weak gravitational field and slowly moving matter.
General Relativity gives the correct value of the precession of Mercury’s perihelion. This was probably
the first success (and confirmation) of the theory. The presence of gravitational fields causes also the
bending of light. The correct value—calculated in the framework of Einstein’s theory— of the bending
of light was confirmed by Sir Arthur Eddington during the total solar eclipse on May 29, 1919. Other
significant results of General Relativity are the prediction of the existence of gravitational waves and the
existence of black holes as solutions to Einstein’s equation.
A black hole is a region of spacetime where the gravitational field is so strong that even light cannot
escape from its horizon, i.e., the boundary of the black hole. Schwarzschild found, in 1916, the first black
hole solution to the Einstein’s equation. We note that in the framework of Newtonian gravity, John
Michell in 1784 and P. S. Laplace in 1796 had suggested the existence of massive stars whose escape
velocity exceeds the speed of light.
In the 1970s, it was argued that black holes should be considered as real thermodynamic systems.
Such systems are described by four laws, in correspondence with the standard laws of thermodynamics.
In particular, Bekenstein [7] suggested that black hole’s entropy equals to S = (kBAc
3)/(4G~), where
A is its horizon’s area. In addition, Hawking [8] demonstrated that one can associate a temperature
T = (~κ)/(2pickB) with a black hole, where κ is its surface gravity. Black hole thermodynamics suggests
a more fundamental connection between thermodynamics and gravity. This perspective motivated the
idea that gravity is a thermodynamic phenomenon.
In the next sections, we present the laws of black hole mechanics and their correspondence to the
standard laws of thermodynamics. We also provide the arguments that led Bekenstein and Hawking to
define the entropy and the temperature of a black hole respectively. In addition, we present the Unruh
effect: for an observer moving with uniform proper acceleration a, the Minkowski vacuum appears as
a heat bath at the Unruh temperature T = (~a)/(2pickB), where a is the magnitude of the observer’s
acceleration. Finally, we provide the formulation of the holographic principle, which restricts the number
of the degrees of freedom that is required in order for a physical system to be described. The Unruh effect
and the holographic principle are basic components of the arguments presented in the next sections.
1.1 Black holes
A black hole is a region of spacetime where the gravitational field is so strong that even light cannot
escape. In other words, a black hole is a region of spacetime where escape velocity is greater than the
velocity of light. In particular, let (M, gµν) be an asymptotically flat spacetime. Roughly speaking
asymptotically flat is the spacetime that is approximated by the Minkowski spacetime at infinity. A
black hole2 region B of such a spacetime is defined as
B ≡M− J−(I +), (1.4)
where J− denotes the causal past and I + the future null infinity. The boundary of B, H ≡ J˙−(I +)
is called the event horizon of the black hole and is a null hypersurface. Next, we give some definitions
concerning black holes.
An asymptotically flat spacetime is said stationary if there exists a Killing vector field ξµ that is
timelike near infinity. A spacetime is said static if it is stationary and invariant under time reversal. A
1We use the metric signature (−+ ++). Greek indices take the values {0, 1, 2, 3}, whereas Latin indices denotes spatial
coordinates and take the values {1, 2, 3}. We use units G = ~ = c = kB = 1 unless otherwise specified.
2For further details see [6, 9, 10].
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black hole is axisymmetric if there exists a Killing vector field χµ, which is spacelike near infinity, and
for which all orbits are closed.
A null hypersurface N is a Killing horizon of a Killing vector field ξµ if on N , ξµ is normal to N .
Next, we consider a Killing horizon N . Let `µ be a vector normal to this horizon, so that `ν∇ν`µ = 0 on
N . On the horizon N , ξµ = f`µ, for some function f . Then, it follows that
ξν∇νξµ = κξµ
∣∣
N , (1.5)
where κ = ξν∂ν ln |f | is called the surface gravity of the Killing horizon N . Furthermore, one shows that
κ = lim(V a), (1.6)
where a is the magnitude of the acceleration of a particle moving on timelike orbits of ξµ in the region
of the Killing horizon and V =
√−ξµξµ is the redshift factor of ξµ. The quantity V a corresponds to
the force that must be exerted at infinity to hold a unit mass particle at rest near the Killing horizon,
i.e., surface gravity is the acceleration that is required in order for a test body to stay at rest closely at
horizon—this explains the term surface gravity.
1.2 The laws of black hole mechanics
In 1973 Bardeen, Carter and Hawking [11] formulated the four laws of black hole mechanics. The
mathematical resemblance between the laws of black hole mechanics and the laws of thermodynamics
was obvious. However, the authors considered this resemblance as a mere analogy.
The zeroth law of black hole mechanics [12] states that if Einstein’s equation holds and the matter
stress-energy tensor obeys the dominant energy condition3, then the surface gravity κ is constant on the
future event horizon of a stationary (i.e., in equilibrium) black hole.
According to the first law of black hole mechanics, a stationary black hole of mass M , charge Q and
angular momentum J , with a future event horizon of surface gravity κ, electric surface potential ΦH and
angular velocity ΩH is related to a nearby black hole (perturbed) solution with mass M + δM , charge
Q+ δQ and angular momentum J + δJ by the relation
δM =
κ
8pi
δA+ ΩHδJ + ΦHδQ. (1.8)
The second law of black hole mechanics is identified with the Hawking’s area theorem [13]. According
to this theorem, if the Einstein’s equation holds (i) with the matter satisfying the null energy energy
condition (i.e., Tµνk
µkν ≥ 0 for all null kµ) and (ii) the spacetime is strongly asymptotically predictable
(i.e., if there is a globally hyperbolic region containing J−(I +)∪H+), then the area of the future event
horizon is a non-decreasing function of time. In addition, according to the area theorem, if two black
holes coalesce, the area of the formed black hole will exceed the total area of the original black holes.
According to the Planck-Nerst formulation of the third law of thermodynamics, the entropy S tends
to zero as the temperature T approaches absolute zero. However, this formulation of the third law does
not hold for black holes. There exist the so-called extremal black holes that have a zero temperature
but a nonzero entropy. Nevertheless, the third law of thermodynamics is considered a consequence of
statistical physics. It is not required for the complete thermodynamic description of a system [14]. It is
often not considered to be a fundamental law of thermodynamics.
Nevertheless, Bardeen, Carter and Hawking formulated a third law of black hole mechanics. The
third law states that it is impossible for the surface gravity of the horizon κ to be reduced to zero by a
finite sequence of processes. The third law of black hole mechanics corresponds to a weaker version of the
3The stress-energy tensor Tµν satisfies the dominant energy condition if for all future-directed timelike vector fields υ,
the vector field
j(υ) ≡ −υµT νµ∂ν (1.7)
is future-directed timelike, null or zero. Physically this implies that the speed of energy flow cannot be observed to be
greater than the speed of light.
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Black hole mechanics Thermodynamics
Zeroth law Surface gravity κ constant on the
horizon of a stationary black hole
Temperature T constant
throughout a body at ther-
mal equilibrium
First law δM = κ8pi δA+ ΩHδJ + ΦHδQ dE = TdS + work terms
Second law δA ≥ 0 in any process δS ≥ 0 in any process
Third law κ = 0 cannot be reached by any
process
T = 0 cannot be reached in any
process
Table 1: The correspondence between black hole mechanics and thermodynamics. For the validity of
the third law, see the related discussion in the text.
Planck-Nerst formulation of the third law. According to this weaker version, it is impossible for one to
reach the absolute zero temperature by any finite number of processes (unattainability of absolute zero)
[15, 16].
The above laws of black holes mechanics bear a close resemblance to the laws of thermodynamics
(see table 1). The role of the internal energy E is played by the mass M of a black hole, the role of
the temperature T by the surface gravity κ of its horizon and the role of the entropy S by its horizon’s
area A. Bardeen, Carter and Hawking considered this resemblance to be a mere mathematical analogy.
The claim that a black hole has entropy, and therefore temperature, is inconsistent with the inherent
definition of a black hole. If a black hole has temperature, it should radiate as a black body, while nothing
can escape from it.
At about the same time that the four laws of black hole mechanics were proposed, Bekenstein observed
that the area theorem— formulated by Hawking in 1971— resembles the second law of thermodynamics.
Unlike Bardeen, Carter and Hawking, Bekenstein argued that this was not just a mere analogy. He
proposed that a black hole should have an entropy that is proportional to its area. In addition, Bekenstein
proposed a generalized second law.
1.3 Black hole entropy and the generalized second law
At the beginning of the 1970’s decade, Pensrose and Floyd [17] noted that in a Penrose process [18]—a
process employed for the extraction of rotational energy from a Kerr black hole and its conversion to
mechanical energy of particles— the horizon area of a black hole never decreases. Christodoulou [19, 20],
examining the efficiency of a Penrose process, demonstrated that the irreducible mass
M2ir =
A
16pi
(1.9)
of a black hole (where A is the area of the horizon) cannot be reduced by any black hole transformation
produced by the capture of small particles by the black hole (i.e., δMir ≥ 0). The most efficient processes
to extract energy are those associated with reversible transformations of the black hole that holds the
irreducible mass constant. The less efficient processes are associated with irreversible transformations that
increases the irreducible mass. This closely resembles thermodynamics, where the reversible processes
are the most efficient ones. Eventually, Hawking [13] gave the general mathematical proof that the area
of a black hole horizon never decreases with time (i.e., dA ≥ 0). This is known as the Hawking’s area
theorem and constitutes (as we saw in 1.2) the second law of black hole mechanics.
During that time (early 70’s), the so-called uniqueness theorems [21, 22, 23] were also formulated.
The uniqueness theorems state that the most general stationary black hole spacetime belongs to the
three-parameter Kerr-Newman family and is determined uniquely by the black hole’s mass M , charge
Q and angular momentum L. The black holes have no hair (no other independent characteristics), as
Wheeler paraphrased [5].
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The fact that black holes have no hair creates a paradox [24]. Consider the thought experiment where
a a cup of hot coffee characterised by some entropy is dropped into a stationary black hole. When the cup
passes through the event horizon, any information concerning it is lost for an exterior to the black hole
observer. Since the exterior observer cannot know the amount of entropy inside the black hole, she can
never be sure that the total entropy in the universe has not decreased. The second law of thermodynamics
is violated for her.
Motivated by the works of Christodoulou and Hawking, Bekenstein [7, 25] suggested that a black hole
should have an entropy that is proportional to its horizon area:
SBH = η
AkB
`2p
, (1.10)
where η is a dimensionless constant, A the horizon area, kB the Boltzmann’s constant and `p =
√
~G/c3
the Planck length (introduced for dimensional reasons). Furthermore, to resolve the paradox concerning
the decrease of entropy, Bekenstein proposed the generalised second law of thermodynamics. According
to the generalised second law, the sum of the black hole entropy SBH , and the ordinary entropy of the
matter Smatter in the exterior to the black hole region never decreases with time, i.e.,
δ (SBH + Smatter) ≥ 0. (1.11)
Thus, a decrease in the entropy in the region exterior to the black hole is at least compensated by an
increase in the entropy of the black hole.
The decisive step towards the establishment of the black hole thermodynamics was Hawking’s pub-
lication in 1974 [8], where he showed that the temperature of a black hole is non-zero. In particular,
Hawking demonstrated that taking into account the quantum phenomena near the horizon, a black hole
radiates to infinity all kind of particles, with a black body spectrum at temperature
TBH =
~κ
2pickB
, (1.12)
where κ is the black hole’s surface gravity. Then, from the first law of black hole thermodynamics (1.8)
for a Schwarzschild black hole (where κ = (4M)−1), the proportionality constant in Bekenstein’s entropy
is found to be 1/4. Thus, the black hole entropy is
SBH =
AkBc
3
4G~
. (1.13)
Note that Hawking radiation decreases the black hole’s area. As a consequence, the classical area law is
violated. Nevertheless, the generalized second law still holds.
In statistical mechanics, the entropy of a system is equal to the logarithm of the number of the
microstates available to the system at given values of energy. Then, one can naturally ask what are the
quantum degrees of freedom responsible for the value of the black hole entropy (1.13) and where they
reside. Of course, a complete microscopic description of the black hole entropy requires a fully formulated
quantum theory of gravity. The origin of the black hole entropy is one of the important open issues in
the research concerning the black hole thermodynamics. There are many theories that aim to answer
the above questions. Some calculations of the black hole entropy have been performed in the framework
of string theory (e.g. [26]), loop quantum gravity (e.g. [27, 28]) and induced gravity [29]. According
to another view, the black hole entropy is related to the entanglement entropy (see [30] for a review),
resulting from correlations between quantum field degrees of freedom residing on the different sides of
the horizon.
1.4 Hawking radiation
In 1974, Hawking [8] demonstrated that if the quantum phenomena in the vicinity of its horizon are
taken into account, a black hole radiates to infinity all kind of particles, with a black body spectrum at
6
temperature
TBH =
~κ
2pickB
, (1.14)
where κ is the surface gravity of the black hole. Thus, the temperature of a black hole is non-zero. In this
section, we introduce Bogolyubov transformations and provide the derivation of the Hawking radiation.
We follow [9] in part. For further details, we also refer the reader to [31, 32].
Bogoliubov transformations. We consider a scalar field φ(x) in a globally hyperbolic spacetime M.
The field satisfies the Klein-Gordon equation
(−m2)φ(x) = 0. (1.15)
For a spacelike hypersurface Σ, the inner product between the solutions of equation (1.15) is
(φ1, φ2) = −i
∫
Σ
(φ1∇µφ∗2 − φ2∇µφ∗1)dΣµ. (1.16)
One takes the hypersurface Σ to be a Cauchy surface. The value of this inner product does not depend
on the choice of Σ.
Next, one introduces a basis {ψi} of the solutions of the Klein-Gordon equation that are orthonormal
in the inner product (1.16), i.e.,
(ψi, ψj) = δij ,
(ψi, ψ
∗
j ) = (ψ
∗
i , ψj) = 0, (1.17)
(ψ∗i , ψ
∗
j ) = −δij .
Then, we expand the field as
φ(x) =
∑
i
(
aiψi + a
†
iψ
∗
i
)
, (1.18)
where {ai} are operators in a Hilbert space H. Their Hermitian conjugates are a†i and satisfy the
commutation relations
[ai, aj ] = 0,
[a†i , a
†
j ] = 0, (1.19)
[ai, a
†
j ] = δij .
One chooses the Hilbert space to be the Fock space built from a vacuum state |0〉 that satisfies
ai|0〉 = 0, ∀i. (1.20)
Thus, the basis of the Hilbert space H is the {|0〉, a†i |0〉, a†ia†j |0〉, . . . }.
In a general spacetime, the choice of an orthonormal basis of solutions of (1.15) is not unique. A
different choice of an orthonormal basis implies a different notion of the vacuum, and hence a different
notion of particles. In general, there are not any timelike Killing vectors and thus the classification of
modes in positive or negative frequency is not possible. However, in a stationary spacetime, the existence
of a timelike Killing vector kµ∂µ allows the choice of an orthonormal basis {ui, u∗i }, with the positive
frequency modes satisfying the equation
kµ∂µui = −iωiui, ωi > 0, (1.21)
and the negative frequency modes the equation
kµ∂µu
∗
i = iωiu
∗
i , ωi > 0. (1.22)
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Then, the vacuum state is the state of the lowest energy. A state (a†i )
n|0〉 is a state of n particles. One
defines the particle number operator as
N =
∑
i
a†iai. (1.23)
We consider now a new basis {ui} that obeys the corresponding relations (1.17). The scalar field
solution of Klein-Gordon equation is expanded in terms of the new basis as
φ(x) =
∑
i
(
a′iui + a
′
i
†
u∗i
)
. (1.24)
In this case, there is a vacuum state |0′〉 that satisfies
a′i|0′〉 = 0, ∀i. (1.25)
This vacuum state builds a new Fock space. One writes each mode in terms of the other as
ui =
∑
j
(
Aijψj +Bijψ
∗
j
)
,
ψi =
∑
j
(
A∗jiuj −Bjiu∗j
)
.
(1.26)
The corresponding relation between the operators is
ai =
∑
j
(
Ajia
′
j +B
∗
jia
′
j
†)
,
a′i =
∑
j
(
A∗ijaj −B∗ija†j
)
.
(1.27)
The above transformations are known as Bogoliubov transformations. The matrices Aij and Bij are
called Bogoliubov coefficients. The Bogoliubov coefficients satisfy the conditions∑
k
(
AikA
∗
jk −BikB∗jk
)
= δij ⇔ AA† −BB† = I,∑
k
(AikBjk −BikAjk) = 0⇔ ABᵀ −BAᵀ = 0. (1.28)
Next, we consider a stationary submanifold S of the spacetime M. In this part of spacetime, one
expands the solution of the Klein-Gordon equation in terms of an orthonormal basis {ψi}. We consider
also a different submanifold S ′. In S ′, one expands the field solution in terms of an orthonormal basis
{ui}. The particle number operator for the ith mode in the submanifolds S and S ′ is respectively
Ni = ai
†ai, N ′i = a
′
i
†
a′i. (1.29)
The vacuum state |0〉 in S is the state with no particles. The expectation value of the number operator
in the vacuum state |0′〉 in S ′ is
〈N ′i〉 = 〈0′|a′i†a′i|0′〉 =
∑
j
BjiB
†
ij =
(
B†B
)
ii
. (1.30)
This is generally a non-zero value. The two vacuum states coincide only if the matrix B vanishes.
Hawking radiation. We consider, for simplicity, a massless scalar field Φ in a Schwarzchild black hole
spacetime. Since the spacetime is spherically symmetric, one expands the solutions of the Klein-Gordon
equation in spherical harmonics Y`m(θ, φ), i.e.,
Φω`m =
Rω`(r)
r
Y`m(θ, φ)e
−iωt. (1.31)
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Figure 1: A Penrose diagram showing the formation of a black hole by the gravitational collapse of a
star (shaded region). The future event horizon (u =∞) is denoted by H+. The light ray γ (dashed line)
corresponds to a particle’s worldline in the geometric optics approximation. This ray is traced back from
future null infinity I + to past null infinity I −. A constant affine parameter u corresponds to null rays
escaping to I +. Null rays with constant υ pass through the horizon. The figure is taken from [9].
The function Rω` satisfies the radial equation[
d2
dr∗2
+
[
ω2 −
(
1− 2M
r
)(
`(`+ 1)
r2
+
2M
r3
)]]
Rω`(r) = 0, (1.32)
where r∗ = r+ 2M ln |r/2M − 1| is the Regge-Whealer radial coordinate and M is the mass of the black
hole. In the region near the horizon (r→ 2M), the Klein-Gordon equation possesses positive frequency
outgoing asymptotic solutions e−iωu and ingoing solutions e−iωυ respectively, where u = t − r∗ are the
outgoing and υ = t+ r∗ are the ingoing null coordinates.
Next, we consider a positive frequency outgoing mode. The mode has the form
Φω ∼ e−iωu (1.33)
near I +. Then, one employs a geometric optics approximation, where the wordline of a particle is a null
ray γ of constant phase u. The ray γ is traced backwards in time from I +. The later it reaches I +,
the closer it approaches the future event horizon H+.
The ray γ is one of a family of rays whose limit, as t→∞, is a null geodesic generator γH of H+. It
is specified by its affine distance from γH along an ingoing null geodesic through H+ (see Fig. 1). Let
this distance be a small and positive constant . The affine parameter on an ingoing null geodesic at I +
is the Kruskal coordinate U and is related to the affine parameter u by the relation U = − exp(−κu).
Hence, U = − and
u = − 1
κ
ln  (1.34)
on γ near H+; κ is the surface gravity. Then,
Φω ∼ exp
(
iω
κ
ln 
)
(1.35)
near H+. This oscillates rapidly at later times near H+ (where  → 0). The geometric optics approxi-
mation is justified.
Now, one wishes to relate the Φω to a solution near past null infinity I −. Let x be an arbitrary
point on the event horizon. Let also lµ be a null vector tangent to the horizon. In addition, let nµ be a
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future directed and normal to the horizon null vector at x . Then, one parallely transports the vectors
lµ and nµ along the continuation of γH back to I −. Let this continuation of γH intersect I − at υ = 0.
The continuation of the ray γ meet I − at an affine distance  along an outgoing null geodesic on I −
(see figure 1). The affine parameter on outgoing null geodesics in I − is υ (since ds2 = dudυ+ r2dΩ2 on
I −). Thus, υ = − on the ray γ and
Φω(υ) =
{
0, for υ > 0,
exp
[
iω
κ ln(−υ)
]
, for υ < 0.
(1.36)
Ingoing null rays with affine parameter υ > 0 from I − pass through H+. As a consequence, they do not
reach I +.
The Fourier transform of the field solution (1.36) is
Φ˜ω =
∫ ∞
−∞
eiω
′υΦω(υ)dυ =
∫ 0
−∞
exp
[
iω′υ +
iω
κ
ln(−υ)
]
dυ. (1.37)
It can be shown [9] that
Φ˜ω(−ω′) = − exp
(
−piω
κ
)
Φ˜ω(ω
′) (1.38)
for ω′ > 0. Hence, a mode of positive frequency ω on I + at late times matches onto mixed positive and
negative modes on I −. One identifies
Aωω′ = Φ˜ω(ω
′), Bωω′ = Φ˜ω(−ω′) (1.39)
as the Bogoliubov coefficients. They are related by
Bij = −e−
piωi
κ Aij . (1.40)
Furthermore, the matrices A and B satisfy the Bogoliubov relation (1.28), i.e.,
δij =
(
AA† −BB†)
ij
=
∑
k
(
AikA
∗
jk −BikB∗jk
)
=
[
exp
(
pi(ωi + ωj)
κ
)
− 1
]∑
k
BikB
∗
jk. (1.41)
Taking i = j one has (
BB†
)
ii
=
1
exp
(
2piωi
κ
)− 1 . (1.42)
Next, one takes the inverse Bogoliubov coefficients corresponding to a positive frequency mode on I −
that matches onto mixed positive and negative frequency modes on I +. According to equation (1.26),
the inverse coefficient is
B′ = −Bᵀ. (1.43)
Hence, the late time particle flux through I +, given a vacuum on I −, is
〈Ni〉I+ =
(
(B′)†B′
)
ii
=
(
B∗Bᵀ
)
ii
=
(
BBᵀ
)∗
ii
. (1.44)
However, (BBᵀ)ii is real, so
〈Ni〉 = 1
exp
(
2piωi
κ
)− 1 , (1.45)
that corresponds to a Planck spectrum for a black body radiation at the Hawking temperature
TH =
κ
2pi
. (1.46)
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Figure 2: Minkowski spacetime in Rindler coordinates in t − x plane. A hyperbola of constant ξ
corresponds to a uniformly accelerated worldline with proper acceleration a = ξ−1. The bifurcate Killing
horizon acts as an event horizon for a Rindler observer in the right Rindler wedge R.
1.5 Unruh effect
One of the most celebrated results of Quantum Field Theory in curved spacetime is the Unruh effect
[31, 33]: for an observer moving with uniform proper acceleration a, the Minkowski vacuum appears as
a heat bath at the Unruh temperature
TU =
~a
2pickB
. (1.47)
Unruh effect is a mathematically similar phenomenon to Hawking radiation. In this section, we introduce
the notion of Rindler horizon and use the concept of particle detectors to derive acceleration temperature.
Rindler horizon. We consider the four-dimensional Minkowski spacetime line element written in
Cartesian coordinates in the t− x plane
ds2 = −dt2 + dx2 + dx2⊥, (1.48)
where dx2⊥ = dy
2 + dz2 is the line element in the transverse space. An observer moving along the
x-direction with a uniform acceleration of magnitude a follows the hyperbolic trajectory
t(τ) = a−1 sinh(aτ), x(τ) = a−1 cosh(aτ), y(τ) = z(τ) = 0 (1.49)
where τ is its proper time. In place of (t, x, y, z) coordinates, one can introduce the so-called Rindler
coordinates (η, ξ, y, z) through the coordinate transformation
t = ξ sinh(κη), x = ξ cosh(κη). (1.50)
Then, the line element (1.48) takes the form
ds2 = −κ2ξ2dη2 + dξ2 + dx2⊥, (1.51)
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which is known as the Rindler metric. The Rindler coordinates cover only the subregion of the Minkowski
space where x > |t|. This region is called the (right) Rindler wedge (see figure 2).
The vector ∂η is a timelike Killing vector that generates the boost Lorentz symmetry. Its orbits
with constant ξ are hyperbolae that represent worldlines of uniformly accelerated observers with proper
acceleration a = ξ−1. The acceleration increases as ξ → 0. The boost Killing vector field generates a
bifurcate Killing horizon4 at ξ = 0. This horizon is often called Rindler horizon. The right Rindler wedge
is bounded by the Rindler horizon. An observer at this wedge is causally separated from observers at
the other wedges. The Killing horizon is an event horizon for him. Note that the Killing vector field in
the right Rindler wedge is timelike and, thus, allows the construction of a quantum field theory for this
wedge, viewed as spacetime in its own.
Particle detectors. The Unruh effect is usually demonstrated by means of the Unruh-DeWitt detector
[31, 35]. An Unruh-DeWitt detector is an ideal particle detector coupled to a quantum field with a
monopole interaction and moving along a trajectory xµ(τ) in Minkowski spacetime, where τ is the proper
time of the detector.
We consider for simplicity a pointlike particle with two energy eigenstates H0|E0〉 = E0|E0〉 and
H0|E1〉 = E1|E1〉 and respective energies E0 < E1; H0 is the free-particle Hamiltonian. The detector
interacts with a massless scalar field φˆ through the interaction Hamiltonian (we work in the interaction
picture)
HˆI,int(τ) = gmˆ(τ)⊗ φˆ [xµ(τ)] , (1.52)
where g is a coupling constant and mˆ(τ) = eiHˆ0τmˆ(0)e−iHˆ0τ is the detector’s monopole moment operator.
We assume that both the particle and the field are initially in their ground states |E0〉 and |0〉
respectively. Our aim is to calculate the probability that the detector undergo, for a general trajectory,
a transition from its ground state to the excited state. The probability amplitude for the transition is
An = 〈E1| ⊗ 〈n|UˆI(τ, τ0)|E0〉 ⊗ |0〉, (1.53)
where |n〉 is an excited state of the field and
UˆI(τ, τ0) = T e−i
∫ τ
τ0
dτHˆI(τ), (1.54)
is the evolution operator; T is the time-ordering operator. Assuming that the coupling is small (g → 0),
first order-perturbation theory implies
UˆI(τ, τ0) = 1ˆ− i
∫ τ
τ0
dτHˆI(τ) +O(g
2). (1.55)
The probability amplitude is
An = −ig
∫ +∞
−∞
dτ〈E1|mˆ(τ)|E0〉〈n|φˆ[xµ(τ)]|0〉+O(g2)
= −ig〈E1|mˆ(0)|E0〉
∫ +∞
−∞
dτei∆Eτ 〈n|φˆ[xµ(τ)]|0〉+O(g2), (1.56)
where ∆E = E1 − E0.
The transition probability is obtained by taking the square modulus of the probability amplitude and
summing over the complete set of the field states, i.e.,
P =
∑
n
|An|2
= g2|〈E1|mˆ(0)|E0〉|2
∫ +∞
−∞
dτ
∫ +∞
−∞
dτ ′e−i∆E∆τ∆+(τ, τ ′), (1.57)
4A bifurcate Killing horizon is a pair of Killing horizons that intersect in a (n−2) dimensional spacelike surface on which
the Killing field vanishes.
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Figure 3: Singularities and integration contours of transtion rate’s contour integrals in the case of (a)
an inertial and (b) a uniformly accelerated particle detector.
where ∆τ = τ − τ ′ and ∆+(τ, τ ′) = 〈0|φˆ(τ)φˆ(τ ′)|0〉 is the positive frequency Wightman function. For a
massless scalar field the Wightman function is
∆+(x, x′) = − lim
→0+
1
4pi2
1
(τ − τ ′ − i)2 − |x− x′|2 . (1.58)
It is generally useful to consider the transition rate w defined as the transition probability per unit of
proper time, i.e.,
w = g2|〈E1|mˆ(0)|E0〉|2
∫ +∞
−∞
d(∆τ)e−i∆E∆τ∆+(τ, τ ′) (1.59)
In the case of an inertial detector following the trajectory xµ(τ) = (τ, 0, 0, 0), the Wightman function
(1.58) becomes
∆+(τ, τ ′) = − 1
4pi2(∆τ − i)2 . (1.60)
Then, the transition rate is
w = −g
2|〈E1|mˆ(0)|E0〉|2
4pi2
∫ +∞
−∞
d(∆τ)
e−i∆E∆τ
(∆τ − i)2 . (1.61)
Since ∆E > 0, the contour integral (1.61) is calculated by closing the contour in an infinite semicircle
in the lower-half ∆τ plane. The integrand has only a pole of second order at ∆τ = i in the upper-half
∆τ plane (Fig. ??) and thus the integral is zero. As expected, an inertial detector does not detect any
particles in the Minkowski vacuum.
We next consider a uniformly accelerated detector that follows the hyperbolic trajectory (1.49). The
corresponding correlation function is
∆+(τ, τ ′) = − lim
→0+
a2
16pi2 sinh2[a(∆τ − i)/2] . (1.62)
We use the formula [36]
1
sinh2(z)
=
+∞∑
η=−∞
1
(z + ipiη)2
(1.63)
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to write the transition rate as
w = −g
2|〈E1|mˆ(0)|E0〉|2
4pi2
+∞∑
η=−∞
∫ +∞
−∞
d(∆τ)
e−i∆E∆τ
(∆τ + i 2piηa − i)2
. (1.64)
The integral is again evaluated by closing the contour in the lower half-plane. The only contribution to
the integral is from the second order infinite series of poles ∆τ = −i 2piηa + i for n > 0 in the lower half
plane, as shown Fig. ??. Employing Cauchy’s residue theorem we find a transition rate
w =
g2|〈E1|mˆ(0)|E0〉|2∆E
2pi
∞∑
η=1
e−
2piη
a ∆E
=
g2|〈E1|mˆ(0)|E0〉|2∆E
2pi
1
e
2pi
a ∆E − 1 (1.65)
From the Planck factor we conclude that the detector is in a thermal equilibrium at the Unruh temperature
TU =
a
2pi . Thus, a uniformly accelerating detector perceives the Minkowski vacuum as a thermal bath at
the Unruh temperature.
1.6 Entropy bounds
The validity of the generalised second law imposes certain bounds in the entropy content of ordinary
matter. In the section, we present the Bekenstein’s entropy bound [37], the spherical entropy bound [38]
and the covariant entropy bound [39]. Further details are found in [41], which we follow in part, and in
[12, 42].
We consider an arbitrary weakly gravitating matter system of total energy E. Let R be the radius of
the smallest sphere that circumscribes the system. Next, one employs a Geroch process, i.e., the system
is dropped into a black hole from the vicinity of the horizon. Let the black hole be described by the
Schwarzschild metric. When the system is absorbed by the black hole, one founds that the surface area
of the black hole increases at least by 8piER. The generalised second law, then, implies that this increase
of the surface area at least compensate the entropy of the system that is lost for an exterior to the black
hole observer, i.e., δSBH − Smatter ≥ 0. Consequently,
Smatter ≤ 2piER. (1.66)
This entropy bound, called the Bekenstein or the universal upper bound [37], is valid for any weakly
gravitating matter system in asymptotically flat spacetime. In conventional units, the entropy bound is
Smatter ≤ 2pikBER/(~c).
Susskind [38] proposed the spherical entropy bound. It is often referred as the holographic bound,
since it is closely related to the formulation of the holographic principle. In order to derive the spherical
entropy bound one employs a Susskind process. In this process, a system is evolved to a black hole.
In particular, we consider a spherically symmetric and weakly gravitating system in a spacetime M,
where the formation of black holes is permitted. Let E be the energy of the system, R its radius and
A the corresponding area of the sphere. The mass of the system is less than the mass M of a black
hole of the same surface area, so that the system is gravitationally stable. Now, by collapsing a shell
of mass M − E onto the system, it is evolved to a black hole of area A. The total initial entropy is
Sinitial = Smatter + Sshell. The entropy of the final state is that of a black hole, i.e., Sfinal = A/4. The
generalised second law holds only if
Smatter ≤ A
4
, (1.67)
which is the spherical entropy bound. The Susskind’s bound is weaker than the Bekenstein bound, in
situations where both can be applied. We note that a black hole saturates the bound. Thus, a black hole
is the most entropic object that can be put inside a given spherical surface.
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The spherical entropy bound is not applied in cases where the system lacks spherical symmetry, or
the enclosed system is not gravitationally stable. In addition, it is not applied in cosmology. Bousso
introduced the so-called covariant entropy bound [39] in order to generalize the spherical entropy bound
and make it broader valid. The covariant entropy bound is formulated as follows. Let A(B) be the area
of an arbitrary D − 2 dimensional spatial surface B. A D − 1 dimensional hyperfurface L is called a
light-sheet of B and is generated by orthogonal to the surface null geodesics with non-positive expansion
θ. The hypersurface L is not allowed to contain caustics, where θ changes sign from −∞ to +∞. Let,
also, S be the entropy on any light-sheet of B. The covariant entropy bound states that the entropy
S[L(B)] on any light-sheet of B does not exceed a quarter of the area of B, that is,
S[L(B)] ≤ A(B)
4
. (1.68)
1.7 Holographic principle
The holographic principle formulated by ’t Hooft [40] and Susskind [38] as a direct consequence of the
spherical entropy bound. In this section, we derive the holographic principle, following the arguments
presented in [41].
We consider a finite region of space of volume V , bounded by a surface ∂V of area A. We assume,
for the time being, that gravity is weak. Hence, the above quantities are well defined. We also assume
that the spacetime is asymptotically flat. In order to apply the spherical entropy bound, we assume that
the defined region is spherical and that its metric is not strongly time dependent. No restrictions on the
enclosed matter content are imposed.
We regard the defined region as a quantum mechanical system. We suppose that the number N of
the degrees of freedom of a quantum mechanical system is defined as the logarithm of the dimension N
(which describes all the possible states that the system can be in) of the system’s Hilbert space H, that
is,
N = lnN = ln dim(H). (1.69)
The number of the degrees of freedom is equal— up to a factor of ln 2— to the number of the bits of
information that are needed to characterise a state. For instance, a system of 100 spins has N = 2100
states, N = 100 ln 2 degrees of freedom and can store 100 bits of information. Then, one can ask what
is the number of the degrees of freedom or the amount of information that describes all possible physics
confined to the previously specified region at the most fundamental level. We call the studied system,
which is composed of the constituents of a fundamental theory, the fundamental system.
We suppose that the fundamental system is a local quantum field theory on curved spacetime. This
is the usual approximate framework used to combine gravity with quantum fields. This theory naturally
demands a UV cut-off that is identified with the Planck length `p. The theory also demands a IR cut-off,
which is the Planck mass mp. The Planck mass corresponds to the largest amount of energy that can
be localized to a Planck volume without producing a black hole. Then, one discretises the space into a
Planck grid and assumes that each Planck volume has one harmonic oscillator. Each harmonic oscillator
has a finite number of states n. Consequently, the total number of oscillators is V (in Planck units).
Thus, the total number of independent quantum states in the specified region is
N ∼ nV . (1.70)
The number of degrees of freedom is
N ∼ V lnn & V, (1.71)
i.e., it grows with the volume.
The statistical interpretation of entropy implies that the number of all possible quantum states of a
system is eS . Employing the spherical entropy bound (1.67) for the specified fundamental system, one
concludes that the number of states obey the relation
N ≤ eA/4. (1.72)
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The equality, of course, applies in the case of a black hole that fits the specified region. Then, for the
number of the degrees of freedom
N ≤ A
4
. (1.73)
Thus, the number of the degrees of freedom depends on the area of the boundary rather than the volume
of the specified region. We note a contradiction between the result obtained applying the spherical
entropy bound and that obtained from local quantum field theory. In the latter case, the number of the
degrees of freedom is much larger.
In the naive field theory estimate, the IR cut-off implies that most of the entropy comes from modes
of very high energy. We assumed that each Planck volume contains at most one Planck mass. The mass
M contained in a spherical region of radius R obeys the relation M . R, since it cannot contain more
mass than a black hole (the mass of a black hole is given by its radius) of the same area. The imposed
UV cut-off obeys this relation at the smallest scale. However, at larger scales M ∼ R3 and the formation
of a black hole is not prevented. Thus, most of the states included by the field theory estimate are too
massive to be gravitationally stable. Long before the quantum fields are excited to such a level, a black
hole would form. If this black hole is still to be contained within a specified sphere of area A, its entropy
saturates but not exceeds the spherical entropy bound. Consequently, the naive field estimate fails when
gravity is included. If one takes gravity into consideration, less number of degrees of freedom is used to
generate entropy.
The fact that the degrees of freedom scale with area is also realised from the view of unitarity, i.e.,
the fact that the quantum mechanical evolution preserves information. In particular, we suppose that a
region is described by a Hilbert space of dimension eV . We let this region to evolve into a black hole.
When a black hole is formed, the region is described by a Hilbert space of dimension eA. The number of
states has been decreased. Unitarity is violated. Thus, one should start with a Hilbert space of dimension
eA.
The arguments presented in this section led ’t Hooft and Susskind to formulate the holographic
principle5. There are various formulation of this principle. According to [41] the holographic principle is
formulated as follows.
Holographic principle. A region bounded by a surface of area A is fully described by no more
than A/4 degrees of freedom. A fundamental theory, unlike local field theory, should incorporate this
counterintuitive result.
Of course, one can also formulate the holographic principle employing the covariant entropy bound.
The holographic principle suggests that a given volume of space is fully described by the degrees of
freedom associated with its boundary.
The most explicit manifestation of holography is probably the AdS/CFT correspondence. As AdS/CFT
correspondence is denoted the equivalence between a string theory in a (d+1)-dimensional Anti-de Sitter
(AdS) spacetime and a conformal field theory (CFT) in d-dimensions. The CFT is formulated on the
boundary of the AdS spacetime. Malcadena [43] gave the first example of such a correspondence. In
particular, Malcadena demonstrated that a type IIB string theory in AdS5 × S5 spacetime is equivalent
to a CFT without gravity, the N = 4 supersymmetric Yang-Mills theory.
1.8 Gravity as a thermodynamic phenomenon
In the previous sections, we saw how the analogy between the laws of black hole mechanics and the laws
of thermodynamics led Bekenstein and Hawking to argue that the black holes should be considered as real
thermodynamic systems that are characterised by entropy and temperature. In particular, Bekenstein
argued that the entropy of a black hole equals to S = (kBAc
3)/(4G~), where A is the area of its horizon.
Furthermore, Hawking showed that the temperature of a black hole is T = (~κ)/(2pickB), where κ is its
surface gravity.
5The term “holographic” is originated from the fact that the principle is a reminiscent of holography, the optical technique
by which a three-dimensional image is stored on a two-dimensional surface as a interference pattern.
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The correspondence between the laws of black hole mechanics and that of thermodynamics suggests
a deeper connection between thermodynamics and gravity. This perspective motivated several ideas
that suggest the interpretation of gravity as a thermodynamic phenomenon. The original idea is due
to Jacobson [44], who demonstrated that the Einstein’s equation can be viewed as an equation of state.
Padmanabhan [45] also showed that in several cases the gravitational equations are interpreted in terms
of thermodynamics. More recently, Verlinde [46] argued that gravity is an entropic force. The above
arguments are components of the broader view— first formulated by Sakharov [47]— that gravity is not
a fundamental force, but an emergent one. It arises as the limit of some underlying— yet unknown—
microscopic theory, in the same sense that hydrodynamics or elasticity emerge from molecular physics.
In the present thesis, we examine the arguments of Jacobson, Padmanabhan and Verlinde that suggest
the interpretation of gravity as a thermodynamic theory. Our primary aim is to provide a deeper under-
standing of the arguments, the methods and the notions used by the authors. The study of the several
thermodynamic aspects of gravity brings out various intrinsic features of gravity. Such features had not
been pinpointed until nowadays, while their interpretation is not possible in the standard approaches of
gravity. The conclusions that one draws from the thermodynamic interpretation of gravity may offer a
new window in the understanding of the nature of a possible quantum theory of gravity.
In chapter 2, we present the interpretation of the Einstein’s equation as an equation of state, proposed
by Jacobson. In chapter 3, we present the programme of Padmanabhan in the interpretation of gravity
as a thermodynamic and an emergent theory. In chapter 4, we examine Velrinde’s arguments suggesting
the interpretation of gravity as an entropic force. Finally, in chapter 5, we summarise our conclusions.
2 Thermodynamics of spacetime
The original idea of the interpretation of gravity as a thermodynamic theory is due to Jacobson [44].
Jacobson demonstrated that the Einstein’s equation can be viewed as an equation of state. The idea is
summarised as follows.
In any point of spacetime, one introduces local Rindler horizons, as they are perceived by uniformly
accelerated observers. A thermodynamic system is defined as the degrees of freedom residing in the
region of the spacetime just beyond one of these horizons. The Einstein’s equation is obtained from the
demand the Clausius relation δQ = TdS to hold for all local Rindler horizons, and the conservation of
energy. One takes the entropy S to be proportional to the horizon’s area. Furthermore, the heat δQ and
the temperature T are the energy flux and the Unruh temperature respectively, as these are perceived
by an accelerated observer just beyond the horizon. In this way, the Einstein’s equation can be viewed
as an equation of state.
If one assumes that the entropy is also proportional to a function of the Ricci scalar, the approach of
the non equilibrium thermodynamics is required [48, 49]. One obtains the field equation of f(R) gravity
from the entropy balance condition dS = δQ/+diS, where diS is the entropy produced inside the system.
Such an entropy production term is allowed in the case of Einstein’s gravity as well.
In this chapter we examine the above arguments.
2.1 The Einstein Equation of state
We consider an arbitrary point p in a generic spacetime (M, gµν). Invoking the equivalence principle,
one defines a local inertial frame within an infinitesimal neighborhood around p— the Riemann normal
coordinates are {xα}, such that p stays at the origin xα = 0— i.e.,
gµν(x
α) = ηµν(x
α) +O[(xα)]2, (2.1)
where ηµν is the metric of the Minkowski spacetime. The first partial derivatives of gµν at p vanish.
Then, one introduces a local Rindler frame by employing the standard coordinate transformations (1.50).
Let ξµ be the boost Killing vector field that generates the Rindler horizon.
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One wishes to have a consistent thermodynamic description of spacetime. To this end, an appropriate
thermodynamic system is necessary to be defined at first. A local causal horizon at a spacetime point p is
defined as the one side of the boundary of the past of a spacetime 2-surface patch P including p. Near p,
this boundary is a congruence of null geodesics orthogonal to P. Then, one defines the thermodynamic
system as the degrees of freedom beyond the Rindler horizon of P.
Next, one specifies the thermodynamic macroscopic variables that characterise the defined thermody-
namic system. The temperature of the system is taken to be the Unruh temperature
T =
~κ
2pi
, (2.2)
where κ is the acceleration of the orbit of the Killing vector ξµ. Motivated by the Bekenstein-Hawking
definition for the black hole entropy, one assumes that the horizon entropy6 is proportional to the area
of the horizon, i.e.,
S = αA, (2.3)
where α is a dimensional constant and A the area of the horizon. Furthermore, heat is defined as the
energy that flows across a horizon. In this point, a key assumption is employed. One assumes that all
energy flow across the horizon is heat. The conserved boost energy current of matter is Jν = Tµνξ
µ,
where Tµν is the energy-momentum tensor. The heat flux to the past of P is
δQ =
∫
H
Tµνξ
µdΣν , (2.4)
where the integration is over the horizon. One chooses the direction of ξµ to be future pointing to the
past of P.
In addition, one assumes that the Clausius relation
δQ = TdS (2.5)
is valid for all local causal horizons. In this way, the energy flux across the Rindler horizon, the entropy
and the temperature are related. A vector kµ tangent to the horizon is defined such that ξµ = −κλkµ
for an affine parameter λ. Then, the volume element is dΣµ = kµdAdλ, where dA is a cross sectional
area element of the horizon. The heat flux is written as
δQ = −κ
∫
H
λTµνk
µkνdλdA. (2.6)
The entropy variation associated with a piece of the horizon is dS = αδA, where δA is the variation
of the area. The expansion θ of the horizon’s generators is defined as
θ =
1
δA
d(δA)
dλ
. (2.7)
Thus, the area variation is written as
δA =
∫
H
θdλdA. (2.8)
The evolution of the null geodesic congruence that generates the horizon is given by the Raychaudhuri
equation
dθ
dλ
= −1
2
θ2 − σ2 −Rµνkµkν , (2.9)
where θ2 is the square of the expansion, σ2 = σµνσ
µν is the square of the shear, and Rµν is the Ricci
tensor. Since the null geodesic congruence is hypersurface orthogonal, the rotation term ωµν in (2.9)
vanishes according to Frobenius’ theorem.
6It is commonly believed (e.g. [50, 45]) that not only black hole horizons, but all horizons have temperature and entropy.
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One wishes to employ equilibrium thermodynamics. Hence, the application of local equilibrium con-
ditions is required. To this end, one assumes that the expansion and shear vanish in a first order neigh-
borhood of the point p. Then, the thermodynamic system is further specified as the degrees of freedom
beyond the local Rindler horizon of P. It is, thus, in local equilibrium at p. In this sense, equilibrium
refers to the notion of local. Non-equilibrium thermodynamics refers to the notion of non-local and more
precisely to the case that horizons have shear.
The higher order θ2 and σ2 terms are neglected. The integration of equation (2.9) yields θ =
−λRµνkµkν . Substituting this in equation (2.8) for the area variation one finds that
δA = −
∫
H
λRµνk
µkνdλdA. (2.10)
Therefore,
dS = −α
∫
H
λRµνk
µkνdλdA. (2.11)
Finally, the substitution of the Unruh temperature (2.2), the equation (2.6) for the heat flux and the
equation (2.11) for the entropy variation into the Clausius relation (2.5) yields∫
H
Tµνk
µkνdλdA =
~α
2pi
∫
H
Rµνk
µkνdλdA. (2.12)
This equation is valid only if
Tµνk
µkν =
~α
2pi
Rµνk
µkν (2.13)
for all null vectors kµ. Since for any null vector gµνk
µkν = 0, the above equation implies that
2pi
~α
Tµν = Rµν + fgµν (2.14)
for some arbitrary function f . Next, one assumes the local conservation of energy and momentum,
i.e., ∇µTµν = 0. Then, one takes the divergence of (2.14) and uses the contracted Bianchi identity
∇µRµν = 12∇νR to find that f = − 12R + Λ, where Λ is some arbitrary constant. Eventually, one ends
up with the Einstein’s equation
Rµν − 1
2
Rgµν + Λgµν =
2pi
~α
Tµν , (2.15)
with some undetermined cosmological constant Λ. The Newton’s constant is determined as G = (4~α)−1
(recall equation (1.3)). In this way, Einstein’s equation can be thought as an equation of state. We note
that since one can construct local Rindler horizons in all null directions in any spacetime point, Einstein’s
equation holds everywhere in spacetime.
2.2 Non-equilibrium thermodynamics of spacetime
In the previous section, we presented the derivation of Einstein’s equation from the equilibrium ther-
modynamics of spacetime. In this derivation, the entropy functional was taken to be by some constant
proportional to the horizon’s area. A question that arises, then, is whether possible curvature corrections
to the entropy lead to a corresponding field equation with higher curvature terms. Indeed, in [48, 49]
it is demonstrated that in the case that the entropy is proportional to a function of the Ricci scalar,
one obtains the field equation of f(R) gravity. However, in this case, the approaches of non-equilibrium
thermodynamics of spacetime are required. In fact, it is possible for one to employ the non-equilibrium
approach not only to the case of f(R) gravity, but also to that of Einstein’s gravity. In this section we
present the above arguments.
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To begin with, we consider that the entropy is proportional to the horizon area not only by some
constant α, but also by a function f(R) = 1 +O(R) of the Ricci scalar. Then, the entropy variation is
δS = α
∫
(θf + f˙)dλdA, (2.16)
where f˙ = df/dλ and the definition (2.7) of expansion θ is employed. One notes that if the expansion θ
vanishes at p, the above integral is non-zero, since f˙ = f ′(R)kµ∂µR. The prime denotes differentiation
with respect to the Ricci scalar. As a consequence, the equilibrium is not reached. In this case, one does
not achieve the matching of the integral of (2.16) with that of δQ/T , since the latter is of order λ (see
equation (2.11)). Thus, one redefines the equilibrium condition as
(θf + f˙)p = 0. (2.17)
The 2-surface patch at p must satisfy it. From the above equation, one concludes that if f is not a
function of the Ricci scalar, but some constant, the entire approach is the same as that described in the
previous section.
One finds the O(λ) term in the equation (2.16) from the Taylor expansion of (θf + f˙) around the
point p
(θf + f˙) = (θf + f˙)
∣∣
p
+ λ(θ˙f − f−1f˙2 + f¨)∣∣
p
+O(λ2), (2.18)
where equation (2.17) was used to write θ = −f−1f˙ . Next, one employs the Raychaudhuri equation (2.9)
and the geodesic equation kµ∇µkν = 0 to write the O(λ) term as
−kµkν(fRµν −∇µ∇νf + f−1∂µf∂νf)− 1
2
fθ2 − fσ2, (2.19)
since d/dλ = kµ∇µ. Then, employing one more time the equation (2.17) one expresses the term θ2 as
θ2 = f−2f˙2. The O(λ) is rewritten as
−kµkν(fRµν −∇µ∇νf + 3
2
f−1∂µf∂νf)− fσ2. (2.20)
Finally, the O(λ) term of the entropy variation (2.16) is written as
δS = −αλ
∫
kµkν(fRµν −∇µ∇νf + 3
2
f−1∂µf∂νf)dλdA− αλ
∫
fσ2dλdA. (2.21)
Let for the moment the shear of the horizon vanishes. Then, the substitution of the equation (2.21)
for the entropy variation, the equation (2.6) for the heat flux and the equation (2.2) for the Unruh
temperature into Clausius relation (2.5) yields
fRµν −∇µ∇νf + 3
2
f−1∂µf∂νf + Ψgµν =
2pi
~α
Tµν . (2.22)
One requires the conservation of energy and momentum to be valid. Hence, the divergence of the left
hand side of equation (2.22) must vanish. It is
∇µ(fRµν −∇µ∇νf) = ∂ν(1
2
L −f), (2.23)
where the relation for the commutator of covariant derivatives acting on a one-form ωµ, i.e., [∇µ,∇ν ]ωµ =
Rµνω
µ, and the contracted Bianchi identity ∇µRµν = 12∇νR are employed. The Lagrangian L of the
theory is defined by f = dL/dR. Now, in order for the left hand side of (2.22) to vanish it must
Ψ = f − 1
2
L −Θ, (2.24)
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where the gradient of Θ matches with
∂νΘ = ∇µ
(
3
2
f−1∂µf∂νf
)
. (2.25)
However, the right hand side of the equation above is not the gradient of a scalar quantity. This contra-
diction implies that all the above arguments are inconsistent with energy conservation. It seems, then,
that one cannot apply the thermodynamic argument of the previous section in the case considered here.
We note that the relation between the affine time parameter λ and the Killing time parameter υ on
a bifurcate Killing horizon is
λ = −e−κυ. (2.26)
Hence, the point p corresponds to infinite Killing time parameter. Since dλ/dυ = −κλ, for the killing
vector ξµ = −κλkµ it is
ξµ =
(
dλ
dυ
)
kµ. (2.27)
Then, the expansion in terms of the Killing parameter υ is
θ˜ =
(
dλ
dυ
)
θ = κe−κυθ = −κλθ. (2.28)
The Taylor expansion of the Killing expansion θ˜ around the point p that stays in equilibrium is
θ˜ = θ˜p + λ
dθ˜
dλ
∣∣∣
p
+O(λ2). (2.29)
This shows that the Killing expansion vanishes as ∼ e−κυ if θp 6= 0, while it vanishes as ∼ e−2κυ if θp = 0.
Since in the general case of a non vanishing expansion the approach to the equilibrium occurs at a slower
rate, equilibrium thermodynamics and Clausius relation may not hold. Non-equilibrium thermodynamics
and the corresponding entropy balance equation
dS = deS + diS (2.30)
may be more appropriate. In this, deS = δQ/T is the term concerning the exchange of entropy with the
surroundings of a system, and diS is the entropy produced within it (see Appendix A). The latter term
is of order λ, since it vanishes at the equilibrium point p.
Indeed, the aforementioned problem is resolved if the entropy balance equation (2.30) holds, and there
is an entropy production term
diS = −3
2
∫
αλf−1f˙2dλdA = −3
2
∫
αλfθ2dλdA (2.31)
in it that cancels the problematic term in equation (2.22). If one substitutes the expansion θ by the
Killing expansion θ˜, the above entropy production term is written as
diS =
3α
2κ
∫
fθ˜2dυdA. (2.32)
This term closely resembles the entropy production term for a fluid system at temperature T with
coefficient
ζ
T
=
3
2κ
αf, (2.33)
where ζ is the bulk viscosity (see equation (A.19)). This suggests that ζ = 3~αf/4pi.
Finally, with equation (2.32) being the entropy production term, the entropy balance equation yields
fRµν −∇µ∇νf +
(
f − 1
2
L
)
gµν =
2pi
~α
Tµν . (2.34)
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The Newton’s constant is again determined by G = (4~α)−1. This is the field equation of f(R) gravity.
In the above derivation of the field equation, one assumed that the horizon’s shear σ vanishes. How-
ever, if the shear is a non-zero quantity, there should be an additional entropy production term
diS = −
∫
αλfσ2dλdA (2.35)
in the entropy balance equation that cancels the corresponding term. In terms of the Killing shear σ˜,
that is,
σ˜ =
(
dλ
dυ
)
σ = κe−κυσ = −κλσ (2.36)
this entropy production term is written as
diS =
α
κ
∫
fσ˜2dυdA. (2.37)
This term, now, closely resembles the entropy production term for the fluid system with coefficient
2η
T
=
αf
κ
, (2.38)
where η = αf~/4pi is the shear viscosity.
We note that a non-vanishing shear is also allowed in the case of general relativity presented in
the previous section. Then, in order for one to derive the Einstein’s equation, the non-equilibrium
thermodynamics approach is required. In the case of general relativity, the internal entropy production
term in the entropy balance equation that cancels the corresponding shear term is
diS = −αλ
∫
σ2dλdA. (2.39)
In terms of the Killing shear the above term is written as
diS =
α
κ
∫
σ˜2dυdA. (2.40)
As before, this corresponds to the entropy production term of equation (A.19), with a shear viscosity
2η
T
=
α
κ
. (2.41)
This yields η = a~/4pi = 1/16piG, which is identical to the value of shear viscosity found in the case of
black hole horizons [51]. It also coincides with the universal relation for the viscosity to entropy density
ratio found in the AdS/CFT context [52]. We note that in the case of general relativity a bulk viscosity
does not appear (since θp = 0), in contrast to the case of black hole horizons, where one finds a negative
bulk viscosity.
Finally, we note that the equation (2.40) can be written in the form
TdiS =
1
8piG
∫
σ˜2dυdA. (2.42)
This expression coincides with the Hartle-Hawking formula for the tidal heating of a black hole. The
shear is related with the distortion of the horizon generators due to applied tidal fields. Thus, one can
argue that the entropy production term, in this case, is directly associated with the work done on the
horizon by a perturbative tidal field [49].
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2.3 Summary and remarks
In this section, we presented the derivation of the gravitational field equations from the thermodynamics
of spacetime in the cases of Einstein and f(R) gravity. At first, we demonstrated the derivation of
Einstein’s equation from local equilibrium thermodynamics of spacetime. The key assumptions employed
in the derivation are summarized as follows:
• One takes the temperature of the thermodynamic system— which is defined as the degrees of
freedom of a spacetime region beyond a local Rindler horizon— to be the Unruh temperature.
• As in the case of black hole entropy, one takes the entropy of the horizon to be proportional to its
area.
• All boost energy flow across the local Rindler horizon is considered as heat flux.
• Clausius relation δQ = TdS holds for all local causal horizons.
Then, one derives Einstein’s equation from the Clausius relation along with the conservation of energy. In
this way, Einstein’s equation is viewed as an equation of state. Next, we showed that an allowed curvature
correction—corresponding to the Ricci scalar— to the entropy function leads to the field equations of
f(R) gravity. However, in the latter case, the non-equilibrium thermodynamics approach is required.
Furthermore, we showed that the non-equilibrium approach is applied in the case of Einstein’s gravity as
well.
Finally, we conclude with some remarks.
1. A basic assumption in the derivation of the Einstein’s equation (2.15) in the equilibrium thermo-
dynamics context is that the horizon shear vanishes. This argument seems to be restrictive, in
order for one to consider the result general. Hence, the non-equilibrium approach, referring to the
case of a local horizon with shear, should be thought as a more general case. However, this notion
of non-equilibrium seems to be different to the corresponding notion of standard thermodynam-
ics. The interpretation of Einstein’s equation as an equation of state may differ from the familiar
notion of equation of state in standard thermodynamics. In any case, the analogy between the
Einstein’s equation and an equation of state is required just by the Clausius relation along with the
conservation of energy. It is not apparent that this analogy can be pushed further.
2. We saw that if one takes the entropy to be a function of the Ricci scalar, the field equations of f(R)
gravity are derived from local spacetime thermodynamics. Generally, Einstein’s equation is thought
to be the lowest order approximation of a field equation having higher curvature terms. One may
expect, therefore, that such corrections to the field equations could be obtained by beginning with
corrections to the horizon entropy, constructed from local curvature tensor and horizon geometry.
Despite many attempts (see [68] and references therein), one finds the above argument to be correct
only in the special case that entropy is a function of the Ricci scalar. However, there are physical
reasons, concerning ambiguities in the definition of approximate local boost Killing vectors, that
suggest this failure of the thermodynamic argument. It seems, then, that one should not expect to
understand corrections to Einstein gravity in this way [55].
3. The thermodynamic interpretation of Einstein’s equation certainly suggests that gravity should not
be considered as a fundamental theory, but rather as an emergent one. Then, the quantisation
of gravity, in the sense of the canonically quantisation of the Einstein’s equation, does not seem
appropriate [44, 69, 70]. In a similar sense, the quantisation, for example, of the macroscopic
collective variables in the Navier-Stokes equation of hydrodynamics does not lead to a quantum
theory of matter, despite the fact that the microscopic degrees of freedom (molecules) are described
quantum mechanically. The thermodynamic argument suggests that the notion of quantum gravity
should refer to a theory of the microscopic degrees of freedom of the spacetime, and not to the
quantisation of a classical field.
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4. In the interpretation of Einstein’s equation as an equation of state, one assumes that the entropy is
proportional to the horizon area. Next, we suppose that the entropy is defined as the entanglement
entropy [30, 53, 54]. Entanglement entropy results from the short distance correlations between
the field degrees of freedom residing on the different sides of the horizon’s boundary surface. This
entropy is an infinite quantity in quantum field theory. However, if one introduces a UV cut-off,
this quantity becomes finite. Then, the entanglement entropy is proportional to the area of the
boundary surface (area law). It also depends on the number and the nature of the various quantum
fields.
Bearing the features of entanglement entropy in mind, one makes an intriguing observation. If
we assume that the entanglement entropy is somehow rendered finite by some UV physics, the
thermodynamic argument implies that the Einstein’s equations can be regarded as an equation of
state. One, also, founds that the Newton’s constant is
G =
1
4~α
. (2.43)
Hence, the entropy density is α = 1/4G~ = 1/4`2p, in Planck length, and coincides with the
Bekenstein-Hawking entropy SBH = A/4`
2
p. Then, a theory without gravity certainly suggests an
infinite entropy, whereas a finite entropy is consistent with the existence of gravity. Therefore, it
seems that if the thermodynamic argument is valid, gravity somehow renders the entropy finite [55].
The similarity between the entanglement entropy and the Bekenstein-Hawking entropy arises the
question if the former is the microscopic origin of the latter. Nevertheless, two main discrepan-
cies between these two definitions for the entropy are immediately apparent. First, entanglement
entropy is a UV divergent quantity. Bekenstein-Hawking entropy, by contrast, is finite. Second,
entanglement entropy, unlike BH entropy, is proportional to the number of field species existing in
nature. This is often referred as the species problem.
We note that the entanglement entropy may be an important quantity if gravity is an emergent
theory. The reason is that one can determine entanglement entropy from non gravitational degrees
of freedom. Even the entanglement entropy of a quantum field in flat spacetime obey the area law.
It is also a purely geometrical quantity determined by the geometry of the boundary surface.
In [56], it is argued that the entanglement entropy is a quantum correction to the Bekenstein-
Hawking entropy. Then, there is a correspondence between the UV divergences in the entanglement
entropy and the UV divergent terms in the effective gravitational action. The UV divergences in
the entanglement entropy are absorbed in the renormalization of the couplings. Consequently, the
Newton’s constant appearing in the Bekenstein-Hawking formula is the renormalized one.
The suggestion of [56] motivated a considerable amount of work7. In [63], for example, it is shown the
interpretation of the entanglement entropy as the Bekenstein-Hawking entropy in the special class
of spacetimes possessing a bifurcate Killing horizon. However, the various regularization methods
used in the literature do not always imply the desirable result. There are cases (for example,
in the presence of gauge fields) that there is a mismatch between the renormalization of Newton’s
constant and that of entanglement entropy. The interpretation, also, of a bare gravitational constant
is unclarified and seems not to have a microscopical origin. In any case, the entanglement entropy
S ∼ NA
`c(G0, N)2
(2.44)
scales as the Bekenstein-Hawking entropy, provided that the renormalization works out such
N
[`c(G0, N)]2
∼ 1
G0~
, (2.45)
7See for example [30, 57, 58, 59, 60, 61, 62] and the references therein.
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where `c is the cut off scale, N the number of field species and G0 the low energy Newton constant
[55].
In induced gravity [47, 64], the Newton’s constant is zero at tree level and the Einstein’s gravity
emerges from quantum field theory on a pseudo-Riemannian manifold at one loop order. In the
case of induced gravity, all Bekenstein-Hawking entropy is interpreted as entanglement entropy
[65]. Hence, equation (2.43) makes sense. However, there are induced gravity models that the
Bekenstein-Hawking entropy is not equal to the entanglement entropy (see, for example, [66, 67]).
The thermodynamic argument, by contrast, implies that if the entanglement entropy is finite, it
is always equal to the Bekenstein-Hawking entropy. The gravitational coupling in the Bekenstein-
Hawking formula is, then, the low energy Newton constant appearing in Einstein’s equations. As a
result, the thermodynamic argument seems to reinforce the interpretation of Bekenstein-Hawking
entropy as the entanglement entropy. In any case, the dependence of the entanglement entropy on
the UV cut off does not allow its complete interpretation without the knowledge of the UV theory
of gravity.
3 Thermodynamic aspects of gravity
A few years after Jacobson’s idea, Padmanabhan develops — in a series of publications— a programme
for the interpretation of gravity as a thermodynamic and an emergent theory. Through his programme,
Padmanabhan pinpoints several thermodynamic aspects of gravity. These aspects bring out several
intrinsic features of the nature of gravity.
At first, Padmanabhan shows that in static spherically symmetric spacetimes, the Einstein’s equation
evaluated on the horizon, is viewed as the thermodynamic identity TdS = dE + PdV [71, 72]. Then, he
notices that the Einstein-Hilbert Lagrangian for gravity is decomposed into a surface and a bulk term that
are holographically related. This means that there is a way for one to obtain the full Lagrangian of the
bulk, only from the knowledge of the boundary term [73, 74, 75, 76]. Padmanabhan demonstrates that
the full Einstein-Hilbert action represents the free energy of the spacetime [77], while the surface term
of the action, when evaluated on a horizon, represents its entropy [78]. Furthermore, he shows that (i) if
one introduces Rindler horizons everywhere in spacetime and (ii) demands the entropy to be proportional
to their horizons’ area, then the gravitational action is determined in a uniquely way [77, 79]. It is also
shown that the microscopic degrees of freedom residing on an horizon obey the equipartition law of energy
[80, 81, 82], and that the field equations of gravity can be viewed as an entropy balance condition [83].
Finally, assuming that the spacetime is compared to a solid, Padmanabhan demonstrates that one obtains
the Einstein’s equation from the extremisation of entropy function of the spacetime. The definition of
this entropy function is motivated by the standard elasticity theory of solids [84, 85, 86]. In this section,
we present the programme of Padmanabhan on the interpretation of gravity as a thermodynamic theory.
For some reviews on the results of this programme, we also refer the reader to [45, 87, 88, 70, 89].
3.1 Einstein equation as a thermodynamic identity on the horizon
We consider an arbitrary static and spherically symmetric spacetime with the line element
ds2 = −f(r)c2dt2 + 1
g(r)
dr2 + r2(dθ2 + sin2 θdφ2). (3.1)
The spacetime possesses an horizon at some location r = a, which is determined by the vanishing of the
function f(a). One associates a temperature T
kBT =
~c
√
f ′(a)g′(a)
4pi
(3.2)
with this horizon (see appendix C).
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The conditions g(a) = 0 and f ′(a) = g′(a) ensure that the singular behavior of the components of
the metric at r = a is not due to a true singularity of the spacetime geometry but due to a coordinate
singularity. As a result of these conditions, the expression for the temperature of the horizon takes the
form kBT = ~cg′(a)/4pi. Furthermore, the components of the stress-energy tensor on the horizon satisfy
the relations
T tt |r=a = T rr |r=a, T θθ |r=a = Tφφ |r=a. (3.3)
Taking into account the above considerations, the Einstein’s equation for the metric (3.1) is given by
(1 − g) − rg′(r) = −(8piG/c4)Pr2 (see appendix B). Evaluated on the horizon r = a, this equation is
written as
c4
G
[
1
2
g′(a)a− 1
2
]
= 4piPa2, (3.4)
where T rr = P is the radial pressure of the source.
Next, we consider two such solutions at two different radii a and a + da for the horizon. Then, the
multiplication of (3.4) by da and the introduction of an ~ factor in its first term allow one to write it in
the form
~cg′(a)
4pi︸ ︷︷ ︸
kBT
c3
~G
d
(
1
4
4pia2
)
︸ ︷︷ ︸
k−1B dS
−1
2
c4da
G︸ ︷︷ ︸
−dE
= Pd
(
4pi
3
a3
)
︸ ︷︷ ︸
PdV
. (3.5)
The braces underneath the above equation indicate the interpretation of each term. Thus, the Einstein’s
equation evaluated on the horizon (locally) is viewed as the thermodynamic identity TdS = dE + PdV .
Furthermore, from equation (3.5), one reads off the expressions for the entropy S and the energy E of
the horizon. These expressions are respectively
S =
1
4`2p
(4pia2) =
1
4
A
`2p
; E =
c4
2G
a =
c4
G
(
A
16pi
)1/2
, (3.6)
where A is the horizon area and `p =
√
~G/c3 is the Planck length. The entropy associated with the
horizon is one quarter of its area. The expression for the energy E is identified with that of the irreducible
mass of a black hole. One can consider that the equation (3.5) describes the connection between two
quasi-static equilibrium states that both are spherically symmetric solutions of Einstein’s equation. Both
solutions have the same source Tµν and temperature T . The radius of their horizon differs by da.
We note that while the temperature scales as ~ and the entropy as 1/~, the combination TdS is
independent of ~. This fact closely resembles standard thermodynamics where the temperature scales as
kB and the entropy as 1/kB , making TdS independent of kB . The effects emerging from the microstruc-
ture are suggested by the kB factor in the case of statistical mechanics and by the ~ factor in the case
of (quantum) gravity respectively. However, this dependence disappears in the continuum limit of the
thermodynamic description of the corresponding microstructure. The above conclusion seems to rein-
force the emergent perspective of gravity. The usefulness of the thermodynamic description of spacetime
resides in the fact that any possible quantum gravity model must be consistent with it, in an appropriate
continuum limit.
The result presented in this section is not restricted only to the case of spherically symmetric spacetime
in Einstein’s gravity. In fact, the gravitational field equations, when evaluated on the horizon, reduce to
a thermodynamic identity in a wide class of models. Some examples of such models are the stationary
axisymmetric horizons and the evolving spherically symmetric horizons in Einstein’s gravity [72], the
static spherically symmetric horizons in Lanczos-Lovelock gravity [90], and the Friedmann-Robertson-
Walker cosmological models in various gravity theories (e.g. [91, 92, 93, 94, 95]).
3.2 Holographic structure of gravitational action
We consider the action functional I given by the equation
I =
1
16pi
∫
d4x
√−gR+
∫
d4x
√−gLmatter(φµ,∇λφµ; gµν), (3.7)
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where R is the Ricci scalar and φµ = φµ(x) a set of matter fields. The variation of the above action with
respect to the metric yields [96]
δI =
1
16pi
∫
d4x
√−g
[
Rµν − 1
2
Rgµν − 8piTµν
]
δgµν . (3.8)
Then, employing the principle of least action δI/δgµν = 0, one obtains the Einstein’s equation
Rµν − 1
2
Rgµν = 8piTµν . (3.9)
The stress-energy tensor is defined as
Tµν = − 2√−g
δ(
√−gLm)
δgµν
. (3.10)
Thus, one obtains the Einstein’s gravitational equations from a variational principle, with an action given
by (3.7). The term
IEH =
1
16pi
∫
d4x
√−gR (3.11)
is known as the Einstein-Hilbert action. The variation of the Einstein-Hilbert action gives the Einstein’s
equations in vacuum.
We consider the Einstein-Hilbert Lagrangian of equation (3.11). If one replaces the general expression
for the Ricci scalar R = gµνRµν , the Lagrangian is written in the form
√−gR = √−ggαβ
(
ΓµραΓ
ρ
µβ − ΓµαβΓρµρ
)
+ ∂σ
[√−g (gµνΓσµν − gµσΓλµλ)]
≡ √−gLbulk + Lsur, (3.12)
where Lbulk is a bulk term, which is quadratic in the Christoffel symbols Γ
µ
νρ (or equivalently quadratic
in the first derivatives of the metric gµν), and Lsur is a divergence term that can lead to a surface term
by integration. The bulk and the surface term are related by the holographic relation
√−gLsur = −∂σ
[
gµν
∂
√−gLbulk
∂(∂σgµν)
]
. (3.13)
The term “holographic” is used to denote that given the form of the action on a surface ∂V, there is
a way of obtaining the full action of the bulk V. Indeed, one obtains the Einstein’s equations from an
action principle that uses only the surface term [78].
In general, any scalar gravitational Lagrangian of the form
√−gL = √−gQ νρσµ Rµνρσ (3.14)
is decomposed into a surface and a bulk term
√−gL = 2√−gQ νρσµ ΓµσλΓλνρ + 2∂ρ
[√−gQ νρσµ Γµνσ] ≡ Lbulk + Lsur (3.15)
that are related holographically (in D-dimensions)
Lsur = − 1
[(D/2)− 1]∂σ
[
gµν
∂Lbulk
∂(∂σgµν)
]
. (3.16)
The tensor Q νρσµ is made from the metric and the curvature tensor. It also has all the symmetries of
the curvature tensor and zero divergence on all indices ∇µQµνρσ = 0. The Lagrangian (3.14) is the most
general Lagrangian for gravity in D-dimensions that is consistent with the principle of equivalence (which
allows gravity to be described by a metric), general covariance (which fixes the generic form of the action)
and the requirement a well-defined variational principle to exist (which requires ∇µQµνρσ = 0)[74].
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3.3 Surface term and horizon entropy
If a solution of the Einstein’s equation possesses a bifurcate horizon, the surface term in the gravitational
action is related to the entropy of the horizon. One shows this relation by evaluating Isur on a surface
infinitesimally away from the origin and taking the appropriate limit.
Near the horizon, the spacetime is described by the Euclidean Rindler metric
ds2 = κ2ξ2dτ2 + dξ2 + dx2⊥, (3.17)
where one maps the horizon to the origin. Let also a surface ξ =  be infinitesimally away from the origin
in the ξ − τ plane. One obtains the contribution from the surface term
Lsur = ∂σ
[√−gV σ] (3.18)
of equation (3.12), with
V σ =
(
gµνΓσµν − gµσΓλµλ
)
= −1
g
∂ρ(gg
ρσ), (3.19)
if integrates the term
√
hnσV
σ, where
√
h = κ
√
σ (σ is the determinant of the metric in the transverse
coordinates), and nσ the normal vector to the boundary. Then, one takes the limit → 0. We note that
one obtains the second equality of (3.19) using the identities (3.37) concerning the Christoffel symbols.
One finds that
V ξ
ξ→
= −2

. (3.20)
Then, the integral of the surface term is
16piIsur =
∫
ξ=
d3x
√
hncV
c =
∫ 2pi/κ
0
dτ
∫
d2x(κ
√
σ)
(
−2

)
= −4piA, (3.21)
where one takes the range of τ to be (0, 2pi/κ). Equivalently,
−Isur = A
4
. (3.22)
Thus, the surface term in the gravitational action represents the entropy of the horizon. There is no
ambiguity with the minus sign in the above equation. This sign arises from Euclidean continuation.
3.4 Free energy of spacetime
We consider a globally hyperbolic spacetime (M, g) foliated by a family of spacelike hypersufaces Σt [113]
M =
⋃
t∈R
Σt. (3.23)
Let γ and K be the induced metric and the extrinsic curvature respectively of the hypersurface Σt. Let
also n be the timelike unit vector normal to the leaf Σt. The 3+1 decomposition of the Ricci scalar
4R8
is [113]
4R = R+KijK
ij −K2 − 2∇µ(Knµ)− 2
N
DiD
iN, (3.24)
where K is the trace of the extrinsic curvature and aµ = (0, ai), with ai = DiN/N , is the acceleration of
x = constant wordlines. Then, the Einstein-Hilbert action (3.11) is written as
IEH =
1
16pi
∫
V
d4x
√−g 4R = 1
16pi
∫
V
Ld4x√−g − 1
8pi
∫
V
∇µ(Knµ)d4x
√−g
− 1
8pi
∫
V
1
N
DiD
iNd4x
√−g, (3.25)
8The prefix 4 denotes a four-dimensional quantity.
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where one identifies L = N√γ[R + KijKij −K2] as the gravitational Lagrangian density of the ADM
(Arnowitt-Deser-Misner) Hamiltonian formulation, with N being the lapse function. The four volume V
is defined as the part of M bounded by two hypesurfaces Σt1 and Σt2 , i.e.,
V =
t2⋃
t=t1
Σt. (3.26)
We restrict ourselves to a static spacetime with an horizon. In the case of a static spacetime, the
extrinsic curvature vanishes and the integration over the time coordinate t becomes multiplication by
β = (2pi)/κ. The divergent term takes the form
− 1
8pi
∫
∂V
N(aiui)
√
σd2xdt =
κ
8pi
∫ β
0
dt
∫ √
σd2x =
1
4
A, (3.27)
where σ is the metric of the two-dimensional surface St = ∂V ∩Σt, i.e., the intersection of the hypersurface
Σt and the timelike boundary hypersurface ∂V. The unit normal to this boundary is ui. As the boundary
approaches the horizon, the quantity N(aiui) tends to −κ, with κ being the surface gravity of the horizon.
The horizon area is A.
In the Euclidean sector, the first term of equation (3.25) gives βE, where E is the energy, in the sense
of the integral of the ADM Hamiltonian over the spatial volume. The surface term gives the entropy of
the horizon. Finally, equation (3.25) takes the form
IEucildeanEH =
1
4
A− βE = (S − βE) = −βF, (3.28)
where F is the free energy (Helmholtz potential). The minus sign arises from the Euclidean continuation
of the action. Thus, we conclude that for any static spacetime with periodicity in Euclidean time, the
gravitational action represents the free energy of the spacetime. Minimizing the Einstein-Hilbert action,
one obtains the Einstein’s equation. Equivalently, in the thermodynamic description, the Einstein’s
equation is obtained by the minimization of the free energy.
3.5 Gravity from spacetime thermodynamics
In non-relativistic quantum mechanics, the amplitude for a particle to travel from a point (q1, t1) to
another (q2, t2) is given by
ψ(q2, t2) =
∫
dq1K(q2, t2; q1, t1)ψ(q1, t1), (3.29)
where the kernel (or propagator) is
K(q2, t2; q1, t1) =
∑
paths
exp
[
i
~
∫
dtLq(q, q˙)
]
. (3.30)
The sum is over all possible paths connecting the two points. In the momentum space, the amplitude for
a particle to go from a point (p1, t1) to another (p2, t2) is determined by the Fourier transform
G(p2, t2; p1, t1) =
∫
dq1dq2K(q2, t2; q1, t1)exp
[
− i
~
(p2q2 − p1q1)
]
. (3.31)
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Hence,
G(p2, t2; p1, t1) =
∑
paths
∫
dq1dq2 exp
[
i
~
{∫
dtLq − (p2q2 − p1q1)
}]
=
∑
paths
∫
dq1dq2 exp
[
i
~
∫
dt
{
Lq − d
dt
(pq)
}]
=
∑
paths
∫
dq1dq2 exp
[
i
~
∫
dtLp(q, q˙, q¨)
]
, (3.32)
where
Lp ≡ Lq − d
dt
(
q
∂Lq
∂q˙
)
. (3.33)
Thus, given any Lagrangian Lq(q, q˙) involving only up to first derivatives of the dynamical variables, it is
possible the construction of another Lagrangian Lq(q, q˙, q¨) involving up to second derivatives, such that
the latter describes the same dynamics. The only difference is the boundary conditions. In the latter
case, one keeps the momenta fixed at the endpoints and not the coordinates.
Next, we consider that the dynamics of gravity are described by some— unknown— generally covariant
action functional
I =
∫
d4x
√−gL(g, ∂g) ≡
∫
d4x
√−gL(g, ∂Γ). (3.34)
The Lagrangian is a function of the metric gµν and its first derivatives ∂σgµν (or equivalently of the
Christoffel symbols Γρκλ). According to (3.33), the equations of motions are also obtained from the action
functional
I ′ =
∫
d4x
√−gLbulk −
∫
d4x∂σ
[
gµν
∂
√−gLbulk
∂(∂σgµν)
]
≡ Ibulk −
∫
d4x∂σ(
√−gV σ) ≡ Ibulk −
∫
d4x∂σP
σ, (3.35)
where V σ is constructed of gµν and Γ
ρ
κλ. Furthermore, since the original Lagrangian is quadratic in the
first derivatives of the metric, V σ must be linear in the Christoffel symbols. We note that since the
Christoffel symbols vanish in a local inertial frame and the metric reduces to its Lorentzian form, the
action Ibulk cannot be generally covariant. However, I
′ involves second derivatives of the metric and
turns out to be generally covariant.
To proceed further, one needs to determine the quantity V σ. This quantity is linear in the Christoffel
symbols and has a single index σ. Hence, V σ is obtained by the contraction of two of the indices on Γρκλ.
Consequently, the most general choice for V σ is the linear combination
V σ = a1g
σλΓζλζ + a2g
ρλΓσρλ, (3.36)
where a1 and a2 are some numerical constants. Then, using the identities
Γζλζ = ∂λ(ln
√−g), gρλΓσρλ = −
1√−g ∂ν(
√−ggνσ), (3.37)
the Pσ =
√−gV σ is written in the form
Pσ = c1g
σν∂ν
√−g + c2
√−g∂νgνσ, (3.38)
where one sets c1 = a1 − a2 and c2 = −a2 as numerical constants.
Next, we consider a static spacetime, where gµν(t,x) = gµν(x) and g0ν = 0. Equivalence principle
allows the construction of a local Rindler frame around any event P in spacetime. The acceleration of the
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observers is ai = (0,a). The most general static Rindler metric (the acceleration is chosen to be along
x−axis) is written in the form
ds2 = −2aldt2 + dl
2
2al
+ (dy2 + dz2)
= −2al(x)dt2 + l
′2
2al(x)
dx2 + (dy2 + dz2), (3.39)
where l(x) is an arbitrary function and l′ ≡ (dl/dx). In the second line, one makes a coordinate trans-
formation from l to some other variable x. The Rindler frame has an horizon at l(x) = 0. This horizon
is endowed with a temperature T = a/2pi, where a is the magnitude of the acceleration. Finally, one
postulates that the horizon in the local Rindler frame has also an entropy that is proportional to its area,
i.e.,
dS
dA⊥
=
1
4AP , (3.40)
where AP is a fundamental constant with the dimensions of area. This finite constant represents the
minimum area required to hold unit amount of information.
The surface term of the gravitational action (3.35) in the static Rindler frame is
Isur =
∫
d4x∂σP
σ =
∫ β
0
dτ
∫
V
d3x∇ ·P = β
∫
∂V
d2x⊥nˆ ·P, (3.41)
where— dictated by the periodicity of the imaginary time— the time integration is restricted to the
interval (0, β) with β = 2pi/a. For the metric (3.39), the only nonzero component of the surface term Pσ
is
P x = 2a
[
c2 +
ll′′
l′2
(c1 − 2c2)
]
. (3.42)
Hence, the surface term takes the form
Isur = βP
x
∫
∂V
d2x⊥ = βP xA⊥
= 4piA⊥
[
c2 +
ll′′
l′2
(c1 − 2c2)
]
≡ −S. (3.43)
As aforementioned, this term is related to the entropy (see also [71]). The minus sign arises from the
Euclidean continuation. Then, using the postulate (3.40) for the entropy, one gets the condition[
c2 +
ll′′
l′2
(c1 − 2c2)
]
= − 1
16piAP . (3.44)
The right hand side of the above equation is finite if c1 = 2c2. Thus, c2 = −(16piAP )−1.
Now, one substitute the two estimated constants c1 and c2 in the P
σ term. Then, going back to the
Lorentzian sector, one gets
Pσ =
1
16piAP (2g
σν∂ν
√−g +√−g∂νgσν) =
√−g
16piAP (g
σλΓζλζ − gρλΓσρλ)
= − 1
16piAP
1√−g ∂ν(gg
νσ). (3.45)
The second equality is obtained with the use of the identities (3.37).
The first order Lagrangian density is obtained by the solution of the equation(
∂
√−gL
∂σgµν
gµν
)
= Pσ =
1
16piAP (2g
σν∂ν
√−g +√−g∂νgσν). (3.46)
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This equation is satisfied by the Lagrangian [97]
√−gLbulk = 1
16piAP
[√−ggρλ(ΓζρηΓηλζ − ΓηρλΓζηζ)] , (3.47)
which is sometimes called the ΓΓ Lagrangian for gravity. According to (3.35), the final form of the
Lagrangian is
√−gLgrav =
√−gLbulk − ∂P
σ
∂xσ
=
(
1
16piAP
)√−gR. (3.48)
This is the standard Einstein-Hilbert Lagrangian for gravity. It is obtained by the postulate of entropy
being proportional to the area of the horizon, the general covariance, the principle of equivalence and
the quantum theory in the Rindler frame. We conclude that the surface term dictates the form of the
Einstein-Hilbert Lagrangian in the bulk. This is an interesting realization of the holographic principle
[77].
Finally, we note that the differential geometric identity
Lgrav = Lbulk −∇σ
[
gµν
∂
√−gLbulk
∂(∂σgµν)
]
(3.49)
implies that the important degrees of freedom in gravity are indeed the surface degrees of freedom. At
any given event of spacetime, equivalence principle allows one to choose a local inertial frame. In this
inertial frame Lbulk ∼ Γ2 vanishes. However, the surface term in the right hand side of (3.49) does not
vanish. This term depends on the second derivatives of the metric. Consequently, the left hand side of
(3.49) does not vanish as well. In the local inertial frame, all the geometrical information is preserved
by the surface term. The relevant to gravity degrees of freedom for a volume V reside in its boundary.
Gravity is intrinsically holographic.
3.6 Equipartition of energy in the horizon degrees of freedom
In thermodynamics, the equipartition theorem connects the number of the microscopic degrees of freedom
with the macroscopic thermodynamic variables. In the simplest context of a gas, the equipartition
theorem is written as
E =
1
2
kB
∫
dnT, (3.50)
where dn is the number of the microscopic degrees of freedom in a certain amount of the gas at temperature
T . The integral allows the microscopic degrees of freedom at different parts of gas to have different
temperature. If the thermodynamic paradigm of gravity is correct, one may expect that there is a
corresponding relation that connects the energy, the temperature, and the number of the degrees of
freedom in some region of the spacetime, when some condition similar to thermodynamic equilibrium is
satisfied. Next, we show that indeed one can find such a relation.
Foliation of spacetime implies the differential geometry relation [111]
Ruµuν = ∇ρ(Kuρ + aρ)−KµνKµν +K2, (3.51)
where Kµν is the extrinsic curvature and K its trace. In static spacetimes, this equation reduces to the
Ruµuν = ∇ρaρ. (3.52)
Employing the Einstein’s equation, one writes equation (3.52) as
∇ρaρ = 8piG
(
Tµν − 1
2
Tgµνu
µuν
)
. (3.53)
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Next, one integrates this equation over a four-dimensional region of spacetime. The three-dimensional
spatial region is taken to be some compact volume V, with boundary ∂V. The time integration is restricted
to the range [0, β]. One gets
S =
1
2
βE, (3.54)
where E is the Tolman-Komar mass-energy defined as
E = 2
∫
V
d3x
√
γN(Tµν − 1
2
Tgµν)u
µuν , (3.55)
and S is the gravitational entropy (3.27) for any static spacetime with a horizon, i.e.,
S =
β
8piG
∫
∂V
N(aiui)
√
σd2x. (3.56)
Equation (3.54) is written as
E =
1
2
kB
∫
∂V
√
σd2x
`2p
{
Naini
2pi
}
. (3.57)
The equation (3.57) has the form of the equipartition law of energy (3.50), i.e.,
E =
1
2
kB
∫
∂V
dnTloc ; dn ≡
√
σd2x
`2p
, (3.58)
where T = NTloc = (Na
ini/2pi) is the local Tolman temperature, and dn the number density of mi-
croscopic degrees of freedom. We see— once again— that gravity is holographic, in the sense that the
microscopic degrees of freedom scale as the proper area
√
σd2x of the boundary of the region and not as
the volume. Such an equipartition law arises in any diffeomorphism invariant theory of gravity whenever
the field equations hold [82].
We consider a quantum theory of gravity with a minimum quantum of length or area of the order of
the Planck length `2p ≡ G~/c3. Then, a patch of a horizon with area A is divided in
n =
A
c1`2p
(3.59)
microscopic cells, where c1 is some numerical factor. If one supposes that each cell has c2 degrees of
freedom, the total number of states is cn2 . The entropy of the patch of the horizon is
S = n ln c2 = 4
ln c2
c1
A
4`2p
. (3.60)
We note that if one sets 4 ln c2/c1 = 1, the standard result S = A/(4`
2
p) is recovered. In addition,
according to the equipartition law of thermodynamics, the total energy of the cells is
E ≡ 1
2
nT =
1
2
ST
ln c2
=
2ST
c1
=
E
c1
, (3.61)
where the condition c1 = 4 ln c2 and equation (3.6) are used. Then, one concludes that if the patches
are of the size `2p (i.e., if one sets c1 = 1), the equipartition energy of the horizon matches with the
gravitational mass that produces the horizon. If one attributes an energy (1/2)T to each patch of area
`2p, the match between the equipartition energy and the gravitational mass is obtained even for other
choices of c1.
The use of the equipartition law in the non relativistic limit provides an interesting thermodynamic
interpretation of gravity. We consider a spherical surface of area A around a massive spherical body of
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mass M . One associates an entropy S = A/(4`2p) with the degrees of freedom residing on the surface.
The equipartition of the energy for the degrees of freedom is
E = 1
2
A
`2p
kBT =
1
2
A
`2p
~κ
2pic
=
A
4pi
c2κ
G
, (3.62)
where the expression of the temperature kBT = (~κ)/(2pic) is used. The energy of the massive body is
Mc2. Thus, the acceleration induced on a test body at rest on a surface of area A is
κ = GM
(
4pi
A
)
=
GM
r2
=
(Apc3
~
)
M
r2
. (3.63)
This is the Newton’s law of gravity. The gravitational force is determined by the Planck area Ap = `2p. If
one keeps Ap constant and takes the limit ~→ 0, the coupling constant diverges. This divergence implies
that gravity is intrinsically a quantum phenomenon. In a next section, we will see that Verlinde employs
the equipartition law along with the holographic principle— in a similar approach— to show that gravity
is an entropic force.
3.7 Gravitational equations as entropy balance condition
We consider a generally covariant theory of gravity in D-dimensions described by the action
I =
∫
dDx
√−g [L(gµν , Rµνρσ) + Lmatter(gµν , qA)] , (3.64)
where the Lagrangian L is some scalar built from the metric and the curvature tensor, and Lmatter is
the Lagrangian of the matter. The matter Lagrangian depends on the metric and some matter variables
denoted by qA. For convenience, one assumes that L does not involve derivatives of the curvature tensor.
The equations of motion obtained by the variation of the above action with respect to the metric tensor
are [98]
2Eµν = Tµν , (3.65)
where
Eµν = P
ρσλ
µ Rνρσλ −
1
2
Lgµν − 2∇ρ∇σPµρσν , (3.66)
with
Pµνρσ ≡ ∂L
∂Rµνρσ
. (3.67)
The tensor Pµνρσ has the algebraic symmetries of curvature tensor. When Pµνρσ obeys the additional
condition ∇µPµνρσ = 0, the field equations reduces to that of the Lanczos-Lovelock theory of gravity.
The Lanczos-Lovelock theory of gravity is the most general extension of Einstein’s gravity for which the
equations of motion do not contain derivatives of the metric higher than second order.
For the considered generally covariant theories of gravity, the infinitesimal coordinate transformations
xµ → xµ + ξµ leads to the conservation (∇µJµ = 0) of the Noether current
Jµ = −2∇ν(Pµσνρ + Pµρνσ) + 2Pµνρσ∇ν∇ρξσ − 4ξσ∇ν∇ρPµνρσ, (3.68)
Jµν = 2Pµνρσ∇ρξσ − 4ξσ(∇ρPµνρσ). (3.69)
The antisymmetric tensor Jµν is introduced by the equation Jµ = ∇νJµν . The expression for the Noether
current Jµ reduces to
Jµ = 2Eµνξν + Lξ
µ (3.70)
if ξµ is a Killing vector that satisfies the conditions ∇(µξν) = 0 and ∇µ∇νξρ = Rρσµνξσ. The integral of
Jµ over a spacelike surface defines the conserved Noether charge N .
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One associates with an horizon the entropy (called the Wald entropy [99])
SNoether ≡ βN = β
∫
dD−1ΣµJµ =
β
2
∫
dD−2ΣµνJµν , (3.71)
where β = κ/2pi is the temperature of the horizon. The integral is over any (D − 2) dimensional surface
that is a spacelike cross-section of the Killing horizon on which the norm of ξµ vanishes. The above
expression for the entropy allows the interpretation of the term βlocJ
µ as an entropy density associated
with the horizon, with βloc being the redshifted local temperature near the horizon. In the case of
Einstein’s theory of gravity, if one choose ξµ to be a timelike Killing vector in a Schwarzschild spacetime,
the entropy (3.71) reduces to the standard result SNoether = A/4 . However, in general, the entropy of
the horizon is not proportional to its area, but depends on the theory.
We introduce at any point P of the spacetime a local inertial frame. Let kµ be a future directed
null vector at the point P. By accelerating along x−axis with an acceleration κ, one introduces a local
Rindler frame from the usual transformations. Let ξµ be an approximate Killing vector corresponding
to translation in the Rindler time such that the vanishing of ξµξµ = −N2— N is the lapse function—
characterises the location of the local Rindler horizonH. We consider also a timelike surface infinitesimally
away from H with N = constant. This surface is usually referred as the stretched horizon. Let the
spacelike unit normal to the stretched horizon be rµ, pointing in the direction of increasing N .
When matter with an amount of energy δE gets close to the horizon (within a few Planck lengths),
a local Rindler observer attributes a loss of entropy δS = (κ/2pi)δE. Furthermore, the local Rindler
observer moving along the orbits of the Killing vector field ξµ with four velocity uµ = ξµ/N associates
an energy δE = uµ(Tµνξ
ν)dVprop with a proper volume dVprop— Tµνξ
ν is the energy-momentum density.
If energy is transfered across the horizon, the corresponding entropy transfer is δSmatter = βlocδE, where
βloc = βN = (2pi/κ)N is the properly redshifted local Tolman temperature. Then, since βlocu
µ = βξµ,
δSmatter = βξ
µξνTµνdVprop. (3.72)
In addition, since one interprets βlocJ
µ as a local entropy density, δS = βlocuµJ
µdVprop is interpreted as
the gravitational entropy associated with a volume dVprop as measured by an observer with four-velocity
uµ. Thus, for observers moving along the orbits of the Killing vector field ξµ
δSgrav = β[ξ
ρξµ(2Eµρ) + Lξρξ
ρ]dVprop. (3.73)
Approaching the horizon, ξρξ
ρ → 0. Consequently,
δSgrav = β[ξ
ρξµ(2Eµρ)]dVprop. (3.74)
In the same limit, ξρ → κλkρ, where λ is an affine parameter associated with the null vector ξµ.
Then, the entropy balance condition δSgrav = δSmatter yields
(2Eµν − Tµν)kµkν = 0. (3.75)
The equation holds for all null vectors for all events in the spacetime. Hence, using the conditions
∇µEµν = 0 and ∇µTµν = 0, one gets 2Eµν − λgµν = Tµν , where λ is some constant. We note that the
equation (3.75) has an additional symmetry. It is invariant under the shift Tµν → Tµν + µgµν , where µ
is some arbitrary constant.
The Lanczos-Lovelock theory of gravity to the lowest order (the lowest order of the four rank tensor
Pµνρσ is given by equation (3.82)) corresponds to the Einstein’s gravity. In this case, the entropy balance
condition (3.75) takes the form
(Gµν − 8piTµν)kµkν = 0, (3.76)
where Gµν is the Einstein tensor.
One can also interpret the above result in a different way. We consider a displacement of a local patch
of the stretched horizon in the direction of rµ by an infinitesimal proper distance . This displacement
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changes the proper volume by dVprop = 
√
σdD−2x, where σ is the determinant of the metric in the
transverse space. The flux of energy through the surface is Tµν ξ
νrµ. The corresponding entropy flux is
obtained by multiplying the energy flux by βloc = βN . Hence, the loss of the matter entropy to the
outside observer, caused because the virtual displacement of the horizon has engulfed some matter, is
δSmatter = βlocδE = βlocT
µρξµrρdVprop. (3.77)
Again, recalling that one interprets βlocJ
µ as a local entropy density, the change of gravitational entropy
is δSgrav = βlocrµJ
µdVprop. Equivalently,
δSgrav = βN [rνξ
µ(2Eνµ) + rµξ
µL]dVprop. (3.78)
As the stretched horizon approaches the true horizon, Nrµ → ξµ and ξµξµ → 0. Thus, the entropy
balance condition δSgrav = δSmatter leads to equation (3.75).
3.8 Extremisation of spacetime’s entropy functional
In thermodynamics, one determines the equations that govern the equilibrium state of a system from
the extrimisation of a suitable thermodynamic potential (e.g., entropy, free energy, enthalpy). This
potential is a function of appropriate thermodynamic variables (e.g., volume, temperature). If gravity is
a thermodynamic phenomenon, the definition of a suitable thermodynamic potential for the spacetime—
the thermodynamic system— may be possible. The extrimisation of this potential should lead to the
gravitational field equations.
The motivation for the definition of a thermodynamic potential for the spacetime — in the sense of
determining the form of its function— comes from elasticity theory. In elasticity theory, one introduces
the notion of the displacement vector field ξi(x) through the transformation xi → xi + ξi(x). The
displacement vector field describes the deformation of a solid caused by an applied force. Then, the
thermodynamic potentials are quadratic in the gradient of the displacement vector field ∇ξ9. Their
extremisation allows one to determine the equations that govern the elastic deformation.
Next, we consider that gravity is an emergent phenomenon, like elasticity. The spacetime is viewed
as the coarse grained limit of some microscopic structure. Then, the diffeomorphism xµ → xµ + ξµ(x)
is analogous to the elastic deformation of the spacetime solid. In the latter case, however, one works in
D-dimensions. In analogy with elasticity theory, one wishes to attribute a thermodynamic potential with
a given spacetime deformation. Let this thermodynamic potential be the entropy (the reasoning for this
choice will be apparent later). In elasticity theory, the extremisation of the entropy leads to an equation
for the displacement field. On the contrary, the extremisation of the entropy functional in the case of
gravity should lead to the equations governing the background metric.
One expects the entropy functional of the spacetime to be an integral over a local entropy density. In
the case of an elastic solid, a constant ξµ, i.e., in the absence of external fields, does not contribute to
the expression for the entropy density because of translation invariance. As a consequence, one expects
the entropy density to be quadratic, to the lowest order, in the scalars constructed from derivatives of
the deformation field ξµ. Now, expecting this to be true in the case of gravity as well, the entropy
density should have the form P ρσµν ∇ρξµ∇σξν . The fourth rank tensorial object P ρσµν is made of the
metric and other geometrical quantities like curvature tensor. However, the presence of non-gravitational
matter distribution in spacetime breaks the translation invariance. Hence, the entropy density can have
quadratic terms ξµ as well. Let this contribution be denoted as Tµνξ
µξν . The second rank tensor Tµν is
determined by the matter distribution. It vanishes in the absence of matter. One also assumes that Tµν
9For instance, the general expression for the free energy of a deformed isotropic body at some constant temperature is
F =
1
2
KΘ2 + µΣijΣij ,
where Θ = ∇ · ξ is the body’s expansion, Σij = 1/2(∇iξj +∇jξi) is the body’s shear, K is the bulk modulus, and µ is the
shear modulus [100].
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is symmetric. Thus, one suggests that the entropy functional has the form
S[ξµ] = Sgrav[ξ
µ] + Smatt[ξ
µ]
= −
∫
V
√−gdDx (4P ρσµν ∇ρξµ∇σξν − Tµνξµξν) , (3.79)
where V is a D-dimensional region in the spacetime with boundary ∂V. The additional factors and signs
in the above expression are introduced with hindsight.
In the case of elasticity theory, the coefficients of the quadratic terms are constants (e.g., the bulk
and the shear modulus). One argues that the analogues of these coefficients in the case of gravity are
denoted by divergence free quantities, i.e., one postulates the conditions
∇νP νρσµ = 0, ∇µTµν = 0. (3.80)
The choice for the first of conditions (3.80) also ensures that the equations resulting from entropy ex-
tremisation contain derivatives of the metric only up to second order. Furthermore, one assumes that the
tensor Pµνρσ has the algebraic index symmetries of the Riemann curvature tensor. It is antisymmetric in
its first two (Pµνρσ = −P νµρσ) and last two indices (Pµνρσ = −Pµνσρ) respectively. In addition, Pµνρσ
is symmetric under the interchange of the first pair of indices with the second ones (Pµνρσ = P ρσµν).
In a complete theory, the explicit form of Pµνρσ is determined by the long wavelength limit of the
microscopic theory, just as the elastic constants are determined from the microscopic theory of the lattice.
Since such a theory is unknown, motivated by the approaches of the renormalization group, one expands
Pµνρσ in powers of the derivatives of the metric
Pµνρσ(gαβ , Rαβγδ) = c1
(1)
P µνρσ(gαβ) + c2
(2)
P µνρσ(gαβ , Rαβγδ) + . . . , (3.81)
where c1, c2, . . . are coupling constants. The lowest order term is made only of the metric. The only
fourth rank tensor Pµνρσ that has the symmetries of the curvature tensor, is divergence free, and at the
same time is built of the metric tensor only is the
(1)
P µνρσ =
1
16pi
1
2
δµνρσ =
1
32pi
(
δµρ δ
ν
σ − δµσδνρ
)
. (3.82)
With hindsight, a constant coefficient is added. The next term in the expansion, besides being made
from gαβ , depends linearly on the curvature tensor as well. This term gives the Gauss-Bonnet correction.
One expects the third term to be quadratic in curvature and so on. In the most general case, the m-th
order term that satisfies the imposed constraints is given by
(m)
P ρσµν ∝ δρσµ3...µ2mµνν3...ν2m Rν3ν4µ3µ4 · · ·Rν2m−1ν2mµ2m−1µ2m =
∂Lm
∂Rµνρσ
, (3.83)
where δρσµ3...µ2mµνν3...ν2m R
ν3ν4
µ3µ4 is the alternating tensor. One can also express this term as a derivative of the
m-th order Lanczos-Lovelock Lagragian
L =
K∑
m=1
cmLm, Lm = 1
16pi
2−mδµ1µ2...µ2mν1ν2...ν2m R
ν1ν2
µ1µ2R
ν2m−1ν2m
µ2m−1µ2m . (3.84)
The term m = 1 leads to Einstein gravity. The m = 2 term gives the Gauss-Bonnet correction.
A particular feature of the null surfaces in spacetime is that they act as a one-way membranes that
block informations to a certain class of observers. Characteristic examples of such null surfaces are the
event horizons of the black holes and the Rindler horizons perceived by uniformly accelerated observers
in the Minkowski spacetime. One introduces such local Rindler horizons in any point of spacetime. One,
then, expects that any deformation of a local patch of a null surface changes the amount of information
— and the amount of entropy— accessible to this class of observers. The above fact motivates one to
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associate an entropy functional (3.79) with any null hypersurface in the spacetime, with ξµ being the
normal to these hypersurfaces. In the followings, we extremise the expression S[ξµ] with respect to
variations of the null vector field ξµ.
The variation of the entropy functional S with respect to the null vector field ξµ, after adding a
Lagrange multiplier λ for the constraint δ(ξµξ
µ) = 0, gives
−δS = 2
∫
V
dDx
√−g [4P ρσµν ∇ρξµ (∇σδξν)− Tµνξµδξν − λgµνξµδξν] , (3.85)
where the symmetries of Pµνρσ and Tµν are used. Integrating by parts and using the condition∇νP νρσµ =
0 one gets
− δS = 2
∫
V
dDx
√−g [−4P ρσµν (∇σ∇ρξµ)− (Tµν + λgµν) ξµ] δξν
+8
∫
∂V
dD−1x
√
h
[
nσP
ρσ
µν (∇ρξµ)
]
δξν , (3.86)
where nσ is the D-dimensional vector field normal to the boundary ∂V, and h is the determinant of the
intrinsic metric on the boundary. As done in the usual process of the calculus of variations, one requires
the variation δξν of the null vector field to vanish on the boundary. Then, the extremum principle
δS/δξν = 0 impliesparallely
2P ρσµν (∇ρ∇σ −∇σ∇ρ) ξµ − (Tµν + λgµν) ξµ = 0, (3.87)
where one uses the antisymmetry of P ρσµν to rewrite the first term. Using the commutator of the covariant
derivatives [∇µ∇ν −∇ν∇µ]V ρ = RρσµνV σ, one writes(
2P κλζν R
µ
κλζ − Tµν + λδµν
)
ξµ = 0. (3.88)
The requirement the above equation to hold for arbitrary null vectors ξµ implies that
2P κλζν R
µ
κλζ − Tµν = F (g)δµν , (3.89)
where F (g) is some scalar functional of the metric, with the λ being absorbed in its definition. To the
lowest order in the derivative expansion, Pµνρσ is given by equation (3.82). The substitution of (3.82) in
the equation above gives
1
8pi
Rµν − Tµν = F (g)δµν . (3.90)
This equation is written in the form (Gµν − 8piTµν ) = Q(g)δµν , with Q = 8piF − (1/2)R. Then, using
∇µGµν = 0 and the condition ∇µTµν = 0, one gets ∂νQ = ∂ν [8piF − (1/2)R]. Hence, Q is an undetermined
constant, say Λ. The function F has the form 8piF = (1/2)R+ Λ. Equation (3.90) takes the form
Rµν −
1
2
Rδµν = 8piT
µ
ν + Λδ
µ
ν . (3.91)
This is the Einstein’s gravitational equation with an undetermined cosmological constant Λ, if one iden-
tifies Tµν with the energy momentum tensor. Finally, we note that in the general case one obtains the
equation
16pi
[
P κλζν R
µ
κλζ −
1
2
δµνL(D)m
]
= 8piTµν + Λδ
µ
ν , (3.92)
which is identified with the field equations of Lanczos-Lovelock gravity. A cosmological constant arises
as an integration constant as well.
It is worth pointing out that in the above approach one does not vary the metric tensor in order to
obtain the gravitational equations. This is important, since in a thermodynamic interpretation of gravity,
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gµν is a derived macroscopic quantity and not a fundamental dynamical variable. This quantity provides
a coarse grained description of the spacetime at macroscopic scales.
Using the symmetries of Pµνρσ and the condition ∇νP νρσµ = 0, one finds that
4P ρσµν ∇ρξµ∇σξν = 4∇ρ[P ρσµν ξµ∇σξν ]− 4ξµP ρσµν ∇ρ∇σξν
= 4∇ρ[P ρσµν ξµ∇σξν ]− 2ξµP ρσµν ∇[ρ∇σ]ξν
= 4∇ρ[P ρσµν ξµ∇σξν ]− 2ξµP ρσµν Rνλρσξλ
= 4∇ρ[P ρσµν ξµ∇σξν ] + ξµEµλξλ. (3.93)
Then, replacing the above expression in (3.79) and integrating, one writes the entropy functional as
S[ξµ] = −
∫
∂V
dD−1x
√
hkρ(4P
ρσ
µν ξ
µ∇σξν)−
∫
V
dDx
√−g[(2Eµν − Tµν)ξµξν ], (3.94)
where in the last equation the expression (3.66) for Eµν and the condition ξµξ
µ = 0 are used. The above
expression for the entropy functional implies that when the field equations hold, the total entropy of a
bulk region is entirely on its boundary.
The interpretation of the thermodynamic potential Sgrav as the gravitational entropy is justified as
follows. When the potential is evaluated on-shell, it gives (we refer to the case of Einstein’s theory of
gravity)
S|on-shell = 4
∫
∂V
dD−1x
√
hnµ(P
µνρσξρ∇νξσ)
→ 1
8pi
∫
∂V
dD−1x
√
hnµ(ξ
µ∇νξν − ξν∇νξµ)
= − 1
8pi
∫
∂V
dD−1x
√
hnµ(Ku
µ + aµ). (3.95)
This expression has the familiar structure of the surface term of (3.25), where aµ = ξν∇νξµ is the
acceleration associated with the vector field ξµ and K ≡ −∇νξν is the trace of the extrinsic curvature.
One interprets the matter term Smatt as the matter entropy transferred across a horizon.
3.9 Summary and remarks
In this chapter, we presented Padmanabhan’s thermodynamic programme on gravity. The main results
of this programme are summarised as follows.
• In the case of a static and spherically symmetric spacetime, one interprets the Einstein’s equation
evaluated on the horizon
~cg′(a)
4pi︸ ︷︷ ︸
kBT
c3
~G
d
(
1
4
4pia2
)
︸ ︷︷ ︸
k−1B dS
−1
2
c4da
G︸ ︷︷ ︸
−dE
= Pd
(
4pi
3
a3
)
︸ ︷︷ ︸
PdV
as the thermodynamic relation TdS = dE + PdV arising from virtual radial displacements of
the horizon. This result is also demonstrated for a wide class of models, such as the stationary
axisymmetric horizons and the evolving spherically symmetric horizons in Einstein’s gravity, the
static spherically symmetric horizons in Lanczos-Lovelock gravity and the Friedmann-Robertson-
Walker cosmological models in various gravity theories.
• The Einstein-Hilbert Lagrangian for gravity is decomposed into a bulk and a surface term
√−gR = √−ggαβ
(
ΓµραΓ
ρ
µβ − ΓµαβΓρµρ
)
+ ∂σ
[√−g (gµνΓσµν − gµσΓλµλ)]
≡ √−gLbulk + Lsur
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that are related by the holographic relation
√−gLsur = −∂σ
[
gµν
∂
√−gLbulk
∂(∂σgµν)
]
.
The term “holographic” is used to denote that given the form of the action on a surface ∂V, there is
a way for one to obtain the full action on the bulk V. The surface term in the gravitational action,
when evaluated on the horizon, represents the entropy of the horizon. Furthermore, in the (3+1)
formalism of gravity, in any static spacetime with periodicity in Euclidean time, the gravitational
action represents the free energy of the spacetime. In addition, employing the general covariance,
the principle of equivalence, the quantum field theory, and the postulate that the entropy of a
Rindler horizon is proportional to its area, one uniquely determines the Einstein-Hilbert action for
gravity.
• Gravitational field equations imply the law of equipartition
E =
1
2
kB
∫
∂V
√
σd2x
`2p
{
Naini
2pi
}
≡ 1
2
kB
∫
∂V
dnTloc
in any static spacetime, allowing the determination of the density of the microscopic degrees of
freedom. The result shows that gravity is holographic, in the sense that the microscopic degrees of
freedom scale as the area of the boundary of a region and not as the volume.
• Local entropy balance condition δSgrav = δSmatter, in terms of thermodynamic variables perceived
by local Rindler observers, leads to the field equations of gravity
(Gµν − 8piTµν)kµkν = 0,
for all null vectors kµ. The addition of a cosmological constant through the transformation T
µν →
Tµν +Λgµν leaves the equations invariant. Gravity ignores the bulk vacuum energy. The cosmolog-
ical constant arises as an integration constant. One can set any value to this constant, as a feature
of the solution to the field equations.
• In the emergent perspective of gravity, the field equations are obtained by the extremisation of the
entropy functional
S[ξµ] = Sgrav[ξ
µ] + Smatt[ξ
µ]
= −
∫
V
√−gdDx (4P ρσµν ∇ρξµ∇σξν − Tµνξµξν)
with respect to the variations of the null vector field ξµ.
We note that the thermodynamic results above are not restricted only to the case of Einstein’s theory of
gravity, but are extended to the more general Lanckzos-Lovelock theory of gravity as well. Finally, we
conclude with some remarks:
• The results of this chapter imply that the really important degrees of freedom in gravity for a
certain volume V reside in its boundary ∂V. In fact, the surface term of the gravitational action
dictates the bulk dynamics of gravity. Thus, we conclude that gravity is intrinsically holographic
already at the classical level. For a similar conclusion see also [102].
• Only the fact that one associates a temperature with spacetime —in the sense of attributing tem-
perature to a horizon— is sufficient to draw the conclusion that spacetime has microstructure. This
implies that the general relativity should not be considered as a fundamental theory, but rather
as an emergent one, obtained by averaging over some underlying microscopic degrees of freedom.
The idea that spacetime is formed by the interactions of some underlying micro-constituents is
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not a new perspective in (quantum) gravity. It is believed that these constituents may be strings
or loops for example. However, it was shown that one can describe these microscopic degrees of
freedom— whatever they may be and yet unknown— thermodynamically, employing the usual laws
and expressions of thermodynamics. Thus, any candidate theory of quantum gravity must be con-
sistent with the thermodynamic description and explain the way that the macroscopic theory (and
spacetime) arises from the interactions of the underlying microstructures.
The thermodynamic (or more generally emergent) description of gravity may enable us to gain
some important insights into the nature of quantum gravity. If gravity is an emergent phenomenon,
like thermodynamics or hydrodynamics, the dynamic variables like metric tensor should not be
considered as fundamental variables, but as macroscopic (collective) variables. These variables may
not have any relevance in quantum gravity. Then, the quantisation of general relativity (in the
sense of quantisation of the metric) makes no sense, since this only gives a theory of the quantised
collective degrees of freedom, like in phonon physics. This quantisation does not lead to the quantum
structure of spacetime. Finally, studying the thermodynamics of gravity and spacetime, one may
find possible residues of the microscopic effects in the macroscopic theory. These residues may give
us some clues about the nature of the microscopic theory.
• Another conclusion that is drawn from the discussions until this point of the thesis is that ther-
modynamic variables are observer dependent. This is apparent from the fact that while an inertial
observer attributes a zero temperature and a zero entropy to the Minkowski vacuum, a uniformly
accelerated observer associates a finite temperature and entropy to the same vacuum. Already in
quantum field theory in curved spacetime, particles are considered to be an observer dependent
notion (see section 1.5).
4 Gravity as an entropic force
An entropic force is a macroscopic force that originates in a system by the statistical tendency to increase
its entropy. Recently, Verlinde argued that gravity is interpreted as an entropic force. In particular, con-
sidering the holographic principle to be a valid concept, Verlinde assumed that the information concerning
the motion of the bodies are stored on surfaces that cover the whole spacetime, the so-called holographic
screens. Then, he showed that one obtains the law of the Newtonian gravity as a dimensional result from
the relation F∆x = T∆S of the entropic force and the equipartition theorem, if the temperature is taken
to be the Unruh temperature. In addition, Verlinde showed that the Newton’s law of inertia F = ma
is also obtained as a dimensional result from the relation of the entropic force. In this sense, the forces
and generally the motion result from the existence of an entropy’s gradient. Finally, he also provided a
generalisation of the entropic interpretation of gravity in the case of general relativity.
In this section, we present Verlinde’s proposal on the interpretation of gravity as an entropic force
[46, 103].
4.1 Entropic force
An entropic force is an effective macroscopic force that originates in a system with many degrees of freedom
by the statistical tendency to increase its entropy. Typical examples of entropic forces are elasticity of
polymers, osmotic forces, and depletion forces in suspensions, resulting from excluded volume effects.
We consider some polymer molecule, for example a rubber, a DNA molecule or some protein. The
simplest model employed to describe a single polymer molecule is to consider it as a chain of repeated
monomers of finite length that are joined together. Any kind of interaction among the monomers is
neglected. Hence, each monomer is free to rotate around the points of attachment and orientate in any
direction. Consequently, such a freely jointed polymer chain is found in various configurations, each of
which has the same internal energy. A stretched polymer has less entropy than a coiled one, since the
occupied volume of the configuration space for the coiled polymer is larger.
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Figure 4: A free jointed polymer is immersed into a heat bath with temperature T and pulled out of
its equilibrium state by an external force F . The entropic force points the other way.
When a polymer is immersed into a heat bath, it forms randomly coiled configurations. These states
are entropically favored. Its tendency to return to a maximal entropy state— a direct consequence of
the second law of thermodynamics— gives rise to a macroscopic force, the entropic force. One brings the
polymer out of its equilibrium state by exerting an external force F on it. For simplicity, let the force
be exerted on its one endpoint, in the direction of x-axis. One keeps the other endpoint kept fixed. The
entropic force points to the opposite direction (see figure 4).
The entropy S of the system is
S(E, x) = kB log Ω(E, x), (4.1)
where Ω(E, x) is the volume of the configuration space. The quantity x denotes different polymer’s
configurations. In the micro-canonical ensemble given by Ω(E+Fx, x), one determines the entropic force
imposing the extremal principle for the entropy
d
dx
S(E + Fx, x) = 0. (4.2)
The entropic force F is then given by
F = T
(
∂S
∂x
)
E
, (4.3)
where the temperature is defined as
1
T
=
∂S
∂E
. (4.4)
By the balance of forces, the external force F is equal to the entropic force. The entropic force tries to
restore the polymer to its equilibrium position. In the case of a polymer, the entropic force is identified
with the elastic force and has the form of the Hooke’s law. An entropic force points in the direction of
increasing entropy and it is proportional to the temperature.
4.2 Emergence of Newton’s second law
We consider the holographic principle to be a valid concept. Hence, one assumes that the information
(e.g., the position of a particle) concerning the bulk of a region is stored on surfaces or screens. On the
one side of a screen, one considers that there is the part of the space that has already emerged. This
part of space is described in the usual way. For example, one defines a coordinate system there. On the
other side, there is the part that has not yet emerged— there is no space yet. One considers that this
part of space is described by some unknown microscopic degrees of freedom. The information associated
with these degrees of freedom is stored holographically on the screen.
One assumes that the notion of time is well defined in the microscopic theory. The dynamics of the
theory is then time translation invariant. Hence, the notion of the energy is defined by the Noether’s
theorem. The temperature is defined as the conjugate variable to the energy. From the number of the
states, a canonical partition function is constructed. Hence, one derives the first law of thermodynamics.
Next, one introduces some arbitrary macroscopic variable x. A number of microstates Ω(E, x) is then
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defined. A variable F is also introduced as the thermodynamic dual to x. The first law of thermodynamics
is dE = TdS−Fdx. Spacetime is emergent means that the space coordinate x can be viewed as an example
of such a macroscopic variable. If the number of the states depends on x, there is an entropic force when
there is a finite temperature.
We consider a particle of mass m residing in the emerged part of the spacetime. This mass approaches
a small piece of a holographic screen (see figure 5). Motivated by Bekenstein’s derivation of the black
hole entropy formula [7], one assumes that when the particle is one Compton wavelength
∆x =
~
mc
(4.5)
away from the screen, it causes a change of the screen’s information by one bit. The corresponding change
in entropy is
∆S = 2pikB . (4.6)
The normalization factor 2pi is used for later convenience. Next, assuming that the change in entropy is
linear in displacements, one writes
∆S = 2pikB
mc
~
∆x. (4.7)
A force arises if one uses the analogy with osmosis across a semi-permeable membrane. When a
particle has an entropic reason to be on the one side of the membrane, and the membrane is endowed
with a temperature, it experiences an effective force, the entropic force, equal to
F∆x = T∆S. (4.8)
Then, if one takes the temperature of the screen to be the Unruh temperature
kBT =
1
2pi
~a
c
, (4.9)
the Newton’s second law
F = ma (4.10)
is recovered. In this way, one interprets the Unruh temperature as the temperature T required to cause
an acceleration equal to a.
When the particle reaches the screen, it merges with the microscopic degrees of freedom on it. Hence,
the particle is made up of the same bits as those that reside on the screen. Considering that each bit
carries an energy 12kBT , as implied by the equipartition theorem, the number of the bits n follows from
mc2 =
1
2
nkBT. (4.11)
Figure 5: A particle with mass m approaches a patch of a holographic screen. The screen bounds the
emerged part of space that contains the particle. The screen also stores the data that describe the part
of the space that has not yet emerged and some part of the emerged space.
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Then, employing the equations (4.7) and (4.9) one gets the relation
∆S
n
= kB
a∆x
2c2
(4.12)
that concerns the entropy changes. We conclude that there is a direct connection between the acceleration
and the entropy gradient ∆S/∆x. The absence of an entropy gradient implies a zero acceleration for
some particle. Consequently, the law of inertia is viewed as follows:A particle at rest, will stay at rest if
there are no entropy gradients.
Introducing the Newton’s gravitational potential Φ (it turns out that the function Φ is indeed the
gravitational potential), one writes
a = −∇Φ. (4.13)
Thus, the relation (4.12) takes the form
∆S
n
= −kB ∆Φ
2c2
(4.14)
Another conclusion is drawn. The potential Φ monitors the depletion of the entropy per bit.
We consider a holographic screen with some amount of information (microscopic degrees of freedom)
associated with the spacetime stored on its surface. Applying a proper coarse graining process, one gets a
coarse grained version of the original screen with less information and greater entropy (entropy increases
with coarse graining). The coarse graining process is repeated successive times. At each step, one gets
a further coarse grained version of the original microscopic data. Hence, there is an emerging direction
in space that corresponds to a coarse graining variable. Equation (4.14) implies that this variable, which
measures the amount of the coarse graining on the screens, is naturally identified with the potential Φ
Then, the information on the screens is coarse grained in the direction of decreasing values of the Φ.
Thus, the screens correspond to equipotential surfaces. The spacetime manifold is foliated by a series
of non-intersecting closed holographic surfaces. The time coordinate is defined microscopically on the
screen.
4.3 Newton’s law of gravity
We consider a spherically symmetric holographic screen. Taking into account the holographic principle,
the number of the used bits on the screen is
N =
Ac3
G~
. (4.15)
An undetermined constant G is introduced for dimensional reasons. This constant turns out to be the
Newton’s gravitational constant. However, at this point, one cannot make any speculation about the
existence of gravity.
One assumes that the total energy of the system is E. One also assumes that this energy is divided
evenly over the N bits. Then, the temperature is determined by the equipartition law
E =
1
2
NkBT (4.16)
as the average energy per bit. Furthermore, if M is the mass that would emerge in the part of spacetime
surrounded by the closed holographic surface, the energy is also E = Mc2.
Eventually, using equation (4.7) for the change of entropy caused by a mass m (see figure 6) and
A = 4piR2, one obtains
F = G
Mm
R2
, (4.17)
i.e., the Newton’s law of gravity. The gravitational force is in fact an entropic force.
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Figure 6: A particle with mass m approaches a spherically symmetric holographic screen. The energy
is evenly distributed over the occupied bits. The energy is also equal to the mass M that would emerge
in the part of spacetime enclosed by the screen.
General matter distributions. We consider a general mass distribution that is enclosed by a holographic
screen S. This screen is identified with an equipotential surface Φ. Let ρ(r) to be the mass density that
describes the distribution. Taking the system to be in a local equilibrium one defines the temperature as
T =
~∇Φ
2pikBc
. (4.18)
Temperature (4.18) is obtained if one takes a test particle, moves it close to the screen and measures the
local acceleration. The density of the bits on the screen, which are uniformly distributed on it, are
dN =
c3dA
G~
. (4.19)
Then, employing the equipartition law of energy
E =
1
2
kB
∫
S
TdN (4.20)
and expressing it in terms of the total enclosed mass M , one takes
M =
1
4piG
∫
S
∇ΦdA. (4.21)
This is the Gauss’s law in its integral form. Equation (4.21) should hold generally for arbitrary equipo-
tential surfaces. Thus, the potential Φ satisfies the Poisson equation
∇2Φ(r) = 4piGρ(r). (4.22)
Now, it seems natural for one to identify Φ with the Newtonian potential. All equations describing
Newtonian gravity are recovered.
Finally, we consider a collection of test particles with masses mi located at arbitrary positions ri
outside a screen. The screen contains the general mass distribution. Bearing in mind equation (4.14),
one assumes that the change in the entropy density δs locally on the holographic screen S, due to
infinitesimal displacements δri of particles, is
δs = kB
δΦ
2c2
dN. (4.23)
The corresponding change δΦ in the Newtonian potential is determined by the variation of the Poisson
equation
∇2δΦ(r) = 4piG
∑
i
miδri∇iδ(r− ri). (4.24)
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Then, the work done by all the entropic forces on the particles is∑
i
Fi · δri =
∫
S
Tδs, (4.25)
where T is the local temperature.
4.4 Newtonian gravity as an entropic force
The aforementioned emergent interpretation of gravity proposed by Verlinde can be recast in the following
way [103]. The R3 space is covered by a continuous set of non-intersecting surfaces S, the so-called
holographic screens. One defines two scalar quantities S and T on the holographic screens; they are
interpreted as the entropy and the temperature respectively. Then, the theory is defined by the relation
2G
∫
(S)
ρdV =
∫
S
TdA, (4.26)
where (S) is the volume enclosed by an arbitrary holographic surface S and M = ∫
(S)ρdV is the total
mass contained in this volume. The force acting on a test-mass m is given by
F · δr =
∫
S
TδdS, (4.27)
where the integral is taken over a screen that does not include the test-mass, and δx is a virtual dis-
placement of the test-mass from its position that induces a change of the screen’s entropy. In this way,
Newtonian gravity results from the formula of the entropic force.
The inverse argument that Newtonian gravity can be viewed as an entropic force, is demonstrated as
well. To this end, we consider a scalar field φ that obeys the Poisson equation. Then, there are surfaces
where the field φ remains constant. These surfaces are identified with the holographic screens. Let, also,
n be the normal vector in each point of an equipotential surface. Furthermore, let the corresponding
surface A(φ) be assigned to every value of φ on S. One normalises it to the unit area A0 = G. One
defines the scalar functions S and T as
S(r) := −φ(r) A
2G
+ S0, (4.28)
where S0 some additive constant, and
T (r) :=
1
2pi
∇nφ (4.29)
respectively. In the case of gravity the scalar S reduces to the usual black hole entropy, while T to the
horizon temperature of a black hole. On any equipotential surface the Gauss’s law implies that∫
(S)
ρdV =
1
4piG
∫
S
∇nφdA = 1
2G
∫
S
TdA. (4.30)
Next, we consider a mass M , with potential φM , contained in a compact volume (S) that is bounded
by a surface S. We consider also a test particle with mass m  M and with potential φm, located at
some position r outside the volume. Let the outside volume, which is separated from the inside volume
by the surface S, be denoted by R3\S. The potential energy of the system is
U = −
∫
ρφdV. (4.31)
Consequently, the work needed to be done by some force F in order for the test-mass m to be displaced
by δr is
Fδr = δU = −
∫
φMδρdV = − 1
4piG
∫
φM∇2δφmdV, (4.32)
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where the integral is taken over some volume outside.
Next, one writes the volume integral as an integral over all space R3 minus the integral over the inside
(S) and uses Green’s second identity10 to write the volume integral over the inside as a surface integral
− 4piGδU =
∫
R3
φM∇2δφmdV −
∫
(S)
δφm∇2φMdV
+
∫
S
(δφm∇φM − φM∇δφm)dA. (4.34)
One employs the Gauss’s law to write the second term of the integral over the equipotential surface φM
as an integral over the volume (S). Since there are no sources of φm inside the volume this integral
vanishes. The integral over the volume (S) is written as an integral over all space R3 minus an integral
over the outside volume R3\S. Since there are no sources of φM there, this integral vanishes as well.
Equation (4.34) takes the form
−4piGδU =
∫
R3
(φM∇2δφm − δφm∇2φM ) +
∫
S
δφm∇φMdA. (4.35)
Then, one employs the Green’s second identity to write the volume integral as a surface integral.
Moving the surface to infinity this integral vanishes. Therefore,
Fδr =
1
4piG
∫
S
δφm∇φMdA. (4.36)
At the equipotential surface S, equation (4.28) implies that 2GδS = −Aδφm. Hence, 2Gδ(dS) = δφmdA
for a surface element. Finally, one concludes that
Fδr =
∫
S
TδdS. (4.37)
The Newtonian gravitational force is realized as an entropic force.
The above arguments are reversed as follows. We define a holographic screen S as a surface of
constant entropy that obeys the relation 2G
∫
(S) ρdV =
∫
S TdA. The Newtonian potential is then defined
as φ = −2GS/A , where A is the area of the screen. A small change of S on a constant surface implies
δφ = −2GS/A(S). Finally, if 4piG ∫
(S) ρdV =
∫
S ∇nφdA holds for every surface Σ with normal vector n,
one concludes that the density ρ must obey the Poisson equation. The Newtonian gravity follows from
an entropic force law. We note that unlike Verlinde’s derivation, the number N of the bits on the screens
and the equipartition theorem are not used here.
We note that the above discussion holds in the electrodynamics as well if instead of having test masses
one has test charges. In this case, unlike gravity, the force is attractive between opposite charges. Then,
temperature can be negative and entropy can decrease without one having to do work. Thus, it does not
make sense the interpretation of the scalar quantities S and T as thermodynamic functions. However,
the existence of negative gravitational charges is not excluded. In this case, one has to do work to bring
to opposite charges closer, since in this process dS < 0 .
4.5 Relativistic generalisation
We consider a static spacetime with a global timelike Killing vector field ξµ. The generalization of the
Newton’s potential in the theory of general relativity is
φ =
1
2
ln(−ξµξµ). (4.38)
10 The Green’s second identity is ∫
V
(ψ∇2φ− φ∇2ψ)dV =
∫
∂V
(ψ∇nφ− φ∇nψ)dA, (4.33)
where n in the normal to surface ∂V vector, while ψ and φ are two scalar fields.
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The potential φ is used to define the foliation of space. The holographic screens are identified with surfaces
of constant redshift. In a way analogous to the Newtonian case, one defines the local temperature as
T =
~
2pi
eφNµ∇µφ, (4.39)
where Nµ is a unit outward pointing vector normal to the screen. A redshift factor eφ is inserted since
the temperature is measured with respect to a reference point at infinity. The acceleration is expressed
as aµ = −∇µφ .
Next, as in section 4.2, the change of entropy at the screen, for a displacement of a particle by one
Compton wavelength normal to the screen, is 2pi , i.e.,
∇µS = −2pim~ Nµ, (4.40)
where the minus sign comes from the fact that the entropy increases when we cross from the outside to
the inside. The generalization of the entropic force is
Fµ = T∇µS = −meφ∇µφ, (4.41)
which is the relativistic analogue of Newton’s law F = ma.
We consider now a static mass configuration of total mass M enclosed by a holographic screen of
constant redshift φ. As in the Newtonian case, the equipartition relation implies that
M =
1
2
∫
S
TdN. (4.42)
The density of the bits on the screen is.
dN =
dA
G~
(4.43)
Employing relation (4.39) for the temperature one gets
M =
1
4piG
∫
S
eφ∇φdA, (4.44)
which is the generalisation of Gauss’s law to the case of general relativity. The right hand size of the
above equation is identified with the Komar mass.
The right hand size of (4.44) is expressed in terms of the Killing vector field ξµ and the Ricci tensor.
The left hand side is related to the stress energy tensor Tµν . Equation (4.44), eventually, takes the form
[6]
M = 2
∫
Σ
(
Tµν − 1
2
Tgµν
)
nµξνdV =
1
4piG
∫
Σ
Rµνn
µξνdV, (4.45)
where Σ is the three dimensional volume bounded by the holographic screen S, and nµ is its normal. The
requirement this equation to hold for arbitrary screens and for all the Killing vectors in a local region of
spacetime— in a similar reasoning to Jacobson— allows one to obtain the Einstein’s equation.
4.6 Summary and remarks
In this section we presented Verlinde’s interpretation of gravity as an entropic force caused by changes in
the information —and thus the entropy— associated with the positions of material bodies. At first, we
demonstrated the equivalence between the Newton’s theory of gravity and an entropic force. Next, the
entropic interpretation of gravity was generalised to the case of general relativity.
We conclude with some remarks:
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• The main problem concerning Verlinde’s derivation of gravity from thermodynamic arguments is
that the expressions such as those of temperature and entropy lack of physical motivation. One
should consider these expressions as general postulates. In any case, these expressions are results
of general relativity. They demand, at first, a better understanding before one considers them
as the starting point for the derivation of gravity from first principles. In addition, we cannot
consider that the Einstein’s equation is derived from first principles. The relativistic generalisation
of the gravitational potential is used. This generalisation demands the already existing knowledge
of general relativity. However, we find the interpretation of gravity as a force caused by entropy
changes an intriguing idea that demands more investigation. We note that already from the results
of the previous sections one could have concluded that gravity is driven by entropy changes. The
close relation between gravity and entropy is explained according to Verlinde from the fact gravity
is an entropic force.
• Some criticisms concerning Verlinde’s interpretation rely on the fact that the equipartition theorem—
a key assumption in Verlinde’s derivation— is valid only in high temperatures. However, we showed
in section 4.4 that the equipartition theorem is not needed in order for one to describe the Newton’s
law of gravity as an entropic force. In addition, other criticisms focus on the fact that the definition
of temperature used in Verlinde’s derivation is allowed to take negative values. However, it is known
that systems with an upper limit to their possible energy of their allowed states can have negative
absolute temperatures [107, 108]. Systems that have negative temperature are hotter than positive
temperature systems, i.e., if a system with negative temperature is in thermal contact with a system
with positive temperature heat will flow from the negative to the positive temperature system.
• After the publication of Verlinde’s idea, a great amount of work has been done in an attempt
possible cosmological implications of the entropic force scenario to be examined. Among these
works it is worth mentioning the [104]. In this, it is argued that the observed accelerated expansion
of the universe is due to an entropic force acting on its apparent horizon by virtue of its intrinsic
temperature and entropy. The entropy is associated with the information holographically stored
on its surface. We note that this approach is distinguished from the idea of gravity being itself
an entropic force. Besides, in other works, as for instance [105, 106], the holographic principle,
the equipartition law and the Unruh temperature are used in order for the Friedmann equation to
be derived. However, in their majority, the papers found in the literature concerning cosmological
implications of the entropic force scenario remain controversial.
5 Conclusions
The analogy between the laws of black hole mechanics and the laws of thermodynamics led Bekenstein
and Hawking, in the 1970s decade, to argue that black holes should be considered as real thermodynamic
systems that are characterised by entropy and temperature. In particular, Bekenstein argued that the
entropy of a black hole equals to S = (kBAc
3)/(4G~), where A is the area of its horizon. In addition,
Hawking showed that the temperature of a black hole is T = (~κ)/(2pickB), where κ is its surface gravity.
Black hole thermodynamics shows a deeper connection between thermodynamics and gravity. This
perspective motivated several ideas that suggest an interpretation of gravity as a thermodynamic phe-
nomenon. In this thesis, we examined the arguments of Jacobson, Padmanabhan and Verlinde that
suggest an interpretation of gravity as a thermodynamic theory.
In section 2, we examined the interpretation proposed by Jacobson of Einstein’s equation as an
equation of state. The idea is the following. In any point of spacetime, one introduces local Rindler
horizons, as they are perceived by uniformly accelerated observers. A thermodynamic system is defined
as the degrees of freedom residing in the region of the spacetime just beyond one of these horizons. The
Einstein’s equation is obtained from the demand the Clausius relation δQ = TdS to hold for all local
Rindler horizons, and the conservation of energy. One takes the entropy S to be proportional to the
horizon’s area. Furthermore, the heat δQ and the temperature T are the energy flux and the Unruh
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temperature respectively, as these are perceived by an accelerated observer just beyond the horizon. In
this way, the Einstein’s equation can be viewed as an equation of state. If one assumes that the entropy is
also proportional to a function of the Ricci scalar, the approach of the non equilibrium thermodynamics
is required. One obtains the field equation of f(R) gravity from the entropy balance condition dS =
δQ/ + diS, where diS is the entropy produced inside the system. Such an entropy production term is
allowed in the case of Einstein’s gravity as well.
In section 3, we presented Padmanabhan’s programme on the interpretation of gravity as a thermo-
dynamic and by extension an emergent theory. At first, it is shown that in static spherically symmetric
spacetimes, the Einstein’s equation, evaluated on the horizon, is viewed as the thermodynamic identity.
Then, one notices that the Einstein-Hilbert Lagrangian for gravity is decomposed into a surface and a
bulk term that are holographically related. This means that there is a way for one to obtain the full
Lagrangian of the bulk, only from the knowledge of the boundary term. It is demonstrated that the
full Einstein-Hilbert action represents the free energy of the spacetime, while the surface term of the
action, when evaluated on a horizon, represents its entropy. Furthermore, it is shown that (i) if one
introduces Rindler horizons everywhere in spacetime and (ii) demands the entropy to be proportional to
their horizons’ area, then the gravitational action is determined in uniquely way. It is also shown that
the microscopic degrees of freedom residing on an horizon obey the equipartition law of energy, and that
the field equations of gravity can be viewed as an entropy balance condition. Finally, assuming that
the spacetime is compared to a solid, it is demonstrated that one obtains the Einstein’s equation from
the extremisation of spacetime’s entropy function. The definition of this function is motivated by the
standard elasticity theory of solids.
Finally, in section 4 we examined Verlinde’s interpretation of gravity as an entropic force. The
idea is the following. Considering the holographic principle to be a valid concept, one assumes that
the informations concerning the motion of the bodies are stored on some surfaces that cover the whole
spacetime, the so-called holographic screens. Then, it is shown that one obtains the law of the Newtonian
gravity as a dimensional result from the entropic force’s relation F∆x = T∆S and the equipartition
theorem, if the temperature is taken to be the Unruh temperature. In addition, one shows that the
Newton’s law of inertia F = ma is also obtained as a dimensional result from the relation of the entropic
force. In this sense, the forces and generally the motion result from the existence of an entropy’s gradient.
Finally, one provides a generalisation of the entropic interpretation of gravity in the case of general
relativity.
The study of the several thermodynamic aspects of gravity brings out various intrinsic features of
gravity. Such features had not been pinpointed until nowadays, while their interpretation is not possible
in the standard approaches of gravity. The conclusions that one can draw from the thermodynamic
interpretation of gravity may offer a new window in the understanding of the nature of a possible quantum
theory of gravity.
We summarise the main conclusions of this thesis:
• Gravity is intrinsically holographic already at the classical level of general relativity.
• Unruh effect and the mathematically similar phenomenon of thermal emission from black holes con-
stitute a fundamental ingredient of theories suggesting a thermodynamic interpretation of gravity.
For this reason, we strongly believe that the acceleration temperature requires a deeper conceptual
understanding, which may be revealed by its experimental observation.
• Bearing in mind the results of the works of Jacobson, Padmanabhan and Verlinde, we can conclude
that gravity is driven by entropy changes in a properly defined thermodynamic system.
• Since one attributes a temperature (and an entropy) to the spacetime, we draw the conclusion
that spacetime is made of some— yet unknown— microscopic degrees of freedom. These degrees
of freedom obey the usual laws and expressions of thermodynamics. The thermodynamic inter-
pretation of gravity clearly suggests that we should not consider gravity as a fundamental theory,
but rather as an emergent one, obtained in the continuum limit of some underlying theory. Fur-
thermore, we should not consider the dynamical variables like metric as fundamental variables,
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but as macroscopic collective variables. These variable may not have any relevance in a theory of
quantum gravity. Then, the canonically quantisation of the gravitation field makes no sense. This
quantisation only gives a theory of the quantised collective degrees of freedom and does not lead to
the quantum structure of spacetime (remind the case of phonons in the condensed matter physics).
For instance, the quantisation of the— collective— variables in the Navier-Stokes equations of hy-
drodynamics makes no sense and does not lead to the quantum theory of matter, despite the fact
that the microscopic degrees of freedom (molecules, atoms) are described quantum mechanically.
Thus, as quantum gravity should be defined the theory that describes the microscopic structure of
spacetime and matter (in a similar sense to statistical mechanics), and should not be referred, as
usually, to the quantisation of a classical field.
A Classical Irreversible Thermodynamics
In this appendix, we give a brief review of the so-called classical irreversible thermodynamics, used to
describe non-equilibrium thermodynamics. We mainly focus on fluid systems. Further details are found
in [109, 110].
In non-equilibrium thermodynamics, a thermal system is usually inhomogeneous. The various physical
quantities are functions of position and time. In order for a system to be described one makes the local
equilibrium hypothesis. The local equilibrium hypothesis is formulated as follows. In a system out of
equilibrium, there are sufficiently small regions (elemental volumes), so that the thermal equilibrium is
accomplished in each of them. The elemental volumes are also sufficiently large, so that the microscopic
fluctuations are negligible. The local and instantaneous relations between the thermodynamic quantities
of the system are the same as the corresponding relations of a uniform system in equilibrium. For
example, in the case of a n-component fluid system, the local equilibrium hypothesis implies that the
specific entropy function s(r, t) of the system is defined, i.e., s(r, t) = s[υ(r, t), u(r, t), ck(r, t)]. The
specific entropy is a function of the specific volume υ(r, t), the internal energy u(r, t), and the mass
fraction ck(r, t) of the substance k. Then, the local first law of thermodynamics is
T
ds
dt
=
du
dt
+ p
dυ
dt
−
n∑
k=1
µk
dck
dt
, (A.1)
where T is the absolute temperature, p is the hydrostatic pressure, ck = mk/m is the mass fraction of
substance k, and µk is the chemical potential of the substance. The specific volume υ is related to the
mass density by υ = 1/ρ.
We consider a macroscopic system (continuum medium) with total mass m and volume V , bounded
by a surface Σ. We suppose that the system is out of equilibrium. The total entropy of the system at a
time t is S. The variation of the entropy is written as the sum
dS = deS + diS, (A.2)
where deS is the exchange of entropy with the environment, and diS is the entropy produced inside
the system by several irreversible processes. In classical irreversible thermodynamics, the second law of
thermodynamics takes the form diS ≥ 0. In the case of a closed system, the exchange of entropy is
deS = δQ/T , where δQ is the heat supplied to the system. In the case of open systems, the deS contains
an additional term related to the transfer of matter (see equation (A.16)).
Next, we introduce the notion of the entropy flux J s (i.e., the entropy crossing the boundary surface
per unit area and unit time), the rate of the entropy production σs (i.e., the entropy produced per unit
volume and unit time inside the system), and the specific entropy s (i.e., the entropy per unit mass).
Then, one writes
deS
dt
= −
∫
∂V
J s · ndΣ, (A.3)
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diS
dt
=
∫
V
σ dV, (A.4)
S =
∫
V
ρsdV, (A.5)
where n is the unit normal pointing outwards to the volume of the system. Hence, the local entropy
balance equation (A.2) is
ρ
ds
dt
= −∇ · J s + σs. (A.6)
To obtain equation (A.6), we assumed that the local entropy balance equation is valid for any volume V
and used the Gauss’s and the Reynolds’ theorems. The second law of thermodynamics implies that
σs ≥ 0, (A.7)
where the equality holds for reversible processes. Equations (A.6) and (A.7) compose the generalised
second law of thermodynamics for non-equilibrium thermodynamics.
In general, the entropy production term has the bilinear form
σs =
∑
α
JαXα, (A.8)
where Ja are called the thermodynamic fluxes and Xa the thermodynamic forces. The latter are related
to the gradients of the intensive variables. The fluxes and the forces can be scalars, vectors or tensors.
Furthermore, for a large class of irreversible processes, the fluxes are linear functions of the forces, i.e.,
Jα =
∑
β
LαβXβ , (A.9)
where Lαβ are phenomenological coefficients. These coefficients depends on the intensive variables. Their
values are restricted by the second law and various symmetry laws of the system. Such relations between
fluxes and forces are called phenomenological relations.
We consider a multi-component fluid system that exchanges not only heat but also matter with the
environment (i.e., open system); r chemical reactions occur among the system’s constitutions. The system
is also subjected to an external force. The first law of thermodynamics for this system is given by equation
(A.1). The balance equations for the mass and the internal energy are 11
ρ
dυ
dt
= ∇ · υ, (A.11)
ρ
dck
dt
= −∇ · J k +
r∑
j=1
νkjJ,
j (A.12)
ρ
du
dt
= −∇ · J q −PT : ∇υ + 2(Pv)a · ω +
n∑
k=1
J k · F k, (A.13)
where υ(r, t) is the center of the mass velocity of the elemental volume, J k is the diffusion flux of the
substance k, νkjJ
j is the production of k per unit volume in the j chemical reaction, J j is called the
chemical reaction rate of reaction j, J q is the heat flux, PT is the transpose of the pressure tensor P, ω
is the mean angular velocity of the constituents at each point in the fluid, and F k is the external force
11The material or substantial time derivative
d
dt
=
∂
∂t
+ υ · ∇ (A.10)
is used to describe the rate of change of a variable (scalar or vector) in a velocity field υ(r, t).
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per unit mass on the component k. The colon denotes double contraction, i.e., A : B = AijB
ij for two
second order tensors A and B.
The pressure tensor P is split into a reversible hydrostatic pressure pI (I is the identity tensor)
and an irreversible viscous pressure tensor Pv, i.e., P = pI + Pv. The viscous pressure tensor, as a
second order tensor, is decomposed into a symmetric part (Pv)s and an antisymmetric part (P
v)a. The
symmetric part is further decomposed into a trace part pv = 13 tr(P
v)s and a trace-free part (P˚
v)s, i.e.,
(Pv)s = p
vI+ (P˚v)s. Thus, the pressure tensor is written as
P = (p+ pv)I+ (P˚v)s + (P
v)a. (A.14)
Similarly, the velocity gradient tensor ∇υ is written as
∇υ = 1
3
(∇ · υ)I+ V˚s +Va. (A.15)
The term (∇ · υ) is the trace of the velocity gradient tensor and describes the fluid’s rate of expansion.
The term V˚s is the trace-free symmetric part of the velocity gradient tensor and describes the rate of
shear. The term Va is the antisymmetric part of the velocity gradient tensor and describes the rate of
rotation.
The substitution of the equations (A.11)-(A.13) into the first law (A.1) yields the entropy balance
equation (A.6). Then, the expressions for the entropy flux J s and the entropy production σs are
J s =
1
T
(
J q −
n∑
k=1
µkJ
k
)
, (A.16)
σs = J q · ∇T−1 − 1
T
n∑
k=1
J k ·
[
T ∇
(µk
T
)
− F k
]
− T−1pv(∇ · υ)
−T−1(P˚)vs : V˚s −
1
T
r∑
j=1
J jAj − T−1(Pv)a · (∇× υ − 2ω) , (A.17)
where Aj =
n∑
k=1
νkjµk is the chemical affinities of the jth reaction. In the special case of a single
component isotropic fluid that (i) exchanges only heat with the surroundings and (ii) is not subjected to
any external force, equations (A.16) and (A.17) take the form
J s =
1
T
J q (A.18)
σs = J q · ∇T−1 − T−1pv(∇ · υ)− T−1(P˚)vs : V˚s − T−1(Pv)a · (∇× υ − 2ω) (A.19)
The fluxes J q, pv, (P˚v)s, (P
v)a of the entropy production term and the corresponding thermodynamic
forces ∇T−1, T−1(∇ · υ), T−1V˚s, (∇× υ − 2ω) are related by the phenomenological equations
J q = −λ∇T, (A.20)
pv = −ζ∇ · υ, (A.21)
P˚v = −2ηV˚s, (A.22)
(Pv)a = −ηr (∇× υ − 2ω) , (A.23)
where the phenomenological coefficients are the heat conductivity λ, the bulk viscosity ζ, the shear vis-
cosity η and the rotational viscosity ηr. The second law of thermodynamics implies that these coefficients
have positive values.
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B Static spherically symmetric spacetime
We consider an arbitrary static and spherically symmetric spacetime with line element
ds2 = −f(r)dt2 + h(r)dr2 + r2(dθ2 + sin2 θdφ2). (B.1)
The Christoffel symbols given by Γσµν =
1
2g
σρ (∂µgνρ + ∂νgρµ − ∂ρgµν) for the metric (B.1) are (only the
non-vanishing ones are referred)
Γrrr =
h′
2h
, Γrθθ = −
r
h
, Γrφφ = −
r sin2 θ
h
,
Γrtt =
f ′
2h
, Γθθr =
1
r
, Γθφφ = − cos θ sin θ, (B.2)
Γφφr =
1
r
, Γφφθ = cot θ, Γ
t
tr =
f ′
2f
,
where the prime stands for the derivative with respect to the coordinate r. The components of the Ricci
tensor Rµν = R
λ
µλν , where the Riemann tensor is R
ρ
σµν = ∂µΓ
ρ
νσ − ∂νΓρµσ + ΓρµλΓλνσ − ΓρνλΓλµσ, are
Rtt =
f ′′
2h
+
f ′
rh
− f
′
4h
(
h′
h
+
f ′
f
)
,
Rrr =
f ′
4f
(
h′
h
+
f ′
f
)
+
h′
rh
− f
′′
2f
,
Rθθ = Rφφ = 1− 1
h
− r
2h
(
f ′
f
− h
′
h
)
.
(B.3)
The Ricci scalar R = Rµµ is
R =
2
r2
(
1− 1
h
)
− f
′′
fh
+
f ′
2fh
(
f ′
f
+
h′
h
)
− 2
rh
(
f ′
f
− h
′
h
)
. (B.4)
The components of the Einstein tensor Gµν = Rµν − 12Rgµν are
Gtt = f
[
1
r2
(
1− 1
h
)
− 1
r
d
dr
(
1
h
)]
g(r)≡1/h(r)
= f
[
1
r2
(1− g)− g
′
r
]
,
Grr =
1
r2
(1− h) + f
′
rf
,
Gθθ =
r2
2h
(
f ′′
f
+
f ′
rf
− f
′2
2f2
− h
′
rh
− f
′h′
2fh
)
,
Gφφ = sin
2 θ Gθθ.
(B.5)
Finally, the components of the stress-energy tensor Tµν = (ρ+ P )uµuν + gµνP , where P (r) is the radial
pressure and ρ(r) the energy density, for a perfect fluid are
Ttt = fρ, Trr = hP,
Tθθ = r
2P, Tφφ = sin
2 θ Tθθ.
(B.6)
C Imaginary time, periodicity and horizon temperature
We consider a general static spherically spacetime described by the line element
ds2 = −f(r)c2dt2 + 1
g(r)
dr2 + r2dΩ2. (C.1)
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The Taylor expansion of the functions f(r) and g(r) near the horizon r = a is
f(r) ≈ f ′(a)(r − a), g(r) ≈ g′(a)(r − a). (C.2)
Hence, near the horizon, the line element (C.1) takes the form
ds2 ≈ −f ′(a)(r − a)c2dt2 + dr
2
g′(a)(r − a) + a
2dΩ2. (C.3)
Next, we perform the change of variable ξ = 2
√
r−a
g′(a) to write the line element above as
ds ≈ −f
′(a)g′(a)
4
ξ2c2dt2 + dξ2 + a2dΩ2. (C.4)
Equivalently,
ds2 ≈ −κ2ξ2dt2 + dξ2︸ ︷︷ ︸
2−dimensional Rindler spacetime
+ a2dΩ2︸ ︷︷ ︸
2−sphere of radius a
, (C.5)
where we set
κ =
√
f ′(a)g′(a)c
2
, (C.6)
as the surface gravity of the horizon. Performing a Wick rotation t = −iτ , we obtain the Euclidean form
of the metric
ds2E ≈ ξ2d(κτ)2 + dξ2 + a2dΩ2. (C.7)
The singularity at the origin ξ = 0 is a coordinate singularity provided that the imaginary time τ is
periodic with period 2piκ . We note that in this form of the metric the horizon is mapped to the origin.
Next, we consider a quantum scalar field φ(x) at the region near the horizon. The field is described
by a Lagrangian L. The path integral for this field is defined as
〈φ2(x)|e−iH(t2−t1)|φ1(x)〉 =
∫
Dφ exp
[
i
~
∫
dtL
]
, (C.8)
where the integral is taken over field configurations restricted to φ1(x) at t = t1 and φ2(x) at t = t2.
One writes the partition function of a canonical ensemble consisting of the field (H is the Hamiltonian)
at inverse temperature β = (kBT )
−1 as the path integral
Z = tr
(
e−βH
)
=
∫
Dφ exp
[
−1
~
∮ β~
0
dτLE
]
, (C.9)
where LE is the Euclidean Lagrangian. The integral is taken over fields that are periodic in τ , with
period β~. Comparing the two expressions above, we note that the path integral (C.8) is equal to the
partition function (C.9), if one performs a Wick rotation (then it is LE ≡ −L(t = −iτ)) and takes the
field configurations to be periodic in the imaginary time τ with period β~.
We saw that the time τ has also a period 2piκ . Thus, one concludes that the fields are in equilibrium
with the horizon at temperature12
kBT =
~κ
2pi
. (C.10)
According to (C.6), one associates with the horizon of a spherically symmetric spacetime a temperature
kBT =
~c
√
f ′(a)g′(a)c
4pi
. (C.11)
12For a rigorous proof see [111, 112].
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