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Abstract
Fetal Magnetic Resonance Imaging (MRI) provides an invaluable diagnostic tool complemen-
tary to ultrasound due to its high resolution and tissue contrast. In order to accommodate fetal
and maternal motion, MR images of the fetus are typically acquired as stacks of two-dimensional
(2D) slices that freeze in-plane motion, but may form an inconsistent three-dimensional (3D)
volume. Motion correction methods, which reconstruct a high-resolution 3D volume from such
motion corrupted stacks of 2D slices, have revolutionised fetal MRI, enabling detailed studies
of the fetal brain development. However, such motion correction and reconstruction procedures
require a substantial amount of manual data preprocessing in order to isolate fetal tissues from
the rest of the image. Beside the presence of motion artefacts, the main challenges when au-
tomating the processing of fetal MRI are the unpredictable position and orientation of the
fetus, as well as the variability in anatomy due to fetal development. This thesis presents novel
methods based on machine learning and prior knowledge of fetal development to localise auto-
matically organs in fetal MRI in order to automate the preprocessing step of motion correction.
This localisation can also be used to initialise a segmentation, or orient images based on the
fetal anatomy to facilitate clinical examination. The fetal brain is first localised independently
of the orientation of the fetus, and then used as an anchor point to steer features used in
the subsequent localisation of the heart, lungs and liver. The localisation results are used to
segment fetal tissues in each 2D slice and this segmentation can be further refined throughout
the motion correction procedure. The proposed method to segment the fetal brain is shown to
perform as well as a manual preprocessing. Preliminary results on a similar application to the
motion correction of the fetal thorax are also presented.
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Chapter 1
Introduction
1.1 Motivation
Magnetic Resonance Imaging (MRI) of the fetus is an invaluable diagnostic tool complementary
to ultrasound thanks to its superior soft-tissue contrast and larger field of view, while using no
ionizing radiation. Fast scan techniques do not require sedation and can acquire 2D snapshot
images of the fetus in less than a second, freezing fetal motion. Ultrasound, which is low-cost,
widely available and real-time, is the imaging modality of choice during pregnancy. However,
when anomalies are suspected during the ultrasound examination, the high contrast resolu-
tion of MR images can provide important anatomic information that aids clinical diagnosis,
parental counselling, planning the mode of delivery, perinatal care and surgical interventions.
Additionally, MRI of healthy fetuses for research purposes allows to study the development of
the fetus in utero, which can notably provide a better understanding of the consequences of
preterm birth.
The main challenge when imaging the fetus using MRI is fetal motion, which commonly oc-
curs between the acquisition of each 2D slice and results in an inconsistent 3D volume. In the
case of adult subjects, prospective motion correction methods can be used to reduce motion
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artefacts at the time of data acquisition. However, such methods rely on motion estimates
from a tracked marker or inferred from the data itself and are difficult to apply to the fetus.
Retrospective motion correction methods have been developed to produce a high-resolution 3D
volume from successive acquisitions in orthogonal directions. Retrospective motion correction
aims to iteratively align the acquired 2D slices to a reconstructed 3D volume. It can be per-
formed on rigid parts of the fetal body that move at a rate allowing the acquisition of snapshot
images, such as the fetal head or thorax. As the fetus moves independently from the surround-
ing maternal tissues, motion correction requires to isolate the region to be reconstructed so
that image registration will be mainly guided by the anatomy of the fetus. This has so far
involved a substantial amount of manual preprocessing in order to delineate the fetal anatomy
and exclude maternal tissues in each 2D slice.
In this thesis, methods for the automated localisation of fetal organs in MRI are developed.
This localisation aims to automate the preprocessing step of motion correction. It can also be
used to initialise a segmentation, from which the size and shape of fetal organs can be assessed,
or to orient images based on the anatomy of the fetus, whose position and orientation in the
womb are arbitrary, in order to facilitate clinical examination. Automated processing of fetal
MRI will facilitate a wider application of motion correction techniques in clinical practice and
enable large cohort research studies, which would otherwise be excessively time consuming.
1.2 Research contributions and thesis outline
This thesis presents novel methods based on machine learning and prior knowledge of fetal
development to automatically localise organs in fetal MRI. The proposed methods are robust
to fetal motion and independent of the position and orientation of the fetus. The brain is first
localised independently of the orientation of the fetus (Chapter 4), then used as an anchor point
to steer features used in the subsequent localisation of the heart, lungs and liver (Chapter 6).
The localisation results are used to segment fetal tissues in each 2D slice for the motion correc-
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tion of the fetal brain (Chapter 5). Each 2D slice segmentation is further refined throughout
the motion correction procedure, which iteratively aligns the 2D slices with the reconstructed
volume. Preliminary results of the application of the proposed localisation of the lungs to the
motion correction of the thorax are presented in Chapter 6.
Magnetic Resonance Imaging of the fetus is introduced in Chapter 2, which also discusses
basic knowledge on fetal development that could constitute priors for the automated localisation
of fetal organs. The imaging data that is used to evaluate the methods presented in this work
is described in Chapter 2. Chapter 3 reviews the state-of-the-art in machine learning, which
enables a computer program to learn from examples, and provides an overview of image features
that are used in automated object detection. A particular emphasis is placed on the Random
Forest algorithm and rectangle features, which are used respectively in Chapters 5 and 6. A
review of the current state-of-the-art methods for automated organ localisation is also presented.
The remainder of this section gives a more detailed overview of the contributions of this
thesis.
1.2.1 Automated localisation of the brain in fetal MRI
Chapter 4 presents an automated method for accurate and robust localisation of the fetal brain
in MRI when the image data is acquired as stacks of 2D slices misaligned due to fetal motion.
This localisation method provides an initialisation for motion correction of the fetal brain based
on image registration, thus allowing for a fully automated motion correction procedure, which
is presented in Chapter 5. Considering that motion correction is an iterative process where
only registration results are forwarded from one iteration to the next, we propose to update
the segmentation of the brain throughout the motion correction procedure. The registration
results are used to align probabilistic segmentations of the individual slices and initialise a Con-
ditional Random Field (CRF) segmentation of the currently reconstructed volume, providing
a segmentation update that progressively increases precision and confidence levels.
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1.2.2 Normalising image coordinates for fetal age
There are large morphological changes occurring in the developing fetus during the second
and third trimesters of pregnancy. By the time a woman undergoes an MR examination,
ultrasound scans have already been performed and provide an estimation of the gestational
age of the fetus. This gestational age can be used to infer biometric measurements from
standard growth charts, which are commonly used during pregnancy follow-up examinations.
Such measurements can then form priors to guide and constrain the automated localisation
process. In particular, a method is proposed in Chapter 6 to normalise the MR data for fetal
age by normalising the images to account for the gestational age. This allows subsequent
processing to become invariant to the variability in size of the fetus due to the advancement of
the pregnancy. Moreover, such an approach can allow useful results to be obtained with less
training data and enable the use of training data from a more heterogeneous group of subjects.
1.2.3 Automated localisation of the heart, lungs and liver in fetal
MRI
Building on the brain localisation method of Chapter 4, Chapter 6 presents a localisation
pipeline for the heart, lungs and liver of the fetus. We propose to use steerable cube features
in order to account for the arbitrary orientation of the fetus. Such features can be efficiently
computed using the integral image, which is an intermediate image representation for the rapid
calculation of region sums. The location of the brain is first used as an anchor point to steer
the extraction of image features and formulate candidate locations for the heart. Candidate
hypotheses for the lungs and liver locations are then obtained by rotating features around
the heart–brain axis. The classification scores are then combined with a prior for the spatial
configuration of the fetal organs in order to select the best candidate location for each organ. We
present preliminary results on the application of the proposed method to the motion correction
of the fetal thorax.
Chapter 2
Magnetic Resonance Imaging of the
fetus and fetal development
This chapter introduces fetal MRI, in particular structural T2-weighted MRI, and its role in
the assessment of fetal development during pregnancy. It then considers the main challenges
facing the automated analysis of fetal MRI, and discusses knowledge from the medical field that
could constitute priors to guide the localisation of fetal organs, given the gestational age of the
fetus. A description of the imaging data used in the evaluation of the methods presented in this
thesis is also provided.
2.1 Imaging the developing fetus
Routine examinations during a pregnancy are carried out using 2D ultrasound imaging due to
its safety for the fetus, low cost and portability (imaging can be performed at the woman’s
bedside). In the United Kingdom, the National Health Service offers pregnant women at least
two ultrasound scans. A first scan takes place at around 8–14 weeks to confirm the pregnancy
and determine the due date, and a second scan at around 18–21 weeks to check for structural
abnormalities, in particular in the head and spine of the fetus [105]. 3D ultrasound imaging
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is an extension of the standard 2D ultrasonography that can provide volumetric images of the
fetus and its internal organs. Although not as ubiquitous as its 2D counterpart, 3D ultrasound
is increasingly used for fetal examination. When anomalies are suspected during the ultrasound
examination, MR scans of the fetus can be performed to obtain a more robust diagnosis as they
provide images with a superior soft-tissue contrast. Neither ultrasound nor MRI use any ionising
radiation and they are not considered to have any teratogenic effect on the developing fetus.
While ultrasound remains the method of choice for screening for fetal anomalies, ultrasound
and MRI are complementary to each other for prenatal diagnostic imaging [117]. Ultrasound is
well suited for real-time observation of fetal behavior or 3D surface rendering of the fetal face,
while MRI is the method of choice when investigating central nervous system abnormalities.
These different imaging modalities are presented in Figure 2.1 and discussed in more details in
the remainder of this chapter.
Figure 2.1: Examples of 2D ultrasound, volume rendering of the fetal face from 3D ultrasound
and MRI1.
2.1.1 Ultrasonography (US)
2D ultrasound images result from the transmission of pulses of ultrasound waves sent through
the body from a curvilinear array of transducers. These waves are reflected off tissue boundaries
and then detected with a time delay from which the distance from the transducers can be
inferred. The intensity values in ultrasound images are related to the echogenicity of the
1Sources: 2D ultrasound from user Mirmillon of Wikimedia Commons (public domain), 3D ultrasound from
user Patrick Evans of Flickr (license CC BY-NC 2.0)
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underlying tissue, namely its ability to reflect the ultrasound waves. 3D ultrasound images
are reconstructed from consecutive tomographic images obtained by tilting a 2D ultrasound
transducer array. In Doppler ultrasound, ultrasound waves reflect off circulating red blood
cells, enabling the visualisation of blood flow in different parts of the fetal body, or blood
exchange between fetus and mother.
2.1.2 Magnetic Resonance Imaging (MRI)
Formation process of MR images
A MR scanner produces a constant magnetic field B0, whose effect is to align the magnetic
moments of protons (hydrogen nuclei) with the direction of the B0 field. A radiofrequency (RF)
pulse is applied to the protons, temporarily creating a second magnetic field B1 orthogonal to B0
that perturbs the equilibrium. Once the RF pulse is removed, the nuclei realign themselves with
the magnetic field B0. This return to equilibrium involves relaxation processes, characterised
by time constants and the emission of electromagnetic radiation, from which MR images are
derived. The MR signal as measured by the scanner is sampled in the spatial frequency domain
(k-space), and a spatial image is reconstructed using a Fourier transform. Intensity values
in MR images result from the proton density, which is higher in water and fat tissue, the
longitudinal relaxation time T1, which defines the recovery rate of longitudinal magnetisation,
and the transverse relaxation time T2, which defines the decay rate of transverse magnetisation.
In order to obtain a different weighting between these three parameters, MRI can use se-
quences with different echo time TE, which is the time between the application of a RF excita-
tion pulse and the time when the centre of k-space is encoded, and repetition time TR, which is
the time between two successive excitations of the same slice or slab. The TE is usually shorter
than the TR. A long TR and short TE correspond to a proton density-weighted sequence, a
short TR and short TE to a T1-weighted sequence, and a long TR and long TE a T2-weighted
sequence.
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Fetal MRI is particularly challenging as it requires high spatial resolution to capture the
small anatomic structures of the fetus, and rapid image acquisition, due to both fetal and
maternal motion [98]. Maternal breathing may move the fetus and the fetus itself can and does
spontaneously move during imaging. These movements are unpredictable and may be large,
particularly involving substantial head rotations. High resolution MR imaging with volumetric
coverage using true 3D acquisition methods is widely available and provides rich data for image
analysis. However such detailed volumetric data generally takes several minutes to acquire
and requires the subject to remain still or move only small distances during acquisition. As a
result, although some volumetric approaches are being considered [67, 108], most fetal imaging
is performed using single shot methods to acquire 2D slices, such as single shot fast spin echo
(ssFSE) [71] and echo planar imaging (EPI) [24]. These methods can freeze fetal motion, so
that each individual slice is generally artefact free, but stacks of slices required to provide whole
coverage of the fetal anatomy may be mutually inconsistent. Portions of the fetal anatomy,
in particular the limbs, can be excluded or appear multiple times in the stack of 2D slices
(Figure 2.2).
Figure 2.2: Adjacent slices in which bulk movement of the fetus produces heterogenous signal
in the amniotic fluid (red arrows). An arm of the fetus is visible in the middle slice (green
arrow), but not in the adjacent slices (fetus of 23 weeks of gestational age).
In order to reduce motion artefacts, a first scanning strategy is to shorten the acquisition
time by limiting the number of slices that are acquired, at the expense of a lower through-plane
resolution. This strategy leads to a large spacing between slices, typically 4mm thickness for
whole womb coverage (Figure 2.4.a) and 2.5mm thickness for fetal centred acquisitions, for
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an in-plane resolution of 1mm. If the fetus stays relatively immobile during the time of the
acquisition, typically 40s, each slice can be segmented to form a coherent 3D volume. This
segmentation enables a volumetric assessment of the fetal organs [37]. However, it produces
striking staircase artefacts due to the small size of the fetus compared to the slice thickness
(Figure 2.3).
Figure 2.3: Manual segmentation on MRI data with a low through-plane resolution (4.4mm).
Staircase effect, and organs such as the kidneys (white and purple) are only covered by 3 slices
(fetus of 27 weeks of gestational age).
While this first strategy undersamples the 3D volume, a second strategy is to perform over-
sampling, using a high through-plane resolution and repeated acquisitions of the 3D volume. To
reduce the scan time while avoiding slice cross-talk artefacts, which correspond to interference
between adjacent slices, contiguous slices are not acquired sequentially but in an interleaved
manner across time (Figure 2.5). This gives motion artefacts a saw-toothed appearance high-
lighted in Figure 2.4.b. Several stacks of 2D slices are successively acquired in orthogonal
directions and combined to produce a high-resolution motion corrected volume (Section 2.1.3).
Safety of fetal MRI
Although MRI is considered safe for the fetus [150], the risks of MRI during early pregnancy are
unknown and MR scans are avoided as a precautionary measure before 18 weeks of gestation,
as the risk of miscarriage is higher during the first trimester. In addition, the typical resolution
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(a)
(b)
Figure 2.4: Example scans with the native 2D slices in sagittal orientation, acquired with a
slice thickness of 4.4mm (a) and a slice thickness of 1.3mm (b). A zoomed patch of the coronal
section highlights the staircase effect due to the slice thickness in (a) and interleaving artefacts
due to fetal motion in (b).
Figure 2.5: As the time required to acquire data for a single slice is less than TR, data for other
slices can be acquired during the remaining time. Adjacent slices are not acquired sequentially
but are separated in time, so that each slice is excited by a specific RF pulse without being
affected by adjacent slices (figure adapted from Levine [92]).
of MRI (1mm3) would be too coarse for the embryo which measures less than 2cm at 8 weeks
[113], while the fetus measures 15cm at 18 weeks [6]. In comparison, ultrasound has a typical
resolution of 0.1mm3, which is well suited for imaging the embryo during the first trimester of
pregnancy.
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A general concern regarding MRI is to screen patients for any ferromagnetic materials, which
may turn into dangerous projectiles due to the strong magnetic fields. Additionally, the energy
deposited by RF pulses can lead to tissue heating. Following the guidelines of the UK National
Radiological Protection Board [106], the temperature of any mass of tissue should not rise
above 1° centigrade. As a precautionary measure, the body temperature of pregnant women
is checked prior to the MRI examination, which is not carried out in case of an abnormally
high temperature. The maternal tissues that surround the fetus have been shown to reduce
sufficiently the high level of noise during the MRI examination, which is due to the rapidly
oscillating electromagnetic currents within the gradient coils [8, 60].
Role of fetal MRI
The main focus of fetal MRI is in imaging of the brain due to its crucial role in fetal develop-
ment [130]. The soft tissue contrast of MR imaging enables a detailed evaluation of the central
nervous system in a manner not possible with ultrasonography [94]. The information provided
by MR images improves clinical diagnosis and aids in patient counselling, where it may as-
sist in the decision to continue or discontinue a pregnancy, as well as in planning delivery or
perinatal care. Additionally, fetal MRI is used in the planning of in-utero surgery or ex-utero
intrapartum treatment (EXIT), which is a Caesarean section immediately followed by a surgi-
cal procedure while the fetus is still attached to the umbilical cord [93]. EXIT procedures are
mostly performed to remove an obstruction in the airways of the fetus. There is also a growing
interest in using MRI to study other aspects of fetal development, such as assessing the severity
of intrauterine growth restriction (IUGR) [37], the development of the fetal lungs [76] or the
fetal musculoskeletal system [107]. The soft tissues of the fetal cleft lip and palate, which are
difficult to visualise with ultrasound, is another area where MRI shows potential [140]. The
work of Levine [92] provides a comprehensive illustration of the normal and abnormal fetal
anatomy that can be visualised using MRI.
This thesis focuses on structural T2-weighted MRI of the fetus, which enables detailed ob-
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servations of the fetal anatomy. Other applications of Magnetic Resonance to the fetus are
functional MRI to study the brain activity of the fetus [48], diffusion weighted MRI to study
the brain connectivity [146], or cine sequences, which can be used to study fetal behaviour [64].
2.1.3 Motion correction of fetal MRI
Motion correction methods have revolutionised MRI of the fetal brain by reconstructing a
high-resolution 3D volume of the fetal brain from orthogonal acquisitions of motion corrupted
stacks of 2D slices (Figure 2.6). Such reconstructions are valuable for both clinical and research
applications. They enable a qualitative assessment of abnormalities suspected on antenatal ul-
trasound scans [130] and are an essential tool to gain a better understanding of the development
of the fetal brain, pushing back the frontiers of neuroscience [146].
In order to correct for bulk motion artefacts, motion correction methods can be performed
prospectively, namely by adapting the imaging sequence in real-time during the scan, or retro-
spectively in a post-processing step. Prospective methods are often navigator-based [163, 167]
or self-navigated sequences [116]. A navigator is an estimate of the anatomical positioning
that is used to update the acquisition process as it proceeds. It can be derived from external
markers, such as an electrocardiogram (ECG) when imaging the adult heart [163], from addi-
tional MRI measurements [167], or from the acquired data itself in the case of self-navigated
sequences [116]. In contrast to imaging adults or children, external tracking devices cannot
be used to track fetal movement and prospective motion correction methods can only rely on
image-based tracking. Bonel et al. [11] proposed to image the fetal brain using an image-based
navigator to trigger fast snapshot slice acquisition while the fetus is stationary. However, the
proposed approach greatly increases the scanning time while not being robust to vigorous fetal
motion [98]. In clinical practice, fetal MRI data is usually acquired as multiple stacks of 2D
slices in multiple directions, using fast acquisition methods and overcoming motion artefacts
by repeating the acquisition process multiple times. This has motivated the development of
retrospective motion correction methods based on image registration and superresolution [145].
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Figure 2.6: Diagramme for the motion correction of fetal brain MRI.
Several methods have been proposed to correct fetal motion retrospectively and reconstruct
a single high-resolution 3D volume from orthogonal stacks of misaligned 2D slices. The most
common approach is slice-to-volume registration, where slices are iteratively registered to an es-
timation of the reconstructed 3D volume [58, 71, 87, 121]. Another approach proposed by Kim
et al. [81] formulates the motion correction problem as the optimisation of the intersections of
all slice pairs from all orthogonally planned scans. In addition to recovering the rigid transfor-
mations between the acquired slices and the motion corrected volume, most of these methods
include a bias field correction as well as a superresolution step. Kuklisova-Murgasova et al.
[87] also incorporates the detection of slices that do not match with the reconstructed volume,
either due to a failed registration or excessive motion artefacts. A comprehensive overview of
motion correction methods is given in Studholme and Rousseau [146]. While most published
methods focus on applying motion correction to the fetal brain, Kainz et al. [74] applied the
method of Kuklisova-Murgasova et al. [87] to the reconstruction of the fetal thorax [73], and
later extended it to the whole fetal body using a patch-based approach [75].
Motion correction and reconstruction methods generally require a substantial amount of
preprocessing. In all proposed methods, the fetal head is considered a rigid object moving
independently from the surrounding maternal tissues. Therefore, a manual segmentation is
required to isolate the fetal brain from the rest of the image. The organ localisation methods
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presented in this thesis can be used to automate this preprocessing step (Figure 2.6). In the
following section, we outline the main principles of slice-to-volume registration with superreso-
lution [58, 87, 122], which corresponds to the motion correction method that has been used in
the work presented in this thesis.
Slice-to-volume registration with superresolution
Retrospective motion correction of fetal MRI is both a registration problem, as it seeks to align
each 2D slice with the anatomy of the fetus, and a superresolution problem, as low resolution
images are combined to produce a higher resolution image [68]. The problem of aligning the
acquired 2D slices Y1, ..., YK into a motion corrected 3D volume X can be formulated as follows:
In order to account for the change of contrast between slices, we denote Y ∗k the scaled and bias
corrected slices Yk. The intensities of the voxels of Y
∗
k can be written y
∗
jk = ske
−bjkyjk, where
sk is a global scale factor for the k
th slice and bjk the bias field at the j
th voxel. Considering
that the brain is a rigid body, the relation between the acquired slices and the motion corrected
volume can then be written:
Y ∗k = DBTkX + k (2.1)
where Tk is a rigid transformation, B is a blur matrix, D is the subsampling matrix and k is
the observation noise [87, 121].
Motion correction is formulated as a least squares minimisation problem and solved using
gradient descent. In the absence of an image prior, high-frequency noise can be introduced in
the least squares solution. A regularisation term R(X) is therefore added to the minimisation
problem as a penalty on the image derivatives. An edge-preserving regularisation term can be
used to minimise the smoothing effect of regularisation [23]:
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Figure 2.7: The acquired 2D slices are iteratively registered to the reconstructed 3D volume
[87] with an increasing image resolution. The segmentation of the brain is updated during the
last iterations of motion correction, as presented in Chapter 5.
R(X) =
∑
i
∑
d
ϕ(
xi+d − xi
δ|d| ) (2.2)
where ϕ(t) = 2
√
1 + t2− 2 and d represents a vector between an index of a voxel and one of its
26 neighbours. δ is a parameter that defines the difference of voxel intensities corresponding to
an edge. Noting ejk the j
th voxel of the reconstruction error k, the least squares minimisation
can thus be written as:
∑
j
∑
k
e2jk + λR(X) (2.3)
where λ is a regularisation weight. Motion correction is an iterative procedure that alternates
between slice-to-volume registration and superresolution. Following a multiscale approach, the
spatial resolution of the reconstructed volume is increased throughout this iterative process
(Figure 2.7).
2.2 Fetal development
Beside motion artefacts, the main challenges when developing methods to automatically process
fetal MRI are the unpredictable position and orientation of the fetus, as well as the large
variability in shape and appearance due to fetal development. In this section, we consider the
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incidence of cephalic presentation and the use of standard growth charts as priors that can
guide an automated analysis of fetal MRI. We also look at the main appearance patterns that
characterise the fetal anatomy in T2 -weighted MRI.
2.2.1 Incidence of cephalic presentation
(a) (b)
Figure 2.8: These two images correspond to the same maternal position, but a position of the
fetus rotated by 90°: cephalic presentation (a) and breech presentation (b). Both fetuses are
30 weeks of gestational age.
Towards the end of pregnancy, most babies turn spontaneously into the cephalic presenta-
tion, with the fetal head descending into the pelvic cavity (Figure 2.8.a). The incidence of
breech presentation, corresponding to the feet or sacrum in the pelvic cavity (Figure 2.8.b),
decreases from about 20% at 28 weeks of gestation to 3–4% at term [126]. The orientation
of the fetus thus becomes more predictable as the due date approaches. The probability of a
cephalic presentation could hence be envisaged as prior knowledge when localising the fetus
near term. A localisation pipeline can then consider implementing a bias toward a cephalic
presentation, assuming the orientation of the mother is known. However, diagnostic scans are
usually performed as early as possible during the pregnancy [119] while the head engagement,
which is the movement of the fetus to cephalic presentation, occurs during the third trimester.
The position of the fetus relative to the mother is thus not considered in this thesis as a robust
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prior when automatically localising the fetus. The chosen approach is instead to consider all
maternal tissues as image background that bears little cues for the position and orientation of
the fetus.
2.2.2 Fetal growth
24 weeks 30 weeks 38 weeks
Figure 2.9: Healthy fetuses at different gestational ages, highlighting the anatomical changes
taking place during the development of the fetus. The top row images are manual segmentations
from Damodaram et al. [37] while the bottom row images were obtained after motion correction
using the method of Kuklisova-Murgasova et al. [87], with the interleaved segmentation and
motion correction presented in Chapter 5.
The development of the fetus during the second and third trimester is characterised by an
increase in size, as well as a maturation of tissues leading to a change of tissue contrast in MRI
(Figure 2.9). In particular, the length of the fetus increases by 50% between 23 weeks and term
(40 weeks) [6]. Several anatomical measurements are usually performed during an ultrasound
examination. In particular, the occipitofrontal diameter (OFD) and the biparietal diameter
(BPD) characterise the size and shape of the fetal head, and the crown-rump length (CRL)
is a measure of the global size of the fetus (Figure 2.10). These measurements are compared
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to standard growth charts2 established from large scale studies [25], in order to assess the
development of the fetus. The gestational age is typically calculated from the date of the
last menstrual period, and confirmed with data from early antenatal ultrasound scans. These
biometric measurements are used as priors in the localisation methods presented in this thesis.
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Figure 2.10: Crown-rump length (CRL), occipitofrontal diameter (OFD) and biparietal diame-
ter (BPD) are biometric measurements commonly used when assessing the development of the
fetus. OFD and BPD measurements are reproduced from Snijders and Nicolaides [143], and
CRL from Archie et al. [6].
It can be noted that the growth of the fetus is allometric [66], namely that different parts of
the body grow at different rates, although this is more pronounced during the embryogenesis
than during fetal development. When using biometric measurements from standard growth
charts as priors in the localisation process, it is important to consider the risks of abnormal
fetal development, such as IUGR [37], in the validation of the proposed methods. IUGR is
2http://www.rcpch.ac.uk/research/uk-who-growth-charts#charts
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diagnosed by an estimated fetal weight below the 5th centile during ultrasound examination.
IUGR fetuses are abnormally small for their gestational age (Figure 2.11).
Healthy IUGR
27 weeks of gestational age
Figure 2.11: Healthy and IUGR fetuses at the same gestational age (27 weeks). The size of the
head is preserved but the rest of the body is abnormally small.
2.2.3 Appearance patterns in fetal MRI
Although the relative ordering of MR intensity values between different tissue types will be
consistent across subjects and across scanners, there are no absolute intensity values that can
be used to characterise homologous tissue types across subjects. In order to make comparisons
on the relative intensity of specific anatomical regions across different subjects, a reference
intensity must be taken. For instance, Levine et al. [95] chose the amniotic fluid as a reference
intensity and observed that the T2 signal intensity is higher in the lungs of older gestational age
fetuses. Methods have been proposed to normalise the intensity distribution across different
MR images [109]. However such methods assume that the different images to normalise share
a similar tissue distribution, which is not the case for fetal MRI due to the amniotic fluid and
maternal tissues surrounding the fetus. This motivates the choice of image features which are
robust to contrast changes and intensity shifts in the methods developed in this thesis.
In order to automate the analysis of fetal MRI, it is important to consider which are the
repetitive intensity patterns that are consistent over a large range of fetuses. Some observations
can be performed after computing the average image of a healthy fetus from a database of fetuses
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Figure 2.12: Average image of 30 healthy fetuses after normalisation and alignment defined by
anatomical landmarks. It highlights the characteristic intensity patterns in fetal MRI for the
brain, heart, lungs, stomach and liver. The bottom row corresponds to the average of each
individual segmentation.
that have been manually segmented [37]. Figure 2.12 was obtained after aligning 30 healthy
fetuses with a gestational age from 24 to 38 weeks. This alignment has been performed using
anatomical landmarks, after normalising the size of the fetuses according to their gestational
ages.
The first consideration which can be made is that the fetal body is composed of two main
rigid components, the head and the trunk (composed by the thorax and abdomen). The limbs
are not visible in Figure 2.12 due to their large degree of freedom. A second consideration
can be made based on the contrast patterns of the fetal organs that are distinguishable in this
average image. The brain, lungs and stomach display high intensity patterns, while the heart
and the liver appear darker. The heart appears as a black sphere due to the signal loss when
imaging the fast beating heart of the fetus.
A third consideration is the left-right asymmetry of the human body: the stomach is on the
left side and the liver on the right side. The left lung is slightly smaller than the right lung,
the heart being on the left side of the body. This asymmetry has practical implications when
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developing a machine learning based model of the fetus. In particular, it is important to use
a consistent left/right convention before extracting features that are computed on the image
grid. As detailed in Appendix A, there are indeed two possible conventions, neurological or
radiological, which correspond respectively to a direct or an indirect basis for the coordinate
system of the scanner. Additionally, mirroring images is a common practice in machine learning
in order to augment the size of the training database. This approach can be considered for the
fetal head, but not for the whole body of the fetus.
2.2.4 Modelling of the fetal body in MRI
A skeleton based model, using joints articulations as landmarks, sounds appealing as it corre-
sponds to the intuitive representation of the human body. There are currently two publications
which propose such a model. The method of Anquez et al. [5] is semi-automated, with a manual
selection of landmarks in the arms and legs, while the work of Klinder et al. [83] only considers
the feasibility of estimating the pose of a skeleton model from candidate landmarks, leaving
the detection step of these landmarks as a future development.
In this thesis, we advocate for a blob-like model instead of a skeleton based model and focus
on the detection of the center of different organs (brain, heart, lungs and liver). This choice
is motivated by the fact that these organs have a size which is large compared to the slice
thickness and due to their blob-like shape, they appear as relatively coherent 3D structures
despite motion artefacts. The bones of the fetus, which are thin tubular structures, may not
form a 3D structure as coherent as the previously mentioned fetal organs in the case of fetal
movement. Moreover, unlike the bones of the fetus, these organs are clearly visible in the ssFSE
and single shot turbo spin echo (ssTSE) sequences used throughout this thesis. This choice of
model might be different for another MRI sequence, as the bones of the fetus are particularly
visible in EPI sequences [107].
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2.3 Imaging data
The imaging data used for the evaluation of the methods presented in this work was acquired
in the context of previous works carried out at Hammersmith Hospital [37, 136].
2.3.1 Dataset 1: used for training and cross-validation of the fetal
brain localisation and segmentation methods
Between 2007 and 2011, a cohort of 80 fetuses with normal brain appearances was scanned for
the purpose of constructing a spatio-temporal atlas of the developing brain (Serag et al. [136]).
A subset of this data was obtained and used in the present work to evaluate the proposed
method for the localisation and segmentation of the fetal brain.
Fetal MRI was performed on a 1.5T Philips Achieva MRI system using a 32 channel cardiac
array for signal reception. Ethical approval was granted by the Hammersmith Hospital Ethics
Committee (ethics no. 97/H0707/105). Stacks of T2-weighted dynamic ssTSE images were
obtained with the following scanning parameters: TR 15000ms, TE 160ms, slice thickness of
2.5mm, slice overlap of 1.25mm, flip angle 90°. The in-plane resolution is 1.25mm. There were
50-100 slices per stack divided into 4–6 interleaved packets, with one packet acquired within
a single TR. Acquisition times are about 1–2min per stack, all stacks being acquired within
15–20min. A parallel imaging speed up SENSE factor of two was applied in all stacks.
Dataset 1 includes 59 healthy fetuses whose gestational age range from 22 to 39 weeks, with
5 fetuses scanned twice and 1 three times, amounting to a total of 66 sets of scans. Each set
consists of 3 to 8 scans acquired in three standard orthogonal planes, representing a total of
117 sagittal, 113 coronal and 228 transverse scans. Ground truth annotations were performed
specifically for this thesis. Bounding boxes have been tightly drawn manually around the brain
using purpose-built software3.
3https://github.com/kevin-keraudren/crop-boxes-3D
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2.3.2 Dataset 2: used for training and cross-validation of the method
to localise the fetal heart, lungs and liver
Dataset 2 and dataset 3, which consist of 1.5T T2-weighted ssTSE images, were used in the
present work to evaluate the proposed method to localise the fetal heart, lungs and liver.
The imaging data in dataset 2 has been acquired between 2007 and 2009 for a study as-
sessing the usability of MRI to characterise IUGR (Damodaram et al. [37]). Ethical ap-
proval was granted by the Hammersmith Hospital Ethics Committee (ethics no. 2003/6375
& 07/H0707/105). It consists of 55 scans covering the whole uterus for 30 healthy subjects and
25 IUGR subjects (scanning parameters: TR 1000ms, TE 98ms, 4mm slice thickness, 0.4mm
slice gap). Gestional ages range from 20 to 38 weeks. A ground truth segmentation for all fetal
organs was provided by an expert [37]. However these manual segmentations were provided for
cropped versions of the original scans and did not include the metadata corresponding to the
scanner coordinates. Template matching was used in order to align these segmentations with
the original volume of the whole uterus.
2.3.3 Dataset 3: used for testing the method to localise the fetal
heart, lungs and liver
Dataset 3 corresponds to 64 sets of scans from the same 59 healthy subjects as in dataset 1,
representing a total of 224 stacks of 2D slices. It corresponds to the same data as dataset 1
after exclusion of the scans that do not cover the thorax and abdomen of the fetus. The centres
of the heart, left lung, right lung and liver have been manually annotated in ITK-SNAP [173]
to provide ground truth for the evaluations carried out in this thesis.
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2.4 Challenges in the automated analysis of fetal MRI
The main challenges facing the automated analysis of fetal MRI can be summarised as:
• The arbitrary position and orientation of the fetus;
• The fetus is bathed in amniotic fluid and surrounded by maternal tissues;
• There is a large variability in shape and appearance due to fetal development;
• The presence of motion artefacts caused by both the fetus and the mother.
We observed that the gestational age can be used to infer the size of the fetus, thus reducing
the number of unknown parameters in the localisation of fetal organs. Nevertheless, a large
degree of variability still remains between MR images of different fetuses. This motivates the
choice of an approach based on machine learning, which is introduced in the next chapter,
in order to automatically localise the fetal organs. Such an approach learns from annotated
examples and automatically discovers patterns in the images that allow to generalise from a
training database to new subjects.
Chapter 3
Machine learning and object detection
This chapter presents how machine learning can be applied to the task of object detection,
following the extraction of features that summarise local information from the image data. A
detection pipeline for fetal organs must accommodate the unknown orientation of the fetus. The
emphasis in this chapter is thus placed on the choice of image features as well as the different
search strategies more than machine learning algorithms themselves. We then review the liter-
ature on organ localisation, including atlas-based methods and machine learning approaches.
3.1 Introduction
Machine learning is the study of generic algorithms able to uncover structure in the data
without being explicitly programmed [131]. Within the field of machine learning [63], supervised
learning focuses on learning from annotated examples: classification is the prediction of discrete
variables, such as categories, while regression is the prediction of continuous variables. In order
to accommodate the variable appearance of different objects within a same category, object
detection typically relies on a machine learning framework and is formulated as a supervised
learning problem. A machine learning algorithm is trained on training data, using validation
data to adjust the parameters of the model. Testing data, which has not been seen by the
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detector during training or validation, is then used to assess the accuracy of the trained model.
In order to demonstrate that a trained model is able to generalise to unseen data, it is paramount
to preserve the separation between the training and testing datasets. A model which performs
accurate predictions for the training data but has a poor performance for unseen data is said
to be overfitting [63].
For the task of object detection, a trained detector is typically applied at every pixel location
in the image, in what is called a sliding window approach [161]. As individual pixel values may
not be sufficient to characterise the presence of an object, features are computed from the image
data in a local neighbourhood, or window. Examples of image features, also called descriptors,
are presented in Section 3.2. We present the most widely used image features for the task
of object detection, namely convolutional features, rectangle features, Histogram of Oriented
Gradients (HOG) features [36] and Scale Invariant Feature Transform (SIFT) features [97], as
well as the less known spherical 3D Gabor descriptors [139], which are of particular interest
in the context of rotation invariant object detection. These different image features cover
several properties of image descriptors, in particular sparse or dense computation and rotation
invariance. While some features, such as SIFT features, have been carefully engineered, others
are based on a simple design and a training step that is used to shape them into discriminative
descriptors, as in the case of convolutional and rectangle features.
The extracted features are then passed to a machine learning algorithm, such as an AdaBoost
classifier, a Support Vector Machine (SVM) or a Random Forest [15], introduced in Section 3.3.
In Section 3.4, we review different search strategies that can be found in the literature in order
to detect objects of unknown scale or orientation, to efficiently reduce the search space, and to
detect objects composed of multiple parts. Finally, Section 3.5 reviews the current literature
on organ localisation, with a particular focus on applications dedicated to the fetus.
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3.2 Image features
3.2.1 Convolutional features
Linear filters, which convolve an image with a kernel and compute for each pixel a weighted
sum of its local neighbourhood, are widely used to extract features from images [147]. The
convolution of a 2D image I with a kernel W results in the image F given in Equation 3.1:
F (i, j) =
∑
k,l
I(i− k, j − l)W (k, l) (3.1)
where (i, j) and (k, l) are indices over the (width, height) of the image I and the kernel W .
As a convolution in image space corresponds to a product in Fourier space, the Fast Fourier
Transform (FFT) can be used to perform large-kernel convolutions in a time independent of
the kernel size. The work of Freeman and Adelson [52] on steerable filters presents a method
to efficiently compute the output of rotated filters from the convolutions of basis filters.
Figure 3.1: Several Gabor kernels are typically used to cover different orientations and scales,
forming filter banks: varying frequency ν ∈ {0.05, 0.2} and orientation θ ∈ {−45°, 0°, 45°}.
Convolution kernels can be either hand-crafted kernels, such as the Sobel kernel for edge
detection and Gabor filters [38, 55] (Figure 3.1) that can be used to characterise oriented
structures [156], or learnt kernels as in convolutional neural networks (CNNs) [91]. CNNs
incorporate feature extraction within the training stage of the classifier and learn a hierarchy of
convolutional filters using the backpropagation algorithm [129]. A CNN is made of a succession
of layers composed of multiple convolution kernels. Non-linear operations, such as max-pooling
[118], normalisation and the ReLU activation function f(x) = max(0, x) [103], are applied
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before passing the convolution results from one layer to the following layer, resulting in feature
maps of decreasing size. The output of the last convolutional layer is a high dimensional feature
vector, which is transformed into a classification result using an activation function such as the
softmax function. Such methods have known recent successes in object detection [86] following
advances in the development of graphics processor units (GPUs) that made possible to train
larger networks.
Beside their computational properties, an argument in favour of convolutional features is that
they provide a plausible model for the cells in the visual cortex of mammals [39]. However,
the works of Viola and Jones [161] in object detection and Varma and Zisserman [159] in
texture classification showed that simpler features, such as the rectangle features presented in
the following section, could be sufficiently discriminative for image classification tasks.
3.2.2 Rectangle features
Viola and Jones [161] proposed to use features based on differences of the mean intensity in
rectangular regions. These features, called Haar-like features due to their similarity with the
Haar basis functions [112], are defined by a pattern (Figure 3.3.a) as well as a position in the
sliding window. They can be efficiently computed using an intermediate representation of the
image called an integral image [32]. The integral image, also known as the summed area table,
is the 2D cumulative sum of an image. It stores at a given pixel the sum of all pixels to its left
and above in the original image (Equation 3.2). Using the integral image, the mean intensity
in a rectangular region can be computed in 4 table lookups, whatever the dimensions of the
region (Figure 3.2):
ii(x, y) =
∑
x′≤x,y′≤y
I(x′, y′) (3.2)
where I is the original image, ii its integral image, (x′, y′) and (x, y) are indices over the (width,
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A B
C D
2 = A+B
3 = A+ C
4 = A+B+C+D
D = 4 + 1− (3 + 2)
Figure 3.2: The integral image enables the fast computation of the sum of pixels over an image
patch D, with four table lookups independently of the size of the patch (figure reproduced from
[161]).
height) of I and ii. The extension to 3D is straightforward, with the sum over an image cube
requiring only 8 table lookups. Rotated versions of the integral image have been later proposed
to compute rectangle features rotated by 45° [96], or unit-integer rotations [100]. However, the
method of Messom and Barczak [100] does not cover all rotations and more importantly, each
selected rotation will require the computation of a rotated integral image.
Local Binary Patterns (LBPs) [110] are a different set of rectangle features that are invariant
to intensity shift, which is of particular interest when working with MR images. In the 2D case,
an LBP feature is defined by a central rectangle and its 8 adjacent neighbours (Figure 3.3.b).
For each neighbour, the mean intensity is compared to the mean intensity of the central rect-
angle, leading to a pattern within a set of 28 possibilities. These features are binary as they
only compare intensities, while Haar-like features are continuous values as they compute the
difference of mean intensities.
(a) (b) (c)
Figure 3.3: Examples of (a) Haar-like features [161], (b) local binary patterns [110], which
compares the mean intensity of the central region (grey area) to its eight neighbours, and (c)
simple rectangle features [31].
While Viola and Jones [161] relied on a predefined set of patterns that could include as many
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as four rectangles, Criminisi et al. [31] showed that a simpler approach, which computes the
difference of the mean intensity of two patches of random sizes and at random locations in the
sliding window (Figure 3.3.c), is sufficiently discriminative to train a classifier. Pauly et al.
[114] additionally used absolute comparisons to achieve invariance to intensity shift.
3.2.3 Histogram of Oriented Gradients (HOG)
(a) (b) (c)
Figure 3.4: (a) Original image, (b) HOG features using the visualisation of Dalal and Triggs
[36] (c) inverted HOG visualisation proposed by Vondrick et al. [162].
Dalal and Triggs [36] introduced HOG features for pedestrian detection, which have since
been applied to a variety of object detection tasks, notably in the part-based object detection
model developed by Felzenszwalb et al. [45]. HOG features are normalised local histograms of
gradient orientations that are computed in a dense overlapping grid (Figure 3.4.b). Objects are
hence characterised by local distributions of edge directions. Gradients are computed at a single
scale and fixed orientation, without preprocessing such as blurring. The computed histograms
are locally normalised over small overlapping regions, resulting in a contrast normalisation that
can be observed in Figure 3.4.c. The latter visualisation has been made using the method
proposed by Vondrick et al. [162], which is based on paired dictionary learning between HOG
features and original images. HOG features are not rotation invariant but are well suited to
the detection of objects that have a natural upright position, such as pedestrians. The detector
proposed by Dalal and Triggs [36] consists of an SVM [27] trained on the high-dimensional
vector that corresponds to the concatenation of the HOG features in a sliding window. HOG
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features have been extended to 3D, with an implementation proposed by Klaser et al. [82] in
the context of action recognition in video sequences.
3.2.4 Scale Invariant Feature Transform (SIFT)
While convolutional features, rectangle features and HOG features are typically computed at
every pixel location, a different approach is to first detect keypoints, such as blobs or corners,
before extracting features. As the keypoint detection step largely reduces the amount of fea-
tures, these features can have a more complex design. The SIFT features are the association of
a blob detector, where keypoints correspond to local extrema in a scale-space Gaussian pyra-
mid, and a descriptor built from histograms of gradient orientations [97]. The blob detection
process provides scale invariance to the descriptor, whereas rotation invariance is obtained from
the main gradient orientation over the blob. Both SIFT and HOG are based on histograms
of gradient orientations: A major difference between these two image descriptors is that the
gradient orientations are defined in SIFT using a local orientation, thus providing a rotation
invariant descriptor, while HOG features are not rotation invariant.
Figure 3.5: After the detection of keypoints at different scales, a local orientation (yellow) is
used to define a 4× 4 grid (green) and extract a patch descriptor. This descriptor is composed
of histograms of gradient orientations computed in each cell of the grid.
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SIFT features were originally designed in order to find exact matches between different views
of a same object, with typical applications in image stitching [16] or structure from motion
[142]. In order to use SIFT features in a machine learning framework, which requires image
features to be generalisable between different objects of a same category, a typical approach is
the Bag-of-Words model [33]. A vocabulary of SIFT features is first learnt from the training
data, for instance using the K-means algorithm [171]. The features passed to the machine
learning algorithm are then histograms of SIFT features matched to their nearest neighbour in
this vocabulary. This is a direct analogy with text categorisation. Several keypoint detectors
and descriptors have been proposed since the work of Lowe [97], notably Speeded Up Robust
Features (SURF) [9] and ORB features (Oriented FAST and Rotated BRIEF) [127] that also
provide scale and rotation invariance while reducing the computational time. SIFT descriptors
can be extracted on a dense grid at a fixed scale and orientation, without keypoint detection,
in order to obtain dense SIFT features (DSIFT) [90].
SIFT features have been extended to 3D images [51, 151]. Although the generalisation of the
keypoint detection is straightforward, defining the main orientation over the blob requires more
attention. In 2D, a single rotation is enough to define an orientation. In 3D, three rotations are
required, which can be seen as a main direction defined by two rotations, and a third rotation
around that axis.
3.2.5 Dense rotation invariant features
While SIFT features achieve rotation invariance by selecting a main orientation of the image
gradient, spherical 3D Gabor descriptors (SGDs) [139] owe their rotation invariance from the
mathematical properties of spherical harmonic expansions. The SGD coefficients ||alk(x)|| are
computed for an image I by recursive differentiation with the spherical up-derivative ∇1:
alk(x) =
(√
t
−k
)l
∇l(I ? B0s(k))(x) (3.3)
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where ? is the cross-correlation symbol, l represents the order of the spherical harmonics (fre-
quency in angular direction), k represents the frequency of the Gabor wavelets (frequency in
radial direction), and B0s is the Gaussian windowed 0-order Bessel function. s denotes the width
of the Gaussian window while t is a scale parameter. The angular power spectrum ||alk(x)||
forms a rotation invariant feature, called spherical Gabor descriptor. This rotation invariance
is analogue to the translation invariance of the power spectrum of the Fourier transform.
SGD features have been used by Kainz et al. [72] to localise the brain in fetal MRI with a
Random Forest classifier. Example feature maps for a fetal MRI are presented in Figure 3.6.
l = 1 l = 5 l = 15 l = 20
k = 0
k = pi
k = 2pi
Figure 3.6: Spherical 3D Gabor descriptors for a fetal MRI, computed at an expansion l and
radial frequency k.
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3.3 Machine learning
3.3.1 Support Vector Machines (SVM)
A two-class SVM classifier [27] aims to construct a hyperplane w>x− b = 0 that maximises the
margin, namely the distance between the closest points on either side of the boundary, called
support vectors (Figure 3.7.a). The weight vector w can be expressed as a linear combination
of the support vectors, hence the name support vector machine. SVMs can be applied to
multi-class classification problems by considering a series of two-class problems, such as one-
against-one or one-against-all strategies [170]. If the data points are not linearly separable, that
is to say if the two classes cannot be separated by a hyperplane, the kernel trick [12] can be used
to map each point into a higher-dimensional space where such a separating hyperplane exists.
This mapping is never explicitly performed but only expressed in terms of inner products. The
resulting hyperplane in high-dimensional space corresponds to a non-linear hypersurface in the
original lower dimensional space (Figure 3.7.b). When using an SVM, it is important to scale
all features such that those with high variance do not dominate those with lower variance.
(a) (b)
Figure 3.7: Example classification with an SVM. (a) The data is linearly separable, the sep-
arating hyperplane is represented by an unbroken line, the max margin by dashed lines, and
the support vectors are highlighted in bold. (b) When the data is not linearly separable, it is
transformed to a higher dimensional space where it becomes linearly separable, as in example
(a). These examples are adapted from Pedregosa et al. [115].
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3.3.2 AdaBoost
Adaboost (Adaptive Boosting) [53] trains a series of increasingly discriminating weak classifiers
hi(x), then forms a single strong classifier h(x) using a weighted summation that weights the
weak classifiers according to their performance (Equation 3.4). A weak classifier is defined as
having an accuracy slightly better than chance, typically just over 50% for a binary classification
problem, while a strong classifier may achieve an arbitrarily good accuracy.
h(x) = sign
(
n∑
i=1
αihi(x)
)
(3.4)
Each hi(x) is typically a decision stump, namely a decision tree of depth one. These weak
classifiers are trained incrementally in a greedy approach, updating the weights of the training
samples after each stage depending on their current classification results. Initially, all data
points are weighted equally (Figure 3.8). In each training step, the weights of incorrectly clas-
sified examples are increased so that the following weak learners focus on the more challenging
training data points.
1st classifier Weights update 2nd classifier Weights update 3rd classifier Final classifier
Figure 3.8: In this example, an AdaBoost classifier is trained to separate two sets of points (blue
and orange circles). The final AdaBoost classifier, shown on the right, is a linear combination of
simple decision stumps. The decision boundaries of these weak classifiers are represented with
a blue or orange background. Between each training step, the training samples are reweighted
to increase the weights of misclassified data points.
The most notable application of the AdaBoost algorithm is the work of Viola and Jones [161]
on the detection of human faces in frontal views. This face detector learns a cascade of strong
classifiers that are trained with the AdaBoost algorithm. Structuring the strong classifiers into
a cascade enables an early rejection of background regions where only the first classifiers are
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evaluated.
3.3.3 Random Forests
In this Section, we focus on Random Forests [15] which have had recent successes in object
detection [56, 138], in particular in medical applications [30, 35, 42, 57, 69, 72, 101, 111, 114,
144], for several reasons. In particular, they are able to scale to the large number of voxels
in 3D images. They can handle a large number of features (high-dimensionality of the input
space) and perform feature selection, thus ignoring features that bear little information. They
are able to cope with noise in the training data, such as wrongly labelled points as each tree is
trained on a random subset of the training data (bootstrapping). The same model can be used
for regression and classification, and even perform both at the same time in the case of Hough
Forests [56].
A Random Forest classifier [15] is an ensemble method for machine learning which averages
the predictions of decision trees trained on random subsets of the training dataset, a process
called bagging (bootstrap aggregating). Similarly, a Random Forest regressor is an ensemble of
regression trees. Bagging reduces the variance of the predictor and helps to control over-fitting.
When growing trees in a Random Forest, each tree is built recursively starting at the root node
with a subset of the training dataset, typically two thirds. At each node of the tree, a set of
tests is randomly generated and the test that best splits the data is selected. In the case of a
classification tree, tests are selected in order to maximise the information gain (Equation 3.5),
I = H(S)−
∑
i∈{L,R}
|Si|
|S|H(Si) where H(S) = −
∑
c∈C
p(c)log(p(c)) (3.5)
where S denotes the initial dataset, L and R the left and right children of the node, C a set
of classes, and H the Shannon entropy. In the case of a regression, the test that minimises the
mean squared error (MSE) is selected (Equation 3.6):
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A
B
µ(IA) > µ(IB)
(a) (b)
Figure 3.9: (a) Example of a classification tree with test splits using rectangle features (b).
At each node, rectangle features are computed and data points are sent to the left or right
child depending on which of the two patches has a higher mean intensity. During training, the
distribution of the training samples is stored at the leaves, represented by the color histograms
in (a). At test time, the prediction of the Random Forest classifier is the average of the
predictions of each tree.
MSE =
∑
i∈{L,R}
Ni∑
j=1
||xj − µi||22 (3.6)
where xj is a data sample, Ni denotes the number of samples in the left/right child and µi the
average of all points in the left/right child. The data is then partitioned based on the selected
test, and a recursion takes place, until the data is considered pure (single class in the case of
a classification, minimal MSE reached in the case of a regression), or the maximal tree depth
has been reached. Each leaf of the tree stores the distribution of the training data points that
reached it. At testing time, data points go through each tree until reaching the leaves. The
prediction of the forest corresponds to the average of the distributions stored at the leaves.
Figure 3.9.b presents an example of a classification tree using rectangle features.
Only the tests which have been selected at training time need to be computed at test time,
which allows ad-hoc implementations of Random Forests to be very efficient. This allows the
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size of the space that must be explored at test time to be much smaller than in the training
phase. However, it is also possible to precompute a finite set of features (x1, ..., xn) ∈ Rn in order
to use a standard implementation of Random Forests [115], where each split hi,λ corresponds
to a threshold λ applied to chosen component xi:
hi,λ(x1, ..., xn) = [xi < λ] (3.7)
In Figure 3.10, each data point is a point (x1, x2) ∈ R2 and the training data consists of three
classes: a red, green and blue spirals. A Random Forest is trained to assign each point of R2
to one of the three spirals. This figure highlights the impact on the classification boundary of
using a single tree or an ensemble of trees. It also highlights the effect of using different weak
classifiers at the node of the trees. In a standard Random Forest implementation, each split
consists of choosing a threshold, which is applied to either the first or second axis (axis aligned
splits). A different set of splits might consists in selecting lines in R2 (linear splits). This
could be implemented within the nodes of the Random Forest, or the input data can simply be
transformed to a higher dimensional space Rn as follows:
(x1, x2) 7→ (x′1, ..., x′n) where x′i = cos(θi)(x1 − ai) + sin(θi)(x2 − bi) (3.8)
This approach, which can be found in the literature on organ localisation [69, 102], is taken in
Chapter 6. It comes with an increased runtime and higher memory cost than ad-hoc Random
Forests, but comparable accuracy thanks to the feature selection taking place during training,
while simplifying the implementation process.
In the context of object detection, a Random Forest classifier assigns a label to each voxel,
resulting in a segmentation of the input image while a Random Forest regressor assigns an offset
vector to each voxel, allowing it to vote for the location of landmarks or objects. Such landmarks
do not necessarily correspond to anatomical locations: For instance Criminisi et al. [31] used
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Figure 3.10: Example of using different weak learners in Random Forests.
regression forests to predict the offsets from the current patch to the corners of the bounding
boxes of several organs. Each detected organ thus results from the votes of different parts of the
image, and not only from the current position of a sliding window. Classification and regression
forests can be combined so that only voxels assigned to a certain class can vote for the location
of specific landmarks. This corresponds to the Hough Forest [56], which is composed of trees
that randomly alternate decision and regression nodes. The Hough transform, well-known for
line detection [160], is the process of accumulating votes in a parameter space.
3.4 Search strategy
A typical object detection pipeline extracts a set of features for every pixel in the image and
assigns a label to the current pixel (classification) or votes for the location of landmarks (regres-
sion). In this section, we discuss the different strategies that can be adopted in order to account
for the unknown scale and orientation of objects to be detected, as well as some considerations
on possible optimisations for the search.
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3.4.1 Scale and orientation
In the case of fetal MRI, the scale can be inferred from the gestational age and image sampling
size, as mentioned in Chapter 2. It will however be discussed in this section for the purpose of
generality.
In order to detect objects of unknown size, Viola and Jones [161] proposed a multi-scale
sliding window approach. In this approach, all objects are aligned and scaled to a same size
during training. At test time, the sliding window and its associated features are resized to
explore different scales. Resizing the rectangle features is far less expensive than resizing the
original image as it allows the integral image to be computed only once. This sliding window
approach can only accommodate a small amount of rotation (typically ±10°), and the detector
is applied to rotated versions of the image in order to account for the unknown orientation
[84]. Rowley et al. [125] proposed a two-step approach to address the unknown orientation
problem without resorting to an exhaustive search. A regressor (router network) first predicts
an orientation for each position of the sliding window, independently of the presence or absence
of the object to detect. A subsequent detector can then be applied on the rotated window and
assumes that the object, if present, is in an upright position.
If the center of rotation of the object is known, the polar transform, which maps the Cartesian
coordinates of the image grid to polar coordinates, can be used to transform the unknown
rotation into an unknown translation. The log-polar transform additionally transforms a change
of scale into a translation in the radial direction [40]. The center of rotation can also be used to
steer the extraction of features [52, 174]. Image features are then extracted in a local coordinate
system instead of rotating the image.
While previously mentioned methods train a detector on aligned images, a radically differ-
ent approach is to learn a rotation invariant classifier, either using rotation invariant features
(Section 3.2.4 and 3.2.5), or artificially rotating the training data in order to cover all possible
orientations. With Marginal Space Learning, Zheng et al. [175] proposed to train a coarse to
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fine hierarchy of detectors, estimating first the position, then the orientation, ending with the
scale of targeted objects. Structures, such as anatomical regions, can be detected sequentially,
which enables the use of steerable features [174], namely extracting image features on a rotated
grid without rotating the entire image.
3.4.2 Pruning the search space
The most common approach to object detection is to use a sliding window, namely applying
the detector at every pixel location in the image. Prior knowledge is a simple approach to
restrict the search space. In Chapter 6, anatomical landmarks, such as the center of the brain
or the heart, are used to limit the search for other organs to plausible regions of the image.
When performing an exhaustive search of the image, a possible speed-up is to quickly prune
background regions. In the detector of Viola and Jones [161], a cascade of classifiers quickly
disregards background regions and focuses on potential objects. Lampert et al. [89] proposed
an efficient sub-window search which uses a branch-and-bound algorithm to avoid performing
an exhaustive search. An upper bound of the probabilistic output of the detector is evaluated
over large rectangular regions in order to assess whether they contain the object and rapidly
disregard background regions. Regions selected can then be further refined, splitting them until
convergence.
Another approach to avoid performing an exhaustive search is to organise the image in
regions semantically meaningful, such as an over-segmentation from superpixels [54], and apply
the detector only once for each region. Object proposal is a recent approach in object detection
which is a shift from the traditional dense window classification. It consists in preprocessing
the image to generate candidate positions of objects, and only this preselected set of sliding
window positions need to be tested by the detector. Examples of such preprocessing steps are
the salient regions of Hou and Zhang [65], the objectness measure of Alexe et al. [2] or the
multiple segmentations behind the selective search of Uijlings et al. [157]. Following this idea
of object proposal, a detector of Maximally Stable Extremal Regions (MSER) [99] is used in
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Chapter 4 when detecting the fetal brain in MR images.
3.4.3 Detecting object parts
When detecting objects composed of distinct parts, such as the fetal body and its internal
organs, different strategies can be adopted. A first approach is to consider one detector per
part. In order to detect an object based on the detection of its different parts, Felzenszwalb
et al. [45] proposed a model with a root filter, parts filters, and a prior on the position of
the parts relatively to the root (star-structured part based model). A detection score at a
given position and scale in an image is then the score of the root filter plus the scores of the
part filters, minus a deformation cost. This object detector used HOG features [36] as image
representation, and the object parts annotation were automatically learned from the bounding
box annotations of the training dataset.
A second approach is to train a single classifier for all parts, and to subsequently apply an
optimisation step in order to recover the pose of the whole body. In the seminal work behind
the development of Microsoft Kinect, Shotton et al. [138] trained a classifier assigning each
pixel to a body part before aggregating the classification results into joint proposals through a
mean-shift clustering [26]. Synthetic training data played a key role in the robustness of this
approach as it enabled the classifier to be trained on extremely large datasets, representative of
all possible human poses. Similar approaches to the work of Shotton et al. [138] can be found
in medical imaging applications [42, 69], albeit without the generation of synthetic data. In
the work of Donner et al. [42], candidate positions of landmarks are found independently of
each other and an optimal combination of candidate landmarks is obtained using geometric
constraints, solved through a Markov Random Field optimisation.
In autocontext [155], several classifiers are applied successively, each classifier using the de-
tection results of the previous one to gain contextual information. The accumulation of the
classification results is thus performed through a learning process instead of a clustering ap-
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(a) (b) (c)
Figure 3.11: (a) Original image. (b) GDT for the center of the brain. (c) GDT for the center
of the heart.
proach [138] or an explicit optimisation [42]. In an analogy with autocontext, Kontschieder
et al. [85] uses geodesic distance transforms (GDTs) from the predicted position of organs as
additional features in an iterative classification framework. These GDTs correspond to the
Euclidean distance weighted by the gradient of the image intensities (Figure 3.11), as described
in Equation 3.9.
d(x, y) = inf
Γ∈Px,y
∫ l(Γ)
0
√
1 + γ2(∇I(s) · Γ′(s))2ds (3.9)
where Γ is a path in the set of all paths Px,y between x and y, parametrised by its arc length
s ∈ [0, l(Γ)], and γ is a weight between the Euclidean distance and the image gradient. GDTs
can be efficiently computed in linear time [152]. Hough Forests [56], or more generally using a
regression, is another approach to accumulate the votes from different object parts.
3.5 Automated localisation of anatomical regions in med-
ical images
Organ localisation methods in medical imaging can be divided into two groups: (1) Atlas-
based methods, which explicitly map the target image to a template or a database of already
64 Chapter 3. Machine learning and object detection
segmented images, and (2) machine learning methods that implicitly learn an abstract repre-
sentation of a training database of segmented images through a feature extraction step.
3.5.1 Atlas-based methods
Most atlas-based methods use image registration techniques to align and deform a template
or a set of images in order to map them to a target image and transfer segmentation labels
[158]. Such methods are principally aimed at obtaining detailed segmentations rather than
localising organs due to the sensitivity of most registration techniques to their initialisation.
While some registration frameworks have been proposed in order to carry out a large search of
the parameter space, such as FSL-FLIRT [70], most methods will only carry out a limited search
to avoid converging toward a local minimum and reduce the computational cost. The similarity
metrics used in image registration, such as the sum of squared differences or mutual information,
can be seen as analogous to the image features used in machine learning approaches. Although
most atlas-based approaches have been developed in order to segment brain images [3], such
approaches have also been used for multi-organ segmentations, such as abdominal CT scans
[168], or whole body MRI [46].
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Figure 3.12: T2 templates of the developing fetal brain from 23 to 37 weeks of gestational ages
[135] are matched to the acquired MR scans in order to localise and extract the brain of the
fetus [148, 149, 153].
As mentioned in Chapter 2, fetal MRI do not provide images of the fetus in a standard
orientation comparable to scans of an adult patient, which generally lies in a conventional
orientation in the scanner. Moreover, the fetus is surrounded by maternal tissues. Registration
methods are thus unlikely to succeed for the fetus, unless a region of interest has been isolated as
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in the case of motion correction frameworks. Most atlas based methods to localise and extract
the fetal brain in the acquired data select a region of interest before initialising a registration
process. Anquez et al. [4] proposed to localise the eyes of the fetus before selecting the sagittal
plane and aligning the brain with a rigid template. Taleb et al. [149] uses the intersection of
the orthogonal acquisitions in order to define a region of interest. Tourbier et al. [153] manually
crop a bounding box in order to initialise a registration process with a size-matched subset of
an atlas.
Atlas-based segmentation can be achieved without registration for instance through the use
of efficient nearest-neighbours structures [164]. However, such an approach still implicitly relies
on the fact that the images are all in a conventional orientation, which is not the case for fetal
MRI. Taimouri et al. [148] approached this problem by generating rotated 2D slices of an atlas,
which are then matched to the acquired data, using dimensionality reduction in order to make
the search computationaly feasible.
Several spatio-temporal atlases of the developing fetal brain have been developed in recent
years [59, 62, 135]. However, there is currently no comprehensive atlas for other parts of the
fetal body, which hinders the application of atlas-based methods outside the brain. Example
T2 MR templates of the developing fetal brain [135], similar to the ones used to localise the
brain in the previously mentioned methods, are presented in Figure 3.12.
It is interesting to note that the level of detail which can be achieved with atlases and the
generalisation aspect offered by machine learning can be combined. In the work of Gauriau et al.
[57], a probabilistic atlas is used as a shape prior to accumulate the classification results from
a Random Forest when localising organs. Oktay et al. [111] used structured forests to generate
selective edge maps that increase the registration accuracy in an atlas-based segmentation
framework.
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3.5.2 Machine learning approaches
While atlas-based methods often rely on manual initialisation, such as landmark selection, ma-
chine learning enables organ localisation methods to be fully automated. This has applications
in semantic browsing, which facilitates the navigation of 3D volumes by finding standard planes,
automated tagging for large databases, automated biometric measurements, or can serve as an
initialisation step for further processing.
Machine learning approaches for organ localisation can generally be divided between classi-
fication methods, which classify each voxel as being inside a specific organ [29, 42, 69, 72], and
regression methods, where each voxel votes for the location of one or more organs [31, 114, 176].
Classification and regression can also be combined in a single localisation framework, as in the
Hough Forests of Gall and Lempitsky [56], which were initially proposed for the task of pedes-
trian detection and have since been applied in medical imaging [101]. Most of the published
methods use rectangle features (Section 3.2.2), due to their computational efficiency using inte-
gral images and ability to model a large variety of visual patterns. However, such features are
not rotation invariant. Additionally, learning the offset vectors in regression methods implies
that the data to predict will be in a similar orientation as the training data. In applications
such as whole-body imaging [31, 114, 134], the patient usually lies inside the scanner in a stan-
dard orientation, thus rotation invariance is not a requirement. Similarly, when imaging the
heart with 2D ultrasound, images are usually acquired in a standard orientation [10, 101, 176].
However, MR images of the fetus are not acquired in standard views, as the fetus has an ar-
bitrary orientation in the womb. As a result, most organ localisation methods developed for
adult subjects are unlikely to succeed for fetal imaging.
Fetal ultrasound
Due to the important role of ultrasound imaging in the follow-up of pregnancy, several methods
have been published in the last decade seeking to automate the localisation of the fetal anatomy.
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In particular, the method of Carneiro et al. [20], which has been translated into a commercial
application [19], automates biometric measurements in 2D ultrasound. In this method, a user
query, such as BPD or CRL, triggers a dedicated detector that positions an oriented bounding
box around the fetal anatomy in order to infer the required measurements. Each detector
is composed of a coarse to fine hierarchy of boosting classifiers (Marginal Space Learning,
mentioned in Section 3.4.1) using 2D Haar-like features. While the first classifier only defines a
region of interest (ROI), the subsequent steps rotate this ROI in order to obtain the orientation,
computing a new integral image at each rotation step. This approach is reminiscent of the work
of Viola and Jones [161] and has the advantage of being generalisable to most fetal structures
observable in 2D ultrasound, given a sufficiently large training database. By comparison, most
methods presented in the ISBI 2012 challenge on fetal biometric measurement1 [128] are not
machine learning based approaches but rely on edge detection and geometric cues such as ellipse
fitting, and are therefore not generalisable to different parts of the fetal anatomy. A similar
Marginal Space Learning approach as Carneiro et al. [20], using 3D Haar-like features and
steerable features [174], has been applied to localise fetal brain structures in 3D ultrasound in
order to extract standard planes and simplify the 3D navigation [18], and to enhance the 3D
rendering of the fetal face [47]. Cuingnet et al. [35] proposed a different approach to localise the
fetal head in 3D ultrasound for automated biometric measurements. Template matching and a
deformable surface are used to segment the fetal brain, while a Random Forest with geometric
and image features defined in a local basis detect the location of the orbits.
Fetal MRI
Very few methods have been published on the automated localisation of fetal organs in MRI,
and only two using machine learning based approaches [69, 72], both aiming to localise the
brain. In order to account for the arbitrary orientation of the fetus, Ison et al. [69] took advan-
tage of the fact that images are usually acquired in directions orthogonal to the fetal anatomy
1http://www.ibme.ox.ac.uk/challengeus2012
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and trained distinct sagittal, coronal, and transverse detectors, which only leaves an unknown
in-plane rotation. The detection pipeline is based on a two-step Random Forests using 3D
Haar-like features, followed by an optimisation of the spatial configuration of the centroids of
the detected brain tissues. Additionally, the training dataset was augmented with rotated ver-
sions of the training data, and the feature size has been optimised to exploit brain symmetries.
Kainz et al. [72] also trained a Random Forest classifier, but with rotation invariant features
[139] (SGD features presented in Section 3.2.5) to detect the fetal brain in the acquired data.
3.6 Conclusion
The main properties of the different image features presented in this chapter are summarised
in Table 3.1. SIFT features are used in the brain detection method presented in Chapter 4 due
to their scale and rotation invariance. In the body detection method presented in Chapter 6,
the scale is inferred from the gestational age and dense image features have been used in order
to enable a pixel-wise classification. Rectangle features were chosen as thanks to their simple
formulation, they can form the basis of more complex features. In particular, rotation invariance
was obtained by extracting rectangle features in a rotated coordinate system.
Dense
computation
Sparse
computation
Rotation
Invariance
Scale
invariance
Convolutions X
Rectangles X X
HOG X
SIFT X X X
DSIFT X
SGD X X
Table 3.1: Summary table of the properties of the different image features presented in this
chapter (Section 3.2).
Figure 3.13 presents the main steps of a typical object detection pipeline based on machine
learning. Random Forests form a safe default choice for a machine learning task as they are
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applicable to a large range of problems and can provide reasonable results without parameter
optimisation. They scale well to large datasets and are robust to noisy data. As they do
not require a vector representation of the data, image features can be computed on the fly.
Additionally, they can produce probabilistic output.
In AdaBoost, decision stomps are decision trees of depth one. The cascaded approach of [161]
allows to compute features by batches, stopping as early as possible in obvious background
regions. The main disadvantages of Boosting methods is that they require long training time
and allow for less variation in the data than Random Forests.
SVMs are fast for prediction, in particular the decision function for a linear SVM is a simple
dot product. The mathematical formulation of the decision function allows for branch-and-
bound optimisation [89]. However, they do not scale to large datasets and generally require a
grid search to optimise parameters.
In the present work, the main difficulty is finding the right set of image features, namely the
right representation of the image, more than finding the right machine learning algorithm. In
the following chapter, we will present our proposed machine learning based approach to localise
the fetal brain.
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Figure 3.13: Generic pipeline for machine learning based object detection.
Chapter 4
Localisation of the brain in fetal MRI
This chapter is based on:
K. Keraudren, V. Kyriakopoulou, M. Rutherford, J. V. Hajnal, and D. Rueckert. Localisation
of the Brain in Fetal MRI using Bundled SIFT Features. In MICCAI, pages 582–589. Springer,
2013
Abstract
This chapter describes a method for accurate and robust localisation of the fetal brain in MRI
when the image data is acquired as a stack of 2D slices misaligned due to fetal motion. Pos-
sible brain locations are first detected in 2D images with a Bag-of-Words model using SIFT
features that are aggregated within Maximally Stable Extremal Regions (called bundled SIFT).
This detection process is then followed by a robust fitting of an axis-aligned 3D box to the se-
lected regions. Prior knowledge of the fetal brain development is used to define size and shape
constraints. The method is evaluated through cross-validation on a database of 59 fetuses and
resulted in a median error distance of 5.7mm from the ground truth, without missed detection.
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4.1 Introduction
Fetal MRI has had great successes in the last years with the development of motion correction
methods providing high quality isotropic volumes of the brain [71, 121], thus enabling a better
understanding of the fetal brain development. Such reconstruction methods typically rely on
data acquired as stacks of 2D slices of real-time MRI, freezing in-plane motion. Slices are quite
often misaligned due to fetal motion and form an inconsistent 3D volume (Figure 4.1). Motion
correction can be achieved via the registration of 2D slices of the fetal brain to an ideal 3D
volume. Cropping a box around the brain is a prerequisite to exclude maternal tissues that can
make the registration fail.
This chapter describes a method to automatically find a precise bounding box around the
brain in order to speed-up the preprocessing steps of the motion correction procedure. We
start by presenting a tentative approach based on the Viola-Jones object detector [161] that
was first investigated in our research process (Section 4.2). While this approach could rapidly be
implemented using the OpenCV library [14], it suffers from several limitations. In particular
it requires to train a different model for each scan direction relative to the fetal brain, it
cannot accommodate large variations between the images it learns to detect and has a poor
performance. We then present in Section 4.3 a method which overcomes these limitations.
The cascade approach of Viola and Jones [161], which allows the detector to quickly reject
background regions and focus instead on potential object locations, inspired the idea of a pre-
selection of candidate regions in our detection pipeline. This pre-selection process, previously
mentioned in Section 3.4.2, consists in detecting Maximally Stable Extremal Regions (MSER)
regions and filtering them using an estimated size of the fetal brain.
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(a) (b) (c)
Figure 4.1: Exemple scan with a large misalignment between slices due to fetal motion: (a) na-
tive slice plane in transverse direction, orthogonal cuts in sagittal (b) and coronal (c) directions
(fetus of 20 weeks).
4.2 Detecting the fetal head in 2D slices using the Viola-
Jones detector
In this section, we consider a detection pipeline for the fetal head based on the Viola-Jones
detector [161], which trains a cascade of AdaBoost classifiers (Section 3.3.2). Considering that
scans of the fetal brain are preferentially acquired in sagittal, coronal or transverse orientation,
2D detectors have been trained for each view in order to detect the middle slices of the brain.
The detector is trained on images which are aligned, and at test time it is applied to rotated
versions of the slices. Such a detector could be applied to each 2D slice of a 3D stack, before
accumulating the votes in 3D (Figure 4.2). The implementation of the Viola-Jones detector
from the OpenCV library [14] was used, with Local Binary Pattern (LBP) features [110] due
to their invariance to intensity shift.
In this experiment, the available data consists of stacks of 2D slices from 66 subjects (dataset 1,
Section 2.3.1), which were partitioned into 40 training subjects and 26 testing subjects. Slices
from the central region of the head have been manually annotated, amounting to 246 coronal
views, which have been mirrored to double the data, 303 sagittal views and 666 transverse
views. Sample annotations are shown in Figure 4.3, along with the average image of each train-
ing dataset. Negative training samples were automatically obtained by excluding the region of
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For every slice For every rotation Multi-scale sliding window
Figure 4.2: Pipeline to localise the brain of the fetus in MR images using a 2D Viola-Jones
detector.
the head from the 2D slices. Knowing the gestational age, the size of the fetal head can be
estimated to reduce the search space in the multi-scale approach.
Table 4.1 reports the hit, miss and false detection rates when applying each detector to test
images containing a view of the same orientation as the detector. A 4° rotation step has been
used. It took 6 hours to train each detector on a desktop PC while the detection takes 2 seconds
per slice. This evaluation was only carried out on middle slices of the brain and not on the
whole volume. However, this experiment highlights the limitation of a classifier which does not
allow enough variation among the objects it learns to detect. In particular, sagittal, transverse
and coronal images cannot be considered as a single class. The high false detection rate for the
transverse view suggests that the classifier detects bright elliptic structures but does not learn
the appearance of the brain itself. This is also a downside of learning downsampled images, as
positive examples were resized to 32× 32 pixels before training (Figure 4.5).
When applying their method to detect frontal views of human faces, Viola and Jones [161]
observed that the first feature automatically selected by the AdaBoost algorithm corresponds to
the region of the eyes being darker than the upper cheeks. Similarly, in the case of mid-sagittal
views of the fetal brain, the first feature captured by the classifier corresponds to the region of
the jaws being darker than the brain (Figure 4.5).
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Sagittal Transverse Coronal
Figure 4.3: Tightly cropped and aligned training data: sagittal, transverse and coronal views,
with their corresponding average image.
Table 4.1: Detection rates for each orientation.
Hit rate (%) Miss rate (%) False detections (%)
Sagittal 87.1 12.9 3.2
Transverse 82.6 17.4 24.3
Coronal 61.2 38.8 2.3
Figure 4.4: Example detection results for a sagittal, coronal and transverse slice.
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Figure 4.5: Local binary pattern corresponding to the first test of the cascade of weak classifiers:
The first test performed by the sagittal view detector checks that the bottom right part of the
sliding window is darker than the central part, while the upper left part is brighter than the
central part.
4.3 Localising the fetal brain using bundled SIFT fea-
tures
4.3.1 Method overview
The method presented in this chapter focuses on the task of finding an axis-aligned bounding
box for the fetal brain. This is in contrast with Ison et al. [69], which aimed at finding an oriented
bounding box, and methods aiming to segment the skull bone content. This relaxation of the
problem allows to focus on positioning a tight bounding box on the brain while dealing with
2D slices misaligned or corrupted due to fetal motion. Although acquisitions are carried out in
conventional orientations, there is unpredictability in the positioning of the fetus. Hence, the
proposed method first performs a 2D detection process in every slice before accumulating the
votes in 3D. Additionally, the scale component is inferred from the gestational age.
In a first stage, MSER regions [99] are extracted from 2D slices and approximated by ellipses.
Then, the regions whose size and aspect ratio is consistent with prior knowledge of the fetal
development are classified into brain or not-brain based on histograms of the SIFT features
found within the fitted ellipses (bundled SIFT [172]), following a Bag-of-Words model [33].
Finally, a RANdom SAmple Consensus (RANSAC) procedure [49] is performed to find a best
fitting 3D cube whose dimensions are inferred from prior knowledge. This localisation pipeline
is summarised in Figure 4.6. In the remainder of this chapter, the proposed method will be
4.3. Localising the fetal brain using bundled SIFT features 77
described in more details and evaluated in a 10-fold cross-validation, comparing it to a sliding
window Bag-of-Words model using 2D or 3D SIFT features.
For every slice Detect MSER regions Filter by size
Classify into brain and non-brain
using SIFT features
Fit box with RANSAC
Figure 4.6: Pipeline to localise the fetal brain. Slice-by-slice, MSER regions are first detected
and approximated by ellipses. They are then filtered by size before being classified using
histograms of 2D SIFT features. Finally, a 3D bounding box is fitted to the selected MSER
regions with a RANSAC procedure. In the last two steps, selected regions are shown in green
while rejected regions are shown in red.
4.3.2 Detection and selection of MSER regions
MSER regions, introduced by Matas et al. [99], are a common feature detection method in
computer vision. MSER regions can be defined as sets of connected pixels stable over a large
range of intensity thresholds. They can be computed in quasi-linear time by forming the
component tree of the image [104], a tree structure highlighting the inclusion relation of the
connected components of the level sets in the image. Such regions can be characterised by
homogeneous intensity distributions and high intensity differences at their boundary. Each
region is defined by a seed pixel as well as a lower and upper intensity thresholds: The whole
region results from a floodfill operation, starting from the seed pixel and constrained by the
two intensity thresholds. The potential use of MSER regions to characterise the brain in MRI
was first proposed by [43] who used volumetric MSER to segment simulated brain MR images.
As the brain and cerebrospinal fluid appear much brighter than the surrounding bone and skin
tissues in fetal T2 MRI, MSER regions are well suited to localise the brain.
In its first stage, our localisation pipeline proceeds slice-by-slice, working on 2D images. We
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(a) (b) (c)
Figure 4.7: Example MSER regions Ri (red overlay) and their fitted ellipses Ei (green dashes):
(a) skull bone content, (b) cerebrospinal fluid, (c) amniotic fluid.
start by detecting candidate MSER regions Ri which are sets of connected pixels. An ellipse
Ei is then fitted to each Ri with a least-squares minimization [50]. As the shape of the brain
is well approximated by an ellipsoid, the ellipses Ei have the ability to recover the shape of
the brain even if the detected Ri only corresponds to a segment of cerebrospinal fluid (CSF)
(Figure 4.7.b), or amniotic fluid surrounding the fetal head (Figure 4.7.c). The ellipses Ei are
then filtered by size and aspect ratio using the gestational age combined with prior knowledge of
the fetal development, namely the occipitofrontal diameter (OFD) and the biparietal diameter
(BPD) previously described in Section 2.2.2.
4.3.3 Classification of selected MSER regions using bundled SIFT
features
MSER regions alone do not provide a descriptor that can be used for classification. As a
versatile rotation invariant classification framework, we chose to use a Bag-of-Words model [33]
by computing for each region Ri the histogram of the SIFT features [97] within the ellipse Ei,
similarly to the bundled SIFT features of Wu et al. [172]. The rotation invariance of SIFT
features helps accommodate the unknown orientation of the fetal brain, while scale invariance
attenuates the variations due to gestational age.
In the learning stage of our pipeline, all SIFT features are extracted from the 2D slices
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(a) (b)
Figure 4.8: (a) All detected MSER regions. (b) MSER regions are filtered based on their size
and aspect ratio, then classified according to their histograms of SIFT features (green for brain
regions, red for not-brain).
of all training scans and clustered using a k-means algorithm. The N cluster centres form the
vocabulary V . Then, MSER regions Ri are detected and selected (Section 4.3.2). The ellipses
Ei centred on the brain are used as positive examples, while those further than OFD/2 are used
as negative examples. For each Ei, a histogram of bundled SIFT features is computed. After
L2 normalisation, the histograms are used to train an SVM classifier. As in [33], a linear kernel
SVM has been used. In the detection stage, for each MSER region selected, the normalised
histogram of SIFT features is computed, and the previously trained SVM is used to classify
ellipses as brain or not-brain. Figure 4.8.a shows an example slice with all the candidate MSER
regions, while Figure 4.8.b shows the result of the selection and classification processes.
4.3.4 RANSAC fitting of a cube
The 2D detection works reliably in mid-brain slices but not in peripheral slices of the brain.
Estimating a 3D box is thus important for a reliable estimate of the entire brain region. As the
set of candidate regions classified as brain by the SVM classifier may still contain outliers, we
perform a RANSAC procedure [49] to find a best fitting position for a 3D axis-aligned bounding
cube. We thus randomly select a small set of ellipses Ei, typically five, and use their centroid
to define a bounding cube of width OFD . For a region Ri to be considered an inlier, it must
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be completely included in this cube and the center of the ellipse Ei must be at a small distance
from the cube center (10mm). The cube position is then refined by taking the centroid of these
inliers. This process is repeated a predefined number of times, typically 1000 times, and the
cube with the largest number of inliers is selected.
4.4 Experiments
4.4.1 Implementation
To gain prior knowledge on the expected size of the brain knowing the gestational age, we used
a 2D ultrasound study from Snijders and Nicolaides [143] performed on 1040 normal singleton
pregnancies. The corresponding growth charts can be seen in Chapter 2, Figure 2.10. The
5th and 95th centile values of OFD and BPD have been used to define the acceptable size and
aspect ratio for the selected MSER regions (Section 4.3.2). The size of the detected bounding
box in the robust fitting procedure (Section 4.3.4) has been set to the 95th centile of OFD
in order to contain the whole fetal brain. Following the experiments of Fulkerson et al. [54],
the size N of the Bag-of-Words vocabulary (Section 4.3.3) has been set to 400. The code was
implemented in Python, using OpenCV [14] and scikit-learn [115]. The automated detection
process takes less than a minute on a normal PC.
4.4.2 Data
The imaging data used to evaluate the proposed method was introduced in Section 2.3.1,
dataset 1, and consists of 117 sagittal, 113 coronal and 228 transverse scans from 59 healthy
fetuses aged from 22 to 39 weeks. We performed a 10-fold cross-validation, with 39 training
subjects and 20 testing subjects for each fold.
During the localisation process, standardising the image contrast is crucial as both MSER and
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SIFT features depend on gradient information. The data has thus been contrast-normalised
over all slices, with saturation of 1% on each side of the intensity histogram. The acquired
slices have been upsampled to 0.8× 0.8mm resolution to increase the number of SIFT features
detected as well as to limit the variation in scale between datasets.
4.4.3 Results
The brain localisation results are summarised in Table 4.2, whereas examples of detected bound-
ing boxes and their corresponding ground truth are shown in Figure 4.9. We compared our
method against sliding a window of fixed size OFD with a Random Forest classifier on his-
tograms of 2D SIFT features [97] or 3D SIFT features [151]. For each stack of slices, we
measured the distance between the center of the ground truth bounding box and the detected
bounding box. Similarly to Ison et al. [69], we defined a correct detection as 70% of the brain
being included in the detected box. 2D SIFT features performed better than 3D SIFT fea-
tures, which can be attributed to the inconsistency of the 3D data, whereas the bundled SIFT
drastically improved the localisation accuracy with an error below 5.7mm in more than 50%
of cases. This increased precision comes from applying a classifier only at specific locations
(MSER regions) instead of all pixels, thus resulting in a more localised probability map. This
localisation of the center of the brain shows improved results compared to Ison et al. [69] who
reported a median error of 10mm in the detection of six landmarks corresponding to centroids
of fetal head tissues. However, contrary to Ison et al. [69], the orientation of the brain is not
determined. Our method is more general than Anquez et al. [4] as it does not rely on localising
the eyes. There has been no false detection or missed detection with bundled SIFT, with a
worst case error of 25mm presented in Figure 4.9.e. In 85% of cases, the detected bounding
box contains entirely the ground truth bounding box.
The prior knowledge gained from the gestational age plays an important role in disregarding
most of the detected MSER regions. Indeed, on average during the 10-fold cross-validation, 98%
of the candidate regions are disregarded in the first stage of the pipeline. As a comparison, the
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(a) (b) (c)
(d) (e)
Figure 4.9: Examples of detected bounding boxes (green) and ground truth (red). (a), (b)
and (c) are respectively sagittal, coronal and transverse acquisitions of different subjects. (d)
and (e) show detections with the largest error, which can be attributed to the presence of the
maternal bladder near the fetal head.
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Error (mm)
Centiles 2D SIFT 3D SIFT
Bundled
SIFT
25th 10.9 14.8 4.0
50th 15.5 20.8 5.7
75th 20.5 30.4 8.4
Detection 98% 85% 100%
Complete brain 38% 23% 85%
Table 4.2: Detection results averaged over the cross-validation, all orientations combined.
SVM classifier further disregards 41% of the remaining candidates, and the RANSAC procedure
removes 18% outliers. No distinction has been made between sagittal, transverse or coronal
acquisitions, which is another advantage of the proposed method.
When using normal growth charts to define a realistic range of sizes of the brain, our goal
is to remove improbable detections while still allowing a large variation in brain size. From
standard growth charts, extending to include 99.6% of subjects corresponds to a one week error.
Simulating extreme growth restriction by adding a five weeks error in all gestational ages, the
detection rate is still 91%. Additional detection results are presented in an online video1.
4.5 Discussion
The proposed detection method is robust to low signal-to-noise ratio (Figure 4.10). However,
the stability criterion in the detection process of MSER regions is related to the image gradient.
As a result, the detection method relies on a consistent contrast across images. For the same
reason, the brain is well characterised by MSER regions, but it is not the case for other organs,
whose intensities are less homogeneous and display a lower contrast with surrounding tissues.
The proposed method thus cannot be generalised to other parts of the fetal body. Besides, the
ellipsoid shape of the brain ensures a regular shape of the brain whatever the scan orientation.
1https://youtu.be/WdGEb7snJak
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Figure 4.10: The proposed localisation method is robust to low signal-to-noise ratio. The
selected MSER regions are highlighted in red and the detected bounding box in green.
On the contrary, a coronal or transverse view of the lungs do not have a similar shape. This
hinders a slice-by-slice approach independent of the scan direction for other organs than the
brain. Due to the slice-by-slice detection process, there needs to be a good coverage of the
middle slices of the brain and the proposed method is therefore not adapted for acquisitions
with a large spacing between slices.
Gaussian blurring and the mean shift algorithm are other approaches that accumulate votes
from a detection process such as in Section 4.3.4. However, these approaches would only
consider the center of each detected ellipse, while RANSAC enables to incorporate constraints
on the MSER regions themselves, which must not extend beyond the detected bounding box.
These constraints are based on the estimated size of the brain from the gestational age. They
allow the exclusion of outliers such as the whole head or the surrounding amniotic fluid.
Figure 4.11: As a result of fetal head rotation, the eyes of the fetus do not provide robust 3D
landmarks for the localisation of the brain.
Beyond the clinical interest in analysing the brain of the fetus, there are several motivations
for localising the fetal brain as a first step in the localisation of fetal organs. The main arguments
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are that the brain is the largest organ in the fetus, representing more than 10% of the total
body volume in healthy fetuses [37], and it is the most apparent feature in the data due to the
low intensity of the fetal skull and high intensity of the cerebrospinal fluid. In the method of
Anquez et al. [4] to localise the fetal brain in MR images, the eyes are used as a first landmark
in the localisation pipeline. However, as highlighted in Figure 4.11, due to the small size of the
eyes and their distance to the neck articulation, they do not provide a 3D landmark as robust
as the brain itself in our images. The eyes were also used in Cuingnet et al. [35] in order to
define the orientation of the brain in ultrasound images. However, 3D ultrasound provide a
consistent 3D volume, unlike the misaligned 2D slices of fetal MRI.
4.6 Conclusion
We presented in this chapter an automatic localisation method for the fetal brain in MRI.
Proceeding slice-by-slice, MSER regions are first detected and filtered by size and aspect ratio
before being classified using histograms of SIFT features. An expected size of the brain is
inferred from the gestational age and prior knowledge of the fetal development. Finally, a 3D
bounding cube is fitted to the selected regions with a RANSAC procedure. The method is not
specific to the scan orientation, with a median distance error of 5.7mm from the ground truth.
The automated localisation of the brain can be used to initialise motion correction, as will
be presented in the next chapter (Chapter 5), but it is also an anchor point to detect other
parts of the fetal body, as will be presented in Chapter 6.
Chapter 5
Brain segmentation and motion
correction
This chapter is based on:
K. Keraudren, M. Kuklisova-Murgasova, V. Kyriakopoulou, C. Malamateniou, M. Ruther-
ford, B. Kainz, J. Hajnal, and D. Rueckert. Automated Fetal Brain Segmentation from 2D
MRI Slices for Motion Correction. NeuroImage, 101:633–643, 2014
Abstract
This chapter presents an extension of the localisation method described in the previous chap-
ter in order to segment the fetal brain. This segmentation process is combined with a robust
motion correction method, enabling the segmentation to be refined as the reconstruction pro-
ceeds. The proposed method is a patch-based propagation of the MSER regions selected during
the localisation process, followed by a CRF segmentation. The method was tested in a ten-fold
cross-validation experiment on 66 datasets of healthy fetuses whose gestational age ranged from
22 to 39 weeks. In 85% of the tested cases, the proposed method produced a motion corrected vol-
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ume of a relevant quality for clinical diagnosis, thus removing the need for manually delineating
the contours of the brain before motion correction.
5.1 Introduction
Motion correction is a key element for imaging the fetal brain in-utero using MRI. Maternal
breathing can introduce motion, but a larger effect is frequently due to fetal movement within
the womb. Consequently, imaging is frequently performed slice-by-slice using single shot tech-
niques, which are then combined into volumetric images using slice-to-volume reconstruction
(SVR) methods (see Section 2.1.3 for a detailed review). For successful SVR, a key preprocess-
ing step is to isolate fetal brain tissues from maternal anatomy before correcting for the motion
of the fetal head. This has hitherto been a manual or semi-automatic procedure.
In this chapter, we propose a fully automated tightly coupled segmentation and motion
correction of the fetal brain. In Section 5.2, we give an overview of related work for processing
brain MRI. We show in Section 5.3.1 how to refine the localisation obtained in the previous
chapter from a bounding box detection to a segmentation for all 2D slices of each 3D stack.
In Section 5.3.2, we integrate this automated masking with the motion correction procedure,
allowing the mask of the segmented brain to evolve during reconstruction. The main steps
of the proposed segmentation pipeline are highlighted in Figure 5.1. The resulting method is
evaluated in two steps (Section 5.5), first assessing the quality of the slice-by-slice segmentation,
then comparing the result of motion correction using a manual and an automated initialisation.
We then discuss in Section 5.6 the limitations of the proposed method in cases of extreme motion
or abnormal brain growth.
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Figure 5.1: Outline of the proposed brain segmentation pipeline, which starts from the MSER
regions selected during the brain localisation process, and results in a segmented and motion
corrected volume of the fetal brain.
5.2 Related Work
5.2.1 Processing of conventional cranial MRI
Numerous methods have been proposed for an automated extraction of the adult brain from
MRI data, a problem also known as skull stripping. The task is then to delineate the whole
brain in a motion free 3D volume. Most of the proposed methods take advantage of the fact
that the adult head is surrounded by air and that the brain is thus the main structure in
the image. Brain extraction can then be performed using a region growing process, such as in
FSL’s Brain Extraction Tool [141] and FreeSurfer’s Hybrid Watershed Algorithm [133], or using
morphological operations and edge detection such as in the Brain Surface Extractor of Shattuck
et al. [137]. A more general approach is to register the image to segment with a brain template
and use statistical models of brain tissues [166]. Instead of a template, the new image can also
be registered to an atlas of already skull-stripped images [158]. Tissue classification can then
be performed, for instance by seeking similar patches from the atlas in a local neighbourhood
and transferring their labels to the new image, such as in BEaST [44]. Such a patch-based
segmentation has been applied to fetal data after motion correction [169].
5.2.2 Brain extraction in fetal MRI
Current methods to segment motion-free, high resolution adult brain volumes cannot be straight-
forwardly applied to the extraction of the fetal brain from the unprocessed MR data. It is how-
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ever necessary to isolate fetal tissues for motion correction to be guided by the anatomy of the
fetus. In both Rousseau et al. [121] and Gholipour et al. [58], a tight bounding box is manually
cropped for each stack of 2D slices. In Jiang et al. [71] and Kuklisova-Murgasova et al. [87], the
region containing the fetal head is manually segmented in one stack, and the segmentation is
propagated to the other stacks after volume-to-volume registration. Downsampling the target
volume followed by up-sampling the mask can be performed to save time during the manual
segmentation. In Kim et al. [81], a box around the brain is manually cropped in one stack and
propagated to the other stacks after volume-to-volume registration. An ellipsoidal mask, which
evolves while the slices are aligned is then used throughout the motion correction procedure.
Cropping only a box around the fetal brain is relatively fast but may not be enough for the
reconstruction to succeed, as tissues outside the head of the fetus may mislead the registration.
However, manual segmentation requires time, about 10–20min per stack of 2D slices, which can
be a limitation for large scale studies. Moreover, the assumption that a mask from one stack
can be propagated to all other stacks might not hold when the fetus has moved a lot between
the acquisitions of each stack. Besides, slices are acquired one at a time and in an interleaved
manner in order to reduce the scan time while avoiding slice cross-talk artefacts. In cases of
extreme motion, the misalignment between slices can cause a 3D mask to encompass too much
maternal tissue, thus requiring a slice-by-slice 2D segmentation.
Existing methods to localise the fetal brain in MRI, which have been introduced in the
previous chapter, are a key step to automate the preprocessing required for motion correction.
While the method of Ison et al. [69] produces an oriented bounding box around the brain,
Anquez et al. [4] and Kainz et al. [72] use the localisation process to initialise a segmentation
of the brain, respectively with graph-cuts and level-sets. The atlas-based methods of Taleb
et al. [149] and Taimouri et al. [148] also provide a segmentation of the fetal brain in the raw
data. In particular, the template-to-slice matching of Taimouri et al. [148] could also provide
an initialisation for the slice-to-volume registration taking place in motion correction as each
acquired slice can now be positioned into the template space. Additionally, the method of
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Tourbier et al. [153] focuses on brain extraction and assumes that a box has been manually
cropped around the brain in order to perform an atlas-based segmentation.
In this chapter, we extend the brain localisation method presented in the previous chapter
to automatically segment the fetal brain from the unprocessed data for the purpose of motion
correction. The main challenges are that the fetus is in an unknown position and orientation,
surrounded by maternal tissues, and may have moved between the acquisitions of 2D slices.
5.3 Method
5.3.1 Brain extraction
The result of the detection process presented in Chapter 4 is not only a bounding box, but also
a partial segmentation of the brain corresponding to the selected MSER regions. Figure 5.2.a
shows an example of the resulting mask (in red). It can be noted that the selected MSER
regions do not cover the whole brain. In particular, due to the size selection using the BPD and
OFD, the extremal slices of the brain are unlikely to be included as they will be considered too
small. The brain extraction method proposed in the present chapter is hence a propagation of
this initial labeling within the region of interest defined by the detected bounding box, resulting
in the masked brain in Figure 5.2.b.
By performing a slice-by-slice segmentation based on a classifier that uses 2D patches as
features, we are able to propagate the initial labelling within the region of interest obtained
from the detection process. The motivation for using 2D patches is that they are not corrupted
by motion. Although the 2D slices are not necessarily parallel in the anatomy of the fetal brain,
it can be expected that 2D patches small enough will share sufficient similarities across different
regions of the brain to enable label propagation.
A typical patch-based segmentation searches each region of the image to find the most similar
5.3. Method 91
(a)
(b)
Figure 5.2: The brain localisation using MSER regions only provides an estimate of the center
of the brain and a rough segmentation of the middle of the brain (red in (a)). The label
propagation step extends this segmentation to all slices within the detected bounding box,
adding the white region in (a), resulting in the masked brain shown in (b).
patches within an atlas, a training database with known ground truth segmentation. The atlas
is hence aligned with the image and a final segmentation is obtained by fusing the votes from
selected patches of atlas images [28, 123]. In our application, we seek to segment a 3D volume
using a sparse labelling of its 2D slices. This sparse labelling corresponds to the periphery of the
bounding box around the brain (background label), as well as the selected MSER regions (brain
label), as shown in Figure 5.3. Therefore, we perform online learning in contrast to conventional
atlas based approaches, which rely on oﬄine training. Working on a single 3D image at a time
excludes the need to normalise intensities or register the volume to an atlas. Moreover, by
learning from the same image, we can adapt to the variability of the unprocessed fetal MR
data. In particular, we can work on 2D slices without prior knowledge of the scan orientation
relative to the fetal anatomy. Similarly to Wang et al. [165], we overcome the restriction of
search windows by using a single global classifier that compares patches independently of their
location in the image, instead of applying local classifiers. However, we chose a Random Forest
classifier [15], using 2D intensity patches as features, to maintain a feasible training and testing
speed. A k-nearest neighbour classifier would have little training time, but its evaluation is a
time-consuming process.
To obtain the initial sparse labelling on which the Random Forest is trained, the mask
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(a) (b)
Figure 5.3: (a) Detected brain (green box ) and selected MSER regions (red overlay). The top
image shows a 2D slice while the bottom image is an orthogonal cut through the stack of 2D
slices. (b) A Random Forest classifier is trained on patches extracted in the selected MSER
regions (green boxes selected within the red overlay) and on patches extracted in a narrow band
at the boundary of the detected bounding box (red boxes selected within the blue overlay)
.
resulting from the brain localisation method presented in Chapter 4 is first preprocessed by
fitting ellipses to the MSER regions and filling any remaining hole. These regions provide
positive examples of 2D patches to learn the appearance of the fetal brain, while negative
examples are obtained by extracting patches on a narrow band at the boundary of the detected
bounding box (Figure 5.3.b). The resulting classifier is then applied to the volume within the
detected bounding box, to obtain a probability map of brain tissues.
An estimation of the volume of the fetal brain from the gestational age [22] is used to
refine the probabilistic output of the Random Forest. This can be interpreted as a volume
constraint in the segmentation process. For this purpose, enough of the voxels most likely to
be within the brain are selected in the probability map to fill half of the estimated volume of
the brain, and subsequently set to the highest probability value. Likewise, enough of the voxels
most likely to be part of the background are selected to fill half of the background, and set
to the smallest probability value. The probability map is then rescaled between [0, 1]. This
corresponds to trimming both sides of the intensity histogram of the probability map before
rescaling it (Figure 5.4).
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Figure 5.4: Knowing the dimension of the image as well as an estimation of the fetal brain
volume inferred from the gestational age, we can estimate the ratio of the total volume of the
image that is occupied by the fetal brain (b). This ratio is used to rescale the brain probability
map. Figures (a) and (d) show the brain probability map before rescaling, while the effect of
rescaling can be seen in the figures (c) and (e).
The probability map is then converted to a binary segmentation using a CRF [88]. This is a
common approach in computer vision which enables the combination of local classification priors
(unary term) with a global consistency constraint (pairwise term). We use the formulation
proposed by Boykov and Funka-Lea [13] which seeks to minimise the energy function:
E(l) =
∑
p
D(p, lp) + λ
∑
p,q
Vpq(lp, lq)
with the unary term (data cost) defined by the probability estimated by the Random Forest
classifier:
D(p, lp) = − log(P(p|lp))
and a pairwise term (smoothness cost) penalising labelling discontinuities between pixels of
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similar intensities:
Vpq(lp, lq) =
[lp 6= lq]
‖p− q‖2 e
−(Ip−Iq)2/2σ2
where ‖p− q‖2 is the distance between pixels taking image sampling into account, |Ip− Iq| the
intensity difference between pixels and σ an estimation of the image noise. λ is a weighting
between the data cost and the smoothness cost. High values of λ will tend to assign the same
label to large connected components while small values of λ will tend to preserve the initial
labelling. This definition of the pairwise term is the same as the edge weight of the graph
cut used by Anquez et al. [4] for the segmentation of the fetal brain. An estimation of the
image noise is obtained by computing the difference between the image and a Gaussian blurred
version of the image. A more robust method that would keep image edges from contributing
to the noise estimate could be considered in future work. When building the CRF, each voxel
is connected to its 26 neighbours with an edge of cost Vpq. In order to take fetal motion into
account, we compute distinct values of σ for in-plane and through-plane edges of the CRF,
namely σxy is computed using an in-plane Gaussian blurring while σz is computed using a
through-plane Gaussian blurring.
Whereas the Random Forest classifier previously described was applied on 2D slices, we rely
on a 3D CRF to force the extraction of a blob-like structure, thus minimising the error in the
extremal slices of the brain. To ensure that enough structures of the fetal skull remain in the
segmentation as a guide in the registration process, ellipses are fitted on every 2D slice of the
segmentation mask and enlarged by 10% to obtain the final segmentation mask.
The resulting segmentation, as shown in Figure 5.5, is then used as input for the motion
correction procedure. In cases of extreme motion, it could be considered to treat each slice
independently with a 2D CRF, thus allowing for more discontinuities in the segmented structure.
If there is little motion between stacks, a 4D CRF could be considered, the fourth dimension
being the time between stack acquisitions, thus taking advantage of the overlap between images.
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Figure 5.5: The top row shows a probability map of the Random Forest after rescaling while
the bottom row shows the segmentation from the CRF (red contour) enlarged with 2D ellipses.
5.3.2 Joint segmentation and motion correction
The automated masking of the fetal brain has been integrated with the motion correction
method of Kuklisova-Murgasova et al. [87]. The latter performs slice-to-volume registration
interleaved with a super-resolution scheme and robust statistics to remove poorly registered
or corrupted slices. More specifically, the original slices are classified into inliers and outliers
based on their similarity with the reconstructed volume. This process seeks to remove artefacts
of motion corruption and misregistration. We propose to integrate automatically generated
masks for all input stacks instead of a manual input. Moreover, we are able to refine the
segmentation in the final iterations of the motion correction procedure.
The motion correction process is initialised as shown in Figure 5.6. Before performing any
cropping, all stacks are registered to a template stack in order to correct for maternal motion.
This template stack is typically chosen manually as the one least affected by fetal motion.
The same template stack was used for the manual and automated initialisations during testing
(Section 5.5.2). All stacks are then automatically masked and subsequently registered to the
template stack for a second time. A large mask encompassing all masks is then created to ensure
that the brain is not cropped. Indeed, each segmentation mask will have more confidence in
the central slices of the brain than in the extremal slices. This mask is then updated after each
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Figure 5.6: The masks of the fetal brain for the original 2D slices are progressively refined using
the updated slice-to-volume registration transformations.
iteration of the slice-to-volume registration. This approach significantly differs from Kuklisova-
Murgasova et al. [87] who use a static mask from the template stack, but it can be related to
the evolving mask used by Kim et al. [81].
As the reconstruction progresses, the segmentation of the original slices can be refined thanks
to their recovered alignment in 3D space. In the final iterations of motion correction, the boxes
obtained with the method of Chapter 4 are used without applying any mask in order to obtain
a reconstructed volume larger than the brain. The slice-by-slice probability maps obtained
in Section 5.3.1 that correspond to slices classified as inliers, namely matching the intensity
profile of the reconstructed volume [87], are then summed to obtain a 3D probability map
(Figure 5.7). Following the same method described in Section 5.3.1, the latter is then rescaled
using an expected brain volume and used to initialise a 3D CRF on the enlarged reconstructed
volume. Finally, the resulting mask is smoothed to avoid boundary artefacts, and dilated to
incorporate skull tissues.
This mask can then be projected back to the original slices and thus correct initial errors. As
the only information that is passed on from one iteration to the next are rigid transformations,
the motion correction can proceed with the updated masked slices (Figure 5.6). This 3D CRF
is only applied in the final iterations as the motion correction starts from a low resolution
estimate of the reconstructed volume and progressively produces a sharper result.
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Figure 5.7: The whole boxes detected with the method of Chapter 6 are used without any
masking to reconstruct a volume larger than the brain. The probability maps obtained in
Section 5.3.1 are then combined to initialise a CRF (top row). The bottom row presents the
final reconstruction with the CRF segmentation in red.
5.4 Implementation and choice of parameters
The parameters of the proposed methods are λ, the weight between spatial constraint and prior
knowledge in the CRF segmentation, the patch size and the number of trees in the Random
Forest label propagation. These parameters have been chosen empirically, that is to say seeking
to optimise the results on a few images by trial and error. In the 3D CRF, the weight λ has
been set to 20 in Section 5.3.1 and 10 in Section 5.3.2. The performance of the segmentation
is fairly stable across a wide range of values for the number of trees and the patch size, and
the choice then becomes motivated by preserving the speed of the method, which decreases
with higher values of these parameters. We chose to use a patch size of 17 × 17 pixels (see
Figure 5.3.b) and Random Forests of 30 trees in our label propagation with patch features.
While the motion correction reconstructs a volume with a resolution of 0.75mm, the CRF
run in the last steps of motion correction is performed after downsampling the reconstructed
volume with a factor 2 to limit memory consumption, hence at 1.5mm resolution. Performing
a grid search is a computationally intensive process, however, in order to validate our choice of
parameters, we ran the brain extraction pipeline on all subjects, changing one parameter at a
time. The results, in the form of mean Dice scores, are presented in Figure 5.8 and are conform
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to our expectations.
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Figure 5.8: Influence on the mean Dice score of the main parameters of the brain extraction
process: the weight λ between prior knowledge and spatial constraints in the CRF segmentation,
the number of trees and the patch size in the Random Forest label propagation. The parameter
values that have been selected for the subsequent experiments have been highlighted in red.
The code was implemented with the IRTK library, using OpenCV [14] and scikit-learn [115]
for the detection and segmentation parts, and is available online1 . The average time measure-
ment for the separate steps of the pipeline is shown in Table 5.1. While the brain detection
and extraction can be run on a normal PC, motion correction was performed on a 24 cores, 64
GB RAM computer.
Step Time
brain localisation <1min
brain extraction 2min
motion correction 1h20
3D CRF 10min
Table 5.1: Average computation time for the separate steps of the pipeline.
1https://github.com/kevin-keraudren/example-motion-correction
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5.5 Evaluation
5.5.1 Data
The data used for evaluating the proposed method is the same as in the previous chapter and
has been described in Section 2.3.1, dataset 1.
5.5.2 Ground truth and experiments
The automated brain extraction was evaluated using a ten-fold cross-validation: 39 subjects
were randomly selected for training the brain detector described in Chapter 4 and 20 subjects
for testing the automated slice-by-slice segmentation, and this process was repeated 10 times.
Fetuses who have been scanned several times have not been separated during cross-validation
to avoid having similar datasets for both training and testing. The Bag-of-Words classifier of
the brain detector was trained using bounding boxes tightly drawn around the brain.
A motion corrected 3D image reconstruction was generated for each subject using an au-
tomated brain mask randomly selected from one fold of the ten-fold experiment. These were
evaluated against reconstructions performed with the same algorithm, but with a manual mask
drawn on one stack and propagated to the other stacks after rigid alignment. The 3D motion
corrected reconstructions achieved using manual brain extraction were treated as a gold stan-
dard and used to directly evaluate the proposed segmentation pipeline for the fetal brain. This
was done in two ways:
Firstly an expert observer, blinded to the reconstruction method, viewed both reconstructions
for each subject in random order and rated them using the following qualitative scale:
A. this reconstruction has no evident artefacts from motion.
B. this reconstruction has minor artefacts but it can still be used for diagnosis.
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C. this reconstruction cannot be used for clinical diagnosis (failed motion correction).
The same expert was also asked to assign a motion score to each subject based on the appearance
of the initial average of all stacks after volume-to-volume registration and before any slice-to-
volume registration. In case of doubt between severe motion and low signal-to-noise ratio
(SNR), the expert looked at the original scan acquisitions in order to assign a score. The scores
were assigned as follows:
I. no motion (Figure 5.9.a).
II. some motion (Figure 5.9.b).
III. severe motion (Figure 5.9.c).
(a) (b) (c)
Figure 5.9: The success of the motion correction procedure is strongly dependent on the initial
volume-to-volume registration. For each pair of images, the top row presents the initial average
of all stacks while the bottom row is the final reconstruction. Column (a) is an example with
almost no motion, column (b) is an example with motion that is successfully corrected and
column (c), where the brain is barely recognisable in the average image, is an example with
extreme motion where motion correction fails.
Secondly, the volumetric images generated starting with manual brain extraction were seg-
mented using the patch-based method of Wright et al. [169]. The rigid body transformations
determined in aligning the original slices with the reconstructed volume were then used to
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(a) (b) (c)
Figure 5.10: Example of ground truth segmentation (green), slices excluded from motion cor-
rection (red) and automated segmentation (yellow). (a) and (b) are original 2D slices while (c)
is a through-plane cut. (a) has been classified as inlier during motion correction and (b) as
outlier due to motion artifacts.
project the ground truth segmentation onto the original slices. The motion correction method
removes artefacts of motion corruption and misregistration by classifying the original slices into
inliers and outliers [87] based on their similarity with the reconstructed volume. Only slices
which have been included in the motion corrected volume with a strong confidence were used to
evaluate the slice-by-slice segmentation (Figure 5.10). Also, subjects whose motion correction
using manual masks failed have been excluded from the slice-by-slice evaluation, as no ground
truth could be generated.
When localising and segmenting the fetal brain, normal growth charts are used to define a
realistic range of sizes and volumes of the brain in order to remove improbable detection results,
while still allowing a large variation in brain size. From standard growth charts, extending to
include 99.6% of subjects corresponds to a 1 week error. To assess the stability of the proposed
method depending on the estimated age, we thus performed a separate ten-fold cross-validation
simulating extreme growth restriction by adding a 5 week error in all gestational ages.
Additionally, the results obtained using the method of Taleb et al. [149], which is part of the
Baby Brain Toolkit [124], are also reported.
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5.5.3 Evaluation metrics
The proposed segmentation pipeline for the fetal brain was evaluated using the measures of
recall and precision [7]. The recall, defined as true positives
true positives + false negatives
, measures in our case
how much of the brain is correctly segmented:
recall =
Volume of correctly classified voxels
Ground truth volume of the brain
while the precision, defined as true positives
true positives + false positives
, gives an estimate of how much of the
background is correctly excluded:
precision =
Volume of correctly classified voxels
Detected volume of the brain
Similarly to Ison et al. [69], we selected these two metrics as they provide a way to compare
the extraction of the brain in its entirety while minimising the inclusion of other tissues. More-
over, these measures have the advantage of being independent of the amount of background and
are thus not biased when images are cropped. The segmentation we seek as input for motion
correction should have a maximal recall as it should contain the whole brain. However, its
precision should be high enough for registration to succeed thanks to the exclusion of maternal
tissues, but not necessarily maximal as including tissues of the fetal head can help the registra-
tion. Additionally, we present Dice segmentation scores [41] which summarise both recall and
precision measures:
d = 2× |A ∩B||A|+ |B| = 2×
precision× recall
precision + recall
where |A| and |B| represent respectively the detected and ground truth volume of the brain.
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Mean recall Mean precision Dice score
Box detection 98.8 (± 2.8) 57.0 (± 7.7) 72.0 (± 6.0)
RF/CRF segmentation 90.6 (± 9.7) 90.3 (± 9.5) 90.5 (± 8.9)
Enlarged segmentation 96.4 (± 9.4) 73.3 (± 9.0) 84.2 (± 8.2)
Final segmentation 93.2 (± 3.7) 93.0 (± 5.1) 93.0 (± 3.7)
Taleb et al. 93.1 (± 17.4) 68.7 (± 19.8) 80.4 (± 16.2)
Table 5.2: Mean recall, mean precision and Dice score (± standard deviation) of the automated
brain segmentation computed over the ten-fold cross-validation and for the reconstructed vol-
umes.
5.5.4 Localisation and segmentation results
The density plots in Figure 5.11 summarise the distribution of the recall and precision scores
at different stages of the workflow. The box detection corresponds to the localisation of the
fetal brain. The RF/CRF segmentation is the extracted brain after the patch-based Random
Forest and CRF segmentation, while the enlarged segmentation is the same segmentation after
dilation. Lastly, the final segmentation is the segmentation of the motion corrected brain.
Table 6.1 presents the mean values for these scores.
The automated detection of a bounding box for the fetal brain (Chapter 4) contains in
average more than 98.8% of the brain. However, the detected box encompasses a large portion
of background pixels, with a precision of only 57.0%. This low score can be expected as we
select a box whereas the shape of the brain is ellipsoidal, and we purposefully overestimate the
dimensions of that box (Section 4.4.1).
We therefore segment the content of the detected box into brain and non-brain tissues.
The CRF segmentation has both recall and precision mean scores above 90%. However, this
segmentation misses parts of the brain and does not include tissues of the fetal skull, which are
potentially useful for registration. We hence enlarge it, increasing the recall score as more brain
tissues are included (96.4%), but decreasing the precision score as more background voxels are
also included (73.3%).
This enlarged segmentation is used as input for motion correction, as well as the 2D probabil-
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ity maps obtained at the RF/CRF segmentation stage. The detailed segmentation we obtain
after motion correction has both mean recall and mean precision scores above 93%. This
segmentation improves the robust statistics performed during motion correction, leading to a
sharper motion corrected volume (Figure 5.12).
Simulating extreme growth restriction by adding a 5 week error in all gestational ages, the
mean Dice score of the RF/CRF segmentation (Section 5.3.1) in the ten-fold cross-validation
is still 86.7%, which should be compared with the mean Dice score of 90.5% obtained when
providing correct estimates of gestational ages.
The masks produced using the method of Taleb et al. [149] obtained a mean Dice score of
80.4% (± 16.2%). These masks should be compared with the enlarged segmentation masks
produced by the proposed method that are used as input for motion correction and obtained
a mean Dice score of 84.2% (± 8.2%). The longer tail of the precision distribution in the
rightmost plot of Figure 5.11 highlights the higher number of unsuccessful localisations of the
brain using the method of Taleb et al. [149].
5.5.5 Reconstruction results
The results of the evaluation of motion correction are presented in Table 5.3.a. It can be noted
that in 88% of cases, the automated initialisation scored similarly or better than the manual
initialisation, and in 85% of cases the reconstructed volume obtained from the automated
initialisation was good enough for clinical diagnosis. Although the automated initialisation
failed to produce meaningful results in 15% of cases, neither methods produced useful results
in 7.5% of cases. This is mostly due to a poor initial alignment of the stacks (Figure 5.9.c),
discussed in Section 5.6.
Among the 6 subjects that received a quality score of C for the manual initialisation (Ta-
ble 5.3.a), we excluded from the ground truth dataset the 4 cases corresponding to registration
failures while keeping the 2 cases corresponding to low SNR. In a few cases (4.5%), the auto-
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Automated
segmentation
A B C
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A 42 3 0
B 2 8 5
C 0 1 5
(a)
Automated
segmentation
A B C
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I 27 4 1
II 16 8 6
III 1 0 3
(b)
Table 5.3: Table (a) presents the quality scores obtained for each subject for the automated
and manual initialisation of motion correction. The diagonal corresponds to subjects where
both methods gave results of similar quality, while the upper part of the array corresponds to
automated initialisations with a higher quality score and the lower part corresponds to manual
initialisations with a higher score. Table (b) presents the quality scores of the automated
initialisation depending on the motion scores. It can be noted that most cases with little
motion were successfully reconstructed while most cases with extreme motion failed.
mated method performed better than the manual segmentation. An example is presented in
Figure 5.12 and can be explained by the tighter mask produced by the automated method.
Table 5.3.b presents the motion scores assigned by the expert. These scores give an overview
of the amount of motion in our data, with 48% of subjects classified as no motion, 45% as some
motion and 6% as severe motion. The case with a quality score of C and a motion score of I has
a very low SNR and the default parameters of motion correction would need to be adjusted to
perform an adequate reconstruction. It can be noted that cases with extreme motion represent
only a small portion of our dataset but that our method did not enable a successful motion
correction of most of these cases.
5.6 Discussion
The scores for the RF/CRF segmentation and the enlarged segmentation can be compared
with the sensitivity (recall) and specificity (precision) scores reported by Ison et al. [69], which
were respectively between 74% and 88%, and between 85% and 89%, depending on the scan
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Figure 5.12: Example reconstruction with automated initialisation (top row) and manual ini-
tialisation (bottom row). It can be observed that the method with automated segmentation
produces a tighter mask of the brain, thus resulting in fewer artefacts.
orientation (sagittal, coronal or transverse). The mean Dice score for the final segmentation
is 93.0%, thus providing a good starting point for processing the fetal brain after motion
correction. Brain masks before motion correction were obtained with the method of Taleb
et al. [149] and compared to the proposed pipeline through mean Dice scores. Our proposed
method, which relies on a slice-by-slice detection and segmentation, is thus more robust than
the registration based approach of Taleb et al. [149].
As can be seen from Figure 5.11, the box detection succeeded for all stacks, but a few stacks
(less than 1%) failed to be segmented correctly. This does not necessarily mean that manual
intervention will be required in order to perform motion correction. Indeed, assuming that most
of the stacks from the same subject are correctly segmented, the motion correction procedure
then automatically rejects wrongly segmented stacks based on their dissimilarity with the rest
of the dataset.
This demonstrates the success of the proposed method: it allows a full automation of motion
correction, saving the time spent on manual segmentation while still providing comparable
results. Moreover, it can be noted that the masks resulting from the automated initialisation
are of similar quality across subjects in terms of brain coverage and exclusion of external
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tissues. On the contrary, the manual masks have more variability between subjects, sometimes
not fully covering all intracranial structures or including too much background, mostly due to
methodological differences between experts rather than to the fetus position or motion.
Among the 5 subjects that failed to be reconstructed with the automated method but were
successfully reconstructed with the manual initialisation, 3 failures can be attributed to part of
the maternal bladder or portions of amniotic fluid between the fetal head and the uterine wall
being included in the segmentation. This is a weakness inherent to our detection method. As
these regions are of homogeneous intensity, they are selected in the MSER detection process.
Furthermore, as the ellipses fitted to them encompass the whole brain, they are kept in the Bag-
of-Words classification. The resulting segmentation is a mask too wide for motion correction to
be efficient. For the remaining 2 cases, the segmentation missed part of the brain, which could
have been improved by setting a lower λ value in the CRF segmentations, namely a weaker
smoothness constraint.
5.6.1 Extreme motion
As presented in Figure 5.9, the success of motion correction strongly depends on the initial
alignment of all stacks after volume-to-volume registration. If the initial misalignment is too
significant, the slice-to-volume registration, which performs a spatially limited search, will not
be able to correct it. This highlights the main limitation of the proposed method: the orienta-
tion of the brain is still unknown after segmentation and the initial alignment between stacks
is left to an intensity based image registration, which is initialised using the scanner world
coordinate system.
Extreme motion between 3D stacks can occur due to a change of the parameter settings of
the scanner or a change of the mother’s position, resulting in incoherent scanner coordinates
for the center of the brain in each stack. Such cases can be automatically detected using a 3D
clustering such as mean shift [26] with a kernel size defined by the typical amplitude of a fetal
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head motion. Separate motion corrections can then be performed for each cluster. In order
to combine all stacks during motion correction, an initial alignment needs to be provided, for
instance using the method of Ison et al. [69] or through the manual selection of landmarks.
Extreme motion between stacks is more likely to arise with younger fetuses who have more
freedom to move within the womb. Figure 5.13 presents a fetus of 20 weeks who moved
significantly during the acquisition process. Although the proposed segmentation method led
to a reasonable mask of the brain, most slices will be excluded from the reconstructed volume by
the automated outlier removal of Kuklisova-Murgasova et al. [87], and the reconstruction will
be performed using only the most coherent part of the acquired data. Kainz et al. [74] proposed
to estimate the relative motion within each stack from the correlation between adjacent slices.
However, this approach does not provide an absolute measure of motion and only permits to
select the stack which is the least corrupted as a template for the volume-to-volume registration.
Taimouri et al. [148] proposed to position each 2D slice in template space, which would allow to
include most slices into the motion corrected volume. However, the proposed template-to-slice
matching only considers a 45°rotation step, which is large compared to fetal head rotations,
due to the computational cost of the exhaustive search.
(a) (b) (c)
Figure 5.13: The proposed brain extraction method is robust to fetal motion, although such
scan may have to be excluded from the reconstruction process. (a) Acquired slice in transverse
direction, orthogonal cuts in (b) sagittal and (c) coronal directions (fetus of 20 weeks, same as
Figure 4.1).
The process of brain extraction and motion correction could be further improved if infor-
mation obtained from the segmentation was used more extensively in the alignment process.
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Likewise, the robust statistics that remove poorly registered or corrupted slices (Section 5.3.2)
are only based on intensities and could gain in accuracy if combined with the segmentation.
Figure 5.14: If the fetus is sufficiently far from the wall of the uterus, the amniotic fluid
surrounding the head enables a 3D rendering of the feal head.
In some rare cases, little fetal movement occurred during the scans and the fetal head is
sufficiently far from the amniotic fluid to enable a 3D rendering of the fetal head. In Fig-
ure 5.14, the external structure of the ear is particularly apparent. Only quasi-rigid parts of
the fetal anatomy can be reconstructed by currently existing motion correction methods [75].
In particular, motion correction of the fetal mouth and airways is particularly difficult due to
swallowing of the fetus.
5.6.2 Abnormal brain growth
The proposed method relies on a training phase for the brain localisation, learning from a
database of healthy subjects, and incorporates size constraints associated with the gestational
age. It is therefore important to consider the impact of abnormal brain growth on the perfor-
mance of the proposed method.
Abnormal brain growth resulting in a smaller brain was simulated by altering the gestational
ages in our dataset. As can be expected from the filtering by size taking place during the brain
detection process, the method showed some sensitivity to abnormal sizes of the brain, with the
mean Dice score of the RF/CRF segmentation decreasing by 3.8%. However, it can be expected
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that brains with a very abnormal structure, in conditions such as severe ventriculomegaly or
hydrocephalus, will not be segmented with the proposed method without including subjects
with similar pathologies in the training dataset. Indeed, for the trained classifier in the detection
process to be able to generalise from the training data to any unseen subject, this training data
needs to be representative of the possible test cases.
To investigate the ability of the proposed method to deal with fetal MRI with abnormalities,
we randomly selected 16 subjects among fetuses with abnormal brain development and tested
the proposed fully automated motion correction method. An acceptable motion corrected
volume was obtained for 10 out of these 16 subjects, with the following break down:
• 7 success / 7 total for the cases with microcephaly (brain abnormally small)
• 3 / 7 for the cases with ventriculomegaly (ventricles abnormally large, see Figure 5.15)
• 0 / 1 for the case with hydrocephalus (a build-up of fluid in the brain)
• 0 / 1 for the case with alobar holoprosencephaly (see Figure 5.15).
These results confirm that an abnormal size has little impact on the motion correction pipeline,
while differences in appearance (intensity distribution) have a strong impact. Having only
been trained on healthy subjects, the classifier used in the brain detection process is unable to
correctly localise the brain of patients with significant abnormalities (the brain gets misclassified
as background). This is not a limitation of the proposed method but a limitation due to the
training database, which needs to be representative of the test cases. Figure 5.15 presents
the most abnormal brain that was successfully reconstructed (a patient with bilateral severe
ventriculomegaly), as well as one of the scans from a patient with alobar holoprosencephaly,
for whom the pipeline failed.
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(a)
(b)
Figure 5.15: (a) Subject with severe bilateral ventriculomegaly that has been succesfully motion
corrected, and (b) subject with alobar holoprosencephaly, for whom the pipeline failed.
5.7 Conclusion
In this chapter we have presented a method to automatically localise, segment, and refine the
segmentation of the fetal brain from misaligned 2D slices, making manual effort obsolete for
fetal brain MRI reconstruction.
The proposed method has been evaluated on a large database of 66 subjects and when assessed
by an expert, it obtained in 88% of cases a quality score similar to or better than motion
correction performed using manual segmentation. The proposed method has the advantage
of only learning from a bounding box ground truth, which is simple to obtain compared to a
detailed segmentation. Nonetheless, knowledge of the appearance of the rest of the fetal head
could be beneficial in order to obtain a more precise segmentation that would preserve more
facial tissues while excluding maternal tissues, enabling a more robust initial registration.
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Abstract
In this chapter, we propose a method based on Random Forests with steerable features to
automatically localise the heart, lungs and liver in fetal MRI. During training, all MR images
are mapped into a standard coordinate system that is defined by landmarks on the fetal anatomy
and normalised for fetal age. Image features are then extracted in this coordinate system.
During testing, features are computed for different orientations with a search space constrained
by previously detected landmarks. The method was tested on healthy fetuses as well as fetuses
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with intrauterine growth restriction (IUGR) from 20 to 38 weeks of gestation. The detection
rate was above 90% for all organs of healthy fetuses in the absence of motion artefacts. In the
presence of motion, the detection rate was 83% for the heart, 78% for the lungs and 67% for
the liver. Growth restriction did not decrease the performance of the heart detection but had
an impact on the detection of the lungs and liver. Preliminary results on the application of the
proposed method to initialise the motion correction of the fetal thorax are presented.
6.1 Introduction
Although the main focus of fetal Magnetic Resonance Imaging (MRI) is in imaging of the brain
due to its crucial role in fetal development, there is a growing interest in using MRI to study
other aspects of fetal growth, such as assessing the severity of intrauterine growth restriction
(IUGR) [37]. In this chapter, we present a method to automatically localise fetal organs in
MRI (heart, lungs and liver), as well as preliminary results on how the localisation results can
be used to initialise the motion correction of the fetal organs in the thorax and abdomen.
The main challenge for the automated localisation of fetal organs is the unpredictable position
and orientation of the fetus. To the best of our knowledge, only two papers in the published
literature consider the problem of localising fetal organs in MRI beyond the brain of the fetus.
Both methods [5, 83], discussed in Section 2.2.4, rely on a skeleton model, but neither propose
a fully automated localisation for the landmarks necessary to fit the proposed model. Two
methodological approaches can be identified from the current literature for the localisation of
the fetal brain in MRI. The first approach seeks a detector invariant to the fetal orientation
[69, 72, 77]. The second approach learns to detect fetuses in a known orientation and rotates
the test image [4]. We adopt this second approach in our proposed method.
We first experimented with the Random Forest framework proposed by Criminisi et al. [29],
introducing rotation invariance by artificially rotating the training dataset. In order to evaluate
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our implementation, we took part in the CETUS challenge1 (MICCAI 2014) on the segmenta-
tion of the left ventricle in echocardiographic images. Random Forests were applied sequentially,
similarly to the autocontext framework of Tu [155], in order to refine the localisation into a
segmentation. While reasonable segmentation results were obtained on the echocardiographic
images, which are all in a standard orientation, the method failed to correctly localise fetal
organs in MR data, where the orientation of the fetus is arbitrary. This work, presented in
Section 6.2, led to the decision to train a detector on aligned images, and apply this detector
at different orientations at test time.
As illustrated by steerable features [174], it is more efficient to extract features in a rotating
coordinate system rather than to rotate the whole 3D volume. Besides avoiding the com-
putational cost of interpolating the complete volume for each rotation, steerable features are
computationally efficient as they only require a single integral image. We thus propose to ex-
tend the Random Forest framework for organ localisation [29] with the extraction of features in
a local coordinate system specific to the anatomy of the fetus. Consequently, the sampling grid
of the input features of the Random Forest are rotated instead of the image itself. While the
steerable features of Zheng et al. [174] are derived from local voxel values for image intensity
and gradient, we propose to steer long range features, introduced in Criminisi et al. [29].
As discussed in Section 3.3.3, the Hough Forest approach [56] combines classification and
regression so that only voxels assigned to a certain class can vote for the location of specific
landmarks. This is of particular relevance when detecting landmarks within the fetus whose
position has little correlation with surrounding maternal tissues. While the trees in a Hough
Forest randomly alternate decision and regression nodes, we chose to sequentially apply a
classification and a regression forest. This enables us to benefit from generic Random Forest
implementations [115] while focusing on the key step of feature extraction.
At training time, image features are learnt in a coordinate system that is normalised for the
age of the fetus and defined by the anatomy of the fetus (Figure 6.5). At test time, assuming that
1http://www.creatis.insa-lyon.fr/Challenge/CETUS
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Figure 6.1: Overview of the proposed pipeline for the automated localisation of fetal organs in
MRI.
the center of the brain is known, image features are extracted in a coordinate system rotating
around the brain in order to find the heart. The lungs and liver are then localised using a
coordinate system in which one axis is parallel to the heart-brain axis. While the position
and orientation of a rigid body is defined by six parameters, this sequential search allows to
reduce the degrees of freedom to five when localising the heart, and to four when localising
the subsequent organs. An overview of our proposed pipeline is presented in Figure 6.1. In
the remainder of this chapter, we will first briefly describe our autocontext Random Forest
framework in Section 6.2 before presenting our main method in Section 6.3. This proposed
approach is then evaluated in Section 6.4 on two datasets of MRI scans. The first dataset, used
for training and leave-one-out cross-validation, consists of scans of 30 healthy and 25 IUGR
subjects without significant motion artefacts (Section 2.3.2, dataset 2 ). The second dataset
(64 subjects) is used to evaluate the performance of the proposed method in the presence of
motion artefacts (Section 2.3.3, dataset 3 ).
6.2 Segmentation with autocontext Random Forests
We present in this section a method which was initially aimed at localising the fetal body in MRI
data. Although this method was unable to cope with the arbitrary orientation of the fetus, it
was successfully applied to the task of segmenting the left ventricle in echocardiographic images
in the CETUS challenge (MICCAI 2014).
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Figure 6.2: Overview of the autocontext framework for segmenting the left ventricle endo-
cardium.
While most of the image segmentation methods based on Random Forests classify each
pixel independently, we apply several Random Forest classifiers successively, each one gaining
contextual information from the classification results of their predecessors. This framework of
applying successive classifiers, outlined in Figure 6.2, is called autocontext [155]. Similarly to
Kontschieder et al. [85], we use GDTs, namely the Euclidean distance weighted by the image
gradient (Section 3.4.3), computed between each autocontext iteration, in order to enhance
contextual information. The tests used at the nodes of the trees are based on differences of
mean intensity over displaced rectangular areas [31]. Each test thus selects two 3D patches
of random sizes at random offsets from the current pixel, and compares their mean intensity
(Figure 6.3.b). As these tests are invariant to intensity shifts, image intensities do not need to
be standardised. In order to enable more interaction between the classes to be learnt (spatial
context), those patches are either both selected on the original image, or on two possibly
different images among the detection probability maps of each class and their corresponding
GDTs. Unlike Kontschieder et al. [85] which computes GDTs using the probabilistic class
regions, the class centroids are used to address the ambiguity between the four heart chambers.
To enable the comparison between class probabilities and GDTs, those images are rescaled to
the same intensity range.
The training dataset in the CETUS challenge consists of 3D echocardiography image se-
quences of the beating heart, with ground truth segmentation of the left ventricle at end-
diastolic (ED) and end-systolic (ES) frames. In order to train each classifier on as many images
as possible (data augmentation), the ground truth segmentation of ED and ES frames are prop-
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(a) (b) (c)
Figure 6.3: (a) Ground truth segmentation of the myocardium (green) and the mitral valve
(red) were generated using morphological operations. (b) The tests used at each tree nodes are
based on the difference of mean intensity between 3D patches. (c) These patches can be taken
from the input image, or from the probability maps obtained during the autocontext iterations
(top row) and their corresponding GDTs (bottom row).
agated to all other frames using non-rigid image registration. Additionally, randomly rotated
versions of each frame (± 30°along each axis) are generated to increase the training size as well
as the rotation invariance of the trained classifier. Finally, we formulate the two class problem
of the challenge into a four class problem: left ventricle endocardium, myocardium, mitral valve
and background. Autocontext is a framework that implicitly learns a shape model and more
importantly, the spatial relation between different classes. The two additional classes are thus
introduced in order to take advantage of the autocontext framework. Approximate segmenta-
tions are automatically generated for the myocardium and the mitral valve using morphological
operations and fitting an ellipsoid to the ground truth segmentation of the left ventricle to ob-
tain its main axis (Figure6.3.a).
Properties of the classifier: The proposed classifier is translation invariant and produces
a probabilistic classification at every pixel. The tests performed at every node of the decision
trees are invariant to intensity shifts [31]. The classifier is tolerant to some degree of rotation,
depending on the amount of rotation present in the training data. By construction, it selects
one connected component per class.
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Implementation: While a generic implementation of Random Forests [115] is used in the
work presented in the next section, a Random Forest implementation adapted to a sliding
window framework has been developed in C++ for the present work2. Trees are grown in parallel
using Intel Threading Building Blocks (TBB) library. At test time, instead of parallelising over
the trees, it is more efficient to parallelise over the 2D slices of the 3D volume. The autocontext
framework is written in Python. We use Random Forests of 20 trees, with a maximal tree depth
of 20. Images are resampled to 1×1×1 mm3 and the maximal patch size in the binary tests is
set to 60 pixels, for a maximal offset of 30 pixels. When performing non-local means denoising
as a preprocessing step, the patch size is set to 3×3×3 and the weights of the neighbouring
patches are computed within an image window of size 7×7×7 centred on the target patch.
Training the classifiers takes approximately a day on a 32 cores, 256 GB RAM computer, while
testing only takes 90 seconds for four autocontext iterations. Non-local means denoising for a
single frame takes about 1 minute on a quad-core machine.
Original images Speckle reduced images
Training size MAD (mm) HD (mm) DS (%) MAD (mm) HD (mm) DS (%)
100 frames 2.70±0.84 9.58±3.36 16.1±5.5 2.75±1.01 9.58±3.13 15.7±5.5
300 frames 2.60±0.80 9.64±3.28 15.6±5.4 2.32±0.69 9.19±3.33 14.3±5.2
600 frames 2.57±0.68 9.20±3.08 15.7±5.6 2.31±0.74 8.66±2.79 13.6±4.2
Table 6.1: Segmentation results for the left ventricle on the testing set (Patients 16 to 30):
mean absolute distance (MAD), Hausdorff distance (HD) and modified Dice score (DS).
Results: The results obtained on the first testing dataset of the CETUS challenge are pre-
sented in Table 6.1 for different sizes of training dataset. The best segmentation scores were
obtained on the denoised data, for a training size of 600 frames and four iterations of autocon-
text, with a mean Dice score of 86.4%. Among all the parameters of the model, the two most
important were the size of the training dataset and the choice of additional classes that can
provide spatial context when learning to segment the left ventricle, such as the mitral valve and
the myocardium (Figure 6.3.a). Indeed, in the experiments performed, introducing a class for
2https://github.com/kevin-keraudren/CETUS-challenge
120 Chapter 6. Localising the heart, lungs and liver
the mitral valve was found necessary to enable the classifier to position the boundary between
the left ventricle and the left atrium.
While reasonable results were obtained for the echocardiographic images of the CETUS
challenge, this method was unable to cope with the arbitrary orientation of the fetus, even
when randomly rotating the training images. A certain amount of rotation invariance can be
learned by the detector from rotated versions of the training data. However, similarly to the
detector of Viola and Jones [161] and to most sliding window approaches, it does not provide a
complete rotation invariance due to the choice of image features. As discussed in Section 6.5,
the first iteration of autocontext is a localisation step, while subsequent iterations allow to
refine the initial segmentation. This first iteration yielded poor segmentation results in the
case of the fetus, which led to the development of the method presented in the next section
that accounts for the unknown orientation of the fetus.
6.3 Random Forests with steerable features
6.3.1 Preprocessing
There is a large variability in the MR scans of fetuses due to fetal development. In particular,
the length of the fetus increases by 50% between 23 weeks and term (40 weeks) [6]. A typical
approach for object detection would be in this case to resize all fetal images using their ground
truth segmentation and apply the trained classifier at multiple scales at test time. However,
as mentioned in Chapter 2, by the time a pregnant woman undergoes an MRI scan, the gesta-
tional age of the fetus has already been determined at previous ultrasound examinations. An
approximate size of the fetus can thus be inferred in order to apply our detector at a single
scale.
We thus propose to normalise the size of all fetal images by resampling them to an isotropic
voxel size sga that is a function of the gestational age, so that a fetus of 30 weeks is resampled to
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voxel size s30: sga = CRLga/CRL30 × s30, where CRL denotes the crown-rump length [6]. This
differs from previously proposed methods which either ignored the gestational age [4, 69, 72]
or only used fetal age to define size constraints [77]. This approach does not take into account
the allometric growth of the fetus as it considers that the images of fetuses can be normalised
across all ages using an homothecy. However, as can be seen in Figure 6.4, it is a reasonable
approximation that enables the definition of size constraints independent from the gestational
age. The proposed normalisation also does not take into account the change of T2 image
contrast that occurs during the development of the fetus [95]. However, this is accounted for
by the choice of image features, namely cube features, which are invariant to intensity shift or
rescaling. This size normalisation allows a single classifier to be trained across all ages, avoiding
training classifiers specific to certain age range, which may prove difficult with a small training
dataset.
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Figure 6.4: The proposed size normalisation allows the definition of limits R1 and R2 for the
heart–brain distance which are independent from the gestational age.
Before performing the isotropic resampling corresponding to the size normalisation, the im-
ages are denoised using 3D median filtering. As the 2D slices are acquired in an interleaved
order with a fast single-shot technique, the motion artefacts are observed to be marginal in
in-plane direction. Median filtering is used to exclude the sparsely distributed motion-distorted
slices (e.g. shadowing) as their signals present as outliers in the context of the undamaged
adjacent slices. This approach has been observed to perform better than Gaussian averaging.
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6.3.2 Detecting candidate locations for the heart
~u0
~v0
~w0
liver
Coronal plane
~u0
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~v0
brain
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Sagittal plane
~v0
~w0
~u0
heart
right
lung
Transverse plane
Figure 6.5: Average image of 30 healthy fetuses after resizing (Section 6.3.1) and alignment
defined by anatomical landmarks (Section 6.3.2). It highlights the characteristic intensity
patterns in fetal MRI for the brain, heart, lungs and liver.
In theory, a detector could be trained on aligned images, while at test time, it would be
applied to all possible rotated versions of the 3D volume. However, in practice it would be too
time consuming to explore an exhaustive set of rotations. In particular, the integral image that
is used to extract intensity features would need to be computed for all tested rotations. Instead
of rotating the image itself, we thus propose to rotate the sampling grid of the image features.
This is done by defining a local orientation of the 3D volume for every voxel.
When training the classifier, all voxels are oriented using the anatomy of the fetus (Figure 6.5
and Figure 6.6.a): ~u0 points from the heart to the brain, ~v0 from the left lung to the right lung
and ~w0 from back to front (~w0 = ~u0×~v0). When applying the detector to a new image, in theory,
all possible orientations (~u,~v, ~w) should be explored. However, assuming that the location of
the brain is already known, for instance using the detector presented in Chapter 4, ~u can be
defined as pointing from the current voxel x to the brain (Figure 6.6.b). In this case, only the
orientation of the plane Px,~u passing through x and orthogonal to ~u remains undefined. (~v, ~w)
are then randomly chosen so that they form an orthonormal basis of Px,~u. The rationale for
this definition of ~u is that when x is positioned at the center of the heart, Px,~u is the transverse
plane of the fetal anatomy (Figure 6.5).
In order to address the sensitivity to the localisation of the brain, a random offset is added
to the estimated brain center with a 10mm range, which is in the order of magnitude of the
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prediction errors of the brain detector of Chapter 4. This perturbation of the center of the brain
is performed both at test time and during training. This corresponds to data augmentation
and simulates small movements of the fetal head. Additionally, knowing the location of the
brain, the search for the heart only needs to explore the image region contained between two
spheres of radius R1 and R2 (Figure 6.7) inferred from training data (Figure 6.4). This has the
advantage of reducing both the computational cost and the false positive rate of the detector.
The localisation of the heart, which generates multiple candidate locations, consists in two
stages: a classification forest is first applied to obtain for each voxel x a probability p(x) of being
inside the heart (Figure 6.9.a). All voxels with p(x) > 0.5 are then passed on to a regression
forest, which predicts for each of them the offset to the center of the heart. Using the predicted
offsets, the probabilities are then accumulated in a voting process, and the voxels receiving the
highest sum of probabilities are considered as candidate centers for the heart (Figure 6.9.b).
The regression step plays a similar role as the mean-shift aggregation of the classification results
in Shotton et al. [138] when formulating landmark position proposals. However, the regression
forest incorporates a knowledge of the surrounding anatomy while the Gaussian kernels of
mean-shift clustering only consider spatial proximity.
While the Random Forest classifier is trained on voxels from both the background and the
heart, the Random Forest regressor is only trained on voxels from the heart. During classifi-
cation, in order to increase the number of true positives, an initial random orientation of the
plane Px,~u is chosen and the detector is successively applied by rotating (~v, ~w) with an angular
step θ. The value of (~v, ~w) maximizing the probability of the current voxel to be inside the
heart is selected, and only this orientation of Px,~u is passed on to the regression step.
Image features
Four types of features are used in the classification and regression forests: tests on image
intensity, gradient magnitude, gradient orientation and distance from the current voxel to the
brain. In order to be invariant to intensity shifts [114], image intensity or gradient magnitude
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Figure 6.6: (a) When training the classifier, features (light blue squares) are extracted in the
anatomical orientation of the fetus: ~u0 points from the heart (green) to the brain (red), and
~v0 points from the left lung (blue) to the right lung (yellow). The pink contour corresponds to
the liver. (b) At test time, features are extracted in a coordinate system rotating around the
brain.
features select two cube patches of random sizes at random offsets from the current voxel and
compare their mean intensity. All features are extracted in the local orientation (~u,~v, ~w), as
shown in Figure 6.6. For computational efficiency, cube features are axis aligned and computed
using the integral image, with the center of the cubes defined using the local orientation (~u,~v, ~w).
Tests on the gradient orientation compute the dot product of the image gradient at two different
offsets from the current pixel. During the voting process, the predicted offsets are computed
with the same local orientation. Compared with the steerable features of Tu [154], which
correspond to the local pixel or gradient intensity values sampled on a rotated grid, rotated
cube features of varying size allow to capture a wider spatial context [29].
6.3.3 Detecting candidate locations for the lungs and liver
For each candidate location of the heart, candidate centers for the lungs and liver are detected.
Similarly to the heart detection (Section 6.3.2), a classification Random Forest first classifies
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Figure 6.7: Knowing the location of the brain, the search for the heart can be restricted to a
narrow band within two spheres of radius R1 and R2 (red). Similarly, knowing the location
of the heart, the search for the lungs and the liver can be restricted to a sphere of radius R3
(green).
each voxel as either heart, left lung, right lung, liver or background. For each organ, a regression
Random Forest is then used to vote for the organ center. During training, the images are
oriented according to the fetal anatomy (Figure 6.5). During testing, both the location of
the brain and heart are known and only the rotation around the heart-brain axis needs to be
explored. For each voxel x, we can hence set ~u = ~u0, and only the orientation of the plane Px,~u0
remains unknown. (~v, ~w) are thus randomly chosen to form an orthonormal basis of Px,~u0 .
In the set of features for the Random Forest, the distance from the current voxel to the
brain, which was used in the detection of the heart, is now replaced by the distance to the
heart. Additionally, the projection of the current voxel on the heart-brain axis is used in order
to characterise whether the current voxel is below or above the heart relative to the brain.
Similarly to the heart detection, the detector is run with an angular step θ. For each voxel, the
value of θ maximizing the probability of being inside one of the organs of the fetus is selected.
The different hypotheses for the location of the heart can be tested in parallel to reduce the
computation time.
The advantage of a cascade approach when localising organs has already been highlighted
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in the works of Cuingnet et al. [34] and Gauriau et al. [57], who similarly trained succes-
sive Random Forest classifiers. Classifiers dedicated to specific organs can capture more local
information than a single whole-body classifier.
6.3.4 Spatial optimisation of candidate organ centers
Coronal plane Sagittal plane Transverse plane
Figure 6.8: The probability for a voxel to be inside an organ is modeled by gaussian distribu-
tions: in red for the left lung, green for the right lung and yellow for the liver.
The voting results from the regression Random Forest are first smoothed with a Gaussian
kernel. Local maxima are then extracted to form a set of candidates xl for the center of each
organ, l ∈ L = { heart, left lung, right lung, liver }, along with their individual scores p(xl).
Each combination of candidate centers is assigned a score (Equation 6.1) based on the individual
scores p(xl) and the spatial configuration of all organs:
∑
l∈L
λp(xl) + (1− λ)e− 12 (xl−x¯l)>Σ−1l (xl−x¯l) (6.1)
where x¯l is the mean position and Σl the covariance matrix for the spatial distribution of each
organ l in the training dataset, computed in the anatomical coordinate system of the fetus. λ
is a weight that trades off individual scores and the spatial configuration of organs.
Once the organ centres have been localised, the voting process can be reversed in order to
obtain a rough segmentation (Figure 6.9.c). This segmentation is analogous to the backprojec-
tion of the Hough forest votes in Rematas and Leibe [120]. This segmentation is a point cloud
due to the random orientation of the transverse plane Px,~u during the detection process. The
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coordinates of xl and x¯l are defined in the coordinate system centred on the heart, with the
axis system presented in Figure 6.5. As only a limited number of candidates is obtained when
extracting local maxima from the voting results, an exhaustive search for the best permutation
is feasible. In the case of a higher number of anatomical landmarks or candidate detections,
a Markov Random Field optimisation could have been considered, similarly to the work of
Donner et al. [42] and Ison et al. [69].
(a) (b)
(c) (d)
Figure 6.9: (a) Probability of a voxel to be inside the heart. (b) Accumulated regression votes
for the center of the heart. (d) Classification of voxels around the heart into the different organs:
heart (blue), left lung (red), right lung (green), liver (yellow). (c) After all organs centers have
been located, the voting process can be reversed, resulting in a rough segmentation for each
organ.
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6.3.5 Application to motion correction
In this section, we present preliminary results on how the proposed localisation method can be
used to automatically mask the thorax of the fetus in order to perform motion correction.
(a) (b)
Figure 6.10: (a) An initial mask (magenta) is generated by morphological dilation of the seg-
mentation that results from the localisation process. (b) The random walker algorithm is then
used to produce a mask for each organ: heart (blue), left lung (red), right lung (green), liver
(yellow).
For each individual 3D stack, the approximate segmentation produced by the localisation
process is first dilated to obtain a first mask of the region to be reconstructed (Figure 6.10.a).
This mask is then refined with the random walker algorithm [61], using the initial organ seg-
mentation as seeds. This region growing algorithm computes the probability that a random
walker starting at each unlabeled voxel will first reach a seed. This is done by solving an
anisotropic diffusion equation where the diffusivity coefficients are computed from the image
gradient.
The resulting mask is asymmetric as it includes the liver but excludes the stomach, and
potentially misses the lower part of the left lung. The sagittal plane passing through the center
of the heart and perpendicular to the axis defined by both lungs is thus used to mirror the mask
and ensure a symmetric coverage of both sides of the body. A final mask is then computed by
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taking the union of each individual mask. A detailed organ segmentation is not required in order
to apply motion correction to the fetal thorax. Including quasi-rigid surrounding structures,
such as the ribs and spine, will guide the registration process taking place in the reconstruction.
Figure 6.11 presents the resulting mask for the fetal thorax and liver, and the subsequently
obtained motion corrected volume using the method of Kainz et al. [74]. Parts of the fetal
anatomy that were difficult to observe in the acquired images before motion correction, such
as the bronchi, now become apparent.
Sagittal Coronal Transverse
(a) (b)
Figure 6.11: (a) The top row shows the cropping of the input 2D slices according to the
automatically generated mask. The bottom row presents the subsequent motion correction
using two sagittal and two transverse stacks of 2D slices. The main bronchi become particularly
apparent in the motion corrected volume (yellow arrow in the coronal view). (b) The lungs
(green) have been segmented in the motion corrected volume using Chan-Vese level sets [21],
initialised from the output of the automated localisation process. The segmented brain (red)
highlights the difference of scale between the two structures: the volume of the brain is equal
to five times the volume of the two lungs.
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6.4 Experiments
6.4.1 Data
Two datasets are used for the evaluation of the proposed method: dataset 2 (Section 2.3.2)
and dataset 3 (Section 2.3.3). Dataset 2, which consists of 55 scans covering the whole uterus
for 30 healthy subjects and 25 IUGR subjects, was used to train and validate the model in a
leave-one-out cross-validation, in the absence of motion artefacts. Dataset 3 is used to test the
model in the presence of motion artefacts and is a subset of the data used in the two previous
chapters that covers the thorax and abdomen of the fetus. The location of the brain is passed
to the detector for the dataset 2 in order to evaluate the proposed method on its own while
the brain detection method presented in Chapter 4 is used to localise the brain automatically
in dataset 3, thus evaluating a fully automated localisation of fetal organs.
6.4.2 Implementation
A key parameter in our proposed method is the scale of the cube features, which should capture
patterns in the fetal anatomy. Images were first resampled to a scale defined by their gestational
age, as presented in Section 6.3.1, with s30 = 1mm, and a 3D median filter of size 5 × 5 × 3
was applied. The scale of the cube feature was then optimised through a grid search, leading
to the choice of a maximal patch size of 30 voxels and a maximal offset size of 20 voxels. The
remaining parameters of the model were then empirically chosen as λ = 0.5 and θ = 90°. The
code is written in Python, using the Random Forest implementation provided in scikit-learn
[115] with 100 trees, a maximal depth of 30 and precomputed features of size 1500. Training the
detector takes 2h and testing takes 15min on a machine with 24 cores and 64 GB RAM. This
runtime could be greatly reduce using a Random Forest implementation specific for a sliding
window framework, as well as from a GPU implementation [132]. The code is available online3.
3https://github.com/kevin-keraudren/fetus-detector
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Table 6.2: Detection rates for each organs.
Heart Left lung Right lung Liver
Dataset 2: healthy 90% 97% 97% 90%
Dataset 2: IUGR 92% 60% 80% 76%
Dataset 3 83% 78% 83% 67%
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Figure 6.12: Distance error between the predicted organ centers and their ground truth for
dataset 2 (30 healthy fetuses and 25 IUGR fetuses, Section 2.3.2) and dataset 3 (64 healthy
fetuses, Section 2.3.3). In each box plot, the red line corresponds to the median while the
boundaries of the box represent the first and third quartiles.
6.4.3 Results
Localising the organs of the fetus
The results are reported as detection rates in Table 6.2, where a detection is considered suc-
cessful for the organ l if the predicted center xl is within the ellipsoid defined by
(xl − yl)>Σ−1l (xl − yl) < 1 where yl is the ground truth center. This ellipsoid corresponds to
the Gaussian distributions of each organ in Figure 6.8, thresholded at one standard deviation.
The rational for this definition of the detection rate is to assess whether the detected center
is inside the organ, although the lungs and liver do not have a convex shape. In this case the
true center of mass lies outside the organ. For the dataset 2, Σl is the covariance matrix of
the ground truth segmentation while for the dataset 3, it is defined from training data as in
Section 6.3.4. The distance error between the predicted centers and their ground truth are
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reported in Figure 6.12. Although healthy and IUGR subjects were mixed in the training data,
results are reported separately to assess the performance of the detector when fetuses are small
for their gestational age. Training separate detectors for normal and IUGR subjects did not
improve the results, which can be attributed to the fact that there are different degrees of
severity of growth restriction [37]. The higher detection rate for the lungs than for the heart
for the healthy subjects of the dataset 2 (Table 6.2) is likely due to the detector overestimating
the size of the heart (Figure 6.9.c). This can be linked to the signal loss that occurs when
imaging the fast beating heart. A decrease in performance can be observed for the detection of
the lungs in IUGR fetuses, which can be associated with a reduction in lung volume reported
in Damodaram et al. [37]. The asymmetry in the performance of the detector between the left
and right lungs can be explained by the presence of the liver below the right lung, leading to
a stronger geometric constraint in Equation 6.1. In addition with the heart being on the left
side of the body, the left lung is slightly smaller than the right with an average left / right lung
volume ratio of 0.8 in both healthy and IUGR subjects in the dataset 2.
For the dataset 3, the largest error for the detection of the brain using the method presented
in Chapter 4 is 21mm, which is inside the brain and is sufficient for the proposed method to
succeed. In 90% of cases, the detected heart center is within 10mm of the ground truth. We
evaluated the mean error between two users manually selecting the heart center to be 6±2.4mm,
which suggests that the proposed method could be used to provide an automated initialisation
for the motion correction of the chest [73]. In addition to motion artefacts, the main difference
between the dataset 2 and the dataset 3 is that the dataset 3 has been acquired centred on the
brain and does not completely cover the fetal abdomen in all scans (Section 2.3.3). This could
explain the lower performance when detecting the liver. Additionally, we observed a similar
performance of the detector across gestational ages (see Figure 6.13), with the exception of the
liver. This can be linked to the fact that the MR images were acquired centred on the brain
(Section 2.3.1), and a lower signal to noise ratio can be observed in the region of the liver, which
lies at the image boundary for older fetuses. A video has been made to illustrate examples of
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Figure 6.13: A similar performance of the detector across gestational ages was observed at the
exception of the liver. Results are presented for the 64 healthy subjects of the dataset 3. The
outlier with a 70mm error for all organs corresponds to an incorrect localisation of the heart in
the folded legs of the fetus, and this detection error is then propagated to the lungs and liver.
detection results4.
Motion correction
The proposed approach was applied to the 64 fetuses of the dataset 3 in the automated lo-
calisation experiment (Section 6.4). In 47 cases out of 64, the motion corrected volume was
found of a quality sufficient for further processing (Figure 6.14), such as segmenting the lungs.
Among the remaining subjects, two cases failed due to inaccurate organ localisation, two cases
failed due to a mismatch of scanner coordinates leading to an inconsistent initialisation for the
registration process, three cases have excessive motion artefacts and one case has a very low
SNR. Additionally, among the 64 subjects, 22 reconstructions have been performed with only
one or two stacks acquired in a single orientation. While it provided reasonable results in 12
4https://youtu.be/iSe5B3pcbL8
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cases with little or no motion, the motion correction failed in 10 cases with important motion
artefacts.
In contrast to Chapter 5, the motion corrected volumes were obtained from four stacks or
less, and the reconstructed volumes are hence of a lower quality than for the brain, where eight
stacks are typically used. Clinical examinations with fetal MRI currently aim to perform mo-
tion correction only on the brain region. Although sagittal and coronal acquisitions generally
cover most of the fetal body, transverse acquisitions only cover the fetal head and cannot be
used to reconstruct the fetal thorax. In order to perform motion correction and superresolu-
tion, the volume to reconstruct must be sufficiently oversampled during the image acquisition
process. Additional clinical scans dedicated to the fetal thorax will thus need to be performed
in order to enable high resolution reconstructions comparable to what is currently achieved
when reconstructing the brain.
In order to accommodate for the level of noise which is, in the dataset 3, more important
in the region of the fetal thorax than in the brain, each slice was preprocessed using non-local
mean denoising [17] before motion correction. Additionally, due to the reduced anatomical
coverage and lower intensity contrast compared with the brain region, the smoothing effect of
the regularisation taking place in the superresolution reconstruction has been increased. The
dark skull tissues, lighter brain tissues and bright cerebrospinal fluid cover the whole intensity
range of the T2 MR image, which is not the case of the fetal thorax. Compared to Kainz et al.
[74] whose parameter settings are optimised for the brain, we increased the threshold defining
the minimum intensity difference between neighbouring pixels for them to be considered as
an edge (δ = 300, which is twice the original value [74, 87]), and increased the regularisation
weight to λ = 0.03 across all iterations. These values were determined experimentally in order
to optimise the qualitative appearance of a random selection of five subjects by reducing the
level of noise introduced in the superresolution process. It can be noted that Kainz et al. [73]
used parameter settings optimised for the brain in order to reconstruct the fetal thorax, and
subsequently applied total variation denoising. Additionally, the rigid body assumption which
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24 weeks
29 weeks
37 weeks
Coronal plane Sagittal plane Transverse plane
Figure 6.14: Examples of fully automated motion correction for the fetal thorax, with fetuses
of 24, 29 and 37 weeks of gestational ages. The localisation of the heart, lungs and liver can be
used to perform a rigid point registration with a template. Orienting the reconstructed volume
in a standard orientation facilitates its visual inspection, as well as further processing such as
an atlas based segmentation.
is made in the motion correction framework is well suited for the brain, but do not hold for the
fetal trunk which deforms when the fetus moves due to bending of the spine.
6.5 Discussion
6.5.1 Localising the organs of the fetus
Random Forests provide the means to study the relative importance of the features used during
training. The most important features are selected early in the tree construction, and repeated
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Figure 6.15: Feature importance of successive Random Forests.
across the forest. In Figure 6.15, different patterns of feature importance can be observed
between the classifier and regressor for the heart. This difference reflects the fact that the two
forests were trained on different image regions. The classifier is trained on the narrow band
between the spheres of radius R1 and R2 (Figure 6.7), while the regressor is only trained on
voxels that are inside the heart. Similarly, since the training of the classifier for the heart, lungs
and liver focuses on the sphere of radius R3, gradient features become more important as they
are able to capture finer details than cube features.
An obvious step following the motion correction of the brain, in Chapter 5, would be to
determine the orientation of the reconstructed brain, for instance by registering the brain to
an atlas. However, orienting the brain of the fetus still leaves a high degree of freedom for the
position of the thorax due to the neck articulation. We also experimented using Random Forests
without aligning fetuses with little success. More specifically, in the iterative detection process
using autocontext Random Forests, presented in Section 6.2, the first iteration corresponds to a
standard Random Forest framework with axis aligned features (Figure 6.16). The convergence
of the autocontext framework relies on a sufficient localisation at the first iteration, while the
subsequent steps allow to refine the segmentation. As can be seen in Figure 6.16, the results
for the left ventricle (top row) already highlight the underlying anatomy in the first iteration,
which is not the case for fetal MRI (bottom row).
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Iteration 1 Iteration 2 Iteration 3 Iteration 4
Figure 6.16: Autocontext framework for tissue segmentation: left ventricle (white), myocardium
(green) and mitral valves (red) in the top row; fetal head (green), fetal body (white) and
amniotic fluid (red) in the bottom row.
As can be seen from Figure 6.17, the echocardiographic images in the CETUS challenge were
all in a standard orientation and centred on the left ventricle [10]. This is generally not the
case of fetal MRI. The unknown orientation of the fetus motivated the development of steerable
features, and the variability of the data associated with a relatively small training dataset led to
the proposed three steps detection process (first the brain, then the heart, and lastly the lungs
and liver), which allows for successive spatial constraints. While the proposed approach used
rectangle features, different steerable features could be envisaged such as the steerable filters of
Freeman and Adelson [52], which compute the output of rotated filters from the convolutions
of basis filters (Section 3.2.1).
Regarding the computation time, it is important to highlight that fetal MRI, unlike ultra-
sound, is usually not used as a real-time imaging modality. Reducing the number of orientations
tested at each voxel (θ parameter) and evaluating the detector on a sparse grid (cube features
are not local as they represent average intensities across far regions) allow accuracy to be traded
for computation time.
In the proposed method, each 3D stack is treated independently. Future work could consider
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Figure 6.17: Echocardiographic images in the CETUS challenge (MICCAI 2014) are all centered
on the left ventricle and in a standard orientation (top row), which is not the case for fetal MRI
(bottom row).
combining the detection results from multiple stacks in order to perform the optimisation
presented in Section 6.3.4 both in a spatial and temporal context.
6.5.2 Motion correction
In future work, refining the segmentation mask throughout motion correction, similarly to
Chapter 5, could be considered to increase the quality of the motion corrected volume. A slice-
by-slice segmentation of the region to reconstruct could also be developed, taking advantage
of the known orientation of the fetus to apply a more specialised model. Such a model could
be based on an atlas-based segmentation, similarly to Tourbier et al. [153] and Taimouri et al.
[148]. However, in contrast to the brain, there are currently no atlases available for the fetal
thorax or abdomen. This is also an area for future development.
The main assumption in current implementations of slice-to-volume reconstruction is that
the registration is guided by a single rigid part of the anatomy, such as the brain of the fetus.
However, the fetal body bends and twists, as a result the thorax and abdomen of the fetus
do not form a single rigid component. Kainz et al. [75] proposed a partial solution to this
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problem by formulating a patch-to-volume reconstruction: instead of considering each 2D slice
as a rigid component, slices are segmented into overlapping patches, for instance using the SLIC
supervoxel algorithm [1]. The motion correction then proceeds by iteratively registering the 2D
patches to the reconstructed 3D volume. This approach allows for some non-rigid deformation
in the anatomy to reconstruct as patches from a same slice can have different registration
parameters. Instead of using an unsupervised clustering such as SLIC supervoxels to extract
patches, the localisation of fetal organs presented in this thesis could be used in future work to
steer the choice of control points or the definition of patch boundaries. However, the framework
of Kainz et al. [75] still relies on a rigid registration of each patch. It can be envisaged that
future work will include a non-rigid registration step to take into account the deformations
resulting from fetal motion. It is important to note that although the work of Kainz et al.
[75] does not require an organ localisation step in theory, the large number of patches greatly
increases the computation time, which can be reduced by focusing on a region of interest.
6.6 Conclusion
We presented in this chapter a pipeline which, in combination with automated brain detection,
enables the automated localisation of the lungs, heart and liver in fetal MRI. The localisation
results can be used to initialise a segmentation or motion correction, as highlighted in the
preliminary results of Section 6.3.5, and to orient the 3D volume with respect to the fetal
anatomy to facilitate clinical diagnosis and research. In 90% of cases, the detected center of
the heart was within 10mm of the ground truth, and in 73% of cases, the organ localisation
enabled a fully automated motion correction of the fetal thorax. The key component to our
method is to sample the image features in a local coordinate system in order to cope with the
unknown orientation of the fetus. This coordinate system is estimated as organs are detected:
first the brain, which fixes a point, then the heart, which fixes an axis, and finally the liver and
both lungs.
Chapter 7
Conclusion
This thesis presents automated methods to localise the organs of the fetus in MRI, namely the
brain, heart, lungs and liver, when the data is acquired as stacks of 2D slices misaligned due
to fetal movement. Addressing this problem is particularly challenging due to the unknown
position and orientation of the fetus, as well as the presence of motion artefacts which makes
stacks of slices inconsistent.
In this thesis, we proposed a rotation invariant detector for the fetal brain by training a
Bag-of-Words model on images of the brain in all possible orientations. A separate detector
for the fetal body subsequently learns a representation of the fetus from a training database
of images aligned in a standard coordinate system defined by anatomical landmarks. Steerable
features are used in order to determine the orientation of the fetus at test time. There is a
large variability in the images of fetuses due to fetal development. We proposed to use prior
knowledge from standard growth charts to develop organ detection methods independent of the
gestational age.
As highlighted in Figure 7.1, these results of the organ localisation can be used to initialise
motion correction procedures, allowing for the deployment of a fully automated motion correc-
tion pipeline. A fully automated pipeline for motion correction of the fetal brain in MRI paves
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the way for both clinical use and larger scale research studies. It is a key step to enable the
widespread uptake of 3D fetal imaging from robust, motion tolerant snapshot methods.
sagittal coronal sagittal coronal transverse
Figure 7.1: Demonstration of the methods presented in this thesis on a 3T dataset. The brain
(magenta), heart (blue), left and right lungs (red and green), and liver (yellow) of the fetus are
automatically localised in MRI, when the data is acquired as 3D stacks of 2D slices misaligned
due to fetal motion. This localisation is used to initialise motion correction of the fetal brain
and thorax.
7.1 Future Work
7.1.1 Simultaneous localisation and motion correction
The methods developed in this thesis considered each 3D stack of MR images independently.
Future developments should take into account the spatio-temporal constraints between suc-
cessive scans, allowing for more robust localisation results. In the work of Taleb et al. [149],
an initial region of interest for the brain of the fetus is defined from the intersection of the
different scans, which have been acquired in orthogonal directions. However, some scans may
not fully cover the fetal anatomy. In particular, the body of the fetus is generally not covered
by transverse scans of the brain. Future work should thus consider a probabilistic framework
for combining different scans of a fetus, which may not all fully cover the fetal anatomy.
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Motion correction being a multi-scale approach, a low resolution volume could be first recon-
structed and used for localisation, allowing finer scale reconstruction iterations to focus on a
more restricted region, similarly to the refinement step for the brain segmentation proposed in
Chapter 5. The cube-like image features used in Chapter 6 are based on the average intensity
over potentially large patches and thus do not require a high image resolution. The work of
Kainz et al. [75] could provide such initial reconstruction of a large volume without any prior
segmentation, and organ localisation would allow subsequent reconstruction iterations to focus
on a specific anatomical region, as well as serve for further processing of the medical images.
Such developments could enable closer interaction between organ localisation and motion cor-
rection. The robust statistics and EM classification, used by Kuklisova-Murgasova et al. [87]
to reject motion corrupted or misregistered slices, could both influence and make use of the
semantic parsing of the image.
7.1.2 Improved slice-to-volume registration using the localisation
results
As mentioned in Chapter 5, the convergence of the motion correction techniques highly depends
on the initial alignment of the 2D slices. Only a limited amount of motion can be corrected
by registration methods, which hinders the application of motion correction to young fetuses.
While it is particularly important to be able to image and diagnose abnormal fetal development
as early as possible during pregnancy, young fetuses have more space to move inside the womb
compared to older fetuses who are confined between the uterine wall. In the work of Ison et al.
[69], the tissue centroids which are used to localise the fetal brain can potentially be used to
initialise a stack-to-stack registration. Similarly, the detected organ centers in Chapter 6 could
be used for an initial registration. However, such landmark registration would only provide
a coarse alignment that would only be useful in cases of large fetal movement. Besides, the
main challenge of motion correction is slice-to-volume registration. The template matching
approach proposed by Taimouri et al. [148] for brain localisation would potentially enable to
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position the acquired slices in template space. It would, however, require using a sufficiently
small rotation step in order to be applicable to motion correction. The work of Oktay et al.
[111] on echocardiographic images, where probability maps of the myocardium boundaries are
used as input images during registration so that the registration process is only guided by the
relevant parts of the anatomy, provides another insight on the application of a machine learning
based localisation method in a registration framework. Localisation and segmentation results
could thus be used to guide the slice-to-volume registration procedure.
7.1.3 Application to organ volumetry and atlas creation
The methods presented in this thesis provide a way to automatically add some key landmarks
to unseen images of fetal MRI. This could have many applications. The detection of fetal
organ centroids can be used for biometric measurements to assess the development of the
fetus. A subsequent segmentation can provide volumetric measurements of fetal organs, which
can be used to diagnose IUGR and its severity [37]. Localising fetal organs during the MRI
acquisition process itself could enable tracking methods that would steer the acquisition for
a better coverage of the fetal body [75]. There is currently no fetal atlas aimed at organ
segmentation in MRI beyond the fetal brain and the proposed methods could be used in the
processing and motion correction of a large number of subjects when building atlases for the
fetal lungs or liver. Such atlases will provide a better understanding of the morphological
changes occurring across gestational ages. It will also enable atlas-based segmentations, and
the localisation of organ centroids can then be used to initialise the registration process.
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Appendix A
Neurological/radiological order
Medical images are stored on disk as an array of voxel data, associated to a transformation
matrix M which maps the image grid onto the coordinate system of the scanner (image-to-world
matrix). The sign of det(M) corresponds to the neurological and radiological conventions for
pixel ordering:
• det(M) > 0 corresponds to the neurological order: the image is thus represented in a
direct orthonormal system, the viewer is positioning himself in the shoes of the patient.
In this convention, the right of the patient is at the right of the image.
• det(M) < 0 corresponds to the radiological order: the image is thus represented in an
indirect orthonormal system, the viewer is looking at a patient which is looking at him,
as in a mirror. In this convention, the right of the patient is at the left of the image.
When working directly on the image grid, for instance when computing cube features with
the integral image, it is important to ensure that all images use the same convention. To go
from radiological to neurological pixel ordering, the pixel data needs to be mirrored along the
X axis, and the X axis in the image metadata must be multiplied by -1. This is valid for
the IRTK library which places the image origin at the center of the image, but an additional
166
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offset should be taken into account if the origin of the image is defined differently (for instance
position [0,0,0] in the array of voxels).
