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Abstract
Although a generic uniformly distributed sequence has Poissonian
pair correlations, only one explicit example has been found up to
now. Additionally, it is even known that many classes of uniformly
distributed sequences, like van der Corput sequences, Kronecker se-
quences and LS sequences, do not have Poissonian pair correlations.
In this paper, we show that van der Corput sequences and the Kro-
necker sequence for the golden mean are as close to having Poissonian
pair correlations as possible: they both have α-pair correlations for all
0 < α < 1 but not for α = 1 which corresponds to Poissonian pair
correlations.
1 Introduction
The local and global properties of uniformly distributed sequences (xn) in
[0, 1) have been extensively studied since many years. Among these proper-
ties Poissonian pair correlations have gained lots of attention in recent time.
Intuitively speaking, Poissonian pair correlations mean that the number of
small distances between points of the sequence has the expected order of
magnitude, see [6]. More precisely, the norm of a point x ∈ R is defined by
‖x‖ := min(x−⌊x⌋, 1− (x−⌊x⌋)), where ⌊x⌋ denotes the Gauß bracket. We
say that a sequence (xn) in [0, 1) has Poissonian pair correlations if
lim
N→∞
1
N
#
{
1 ≤ l 6= m ≤ N : ‖xl − xm‖ ≤ s
N
}
= 2s.
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Poissonian pair correlations are a generic property of uniformly distributed
sequences, i.e. an i.i.d. random sequence (sampled from the uniform distri-
bution in [0, 1)) almost surely is Possonian. The opposite is true as well.
Theorem 1 (Aistleitner-Lachmann-Pausinger, [1]; Grepstad-Larcher, [4]).
Let (xn) be a sequence in [0,1) and assume that
lim
N→∞
1
N
#
{
1 ≤ l 6= m ≤ N : ‖xl − xm‖ ≤ s
N
}
= 2s
holds for all s > 0. Then (xn) is uniformly distributed.
Although Poissonian pair correlations are a generic property of uniformly
distributed sequences, it seems to be a very hard task to find explicit ex-
amples. The only known positive result is (xn) = {
√
n}, see [2], where
{z} := z − ⌊z⌋ denotes the fractional part of z. Indeed, many canonical
candidates of uniformly distributed sequences are known to fail having Pois-
sonian pair correlations, see [3], [5], [10]. In this paper, we work with a
definition that allows us to measure how far a sequence is from having Pois-
sonian pair correlations. It is going back [7] and we have learned about it
from [9].
Definition 2. A sequence (xn) in [0, 1) has α-pair correlations if
F αN := lim
N→∞
1
N2−α
#
{
1 ≤ l 6= m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
= 2s.
In fact, Steinerberger showed that also α-pair correlations imply uniform
distribution.
Theorem 3 (Steinerberger, [9]). Let (xn)n∈N ∈ [0, 1) be such that for every
s > 0 we have that
lim
N→∞
F αN(s) = 2s
then (xn)n∈N is uniformly distributed in [0, 1).
It is an important and easy-to-prove fact that the greater α is, the harder
it is that a sequence has α-pair correlations.
Proposition 4. Let 1 ≥ α1 > α2 > 0 and let (xn) be a sequence having
α1-pair correlation. Then (xn) also has α2-pair correlations.
Proof. Since (xn) has α1-pair correlations, it follows that
# {1 ≤ l 6= m ≤ N : ‖xl − xm‖ ≤ s
Nα2
}
= #
{
1 ≤ l 6= m ≤ N : ‖xl − xm‖ ≤ sN
α1−α2
Nα1
}
= 2sNα1−α2 ·N2−α1 + o(N2−α1) = 2sN2−α2 + o(N2−α1)
which implies the assertion of the proposition because α1 > α2.
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The following is an immediate consequence of the proposition.
Corollary 5. Let 0 < α ≤ 1 and (Xi) be a sequence of i.i.d. random variables
(sampled from the uniform distribution in [0, 1)), then for all s ≥ 0 we have
F αN (s)→ 2s, as N →∞ almost surely.
The maximal parameter α such that a sequence (xn) has α-pair corre-
lations may be regarded as a measure how close a sequence is to having
Poissonian pair correlations. The two main results of this paper concern all
van der Corput sequences and the Kronecker sequence for the golden mean
φ = 1+
√
5
2
. Although van der Corput sequences and Kronecker sequences are
not only uniformly distributed but even form classes of low-discrepancy se-
quences, it is well-known and easy to show that they do not have Poissonian
pair correlations. In this paper we prove, that they fail as closely to have
Poissonian pair correlations as possible in the sense of α-pair correlations.
Theorem 6. Let (xn) be the van der Corput sequence in base b. The sequence
(xn) has α-pair correlations for all 0 < α < 1 but does not have Poissonian
pair correlations.
Recall that a Kronecker sequence is of the form (zn)n≥0 = ({nz})n≥0
with z ∈ R. We restrict here to the Kronecker sequence for the golden mean
since our proof is already rather technical in this case.
Theorem 7. The sequence (xn) = {nφ} has α-pair correlations for all 0 <
α < 1 but does not have Poissonian pair correlations.
2 Van der Corput sequences
Van der Corput sequences are classical examples of uniformly distributed
sequences. They are defined as follows: for an integer b ≥ 2 the b-ary repre-
sentation of n ∈ N is n = ∑∞j=0 aj(n)bj with aj(n) ∈ N. The radical-inverse
function is defined by gb(n) =
∑∞
j=0 aj(n)b
−j−1 for all n ∈ N. Finally, the
van der Corput sequence in base b is given by (xn) = gb(n). This section
is dedicated to the proof of Theorem 6.
Proof of Theorem 6. The fact that (xn) does not have Poissonian pair cor-
relations is e.g. an immediate consequence from the observation that the
denominator of the first bn − 1 elements of (xn) is at most bn which implies
‖xl − xm‖ ≥ 1bn for all l, m.
In order to facilitate the proof regarding the α-pair correlations of van der
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Corput sequences, we add 0 as zeroth element of xn. Otherwise we would
have to take into account that the sequence has an extra hole at zero which
would result in some extra factors −1 but, of course, not change the asymp-
totic. Let α > 0 and s > 0 be arbitrary but fixed. Let N, n ∈ N with
bn−1 < N ≤ bn and define γN := Nαbn . Note that the greatest denominator
which appears in (xn)
N
n=0 is b
n. Without loss of generality we have s > γN
because γN → 0 for N →∞. Then
‖xl − xm‖Nα = kN
α
bn
!≤ s (1)
holds for some k ∈ N if and only if k ≤ sbnN−α. For fixed l there exist
between 2⌊ s
bγN
⌋ and 2⌊ s
γN
⌋ (if N = bn) many different xm satisfying (1). For
the simplest case, namely N = bn, we get
#
{
1 ≤ l 6= m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
= N · 2⌊ s
γN
⌋ ≤ 2N s
γN
= 2sNN−αbn = 2sN2−α
and
2sN2−α − 2N = N 2s
γN
− 2N < N · 2⌊ s
γN
⌋
= #
{
1 ≤ l 6= m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
.
Since α < 1, the claim follows for N = bn.
If bn + j = N < bn+1, counting the number of points satisfying ‖xl − xm‖ ≤
s
Nα
needs more effort. Using the decomposition
# {1 ≤ l 6=m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
= #
{
1 ≤ l 6= m ≤ bn : ‖xl − xm‖ ≤ s
Nα
}
︸ ︷︷ ︸
=:A
+ 2#
{
1 ≤ l ≤ bn, bn < m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
︸ ︷︷ ︸
=:B
+#
{
bn ≤ l, m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
︸ ︷︷ ︸
=:C
The first summand can be calculated as in the case N = bn which leads to
bn · 2⌊ s
γN
⌋ − 2bn ≤ |A| = bn · 2⌊ s
γN
⌋
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Regarding the second summand, every point xm of the van der Corput se-
quence with m > bn lies between two points xi, xj with i, j < b
m and thus
there exist between 2⌊ s
γN
⌋ and 2(⌊ s
γN
⌋ + 2) points xl within B for fixed xm.
This yields
2(N − bn)⌊ s
γN
⌋ ≤ |B| ≤ 2(N − bn)(⌊ s
γN
⌋+ 2).
Note that the points xl relevant in the set C form a displaced van der Corput
sequence. Let us consider here the case N = bn + bn−1 because the general
case then follows inductively. For N = bn + bn−1 we can apply the result for
bn−1 on the set C to obtain
bn−1 · 2⌊ s
Nα
bn−1⌋ − 2bn−1 ≤ |C| = bn−1 · 2⌊ s
Nα
bn−1⌋
Summing up the three summands, dividing by N2−α and taking the limit
implies the claim for arbitrary N .
3 Golden mean Kronecker sequence
Before we come to the proof of Theorem 7 we collect here some necessary
background.
Continued fractions. Recall that every irrational number z has a uniquely
determined infinite continued fraction expansion
z = a0 + 1/(a1 + 1/(a2 + . . .)) =: [a0; a1, a2, . . .],
where the ai are integers with a0 = ⌊z⌋ and ai ≥ 1 for all i ≥ 1. The
continued fraction algorithm can be compactly written as t0 = z, a1 = ⌊t0⌋
and ti+1 = 1/{ti}, ai+1 = ⌊ti+1⌋ for i ≥ 1. The sequence of convergents
(ri)i∈N of z is defined by
ri = [a0; a1; . . . ; ai].
The convergents ri = pi/qi with gcd(pi, qi) = 1 are also directly given by the
recurrence relation
p−1 = 0, p0 = 1, pi = aipi−1 + pi−2, i ≥ 0
q−1 = 1, q0 = 0, qi = aiqi−1 + qi−2, i ≥ 0.
The residue z − ri can be calculated precisely as
z − pn
qn
=
(−1)n
qn
(
1
tn
qn + qn−1
) . (2)
Furthermore note that φ = [1; 1, 1, 1, . . .].
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Three Gap Theorem. An important ingredient for the proof is Three
Gap Theorem. It states that there are at most three distinct lengths of gaps
if one places n points on a circle, at angles of z, 2z, 3z, . . . nz from the starting
point. The theorem was first proven in [8] and many proofs have been found
since then. We present it here in a similar flavor as it is formulated in [11].
Theorem 8 (Three Gap Theorem). Let z ∈ (0, 1) be irrational with con-
tinued fraction expansion z = [a0; a1; a2; . . .] and convergents rn = pn/qn.
Furthermore let N ∈ N with N ≥ 2 have Ostrowski representation
N =
m∑
i=1
biqi
with coefficients 0 ≤ bi ≤ ai for all i = 1, . . . , m and bi−1 = 0 if bi = ai.
Then for Kl := ‖{qlz}‖ the finite sequence ({nz})n=1,...,N−1 has at most three
different lengths of gaps, namely
L1 = Km−1 − (bm − 1)Km,
L2 = Km
L3 = L1 + L2.
Preparatory Results. In the following (xn) = {nφ} denotes the Kro-
necker sequence of the golden mean.
Lemma 9. Let s > 0, l ∈ N and 0 < α < 1. Then
4s > lim
N→∞
1
N2−α
#
{
1 ≤ m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
>
s
2
holds, if the limit exists.
Proof. Let qh ≤ N < qh+1. By the Three Gap Theorem, the large gaps of
(xn)
N
n=1 are of length {qh−2z} < 1qh−1 <
4
qh
. Therefore we have⌊ s
Nα
{qh−2z}
⌋
>
sN
4Nα
− 1.
From this we deduce
1
N2−α
#
{
1 ≤ m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
>
1
N2−α
·N · 2 ·
(
sN
4Nα
− 1
)
which implies the right inequality. The left one follows in the same manner
by recalling that the small gap length is {qh−1} > 1qh+qh−1 > 12qh > 14N .
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Note that Lemma 9 is wrong in the case α = 1. It implies that the
numerator in F αN has the right order of convergence for 0 < α < 1 but it
takes much more effort to show that the limit exists and calculate it explicitly.
Define the finite sequence (x∗n)
N
n=0 by sorting (xn)
N
n=0 in ascending order. Let
JNk (x
∗
n) denote the interval (x
∗
n; x
∗
n+k].
Lemma 10. (i) Let N = qh and k = qm with l ≥ m and choose n with
n+ k ≤ N . Then JNk (x∗n) consists of either qm−1 or qm−1 +1 large and
qm−2 or qm−2 − 1 respectively small gaps.
(ii) Let qm+1 > k > qm have Ostrowski representation
k =
m∑
i=1
biqi
with coefficients bm = 1, bi ∈ {0, 1} for all i = 1, . . . , m−1 and bi−1 = 0
if bi = 1. Furthermore choose n ∈ N arbitrary and N = qh ≥ n+ qm+1.
Then JNk (x
∗
n) consists of g or g + 1 large gaps and k − g or k − g − 1
respectively small gaps where
g =
m−1∑
i=1
biqi−1
Proof. (i) By the rotation symmetry of the Kronecker sequence we may with-
out loss of generality assume n = 0. We prove the claim by induction on
h. The case h = 1 is clear. For N = qh+1 and k = qh+1 there is also
nothing to prove. Hence let k = qh−r with r ∈ N0. By induction hypoth-
esis, the first qh−r−1 elements of the sequence (x∗n)
qh
n=1 contain without loss
of generality qh−r−2 large(qh) and qh−r−3 small(qh) gaps.1 When passing
from (x∗n)
qh
n=1 to (x
∗
n)
qh+1
n=1 , each of the small(qh) becomes large(qh+1) and each
of the large(qh) gaps is divided into a large(qh+1) and a small(qh+1) gap,
compare e.g. [11]. In total, we end up with qh−r−2 + qh−r−3 = qh−r−1 or
qh−r−2 + qh−r−3 + 1 = qh−r−1 + 1 large gaps since we do not know whether
the last gap is large or small.
(ii) It suffices to prove the formula for the number of large gaps. Again we
assume n = 0. We know by (i) that Jr := Jqr(x
∗
0) consists of either qr−1 or
qr−1 + 1 large gaps for r = m,m+ 1. At first, we consider two special cases:
(a) If bm−2 = 1, then we look at J := JNqm−2(x
∗
qm
) and J˜ := JNqm−3(x
∗
qm+qm−2
) =
1By large(qh) and small(qh) we mean the large gaps and small gaps of (xn)
qh
n=0 respec-
tively.
JNqm+1−qm−qm−2(x
∗
qm+qm−2). Assertion (i) implies that J consists of qm−3 or
qm−3+1 large gaps and J˜ has qm−4 or qm−4+1 large gaps. For k = qm+qm−2
the four conditions can only be fulfilled simultaneously if JNk (x
∗
0) consists of
either qm−1+qm−3 or qm−1+qm−3+1 large gaps. Inductively the claim follows
for s ≤ m and k =∑i≤s,i even qm−i.
(b) If bm−2 = 0 and bm−3 = 1, then note that qm+1 − qm − qm−3 = qm−2 and
we can deduce the claim from (i) in the same manner as in (a).
In general, let s ≥ 3 be minimal with bm−s = 1 and bm−1 = . . . = bm−(s+1) =
0. If s is odd, then qm+1 − qm − qs = qm−2 + qm−4 + . . .+ qm−s+1 and if s is
even, then qm+1 − qm − qs = qm−2 + qm−4 + . . .+ qm−s+2 − qm−s−1. The two
cases correspond to (a) and (b) respectively.
The limit of the fraction of the two expressions k and g from Lemma 10
is calculated next.
Lemma 11. The following holds:
lim
N→∞
∑
biqi∑
biqi−1
= φ.
Proof. It follows from qi = qi−1 + qi−2 that∑
biqi∑
biqi−1
=
∑
bi(qi−1 + qi−2)∑
biqi−1
= 1 +
∑
biqi−2∑
biqi−1
.
Thus the limit fulfills the equation
z = 1 +
1
z
which has the unique positive solution φ.
From Lemma 10 and Lemma 11 we see that in the limit there are φ times
as many long gaps as short ones. Another limit will appear in the proof
of Theorem 7. For clarity of presentation we also calculate this limit an a
separate lemma.
Lemma 12. We have
lim
h→∞
∣∣∣∣
(
1 +
1
φ2
)
· {qh−1φ} · qh
∣∣∣∣ = 1
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Proof. Note that for φ we have 1|tl| = φ and pl = qh−1. Hence it follows from
(2) that
|qh−1φ− qh−2| = 1
φqh−1 + qh−2
.
Multiplying both sides by qh leads to the expression
qh |qh−1φ− qh−2| = qh
φqh−1 + qh−2
=
1
φ
qh−1
qh
+
qh−2
qh
,
which converges to
1
1 + 1
φ2
for h→∞. This implies the claim.
Proof of Theorem 7 Finally, we come to the proof of our second main
result.
Proof of Theorem 7. At first, we give here a short proof of the well-known
fact that {nφ} does not have Poissionian pair correlations: Consider the
sequence (qh)h∈N. According to Three Gap Theorem the minimal gap length
of the Kronecker sequence is {qh−1}. From the theory of continued fractions
we know that
{qh−1φ} = |qh−1φ− ph−1| > 1
qh + qh−1
>
1
2qh
.
Therefore, F 1qh(
1
2
) = 0 for all h and the sequence (xn) cannot have Poissonian
pair correlations.
Next we come to the claim that (xn) has α-pair correlations. Let 0 < α < 1
be arbitrary. We split up the proof into two parts.
Step 1: Calculate the limit
lim
h→∞
1
q2−αh
#
{
1 ≤ l 6= m ≤ qh : ‖xl − xm‖ ≤ s
qαh
}
,
i.e. we consider N = qh at first. In this case, Three Gap Theorem implies that
there are only two different gap lengths, namely {qh−1φ} and {qh−1φ}+{qhφ}.
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We fix some x∗n. By Lemma 10 the length of J
N
k (x
∗
n) is for k =
∑m
i=1 biqi and
g =
∑m−1
i=1 biqi−1 either
|JNk (x∗n)| = g · ({qh−1φ}+ {qhφ}) + (k − g) · {qh−1φ}
= k · {qh−1φ}+ g · {qhφ}
or
|JNk (x∗n)| = (g − 1) · ({qh−1φ}+ {qhφ}) + (k − g − 1) · {qh−1φ}
= k · {qh−1φ}+ (g − 1) · {qhφ}
Without loss of generality we may assume that JNk (x
∗
n) = k·{qh−1φ}+g·{qhφ}
because a single point less does not have an influence on the asymptotic. Now
let ε > 0 be arbitrarily small and choose h big enough such that simulta-
neously | g
k
− 1
φ
| < ε and |{qhφ} − 1φ{qh−1}| < ε hold. Given an interval
I = (x∗n, x
∗
n +
s
qα
h
], the number of points lying in it can thus be calculated as
k =
s
qα
h(
1 + 1
φ2
)
{qh−1φ}+O(ε)
Note that this equality is true without any additional condition on x∗n if we
glue the endpoints of [0, 1). After increasing h if necessary, Lemma 12 yields
k = sq1−αh +O(ε). (3)
This enables us to calculate
lim
h→∞
1
q2−αh
#
{
1 ≤ l 6= m ≤ qh : ‖xl − xm‖ ≤ s
qαh
}
= lim
h→∞
1
q2−αh
qh ·#
{
1 ≤ m ≤ qh : ‖xn − xm‖ ≤ s
qαh
}
(3)
= lim
h→∞
1
q2−αh
qh · 2 · (sq1−αh +O(ε))
= 2s.
Step 2: N arbitrary
Let qh+1 > N > qh have Ostrowski decomposition
N =
h∑
i=1
biqi.
10
Without loss of generality we assume that N = qh + qh−p for some p > 0
because the general case then easily follows inductively. Similarly as for the
van der Corput sequence, we decompose
# {1 ≤ l 6=m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
into three subsets, namely
# {1 ≤ l 6=m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
= #
{
1 ≤ l 6= m ≤ qm : ‖xl − xm‖ ≤ s
Nα
}
︸ ︷︷ ︸
=:A
+ 2#
{
1 ≤ l ≤ qh, qh < m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
︸ ︷︷ ︸
=:B
+#
{
qh ≤ l, m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
︸ ︷︷ ︸
=:C
Let A∗ be the set A with s replaced by s(N
qh
)α. By the first step we can
then choose h big enough such that |A∗| = 2sq2−αh + o(N2−α). Going back
to A this implies |A| = 2sq2hN−α + o(N2−α). For the calculation of |C| note
that xn+qh is a displaced Kronecker sequence. Likewise as for A we hence
get |C| = 2sq2h−2N−α + o(N2−α). Finally we come to the set B. It concerns
the interaction of the new points xm, i.e. m > qh, with the old ones xl, i.e.
l ≤ qh. Note that B contains N − qh = qh−2 new points and that each new
point splits a long gap into a short gap and a medium size gap, compare [11].
Again by the first step and a scaling argument as for A and C we thus know
that a single new point contributes 2sqhN
−α+o(N1−α) to B. In total, we get
2|B| = 4sqh−2qhN−α + o(N2−α). That puts us into the position to calculate
the limit
lim
N→∞
1
N2−α
#
{
1 ≤ l 6= m ≤ N : ‖xl − xm‖ ≤ s
Nα
}
=
N−α · 2s · (q2h + 2qhqh−2 + q2h−2) + o(N2−α)
N−α · (qh + qh−2)2
= 2s,
which finishes the proof.
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