Abstract-Today, huge amounts of data are being collected with spatial and temporal components from sources such as metrological, satellite imagery etc. Efficient visualisation as well as discovery of useful knowledge from these datasets is therefore very challenging and becoming a massive economic need. Data Mining has emerged as the technology to discover hidden knowledge from very large size of data. Furthermore, data mining techniques could be applied to decrease the large size of raw data by retrieving its useful knowledge as representatives. As a consequence, instead of dealing with a large size of raw data, we can use these representatives to visualise or to analyse without losing important information. This paper presents a data reduction technique based on clustering to help analyse very large spatio-temporal data. We also present and discuss preliminary results of this approach.
INTRODUCTION
Spatio-temporal datasets are often very large and difficult to analyse [1] [2] [3] . Since they are fundamental for decision support in many application contexts, recently a lot of interest has arisen towards data-mining techniques to filter out relevant subsets of very large data repositories as well as to help visualisation tools to effectively display results. Data mining techniques have been proven to be of significant value for spatio-temporal applications [4] [5] . It is a usercentric, interactive process, where data mining experts and domain experts work closely together to gain insight on a given problem. In particular, spatio-temporal data mining is an emerging research area, encompassing a set of exploratory, computational and interactive approaches for analysing very large spatial and spatio-temporal datasets. It is a combination of two widely researched areas, spatial data mining and temporal data mining. Spatial data mining is the discovery of interesting relationships and characteristics that may exist implicitly in spatial datasets. Temporal data mining concerns the analysis of events ordered by one or more dimensions of time. [4] [5] provide a very thorough set of references and surveys on the current state of the art research in all these areas. Several open issues have been identified ranging from the definition of mining techniques capable of dealing with spatio-temporal information to the development of effective methods for interpreting and presenting the final results.
Organisations are amassing very large repositories of customer, operations, scientific and other sorts of spatially and temporally related data of gigabytes or even terabytes size. Mining a database of even a few gigabytes is an arduous task for machine learning techniques and requires advanced parallel hardware and algorithms. Huge datasets create combinatorially explosive search spaces for data mining algorithms which may make the process of extracting useful knowledge infeasible owing to space and time constraints. The effectiveness of a technique for scaling data mining algorithms is measured in terms of the three factors, namely, time complexity, space complexity and quality of learning [1] . From the point of view of complexity analysis, for most scaling problems the limiting factor of the dataset has been the number of examples and their dimension. A large number of examples introduces potential problems with both time and space complexity. For time complexity, the appropriate algorithmic question is what is the growth rate of the algorithm's run time as the number of examples and their dimensions increase? Also evaluating the effectiveness of a scaling technique becomes complicated if degradation in the quality of the learning is permitted. An approach for dealing with the intractable problem of learning from huge databases is to select a small subset of data for mining [2] . Databases often contain redundant data. It would be convenient if large databases could be replaced by a small subset of representative patterns so that the accuracy of estimates (e.g., of probability density, dependencies, class boundaries) obtained from such a reduced set should be comparable to that obtained using the entire dataset.
Traditionally, the concept of Data Reduction has received several names, e.g. editing, condensing, filtering, thinning, etc, depending on the objective of the reduction task. Data reduction techniques can be applied to obtain a reduced representation of the dataset that is much smaller in volume, yet closely maintains the integrity of the original data. That is, mining on the reduced dataset should be more efficient yet produce the same analytical results. There has been a lot of research into different techniques for the data reduction task which has lead to two different approaches depending on the overall objectives. The first one is to reduce the quantity of instances, while the second is to select a subset of features from the available ones. The later, known broadly as dimensionality reduction can be done in two ways, namely, feature selection and feature extraction. Feature selection refers to reducing the dimensionality of the space by discarding redundant, dominated or least information carrying features. On the other hand, feature extraction methods utilise all the information contained in the data space to obtain a new transformed space, thereby mapping a higher dimensional pattern to a lower dimensional one. In this paper we will focus on the first approach to data reduction which deals with the reduction of the number of instances in the dataset. Often called numerosity reduction or prototype selection, instance reduction algorithms are based on a distance calculation between instances in the dataset. In such case selected instances, which are situated close to the centre of clusters of similar instances, serve as the reference instances. In this paper we focus on spatio-temporal clustering technique. Clustering is one of the fundamental techniques in data mining [2] . It groups data objects based on information found in the data that describes the objects and their relationships. The goal is to optimise similarity within a group of objects and the dissimilarity between the groups in order to identify interesting structures in the underlying data. Clustering is used on spatio-temporal data to take advantage of the fact that, objects that are close together in space and/or in time can usually be grouped together. As a consequence, instead of dealing with a large size of raw data, we can use these cluster representatives to visualise or to analyse without losing important information.
The rest of the paper is organised as follows. In Section II we discuss related work. Section III describes in detail our data reduction technique based on clustering. Section IV we evaluate the results of our data reduction technique as a preprocessing step on a very large spatio-temporal dataset. In Section V we discuss future work and concluded.
II. RELATED WORK

A. Some Data Reduction Techniques
Sampling: The simplest approach for data reduction is to draw the desired number of random samples from the entire dataset. Various random, deterministic and density biased sampling strategies exist in literature [6] [7] . However, naive sampling methods are not suitable for real world problems with noisy data, since the performance of the algorithms may change unpredictably and significantly. The random sampling approach effectively ignores all the information present in the samples not chosen for membership in the reduced subset. An advanced data reduction algorithm should include information from all samples in the reduction process [8] [9] .
K-Nearest Neighbour: Some widely studied schemes for data reduction are built upon classification-based approaches, in general, and the k-nearest neighbour rule, in particular. The effectiveness of the reduced set is measured in terms of the classification accuracy. These methods attempt to derive a minimal consistent set, i.e., a minimal set which correctly classifies all the original samples. The very first development of this kind is the condensed nearest neighbour rule (CNN) [10] . Other algorithms in this category including the popular IB3, IB4 [11] , reduced nearest neighbour and iterative condensation algorithms are summarised in [12] .
Discretisation: Data discretisation techniques can be used to reduce the number of values for a given continuous attribute by dividing the range of the attribute into intervals. Interval labels can then be used to replace actual data values.
Replacing numerous values of a continuous attribute by a small number of interval labels thereby reduces and simplifies the original data. Our current research focuses on improving the data reduction achieved by the discretisation technique [13] . In [13] the data reduction (HurricaneNarrower) consists of discretising numeric data into ordinal categories. The process starts by first being given a number of points (called split points or cut points) to split the entire attribute range, and then repeats this recursively on the resulting intervals. The problem with this approach taken in [13] is that the interval selection process drops a large percentage of the data while trying to reduce the range of values a dimension can have. In our approach we intend to use all the range of values for each dimension when we run our clustering algorithm over the raw data.
B. Spatio-Temporal Data Mining System
In [13] [14], we proposed a strategy that is to be incorporated in a system of exploratory spatio-temporal data mining, to improve its performance on very large spatiotemporal datasets. This system provides a data mining engine that can integrate different data mining algorithms and two complementary 3D visualisation tools. Within this system, there is a 2-layer architecture; a mining layer that provides newly developed techniques to efficiently support the data mining process, address the spatial and temporal dimensions of the dataset, and a visualisation layer to visualise and interpret results. More details on the visualisation tools can be found in [13] [14] .
Two very important pre-processing utilities of this system are Discretiser and Reducer. The Discretiser is based on the discretisation method discussed in section II. The purpose of the Reducer utility is to deal with the very large size of the dataset that have to be analysed by the system. It works by scaling the datasets by a factor F; it simply runs through the whole dataset taking one average value for the F 3 points inside each cube of edge F. Both these utilities have been found to be inefficient as a data reduction method which may lose a lot of important information contained in the raw data.
III. CLUSTERING FOR COMPRESSION
In this paper we propose a new approach to improve the Reducer pre-processing utilities of our system [13] [14] mentioned above. Concretely, we propose a new data reduction method based on clustering to help with the mining of the very large spatio-temporal dataset. Because the raw dataset is too large for any algorithm to process, the idea is to reduce the size of that data by producing a smaller representation of the dataset, as opposed to compressing the data and then uncompressing it later for reuse. The reason is that we want to reduce and transform the data so that it can be managed and mined interactively. Furthermore, we want to exploit the important aspect of spatio-temporal data (i.e., objects that are physically and temporally close tend to be "similar"). This data reduction is part of a 2-pass strategy, where firstly the data objects are grouped accordingly to their close similarity and secondly, these groups are then clustered by using different clustering techniques based on the clustering objectives. This strategy is used to design the clustering technique implemented in the first layer of our system. Figure 1 shows an overview of our reduction method, (1) involves distributing the large raw data into regular sized data files. Basic clustering is carried out on these files in (2) to produce a new reduced representation of the data using the cluster representatives and finally for (3) more advanced techniques will be used to improve the efficiency of the algorithms processing the data. The reason behind this method is to deal with the fact that the raw data is too large for any algorithm to process effectively, so the idea is to reduce the size of that data by producing a smaller representation of the datasets. The reduced data can then be analysed and produce useful information (i.e. models, patterns, rules, etc.) by applying other data mining techniques. We choose the data mining technique of clustering to assist in reducing the spatio-temporal datasets.
Clustering is one of the fundamental techniques in data mining. It groups data objects based on characteristics of the objects and their relationships. It aims at maximising the similarity within a group of objects and the dissimilarity between the groups in order to identify interesting structures in the underlying data. Some of the benefits of using clustering techniques to analyse spatio-temporal datasets included, a) the visualisation of clusters can help with understanding the structure of spatio-temporal datasets, b) the use of simplistic similarity measures to overcome the complexity of the datasets including the number of attributes, and c) the use of cluster representatives to help filter (reduce) datasets without losing important/interesting information. 
Very large raw data Figure 1 . Overview of our mining strategy.
A. Clustering Algorithm
We have implemented the popular centre-based clustering method known as k-medoids. We have chosen a centre-based method rather than other clustering method such as density-based because of it simplicity. With centrebased clustering, you must specify a total number of passes. With each pass, the centres are adjusted to minimize the total distance between cluster centres and each record. The kmedoids algorithm chooses the closest data object to the centre of the cluster as the cluster representative. This is very important to our method as we can use this cluster medoid point's spatial and temporal attributes to visualise the clusters with their representatives (medoid points). This was the main advantage offered by k-medoids algorithm over other centre-based algorithms such as k-means, which would create new values for the cluster centre based on all the member of it cluster but would have no spatial or temporal attributes associated with it. So the goal here is to find data objects where each object represents one cluster of raw data (i.e. cluster representative).
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We have chosen this simple clustering method for our initial run over the raw data as it is computationally simple and fast to complete. This part of our method is the key to the whole success of the compression, so that we do not lose any important information from the data that could have an adverse effect on the result obtained from mining the data at a later stage. Figure 2 shows a high level view of the steps carried out by the algorithm for this first phase of this approach. Centre-based clustering on the raw data patterns is carried out at (1), the patterns are then assigned to their cluster representative at (2) and at (3) the cluster representatives form a new (meta-) dataset. It is important to note that only the data points that have a very high similarity between each other will be grouped together. As a result of this pass, the new dataset is much smaller than the original data. It contains more information about individual clusters which then can be visualised by domain experts. 
IV. EVALUATION AND ANALYSIS
In this section, we study the feasibility of data reducing for spatio-temporal datasets by using data mining techniques described in Section III. The dataset is the Isabel hurricane data [15] produced by the US National Centre for Atmospheric Research (NCAR). It covers a period of 48 hours (time-steps). Each time-step contains several atmospheric variables. The grid resolution is 500×500×100. The total size of all files is more than 60GB (~ 1.25 GB for each time-step). The experimentation details and a discussion are given below.
A. Experimentation
The platform of our experimentation is a PC of 3.4 GHz Dual Core CPU, 3GB RAM using Java 1.6 on Linux kernel 2.6. Datasets of each time-step include 13 non-spatio attributes, so-called dimensions. In this evaluation, two dimensions are chosen for analysis: QVAPOR, the water vapour measured at each point of grid and P, weight of the atmosphere above a grid point. The range of QVAPOR value is [0…0.02368] and P is [-5471.85791…3225.42578]. We choose three time-steps 2, 10 and 18 to evaluate. We also filter the NULL value of testing datasets. 
B. Discussion
As shown in Figures 6, 7 and 8, 2000 representative points (or representative, in brief) could reflect the general shape of hurricane based on (QVAPOR, P) comparing to their whole original points ( Figure 3, 4 and 5) . Moreover, they can show different holes clearer than the original ones. These holes are normally very important to geography experts to study the interesting features of a hurricane. Furthermore, representatives also reflect the movement of hurricane as their whole origin points do.
However, these representatives can not reflect the data points on the left size of Figure 6 , 7 and 8 (in the dash circles). The reason is that these points are border points of clusters not the medoid point in our approach. Besides, centre-based clustering techniques are not deal well with convex shape of datasets. We can improve this problem by either choosing initial points in dash circle area or apply density-based clustering techniques instead of centre-based one. However, running time as well as choosing efficient parameters for these techniques is also performance issues.
Moreover, there are only a small difference between the 2000 representatives and 1000 representatives ( Figure 9 , 10 and 11) in terms of general shape of the hurricane. So, in cases experts only needs to analyse the hurricane based on general shape and holes as well as running time is critical, we can use 1000 representatives instead of 2000 one.
These experiments show that with our new approach, the use of simple data mining techniques can be applied to reduce the large size of spatio-temporal datasets in keeping of their important information used by experts.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we study the feasibility of using data mining techniques in reducing the large size of spatiotemporal datasets. As there are many reducing techniques presented in the literature such as discretisation, etc., most of them are concerned with reducing the dataset size without paying attention to their geographic properties. So, we propose to apply a clustering technique to reduce the large size without loosing important information. We apply KMedoids clustering on different time-steps. The experimental results show that knowledge extracted from mining process can be used as efficient representatives of huge datasets. We have reported some of these preliminary visual results for two dimensions (water vapour and atmospheric pressure) and three time-steps (2, 10 and 18).
A more extensive evaluation is on-going. In the future we intend to analyse different combinations of dimensions over more time steps to try and find hidden information on their relationships with each other. In this paper, we have presented the first task in our 2-pass strategy where the objective is to find the data points that are most similar according to their static (non spatial and temporal) parameters. This part of the strategy is the key to the whole success of the compression, so that we do not lose any important information from the data that could have an adverse effect on the result obtained from mining the data at a later stage. The second task is to cluster these groups of closely related data points in a meaningful way to produce new "meta-data" sets so that they are more suitable and acceptable for data mining techniques to analyse and produce results (i.e. models, patterns, rules, etc.). To accomplish these tasks we are currently testing with a hybrid approach where density-based and centre-based clusterings are used to increase the performance in terms of running time and representative positions. Besides, parallel and distributed clustering techniques are also being studied to analyse all non-spatio attributes in order to prove the robustness of our approach.
