Estudio de fenómenos críticos y transiciones de mojado en sistemas confinados by Guisandez, Leandro Eduardo
UNIVERSIDAD NACIONAL DE LA PLATA
FACULTAD DE CIENCIAS EXACTAS
DEPARTAMENTO DE  FÍSICA
Tesis presentada para optar al grado de Doctor de la Facultad de Ciencias Exactas
Estudio de fenómenos críticos y transiciones de mojado en 
sistemas confinados
Lic.  Leandro Eduardo Guisandez
Director: Dr. Ezequiel Albano
Co-Director: Dr.  Guillermo Zarragoicoechea
Año 2016

Resumen
El estudio de transiciones de fase resulta un to´pico de intere´s en diversas
a´reas de la ciencia. En particular, la condensacio´n de un gas en un l´ıquido ha sido
extensamente estudiada tanto experimental como anal´ıticamente. Sin embargo,
cuando se consideran sistemas donde la superficie no es despreciable, los efectos
que produce e´sta sobre dichas transiciones no pueden ser descartados. En esta tesis
doctoral, nos proponemos estudiar los efectos que producen sobre sistemas finitos
las paredes que los contienen. En particular, consideramos modelar el sistema
con un gas de red confinado en una geometr´ıa cil´ındrica. Una vez determinada la
temperatura cr´ıtica del modelo, se estudiaron varios aspectos del comportamiento
cr´ıtico para el caso de sistemas cuyas paredes no interaccionan con el mismo.
En tanto, para paredes interactuantes con el sistema, se observaron transiciones
ana´logas a las transiciones de mojado observadas en otros sistemas finitos. Para
el estudio de estos feno´menos se analizaron los datos obtenidos de simulaciones
computacionales tipo Monte Carlo.
A continuacio´n detallaremos co´mo esta´ organizado el presente trabajo.
En el cap´ıtulo 1 introducimos la fenomenolog´ıa que nos motivan ha realizar
este trabajo y contextualizamos el mismo presentando los aspectos que conside-
ramos ma´s relevantes en este a´rea de estudio. Luego, enunciamos los objetivos
generales y espec´ıficos del trabajo.
En el Cap´ıtulo 2 justificamos nuestra eleccio´n de la Meca´nica Estad´ıstica co-
mo marco para el trabajo. Describimos el modelo del gas de red y presentamos
la equivalencia fenomenolo´gica con el modelo de Ising, que sera´ el implementado
para describir el sistema en estudio. Adema´s, presentamos algunos detalles de las
transiciones de fase en general y las que ocurren en el modelo de Ising en par-
ticular. Luego, se explicitan todas las herramientas teo´ricas que empleadas en el
ana´lisis de los resultados obtenidos. Al final del cap´ıtulo hacemos una descripcio´n
del sistema considerado y comentamos su implementacio´n computacional.
El cap´ıtulo 3 comienza por la determinacio´n de la temperatura cr´ıtica del
sistema empleando te´cnicas para el tratamiento de efectos de taman˜o finito. Se
estudian diversas leyes de escala donde se establece una dependencia de e´stas con
la relacio´n de aspecto del sistema. Adema´s, se encontro´ una relacio´n lineal entre
la longitud de correlacio´n y el taman˜o del sistema. Estos ana´lisis permitieron
confirmar nuestra hipo´tesis que la criticidad del sistema pertenece a la clase de
universalidad del modelo de Ising tridimensional. E´sto tambie´n fue confirmado
analizando las relajaciones del sistema a la temperatura cr´ıtica, con las cuales se
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pudo estimar los exponentes cr´ıticos del mismo.
En el cap´ıtulo 4 se da una introduccio´n de los feno´menos de mojado, se los en-
marca dentro de los feno´menos cr´ıticos de superficie y se resen˜an las observaciones
correspondientes a estos feno´menos en sistemas finitos. A diferencia de lo estu-
diado en el cap´ıtulo 3, se considerea la aplicacio´n tanto de campos de bulk como
campos superficiales sobre el sistema. En particular, esto permite observar que la
condensacio´n capilar en el sistema obedece la ecuacio´n de Kelvin, de forma que se
comporta de forma ana´loga a la observada en otras geometr´ıas discretas finitas.
Luego, explorando intensivamente el espacio de para´metros de control del modelo
y estudiando los perfiles radiales de magnetizacio´n se delinean diagramas de fases,
donde en particular se destaca una regio´n correpondiente a la formacio´n de una
interfase que podemos identificar con la situacio´n de pre-mojado (prewetting, en
ingle´s), observada en sistemas semi infinitos.
Finalmente, en el cap´ıtulo 5 se realiza una discusio´n global de los resulta-
dos obtenidos, se formulan con ma´s detalle las conclusiones mencionadas en los
pa´rrafos anterioes y se proponen algunas perspectivas.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
El estudio y comprensio´n de las transiciones de fase y los feno´menos cr´ıticos
que ocurren en geometr´ıas confinadas son to´picos de intere´s tanto a nivel cient´ıfi-
co como tecnolo´gico. En los u´ltimos an˜os, tanto el estudio de las propiedades
de materiales confinados como los procesos de adsorcio´n-desorcio´n en materiales
porosos han tenido una considerable atencio´n [1–4]. La combinacion de efectos de
borde y confinamiento por taman˜o finito, ambos debido a la interaccio´n del sis-
tema f´ısico con las paredes que lo contienen, modifican la fenomenolog´ıa respecto
de la que ocurre en el l´ımite termodina´mico [5–9]. En efecto, la criticidad no se
manifiesta como divergencias en los observables o sus momentos sino como picos
suaves que, adema´s, esta´n desplazados respecto de las divergencias del l´ımite ter-
modina´mico [10–12]. Este corrimiento se debe fundamentalmente a los efectos de
superficie, mientras que la suavidad que adquieren los picos esta´ relacionada con
los efectos de taman˜o finito [13].
Una de las motivaciones del presente trabajo es el estudio del comportamiento
cr´ıtico que se observa en fluidos y mezclas de fluidos en nano y micro poros, que
es un tema relevante en lo que compete a aplicaciones tecnolo´gicas [4,14] que van
desde la extraccio´n no convencional de gas y petro´leo de poros en arcillas y rocas,
al disen˜o y operacio´n de dispositivos en nano y micro flu´ıdica [15,16]. Adema´s, el
estudio de la adsorcio´n de gases en tubos a escala nanome´trica ha sido estimulado
por el desarrollo y la disponibilidad de diversas te´cnicas de s´ıntesis de nanotubos,
por ejemplo, el me´todo de vaporizacio´n con la´ser de nanotubos de carbono, el
cual es de particular intere´s puesto que permite sintetizar nanotubos de carbono
con estructuras bien determinadas. En particular, la estructura que nos intere-
sa son “cuerdas” que t´ıpicamente poseen entre 10 y 20 nm de dia´metro y 100
µm de largo y que pueden ser observadas por te´cnicas de ima´gen de microscop´ıa
electro´nica [17]. Ma´s espec´ıficamente, utilizando microscop´ıa de transmisio´n de
electrones ha sido reportado [17] que e´stas cuerdas son arreglos de varios nano-
tubos de carbono de paredes simples que, observados en la direccio´n axial, se
presentan como una red tipo panal de abejas de constante 1,7nm y donde cada
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celda corresponde a un nanotubo que esta´ separado de los otros por al menos
0.315 nm. Adema´s, los nanotubos de carbono de paredes simples tienen dia´me-
tros de 1,38 ± 0,02nm y esta´n ligados entre s´ı por fuerzas de´biles tipo van der
Waals.
Por otro lado, en el contexto de la metalurgia [18, 19] y posteriomente de la
petro-f´ısica [20–23] el estudio de las transiciones de mojado ha sido un to´pico
central. La formacio´n de una pel´ıcula de l´ıquido sobre un substrato que separa
e´ste u´ltimo con la fase de vapor del l´ıquido (u otro l´ıquido) ha sido interpretada
tanto con la aparicio´n de interfases como el cambio de a´ngulos de contacto. Los
primeros esfuerzos en establecer un marco teo´rico para los feno´menos de mojado se
deben principalmente a los trabajos de Cahn [24] y de Nakanishi y Fisher [25], en
los cuales se hace una descripcio´n tipo campo medio en el contexto de la Meca´nica
Estad´ıstica. A su vez, esta propuesta permite estudiar el mojado de superficies
a trave´s de modelos muy sencillos, como el gas de red, cuya implementacio´n en
simulaciones tipo Monte Carlo esta´ bien establecida y es ampliamente aceptada
desde hace ma´s de tres de´cadas.
Adema´s, podemos mencionar que, notablemente, los feno´menos de mojado
pueden ser tambie´n observados en sistemas biolo´gicos [26–29], siendo particu-
larmente interesante la Hipo´tesis de Adhesio´n Diferencial. En esta hipo´tesis se
propone modelar el tejido embrional como la mezcla de distintos l´ıquidos que
se organizan de acuerdo a la tensio´n superficial de los agregados que conforman
dicho tejido. De esta manera el sistema busca minimizar su energ´ıa libre interfa-
cial y maximizar la estabilidad del estado termodina´mico. Si bien la motivacio´n
original de esta hipo´tesis fue explicar el ordenamiento de ce´lulas en embriones de
vertebrados, tambie´n puede ser utilizada para explicar otros feno´menos biolo´gi-
cos como son los procesos morfoge´nicos, por ejemplo, la curacio´n de heridas, o el
crecimiento de tumores y meta´stasis [30].
Recientemente, debido al avance en te´cnicas de litograf´ıa y el control sobre la
formacio´n de patrones en superficies, se ha estudiado la morfolog´ıa y la estabilidad
de mojado en superficies qu´ımicamente preparadas [31–33]. En este estudio, los
autores forman patrones tipo cintas sobre una superficie plana alternando regiones
recubiertas con COOH y CH3 e introducen dicha superficie en una atmo´sfera de
etanol. En el substrato se observa que el vapor de etanol condensa u´nicamente
sobre las cintas de COOH, conforma´ndose un patro´n mojado/no mojado que copia
el tratamiento de la superficie. Por otro lado, tambie´n se ha estudiado el llenado
de depresiones o cavidades en superficies ranuradas donde han sido identificados
los reg´ımenes de pre-llenado, condensacio´n capilar y post-llenado [34].
Motivados por estas diversas aplicaciones, trataremos los to´picos arriba men-
cionados desde un punto de vista ma´s fundamental, es decir, haremos una descrip-
cio´n meca´nico-estad´ıstica haciendo uso de un modelo arquet´ıpico: el ferromagneto
de Ising confinado. A lo largo del trabajo utilizaremos indistintamente la termi-
nolog´ıa magne´tica o la correspondiente a flu´ıdos ya que, como veremos en el
cap´ıtulo 2, existe un isomorfismo entre el modelo de Ising para ferromagnetos y
un gas de red, empleado para modelar flu´ıdos [5,35,36]. Adema´s, podemos comen-
tar que esta ambivalencia puede extenderse tambie´n para estudiar las propiedades
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de aleaciones binarias confinadas [37].
Vale la pena mencionar que el ferromagneto de Ising tridimensional confina-
do por paredes paralelas donde se aplican campos magne´ticos superficiales de
corto alcance competitivos ha sido estudiado extensivamente [12, 38–40] con la
intencio´n de caracterizar el feno´meno de mojado, es decir, la transicio´n de loca-
lizacio´n-deslocalizacio´n de la interfase entre dominios magne´ticos de orientacio´n
opuesta que se observa y corresponde al precursor de la transicio´n de mojado
que ocurre u´nicamente en el l´ımite termodina´mico [41]. Estudios similares han
sido realizados en el plano, modelo de Ising en dos dimensiones, donde algunos de
los resultados exactos existentes han sido confirmados empleando simulaciones
Monte Carlo [42]. Adema´s, empleando esta misma te´cnica y considerando una
geometr´ıa de cun˜a con campos competitivos, ha sido estudiada la transicio´n lla-
mada de llenado [43–45]. En particular, la versio´n bidimensional de este sistema
presenta una transicio´n ana´loga a la de llenado que se conoce con el nombre de
transicio´n de “corner filling” [46] (llenado de esquina, en ingle´s). Recientemente, el
ferromagneto de Ising ha sido empleado para el estudio tanto de la condensacio´n
capilar como del suavizado de transiciones de fase en poros cil´ındricos [10, 47].
El primer caso tambie´n ha sido estudiado en dos dimensiones considerando una
geometr´ıa rectangular (L×D,L >> D), es decir, empleando cintas largas entre
los que podemos destacar el estudio de estos sistemas manteniendo la relacio´n de
aspecto D/L = constante [48]. Adema´s, en poros largos, efectuando un barrido
de campos magne´ticos se pueden observar efectos de histe´resis. En particular,
el a´rea encerrada por las curvas de histe´resis decrece significativamente con el
aumento de la temperatura, anula´ndose para T > T0(D,L), es decir, para tem-
peraturas mayores que el punto cr´ıtico efectivo no se observan lazos de histe´resis.
Para H = 0 y T < T0(D,L), en cambio, se pudo identificar un pico ancho en
M = 0, que puede ser entendido como una configuracio´n tipo multi-dominio,
hecho que tambie´n fue observado anteriormente [47]. Adema´s, la condensacio´n
capilar fue estudiada en poros cil´ındricos con y sin campos superficiales [10]. El
estudio se focalizaba u´nicamente en poros largos, es decir, L R, donde L y R
son la longitud y el radio de los poros, respectivamente, donde a bajas tempera-
turas se encontro´ que el sistema es axialmente homoge´neo. Sin embargo, a altas
temperaturas, pero todav´ıa por debajo de la temperatura cr´ıtica, en la fase de
coexistencia en la transicio´n l´ıquido-vapor (aca´ hemos utilizados la terminolog´ıa
de gas de red) el sistema exhibe una estructura de multi-dominios, generando
dominios alternados de l´ıquido-vapor a lo largo del tubo.
Las anteriores observaciones entran dentro del conocido hecho de que las tran-
siciones de fase que ocurren en el material masivo (bulk) resultan fuertemente
afectadas por las paredes de confinamiento de los poros. Asimismo, la interaccio´n
de dichas paredes con el material confinado puede dar lugar a la aparicio´n de
interfases cuyo comportamiento, tanto en equilibrio o fuera del mismo, es de gran
intere´s. Por ejemplo, cuando consideramos un material magne´tico confinado entre
dos paredes que ejercen campos magne´ticos superficiales competitivos (±HS). Es
de esperar que se formen dominios magne´ticos de diferente orientacio´n, con el es-
pin paralelo a los campos superficiales, lo que da lugar a la presencia de una inter-
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fase entre ellos. Esta interfase sufre una transicio´n de localizacio´n-deslocalizacio´n,
por ejemplo cuando se incrementa la temperatura (siempre debajo de la tempera-
tura cr´ıtica de bulk) manteniendo los campos superficiales constantes. En efecto,
para bajas temperaturas, la interfase permanece ligada a una pared, mientras
que al incrementar T , e´sta comienza a separarse de la misma. A una determinada
temperatura, T ∗(L,HS), que depende de la distancia entre las paredes del film,
L, y de la magnitud de los campos superficiales HS, la interfase se deslocaliza
por primera vez, mientras que para T > T ∗ permanece deslocalizada, siempre
que T < TC , la temperatura cr´ıtica del sistema en el l´ımite termodina´mico. Esta
transicio´n de localizacio´n-deslocalizacio´n que se observa en materiales confinados
es la precursora de la transicio´n de mojado (wetting transition) que ocurre en
sistemas semi infinitos, donde la distancia entre las paredes L → ∞ (l´ımite ter-
modina´mico). La transicio´n de “mojado” del material magne´tico es del mismo
tipo que la observada en fluidos o pol´ımeros en contacto con una superficie, es
decir, los procesos de adsorcio´n-desorcio´n que mencionamos al comienzo.
Por otra parte, considerando campos superficiales de igual direccio´n y magni-
tud, pero compitiendo con el campo de bulk, es posible observar el feno´meno de
condensacio´n capilar. Esto se manifiesta con la formacio´n de un film (o pel´ıcu-
la l´ıquida) con magnetizacio´n paralela al campo superficial y la subsiguiente y
abrupta irrupcio´n de la magnetizacio´n de bulk, cuando variamos el campo de
bulk. Esta transicio´n de primer orden corresponde a una isoterma de adsorcio´n
cuando consideramos las curvas de magnetizacio´n (densidad del fluido) vs. campo
de bulk (potencial qu´ımico). La determinacio´n del punto de coexistencia se lleva
a cabo mediante te´cnicas esta´ndar de integracio´n termodina´mica. Eventualmen-
te la extrapolacio´n de los resultados en funcio´n de la longitud de confinamiento
impuesta por las paredes del recipiente permite verificar la ecuacio´n de Kelvin,
que establece el cambio en la presio´n de vapor de un l´ıquido por efectos de con-
finamiento, a escala microsco´pica y en un sistema discreto. Cabe destacar que
los feno´menos de mojado y condensacio´n capilar son relevantes en muchas apli-
caciones tecnolo´gicas, tales como aquellas que involucran microflu´ıdica, adhesio´n,
friccio´n y crecimiento de films o pel´ıculas por deposicio´n en superficies so´lidas,
etc.
Dentro de este amplio contexto, el objetivo de este trabajo es realizar estudios
sobre el comportamiento de fase y sus transiciones en un modelo de dos estados.
Espec´ıficamente, el modelo de Ising cuyo hamiltoniano HIsing en una geometr´ıa
confinada resulta
HIsing = −J
N∑
〈i,j=1〉
sisj +H
N∑
i=1
si +Hs
N∑
is
sis , (1.1)
donde la variable de esp´ın puede tomar dos valores si = ±1, J es la constante de
acoplamiento, H es el campo magne´tico que actu´a sobre todos los espines y Hs
los campos magne´ticos superficiales que actu´an en las paredes. La primer suma
comprende primeros vecinos, la segunda todos los espines y la restante so´lo la
superficie del sistema. Los campos esta´n dados en unidades de J .
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Podemos destacar que, dado que consideramos un sistema finito, no so´lo pode-
mos inferir propiedades observadas en el l´ımite termodina´mico, como transiciones
de fase (efectivas en el caso finito) y feno´menos de histe´resis, sino que adema´s
presenta una gran variedad de caracter´ısticas originadas por la finitud del sistema
como lo son la condensacio´n capilar y la transicio´n de localizacio´n-deslocalizacio´n.
Adema´s, la presencia de superficies se manifiesta en reg´ımenes no presentes en
sistemas infinitos, dando lugar a diagramas de fase ma´s complejos. Por otro lado,
empleando la hipo´tesis de escaleo de taman˜o finito, a partir de la cual se obtienen
leyes de escala que dependen del taman˜o del sistema, permiten extrapolar los
resultados obtenidos en sistemas finitos al l´ımite termodina´mico. Si bien existe
una gran cantidad de alternativas teo´ricas y nume´ricas, hemos optado por em-
plear simulaciones computacionales tipo Monte Carlo puesto que han mostrado
ser una herramienta econo´mica y robusta a la hora de explorar extensivamente el
espacio de para´metros de sistemas como el considerado en el presente estudio.
Finalmente haremos un comentario respecto de la terminolog´ıa utilizada en
este trabajo. Dada la falta de una traduccio´n adecuada al espan˜ol para ciertos
te´rminos, nos vemos obligados o bien a usar la palabra original en ingle´s, por
ejemplo bulk y prewetting, o bien emplear una versio´n castellanizada coloquial,
como es “escaleo” para scaling. En ambos casos, esperamos que el contexto evite
cualquier confunsio´n que pueda causar esta carencia de palabras.
1.2. Objetivos
Dentro del contexto discutido ma´s arriba, se plantea el estudio del compor-
tamiento de las fases y la caracterizacio´n de las transiciones entre ellas de un
modelo para la adsorcio´n en nano y micro poros. El sistema considerado consiste
en un tubo cuasi-cil´ındrico de radio R y largo L. En el interior del mismo se
define una red que es triangular en las secciones transversales y que se replica a
lo largo del tubo. De esta forma el tubo esta´ conformado por una sucesio´n de L
discos de radio R cuya red es triangular. Sobre el sistema podra´n actuar campos
(empleando terminolog´ıa magne´tica) tanto en el bulk H, como en la superficie
HS. El para´metro de control restante sera´ la temperatura, como habitualmente
se define en el modelo de Ising, y el para´metro de orden sera´ la magnetizacio´n por
esp´ın m = M/N , con M la magnetizacio´n total y N el nu´mero total de espines.
Con el sistema descrito en las anteriores l´ıneas, este trabajo adopta una alter-
nativa al estudio de los feno´menos cr´ıticos en poros cuasi-cil´ındricos. A saber, co-
menzaremos focalizando nuestro intere´s en muestras donde la relacio´n de aspecto
C ≡ R/L se mantiene constante, de forma tal que nuestros resultados pueden ser
directamente extrapolados al l´ımite termodina´mico y, consecuentemente, poder
ubicar el punto cr´ıtico del sistema. Por lo tanto, nuestro objetivo general es ca-
racterizar el comportamiento cr´ıtico del ferromagneto de Ising confinado en poros
cuasi-cil´ındricos analizando resultados obtenidos a partir de simulaciones compu-
tacionales tipo Monte Carlo. Se considerara´n sistemas de diferentes taman˜os y se
hara´ uso de herramientas como es el escaleo de taman˜o finito o integracio´n termo-
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dina´mica para estudiar la transcio´n de fase segu´n sea continua o de primer orden.
Vale la pena mencionar que el escaleo de taman˜o finito depende no so´lo de la clase
de universalidad de la transicio´n sino tambie´n de la geometr´ıa y las condiciones
de borde utilizadas, que en nuestro caso sera´n abiertas en la superficie del poro,
simulando una fase espectadora que interactu´a a trave´s del campo superficial (de
corto alcance) con el sistema y perio´dicas a lo largo del tubo. Por supuesto, aun-
que el modelo propuesto para la absorcio´n de poros es espec´ıfico, en el re´gimen
donde la distancia de correlacio´n ξ es mucho ma´s grande que la constante de la
red empleada los detalles microsco´picos del modelo se vuelven irrelevantes, en
virtud de los trabajos basados en grupo de renormalizacio´n [49–52], con lo cual
podemos describir la termodina´mica de la adsorcio´n de fluidos con un modelo
simple como el de gas de red. En otras palabras, podemos caracterizar el com-
portamiento con un modelo minimalista. Para la localizacio´n del punto cr´ıtico se
determinara´n la magnetizacio´n, las fluctuaciones de e´sta (susceptibilidad) y sus
respectivos perfiles tomados en la direccio´n radial de la muestra. Adema´s, en la
cercan´ıas del punto cr´ıtico se medira´ la correlacio´n entre dos espines en funcio´n de
la distancia para determinar la longitud de correlacio´n y se intentara´ determinar
los exponentes cr´ıticos del modelo usando me´todos de dina´mica cr´ıtica.
En el mismo sistema cuasi-cil´ındrico aplicaremos campos superficiales con el
fin de determinar las curvas de coexistencia para poros de distintos radios y as´ı de-
terminar la condensacio´n capilar en el sistema propuesto. Verificaremos si, para
valores de temperatura y campo superficial dados, los puntos que conforman las
curvas de coexistencia correspondientes a poros de distintos taman˜os satisfacen
la ecuacio´n de Kelvin y, en caso de no hacerlo, si requieren de correcciones [53].
A diferencia de los trabajos citados en las Refs. [10] y [47] donde la condensacio´n
capilar es determinada estudiando picos de la distribucio´n de probabilidad de pa-
ra magnetizacio´n, nosotros emplearemos me´todos de integracio´n termodina´mica
puesto que no presentan las dificultades detalladas en dichos trabajos para hallar
el campo de coexistencia y son herramientas ma´s precisas [103]. Adema´s, en di-
chos trabajos no ha sido estudiada la dependencia de los campos de coexistencia
con el taman˜o del sistema y los campos superficiales aplicados sobre e´ste. Den-
tro del contexto de la transicio´n de localizacio´n-deslocalizacio´n, se evaluara´n la
posicio´n y el ancho de las interfases entre dominios de diferente magnetizacio´n.
Puesto que el sistema que consideramos posee so´lo una superficie, no es posible
definir campos de distinto signo, con lo cual, se estudiara´ si la competencia en-
tre el campo de bulk y el campo superficial, exhibe una fenomenolog´ıa similar
a la observada en los sistemas mencionados anteriormente [12, 38–40]. Es decir,
considerando sistemas de distintos taman˜os a diversas temperaturas y sometidos
a diferentes campos de bulk y superficiales, trataremos de caracterizar las iso-
termas de adsorcio´n (usando el lenguaje de fluidos), las transiciones de fase de
localizacio´n-deslocalizacio´n (wetting) y de condensacio´n capilar. Con todos los
datos recopilados se confeccionara´n diagramas de fase correspondientes a distin-
tos planos del espacio de para´metros T −H −Hs, temperatura, campo de bulk
y campo superficial, respectivamente.
Cap´ıtulo 2
Eleccio´n del modelo e
introduccio´n a las metodolog´ıas
implementadas
Este cap´ıtulo esta´ desarrollado en dos partes. En la primera explicitamos la
eleccio´n del modelo con el cual describiremos el sistema propuesto en el Cap´ıtu-
lo 1, as´ı como tambie´n algunos elementos ba´sicos que emplearemos para la ca-
racterizacio´n. Tambie´n se esbozan algunos detalles sobre el marco teo´rico donde
formulamos el modelo con el fin de contextualizar y justificar la eleccio´n de las he-
rramientas empleadas en el estudio. En la segunda parte se especifica co´mo sera´ la
implementacio´n, es decir, se presentara´ la forma en la cual sera´n obtenidos los
datos y co´mo sera´n analizados.
2.1. Camino al gas de red
2.1.1. Gas real
Como ya hemos detallado anteriormente, nuestro objetivo es hacer una des-
cripcio´n meca´nico estad´ıstica del llenado de cavidades, en particular de poros
cuasi-cil´ındricos de radio R y largo L. La eleccio´n de la Meca´nica Estad´ıstica
como herramienta para e´ste estudio no es ingenua, puesto que, como es sabido,
una vez definidos los detalles microsco´picos del sistema es posible hacer una des-
cripcio´n termodina´mica que conste de unos pocos para´metros para analizar las
propiedades del sistema. Si bien es cierto que esta afirmacio´n es va´lida justamente
en el l´ımite termodina´mico, es decir, cuando el sistema es infinitamente grande,
en la literatura existen ejemplos donde una descripcio´n “termodina´mica” de sis-
temas finitos permite hacer excelentes caracterizaciones, en particular cuando se
realizan simulaciones computacionales (ver, por ejemplo, la resen˜a [54]).
Debemos recordar que, en principio, todas las part´ıculas obedecen la Meca´nica
Estad´ıstica cua´ntica. No obstante, en reg´ımenes de baja densidad y temperaturas
lejos del cero absoluto, la separacio´n promedio entre part´ıculas es mucho mayor
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a la longitud de onda te´rmica, λ, es decir,(
V
N
)1/3
 λ
con
λ =
(
h
2pimkBT
)1/2
,
donde kB = 1,3806488(13)× 10−23 JK−1 [59] es la constante de Boltzmann, m la
masa de una de las N part´ıculas ide´nticas del sistema y T la temperatura. La de-
sigualdad anterior establece que el overlap de las funciones de onda de las part´ıcu-
las es despreciable y la Meca´nica Estad´ıstica cla´sica es una buena aproximacio´n de
su versio´n cua´ntica. Como consecuencia, en lugar de las distribuciones de Fermi-
Dirac o Bose-Einstein podremos usar la distribucio´n de Maxwell-Boltzmann, para
describir la probabilidad que el sistema, en equilibrio, se encuentre en un dado
estado. A lo largo de este estudio e´ste sera´ el re´gimen donde nos encontraremos,
de forma tal que podemos descartar todo efecto cua´ntico.
En este contexto meca´nico estad´ıstico una forma de describir un fluido es
emplear un modelo de part´ıculas no puntuales e interactuantes, tambie´n conocido
como gas real. El Hamiltoniano de N part´ıculas interactuantes en una caja es
H =
N∑
i=1
[
~p2i
2m
+ U(~ri)
]
+
N∑
i>j=1
u(~ri − ~rj), (2.1)
donde ~ri y ~pi son la posicio´n y el momento de la i-e´sima part´ıcula, U es el po-
tencial de las paredes de la caja y u(~ri− ~rj) es la energ´ıa de interaccio´n entre las
part´ıculas i y j. Si consideramos que la interaccio´n so´lo dependa de la distancia
entre part´ıculas, r, entonces
u(~ri − ~rj) = u(||~ri − ~rj||) = u(r).
En general las part´ıculas que se estudian son polarizables por lo que la interaccio´n
entre ellas es del tipo van der Waals, es decir, atractiva y decae proporcionalmente
a r−6. Sin embargo, a muy cortas distancias la repulsio´n electro´nica es mucho ma´s
intensa que la atraccio´n, estableciendo una barrera repulsiva que aumenta cuando
la separacio´n entre disminuye. Si consideramos que las energ´ıas cine´ticas de las
part´ıculas no es suficientemente grande como para “deformar” la nube electro´nica,
podemos definir a u, como una interaccio´n de a pares atractiva y de corto alcance
que compite con un potencial repulsivo que contribuye so´lo cuando las part´ıculas
esta´n muy pro´ximas entre s´ı y define un nu´cleo duro repulsivo. La expresio´n
matema´tica de u la escribiremos de la siguiente forma:
u(r) =
{∞ si r < 2r0

[(
rm
r
)12 − (2rm
r
)6]
si r > 2r0
, (2.2)
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donde rm corresponde al valor de r para el cual ocurre el mı´nimo de u. Notar que,
dado que hemos considerado que las part´ıculas no pueden deformarse y que la
mı´nima distancia entre dos part´ıculas es r0 como se muestra esquema´ticamente
en la Figura 2.1. En la misma figura se representa cualitativamente el potencial
u, donde se observa que la interaccio´n atractiva es percibida a grandes distancias,
a diferencia de la repulsio´n, que es importante so´lo cuando las part´ıculas esta´n
muy pro´ximas.
Figura 2.1: Esquema de la interaccio´n entre dos part´ıculas en un gas real. La l´ınea
roja representa la interaccio´n atractiva entre las part´ıculas debido a la polarizacio´n
de las mismas. La l´ınea azul es la interaccio´n repulsiva entre los electrones que
aumenta abruptamente cuando la separacio´n entre las part´ıculas es de r = 2r0. En
particular, en este modelo las part´ıculas son indeformables con lo cual la energ´ıa
de repulsio´n para dicha separacio´n es infinita. La l´ınea negra respresenta la energ´ıa
de interaccio´n entre las part´ıculas considerando las contribuciones atractiva y
repulsiva.
Haciendo una aproximacio´n tipo campo medio, puede demostrarse que, una
vez calculada la funcio´n de particio´n Z para este modelo, es posible obtener la
ecuacio´n de van der Waals para gases reales. Como es sabido, esta ecuacio´n no
predice correctamente el comportamiento cr´ıtico, puesto que al ser obtenida utili-
zando la aproximacio´n de campo medio no son tenidas en cuenta las correlaciones
entre part´ıculas que son muy importantes cerca del punto cr´ıtico. Esto indica que,
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Figura 2.2: T´ıpico esquema de un gas de red en dos dimensiones. Los c´ırculos
llenos representan part´ıculas ocupando la celda que los contiene, el resto de las
celdas se encuentran vac´ıas o desocupadas.
si bien el modelo describe adecuadamente el cambio de la fase l´ıquida a la fase
gaseosa, no resulta adecuado para estudiar la criticidad del sistema. No obstan-
te, si uno pretende caracterizar este sistema sin hacer aproximaciones de campo
medio y recurre a me´todos de grupo de renormalizacio´n, el estudio resulta extre-
madamente complejo. Existe una alternativa, que es la que consideramos en este
trabajo, que, si bien a priori podr´ıa parecer una aproximacio´n muy simple, per-
mite tanto describir adecuadamente la fenomenolog´ıa del gas real como estudiar
cualitativa y cuantitativamente la criticalidad del sistema. Dicha aproximacio´n se
conoce como gas de red y la veremos con ma´s detalle en la pro´xima seccio´n.
2.1.2. Gas de red
Consideremos un fluido (l´ıquido o gas) contenido en una cavidad que es di-
vida en una red de celdas ide´nticas, donde cada celda tiene, aproximadamente,
el volu´men de la part´ıcula del fluido, ya sea un a´tomo o una mole´cula y que
denotaremos con a, el para´metro de red (ver Figura 2.2). Diremos que la celda
esta´ ocupada si el centro de una part´ıcula se encuentra dentro de la primera,
en caso contrario, diremos que la celda esta´ vac´ıa. Debe notarse que, como el
volumen de las celdas es del taman˜o de una part´ıcula, cada una de e´stas puede
estar ocupada u´nicamente por una sola part´ıcula. En este punto podr´ıa objetarse
si el modelo es adecuado o no ya que las part´ıculas esta´n forzadas a moverse
de forma discreta y esto tambie´n afecta a la definicio´n de sus energ´ıas cine´ti-
cas. No obstante, nuestra intencio´n es hacer una descripcio´n termodina´mica y, en
particular, estudiar la criticalidad. Adema´s, como veremos ma´s adelante, en la
regio´n cr´ıtica los detalles microsco´picos, como la posicio´n de la part´ıcula, se vuel-
ven irrelevantes. Como parte de la aproximacio´n, consideraremos que la energ´ıa
cine´tica no contribuye al te´rmino singular de la funcio´n de particio´n (responsable
en describir el comportamiento cr´ıtico del sistema). Por consiguiente, el gas de
red corresponde a un sistema de part´ıculas que pueden ubicarse en celdas ide´nti-
cas y regularmente distribuidas en el espacio. La contribucio´n correspondiente a
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Figura 2.3: Esquema de la interaccio´n entre celdas para un gas de red. En el eje
de las abcisas se mide la separacio´n medido en para´metros de red a. Para las
celdas contiguas (o primeros vecinos) se observa un pozo de potencial, indicando
una atraccio´n entre las part´ıculas. Para celdas ma´s lejanas la interaccio´n es nula,
expresando el cara´cter de corto alcance. La repulsio´n, que priva a dos part´ıculas a
ocupar la misma celda, se representa como un potencial infinito para separaciones
menores al para´metro de red a, marcado con la regio´n roja.
las energ´ıas cine´ticas de las part´ıculas se encuentra contenida en un factor que
acompan˜a a la suma de configuraciones pero puesto que dicho factor es anal´ıtico
en todo su dominio no aporta informacio´n termodina´mica de las transiciones de
fase que pretendemos estudiar. Para ma´s detalles respecto del tratamiento de la
contribucio´n cine´tica recomendamos la lectura de la Ref [36]. El Hamiltoniano de
este modelo es:
Hgr =
∑
〈i,j〉
u(rij)ninj − µ
N∑
i=1
ni (2.3)
donde 〈i, j〉 debe leerse como la suma entre pares, ni es el nu´mero de ocupacio´n de
la celda i, definido como ni = 1 si el i-e´simo sitio esta´ ocupado y ni = 0 si esta´ de-
socupado o vac´ıo y µ corresponde al potencial qu´ımico. El primer te´rmino de la
Ec. (2.3) representa la interaccio´n entre part´ıculas y corresponde a una versio´n
discreta del potencial de un gas real anteriormente visto. El segundo te´rmino,
determina la accio´n de algu´n agente externo que favorece o no la presencia de
part´ıculas en el volumen considerado.
Para definir el potencial de interaccio´n u del gas de red debemos tener un
poco ma´s de cuidado y recordar que estamos haciendo una aproximacio´n del gas
real. En aque´l modelo la interaccio´n se resumı´a en dos ı´tems: interaccio´n de a
pares de corto alcance atractiva y nu´cleo duro repulsivo. Una buena propuesta
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Figura 2.4: Ima´gen del modelo de Heisenberg en 3D. Las flechas, que representan
los espines descritos por ~s(~r) y se encuentran distribuidas uniformemente en la
red, pueden apuntar en cualquier direccio´n del espacio.
para cumplir con estas caracter´ısticas es
u(ri,j) =

∞ ri,j = 0
−u0 ri,j = 1 (primeros vecinos)
0 otro caso.
(2.4)
De esta forma la primer l´ınea prohibe que dos part´ıculas ocupen la misma celda
simulando un potencial repulsivo, la segunda define una interaccio´n atractiva
so´lo para celdas contiguas y la u´ltima reafirma el cara´cter de corto alcance del
potencial al no establecer una interaccio´n para celdas que se distancian en ma´s de
un para´metro de red. En la Figura 2.3 se muestra un esquema de la Ec. (2.4). La
regio´n roja representa el nu´cleo duro repulsivo donde dos part´ıculas no pueden
ocupar el mismo sitio. Para una separacio´n igual al para´metro de red los sitios
interactu´an con un potencial atractivo y constante de valor −J , en cambio para
separaciones mayores no hay interaccio´n, es decir, el potencial es nulo.
Como veremos en el final de la siguiente seccio´n, el modelo de gas de red tiene
el mismo comportamiento que un modelo ico´nico en la Meca´nica Estad´ıstica, el
modelo de Ising, considerando a ambos en equilibrio. No obstante, antes de ver
la conexio´n entre estos dos modelos daremos algunos detalles sobre el modelo de
Ising.
2.2. Modelo de Ising
La forma ma´s sencilla de modelar un ferromagneto es considerar que los es-
pines, caracterizados por el vector ~si, de origen cua´ntico, esta´n dispuestos en los
i-e´simos sitios de una red donde interactu´an de a pares y pueden ser afectados
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por un campo externo ~H. El hamiltoniano de este modelo se puede escribir como
HHeisenberg = −
∑
i,j
Jij~si · ~sj − ~H ·
∑
i
~si (2.5)
donde Jij > 0 representa la interaccio´n ferromagne´tica y se reduce con el incre-
mento de la distancia entre i y j. El modelo descrito por este Hamiltoniano se
denomina ferromagneto de Heisenberg y fue propuesto por Werner Heisenberg en
1926 [55, 56]. Hemos enfatizado el hecho que los espines son representados por
vectores, ~s(r) = (sx(r), sy(r), sz(r)), que pueden orientarse en todas las direccio-
nes, es decir, los espines no tienen una direccio´n preferencial con la cual alinearse
(ver Figura 2.4). Si los espines esta´n dispuestos sobre una red cristalina, adema´s
de las interacciones ya consideradas, se debe tener en cuenta la accio´n de campos
cristalinos sobre e´stos que los fuerzan a alinearse a lo largo de ciertas direcciones,
puesto que la red no posee simetr´ıa rotacional continua. Es decir, existira´ un aco-
plamiento esp´ın-o´rbita entre los espines y los electrones presentes en la densidad
de electro´nica de la red, en la cual subyace la simetr´ıa cristalina [5]. En parti-
cular, en el caso que la red cristalina presente anisotrop´ıa uniaxial, los espines
preferira´n alinearse en una u´nica direccio´n, restringiendo los grados de libertad
de e´stos. Tomando un sistema de referencia xyz, de forma tal que el eje z coin-
cida con la direccio´n preferencial, los espines tomara´n los valores ~s = (0, 0,±1
2
),
o simplemente s = ±1
2
. Si adema´s consideramos que la interaccio´n es la misma
para todos los espines de la red y que es exclusivamente a primeros vecinos, el
Hamiltoniano de la Ec. (2.5) toma la forma
HIsing = −J
∑
〈i,j〉
sisj −H
∑
i
si (2.6)
donde en el primer te´rmino se suma, para el i-e´simo sitio, sobre sus primeros
vecinos, denotados con j, y el campo externo H, so´lo apunta en la direccio´n de la
anisotrop´ıa. Este nuevo Hamiltoniano corresponde al ferromagneto de Ising y fue
propuesto Ernst Ising en 1925 [57]. Debemos notar que en este caso tanto el campo
externo, H, como la constante de acoplamiento, J , son homoge´neas, tomando
el mismo valor para todos los sitios de a red, no obstante pueden considerarse
situaciones ma´s generales donde e´stas cambien de sitio a sitio, es decir, H(i) =
Hi y J(i, j) = Jij, respectivamente. Respecto de la constante de acoplamiento
podemos comentar que el signo de e´sta define dos materiales muy distintos. Si,
como en el caso del modelo de Ising J > 0, el sistema corresponde a un material
ferromagne´tico, donde los espines tendera´n a apuntar en la misma direccio´n. En
cambio, si J < 0, se tiene un sistema antiferromagne´tico, donde los espines tienden
a alinearse en la direccio´n opuesta a sus vecinos. En este estudio so´lo trataremos
con J > 0 y sera´ igual para todos los sitios de la red.
En la literatura puede encontrarse [58] que este sistema satisface tanto el
Principio de Ma´xima Entrop´ıa como la hipo´tesis de Ergodicidad, con lo cual
estamos habilitados a considerar que el sistema alcanza el equilibrio y podemos
utilizar todas las herramientas que provee la Meca´nica Estad´ıstica de Gibbs. En
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Figura 2.5: T´ıpico esquema del modelo de Ising en dos dimensiones. A diferen-
cia del modelo de Heisenberg, ver Figura 2.4, las flechas se alinean en una sola
direccio´n, pudiendo apuntar hacia “arriba” o hacia “abajo”.
particular, si A(x) es un observable del sistema, es posible calcular el valor de
expectacio´n de e´ste, a temperatura T constante, de la siguiente forma:
〈A(x)〉T = 1
Z
∫
e−H(x)/kBTA(x) dx (2.7)
con
Z =
∫
e−H(x)/kBT dx,
la funcio´n de particio´n del sistema. En nuestro caso trabajamos con un sistema
discreto, con lo cual
Z[T,H,N ] ≡ Tr(e−βHIsing) (2.8)
donde β = 1
kBT
. La traza, Tr, implica sumar sobre todos los valores que cada
grado de libertad pueda tomar, es decir,
Tr ≡
∑
s1=±1
∑
s1=±2
· · ·
∑
s1=±N
. (2.9)
Por otro lado, debemos notar que hemos puesto explicitamente la dependencia de
la funcio´n de particio´n con el nu´mero de espines del sistema, N . Este detalle es
relevante a la hora de estudiar sistemas finitos y, en particular, cuando se realizan
escaleo de taman˜o finito para estudiar la criticidad del sistema.
Como vimos en los pa´rrafos anteriores, nuestra intencio´n es caracterizar el
sistema a trave´s de sus valores medios, definidos en forma gene´rica por la Ec. (2.7).
Es posible hallar dichos observables a partir de la energ´ıa libre, definida como
f [T,H,N ] ≡ −kBT lnZ[T,H,N ]. (2.10)
Toda la informacio´n termodina´mica del sistema, valores medios y sus momentos,
pueden ser obtenidos calculando lass derivadas de f [36,58]. Dicho de otro modo,
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si conocemos la funcio´n de particio´n del sistema, f [{K}], donde {K} son sus
argumentos, basta derivar la energ´ıa libre respecto de e´stos u´ltimos para hallar
los valores medios de los observables cuando el sistema se encuentra en equilibrio.
En particular, para un sistema magne´tico, como el que estamos considerando,
la magnetizacio´n se obtiene como la primer derivada de la energ´ıa libre respecto
del campo magne´tico aplicado, manteniendo fija la temperatura T ,
M = − ∂f
∂H
∣∣∣∣
T
. (2.11)
Podemos tambie´n obtener la magnetizacio´n por esp´ın simplemente dividiento por
la cantidad de sitios que tiene la red
m =
M
N
.
Esta cantidad resulta ma´s co´moda para trabajar que la magnetizacio´n puesto
que no depende del taman˜o del sistema y toma valores −1 ≤ m ≤ 1. Es decir,
cuando todos los espines apuntan en la direccio´n “abajo” la magnetizacio´n por
esp´ın es m = −1, en cambio cuando todos e´stos apuntan hacia “arriba”, m = 1.
Claramente, esta cantidad puede ser usada como para´metro de orden del sistema
ya que, cuando el sistema se encuentra en la fase desordenada, M = 0, implica
que m = 0 tambie´n.
La energ´ıa interna puede obtenerse ana´logamente a la magnetizacio´n:
E = − ∂(βf)
∂β
∣∣∣∣
H
(2.12)
donde hemos dejado fijo el campo mange´tico aplicado.
Las funciones respuesta de la magnetizacio´n y la energ´ıa interna, la suscepti-
bilidad y el calor espec´ıfico, pueden ser calculados respectivamente como
χ =
∂M
∂H
∣∣∣∣
T
= − ∂
2f
∂H2
, (2.13)
y
CV =
∂E
∂T
∣∣∣∣
H
= −T ∂
2f
∂T 2
, (2.14)
Debemos aclarar que el sub´ındice de Ec. (2.14), en el contexto de fluidos, se refiere
al calor espec´ıfico a volumen constante. Las Ecs. (2.13) y (2.14) pueden escribirse
como [58]
χ =
N
kBT
(〈M2〉 − 〈M〉2) (2.15)
y
CV =
N
kBT 2
(〈E2〉 − 〈E〉2), (2.16)
respectivamente. Escrita de esta forma, es claro que la susceptibilidad es interpre-
tada tambie´n como las fluctuaciones del para´metro de orden, en nuestro caso la
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magnetizacio´n. Esta interpretacio´n de la susceptibilidad es de gran importancia
a la hora de definir transiciones de fase cr´ıticas o continuas, como veremos en la
siguiente seccio´n.
Finalmente otra cantidad u´til para caracterizar el sistema que podemos definir
es la funcio´n de correlacio´n de dos puntos que, en ausencia de campos externos,
su expresio´n es
g(i, j) = 〈(Si − 〈Si〉)(Sj − 〈Sj〉)〉. (2.17)
Esta forma de expresar la correlacio´n muestra que g mide las fluctuaciones de los
espines respecto de su valor medio en diferentes sitios. Es posible mostrar que
e´sta funcio´n so´lo depende de la distancia entre espines [36], por lo que resulta
invariante traslacional, incluso para sistemas finitos con condiciones de borde
perio´dicas, como usaremos en este trabajo. De esta forma podemos escribir
g(i, j) = g(i− j). (2.18)
Otra forma de caracterizar la correlacio´n entre las part´ıculas del sistema es a
trave´s de la longitud de correlacio´n, ξ. Daremos una definicio´n precisa de esta
cantidad ma´s adelante, sin embargo, podemos adelantar que la longitud de co-
rrelacio´n describe el alcance espacial de las fluctuaciones de una cantidad f´ısica
alrededor de su valor medio. En general, ξ depende de las condiciones en las que
se encuentre el sistema y en particular presenta una fuerte dependencia con la
temperatura cuando el sistema se encuentra en las cercan´ıas del punto cr´ıtico.
Como es detallado en la literatura [5, 36], las transiciones de fase que sufre
un sistema pueden ser estudiadas analizando el comportamiento de los observa-
bles f´ısicos introducidos en las Ecs. (2.11) y (2.12) y sus funciones respuestas,
Ecs. (2.13) y (2.14), as´ı como la correlacio´n entre los espines del sistema. En efec-
to, como veremos con mayor detenimiento en la siguiente seccio´n, las transiciones
de fase suelen discriminarse en dos grandes grupos: las de primer orden y las
continuas.
2.2.1. Conexio´n con el modelo de gas de red
Observando los Hamiltonianos de los modelos de Ising, Ec. (2.6), y de gas de
red, Ec. (2.3), se pueden notar ciertas similitudes. En principio ambos tienen un
te´rmino que manifiesta la interaccio´n entre dos componentes contiguas de la red
(sitios), pesados por una constante que indica la intensidad de esa interaccio´n.
Adema´s, ambos Hamiltonianos poseen un te´rmino que representa la influencia de
agentes externos sobre la celda. No obstante, la caracter´ıstica ma´s relevante es
que en ambos modelos, cada sitio puede tomar dos estados: en el caso del modelo
de Ising el esp´ın puede apuntar en la direccio´n “arriba” o “abajo” y en el caso del
gas de red el sitio puede estar “ocupado” o “desocupado”. Ma´s au´n, consideremos
nuevamente el Hamiltoniano del gas de red
Hgr = −u
∑
〈i,j〉
ninj − µ
N∑
i=1
ni (2.19)
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si hacemos el cambio de variable
ni =
1 + si
2
,
tenemos que el esp´ın “abajo” en el modelo de Ising, si = −1, se corresponde con el
estado de sitio “desocupado”, ni = 0, en el modelo de gas de red. Ana´logamente,
el esp´ın “arriba”, si = +1, se corresponde con el estado de sitio “ocupado”, ni = 1.
Si reemplazamos el cambio de variable propuesto en la Ec. (2.19) y desarrollamos
se obtiene
Hgr = −u
4
∑
〈i,j〉
−sisj −
(µ
2
+
uz
4
) N∑
i=1
si −H0. (2.20)
En esta expresio´n, H0 es una constante, independiente de s, y z es el nu´mero de
coordinacio´n, es decir, el nu´mero de primeros vecinos de cada sitio. Si conside-
ramos que u
4
= J y µ
2
+ uz
4
= H, recuperaremos el Hamiltoniano del modelo de
Ising, Ec. (2.6).
Debemos recordar el hecho de que u > 0 implica que los a´tomos se atraen, con
lo cual “condensan” al disminuir la temperatura. En el modelo de Ising, esto se
corresponde con con un material ferromagne´tico que al disminuir la temperatura
los espines tienden a alinearse en la misma direccio´n. En cambio cuando u < 0
los a´tomos se repelen, describiendo en el caso magne´tico un sistema antiferro-
magne´tico donde los espines tienen a alinearse en la direccio´n opuesta a la de
su vecino, cuando, con la disminucio´n de la temperatura, se reduce su agitacio´n
te´rmica.
Se debe aclarar que, a pesar de esta equivalencia, existe una importante dife-
rencia entre los dos modelos: si el nu´mero de sitios del sistema no cambia, en el
modelo de Ising el nu´mero de part´ıculas es constante, en cambio en el caso del gas
de red no. Esto es, cada vez que un esp´ın cambie de estado, se corresponde con
la incorporacio´n o salida de una part´ıcula en el gas de red, es decir, el cambio de
la magnetizacio´n en el modelo de Ising se corresponde con el cambio de nu´mero
de part´ıculas en el gas de red. Hablando en el lenguaje de la Meca´nica Estd´ıstica,
el modelo de Ising en el ensamble cano´nico es equivalente al modelo del gas de
red en el ensamble gran cano´nico. Si bien esto no implica una diferencia en el
comportamiento en equilibrio, debido a la equivalencia de ensambles, s´ı da lugar
a importantes diferencias entre las dina´micas de ambos modelos [5, 36].
Existe otro modelo que tambie´n comparte similitudes con el modelo de Ising
y se trata del modelo de mezclas binarias o aleaciones binarias. En este caso,
tambie´n se considera que el espacio esta´ arreglado en celdas como en el caso del
gas de red, sin embargo, el sistema esta´ compuesto por especies, A y B, que
pueden ser metales, l´ıquidos, etc.. Los nu´meros de ocupacio´n en este modelo se
definen como:
pi =
{
1 si i esta´ ocupado por A
0 si i esta´ ocupado por B
qi =
{
1 si i esta´ ocupado por B.
0 si i esta´ ocupado por A
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Modelo de Ising Gas de Red
Ensamble Cano´nico Ensamble Gran Cano´nico
Constante de acoplamiento J Energ´ıa de interaccio´n 
Campo externo H Potencial qu´ımico µ
Magnetizacio´n M Densidad (relativa) ρ− ρcoex
Energ´ıa libre f Presio´n P
Susceptibilidad χ Compresibilidad 
Fase paramagne´tica Flu´ıdo supercr´ıtico
Fase ferromagne´tica L´ıquido o gas
Temperatura de Curie Punto cr´ıtico
Cuadro 2.1: Cuadro comparativa entre el modelo de Ising y el gas de red.
Es claro que, para todo i, pi + qi = 1, con lo cual nos aseguramos que en la
red no quedan espacios sin ocupar por alguna de las especies. Dependiendo de
que´ especie este´ en la celda contigua hay tres tipos de energ´ıas de interaccio´n:
uij =

uAA si i esta´ ocupado por A y j esta´ ocupado por A
uBB si i esta´ ocupado por B y j esta´ ocupado por B
uAB si i esta´ ocupado por A y j esta´ ocupado por B
.
Con estas definiciones el Hamiltoniano de la aleacio´n binaria es
Hab = −uAA
∑
〈i,j〉
pipj − uBB
∑
〈i,j〉
qiqj − uAB
∑
〈i,j〉
(piqj − pjqi), (2.21)
donde 〈, 〉 implica sumar sobre primeros vecinos. Si, como en el caso de gas de
red, suponemos que
pi =
1 + si
2
y
qi =
1− si
2
tenemos que los sitios ocupados por A se corresponden con espines “arriba” y
los sitios ocupados por B con espines “abajo”. Adema´s, en el caso donde cada
especie aporta con un 50 % a la totalidad de part´ıculas, tendremos que
∑
i si = 0
y obtenemos el Hamiltoniano de Ising en ausencia de campos externos:
Hba = −J
∑
〈i,j〉
sisj +H0, (2.22)
donde H0 es una constante y J = uAA+uBB−2uAB4 . Claramente, como en el caso del
gas de red, para mezclas binarias el para´metro de orden se conserva.
Co´mo pudimos ver en los anteriores pa´rrafos, existe una equivalencia entre
modelos que poseen distinto origen. Este isomorfismo permite tomar como objeto
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de estudio, por ejemplo, el modelo de Ising y sacar conclusiones del modelo de gas
de red, puesto que al compartir la misma termodina´mica: lo que es cierto para
un modelo tambie´n lo sera´ para el otro. E´sto es su´mamente u´til, en particular,
cuando se estudian transiciones de fase. Como consecuencia de esta equivalencia,
podemos hablar indistintamente en el lenguaje magne´tico y el de fluidos puesto
que para cada magnitud en uno de los modelos existe una correspondencia en el
otro como puede verse en el Cuadro 2.1.
2.3. Transiciones de fase
Cuando hablamos de fases de un sistema intuitivamente podemos pensar en
regiones macrosco´picas de un sistema, esto es, suficientemente grandes, donde
propiedades caracter´ısticas de e´ste lo diferencian de otras regiones. Por ejemplo,
consideremos un sistema conformado por un material confinado en un volumen
donde se observa que en cierta regio´n hay una gran cantidad de part´ıculas y en
el resto so´lo unas pocas. En este caso podemos distinguir dos fases: la de alta
densidad, que llamaremos, por ejemplo, l´ıquido y la de baja densidad que llama-
remos gas. Con el ajuste de alguna variable del sistema, como la temperatura,
que llamaremos para´metro de control, es posible pasar de una fase a la otra y
en tal caso se dice que el sistema sufre una transicio´n de fase. Si bien existen
distintas transiciones de fase, en nuestro sistema so´lo observaremos transiciones
de fase termodina´micas, de las cuales se destacan dos tipos. Una de ellas se de-
nomina transicio´n de fase de primer orden y se observa cuando hay un cambio
discontinuo en alguna cantidad termodina´mica. En el caso de un ferromagneto, la
magnetizacio´n del sistema cambia abruptamente con la variacio´n del para´metro
de control, por ejemplo, cuando se aumenta la temperatura (ver panel izquierdo
de la Figura 2.6). Es decir, cuando el sistema alcanza la temperatura TC , la mag-
netizacio´n presenta una discontinuidad. Lo mismo ocurre con la susceptibilidad
(y otras funciones respuesta, por ejemplo, el calor espec´ıfico) como se muestra es-
quema´ticamente en el panel central de la Figura 2.6. Adema´s, las transiciones de
primer orden tambie´n se caracterizan por la presencia de estados metaestables,
coexistencia de fases e histe´resis. Por ejemplo, si el sistema se acerca al punto
donde ocurre la transicio´n de fase, e´ste puede adoptar estados que si bien no son
de equilibrio, presentan cierto grado de estabilidad: el sistema puede quedarse
indefinidamente en un estado metaestable, no obstante, una perturbacio´n puede
sacarlo del mismo sin posibilidad de volver e´ste. A estos estados se los llama es-
tados metaestables. Desde el punto de vista termodina´mico, podemos decir que
los estados metaestables son mı´nimos locales de la energ´ıa libre a diferencia de
los estados de equilibrio que son mı´nimos absolutos. Por otro lado, para las tran-
siciones de primer orden existe una regio´n del espacio de fases, usualmente una
curva o una superficie, en la cual la energ´ıa libre de ambas fases son iguales, es
decir, el sistema no tiene preferencia por alguna de ellas. El t´ıpico ejemplo de
esta coexistencia es la mezcla de agua y hielo a T = 0◦C y presio´n atmosfe´ri-
ca. Finalmente, consideremos fija la temperatura y tomemos como para´metro de
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Figura 2.6: Gra´ficos esquema´ticos de una transicio´n de primer orden en un ferro-
magneto de Ising. En el panel izquierdo se muestra co´mo la magnetizacio´n por
esp´ın sufre cambio abrupto al llegar a T = TC . Lo mismo ocurre con la suscep-
tibilidad χ, presentada en el panel central. Por otro lado, en el panel derecho se
manteniene fija la temperatura y se varia el campo magne´tico H. La magneti-
zacio´n del sistema pasa de m = ms a m = −ms, donde ms es la magnetizacio´n
esponta´nea del ferromagneto a la temperatura dada. La curva azul corresponde
a un t´ıpico lazo de histe´resis que indica la existencia de una transicio´n de primer
orden.
control el campo magne´tico. En este caso, el sistema tendra´ una magnetizacio´n
inicial ms y al disminuir el campo a valores negativos, podremos observar que
el sistema mantiene esa magnetizacio´n incluso cuando se ha pasado por el punto
donde ocurre la transicio´n, H = 0. Si continuamos reduciendo el campo el sistema
abruptamente cambiara su magnetizacio´n a −ms. Ana´logamente, cuando aumen-
tamos el campo magne´tico, la magnetizacio´n se mantendra´ en −ms incluso para
valores positivos de H y luego cambiara´ abruptamente. E´ste comportamiento se
denomina histe´resis y esta´ representado esquema´ticamente en el panel derecho
de la Figura 2.6.
Consideremos ahora un ferromagneto de Ising en ausencia de campos exter-
nos. En este caso, cuando variamos la temperatura se presentan tres fases bien
definidas: a altas temperaturas se tiene la fase paramagne´tica, donde se observa
un alto grado de aleatoriedad en las direcciones de los espines y no existe un orden
de largo alcance (ver panel derecho de la Figura 2.7). Por el contrario, a tempera-
turas muy bajas pero no nulas, todos los espines del sistema tienden a apuntar en
una misma direccio´n, salvo por algunas pequen˜as “islas” que apuntan en direccio´n
contraria debido a las fluctuaciones te´rmicas. Para e´ste re´gimen de temperaturas
se dice que el sistema se encuentra en la fase ferromagne´tica y esta´ representado
esquema´ticamente en el panel izquierdo de la Figura 2.7. Finalmente, existe una
temperatura particular, que llamaremos temperatura cr´ıtica, T = TC , donde el
sistema se encuentra en una fase intermedia de las dos anteriores, la fase cr´ıtica.
Si bien las correlaciones entre espines es muy grande, ninguna de las direcciones
predomina sobre la otra y da lugar a la formacio´n de dominios “arriba” y “aba-
jo” de diversos taman˜os, distribuidos aleatoriamente y autosimilares. Del anterior
ejemplo resulta evidente porque´ es posible llamar a la magnetizacio´n para´metro
de orden del modelo Ising. En efecto, para T > TC el sistema esta´ completamente
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Figura 2.7: T´ıpicas instanta´neas del modelo de Ising en dos dimensiones. Los
puntos negros y blancos corresponden a espines apuntando en la direccio´n
“arriba” y “abajo”, respectivamente. Para temperaturas menores a TC se observa
que la mayor parte de los espines apunta en la misma direccio´n, por lo que la
magnetizacio´n del sistema es no nula. Cerca de la temperatura cr´ıtica, se presen-
tan dominios de espines en ambas direcciones, distribuidos de forma aleatoria.
Para temperaturas mayores a la cr´ıtica el sistema se encuentra completamente
desordenado y, en promedio, hay igual cantidad de espines apuntando en ambas
direcciones.
Figura 2.8: Gra´fico esquema´tico de la variacio´n de la magnetizacio´n por esp´ın
con la temperatura en ausencia de campos externos para el modelo de Ising. Para
temperaturas bajas se observa una magnetizacio´n no nula, que se corresponde a
la formacio´n de un gran dominio de espines que apunta en una misma direccio´n y
unos pocos que apuntan en la opuesta. Cuando el sistema se acerca a la tempera-
tura cr´ıtica la magnetizacio´n disminuye ra´pidamente segu´n una ley de potencias
(ver detalles en el texto). Para temperaturas mayores a la cr´ıtica, el sistema posee
magnetizacio´n nula, correspondiente a configuraciones que, en promedio, poseen
igual cantidad de espines apuntando en direcciones opuestas. Las ramas de m > 0
y m < 0 corresponden a los dos estados de equilibrio que posee el modelo para
temperaturas menores que la cr´ıtica.
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Figura 2.9: Gra´fico esquema´tico del comportamiento de la susceptibilidad alrede-
dor de T = TC . La divergencia observada en T = TC es t´ıpica en las cercan´ıas
de la criticidad y esta´ dada por una ley de potencias. Otros observables f´ısicos
como el calor espec´ıfico o la longitud de correlacio´n presentan el mismo tipo de
comportamiento.
desordenado y su magnetizacio´n promedio es M = 0, es decir, en promedio hay
igual cantidad de espines apuntando en la direccio´n “arriba” (positivos) que en la
direccio´n “abajo” (negativos), ver Figura 2.8. Cuando T < TC , en cambio, M 6= 0
y los espines tienden a apuntar todos en la misma direccio´n ya sea hacia arriba
o hacia abajo con la misma probabilidad. Por consiguiente, para valores mayores
que la temperatura cr´ıtica, diremos que el sistema se encuentra desordenado, es
decir, no hay orden de largo alcance, y por debajo de ella, ordenado. El punto
cr´ıtico corresponde a la temperatura para la cual ocurre la transicio´n de una fase
a la otra. De esta forma, la magnetizacio´n es una medida del orden del sistema,
es decir, es nulo cuando no hay orden y no nulo en caso contrario. En el punto
cr´ıtico el sistema es escenario de una rica fenomenolog´ıa que ha sido estudiada
extensivamente y que veremos so´lo superficialemente en lo que sigue.
La fenomenolog´ıa descrita en el anterior pa´rrafo es un t´ıpico caso de transi-
cio´n de segundo orden donde podemos destacar una diferencia con respecto a las
transiciones de primer orden: el cambio en el para´metro de control para pasar
de una fase a la otra es continuo (ver Figura 2.8). En este caso la magnetizacio´n
disminuye (en valor absoluto) cada vez ma´s ra´pido a medida que se acerca a la
temperatura cr´ıtica, a partir de la cual es nula. En particular, resulta notable
que la forma en la que el sistema alcanza el desorden esta´ dada por una ley de
potencias, es decir,
|m| ∝ (1− T/TC)β
para temperaturas menores pero cercanas al punto cr´ıtico TC . Adema´s, las fun-
ciones respuestas, como la susceptibilidad y el calor espec´ıfico presentan una di-
vergencia en TC , como se observa en la Figura 2.9, que tambie´n esta´ dada por una
ley de potencias. Ma´s au´n, los exponentes que caracterizan e´stas leyes de potencia
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definen la clase de universalidad del modelo. Como hemos descrito ma´s arriba,
en el punto cr´ıtico las correlaciones entre espines son tan importantes que espines
muy distantes entre s´ı pueden “sentirse” con lo cual los detalles microsco´picos del
modelo se vuelven irrelevantes. Es decir, cerca del punto cr´ıtico el comportamien-
to del sistema no lo dictan los detalles microsco´picos del modelo, por ejemplo el
valor de la interaccio´n entre part´ıculas, sino los exponentes cr´ıticos que reflejan
propiedades ma´s esenciales del mismo, por ejemplo, la simetr´ıa de e´ste [60]. Como
consecuencia, todos los modelos que compartan este tipo de propiedades se com-
portara´n de la misma forma en las cercan´ıas del punto cr´ıtico. En este contexto,
es esperable que el gas de red y el modelo de Ising este´n en la misma clase de
univsersalidad y, por lo tanto, presenten la misma fenomenolog´ıa cerca del punto
cr´ıtico. En efecto, las redes que se definen en dichos modelos poseen las mismas
simetr´ıas de traslacio´n y, en particular, ambos tienen dos estados para los sitios
de sendas redes. Los exponentes cr´ıticos que utilizaremos en este trabajo son:
α, correspondiente al calor espec´ıfico con campo nulo, CV ∼ A|1−T/TC |−α.
Debemos notar que la constante A, la amplitud, no es universal y en general
es distinta para valores menores de TC y mayores que TC .
β, asociado a la magnetizacio´n con campo nulo |m| ∝ (1− T/TC)β.
γ, corresponde a la susceptibilidad cuando H = 0, χ ∝ |1− T/TC |−γ.
ν, esta´ asociado al longitud de correlacio´n ξ ∝ |1−T/TC |−ν . Cerca del punto
cr´ıtico la funcio´n de correlacio´n se comporta como g(l) ∝ exp−l/ξ /l(d−1)/2,
con l la distancia entre espines y d la dimensio´n del sistema.
η, en T = TC la funcio´n de correlacio´n no decae exponencialmente sino
como g(l) ∝ 1/ld−2+η.
Puesto que trabajaremos con un sistema tridimensional nuestra primera hipo´tesis
es que los exponentes cr´ıticos correspondientes pertenecen a la clase de univer-
salidad de Ising en tres dimensiones. En particular, los valores reportados que
utilizaremos en este trabajo son [61] α = 0,11008, β = 0,3265, ν = 0,63022,
γ = 1,2372 y η = 0,03627.
En la Figura 2.10 representamos las distintas fases que exhibe el modelo de
Ising. Para temperaturas mayores que T = TC el sistema se comporta como un
material paramagne´tico donde los espines no tienen una orientacio´n particular en
la cual apuntar cuando H = 0. La aplicacio´n de un campo orientara´ a los espines
en la misma direccio´n que el campo y si e´ste se var´ıa desde valores negativos a
positivos el cambio de signo de la magnetizacio´n sera´ suave. Para T < TC , en
cambio, el sistema adopta un comportamiento ferromagne´tico donde se forman
dominios con espines apuntando en una de las dos direcciones. Variando el valor
del campo magne´tico la magnetizacio´n cambia de signo de forma abrupta en
H = 0, resaltada con una l´ınea so´lida para 0 < T < TC . Dicha l´ınea, por lo tanto,
representa los puntos del espacio de fases donde el sistema sufre una transicio´n
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Figura 2.10: Diagrama de fases para el modelo de Ising. El eje de las abscisas
representa la temperatura y el de las ordenadas el campo magne´tico aplicado. Para
temperaturas menores que la cr´ıtica, representada por un punto sobre el eje T , se
encuentra la l´ınea de transiciones de fase de primer orden, l´ınea so´lida, que separa
la regio´n donde la magnetizacio´n es positiva de la regio´n donde la magnetizacio´n es
negativa. En esta regio´n el sistema presenta un comportamiento ferromagne´tico.
Para T > TC , en cambio, el sistema se comporta como un paramagneto.
de primer orden. Los diagramas de fase como el de la Figura 2.10 resultan muy
u´tiles a la hora de identificar regiones del espacio de para´metros donde el sistema
se presenta en alguna de las fases que adopta.
Hasta ahora hemos dado una descripcio´n cualitativa de las fases y sus tran-
siciones, sin embargo podemos formalizarlas definiendo como fase toda regio´n
donde la energ´ıa libre definida en la Ec. (2.10) sea anal´ıtica. Se puede mostrar
que la energ´ıa libre es continua en todo el espacio de fases con lo cual, la no
analiticidad so´lo puede provenir de discontinuidades en sus derivadas. En efecto,
si Ki es uno de los argumentos de la energ´ıa libre f , diremos que
la transicio´n es de primer orden cuando para al menos un Ki, ∂f/∂Ki
presenta una discontinuidad,
la transicio´n es continua cuando todas las derivadas parciales ∂f/∂Ki son
continuas.
En la anterior descripcio´n no hemos destacado un detalle fundamental sobre
las transiciones de fase: las transiciones de fase so´lo ocurren en el l´ımite termo-
dina´mico, es decir, cuando N → ∞ y V → ∞ con N
V
= cte. Una transicio´n de
fase manifiesta las diferencias entre dos fases de un sistema termodina´mico y ocu-
rren cuando hay una discontinuidad en el comportamiento del sistema al variar
alguno de sus para´metros de control. Sin embargo, es fa´cil ver que estas disconti-
nuidades no pueden ocurrir cuando el sistema es finito. En efecto, los potenciales
termodina´micos se obtienen de derivar la energ´ıa libre, que es el logaritmo de la
funcio´n de particio´n Z. Para un sistema finito, Z corresponde a una suma finita
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y por lo tanto, una funcio´n anal´ıtica de sus para´metros. Como consecuencia, las
transiciones de fase so´lo ocurren en el l´ımite termodina´mico.
2.4. Leyes de escala en equilibrio
Los to´picos que presentaremos en esta seccio´n se enmarcan dentro de lo que
se conoce como grupo de renormalizacio´n [49–52]. E´ste corresponde a una trans-
formacio´n que explota la “autosimilaridad” que adquiere un sistema cuando se
encuentra cerca del punto cr´ıtico y que es consecuencia de la divergencia de fluc-
tuaciones. No entraremos en detalles de co´mo opera esta transformacio´n pero
s´ı presentaremos algunos de sus corolarios, que sera´n empleados en el ana´lisis del
sistema que estamos estudiando. Entre e´stos podemos destacar el escaleo de fun-
ciones o leyes de escala, el colpaso de datos y la obtencio´n de exponentes cr´ıticos.
En part´ıcular, los dos primeros sera´n empleados para determinar la temperatura
cr´ıtica del sistema.
Como hemos visto, las transiciones de fase continuas se manifiestan como
discontinuidades y/o divergencias en la energ´ıa libre cuando hemos tomado el
l´ımite termodina´mico. Esto nos permite a expresar e´sta u´ltima como la suma
de un te´rmino regular, que es una funcio´n anal´ıtica en el punto cr´ıtico, y otro
singular, que contiene toda la informacio´n del comportamiento cr´ıtico del sistema
y puede escribirse como una funcio´n homoge´nea [5, 13]. Debemos recordar que
una funcio´n, f , de n argumentos es homoge´nea de grado {σ} si satisface
λf(x1, x2, . . . , xn) = f˜(x1λ
σ1 , x2λ
σ2 , . . . , xnλ
σn), (2.23)
para todo λ ∈ (0,∞) y σi define el grado de homogeneidad de xi, i = 1, . . . , n.
En particular, tomando λ = |x1|−1/σ1 se obtiene
|x1|−1/σ1f(x1, x2, . . . , xn) = f˜(±1, x2λσ2 , . . . , xnλσn), (2.24)
lo cual presenta una caracter´ıstica interesante de los sistemas en el punto cr´ıtico:
dado que la funcio´n de escaleo f˜ no depende de x1, conjunto de datos correspon-
dientes a distintos valores de x1 colapsan en un mismo subespacio determinado
por f˜ o, equivalentemente, por |x1|−1/σ1f(x1, . . . , xn). A esta propiedad de los sis-
temas en el punto cr´ıtico se la conoce como colapso de datos y es una caracter´ıstica
significativa del escaleo de funciones. Una vez identificados los para´metros de con-
trol con las variables xi y los exponentes cr´ıticos con los σi, el colapso se dara´ para
los valores de para´metros de control donde ocurre la transicio´n de fase continua,
es decir, para esa regio´n del espacio de para´metros donde la energ´ıa libre posee las
propiedades de una funcio´n homoge´nea. Por esta razo´n, emplearemos el colapso
de las magnitudes f´ısicas para estimar tanto la temperatura como los exponentes
cr´ıticos.
2.4.1. Leyes de escala para sistemas finitos
Para analizar el comportamiento cr´ıtico del sistema se deben estudiar las sin-
gularidades de las variables termodina´micas que, como hemos visto, ocurren u´ni-
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camente en el l´ımite termodina´mico. Sin embargo, cuando se estudian sistemas
confinados o se realizan experimentos en sistemas reales o se efectu´an ana´lisis
nume´ricos con te´cnicas de matriz de transferencia, o simulaciones computacio-
nales tipo Monte Carlo, se opera con sistemas de taman˜o finito. En particular
con respecto a las simulaciones computacionales, que emplearemos como herra-
mienta ba´sica para la obtencio´n de resultados, la finitud del sistema tiene origen
en las limitaciones tanto f´ısicas de memoria computacional como de tiempo de
procesamiento y, por lo tanto, no es posible simular un sistema en el l´ımite ter-
modina´mico. Una consecuencia directa de estas restricciones es la imposibilidad
de encontrar la temperatura cr´ıtica del sistema con un simple barrido de tem-
peraturas. En efecto, si se consideran sistemas de distintos taman˜os, las curvas
correspondientes al para´metro de orden y sus momentos presentara´n caracter´ısti-
cas que pueden ser interpretadas como precusoras de la transicio´n de fase pero
ocurrira´n para diferentes valores del para´metro de control. Estas observaciones
sugieren que las simulaciones computacionales son una herramienta insuficiente
para estudiar la criticalidad de un sistema. No obstante, es posible superar es-
tas dificultades y deducir conclusiones para el l´ımite termodina´mico al estudiar
sistemas finitos empleando escalamiento de taman˜o finito (finite size scaling, en
ingle´s).
Consideremos un sistema que pueda ser caracterizado por una longitud Λ. El
sistema puede ser finito o infinito, por ejemplo, un cubo de lado Λ o una rendija de
ancho Λ, respectivamente. Esta longitud caracter´ıstica del sistema estara´ presente
en la energ´ıa libre del sistema de forma tal que, ante la renormalizacio´n Λ→ lΛ,
la parte singular de la energ´ıa libre escala como
fs({K},Λ−1) = l−df˜s({K ′}, lΛ−1) (2.25)
donde d es la dimensio´n del sistema y {K} representa todos los campos de los
cuales depende el Hamiltoniano, por ejemplo, el caso de un ferromagneto, la tem-
peratura T , constante de acoplamiento J , campos magne´ticos H, etc. En el lado
derecho de la igualdad {K ′} corresponde a las variables {K} transformadas por el
grupo de renormalizacio´n. En este punto es conveniente enfatizar que la ventaja
de escribir la energ´ıa libre dependiendo de Λ−1 en vez de directamente de Λ es que
al tomar el l´ımite termodina´mico Λ−1 → 0 queda en evidencia la no dependencia
de la energ´ıa con este para´metro. Por otro lado, debemos tambie´n recalcar que
la validez de esta transformacio´n sobre un sistema finito se debe a que las trans-
formaciones del grupo de renormalizacio´n son de caracter local [36]. Es decir, la
definicio´n de una transformacio´n en particular involucra so´lo la vecindad de un
sitio con lo cual para estas transformaciones es irrelevante el taman˜o del sistema.
Adema´s, siempre que las interacciones sean de corto alcance, como en nuestro
caso en el modelo de Ising, es posible considerar que Λ−1 no afecta las ecuaciones
del grupo de renormalizacio´n para los para´metros {K} [5]. Por otro lado, es po-
sible mostrar que el autovalor asociado a Λ−1 en el grupo de renormalizacio´n es
y = 1, con lo cual dicha longitud caracter´ıstica resulta ser una variable de esca-
leo relevante. Esto es consistente con la interpretacio´n de este tipo de variables:
son aquellas que deben ser ajustadas para llevar al sistema a una transicio´n de
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Figura 2.11: Forma esquema´tica de la susceptibilidad en un sistema de taman˜o
finito. Notar que la susceptibilidad no es divergente sino que presenta un pico en
el punto cr´ıtico efectivo y adema´s existe un desplazamiento de este pico respecto
de la temperatura cr´ıtica. Ver detalles en el texto.
fase, en este caso cuando llevamos al sistema al l´ımite termodina´mico, es decir,
Λ−1 = 0 [36].
Retomando el escaleo de la energ´ıa libre, consideremos, por simplicidad, el ca-
so donde nuestro u´nico para´metro de control es la temperatura, que escribiremos
como t = T−Tc
TC
. Si nos encontramos cerca del punto fijo del grupo de renormaliza-
cio´n podemos aplicar n veces la transformacio´n de forma tal que la aproximacio´n
lineal siga siendo va´lida. En este caso, encontraremos que la densidad de energ´ıa
libre es
fs(t,Λ
−1) = |t|2−αF±f (Λ−1|t|−ν). (2.26)
donde, como es habitual, F±f es la funcio´n de escaleo. Si recordamos que en las cer-
can´ıas del punto cr´ıtico la longitud de correlacio´n del sistema infinito, en unidades
del para´metro de la red a, satisface la ley de potencia ξ ∝ |t|−ν , el argumento de
la funcio´n de escalamiento, F±f , no es ma´s que ξ/Λ. Esto implica que si Λ ξ, el
comportamiento sera´ similar al del l´ımite termodina´mico puesto que la longitud
de correlacio´n no se vera´ afectada por los bordes del sistema. En cambio, si la
anterior condicio´n no se cumple y Λ ∼ ξ o Λ  ξ, el sistema no estara´ gober-
nado por el punto cr´ıtico fijo y la longitud de correlacio´n estara´ limitada por los
bordes del sistema. En otras palabras, cuando t→ 0, ξ no podra´ crecer ma´s que
la longitud caracter´ıstica Λ. Como consecuencia de esto, la transicio´n de fase ya
no presenta las caracter´ısticas singularidades de los potenciales termodina´micos
en el punto cr´ıtico, sino que exhibe un pico suave de altura finita como puede
observarse esquema´ticamente en la Figura 2.11 para el caso de la susceptibilidad.
Una vez conocida la forma de escalar la energ´ıa libre resulta directo el escaleo
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de taman˜o finito de otros observables f´ısicos. Por ejemplo, consideremos el calor
espec´ıfico, CV , dado por la expresio´n
CV =
∂2fs
∂t2
.
Luego, en virtud de la Ec. (2.25), se tiene que CV escalea como
CV (t,Λ
−1) = |t|−αF±f (Λ−1t−ν) (2.27)
= |t|−α(Λ−1t−ν)−α/νF˜±f (Λ−1t−ν) (2.28)
= Λα/νF˜±f (tΛ
1/ν), (2.29)
donde F˜±f es una nueva funcio´n de escalamiento. Claramente, el ma´ximo de e´sta
funcio´n, sera´ tambie´n el ma´ximo valor del calor espec´ıfico. Supongamos que el
ma´ximo se encuentra en x0, entonces,
x0 = tΛΛ
1/ν
o bien
tΛ = x0Λ
−1/ν .
Esto significa que el pico del calor espec´ıfico se desplaza del punto cr´ıtico de
acuerdo al taman˜o del sistema. Es decir,
tΛ ∝ Λ−1/ν . (2.30)
A tΛ = tC(Λ), la llamaremos temperatura cr´ıtica efectiva del sistema finito de
taman˜o Λ. Debemos aclarar que t = T−TC
TC
, donde TC es la temperatura cr´ıtica
del sistema, con lo cual tΛ nos dice que la temperatura cr´ıtica efectiva del sistema
se desplaza porporcionalmente a la longitud caracter´ıstica del mismo.
Ana´logamente, puede determinarse la dependencia de la altura de los picos
con el taman˜o del sistema si evaluamos el calor espec´ıfico en x0:
CV (t,Λ
−1) = Λα/νF˜±f (x0) ∝ Λα/ν . (2.31)
Con respecto a los corrimientos de las temperaturas cr´ıticas efectivas, pode-
mos observar que los mismos dependen de las condiciones de contorno del sistema.
En efecto, si e´stas son, por ejemplo, perio´dicas, los nu´meros de onda de las fluc-
tuaciones se ven restringidas a tomar mu´ltiplos de 2pi/Λ y aumentan el valor de
la temperatura cr´ıtica efectiva. En cambio, si las condiciones de borde son libres,
los grados de libertad cerca del borde fluctu´an con mayor libertad haciendo que
las temperaturas cr´ıticas efectivas sean menores que la cr´ıtica del sistema infi-
nito. En nuestro caso, estudiamos un cilindro de radio R y longitud L por lo
que la superficie libre es 2L/R veces la superficie de las secciones transversales,
donde las condiciones de contorno son perio´dicas. Puesto que en este trabajo usa-
remos t´ıpicamente la relacio´n de aspecto L/R = 12, es esperable que ocurra lo
segundo porque la superficie libre es un orden de magnitud mayor que la seccio´n
transversal.
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2.4.2. Determinacio´n de la temperatura cr´ıtica
El ana´lisis hecho hasta ahora permite localizar los ma´ximos de los potenciales
termodina´micos y as´ı asignar una temperatura cr´ıtica efectiva del sistema dada
por la Ec. (2.30). Realizando un poco de a´lgebra sobre esta expresio´n podemos
ver que [62,63]
TC(Λ)− TC(∞) ∝ tΛ
TC(Λ)− TC(∞) = AΛ−1/ν
TC(Λ) = TC(∞) + AΛ−1/ν . (2.32)
La Ec. (2.32) puede interpretarse como una funcio´n lineal de Λ−1, en efecto,
A corresponde a la pendiente de dicha funcio´n y la ordenada al origen no es
sino la temperatura cr´ıtica en el l´ımite termodina´mico. Es decir, si se aumenta
la longitud caracter´ıstica del sistema, la temperatura cr´ıtica efectiva tiende de
forma asinto´tica a TC(∞). En nuestro caso particular, usaremos al radio del poro
como longitud caracter´ıstica del sistema por lo que la Ec. (2.32) resulta
TC(R) = TC(∞) + AR−1/ν . (2.33)
De esta forma, la Ec. (2.33) nos provee de un me´todo para estimar la tempera-
tura cr´ıtica del sistema, TC , simplemente ajustando la ordenada al origen de una
funcio´n lineal.
2.4.3. Relacio´n de aspecto
Hasta ahora, en nuestro ana´lisis de escaleo de taman˜o finito, hemos supuesto
que el sistema tiene las mismas dimensiones en todas las direcciones, es decir
un cubo de lado Λ. Sin embargo, si bien lo definiremos con ma´s detalle en la
Seccio´n 2.8 el sistema con el que trabajaremos no es igual en todas direcciones.
Por otro lado, cuando se consideran sistemas de taman˜o finito, como en nuestro
caso, la relacio´n entre la dimensiones lineales del sistema, R y L, y la constante
de la red, a, es decir, NR = R/a y NL = L/a tambie´n son variables relevantes. En
particular, considerando que los campos magne´ticos externos son nulos y que la
interaccio´n entre espines so´lo depende de la distancia entre e´stos, el tubo posee un
comportamiento cr´ıtico isotro´pico por lo que la relacio´n de escaleo para el valor
absoluto de la magnetizacio´n esta´ dada por [64]
〈|m|〉 = R−β/νM˜(R/ξb, R/L) = R−β/ν ˜˜M(tR1/ν , R/L) (2.34)
donde t = 1− T
TC
. Aqu´ı hemos usado el hecho que la longitud de correlacio´n para
el sistema infinito ξb diverge como ξb ∝ |t|−ν , ν siendo el exponente cr´ıtico de la
longitud de correlacio´n. Adema´s, en el l´ımite termodina´mico la magnetizacio´n se
anula como 〈|M |〉 ∝ |t|β, donde β es el exponente cr´ıtico del para´metro de orden.
Por otro lado, es posible encontrar una ley similar para la susceptibilidad [65]
kBTχ = R
γ/νχ˜(R/ξb, R/L) = R
γ/ν ˜˜χ(tR1/ν , R/L). (2.35)
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Vale la pena mencionar que las anteriores relaciones de escala son va´lidas so´lo
si, tomando R → ∞ y t → 0, tanto tR1/ν como la relacio´n de aspecto R/L
son tomadas constantes. Como es bien sabido, estos resultados provenientes del
tratamiento de escaleo de taman˜o finito suelen ser usados para evaluar la validez
de la temperatura cr´ıtica y los valores de los exponentes cr´ıticos.
2.4.4. Efectos de taman˜o finito en geometr´ıas anisotro´pi-
cas
En el punto cr´ıtico, la magnetizacio´n exhibe una particular dependencia con
la relacio´n de aspecto. Esto puede verse tomando t = 0 en la Ec. (2.35) donde la
susceptibilidad depende u´nicamente de la relacio´n de aspecto:
kBTχ = R
γ/ν ˜˜χ(R/L) = Rd−2β/ν ˜˜χ(R/L), (2.36)
donde hemos usado la relacio´n de hiperescala [13]
γ/ν = 2− η = d− 2β/ν (2.37)
siendo d = 3 la dimensionalidad del sistema. Por otro lado, para T = TC , la
magnetizacio´n es proporcional a
√〈m2〉 y puede ser relacionada con la suscepti-
bilidad [48]
〈|m|〉TC ∝
√
kBTCχ(TC)
NS
.
Usando el u´ltimo te´rmino de la Ec. (2.36) y el hecho que en nuestro sistema el
nu´mero de sitios es NS ∝ LR2, obtenemos
〈|m|〉TC ∝
[
kBTCR
d−2β/ν
LR2
˜˜χ(R/L)
]1/2
= R−β/ν [R/L]1/2[ ˜˜χ(R/L)]1/2 (2.38)
o ma´s expl´ıcitamente y usando el hecho que en nuestro caso d = 3,
〈|m|〉TCRβ/ν ∝
[
R
L
]1/2
, (2.39)
lo que implica que en el punto cr´ıtico la magnetizacio´n escaleada depende de
la ra´ız cuadrada de la relacio´n de aspecto puesto que ˜˜χ(R/L) es constante. La
Ec. (2.39), nos permitira´, as´ı como las anteriores leyes de escala, evaluar el va-
lor de la temperatura cr´ıtica hallado con la Ec. (2.33) y los exponentes cr´ıticos
empleados.
2.4.5. Funcio´n y longitud de correlacio´n
La anisotrop´ıa geome´trica que presenta nuestro sistema sugiere que las correla-
ciones cr´ıticas sera´n limitadas por la dimensio´n ma´s pequen˜a o, en otras palabras,
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esperamos que la longitud de correlacio´n del sistema finito este´ limitada por el
radio del tubo, ξ ∝ R. Para poder evaluar esta relacio´n consideremos la funcio´n
de correlacio´n. En nuestro caso, las interacciones so´lo dependen de la distancia
entre espines l, por lo que la funcio´n de correlacio´n es isotro´pica y, cerca de la
temperatura cr´ıtica TC , puede ser expresada en te´rminos de una funcio´n de escala
g∗(l), dada por [48]
g(l) = r−ηg∗
(
l
ξb
)
con ξb ∝ |t|−ν , (2.40)
donde los exponentes cr´ıticos esta´n relacionados a trave´s de relaciones de hiperes-
cala, como la Ec. (2.37) y hemos usado el sub´ındice b para identificar la longitud
de correlacio´n de bulk, es decir, la correspondiente al l´ımite termodina´mico. Sin
embargo, en el caso de tubos largos, es conveniente considerar el l´ımite de L→∞,
dejando el radio R fijo, donde el sistema se vuelve cuasi unidimensional y presen-
ta desorden para toda temperatura finita. Como consecuencia, se espera que la
funcio´n de correlacio´n, definida por la Ec. (2.17) decaiga exponencialmente [66],
es decir,
g(l) ∝ e− lξ , (2.41)
con
ξ = BR, (2.42)
donde B es una constante y ξ puede ser identificada con la longitud de correlacio´n
del sistema finito, que esta´ asociada al taman˜o de los dominios alternados de
magnetizacio´n. Por lo tanto, la Ec. (2.40), puede ser reescrita como
g(l) ∝ R−ηg∗
(
l
BR
)
. (2.43)
Vale la pena mencionar que el factor B en la Ec. (2.42) depende de las condi-
ciones de borde utilizadas y no esta´ dada por argumentos de escaleo. Adema´s,
para el caso bidimensional el factor B puede ser estimado empleando me´todos de
invariaza conforme, ver Ref. [67].
2.5. Integracio´n termodina´mica
Existen situaciones en la cuales las transiciones de fase ocurren para valores
no nulos de campo, por ejemplo, en sistemas confinados como los estudiados
en este trabajo. En particular, cuando las transiciones son de primer orden, el
escaleo de taman˜o finito no brinda herramientas adecuadas para estudiarlas y
es recomendable valerse del me´todo de integracio´n termodina´mica. Este me´todo
permite determinar do´nde se localizan los puntos de coexistencia en el diagrama
de fases o, en otras palabras, hallar para cada temperatura los valores de campo
donde ocurren las transiciones de fase de primer orden. La coleccio´n de puntos
donde el sistema sufre la transicio´n de primer orden se llama curva de coexistencia
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y ya hemos visto un ejemplo en la Figura 2.10, donde dicha curva se encuentra
en H = 0 para T < TC .
Los puntos de coexistencia se caracterizan por permitir que convivan dos fases
termodina´micas de un sistema. Sabemos que en general siempre hay dos fases
coexistiendo y dependiendo de las condiciones a la que se somete el sistema, una de
ellas es ma´s estable que la otra. Dicha estabilidad esta´ determinada por la energ´ıa
libre: la fase con menor energ´ıa libre es la ma´s estable. La curva de coexistencia es,
justamente, la regio´n del espacio de para´metros donde las energ´ıas libres de ambas
fases son iguales. Una estrategia para hallar estos puntos es registrar la energ´ıa
libre cuando se pasa una de las fases hacia a la otra, por ejemplo variando el
campo desde H = H1 hasta H = H2 a temperatura constante y compararla con la
energ´ıa libre del camino inverso, es decir, variando el campo desde H = H2 hasta
H = H1 a la misma temperatura. El valor de campo magne´tico para el cual las
energ´ıa libres correspondientes a ambos caminos son iguales corresponde al punto
de coexistencia. Sin embargo, como ocurre en este trabajo, existen situaciones en
donde no es posible medir directamente la energ´ıa libre del sistema sino, por
ejemplo, la energ´ıa interna. Para este caso, cabe entonces recordar que ambas
cantidades esta´n relacionadas por
u =
[
∂f(T,H,Hs, R)
∂β
]
H,HS
(2.44)
con β = 1/T , T la temperatura y donde hemos convenido en tomar kB = 1
1. Es
decir, la energ´ıa interna por esp´ın, u, se obtiene como la derivada de la energ´ıa
libre, f , respecto de la inversa de la temperatura tomando fijos tanto el campo
aplicado, H, como el campo superficial, HS. Hacemos notar el hecho que la energ´ıa
libre, adema´s de depender de las magnitudes recie´n enunciadas, presenta una
dependencia con el taman˜o del sistema, en particular de la longitud caracter´ıstica
del mismo, R.2 Considerando fijo el campo magne´tico, H, e integrando la anterior
ecuacio´n respecto de β se obtiene
β∆Hf = β0f(β0) +
∫ β
β0
u(β′)dβ′ (2.45)
donde β0 corresponde a un estado que tomamos como referencia y β al estado
con la temperatura de trabajo, es decir, la temperatura a la cual pretendemos
hallar el punto de coexistencia. Adema´s hemos explicitado el hecho que la integral
corresponde a una diferencia de energ´ıas libres a campo fijo con el s´ımbolo ∆H .
La opcio´n ma´s tentadora es tomar β0 = 0, pero, dado que trabajaremos con
temperaturas menores que la cr´ıtica del sistema, e´sto no resulta conveniente. Una
alternativa es considerar como estado de referencia a T = 0, donde la entrop´ıa es
1En esta seccio´n abusaremos de la nomenclatura y usaremos β como la inversa de la tempe-
ratura, pero no debe confundirse con el exponente cr´ıtico asociado a la magnetizacio´.n
2Recordemos que trabajamos considerando la relacio´n de aspecto constante. En caso de no
hacerlo deber´ıa considerarse una posible dependecia con el largo del tubo.
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nula y podemos considerar la energ´ıa libre igual a la energ´ıa interna en virtud de
la relacio´n
U = F − TS.
En la implementacio´n nume´rica que haremos bastara´ con tomar una tempera-
tura no nula pero muy pequen˜a para considerar irrelevantes las contribuciones
entro´picas.
Hasta ahora hemos encontrado una expresio´n, la Ec. (2.45), que nos permite
estimar la energ´ıa libre del sistema sometido a los campos H y HS a la temperatu-
ra de trabajo T . Sin embargo, resta encontrar una expresio´n para la energ´ıa libre
cuando variamos el campo a temperatura fija, T . Para ello, debemos recordar que
la magnetizacio´n esponta´nea esta´ dada por
m = −
[
∂f(T,H,Hs, R)
∂H
]
T,HS
. (2.46)
Si integramos la anterior ecuacio´n, obtenemos la diferencia de energ´ıa libre entre
el estado donde el campo aplicado es H1 y el estado donde H = H2,
∆Tf = −
∫ H2
H1
mes(H
′)dH ′. (2.47)
Donde en este caso hemos hecho expl´ıcito que la diferencia de energ´ıas libres
se calcula a temperatura constante con el s´ımbolo ∆T . Sumando e´sta u´ltima
expresio´n y la Ec. (2.45) tenemos que la diferencia de energ´ıa libre entre los
estados de referencia y el estado final, es decir, entre (β0, H1) y (β,H2) es
∆f1 = ∆H1f + ∆Tf (2.48)
=
β0
β
f1(β0) +
1
β
∫ β
β0
u(β′, H1)dβ′ −
∫ H2
H1
m(β,H ′)dH ′ (2.49)
donde explicitamos que el campo inicial es H = H1 en los sub´ındices de la energ´ıa
libre, la energ´ıa interna y la magnetizacio´n. Ana´logamente, la diferencia de energ´ıa
libre entre los estados (β0, H2) y (β,H1) es
∆f2 = ∆H2f + ∆Tf (2.50)
=
β0
β
f2(β0) +
1
β
∫ β
β0
u(β′, H2)dβ′ −
∫ H1
H2
m(β,H ′)dH ′ (2.51)
Puesto que el punto de referencia que se toma es arbitrario y se elige en funcio´n
de las magnitudes que se pueden calcular, podemos considerar un nuevo estado
de referencia que, convenientemente elegimos en (β,H1). Es decir, restamos una
cantidad igual a ∆H1 en las Ecs. (2.49) y (2.51) con lo cual resultan
∆f1 = −
∫ H2
H1
mes1dH
′
∆f2 = β0(f2(β0)− f1(β0)) +
∫ β
β0
(u2(β
′)− u1(β′))dβ −
∫ H1
H2
mes2dH
′,(2.52)
34
CAPI´TULO 2. ELECCIO´N DEL MODELO E INTRODUCCIO´N A LAS
METODOLOGI´AS IMPLEMENTADAS
donde hemos abusado de la notacio´n al mantener los mismos s´ımbolos con el fin de
no agregar nuevos. El primer te´rmino de la u´ltima ecuacio´n es una constante que
es medida en la simulacio´n puesto que β0 = 1/T0 es la inversa de la temperatura de
referencia y f(β0, H1) y f(β0, H2) son las energ´ıas libres a dicha temperatura. El
segundo te´rmino es tambie´n una constante puesto que la temperatura de trabajo
β es fija. Por lo tanto, la Ec. (2.52) queda
∆f2 = C(β)−
∫ H1
H2
m(β,H ′)dH ′. (2.53)
Finalmente, el punto donde las fases coexisten corresponde al punto donde ambas
diferencias de energ´ıa libre son iguales, es decir, donde ∆f1 = ∆f2. De esta forma
podemos estimar, para una dada temperatura de trabajo, T , el valor del campo
al cual ocurre la transicio´n de fase buscada, es decir, el campo cr´ıtico HC . Este
me´todo resulta particularmente u´til puesto que las cantidades involucradas en las
integrales con las cuales se estiman las diferencias de energ´ıa libre, son medidas
directamente en la simulacio´n, como se detalla en la Seccio´n 2.8.
2.6. Interfases
Como ya hemos mencionado, estamos considerando un modelo de Ising de
dos estados. En este tipo de sistema se forman interfases que separan regiones
de la red que poseen magnetizaciones de signo opuesto. Esto es, una interfase
corresponde al l´ımite de una extensio´n de la red donde la mayor´ıa de los espines
son s = +1 de otra donde la mayor´ıa de los espines son s = −1. Una interfase
tambie´n puede separar una regio´n ordenada, m 6= 0, de otra desordenada, m = 0.
Claramente las interfases son los l´ımites de las fases que pueden observarse en
una muestra.
Las condiciones de contorno del sistema juegan un rol determinante en la for-
macio´n de interfases. Consideremos un sistema tridimensional semi infinito donde
la superficie del mismo se ubica en z = 0 y sobre la cual se aplica un campo su-
perficial HS > 0 y ningu´n campo externo H. Para una situacio´n como e´sta, el
valor de la magnetizacio´n no provee informacio´n suficiente sobre la formacio´n de
estructuras, es decir, dominios de magnetizacio´n de signos opuestos. En efecto,
para este tipo de sistemas, se observa que los espines ma´s cercanos a la pared
apuntan en la misma direccio´n que el campo superficial a diferencia de lo que
ocurre con los ma´s lejanos que pueden formar un dominio de espines de signo
opuesto a HS [53,54]. Es decir, la magnetizacio´n pasara´ de tener valores positivos
a tener valores negativos a medida que nos alejamos de la superficie, dando origen,
en alguna regio´n intermedia, a una interfase que separara´ estos dos dominios. Si
consideramos una de las fases, por ejemplo, la de espines positivos como l´ıquido
y la de espines negativos como gas, los desplazamientos de esta interfase por va-
riacio´n de para´metros de control como la temperatura pueden ser reinterpretados
en el contexto de los feno´menos de mojado.3 Es decir, podemos, con el modelo de
3La conexio´n entre los feno´menos cr´ıticos de superficie y mojado comienza con los trabajos
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Figura 2.12: Variacio´n esquema´tica del potencial interfacial efectivo, Vef (l). En
el panel superior se considera el caso donde la transicio´n de mojado es continua
y en el panel inferior cuando la misma es de primer orden. Ver texto para ma´s
detalles. Figura tomada de la resen˜a [54].
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Ising, modelar la “condensacio´n” de un vapor sobre un substrato y estudiar co´mo
se moja la superficie de e´ste u´ltimo. En este contexto, si la interfase se encuentra
muy pro´xima a la superficie, diremos que el substrato no esta´ mojado, en tanto
que si esta interfase se libera, pudiendo alejarse tanto como quiera del substrato
diremos que e´ste esta´ mojado. Como veremos en el Cap´ıtulo 4, la transicio´n entre
las fases mojado y no mojado puede ser de primer orden o continua, dependiendo
de los valores de los para´metros de control que se este´n considerando.
El comportamiento de la interfase puede ser descrito por un potencial inter-
facial efectivo, Vef (l) que mide el costo de energ´ıa libre para ubicar la interfase a
una distancia l de la superficie (substrato) comparada con la situacio´n de mojado
completo, es decir, cuando l→∞. En la Figura 2.12 se muestra un esquema cua-
litativo de la forma de los potenciales interfaciales cuando el mojado del subtrato
ocurre como una transicio´n de primer orden o como una transicio´n continua. Los
estados de equilibrio se encuentran minimizando este potencial con respecto a la
posicio´n de la interfase. Supongamos que la temperatura a la que se moja la su-
perficie es TW , entonces cuando T < TW , lmin es siempre finito ya que la interfase
debe estar pro´xima al substrato. Cuando la transicio´n es continua, lmin → ∞
suavemente cuando T → TC y, en particular cuando T > TW no existen esta-
dos metaestables donde la interfase pueda quedar pro´xima a la superficie. Si la
transicio´n de mojado es de primer orden, para T ≥ TW se presentan estados me-
taestables, donde lmin es finito. Para T = TW , Vef (lmin) = 0, por consiguiente, la
solucio´n de equilibrio presenta un salto de lmin finito a lmin →∞. Podemos consi-
derar tambie´n el caso en el que se aplica un campo externo H. En ese caso cuando
la transicio´n es de segundo orden se observa un mı´nimo del potencial interfacial
efectivo para toda T > TW puesto que la accio´n del campo, a grandes distancias,
aporta un te´rmino ≈ Hl a Vef (l). Cuando H → 0 se recupera la situacio´n de
mojado y lmin →∞.
2.7. Simulaciones Monte Carlo
Anteriormente hemos mencionado que, para estudiar el ferromagneto de Ising,
hemos elegido hacer un ana´lisis meca´nico estad´ıstico del sistema, para lo cual ha-
llamos, en forma gene´rica, la funcio´n de particio´n a partir de la cual obtuvimos las
magnitudes f´ısicas que deseamos medir. Un primer inconveniente que se presenta
a la hora de calcular expl´ıcitamente la funcio´n de particio´n es la gran cantidad de
grados de libertad acoplados que posee el sistema, a pesar de ser finito. En otras
palabas, intentar calcular esa funcio´n con desarrollos matema´ticos representa una
gigantesca empresa que incluso, hoy d´ıa, no ha podido ser concretada para el caso
de Ising en tres dimensiones. Una forma de sortear esta dificultad es empleando
me´todos Monte Carlo. E´stas te´cnicas se basan en la resolucio´n nume´rica de pro-
blemas que puedan ser interpretados de forma probabil´ıstica, es decir, que puedan
ser transformados en problemas estoca´sticos [68]. En particular, para problemas
de Meca´nica Estad´ıstica en equilibrio, los me´todos Monte Carlo aproximan las
de Cahn [24] y Nakanishi y Fisher [25], como veremos en ma´s detalle ma´s adelante.
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soluciones exactas dadas por ecuaciones de la forma Ec. (2.7), con el promedio
obtenido a partir de un subconjunto del espacio de fases que son usados como
muestreo estad´ıstico. Por lo tanto, los valores medios de un observable f´ısico son
estimados de la siguiente forma:
A(x) =
∑Nc
j=1 e
−H(xj)/kBTA(xj)∑Nc
j=1 e
−H(xj)/kBT
, (2.54)
donde Nc es el nu´mero de configuraciones distintas del espacio de fases que to-
mamos para el muestreo. En principio se podr´ıa pensar que la mejor estrategia
es tomar configuraciones del espacio de fases del sistema de forma aleatoria. No
obstante, es posible demostrar [68] que existen me´todos ma´s eficientes a la hora
de obtener un muestreo de configuraciones para realizar promedios. Uno de ellos
es el que propusieron Metropolis et al., ver Ref. [69], donde sugieren no elegir
estados {xk} independientes entre s´ı sino construir un proceso de Markov, donde
cada estado xk se obtiene a partir de un estado anterior xk−1 con una proba-
bilidad de transicio´n W (xk−1 → xk). Claramente, este proceso de Markov debe
recuperar la distribucio´n de equilibrio cuando se considere N →∞. La condicio´n
suficiente para este u´ltimo requerimiento es que se cumpla el principio del balance
detallado [70]
Peq(xk)W (xk → xl) = Peq(xl)W (xl → xk). (2.55)
donde Peq es la distribucio´n de probabilidades de equilibrio que da la probabilidad
de que el sistema este´ en el estado xk. Puesto que en el l´ımite Nc → ∞, Peq
resulta la distribucio´n de Bolztmann-Gibbs para el ensamble cano´nico, la anterior
igualdad implica que
W (xk → xl)
W (xl → xk) = e
− δH
kBT (2.56)
donde δH = Hl−Hk. Claramente, la Ec. (2.55) sugiere que existe una arbitrarie-
dad en la definicio´n de W y la experiencia ha demostrado que una buena eleccio´n
es
W (xk → xl) =
{
e−δH/kBT si δH > 0,
1 en otro caso.
La implementacio´n de e´ste procedimiento en el modelo de Ising consta en elegir
un sitio de forma aleatoria y calcular la energ´ıa que es necesario para cambiar
su estado. Si la diferencia de energ´ıa entre el estado final e inicial es negativa, se
acepta cambio de estado, en cambio, si dicha diferencia es positiva el cambio de
estado es aceptado con una probabilidad e−δH/kBT . Para evaluar la aceptacio´n del
cambio de estado en este u´tlimo caso, de forma aleatoria se toma un nu´mero, x, en
el intervalo real [0, 1] y se lo compara con la probabilidad de cambio anteriormente
mencionada. Si dicho nu´mero x < e−δH/kBT se acepta el cambio, en caso contrario,
se descarta dicho cambio y se vuelva a sortear otro sitio de la red para realizar el
mismo procedimiento. Se dice que se ha realizado un paso Monte Carlo cuando
se han realizado tantos sorteos como nu´mero de sitios tiene el sistema.
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Finalmente, debemos mencionar que existen varias opciones a la hora de ele-
gir un algoritmo adecuado para implementar los me´todos Monte Carlo. En par-
ticular, si se estudian casos donde los campos aplicados son nulos y los campos
superficiales son muy pequen˜os los algoritmos de Wolff [71] y Swedsen-Wang [72]
resultan ser una excelente opcio´n. Otra alternativa, reciente y que actualmente
ha cobrado mucha notoriedad, es el algoritmo de Wang-Landau [73, 74], que ha
sido exitosamente implementado para el estudio de la transicio´n de localizacio´n
de interfases con campos asime´tricos [75]. No obstante, se ha encontrado que este
muestreo presenta incovenientes a la hora de estudiar transiciones de primer orden
debido a la presencia de “barreras entro´picas” [76]. Por consiguiente, conclu´ımos
que el muestreo ma´s adecuado para utilizar en las simulaciones es el de Metropo-
lis. Podr´ıa argumentarse que lo ma´s razonable es usar alguno de los algoritmos
mencionados en el pa´rrafo anterior puesto que a la hora de estudiar el sistema en
ausencia de campos son ma´s eficientes que el de Metropolis. No obstante, creemos
que emplear un u´nico muestro proporciona mayor consistencia al estudio pues-
to que evita hacer consideraciones a la hora de comparar resultados obtenidos a
partir de algoritmos distintos, es decir, cuando se considera al sistema con o sin
presencia de campos externos.
2.8. Descripcio´n del sistema
2.8.1. Ferromagneto de Ising confinado en poros cuasi-
cil´ındricos
Para poder representar tubos o poros cuasi-cil´ındricos de una forma simpli-
ficada, consideramos un disco bidimensional de radio R, donde los sitios forman
una red triagular (ver Figura 2.13), que se replica axialmente n = L/a veces para
obtener la red tridimensional deseada. T´ıpicamente elegimos a = 1 como espacio
entre las re´plicas sucesivas y una relacio´n de aspecto L/R ≡ C = 12. Considera-
mos que esta proporcio´n es adecuada para considerar al sistema como un tubo sin
comprometer el cara´cter tridimensional del sistema. En otras palabras, si L R
el sistema podr´ıa presentar un crossover que manifieste comportamientos t´ıpi-
cos de un sistema unidimensional. En cambio si R  L, esperamos observar un
crossover con un sistema de dos dimensiones. Si bien estos comportamientos re-
sultan atractivos para su estudio optamos por conservar una u´nica relacio´n de
aspecto. Salvo los sitios ubicados en la superficie, todo el resto posee ocho prime-
ros vecinos: seis de ellos pertenecen al mismo disco del sitio y los dos restantes
pertenecen a las re´plicas contiguas. Sobre el sistema se imponen condiciones de
borde perio´dicas en los extremos del tubo con el fin de evitar efectos de borde no
deseados, mientras que la superficie del tubo cuasi-cil´ındrico se mantiene libre.
Adema´s, con el fin de simplificar el modelo, se considera que tanto la distancia
entre vecinos como la interaccio´n entre ellos es igual para todos los sitios pero,
por supuesto, esta hipo´tesis puede ser relajada para representar una situacio´n
ma´s general. Tambie´n hemos asumido que cada sitio de la red es ocupado por un
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esp´ın que puede adoptar so´lo dos orientaciones, a saber, s = ±1. Por lo tanto, el
ferromagneto confinado que estamos modelando puede ser representado por un
t´ıpico hamiltoniano de Ising tridimensional, H:
H = −J
∑
nm
SnSm (2.57)
donde la suma que se realiza sobre los ocho primeros vecinos anteriormente men-
cionados se denota con nm. En este caso, hemos considerado que no actu´an
campos magne´ticos sobre el sistema, pero los mismos podr´ıan actuar sobre todos
los sitios de la red, o so´lo sobre los que conforman la superficie. En este punto
es necesario definir cua´l sera´ la superficie del sistema puesto que en nuestro caso
no es trivial. Dada la red que hemos considerado, si la superficie la definie´ramos
como el conjunto de sitios tales que su distancia respecto del centro del tubo fuera
r = R tendr´ıamos unos pocos sitios, separados por una longitud de arco mayor a
la constante de la red, que cumplan con esta condicio´n. Para evitar esto, y en vir-
tud que usaremos so´lo nu´meros enteros como radios de los tubos, consideraremos
que la superficie esta´ conformada por todos los sitios cuya distancia al centro,
r, cumpla con R − 1 < r < R. De esta forma nos aseguramos que la superficie
tenga continuidad y un nu´mero de sitios no despreciable frente al sistema. Pode-
mos agregar, adema´s, que los sitios que se encuentran en la superficie tienen una
distribucio´n de vecinos con lo cual los sistemas con los que trabajaremos sera´n
cuasi cil´ındricos.
Como hemos indicado anteriormente, estamos interesados en implementar el
modelo de Ising en sistemas confinados con lo cual el sistema posee superficies. La
presencia de estas superficies modifica el comportamiento cr´ıtico del sistema al
generar nuevas topolog´ıas en los diagramas de fase. En particular, la aplicacio´n de
campos superficiales produce distintos feno´menos, como capilaridad y transiciones
de mojado y localizacio´n-deslocalizacio´n de interfases, como veremos con ma´s
detalle en el Cap´ıtulo 4. Por lo tanto, el Hamiltoniano ma´s general que describe
los problemas que ahondaremos en este trabajo esta´ dado por
HIsing = −J
∑
i,j
sisj −H
∑
i
si −Hs
∑
sup
sj (2.58)
donde H es el campo magne´tico aplicado y HS es el campo superficial que actu´a
so´lo en la superficie definida en el anterior pa´rrafo, J es la constante de acopla-
miento entre los primeros vecinos, si, que pueden tomar valores ±1.
2.8.2. Implementacio´n computacional del sistema
Para el estudio del comportamiento cr´ıtico del sistema hemos elegido efectuar
simulaciones tipo Monte Carlo haciendo uso del algor´ıtmo de Metro´polis presen-
tado en la Seccio´n 2.7. Esto es, de todos los sitios de la red se selecciona uno de
ellos al azar y se estima la probabilidad de cambiar la direccio´n del esp´ın como
pflip = exp(− ∆HkBT ), donde ∆H es el cambio en la energ´ıa al realizar el cambio de
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Figura 2.13: T´ıpica instanta´nea obtenida durante la simulacio´n nume´rica del sis-
tema. La ima´gen corresponde a un tubo de radio R = 18 y largo L = 12R donde
el color de cada sitio indica el estado del mismo, es decir, de rojo los espines con
estado “arriba” y de azul los espines con estado “abajo”. Para la visualizacio´n
tridimensional hemos usado el software VMD [77].
Figura 2.14: Seccio´n transversal del tubo de radio R = 18. En cada seccio´n los
sitios conforman redes triangulares y los colores son empleados para diferenciar
los espines con estado “arriba” de los espines con estados “abajo”. Notar que,
salvo los sitios de la superficie, cada esp´ın posee seis primeros vecinos.
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direccio´n del esp´ın. En particular, T se considera en unidades de J/kB. Diremos
que ha transcurrido un paso Monte Carlo (pMC) en el sistema cuando se hallan
efectuado NRL intentos de cambio de estado, donde NR es el nu´mero de sitios
pertenecientes a un disco de radio R. De este modo, durante un pMC cada sitio
de la muestra es sorteado, en promedio, una vez.
Las simulaciones comienzan con una configuracio´n de espines aleatoria don-
de los primeros ND pMC son descartados para la medicio´n de observables y se
utilizan so´lo para la termalizacio´n del sistema. En otras palabras, luego de ND
pMC el sistema ha alcanzado su estado estacionario. Para realizar las medidas
en equilibrio, t´ıpicamente se efectu´an simulaciones de NT = 1× 106pMC y luego
de descartar los primeros ND = 5 × 104pMC, los observables f´ısicos detallados
ma´s adelante son medidos durante NM = (NT −ND) pMC y almacenados para su
posterior ana´lisis. Las medidas son realizadas a temperaturas entre 5,2 ≤ T ≤ 6,8
y se han usado poros de diversos radios, a saber, R = 6, 9, 12, 18, 24 y 36. En la
mayor´ıa de las simulaciones se ha mantenido una relacio´n de aspecto C = L
R
= 12
constante.
La magnetizacio´n por esp´ın medida en la simulacio´n se obtiene como la suma
de todos los espines del sistema sobre el total de espines y es medida durante NM
pMC para obtener un valor medio,
〈m〉 = 1
NS
∑
i,j,k
s(i, j, k) =
1
NS
MS (2.59)
donde NS ∝ R2L es el nu´mero total de espines en la muestra y la sumatoria define
MS, la magnetizacio´n esponta´nea, Como usualmente ocurre en sistemas finitos
para temperaturas menores a la cr´ıtica del sistema, TC , a lo largo de la simulacio´n
la magnetizacio´n oscila entre valores cercanos a ±MS, por lo que el valor medido
en la Ec. 2.59 se anula. Para superar esta limitacio´n se suele tambie´n medir el
promedio del valor absoluto de la magnetizacio´n, 〈|m|〉.
Otro observable relevante que es medido en el transurso de la simulacio´n es
la susceptibilidad definida como la fluctuacio´n del para´metro de orden:
χ =
NS
kBT
(〈M2S〉 − 〈MS〉2), (2.60)
donde M es la magnetizacio´n total.
En las simulaciones, en cambio, para medir la energ´ıa, en unidades de J , se
calcula la energ´ıa de interaccio´n de cada esp´ın con todos sus vecinos y se suma
sobre todos los sitios de la red. A su vez, se realiza un promedio durante NM
pMC de esta cantidad:
E =
1
NS
∑
i,j,k
ES (2.61)
con
ES =
〈
1
NS
∑
i,j,k
∑
{i,j,k}
−Js(i, j, k)s({i, j, k})
〉
(2.62)
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donde las llaves indican que la suma se realiza sobre todos los vecinos del sitio
ubicado en las coordenadas (i, j, k). Como en el caso de la magnetizacio´n, tambie´n
resulta u´til medir la fluctuacio´n de la energ´ıa interna del sistema, esto es, el calor
espec´ıfico,
CV =
NS
kBT 2
(〈E2〉 − 〈E〉2). (2.63)
Los sistemas de taman˜o finito presentan dominios de distinta magnetiza-
cio´n [10] por lo que la magnetizacio´n esponta´nea no da informacio´n alguna sobre
la distribucion de estos dominios. Por esto es conveniente estudiar cantidades co-
mo los perfiles de magentizacio´n que dan el valor de la magnetizacio´n promedio
para un radio interno 0 < r < R del poro. Para ello se obtiene la magnetizacio´n
de los Nr sitios que se encuentran a una distancia r, con r
2 = i(r)2 + j(r)2 del
centro del tubo y se promedia sobre el largo del tubo, L.
〈m(r)〉 =
〈
1
NrL
∑
i(r),j(r),k
s(i(r), j(r), k)
〉
. (2.64)
Co´mo ya fue mencionado anteriormente, se espera que para temperaturas me-
nores y cercanas a la TC el sistema presenta un patro´n inhomoge´neo que consiste
en dominios alternados de esp´ın con orientacio´n opuesta. El taman˜o de estos
dominios puede estimarse midiendo la correlacio´n espacial de espines,
g(l) =
1
Nl
∑
i,j
L/2∑
k=1
s(i, j, k)s(i, j, k + l), (2.65)
donde Nl es el factor de normalizacio´n. Adema´s, dado que los dominios ante-
riormente mencionados se distribuyen a lo largo del tubo, es natural calcular la
correlacio´n so´lo en la direccio´n axial y no en la direccio´n radial ni tangencial.
Cap´ıtulo 3
Ana´lisis de la criticidad del
sistema en ausencia de campos
En este cap´ıtulo presentamos los datos obtenidos de las simulaciones nume´ri-
cas donde se midieron los observables f´ısicos mencionados en el cap´ıtulo 2 en
equilibrio y en ausencia tanto de campos superficiales como de bulk. Como ve-
remos en mayor detalle en las secciones de este cap´ıtulo, se logro´ determinar la
temperatura cr´ıtica del modelo y verificar que e´ste se encuentra en la misma clase
de universalidad que el ferromagneto tridimensional de Ising con red cu´bica. Los
resultados de este cap´ıtulo fueron publicados en [78].
Por otro lado, una vez conocida la temperatura cr´ıtica y haciendo uso de la
dina´mica cr´ıtica estimaremos los exponentes cr´ıticos del modelo y comparare-
mos los resultados obtenidos con los exponentes utilizados en la primer parte del
cap´ıtulo.
3.1. Medidas en equilibrio
3.1.1. Determinacio´n de la temperatura cr´ıtica
Comenzamos la caracterizacio´n del sistema estudiando la dependencia de la
magnetizacio´n absoluta por esp´ın, 〈|m|〉, con la temperatura para cil´ındros de dis-
tintos taman˜os, como se muestra en la Figura 3.1. En todos los casos, la relacio´n
de aspecto entre el largo del tubo y su radio es R/L = 1/12. Como puede ob-
servarse, la magnetizacio´n correspondiente al tubo de radio R = 36 presenta una
ra´pida disminucio´n para temperaturas cercanas pero menores a la cr´ıtica efectiva,
cerca de T ∼ 6,2. En cambio, para temperaturas mayores se observa apenas una
pequen˜a desviacio´n respecto de 〈m〉 = 0. El comportamiento de esta curva es muy
similar al presentado en la Figura 2.8 para un sistema infinito, y se debe a que
el gran nu´mero de part´ıculas del sistema es una buena aproximacio´n del l´ımite
termodina´mico. En efecto, a medida que reducimos el taman˜o del sistema se ob-
serva, no so´lo un aumento de la magnetizacio´n remanente para las temperaturas
ma´s altas consideradas sino tambie´n una ca´ıda mucho ma´s suave en el valor de
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Figura 3.1: Gra´ficos de la magnetizacio´n absoluta por esp´ın, 〈|m|〉 en funcio´n
de T , obtenidas para cilindros de diferentes taman˜os. La relacio´n de aspecto,
C = R/L = 1/12, es la misma para todos los casos.
la magnetizacio´n al aumentar la temperatura. Adema´s existe un corrimiento del
punto de inflexio´n de las curvas, sugiriendo el desplazamiento de la temperatura
cr´ıtica efectiva con el taman˜o del sistema. Cabe destacar que la temperatura don-
de se observa la ca´ıda de la magnetizacio´n correspondiente al tubo con R = 36 es
una temperatura superior a las temperaturas cr´ıticas tanto del modelo de Ising
tridimensional con red cuadrada como bidimensional con red triangular estima-
das, respectivamente, en TSL3D = 4,51142(5) [63] y Ttriang2D = 3,6410 [79]. Por
supuesto, dado que los sitios de los poros estudiados en este trabajo tienen prime-
ros vecinos adicionales respecto de los otros sistemas, es natural que la estimacio´n
de la temperatura cr´ıtica de la red empleada sea mayor que los casos mencionados.
En efecto, la temperatura cr´ıtica efectiva para R = 36, que asumimos cercana a
la temperatura cr´ıtica de nuestro modelo, es similar a Thipercubo = 6,682(2) [80],
la temperatura cr´ıtica del modelo de Ising tetradimensional de red rectangular en
la que, como en nuestro caso, cada sitio posee ocho vecinos.
Las Figuras 3.2 y 3.3 muestran los gra´ficos de la susceptibilidad, χ, y el calor
espec´ıfico CV , en funcio´n de la temperatura para diferentes radios, respectiva-
mente. Puede notarse que, en ambos casos, los picos no so´lo coinciden aproxi-
madamente con los valores de temperatura donde la magnetizacio´n cambia su
concavidad sino que, adema´s, los picos aumentan su taman˜o significativamente
cuanto mayor es el radio del tubo. Para el caso del calor espec´ıfico, se observa
una disminucio´n en la suavidad del pico a medida que aumenta el taman˜o de la
muestra manifestando una reduccio´n de los efectos de borde del sistema. En el
caso de la susceptibilidad hay un claro aumento del valor ma´ximo para tubos de
3.1. MEDIDAS EN EQUILIBRIO 45
5.3 5.4 5.5 5.6 5.7 5.8 5.9 6 6.1 6.2
T
0
1000
2000
3000
4000
5000
6000
7000
χ
R=6
R=9
R=12
R=18
R=24
R=36
Figura 3.2: Gra´ficos de la susceptibilidad, χ, en funcio´n de la temperatura T
obtenida para cilindros de distintos taman˜os. La relacio´n de aspecto R/L = 1/12
se mantiene constante en todos los casos. El corrimiento y taman˜o de los picos
se debe a los efectos de borde que se hacen menos evidentes cuanto mayor es el
radio del tubo.
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Figura 3.3: Gra´ficos del calor espec´ıfico, CV , en funcio´n de la temperatura T
obtenidad para cilindros de distintos taman˜os. La relacio´n de aspecto R/L = 1/12
se mantiene constante en todos los casos. As´ı como en el caso de la susceptibilidad
mostrada en la Figura 3.2, el desplazamiento de los picos se debe a los efectos de
borde debido al taman˜o del sistema.
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Figura 3.4: Gra´ficos de las temperaturas cr´ıticas efectivas obtenidas para la sus-
ceptibilidad, T χ(R), y el calor espec´ıfico, TCV (R), cuadrados y c´ırculos rellenos
respectivamente, en funcio´n de R−1/ν . Hemos usado ν = 0,63002(10) correspon-
diente al modelo tridimensional de Ising. Las l´ıneas rectas corresponden a los
mejores ajustes de los datos obtenidos, en virtud de la Ec. (2.33). La flecha indi-
ca el valor de la temperatura cr´ıtica, extrapolada al l´ımite termodina´mico, dada
por T χC = 6,2(3) y T
CV
C = 6,2(1) para la susceptibilidad y el calor espec´ıfico,
respectivamente.
mayor radio, poniendo en evidencia que las fluctuaciones aumentan con el taman˜o
del sistema. Esto evidencia que las fluctuaciones se ven suprimidas por la finitud
del sistema cuando e´ste se acerca a su temperatura cr´ıtica.
Las temperaturas donde estos potenciales termodina´micos presentan picos
son, justamente, las temperaturas cr´ıticas efectivas que denotaremos con T χ(R)
y TCV (R) para la susceptibilidad y el calor espec´ıfico, respectivamente. Como
se sugiere en la notacio´n adoptada, e´stas temperaturas dependen del taman˜o
de la muestra y por lo visto en la Seccio´n 2.4.1, una adecuada extrapolacio´n al
l´ımite termodina´mico nos permitira´ determinar la temperatura cr´ıtica del mo-
delo de Ising con nuestra red. Para ello, tomaremos el valor de cada tempera-
tura cr´ıtica efectiva tanto para la susceptibilidad como para el calor espec´ıfico
y la graficaremos en funcio´n de R−1/ν , donde asumimos que nuestro modelo se
encuentra en la clase de universalidad de Ising 3D, por ello utilizamos el valor
ν = 0,63002(10) [61]. Dichas temperaturas se muestran la Figura 3.4, con c´ırculos
llenos negros para el calor espec´ıfico y cuadrados llenos rojos para la susceptibili-
dad. Notar que el error asociado a cada temperatura cr´ıtica efectiva esta´ asociado
al ancho del pico, que es menor para tubos de mayor taman˜o. La curva negra
punteada representa el ajuste de los datos correspondientes al calor espec´ıfico, en
3.1. MEDIDAS EN EQUILIBRIO 47
cambio la l´ınea roja so´lida, corresponde al ajuste de la susceptibilidad. En virtud
de la Ec. (2.33), la ordenada al origen de los ajustes permiten estimar la tempera-
tura cr´ıtica para cada conjunto de datos. Para el caso del calor espec´ıfico se tiene
que T χC = 6,2(3), en tanto para la susceptibilidad, T
CV
C = 6,2(1), donde los errores
que acompan˜an a las estimaciones de ambas temperaturas cr´ıticas provienen del
ajuste lineal realizado sobre cada conjunto de datos. Como se puede observar, si
bien las curvas poseen distintas pendientes, consecuencia de la discrepancia entre
las temperaturas cr´ıticas efectivas para radios pequen˜os, las ordenadas al origen
en ambos casos son compatibles. Si bien esta compatibilidad le da robustez al
resultado se debe notar que el mejor ajuste tiene so´lo una cifra significativa. En
lo que sigue usaremos este valor para obtener el colapso de datos. Si el colapso
de datos no es bueno, podremos reajustar el valor de TC hasta obtenerlo y de esa
forma refinar el valor de la temperatura cr´ıtica obtenido recientemente.
3.1.2. Verificacio´n de relaciones de escaleo de taman˜o fi-
nito
Con la estimacio´n aproximada de TC buscaremos el colapso tanto de las cur-
vas de la magnetizacio´n como de la susceptibilidad presentadas en las Figuras 3.1
y 3.2, respectivamente. El propo´sito de esta bu´squeda es doble: por un lado per-
mitira´ refinar el valor de TC , puesto que el colapso es sensible al valor de la
temperatura utilizada y por otro nos permitira´ evaluar la validez de las relaciones
de escala, Ecs. (2.34) y (2.35) presentadas en la Seccio´n 2.4. Los colapsos de la
magnetizacio´n y de la susceptibilidad se muestran en las Figuras 3.5 y 3.6, res-
pectivamente. En este punto, vale la pena recordar que hemos asumido que el
sistema pertenece a la clase de universalidad del modelo de Ising tridimensional
y haremos uso de los valores reportados [61] para exponentes cr´ıticos, a saber,
β = 0,3265(3), ν = 0,63002(10) y γ = 1,2372(5). Realizando una cuidadosa
inspeccio´n encontramos que la calidad de los colpasos obtenidos permite mejo-
rar la precisio´n del valor estimado anteriormente para la temperatura cr´ıtica en
TC = 6,208(4), puesto que pequen˜as y sistema´ticas desviaciones son observadas
para temperaturas diferentes. Por otro lado, los satisfactorios colapsos obtenidos
no so´lo avalan la eleccio´n de los exponentes cr´ıticos sino tambien el hecho de que
debe mantenerse la relacio´n de aspecto, C, constante, como ya hemos discutido
en la Seccio´n 2.4. De hecho, no fue posible realizar el colapso para curvas con
distintas relaciones de aspecto.
Siguiendo con el estudio del comportamiento de las funciones de escala con
la relacio´n de aspecto, es de intere´s analizar la hipo´tesis de escaleo dada por la
Ec. (2.39), donde se predice que, en el punto cr´ıtico, 〈M〉Rβ/ν tiene dependencia
con la ra´ız cuadrada de C, en virtud de los conceptos desarrollados en la Sec-
cio´n 2.4. Como puede ser observado de la Figura 3.7, los datos obtenidos para
diferentes taman˜os pero con misma relacio´n de aspecto se ubican sobre el mismo
eje vertical, es decir 〈M〉Rβ/ν es pra´cticamente constante, en total acuerdo con
los colapsos presentados anteriormente en la Figura 3.5. El mejor ajuste de estos
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Figura 3.5: Gra´fico escala doble logar´ıtmica del escaleo de la magnetizacio´n ab-
soluta por esp´ın obtenidos segu´n la Ec. (2.34) usando los datos presentados en la
Figura 3.1, tomando TC = 6,208, ν = 0,63002 y β = 0,3265.
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Figura 3.6: Gra´fico escala doble logar´ıtmica del escaleo de la susceptibilidad obte-
nidos segu´n la Ec. (2.35) usando los datos presentados en la Figura 3.2, tomando
TC = 6,208, ν = 0,63002 y γ = 1,2372.
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Figura 3.7: Gra´fico escala doble logar´ıtmica de la magnetizacio´n absoluta por
esp´ın escaleada, 〈|m|〉(TC)Rβ/ν en funcio´n de la relacio´n de aspecto C = R/L a
TC = 6,208. Los c´ırculos, cuadrados y tria´ngulos, corresponden a cilindros con
radios R = 6, 9 y 12, respectivamente. La linea cortada representa el mejor ajuste
de los datos y presenta una pendiente de 0.486(6). Las relaciones de aspecto usa-
das fueron R/L = 1, 1/2, 1/10, 1/20, 1/50, 1/100 y 1/200. Los exponentes cr´ıticos
usados son los reportados [61] para el modelo de Ising tridimensional, ν = 0,63002
y β = 0,3265.
datos arroja una pendiente de 0,486(6), donde la incerteza refleja solamente erro-
res estad´ısticos. Por lo tanto, podemos concluir que existe un excelente acuerdo
con el comportamiento de escaleo predicho, teniendo en cuenta que no hemos
considerado los errores en la determinacio´n de TC ni correcciones al escaleo.
Ahora analizaremos los datos correspondientes a las medidas de la funcio´n de
correlacio´n de a pares de esp´ınes obtenida en las cercan´ıas del punto cr´ıtico. En la
Figura 3.8 se muestran los gra´ficos de la funcio´n de correlacio´n, g(l), en funcio´n
de la separacio´n de los esp´ınes, l, en la direccio´n axial obtenidos para tubos de
distintos taman˜os. La ca´ıda exponencial de g(l) es verificada ajustando las curvas
de acuerdo a la expresio´n de la Ec. (2.41) del Cap´ıtulo 2. De esta manera, es
posible determinar las longitudes caracter´ısticas, ξ(R), que son graficadas como
funcio´n del radio del poro, R, en el gra´fico secundario de la Figura 3.8. Adema´s,
en la Figura 3.9 se observa que las curvas presentadas en la Figura 3.8 pueden
ser colapsadas de acuerdo a la expresio´n de la Ec. (2.43) donde hemos usado que
η = 0,003627, para el exponente asociado a correlaciones.
Como hemos discutido en la Seccio´n 2.8, el decaimiento exponencial de g(l) se
debe a la formacio´n de dominios alternados que ocurren para temperaturas meno-
res pero cercanas al punto cr´ıtico. Para poder observar estos dominios se realiza
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Figura 3.8: Gra´fico en escala semi-logar´ıtmica de la funcio´n de correlacio´n, g(l) =
1
Nl
∑L/2
k=1 s(k)s(k+l), en funcio´n de l, la distancia axial entre espines, obtenidos a la
temperatura cr´ıtica. En todos los casos se considero´ la relacio´n de aspecto R/L =
1/12. En virtud de la Ec. (2.17) se realizaron ajustes para cada curva, indicados
con l´ıneas cortadas en el gra´fico principal, cuyas pendientes corresponden a las
longitudes de correlacio´n para cada cilindro, ξ(R), que, dispuestas en el gra´fico
secundario muestran una dependencia lineal con el taman˜o del sistema, R. La
pendiente obtenida con un ajuste lineal es 0.43(2).
Figura 3.9: Gra´ficos de las funciones de correlacio´n presentadas en la Figura 3.8
escaleados segu´n la Ec. (2.43). Ma´s detalles en el texto.
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Figura 3.10: T´ıpicas instanta´neas de “coarse-grained” para un tubo de radio R =
18 tomadas a diferentes temperaturas: (a) T = 6,08, (b) T = 6,10 y (c) T = 6,28.
Notar que a temperaturas cercanas a la cr´ıtica efectiva TC(R = 18) ≈ 6,1, el
sistema exhibe un patro´n multi-dominio, el cual no se observa para temperaturas
mucho menores que TC(R = 18). El procedimiento para “coarse-grain” esta´ de-
tallado en el texto.
un procedimiento de coarse-grained, es decir, cada punto de las instanta´neas mos-
tradas en la Figura 3.10 representa el valor promedio de un segmento del tubo de
largo l = 4, que luego es promediado en la direccio´n perpendicular a la seccio´n
del tubo. Este promedio no solo reduce el largo del tubo de L = 216 a LCG = 54
en el caso del poro mostrado en la Figura 3.10, sino que adema´s lo proyecta sobre
un plano. A bajas temperaturas, Figura 3.10(a), se observa que la magnetizacio´n
del cilindro es pra´cticamente uniforme, como es esperable para la fase ordenada.
En particular los dominios que se observan se deben a que la magnetizacio´n es
menora a la unidad. Para temperaturas pro´ximas a la cr´ıtica efectiva comienza
la formacio´n de dominios de magnetizacio´n alternada, Figura 3.10(b). Finalmen-
te, para TC(R = 18) ≈ 6,1, Figura 3.10(c), el sistema presenta un claro patro´n
de multidominios. Por lo tanto, dentro de e´ste u´ltimo regimen, lejos de la fase
ordenada, la distancia entre dominio esta´ dada por ξ(R).
Volviendo al comportamiento de la distancia caracter´ıstica de los dominios
alternados, presentadas en el gra´fico secundario de la Figura 3.8, el mejor ajuste de
nuestros resultados sugiere que ξ(R) ∝ R, donde la constante de proporcionalidad
es B = 0,43(2). Vale la pena mencionar que esta constante de proporcionalidad
no puede ser obtenida por argumentos fenomenolo´gicos de escaleo y depende de
las condiciones de borde empleadas. En el caso de bandas bidimensionales, B
puede ser o bien calculada utilizando te´cnicas de invarianza conforme [5, 67] o
bien estimada con simulaciones tipo Monte Carlo [81]. De hecho, para este tipo
de sistemas con condiciones de borde libre se tiene que B = 2/pi ≈ 0,63 [67]. El
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valor obtenido de B para tubos tridimensionales con condiciones de borde libre
es ligeramente menor que el caso de las bandas bidimensionales y no tenemos
referencia de estimaciones previas de esta constante para el caso tridimensional
con la red empleada en este estudio. Sin embargo, para el caso de la red cu´bica
de dimensio´n L con condiciones de borde perio´dica, ha sido reportado [61] que
ξ/L = 0,6431(1). Tambie´n vale notar que el valor estimado de B puede presentar
una dependencia con la relacio´n de aspecto finita usada en este trabajo.
3.1.3. Perfiles radiales de magnetizacio´n
Las Figuras 3.11 y 3.12 muestran los gra´ficos de los perfiles de magnetizacio´n a
diferentes temperaturas para los casos de R = 6 y R = 36, respectivamente. En el
caso del poro ma´s pequen˜o y para temperaturas bajas T < TC(R = 6) ≈ 5,58, se
observa que la magnetizacio´n decrece mono´tonamente a medida que se consideran
radios internos r cada vez ma´s grandes, es decir, a medida que se acerca a la
superficie del poro. No obstante, cuando se consideran temperaturas altas, es
decir, T > 5,6 en la Figura 3.11, la magnetizacio´n decrece suavemente. Por otro
lado, para tubos ma´s grandes R = 36, la magnetizacio´n se mantiene constante
y cercana al valor de la magnetizacio´n esponta´nea para esa temperatura incluso
para radios internos lejanos al centro del tubo, por ejemplo r = 20 para T = 6,0.
El valor de radio interno para el cual comienza la ca´ıda de la magnetizacio´n es
mayor para temperaturas ma´s bajas. Es decir, la ca´ıda en la magnetizacio´n ocurre
so´lo en los sitios ma´s pro´ximos a la superficie, por lo tanto la temperatura cr´ıtica
efectiva es desplazada a menores valores, como es evidente del comportamiento
de la magnetizacio´n absoluta presentada en la Figura 3.1.
La dra´stica supresio´n del orden cerca de la superficie del sistema es una carac-
ter´ıstica esperada del comportamiento cr´ıtico de superficies [82,83]. De hecho, es
sabido que el sistema sufre una transicio´n de fase denominada ordinaria cuando,
al reducir la temperatura, el masivo se ordena y la superficie permanece desor-
denada incluso para T < TC . Esta transicio´n de fase tiene su origen en la falta
de primeros vecinos de los sitios ubicados en la superficie del sistema. En otras
palabras, el hecho que los esp´ınes localizados en la superficie del tubo tengan me-
nos primeros vecinos, comparados con los ocho vecinos que poseen el resto de los
sitios del sistema, suprime intensamente el orden en la superficie. Adema´s, como
consecuencia de este efecto, se observa no so´lo una gran ca´ıda de la temperatura
cr´ıtica efectiva sino tambie´n un desplazamiento de la magnetizacio´n del tubo a
temperaturas ma´s bajas, como es mostrado en la Figura 3.1. En el Cap´ıtulo 4
ahondaremos nuestro estudio de los feno´menos cr´ıticos que ocurren en la super-
ficie.
Una cantidad caracter´ıstica de feno´menos cr´ıticos de superficie es la deno-
minada longitud de extrapolacio´n, λ, que se introduce como una constante en el
te´rmino de superficie de la energ´ıa libre del modelo de Landau para ferromag-
neto semi-infinito [82]. En particular, este modelo de campo medio predice que
cerca de la superficie, el para´metro de orden var´ıa linealmente con la distancia
a la superficie, como puede ser observado en los perfiles de magnetizacio´n de las
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Figura 3.11: Gra´fico del perfil de magnetizacio´n para un tubo de radio R = 6
para temperaturas en el rango 5,32 ≤ T ≤ 5,88 donde la relacio´n de aspecto
es R/L = 1/12. En los perfiles de las temperaturas ma´s bajas (curvas so´lidas)
consideradas se observa una fuerte supresio´n del orden cerca de la superficie
mientras que para las temperaturas ma´s altas (l´ıneas rayadas con doble punto)
el para´metro de orden desciende aproximadamente de forma lineal con r.
Figura 3.12: Perfiles de magnetizacio´n de un tubo de radio R = 36 para tempera-
turas en el rango 5,36 ≤ T ≤ 6,16 con la relacio´n de aspecto es R/L = 1/12. Con
el aumento de la temperatura la magnetizacio´n en las capas internas del tubo se
hace ma´s chica, siendo del mismo orden que en la superficie para temperaturas
muy pro´ximas a la cr´ıtica T = 6,16 (l´ınea punteada azul).
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Figura 3.13: Gra´ficos de la longitud de extrapolacio´n λ en funcio´n de la tem-
peratura T , para poros de radios R = 6, 9, 12, 18, 24 y 36. Partiendo de bajas
temperaturas, para todos los taman˜os se observa que λ permanece constante has-
ta alcanzar la temperatura cr´ıtica efectiva, indicada para cada tubo por sendas
flechas, a partir de la cual la longitud de extrapolacio´n aumenta mono´tonamente.
Este comportamiento muestra que si las fluctuaciones del sistema son desprecia-
bles la longitud de extrapolacio´n es independiente de la temperatura.
Figuras 3.11 y 3.12. Es decir, si se realiza la extrapolacio´n lineal del para´metro
de orden ma´s alla´ de la superficie del sistema, e´ste se anula a una distancia λ de
la superficie [5, 83].
Como se discute en las Refs. [82] y [83], so´lo en el contexto de campo me-
dio, donde las fluctuaciones pueden ser despreciadas, tiene sentido considerar a
λ independiente de la temperatura. Si el sistema esta´ cerca del punto cr´ıtico,
e´sto no es ma´s va´lido y debe considerarse realizar una extrapolacio´n dependien-
te tanto de la temperatura como del taman˜o del sistema. Este comportamiento
se observa en la Figura 3.13 donde, para poros de distintos radios, se grafica λ
en funcio´n de la temperatura. Si la temperatura es menor que la tempearatura
cr´ıtica, la longitud de extrapolacio´n se mantiene plana para todos los taman˜os,
en concoordancia con las predicciones de campo medio. Sin embargo, cuando se
aumenta T a temperaturas cercanas y mayores a la temperatura cr´ıtica efectiva
de cada poro, λ se incrementa. Adema´s, el aumento de λ para poros ma´s grandes
es mayor, como claramente se observa en la Figura 3.13. Por otro lado, el valor
de λ en la regio´n donde es independiente de la temperatura es, para todos los
poros, cercano a la separacio´n de sitio en la red, a, como se espera para modelos
de Ising de dimensio´n d lejos de la regio´n cr´ıtica [84].
Podemos tambie´n hacer un ana´lisis cualitativo de la supresio´n del orden en
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Figura 3.14: Instanta´neas tridimensionales para un tubo de radio R = 18 y re-
lacio´n de aspecto R/L = 1/12 tomadas a T = 6,06 < TC(R = 18) = 6,10. Los
paneles superior y medios muestran cilindros internos del tubo al remover las
capas con r > 6 y r > 12, respectivamente. En el panel inferior se muestra la
superficie externa el tubo, R = 18. Estas instanta´neas permiten observar que la
superficie externa no posee el orden presente en las capas internas, ma´s evidente
en el caso r = 6. Este comportamiento es consistente con los perfiles de mag-
netizacio´n de la Figura 3.12 donde una drama´tica ca´ıda de la magnetizacio´n es
observada cerca de la superficie.
la superficie, para lo cual presentamos instanta´neas tridimensionales del sistema,
Figura 3.14, utilizando el software VMD [77], donde los dos diferentes colores
usados en los sitios indican cada uno de los dos estados que puede tomar el
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sitio. Con el objetivo de mejorar la visualizacio´n, se realizo´ un procedimiento
de “coarse-grain” de forma tal que cada punto de la instanta´nea representa la
magnetizacio´n promedio de un segmento de 4 sitios tomados en la direccio´n axial
del poro. En este caso, hemos considerado un tubo de radio R = 18, por lo que
este promedio reduce la longitud del poro mostrado en la Figura 3.14 de 216 a
54. Para poder estudiar cualitativamente los perfiles de magnetizacio´n como los
presentados en las Figuras 3.11 y 3.12 eliminamos las capas externas del tubo de
modo tal que, el desorden presente en la superficie r = 18, desaparece para radios
internos r = 12 y r = 6, como se muestra en los paneles medios e inferior de la
Figura 3.14, respectivamente.
3.2. Dina´mica cr´ıtica
Marco teo´rico
Es conocido el hecho que los exponentes cr´ıticos son muy dif´ıciles de medir. Si
se intenta calcularlos anal´ıticamente implica llevar a cabo complicados ca´lculos
empleando herramientas del grupo de renormalizacio´n, en cambio experimental-
mente existen varias dificultades como son la resolucio´n del instrumental o los
efectos debido a las impurezas. Adema´s, cuando T → TC , el sistema tarda cada
vez ma´s en equilibrar. Debido a que la longitud de correlacio´n diverge, las regiones
del sistema donde hay fluctuaciones respecto del estado de equilibrio son cada vez
ma´s grandes, con lo cual toma ma´s tiempo equilibriar el sistema. Es decir, como
la correlacio´n espacial abarca dominios muy grandes del sistema, e´ste requiere
tiempos muy largos para equilibrar. E´sto se conoce como critical slow down. En
particular, el tiempo que le toma equilibrar diverge como una ley de potencias
por ello estos estudios dina´micos se conocen como dina´mica cr´ıtica. Si bien e´sto
puede parecer una dificultad podemos usarlo a nuestro favor. En efecto, como
veremos en los siguientes pa´rrafos, la relajacio´n que maniesta un sistema cuando
se encuentra a la temperatura cr´ıtica permite estimar los exponentes cr´ıticos del
modelo usado [85–87]. En este contexto, las simulaciones nume´ricas se ofrecen
como una herramienta econo´mica, puesto que dicha estimacio´n se puede llevar
a cabo so´lo midiendo la evolucio´n de los observables del sistema en los primeros
tiempos de una realizacio´n. Una ventaja que presenta esta te´cnica es que las me-
didas se efectu´an en los primeros pasos Monte Carlo cuando todav´ıa los efectos
de borde son despreciables, por tanto, se pueden usar sistemas pequen˜os para
economizar el costo computacional.
Supongamos un sistema magne´tico que inicialmente se encuentra en un es-
tado completamente ordenado, es decir, a una temperatura muy baja respecto
de la cr´ıtica y luego es sumergido en un ban˜o te´rmico a la temperatura cr´ıti-
ca. Asumiendo que la red es suficientemente grande, cerca del punto cr´ıtico la
magnetizacio´n puede ser escrita como [88]
M(t, ) = t−
β
νzF (t
1
νz ) (3.1)
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donde t es el tiempo transcurrido desde que comienza la relajacio´n del sistema,
 = 1− T
TC
es la temperatura reducida, β y ν los exponentes cr´ıticos de la clase de
universalidad del sistema y z es el exponente cr´ıtico dina´mico que caracteriza la
dina´mica del modelo. Vale la pena mencionar que la dina´mica del sistema depende
fuertemente, entre otras cosas, de la conservacio´n del para´metro de orden. En par-
ticular, cuando los espines interactu´an con el campo cristalino, como en nuestro
caso, la magnetizacio´n total no se conserva y, como se detalla en la literatura [5],
el exponente cr´ıtico es z = 2. Puesto que en la Ec. (3.1) estamos considerando
que el sistema se encuentra a la temperatura cr´ıtica,  = 0, la magnetizacio´n se
comporta como una ley de potencias en el tiempo:
M(t) ∼ t− βνz . (3.2)
Si  6= 0, la ley de potencias se ve modulada por la funcio´n F (t 1νz ). La relacio´n
dada por la Ec. (3.2) sugiere que si medimos la evolucio´n de la magnetizacio´n
durante la relajacio´n del sistema a la temperatura cr´ıtica, se puede determinar el
exponente β
νz
. Adema´s, si consideramos la derivada logar´ıtmica de M(t, ) encon-
tramos otra ley de potencia cuyo exponente es 1
νz
:
∂
∂
M(t, )|=0 ∼ t 1νz . (3.3)
Por otro lado, si consideramos el cumulante de Binder definido por
U = 1− 〈m
4〉
3(〈m2〉)2 (3.4)
podemos estimar el exponente cr´ıtico dina´mico de forma independiente estudian-
do su evolucio´n temporal dada por [89]
U(t) ∼ t dz (3.5)
donde d es la dimensio´n del sistema.
De esta forma hemos hallado un conjunto de leyes de potencia que permi-
te definir un sistema de tres ecuaciones con tres inco´gnitas que nos permitira´n
calcular los exponentes cr´ıticos β, ν y z.
Resultados
Para determinar los exponentes cr´ıticos se realizaron simulaciones en un tubo
de radio R = 36 cuya condicio´n inicial fue fijada en m0 = 1, midie´ndose la
magnetizacio´n y el cumulante para tiempos t = n2, con n ∈ N, N el conjunto
de nu´meros naturales y t los pasos Monte Carlo. Se consideraron temperaturas
pro´ximas a la cr´ıtica estimada en la anterior seccio´n, tanto mayores como menores,
y se registro´ la evolucio´n de los observables f´ısicos comentados en la subseccio´n
anteior durante los primeros 10000 pMC.
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Figura 3.15: Gra´ficos de la magnetizacio´n en funcio´n del tiempo para un tubo de
radio R = 36 cuya condicio´n inicial es m0 = 1. Cada curva representa la relajacio´n
del para´metro de orden cuando el sistema relaja en un ban˜o te´rmico a distintas
temperaturas entre T = 6,10 y T = 6,30. La flecha indica el aumento de la
temperatura y ∆T representa la diferencia de temperatura entre curvas contiguas.
1 10 100 1000 10000
t
1e-06
1e-05
0.0001
0.001
0.01
0.1
1
U
(2)
T=6.18
T=6.19
T=6.10
T=6.30
∆T=0.01
Figura 3.16: Gra´ficos del cumulante de Binder en funcio´n del tiempo para un
tubo de radio R = 36 cuya condicio´n inicial es m0 = 1. Cada curva representa la
evolucio´n temporal del cumulante cuando el sistema relaja en un ban˜o te´rmico a
distintas temperaturas entre T = 6,10 y T = 6,30.
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Figura 3.17: Ajuste del expontente β
νz
. La temperatura correspondiente al mejor
ajustes es T = 6,187. Para el resto de las temperaturas se observa un claro
apartamiento del comportamiento de ley de potencias esperado.
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Figura 3.18: Ajuste del expontente d
z
. La temperatura correspondiente al mejor
ajustes es T = 6,187. Para el resto de las temperaturas se observa un claro
apartamiento del comportamiento de ley de potencias esperado.
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Figura 3.19: Ajuste del exponente 1
νz
obtenido al calcular la derivada logar´ıtmica
de la magnetizacio´n presentada en la Figura 3.17.
En la Figura 3.15 se observa que para tiempos mayores a t = 100 y tempe-
raturas menores a T = 6,18 < TC , la magnetizacio´n equilibra en el valor de la
magnetizacio´n esponta´nea a esa temperatura, en cambio para temperaturas ma-
yores a T = 6,19 continu´a descendiendo su valor aunque sin alcanzar el desorden
completo debido a los efecto de borde ya observados en la anterior seccio´n. Para
todas las temperaturas consideradas existe una clara desviacio´n del comporta-
miento tipo ley de potencias, que se encuentra entre T = 6,18 y T = 6,19. La
evolucio´n temporal del cumulante, ver Figura 3.16, presenta un comportamiento
ana´logo: tanto para temperaturas mayores a T = 6,19, como para las menores a
T = 6,18, no se observan leyes de potencias. Se llevo´ a cabo un barrido de tempe-
raturas ma´s fino entre T = 6,18 y T = 6,19, considerando temperaturas distantes
en un mile´simo. Tanto para el para´metro de orden como para el cumulante, se
encontro´ que el mejor ajuste a una ley de potencias corresponde a T = 6,187 (ver
Figuras 3.17 y 3.18). Las pendientes obtenidas fueron
β
νz
= 0,256(1) (3.6)
y
d
z
= 1,45(1) (3.7)
donde el nu´mero entre pare´ntesis indica el error correspondiente al ajuste de la
pendiente.
Por otro lado, se calculo´ el logaritmo de la magnetizacio´n y se realizo´ la de-
rivada de e´ste en forma nume´rica. Para cada valor de t, se tomo´ el logaritmo de
la magnetizacio´n correspondiente a dos temperaturas, una menor que la cr´ıtica
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Exponente Valor estimado Valor reportado [61]
β 0.328 0.3265
ν 0.636 0.6301
z 2.07 2.06
Cuadro 3.1: Tabla con los valores de los exponentes cr´ıticos obtenidos con los
ajustes de las leyes de potencias mostradas en las Figuras 3.17, 3.18 y 3.19.
y otra mayor, pero ambas pro´ximas y equidistantes de TC . Luego, se evaluo´ el
cociente de la diferencia entre dichos logaritmos y la diferencia entre las tempera-
turas consideradas. En la Figura 3.19 se muestra el ajuste de la curva obtenida,
cuya pendiente en el gra´fico doble logar´ıtmico es
1
νz
= 0,76(2). (3.8)
Resolviendo para z, β y ν se obtienen los resultados presentados en el Cuadro 3.1,
donde adema´s esta´n contrastados contra valores reportados en la literatura [61].
Como puede observarse los valores obtenidos no se apartan significativamente de
los valores reportados en la literatura, obtenidos por teor´ıa de renormalizacio´n
para redes rectangulares. La ventaja en la estimacio´n de los exponentes cr´ıticos
empleando dina´mica cr´ıtica se basa en la simplicidad del me´todo, puesto que
basta con medir la evolucio´n temporal de observables del sistema que se ejecuta
de forma sencilla en una simulacio´n computacional sin la necesidad de una gran
cantidad de recursos computacionales.
Nos gustar´ıa finalizar esta subseccio´n haciendo un comentario sobre los ex-
ponentes obtenidos. En una primera instancia, los observables f´ısicos, como la
magnetizacio´n por esp´ın, se med´ıan considerando todos los sitios de la red. Sin
embargo, no so´lo se presentaba una gran dificultad para obtener leyes de poten-
cia, sino que e´stas ocurr´ıan a temperaturas distintas para cada observable f´ısico.
En estas condiciones resultaba imposible obtener estimaciones aceptables de los
exponentes cr´ıticos. Estudiando los perfiles de magnetizacio´n en funcio´n de los
pasos Monte Carlo (pMC), ver Figura 3.20, observamos que la relajacio´n en la
superficie es mucho ma´s violenta que en las capas internas del tubo. La diferencia
entre la evolucio´n de la magnetizacio´n superficial y la magnetizacio´n del resto
del sistema era la responsable de las dificultades antes mecionadas. En efecto, al
calcular los promedios de la magnetizacio´n discriminando los sitios superficiales
no solo la magnetizacio´n y el cumulante se comportaban como leyes de poten-
cia a la misma temperatura sino que la estimacio´n de los exponentes cr´ıticos se
acerco´ sensiblemente a los valores actualmente aceptados. Puede notarse que para
t > 100 pMC la magnetizacio´n superficial ha saturado a su valor de equilibrio,
en tanto las capas internas siguen relajando pero ma´s lentamente en relacio´n a
los primeros pMC. Esto puede haber sido el causante de las distorsiones en la
relajacio´n del para´metro de orden considerado inicialmente.
Por otro lado, el ana´lisis de los perfiles radiales planteo´ el interrogante de la
forma en la que la magnetizacio´n superficial relaja. Empleando consideraciones
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Figura 3.20: Evolucio´n de los perfiles radiales para un tubo de radio R = 36 a
T = 6,187. El sistema parte de la condicio´n inicial todos los espines positivos
pero en unos pocos pasos Monte Carlo sufre una importante ca´ıda que es mucho
ma´s violenta en la superficie. Para t > 100 pMC la evolucio´n es mucho ma´s lenta
en las capas internas del tubo, sin embargo, para el mismo rango de pMC la
magnetizacio´n superficial ya ha saturado.
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Figura 3.21: Magnetizacio´n superficial ms en funcio´n de los pasos Monte Carlo
para el mismo rango de temperaturas de la Fig. 3.15. Para T = 6,187 se observa
una disminucio´n de ms tipo ley de potencias cuando t < 1000. Para t > 1000
la magnetizacio´n superficial esta´ saturada a pesar que la magnetizacio´n de bulk
continua relajando (ver Figura 3.15).
ana´logas a las utilizadas en el bulk del sistema se estudio´ la evolucio´n de la mag-
netizacio´n superficial, ver Figura 3.21. En este gra´fico puede observarse que para
T = 6,187 la relajacio´n de la magnetizacio´n superficial ms sigue una ley de poten-
cias de cuya pendiente es posible estimar el exponente cr´ıtico de la magnetizacio´n
superficial β1 = 0,59(3). Este valor es aceptable puesto en las cercan´ıas del punto
cr´ıtico, las fluctuaciones generan un complicado comportamiento en el para´metro
de orden superficial ms, dando como resultado un exponente cr´ıtico que puede
variar continuamente en el intervalo 1
2
< β1 ≤ 1 [90].
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Cap´ıtulo 4
Transicio´n de mojado en sistemas
finitos
En el cap´ıtulo anterior observamos que, a una dada temperatura, la superfi-
cie presenta mayor desorden que el interior del tubo. En dicha parte de la tesis,
argumentamos que esto se deb´ıa a la falta de primeros vecinos de los sitios super-
ficiales, no obstante, esta caracter´ıstica esta´ contenida en una fenomenolog´ıa ma´s
rica descrita por los feno´menos cr´ıticos de superficie. Adema´s, la incorporacio´n de
campos que actu´an sobre la superficie abre la puerta a nuevos y ma´s complejos
comportamientos que abordaremos en este cap´ıtulo. En efecto, estudiaremos el
efecto que genera la superficie sobre las transiciones de fase de un modelo de Ising
tridimensional con red triangular. Comenzaremos presentando la fenomenolog´ıa
conocida en sistemas semi-infinitos, por ejemplo, cuando un substrato es mojado
por un l´ıquido en equilibrio con su vapor y contrastaremos estos resultados con el
ana´lisis hecho de las simulaciones que realizamos. En particular, comenzaremos
estudiando co´mo es afectada la curva de coexistencia entre las fases de esp´ın arri-
ba y esp´ın abajo por la presencia de campos superficiales y verificaremos, adema´s,
si e´sta satisface la ecuacio´n de Kelvin y cumple con las relaciones de escala para
el campo y la temperatura cr´ıtica.
Por otro lado, exploraremos extensivamente el espacio T −H−Hs para tubos
de radios R = 12 y R = 24. Analizando cuidadosamente los perfiles de magne-
tizacio´n, determinaremos la presencia de interfases en el sistema y localizaremos
las transiciones de mojado, o ma´s precisamente, las precursoras de las transi-
cio´n de mojado que se observan cuando R → ∞. De esta forma, definiremos los
diagramas de fase para varios valores de campos magne´ticos.
4.1. Descripcio´n fenomenolo´gica de mojado
Consideremos un substrato so´lido, que no sublima, sobre el cual se deposita
una gota de un l´ıquido que esta´ en equilibrio con su vapor. Como es sabido, la go-
ta de l´ıquido moja la superficie. No obstante, para ser exactos, el te´rmino “moja”
no describe adecuadamente la situacio´n ya que, dependiendo de las condiciones
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Figura 4.1: Esquema de una superficie mojada por un l´ıquido. En el caso A, la
gota no moja el substrato, en cambio en los casos B y C lo moja parcialmente.
En D la gota moja completamente la superficie desparrama´ndose sobre la misma
y formando una pel´ıcula macrosco´pica.
en las que se realiza esta experiencia, el l´ıquido se acomodara´ sobre el subtrato
de tres maneras distintas. Si sobre la superficie so´lida se forma una pel´ıcula ma-
crosco´pica y homoge´nea de l´ıquido, se dice que la superficie esta´ completamente
mojada. Si por el contrario, se observa la formacio´n de gotas, se dice que el l´ıquido
moja parcialmente la superficie. Se observa tambie´n el caso extremo en donde el
l´ıquido no moja la superficie (ver Figura 4.1). Existe una forma de caracterizar
cuantitativamente estas situaciones. Como se observa en la Figura 4.1, es posible
definir un a´ngulo de contacto, Θ, entre la superficie de la gota y el substrato. E´ste
u´ltimo estara´ parcialmente mojado cuando 0◦ < θ < 180◦, representado por los
paneles B y C de la Figura 4.2. Los casos extremos θ = 0◦ y θ = 180◦ correspon-
den a superficie completamente mojada y no mojada, respectivamente, y pueden
observarse en los paneles A y D. Es posible vincular el a´ngulo de contacto con
las propiedades de las fases presentes a trave´s de la ecuacio´n de Young [91]:
cos θ =
σsg − σsl
σlg
, con σsg ≤ σsl + σlg, (4.1)
donde σsg es la tensio´n superficial entre el substrato y el gas, σsl entre el subs-
trato y el l´ıquido y σlg entre el l´ıquido y el gas. Las tensiones superficiales tienen
su origen en la descompensacio´n de fuerzas sobre las part´ıculas del flu´ıdo que se
encuentran en la superficie: si consideramos un elemento de volumen del l´ıquido
observar´ıamos que las part´ıculas que lo conforman esta´n distribuidas de forma
uniforme y homoge´nea e interactu´an entre ellas a trave´s de fuerzas tipo van der
Waals. Esto significa que cada part´ıcula es atra´ıda por sus vecinas, en promedio,
de forma isotro´pica y homoge´nea. Sin embargo, aquellas part´ıculas ubicadas en la
superficie carecen de vecinos ma´s alla´ de la interfase y como consecuencia reciben
una fuerza neta en direccio´n hacia el centro del flu´ıdo. La respuesta macrosco´pica
del flu´ıdo a esta descompensacio´n de fuerzas que sufren algunos de sus componen-
tes es minimizar la superficie con lo cual habra´ una menor cantidad de part´ıculas
descompensadas. De esta forma, la tensio´n superficial es una medida de la energ´ıa
necesaria para aumentar el a´rea de la superficie del l´ıquido. Es posible tambie´n
hacer una interpretacio´n meca´nica de las tensiones superficiales, como lo indica
su nombre. En efecto, se puede considerar que el punto donde conviven las tres
fases, es decir, el substrato, el l´ıquido y el vapor, se encuentra en equilibrio debido
a la accio´n de tres fuerzas, indicadas por las flechas en la Figura 4.2.
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Figura 4.2: Perfil esquema´tico de una gota macrosco´pica de l´ıquido coexistiendo
con su vapor sobre un substrato parcialmente mojado por e´sta. El punto de
contacto entre las tres fases se encuentra en equilibrio meca´nico, respecto de la
superficie, como consecuencia de la competencia entre las tensiones superficiales
σsg, σlg y σsl. Esta interpretacio´n meca´nica permite definir el a´ngulo de contacto,
θ, entre el substrato y la superficie de l´ıquido.
Considerando nuevamente la Ec. (4.1), resulta evidente la dependencia del
a´ngulo de contacto con la competencia entre las tensiones superficiales de las dis-
tintas interfases (so´lido-gas, so´lido-l´ıquido y l´ıquido-gas). Dado que las tensiones
superficiales dependen de la temperatura resulta lo´gico considerar que con un
adecuado cambio en este para´metro se pueda pasar, por ejemplo, del estado par-
cialmente mojado al completamente mojado y viceversa. En particular, a medida
que se aumenta la temperatura la agitacio´n te´rmica de las part´ıculas del l´ıquido
es mayor y compite con la cohesio´n propia de la fase. Como consecuencia, la gota
comienza a desparramarse sobre el substrato, lo que en la ecuacio´n de Young
se traduce en reducir el a´ngulo de contacto. Continuando con el aumento de la
temperatura se encuentra el punto donde θ = 0 y la ecuacio´n de Young toma la
forma
σwg = σwl + σlg.
Este caso corresponde a la superficie completamente mojada y se caracteriza por
la presencia de una pel´ıcula macrosco´pica de l´ıquido sobre el substrato que separa
a e´ste u´ltimo de la fase vapor. Se debe aclarar que, al decir pel´ıcula macrosco´pica
se hace referencia al hecho que la interfase que separa la fase l´ıquida de la gaseosa
no queda atrapada cerca del substrato, sino que puede alejarse libremente de e´l
y por ende el cara´cter macrosco´pico de la pel´ıcula.
El cambio de un estado a otro puede interpretarse como la transicio´n de
una fase con baja densidad de part´ıculas (estado parcialmente mojado) a otra
con alta densidad de l´ıquido (estado completamente mojado) sobre el substra-
to. En efecto, este tipo de transicio´n de fase, observada experimentalmente, se
denomina transicio´n de mojado y puede manifestarse como una transicio´n de pri-
mer orden [92, 93] o como una continua (mojado cr´ıtico) [22, 23]. Existe tambie´n
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Figura 4.3: Gra´ficos esquema´ticos de la densidad superficial en funcio´n de la
presio´n del gas a temperatura fija. A la izquierda, cuando la temperatura es menor
que la cr´ıtica del sistema, Tc, pero mayor a la temperatura de prewetting, T
pre
c , la
densidad superficial aumenta de forma continua, dando lugar a una transicio´n de
mojado continua o cr´ıtica. En el centro la temperatura considerada es menor que
T prec pero mayor que Tw, la temperatura a partir de la cual se observa mojado. En
este caso la densidad superficial presenta un salto abrupto pero finito (transicio´n
de primer orden de´bil) y es seguida por un aumento continuo, similar al caso
cr´ıtico. En la derecha se muestra el caso donde la temperatura es menor que Tw
y no se observa transicio´n de mojado sino que el sistema entre en una regio´n de
coexistencia de fases.
el caso donde la transicio´n de mojado presenta una transicio´n de primer orden
de´bil [94–96], que corresponde a la denominada prewetting transition, en ingle´s.
La pel´ıcula de l´ıquido aumenta abruptamente a un valor finito y luego crece de
forma continua hasta formar una pel´ıcula macrosco´pica sobre el substrato. Los
comportamientos anteriormente descritos pueden observarse en las tres isotermas
de adsorcio´n esquema´ticas presentadas en la Figura 4.3. Si, como en la isoterma
de la derecha, consideramos temperaturas menores a cierto valor TW , observare-
mos que la densidad superficial de part´ıculas (notar el lenguaje de gas de red)
aumenta con el incremento de la presio´n, p. Dicha densidad superficial alcanza
un valor finito cuando nos acercamos a la presio´n de coexistencia l´ıquido-gas,
pcoex y no se produce una transicio´n de mojado. En el caso de una temperatura
mayor a TW pero menor a un valor T
pre
C , la densidad superficial aumenta con la
presio´n hasta un valor ρpre donde sufre un salto finito y continua aumentando
de forma continua cuando p → pcoex. La discontinuidad de la densidad presente
en ppre es una transicio´n de primer orden de´bil y corresponde a la transicio´n de
prewetting. Es decir, la densidad sufre un cambio discontinuo, pero el sistema no
alcanza la fase mojada, sino que llega a un estado donde se forma una pel´ıcula
que no puede alejarse libremente del sustrato. Finalmente, si consideramos el caso
donde la temperatura es mayor que T preC pero menor que la temperatura cr´ıtica
de masivo Tcb, la densidad aumentara´ de forma continua al acercarnos a pcoex y
no se observa transicio´n de mojado.
Desde el punto de vista de la termodina´mica, las transiciones de mojado y
prewetting pueden ser entendidas como singularidades en la energ´ıa libre superfi-
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cial del flu´ıdo. Esto nos habilita a contextualizar esta fenomenolog´ıa en el marco
de las transiciones de fase superficiales, donde el modelo de Ising resulta el cla´sico
paradigma con el cual son estudiadas.
4.2. Feno´menos cr´ıticos de superficie
La primera propuesta en hacer una descripcio´n estad´ıstica de los feno´menos
de mojado se debe a Cahn [24] que propone escribir la energ´ıa libre superficial
utilizando una aproximacio´n cuadra´tica del gradiente del para´metro de orden y
considerar un te´rmino adicional que da cuenta de la interaccio´n del l´ıquido con
las paredes del sistema:
Fs = Φ(ms) +
∫ ∞
0
[
c4
4
(
dm
dz
)2
+ ω(m)
]
dz, (4.2)
donde ω es la densidad de energ´ıa libre de bulk, m(z) el para´metro de orden como
funcio´n de la distacia a la pared y ms ≡ m(0) su valor en el substrato. El te´rmino
Φ(ms) representa la energ´ıa de contacto que so´lo depende del para´metro de orden
en la superficie y usualmente so´lo se lo expande hasta el segundo orden:
Φ(ms) = −h1ms − gm
2
s
2
(4.3)
donde h1 representa el campo superficial, de corto alcance que describe la pre-
ferencia del substrato por alguna de las fases, en nuestro caso l´ıquido o vapor,
o bien esp´ın arriba, esp´ın abajo. Por otro lado, g, representa el “mejoramiento”,
enhacement en ingle´s, de la superficie y da cuenta del hecho que las part´ıculas de
la superficie tiene un nu´mero de coordinacio´n menor respecto de aquellas que se
encuentran en el masivo. En el contexto del modelo de Ising, dicho mejoramiento
se traduce en una constante de acoplamiento de los espines de la superficie, Js, dis-
tinta a la de sus pares en el masivo, J . En caso de considerar dicho mejoramiento,
el Hamiltoniano toma la forma
H = −J
∑
〈i,j〉bulk
sisj − Js
∑
〈i,j〉superficie
sisj +H
∑
i
si +Hs
∑
i∈superficie
si. (4.4)
Los feno´menos cr´ıticos de superficie engloban una gran variedad de casos,
dependiendo del valor del mejoramiento de superficie [25]. Siguiendo los razona-
mientos de dicho trabajo, si consideramos el caso donde tanto el campo masivo
como el superficial son nulos pero el mejoramiento es suficientemente grande, se
observa que la superficie se ordena de forma cr´ıtica a temperaturas mayores que
la temperatura cr´ıtica. En otras palabras, partiendo de una temperatura donde
el sistema esta´ completametne desordenado, al descender la temperatura, los es-
pines de la superficie se alinean, mientras que los espines del masivo continu´an
desordenados. Esta transicio´n, denominada transicio´n superficial, es de segundo
orden y ocurre a mayores temperaturas cuanto ma´s intenso sea el mejoramiento
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en la superficie [25]. Si continuamos disminuyendo la temperatura, al llegar a la
temperatura cr´ıtica del sistema, el masivo se ordena con una transicio´n conocida
como transicio´n extraordinaria. El nombre hace referencia al hecho que el masivo
del sistema ordena cuando la superficie ya esta´ ordenada. Considerando ahora
el caso donde Js ≤ J , se observa, al reducir la temperatura desde la fase com-
pletamente desordenada, la transicio´n ordinaria, es decir, el masivo ordena a la
temperatura cr´ıtica y la superficie se mantiene desordenada incluso si se sigue
reduciendo la temperatura. A modo de ejemplo podemos destacar lo observado
en el Cap´ıtulo 3 donde los perfiles radiales mostraban que la superficie se en-
contraba desordenada y el masivo ordenado. Finalmente, se encuentra un caso
intermedio de los anteriores donde donde las dos transiciones recie´n comenta-
das convergen en un punto donde ocurre la transicio´n especial : la superficie y
el masivo ordenan de forma conjunta cuando T = TC . Dicha transicio´n ocurre
u´nicamente para un valor cr´ıtico de mejoramiento. Vale la pena comentar que
existe una relacio´n entre el mejoramiento y la longitud de extrapolacio´n, λ, es-
tudiada anteriormente. En efecto, la inversa de −λ puede ser interpretada como
la diferencia entre el mejoramiento y su valor cr´ıtico, g − gc [82]. En particular,
λ > 0 se encuentra al re´gimen de mejoramiento subcr´ıtico y se corresponde con
los valores encontrados en Cap´ıtulo 3. Por este motivo, continuaremos considera-
rando el caso donde JS = J pero ahora advertidos de trabajar en el re´gimen de
mejoramiento subcr´ıtico.
En el mencionado trabajo de Nakanishi y Fisher, los autores presentan es-
quemas de los diagrama de fases globales considerando mejoramientos subcr´ıtico,
cr´ıtico y supercr´ıtico [25]. El caso subcr´ıtico, que es el que nos compete, se muestra
en la Figura 4.4. En dicho diagrama de fases, el eje T corresponde a la tempe-
ratura; Hs al campo superficial y H al campo de bulk. Considerando el plano
H = 0 se observa, en acuerdo con lo esperado por Cahn, que al aumentar la
temperatura para valores grandes de Hs se cruza la l´ınea W , donde ocurre la
transicio´n de mojado de primer orden. Para campos superficiales ma´s pequen˜os,
y temperaturas mayores a T 1W la transicio´n es de segundo orden. Cabe aclarar
que en la regio´n celeste correspondiente a temperaturas menores que la cr´ıtica se
observa la fase donde las paredes esta´n parcialmente mojadas. Adema´s, hablando
exclusivamente en te´rminos de flu´ıdos, debemos recordar que el aumento en el
campo superficial puede entenderse como un aumento de la afinidad de las pa-
redes con la fase l´ıquida, si pretendemos estudiar el mojado de la superficie. No
obstante, dada la simetr´ıa del modelo, expl´ıcita en el diagrama de fases de la Fi-
gura 4.4, la disminucio´n de hs a valores negativos se corresponde con un aumento
de la afinidad del substrato con la fase vapor y, por lo tanto, con una inhibicio´n
del mojado de la superficie. La l´ınea so´lida, ana´loga a W , presente para valores
negativos de hs define la transicio´n de secado, drying transition, en ingle´s. Como
en el caso de la transicio´n de mojado, para temperaturas mayores a T 1D, punto
triple de secado, la transicio´n deja de ser de primer orden para ser cr´ıtica.
Una de las predicciones de la teor´ıa de Cahn es la existencia de la transicio´n
de mojado incluso en los casos donde h 6= 0. Como se observa en la Figura 4.4,
la l´ınea de prewetting es una extensio´n de la l´ınea de transiciones de mojado
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Figura 4.4: Diagrama de fases de la teor´ıa de Cahn para el caso de mejoramiento
subcr´ıtico [25]. El eje t corresponde a la temperatura reducida, hs al campo su-
perficial y h al campo de bulk. La l´ınea so´lida W corresponde a la transicio´n de
mojado de primer orden. Para temperaturas mayores a T 1W dicha transicio´n de
fase es cr´ıtica. La superficie de transiciones de prewetting termina en la l´ınea de
prewetting cr´ıtica, que se converge a la l´ınea de mojado en el punto triple T 1W .
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para valores negativos de H y representa la formacio´n de una pel´ıcula de l´ıquido
sobre el substrato que no es macrosco´pica. La l´ınea de prewetting so´lo existe para
valores de temperatura menores a T 1W , con lo cual no hay prewetting cuando el
mojado ocurre con una transicio´n de fase continua. La diferencia ma´s importante
entre la regio´n de mojado completo (H = 0) y prewetting (H < 0) es el espesor
de la capa que se deposita sobre el sustrato. Mientras que en el primer caso, la
interfase puede alejarse indefinidamente del sustrato, en el segundo queda anclada
y con un espesor finito. Lo relevante que presenta la teor´ıa de Cahn es que,
siendo fenomenolo´gica y sin un v´ınculo directo a las interacciones intermoleculares
da un excelente punto de partida para estudiar las transiciones de mojado. En
efecto, todas las transiciones presentes en el diagrama de fases comentado, han
sido vistas experimentalmente (recordar los trabajos mencionados en la seccio´n
anterior [22,23,92–96]).
A pesar de que en nuestro estudio so´lo trabajamos con interacciones de cor-
to alcance, ya sea la interaccio´n entre part´ıculas como los campos superficiales,
resulta interesante destacar que ha sido demostrado por de Gennes [98] y Ebner
y Saam [99] que las fuerzas de van der Waals eliminan la posibilidad de mojado
cr´ıtico. Es decir, no se espera ver una transicio´n de mojado cr´ıtica cuando las
interacciones son de largo alcance. Por el contrario, si bien persiste una transi-
cio´n de fase de primer orden formando una pel´ıcula gruesa, el espesor de e´sta
no sera´ macrosco´pico debido a que las fuerzas de van der Waals se oponen al
mojado. La transicio´n en cuestio´n forma una pel´ıcula mesosco´pica que, adema´s,
coexiste con gotas de a´ngulos de contacto muy pequen˜os pero au´n no nulos [21].
Cuando las fuerzas son de corto alcance, como en el citado trabajo de Cahn [24],
el autor argumenta que la transicio´n de mojado debe ocurrir siempre que el sis-
tema aumente su temperatura para alcanzar TC . Esta propiedad es usualmente
observada experimentalmente puesto que el principal para´metro de control para
estudiar mojado es, justamente, la temperatura. Cahn esperaba que la transicio´n
de mojado sea so´lo de primer orden, salvo en el punto mencionado anteriormente.
No obstante, cerca de la temperatura cr´ıtica este argumento no es va´lido y, como
ha sido observado experimentalmente [22], para valores cercanos a TC se observa
la existencia de un punto triple, a partir del cual, la transicio´n de mojado es cr´ıti-
ca. Notar que lo mismo ha sido observado por Nakanishi y Fisher en el diagrama
de fase de la Figura 4.4. La transicio´n de mojado cr´ıtica es observada en un rango
bastante acotado; en efecto, para sistemas de interacciones de corto alcance, tan-
to experimentalmente como por ca´lculos de la teor´ıa de Cahn se determino´ que
0,97TC < TW < TC [97].
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4.3. Mojado en sistemas finitos: transicio´n de
localizacio´n-deslocalizacio´n y condensacio´n
capilar
Hasta ahora hemos hecho una breve descripcio´n de la fenomenolog´ıa de moja-
do en sistemas semi-infinitos; no obstante el sistema que es objeto de estudio en
este trabajo es un sistema finito y debemos ver co´mo se manifiestan los feno´me-
nos descritos en las seccio´n anteriores de este cap´ıtulo en esta clase de sistemas.
En la literatura se pueden encontrar referencias donde han sido considerados sis-
temas finitos confinados entre dos paredes paralelas en las que actu´an campos
magne´ticos superficiales competitivos. Es decir, en las paredes se aplican campos
superficiales de signos opuestos tanto de corto alcance [100, 101] como de largo
alcance [46]. Tambie´n fueron estudiados los casos tanto con paredes no compe-
titivas, donde los campos superficiales son iguales y se estudia la condensacio´n
capilar [102], como paredes asime´tricas [43], donde las paredes tienen campos
superficiales del mismo signo pero distinto valor. Adema´s, podemos mencionar
el caso donde se impusieron paredes antisime´tricas, es decir, competitivas y de
distintos valores [103].
Usualmente se consideran sistemas anisotro´picos tipo prismas donde la geo-
metr´ıa usualmente es L × L × D y los campos superficiales se aplican en los
planos z = 1 y z = D donde en la mayor´ıa de los casos las condiciones de bode
son perio´dicas tanto en las direcciones restantes. En particular, si se considera
campo de bulk nulo y campos superficiales iguales en magnitud pero de signo
opuesto, H1 = −HD, se observa lo que se conoce como transicio´n de localizacio´n-
deslocalizacio´n que detallaremos a continuacio´n. Si consideramos temperaturas
mucho menores a la cr´ıtica del sistema veremos que el sistema adopta una con-
figuracio´n donde se forma un dominio de espines positivos junto a la pared con
campo superficial positivo. Dicho dominio se separa del dominio de espines de
signo opuesto que ocupa el resto de la cavidad. Con la misma probabilidad pue-
de ocurrir el caso contrario: pegado a la pared con campo negativo se forma una
pel´ıcula de espines negativos y el resto de sistema esta´ ocupado por un dominio de
espines positivos. En ambas situaciones se encuentra que el para´metro de orden,
la magnetizacio´n, es no nula y se forma una pared que separa los dominios o, uti-
lizando el lenguaje de fluidos, una interfase que se halla siempre localizada cerca
de la pared ma´s pro´xima. La palabra localizada hace referencia al hecho que esta
configuracio´n es estable: la interface no se aleja de la pared. Cuando se aumenta
la temperatura superando un valor cr´ıtico TC(D), que depende de la sepacio´n de
las paredes y, eventualmente del valor absoluto de los campos aplicados, la inter-
fase fluctu´a en el centro del film o cavidad. Para temperaturas mayores a TC(D)
pero menores que la cr´ıtica la magnetizacio´n del sistema es nula, a pesar que para
la misma temperatura el sistema infinito se encuentre en la fase ferromagne´tica.
Puesto que la interfase paso´ de estar pro´xima a alguna de las paredes a fluctuar
libremente en el centro de la cavidad se dice que en TC(D) el sistema sufre una
transicio´n de localizacio´n-deslocalizacio´n. Esta transicio´n esta´ relacionada con la
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Figura 4.5: Curva de coexistencia esquema´tica para una cavidad donde las paredes
esta´n separadas una distancia D. El eje H indica el campo magne´tico aplicado y
T es la temperatura del sistema. Con TC se indica la posicio´n del punto cr´ıtico.
En el l´ımite termodina´mico, D = ∞, la curva de coexistencia esta´ definida so´lo
para H = 0 y T < TC , en cambio para sistemas finitos D < ∞ donde actu´a un
campo superficial HS > 0, dicha curva se desplaza a valores negativos de campo
de bulk comenzando en Hcoex = −2HSD para T = 0 y terminando en HC(D) para
TC(D)
transicio´n de mojado que estudiamos hasta ahora; en efecto, cuando D → ∞,
TC(D) → TW (h1) en vez de aproximarse a TC , como podr´ıa pensarse. Con esto
dicho resulta razonable pensar que la transicio´n de localizacio´n-deslocalizacio´n es
la “versio´n de taman˜o finito” de la transicio´n de mojado. Es ma´s, se espera que el
cara´cter de la transicio´n de localizacio´n-deslocalizacio´n sea el mismo que el de su
transicio´n de mojado correspondiente. Es decir, si la transicio´n de mojado es de
segundo orden, su “versio´n de taman˜o finito” sera´ tambie´n de “segundo orden”.
Cuando se considera H 6= 0 no se observa transicio´n en el caso de segundo
orden. Sin embargo, para el caso de primer orden existe una transicio´n que sera´ la
precursora de la transicio´n de prewetting del sistema semi-infinito cuya curva en
el plano T −H termina en el punto H = 0, T = Ttrip(D), es decir, el punto que
cuando D →∞ corresponde a T 1W en el diagrama de fases de la Figura 4.4.
Finalmente consideraremos el caso donde H1 = HD > 0, con el cual ha sido
observada la condensacio´n capilar. Este feno´meno ocurre cuando el gas conteni-
do en una cavidad condensa a presiones menores que la presio´n de coexistencia
correspondiente al l´ımite termodina´mico. Valie´ndonos del lenguaje ferromagne´ti-
co, diremos que la condensacio´n de gas a l´ıquido ocurre a lo largo de la l´ınea
H = 0 que termina en T = TC , cuando D → ∞. En el caso finito, esta curva
de coexistencia de fases es desplazada a valores negativos de H como se ve en la
Figura 4.5, es decir, la condensacio´n ocurre a presiones menores que la presio´n
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Figura 4.6: Gra´ficos de la magnetizacio´n en funcio´n del campo magne´tico durante
el proceso de integracio´n termodina´mica para diversas temperaturas y campo
superficial HS = 0,00 para un tubo de radio R = 36. Las curvas con s´ımbolos
llenos(vac´ıos) representan configuraciones donde los todos los esp´ınes apuntan
inicialmente en el estado de referencia.
de coexistencia del l´ımite termodina´mico. En particular, para T = 0, se tiene que
H = −2H1
D
.
El sistema que hemos considerado posee so´lo una superficie, que esta´ confor-
mada por los sitios ma´s alejados del eje del tubo. Dado que se trata de una red,
no todos los sitios se encuentra a una distacia R, el radio ma´ximo de poro, y por
ese motivo, el campo superficial actu´a sobre los sitios contenidos en el cascaro´n
cil´ındrico externo de un para´metro de red de profundidad, es decir, los sitios cuya
distancia respecto del centro, r, pertenezca al intervalo de radios R− a < r < R.
El campo de bulk, de ser no nulo, actuara´ sobre todos los sitios del sistema y,
como se ha hecho hasta ahora, las condiciones de borde axiales del sistema sera´n
perio´dicas.
4.4. Determinacio´n de la curva de coexistencia
La curva de coexistencia corresponde a los puntos del plano T −H que separa
la regio´n donde conviven dos fases de un sistema de otra donde so´lo existe una.
Dado que dicha curva ocurre en la regio´n subcr´ıtica, el sistema pasa de una fase
de espines positivos a una de espines negativos a trave´s de una transicio´n de
primer orden. Para la localizacio´n de estos puntos, emplearemos los me´todos de
integracio´n temodina´mica detallados en la seccio´n 2.5 del cap´ıtulo 2.
Como requiere el me´todo de integracio´n termodina´mica, se parte desde una
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Figura 4.7: Gra´ficos de la energ´ıa interna en funcio´n de la temperatura para las
condiciones iniciales “esp´ın arriba” y “esp´ın abajo” donde el campo superficial
es HS = 0,50 y el radio del tubo es R = 36. El a´rea entre las curvas y el eje de
temperatura representa la diferencia de energ´ıa libre entre las configuraciones del
estado de referencia y el estado a la temperatura de trabajo.
temperatura suficientemente baja donde los efectos entro´picos puedan ser descar-
tados, en nuestro caso determinamos que T0 = 0,50 es adecuada para considerarla
temperatura de referencia. La configuracio´n inicial tiene a todos los espines del
sistema orientados en la misma direccio´n que el campo magne´tico aplicado, H0,
que actu´a sobre todo el sistema. Adema´s, consideramos que sobre la superficie
del tubo actu´a un campo superficial HS. Una vez que el sistema ha termalizado,
se efectu´an las correspondientes medidas de energ´ıa interna y se aumenta la tem-
peratura un ∆T . Este precedimiento se repite hasta llegar a la temperatura de
trabajo T . En una segunda etapa, manteniendo la temperatura fija, se mide la
magnetizacio´n y se modifica el campo magne´tico un ∆H. Este proceso se repite
hasta alcanzar un campo magne´tico igual pero de signo opuesto al campo inicial,
es decir, Hfinal = −H0. El procedimiento se realiza partiendo del campo −H0 con
todos los espines del sistema orientados en la direccio´n del campo y con el mismo
valor de campo superficial HS. La integracio´n de las curvas de energ´ıa libre y
magnetizacio´n para ambas ramas, determinan la diferencia de energ´ıa libre entre
el estado de referencia y el estado final. El valor de campo magne´tico para el cual
las energ´ıas libres halladas son iguales da el valor de campo de coexistencia a la
temperatura de trabajo.
El protocolo descrito en el pa´rrafo anterior se realizo´ con H0 = ±0,1 y di-
ferentes valores de campos superficiales, HS = 0,00, 0,25 y 0,50 para tubos de
distintos taman˜os, R = 6, 12, 18, 24 y 36, tomando como temperatura de refe-
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rencia T0 = 0,50. Cosideramos esta temperatura apropiada para descartar los
efectos entro´picos puesto que es mucho menor que la utilizada en otros traba-
jos (ver Ref. [43]). En la Figura 4.6 se observan las curvas de magnetizacio´n en
funcio´n del campo magne´tico aplicado para el caso de un tubo de radio R = 36
con campo superficial nulo. Las curvas de mismo color y s´ımbolo corresponden a
la misma temperatura donde los s´ımbolos rellenos y vac´ıos indican la condicio´n
incial “esp´ın arriba” y “esp´ın abajo”, respectivamente. Puede notarse que, el sis-
tema mantiene la magnetizacio´n inicial incluso para valores mayores a H = 0,
lo cual implica que el sistema queda atrapado en estados metaestables exhibien-
do el t´ıpico comportamiento de histe´resis presente en la regio´n subcr´ıtica. Para
los valores de campo superficial HS = 0,25 y HS = 0,50 las curvas son com-
pletamente ana´logas y no se detallan en el texto. Sin embargo, resulta relevante
destacar que en estos dos u´ltimos casos, la temperatura ma´xima para la cual se
observa histe´resis es menor que para el caso HS = 0. Es decir, cuanto mayor
es el campo superficial aplicado menor es la temperatura ma´xima para la cual
se presenta histe´resis. Es claro que, para el rango de temperaturas donde no se
observa histe´resis no habra´ curva de coexistencia.
La diferencia de energ´ıa libre entre el estado de referencia y el estado a la tem-
peratura de trabajo se obtiene integrando las curvas de energ´ıa interna mostradas
en la Figura 4.7. En particular, dicha figura presenta las curvas correspondientes
a las energ´ıas internas que se obtuvieron para un tubo de radio R = 36 con cam-
po superficial HS = 0,50 con condiciones iniciales “esp´ın arriba” y “esp´ın abajo”.
Como puede observarse, a bajas temperaturas, es decir, 1/T < 0,75, la energ´ıa
interna se mantiene constante sugiriendo que no hace falta tomar como referencia
una temperatura ma´s baja. Adema´s, puesto que F = E−TS, a temperaturas ba-
jas podemos despreciar el te´rmino con la entrop´ıa, S, con lo cual la energ´ıa libre,
F , es aproximadamente igual a la energ´ıa interna del sistema a esa temperatura.
Esto resulta relevante puesto que no conocemos ningu´n reporte del valor de la
energ´ıa libre en el estado fundamental para la red empleada en este sistema. En
otras palabras, a pesar de no poseer un valor para la energ´ıa libre para el estado
de referencia es posible medirlo indirectamente con la simulacio´n. Debemos notar
el hecho de que, dado que las curvas de la Figura 4.7 no esta´n solapadas, existe
una diferencia de a´reas que corresponde a una diferencia de energ´ıa libre entre los
estados con misma temperatura de trabajo y distintas condiciones iniciales. Esta
diferencia de energ´ıa libre no es otra cosa que el te´rmino C(β) en la Ec. (2.53). En
el caso de HS = 0, las curvas correspondientes a ambas condiciones iniciales se
solapan, como es de esperarse dada la simetr´ıa del sistema, con lo cual C(β) = 0.
Como consecuencia de este solapamiento, las curvas de energ´ıa libre obtenidas al
integrar la magnetizacio´n se cortan en H = 0, como se observa en la Figura 4.8.
En la Figura 4.9 se muestran las curvas de energ´ıa libre para el caso donde,
considerando varias temperaturas de trabajo, se aplica un campo superficial Hs =
0,50 para un tubo de radio R = 36. A diferencia del caso HS = 0, las curvas
correspondientes a distintas condiciones iniciales esta´n desplazadas una respecto
de la otra una cantidad no nula igual al te´rmino C(β), que es calculado en la
simulacio´n. Esta diferencia se traduce en la interseccio´n de las energ´ıas libres
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Figura 4.8: Energ´ıa libre en funcio´n del campo magne´tico para un tubo de radio
R = 36 y varias temperaturas donde se aplica un campo superficial HS = 0.
Para todas las temperaturas las curvas correspondientes a las condiciones iniciales
“esp´ın arriba” (s´ımbolos llenos) y “esp´ın abajo” (s´ımbolos vac´ıos) se cruzan en
H = 0.
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Figura 4.9: Curvas de energ´ıa libre en funcio´n del campo magne´tico para un tubo
de radio R = 36 y varias temperaturas donde se aplica un campo superficial
HS = 0,50. Las curvas con s´ımbolos llenos (vac´ıos) corresponden las energ´ıas
libres cuya condicio´n inicial es “esp´ın arriba” (“esp´ın abajo”). El valor del campo
de coexistencia corresponde al punto donde se intersectan las curvas.
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Figura 4.10: Curvas de coexistencia en el plano T −H para tubos de radios R =
6, 12, 18, 24 y 36. Para cada caso se aplicaron campos superficiales Hs = 0,00, 0,25
y 0,50.
para valores no nulos de campo magne´tico. Como puede apreciarse, el valor del
campo donde ocurre dicha interseccio´n depende de la temperatura y disminuye
con el aumento de la temperatura.
Los puntos de coexistencia obtenidos para tubos de diferentes taman˜os y con
distintos campos superficiales aplicados se muestran en la Figura 4.10. Para todos
los radios considerados se observa que la accio´n del campo superficial positivo des-
plaza las curvas de coexistencia a valores negativos del campo H. Si, por ejemplo,
tomamos un tubo de radio R = 36, veremos que, para una dada temperatura, el
campo de coexistencia toma valores negativos mayores en valor absoluto cuan-
to ma´s grande sea el campo superficial aplicado. Por otro lado, si consideramos
HS = 0,25, se observa que el campo de coexistencia tambie´n depende del taman˜o
del tubo, siendo mayor en valor absoluto cuanto ma´s pequen˜o es el radio del tu-
bo. La dependecia de las curvas de coexistencia con los para´metros del sistema
esta´ dada por la ecuacio´n de Kelvin, cuya extrapolacio´n a T = 0 deviene en [54]
HC(R,HS) = −2HS
R
. (4.5)
De la anterior ecuacio´n puede verse que las curvas de coexistencia claramente
dependen del cociente HS
R
. En particular para los casos R = 36 con HS = 0,50 y
R = 18 con HS = 0,25, donde dicho cociente es igual para ambos casos, las curvas
coinciden perfectamente. Adema´s, una extrapolacio´n aproximada a T = 0 para
ambos casos resulta Hcoex(T = 0) ≈ 0,027, es decir, cercano al valor obtenido por
medio de la Ec. (4.5), a saber −2HS
R
= −0,027, donde la l´ınea sobre la u´ltima cifra
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Figura 4.11: Gra´fico del campo de coexistencia en funcio´n de la inversa del radio
del tubo para dos temperaturas T = 2,00 y T = 4,00. Para cada temperatura se
consideraron los campos superficiales Hs = 0,25 y Hs = 0,50. Las l´ıneas se han
dibujado para guiar el ojo. El recuadro interior muestra que las curvas con disinto
HS colapsan, con lo cual la pendiente de las curvas poseen dependencia con la
temperatura.
indica su periodicidad. Lo mismo ocurre para los casos R = 12 con HS = 0,50 y
R = 6 con HS = 0,25, aunque debido a efectos de borde la curva correspondiente
al tubo con R = 6 se encuentra desplazada. Resulta interesante destacar que las
curvas de coexistencia coinciden con el eje de las temperaturas para el campo
superficial nulo, para todos los taman˜os considerados. Es decir, la afinidad de las
paredes con la fase representada con esp´ın arriba tiene un efecto importante a la
hora de desplazar la curva de coexistencia lo cual sugiere que, salvo para radios
muy pequen˜os, R = 6, el confinamiento no afecta el comportamiento del sistema
respecto del caso infinito. La accio´n de los campos superficiales rompe la simetr´ıa
del sistema forzando al sistema a tomar valores negativos de campo de bulk para
que ocurra la coexistencia.
En la Figura 4.11 se muestra el gra´fico del campo de coexistencia en funcio´n
del taman˜o del tubo para las temperaturas T = 2,00, s´ımbolos llenos, y T = 4,00,
s´ımbolos vac´ıos, para los valores de campos superficiales Hs = 0,25 y Hs = 0,50.
En todos los casos se observa una dependencia lineal con la inversa del radio
del tubo, 1/R, donde en particular, la extrapolacio´n al l´ımite termodina´mico,
1/R→ 0, da como resultado un campo de coexistencia nulo, como es de esperarse
para un sistema infinito. Debe destacarse el hecho que la dependencia observada
en la Figura 4.11 extiende el comportamiento de la Ec. (4.5), va´lido para T = 0, a
valores de temperatura finito. En efecto, puede advertirse que para todos los casos
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la pendiente es proporcional al campo superficial, como sugiere dicha ecuacio´n.
Debe notarse, sin embargo, que existen leves diferencias en las pendientes para
curvas correspondientes a temperaturas distintas pero un mismo HS. Atribuimos
dichas diferencias a dos factores, que pueden apreciarse en el recuadro interior de
la Figura 4.11: una dependencia te´rmica del factor de proporcionalidad debido
al colapso de curvas con misma temperatura y la presencia de efectos de borde
debido a que la diferencia entre los valores de Hcoex se hace ma´s pequen˜a cuanto
mayor es el radio del tubo.
En virtud del ana´lisis realizado sobre los datos obtenidos, podemos afirmar
que, salvo para el caso de radios muy pequen˜os, R = 6, el corrimiento en el
campo de coexistencia, estimado por me´todos de integracio´n termodina´mica, se
debe no tanto al confinamiento del ferromagneto sino a la accio´n de los campos
superficiales que se aplican sobre el mismo, como puede verse en la Figura 4.10.
Adema´s, los puntos de las curvas de coexistencia se comportan segu´n lo indica la
ecuacio´n de Kelvin.
4.5. Ana´lisis de transiciones de mojado
Se estudiaron extensivamente tubos de radio R = 12 y R = 24 donde la rela-
cio´n de aspecto se fijo´ en L/R = 12. En todos los casos se realizaron simulaciones
de 5× 105 pasos Monte Carlo, de los cuales la primera mitad se descartaron pa-
ra permitir equilibrar el sistema y las curvas obtenidas son el promedio de tres
realizaciones.
4.5.1. Resultados para tubos de radio R = 12
En la Figura 4.12 se muestra la magnetizacio´n por esp´ın, m, en funcio´n de la
temperatura T para un tubo de radio R = 12 con H = 0 pero distintos campos
superficiales, Hs. En dicho gra´fico, las curvas so´lidas con s´ımbolos llenos repre-
sentan condicio´n inicial todos los espines hacia arriba y las l´ıneas quebradas con
s´ımbolos vac´ıos, todos los espines hacia abajo. Para el caso de Hs = 0 se observa
que la magnetizacio´n esponta´nea desciende ra´pidamente, en valor absoluto, cerca
de T = 6,00 = TC(R = 12), la temperatura cr´ıtica efectiva para R = 12, y para
temperaturas mayores que e´sta, m = 0, es decir, el sistema presenta desorden.
Esta curva ha sido considerada como l´ımite al caso conocido y ya estudiado en
el Cap´ıtulo 3. Las dos ramas muestran que, para cada temperatura, el sistema
arriba al estado cuyo valor absoluto de la magnetizacio´n es igual a la magneti-
zacio´n esponta´nea, como es de esperarse. Sin embargo, la presencia de un campo
superficial, modifica la simetr´ıa observada para el caso de HS = 0. Por ejemplo, al
considerar Hs = 0,2, las curvas correspondientes a condiciones iniciales distintas
se solapan para T ≥ 5,76 en valores positivos de magnetizacio´n. Esto implica que
indistintamente de la condicio´n inicial, para tales valores de campo y temperatura
el sistema encuentra el equilibrio en la fase de espines positivos, que asociaremos
a la fase de l´ıquido. En el lenguaje de flu´ıdos, para este re´gimen de temperatu-
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Figura 4.12: Magnetizacio´n por esp´ın en funcio´n de la temperatura para distintos
campos superficiales y campo H = 0. Las l´ıneas so´lidas indican condicio´n inicial
con todos los espines hacia abajo, en cambio las l´ıneas rayadas corresponden a
condicio´n inicial con espines hacia arriba.
ras la afinidad de las paredes con la fase l´ıquido claramente favorece el llenado
del capilar. Para temperaturas menores que T = 5,75 se tiene una regio´n donde
nuevamente el sistema puede presentarse en fase l´ıquido o vapor. Para campos
superficiales mayores se observa el mismo comportamiento, sin embargo, la regio´n
de fase l´ıquido se extiende a temperaturas ma´s bajas.
Para los casos recie´n considerados, la magnetizacio´n superficial se comporta
de forma similar al resto de la magnetizacio´n del sistema a pesar de mostrar
mayor desorden respecto a lo que ocurre en las capas internas del tubo, ver
Figura 4.13. Esto se observa incluso a temperaturas bajas, T = 5,50 cuando se
considera Hs = 0,40, para ambas condiciones iniciales. Adema´s, en este caso, el
perfil radial correspondiente a la rama de fase vapor presenta un mayor desorden
en la superficie respecto de la rama l´ıquida, sin embargo, en las capas internas
del tubo la magnetizacio´n tiene el mismo valor absoluto, m(r = 0) ≈ 0,74, para
ambos perfiles. Al incrementar la temperatura el sistema encuentra el equilibrio
en la fase l´ıquida, m > 0 para todos los radios internos del tubo, donde todav´ıa
se observa mayor desorden en la superficie. Para ambas temperaturas, se verifica
que la magnetizacio´n de las capas internas del tubo es igual a la magnetizacio´n
esponta´nea del tubo, es decir, la magnetizacio´n cuando H = 0 y Hs = 0.
La Figura 4.14 muestra la magnetizacio´n en funcio´n de la temperatura cuando
se aplica un campo H = −0,03 sobre el sistema. En este caso se observa un
cambio en el comportamiento de las curvas con Hs < 0,80. En efecto, para las
curvas 0,0 ≤ Hs < 0,6 el sistema alcanza el equilibrio en la fase de espines
4.5. ANA´LISIS DE TRANSICIONES DE MOJADO 83
0 2 4 6 8 10 12
r
-0.5
0
0.5
m
(r)
T=5.50 +
T=5.50 -
T=5.90 +
T=5.90 -
Figura 4.13: T´ıpicos perfiles radiales de magnetizacio´n en funcio´n del radio para
un tubo de radio R = 12 sobre el cual no actu´a campo magne´tico. Las tempera-
turas esta´ indicadas en la leyenda y el campo superficial es HS = 0,40 en todos
los casos. Los s´ımbolos “+” y “-” representan condicio´n inicial todos el espines
hacia arriba y todos los espines hacia abajo, respectivamente. Ver detalles en el
texto.
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Figura 4.14: Magnetizacio´n por esp´ın en funcio´n de la temperatura para distintos
campos superficiales y campo H = −0,03. Las l´ıneas so´lidas indican condicio´n
incial todos los espines hacia abajo, en cambio las l´ıneas rayadas corresponden a
condicio´n inicial con espines hacia arriba.
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Figura 4.15: Perfiles radiales de magnetizacio´n para un tubo e radio R = 12
sobre el cual actu´an un campo H = −0,03 y un campo superficial HS = 0,60
para distintas temperaturas. Los s´ımbolos vac´ıos indican condicio´n inicial en fase
l´ıquido, los s´ımbolos llenos condicio´n inicial en fase gas. Salvo para T = 5,50, en el
resto de los casos exhibe un u´nico estado de equilibrio. Para T > 6,00, adema´s, se
observa la formacio´n de una interfase que separa un dominio de espines negativos
en el centro del tubo, de otro con espines positivos en la superficie de e´ste.
negativos cuando la temperatura se acerca a la cr´ıtica desde abajo. Para este
rango de campos superficiales las curvas son muy similares a sus ana´logas para
H = 0; sin embargo, en este caso, es la rama de la fase l´ıquida la que sufre un
salto abrupto hacia la fase gas. Para Hs > 0,6 el sistema pasa a la fase l´ıquida
cuando aumenta la temperatura, siendo el comportamiento similar al caso H = 0,
salvo por una ca´ıda ma´s pronunciada que se manifiesta ma´s intensamente para
el caso Hs = 0,6. Para este caso, en T ≈ TC(R = 12) se observa una fuerte
ca´ıda de la magnetizacio´n total del sistema que no se observa en la magnetizacio´n
superficial, como se infiere de los perfiles radiales (ver Figura 4.15). En efecto, para
temperaturas mayores que T = 6,00, donde la magnetizacio´n es nula, los perfiles
radiales muestran la existencia de una estructura de dominios en el sistema: en
el centro la magnetizacio´n es negativa y la superficie es positiva, observa´ndose
que m(r ≈ 8) = 0. Cabe destacar que el nu´cleo cil´ındrico del tubo de radio
rint = 8,48 posee el mismo volumen que el cascaro´n de radio interno r = rint
y radio externo r = 12, con lo cual el valor nulo de la magnetizacio´n se debe
a que dichos dominios con magnetizacio´n opuesta ocupan el mismo volumen y
no a que el sistema se encuentra en la fase desordenada. En este caso el sistema
muestra un comportamiento ana´logo al observado en la transicio´n de localizacio´n-
deslocalizacio´n donde la supresio´n del orden en el sistema se corresponde con
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Figura 4.16: Magnetizacio´n en funcio´n del campo aplicado para un tubo de radio
R = 12 en presencia de un campo superficial HS = 0,60. Se grafican con l´ıneas
so´lidas las curvas obtenidas para condicio´n inicial de esp´ınes hacia abajo y con
l´ıneas cortadas la condicio´n inicial de espines hacia arriba. El lazo de histe´resis se
encuentra desplazado hacia valores positivos de campo superficial y en particular
desaparece para temperaturas mayores e iguales a T = 6,00.
la fluctuacio´n de la interfase que separa dominios de magnetizacio´n opuesta en
el centro de la rendija. En este re´gimen, la superficie del tubo esta´ “mojada”
por un dominio de espines positivos, pero en el interior del mismo el sistema
equilibra en la fase vapor. Si se considera la rama negativa, por ejemplo para
T = 5,50, se observa la formacio´n de un pequen˜o dominio positivo en la superficie
del tubo, ver Figura 4.15, que se mantiene hasta T = 5,68, no mostrado en la
figura para facilitar la lectura del gra´fico; sin embargo para T = 5,70, el tubo
adquiere magnetizacio´n positiva. Con el aumento de la temperatura se observa
una disminucio´n del orden, un poco ma´s pronunciada para las capas internas del
tubo y, en particular, al pasar de T = 6,0 a T = 6,05 se forma la interfase antes
mencionada, que persiste incluso para T > Tc (no se muestra en el gra´fico).
Si consideramos el plano m − H, para HS = 0,60 fijo, se encuentran lazos
de histe´resis que no so´lo esta´n desplazados hacia valores negativos de campo de
bulk sino que desaparecen para temperaturas mayores o iguales a T = 6,00, ver
Figura 4.16. En el contexto de la teor´ıa de Cahn, esto implica que dicha tempe-
ratura es mayor a la temperatura cr´ıtica de prewetting, T preC (R), que establece
la existencia de la transicio´n de mojado, incluso cuando los campos aplicados
son negativos, es decir, cuando el potencial qu´ımico favorece la fase vapor. La
histe´resis presente para temperaturas menores indica que estamos atravesando
la superficie de transiciones de prewetting, que es de primer orden. Esto puede
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Figura 4.17: A la izquierda se muestra la magnetizacio´n por esp´ın en funcio´n de la
temperatura para distintos campos superficiales y campo H = −0,10. Las l´ıneas
so´lidas y rayadas indican condicio´n incial de espines hacia abajo y hacia arriba,
respectivamente. A la derecha se muestra la magnetizacio´n superficial por esp´ın
para los mismos casos.
verse, por ejemplo, para T = 5,70, donde la rama correspondiente a la fase vapor
cambia abruptamente de signo para H = −0,3. Para el mismo valor de campo,
pero a temperaturas mayores que T = 6,00, el cambio de signo es suave y no se
observa histe´resis indicando que nos encontramos en la regio´n supercr´ıtica de la
transicio´n de prewetting.
La formacio´n de la interfase puede tambie´n entenderse comparando las gra´ficas
de la magnetizacio´n superficial y la magnetizacio´n, por ejemplo, para H = −0,10
en la Figura 4.17. Aca´, en el panel izquierdo de la figura, nuevamente observamos
una ca´ıda abrupta de la rama correpondiente a la fase de espines positivos a valo-
res negativos para temperaturas que dependen del campo superficial aplicado. Sin
embargo, la magnetizacio´n superficial, presentada en el panel derecho, no cambia
de signo para HS > 0,5. Para la rama de vapor, representada por s´ımbolos llenos,
la magnetizacio´n superficial aumenta suavemente, con lo cual la formacio´n de una
pel´ıcula de espines positivos en la superficie del tubo progresa de forma paulatina
con el aumento de la temperatura. Para la rama de l´ıquido, se observa la transi-
cio´n a la fase vapor ya observada para campos superficiales no nulos; sin embargo,
para HS > 0,5 a pesar de tener una ca´ıda abrupta, la magnetizacio´n superficial
no cambia de signo, a diferencia de lo que ocurre con la magnetizacio´n total. Por
otro lado, al considerar temperaturas fijas suficientemente altas puede notarse
que al aumentar el campo superficial, tanto la magnetizacio´n como la magneti-
zacio´n superficial aumentan linealmente, sin embargo so´lo esta u´ltima cambia de
signo. Esto puede observarse tambie´n al considerar los perfiles radiales para una
temperatura fija, T = 5,70 en el caso de la Figura 4.18. Aca´, la magnetizacio´n en
las capas internas del tubo, r < 6, no se ve afectada por el incremento del campo
superficial, sin embargo, las capas contenidas en el cascaro´n 6 < r < 11, s´ı se ven
afectadas por dicho incremento. De esta figura resulta evidente que el pequen˜o
aumento en la magnetizacio´n observada en el panel derecho de la Figura 4.17 se
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Figura 4.18: Perfiles radiales para un tubo de radio R = 12 y campo H = −0,10
con distintos campos superficiales a la temperatura T = 5,70. El incremento del
campo superficial afecta no so´lo a la superficie, r > 11, sino tambie´n a las capas
externas, llegando incluso a r = 6, para el caso de H = 1,00. El nu´cleo interior
mantiene su valor de magnetizacio´n para todos los valores de campo superficial
considerados.
debe a esta regio´n intermedia del tubo que se ve arrastrada.
4.5.2. Resultados para un tubo de radio R = 24
En esta subseccio´n continuaremos con el estudio de la transicio´n de mojado en
sistemas confinados para tubos de radio R = 24 considerando que el tubo se en-
cuentra inicialmente vac´ıo o, en lenguaje ferromagne´tico, la magnetizacio´n inicial
es m0 = −1. El objetivo es determinar las regiones del espacio de para´metros del
sistema donde este´ presente la fase de espines positivos (l´ıquida), la coexistencia
de dos fases o la formacio´n de una interfase que separe dominios de magnetizacio´n
opuesta. Adema´s, evaluaremos los efectos debidos al taman˜o del sistema confian-
do que e´stos sean menos importantes debido a que aumentamos el taman˜o del
sistema comparado con la seccio´n anterior.
Comenzaremos por la Figura 4.19, donde cada curva corresponde a un va-
lor distinto de campo superficial. En particular, cuando el campo superficial es
nulo, se observa una curva similar a la Figura 3.1 del Cap´ıtulo 3, como es de
esperar. Las curvas correspondientes a campos superficiales no nulos tienen un
comportamiento ide´ntico al de R = 12: existe una temperatura para la cual el
sistema equilibra en la fase de espines positivos y e´sta es menor cuanto mayor es
el campo superficial aplicado. Este comportamiento es el esperado en virtud de
los diagramas de fases propuestos por Nakanishi y Fisher a pesar de que e´stos
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Figura 4.19: Gra´fico de la magnetizacio´n en funcio´n de la temperatura para un tu-
bo de radio R = 24. Cada curva representa un valor distinto de campo superficial
y en todos los casos el campo magne´tico es nulo, H = 0.
u´ltimos corresponden a una red semi-infinita, mientras que en nuestro caso se
trata de un sistema finito. Nuevamente, como en el caso de R = 12 no fue posible
hallar un punto triple a partir del cual la transicio´n sea de segundo orden. En
la Figura 4.20 consideramos los perfiles radiales de magnetizacio´n para el caso
donde HS = 0,75. Aqu´ı se puede observar que, para el re´gimen de temperaturas
bajas, por ejemplo T = 3,00, la magnetizacio´n se mantiene constante en las ca-
pas internas del tubo pero en la superficie se observa un aumento del desorden y
que, al aumentar la temperatura, no se advierte una variacio´n significativa de la
magnetizacio´n en el interior del tubo pero s´ı en su superficie. Sin embargo, para
T = 5,325 hay un abrupto cambio en la magnetizacio´n de todo el sistema. Recor-
demos que el tubo posee condicio´n inicial m0 = −1 y se lo deja termalizar antes
de medir la magnetizacio´n que en equilibrio alcanza m ≈ 0,8, es decir, un valor
cercano al de la magnetizacio´n esponta´nea para el sistema sin campos aplicados
para esa temperatura. Si continuamos incrementando la temperatura, observamos
un aumento del desorden en el sistema cuando superamos la temperatura cr´ıtica,
T = 6,30 > TC = 6,208, salvo en la superficie donde predomina el orden debido
a la accio´n del campo superficial. Este comportamiento resulta ma´s acentuado
para tubos de radio R = 24 que para tubos de radio R = 12 (e´sto u´ltimos no se
muestran para hacer ma´s amena la lectura).
En la Figura 4.21 se presentan los gra´ficos de la magnetizacio´n en funcio´n de la
temperatura cuando sobre el sistema se aplica un campo magne´tico H = −0,02.
En este caso nuevamente se tiene un comportamiento similar al observado para
tubos de radio R = 12: para campos superficiales HS ≤ 0,75, el desorden au-
4.5. ANA´LISIS DE TRANSICIONES DE MOJADO 89
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
r
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
m
(r)
T=3.00
T=4.00
T=5.00
T=5.25
T=5.30
T=5.325
T=5.50
T=6.00
T=6.30
Figura 4.20: Perfiles radiales de magnetizacio´n en funcio´n del radio de un tubo de
radio R = 24 sobre el cual actu´a un campo superficial HS = 0,75 para distintas
temperaturas. En todos los casos el campo magne´tico es nulo, H = 0.
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Figura 4.21: Gra´fico de la magnetizacio´n en funcio´n de la temperatura para un tu-
bo de radio R = 24. Cada curva representa un valor distinto de campo superficial
y en todos los casos el campo magne´tico es nulo, H = −0,02.
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Figura 4.22: Perfiles radiales para un tubo de radio R = 24 donde actu´an campos
H = −0,02 y HS = 1,25. Cada perfil corresponde a una temperatura distinta.
menta al incrementar la temperatura, sin embargo, cuando se consideran campos
superficiales 1,75 > HS > 0,75, el para´metro de orden cambia drama´ticamente de
m = −ms a m = ms y luego disminuye ra´pidamente a un valor cercano a m = 0.
Los perfiles radiales permiten concluir que para estas temperaturas el sistema no
se desordena y que se forma la estructura ya vista anterioremente: la superficie
se encuentra mojada (magnetizacio´n positiva) y el centro del tubo en la fase de
baja densidad (magnetizacio´n negativa). Tomando puntualmente el caso donde
HS = 1,25, ver Figura 4.22, observamos que para las temperaturas consideradas
ma´s bajas, el sistema se encuentra en su fase no mojada y presenta un mayor
desorden en la superficie para el caso de T = 4,25. Cuando se alcanza T = 4,50,
el sistema pasa a la fase totalmente mojada y, si se continua incrementando la
temperatura, se observa una leve disminucio´n del orden en todo el sistema, como
consecuencia de la agitacio´n te´rmica. Sin embargo, para T ≥ 5,75, el sistema pasa
a la fase de prewetting, es decir, el tubo no esta´ mojado pero s´ı sus paredes. Ma´s
espec´ıficamnete, para radios internos r < 15 hay un claro cambio en el signo de
la magnetizacio´n; para las capas comprendidas entre los radios 10 < r < 23, el
para´metro de orden adquiere un perfil donde e´ste aumenta de forma mono´tona
hasta la superficie, forma´ndose una interfase aproximadamente en r = 17 para
toda T ≥ 5,75. De esta manera, si mantenemos HS = 1,25 constante y aumenta-
mos la temperatura desde T = 3,00, el sistema comienza en la fase no mojada,
incursiona en la fase de mojado completo y finaliza en la fase de prewetting. De-
bemos notar que para el caso de R = 24 la formacio´n de la interfase es mucho
ma´s acentuada que en el caso de R = 12 debido a que en este u´ltimo los efectos
de borde tienen mayor presencia.
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Figura 4.23: Gra´fico de la magnetizacio´n en funcio´n del campo superficial para
distintas temperaturas tomando un tubo de radio R = 24. En todos los casos el
campo magne´tico es H = −0,02.
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Figura 4.24: Gra´ficos de la magnetizacio´n (panel izquierdo) y magnetizacio´n su-
perficial (panel derecho) en funcio´n del campo superficial HS para distintas tem-
peraturas considerando un tubo de radio R = 24. En todos los casos el campo
magne´tico es H = −0,10.
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Figura 4.25: Perfiles radiales de magnetizacio´n en funcio´n del radio de un tubo
de radio R = 24 a temperatura T = 3,00 (panel izquierdo) y T = 5,00 (panel
derecho) para distintos valores de campo superficial donde el campo magne´tico
aplicado es H = −0,10. Se puede observar que, para los mismos campos super-
ficiales, el cambio de la magnetizacio´n es mucho ma´s violento cuando T = 3,00
que cuando T = 5,00.
La magnetizacio´n como funcio´n del campo superficial se muestra en la Figu-
ra 4.23. Para T < 5,50 las transiciones de fase son muy similares a las observadas
en los casos anteriores puesto que para estas temperaturas hay una transicio´n de
la fase no mojada a la mojada al aumentar el campo superficial. Sin embargo, pa-
ra T > 5,75 la magnetizacio´n total levemente supera m = 0 incluso para valores
de campo extremadamente altos. Puesto que los perfiles radiales en esta regio´n
son muy similares a los expuestos en la Figura 4.22 (que por motivos de espacio
no se muestran aqu´ı) concluimos que la regio´n donde se forma la interfase se ex-
tiende a campos superficiales grandes. En contraposicio´n, en el caso de R = 12, el
sistema pasa a la fase de espines positivos cuando se consideraban valores de HS
muy grandes. Debemos remarcar un caso intermedio observado para T = 5,75: se
advierte un incremento en la magnetizacio´n muy similar al observado para altas
temperaturas, sin embargo, antes de estabilizarse en m = 0, como ocurre para
dichas temperaturas, sufre un abrupto aumento en su valor similar al observado
en temperaturas menores. En este caso podemos identificar un aumento de la
magnetizacio´n debido a que la superficie se moja y luego aparece una abrupta
irrupcio´n del l´ıquido dentro del tubo cuando aumentamos el campo superficial.
Finalmente, consideramos el caso donde H = −0,10. Cuando se obtienen las
curvas de magnetizacio´n en funcio´n de la temperatura se obtienen curvas simila-
res a las observadas para campos pequen˜os en los anteriores casos. No obstante,
al graficar m en funcio´n del campo superficial, como se muestra en el panel iz-
quierdo de la Figura 4.24 para todas las temperaturas se registra un pequen˜o
aumento del para´metro de orden. Este incremento se debe exclusivamente a que
la magnetizacio´n superficial presenta un ra´pido cambio de signo como puede verse
en el panel derecho de la misma figura. En particular, para temperaturas bajas,
este aumento es abrupto y se manifiesta como un “hombro” que se suaviza para
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temperaturas altas. Si bien las curvas de magnetizacio´n sugieren que en el cen-
tro del sistema no hay cambio de signo en la magnetizacio´n conviene considerar
que´ ocurre con los perfiles radiales (ver Figura 4.25). De hecho, el ana´lisis de
e´stos permite concluir que para T = 3,00 (panel izquierdo) la magnetizacio´n en
las capas internas se mantiene fija para r < 20 incluso para campos superficiales
muy grandes, sin embargo, la magnetizacio´n superficial sufre un cambio abrupto,
en concordancia con lo observado en la Figura 4.24 para T = 3,00 (curva so´lida
con c´ırculos rellenos). En particular, podemos notar que duplicando el valor del
campo superficial no se observa un importante corrimiento de la superficie como
puede observarse para HS = 2,00 (tria´ngulos llenos hacia abajo) y HS = 5,00
(cuadrados vac´ıos). Para los mismos valores de campos superficiales, pero ahora
considerando T = 5,00 (ver panel derecho de la Figura 4.25), podemos notar que
la formacio´n de un dominio de espines positivos ocurre de forma paulatina con
lo cual puede detectarse la aparicio´n de una interfase que va progresando desde
la superficie hacia las capas internas del tubo. Adema´s, debido a las agitaciones
te´rmicas, la regio´n afectada por la accio´n del campo superficial se extiende para
capas que no superan el radio interno r = 20.
4.5.3. Diagramas de fase
El ana´lisis realizado de los perfiles radiales en las anteriores secciones permi-
tieron encontrar distintas fases en el sistema y resultaron particularmente u´tiles
para detectar regiones del espacio de para´metros donde el sistema presenta in-
terfases. Sin embargo, resulta de suma utilidad considerar la elaboracio´n de los
diagramas de fase correspondientes a los casos analizados, es decir, a tubos de
radio R = 12 y R = 24. Para el primer caso hemos explorado extensivamente el
espacio de para´metros T − H − HS de forma tal de determinar las fases en la
regio´n contenida en el subespacio definido por
5,5 < T < 6,25
−0,01 < H < 0
0 < HS < 1,00.
Para R = 24, en cambio, hemos tomado
3,00 < T < 6,30
−0,01 < H < 0
0 < HS < 5,00.
T´ıpicamente consideraremos los planos T − HS para H fijo y en algunos casos
sumaremos al ana´lisis una instanta´nea de la simulacio´n que permitira´ obtener
una nocio´n visual del sistema en una regio´n particular del diagrama de fases.
Caso R = 12
Consideremos primero el caso de R = 12 y H = 0 que se muestra en la
Figura 4.26. Aqu´ı se puede observar una regio´n, contenida entre el eje de las tem-
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Figura 4.26: Diagrama de fases en el plano T -HS para un tubo de radio R = 12
tomando H = 0,00. La l´ınea so´lida con c´ırculos llenos separa la fase l´ıquida o
de espines positivos (regio´n azul), de la regio´n de coexistencia donde se observa
histe´resis (regio´n colorada). Dicha l´ınea indica los valores de temperatura y campo
para los cuales se observa un salto abrupto en la magnetizacio´n correspondiente
a la fase de espines negativos. La l´ınea rayada que coincide con el eje de las
temperaturas indica la fase paramagne´tica cuando HS = 0, en tanto la l´ınea
compuesta de puntos y rayas delimita la regio´n subcr´ıtica de la supercr´ıtica.
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Figura 4.27: Diagrama de fases en el plano T -HS para un tubo de radio R = 12 y
campo magne´tico H = −0,01. La regio´n donde se observa histe´resis (regio´n roja)
se encuentra contenida por las l´ıneas so´lidas que representan el salto abrupto en
la magnetizacio´n para las ramas de espines abajo (c´ırculos vac´ıos) y espines arriba
(c´ırculos llenos). La l´ınea rayada separa la fase de espines negativos (regio´n verde)
de la fase de espines positivos (regio´n azul) donde se observa una transicio´n suave
entre una fase y la otra. Ver detalles en el texto.
peraturas y la l´ınea so´lida con c´ırculos llenos, que corresponde a los valores de
temperatura y campo superficial para los cuales el estado del sistema depende
de la condicio´n inicial. De las simulaciones realizadas en dicha regio´n se obtienen
perfiles como los observados en la Figura 4.13 para T = 5,50, donde las capas in-
ternas del tubo mantienen el signo de la magnetizacio´n inicial pero en la superficie
existe un mayor desorden. Si para una temperatura dada en esta regio´n aumenta-
mos el campo superficial atravesaremos la l´ınea so´lida llegando a la regio´n donde
el sistema presenta la fase de espines positivos, que asociamos con la fase l´ıquida
en el gas de red. Esta l´ınea, entonces, representa el salto abrupto en la rama de la
fase de espines negativos observado en la Figura 4.12. Por otro lado, sobre la l´ınea
rayada que se extiende en el eje de las temperaturas entre Tc(R = 12) = 6,02 y
TC = 6,208 el sistema presenta desorden total y se corresponde con los valores
donde m = 0 para el caso de HS = 0 en la u´ltima figura mencionada. A diferencia
de lo que se observa en el diagrama de fase de la Figura 4.4 no se pudo determinar
un punto triple a partir del cual la transicio´n sea de segundo orden. Sin embargo,
no consideramos que e´sto implique que dicho punto no exista en nuestro modelo,
por el contrario, es posible que e´ste se encuentre muy pro´ximo al punto cr´ıtico
efectivo y, como consecuencia, las fluctuaciones apantallen los efectos de dicha
transicio´n.
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En la Figura 4.27 se muestra el diagrama de fases en el plano T−HS para H =
−0,01. Aqu´ı se observa no so´lo un desplazamiento de la curva que separa la regio´n
de coexistencia de la fase l´ıquida sino tambie´n del punto donde termina dicha
regio´n. Adema´s, dicho desplazamiento es acompan˜ado por la aparicio´n de la fase
de espines negativos para valores positivos de campo superficial indicada con color
verde. La l´ınea rayada indica los puntos donde el sistema pasa suavemente de la
fase gas a la fase l´ıquida, de forma ana´loga al cambio de signo de la magnetizacio´n
cuando se var´ıa el campo magne´tico para temperaturas mayores a la temperatura
cr´ıtica. Esto implica que el punto donde convergen las l´ıneas es un punto cr´ıtico,
puesto que, adema´s, para temperaturas mayores no se observa histe´resis como
s´ı ocurre para temperaturas menores en la regio´n contenida entre las l´ıneas so´lidas.
En el contexto de los diagramas de fase de Nakanishi y Fisher este punto puede
ser interpretado como el punto cr´ıtico de prewetting. En dichos diagramas, para
temperaturas menores que la del punto cr´ıtico de prewetting una superficie de
transiciones de primer orden separa la fase no mojada de la mojada, en tanto que
para temperaturas mayores la transicio´n es suave, tal como se observa en nuestros
diagramas de fase. Adema´s, debemos notar que la proximidad de este punto al
punto cr´ıtico efectivo del sistema, TC(R = 12) ≈ 6,05, refuerza el argumento
sostenido en el pa´rrafo anterior donde afirmamos que el punto triple que se espera
ver en el plano H = 0 se encuentra muy cerca del punto cr´ıtico efectivo y, por lo
tanto, no es posible observar transiciones de mojado continuas en dicho plano.
Ahora consideraremos el caso de H = −0,02, que se muestra en la Figura 4.28.
Aqu´ı podemos observar que el punto donde convergen todas las l´ıneas so´lidas se
desplaza hacia temperaturas ma´s bajas y campos superficiales mayores respecto
del caso de H = −0,01. Adema´s, observando cuidadosamente los perfiles radiales
podemos identificar la regio´n donde el sistema presenta una interfase que separa
la zona central del tubo con espines negativos de la zona pro´xima a la superficie
donde los espines son positivos. En esta regio´n del espacio de fases el sistema
adquiere la estructura de dominio de espines negativos en el centro del tubo y
dominio de espines positivos en el cascaro´n exterior mostrada anterioremente en
los perfiles radiales. Consideremos una trayectoria comenzando en T = 6,00 y
HS = 0 hacia valores positivos de campo superficial. En el punto donde inicia-
mos la trayectoria el sistema se encuentra en la fase de espines negativos (regio´n
verde) y continuara´ en dicha fase hasta alcanzar la l´ınea punteada donde la mag-
netizacio´n superficial sera´ nula pero todav´ıa m < 0. Al atravesar dicha l´ınea el
sistema presenta la estructura de interfase ya estudiada (regio´n celeste) y si con-
tinuamos incrementando el campo superficial la interfase se desplaza hacia capas
internas del tubo desapareciendo cuando la magnetizacio´n total del sistema es
positiva (regio´n azul). En ambos casos el cambio de re´gimen ocurre de forma
suave. Adema´s, del ana´lisis de los perfiles pudimos observar que si la transicio´n
ocurre cerca del punto cr´ıtico de prewetting, es decir acerca´ndonos a la regio´n
roja, la misma sera´ ma´s pronunciada. En cambio, para temperaturas cercanas
pero menores a T = 6,2 (regio´n blanca por encima de la l´ınea rayada con pun-
tos), la misma sera´ ma´s suave. Para dichas temperaturas se observa desorden en
la zona central del tubo pero magnetizacio´n superficial positiva tal (Figura 4.20
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Figura 4.28: Diagrama de fases en el plano T -HS para un tubo de radio R = 12
tomando H = −0,02. Respecto de los diagramas de fase anteriores se observa la
aparicio´n de una regio´n, contenida entre las l´ıneas punteada y rayada, donde el
sistema presenta una interfase que separa un dominio de magnetizacio´n positiva
en la superficie de otro con magnetizacio´n negativa en el centro del tubo. En
la regio´n limitada por las l´ıneas llenas se observa histe´resis al variar HS a T
constante, indicando que la transicio´n de la fase de espines positivos a la fase de
espines negativos es de primer orden.
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Figura 4.29: Diagrama de fases en el plano T -HS para un tubo de radio R = 12
tomandoH = −0,04. En este diagrama de fases se observa una topolog´ıa similar al
caso H = −0,02 de la Figura 4.28. Sin embargo, debe advertirse un aumento en el
a´rea de la regio´n donde hay interfase y un desplazamiento del punto cr´ıtico donde
convergen las l´ıneas hacia temperaturas bajas y campos superficiales grandes.
ver T = 6,30). Para valores menores que el punto cr´ıtico de prewetting (T ≈ 5,9)
todav´ıa observamos la regio´n roja donde se presenta histe´resis que separa la fase
magnetizacio´n negativa de la fase magnetizacio´n positiva.
Para el caso de H = −0,04 nuevamente observamos un desplazamiento del
punto cr´ıtico hacia temperaturas menores y campos superficiales mayores, tal
como se espera en el diagrama de fases de la Figura 4.4 donde la superficie de
transiciones de prewetting finaliza en una curva cr´ıtica que tambie´n se desplaza
hacia temperaturas bajas y campos superficiales grandes cuanto menor es el cam-
po de bulk aplicado. En este caso nuevamente podemos identificar las regiones de
magnetizacio´n negativa, que, acompan˜ando el desplazamiento del punto cr´ıtico,
se extiende a temperaturas bajas y campos superficiales grandes. Tambie´n puede
observarse un aumento en la superficie ocupada por la regio´n donde se obser-
va interfase y el corrimiento de la fase de magnetizacio´n positiva hacia campos
superficiales grandes.
Caso R = 24
Tomando inicialmente H = 0 se puede observar, como en el caso de R = 12,
tres regiones bien definidas (ver Figura ??). La regio´n roja indica la coexistencia
de fases, donde dependiendo de las condiciones iniciales el tubo puede quedar en
la fase l´ıquido o fase gas. Como en el caso de R = 12, dicha regio´n limita con la
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Figura 4.30: Diagrama de fases en el plano T -HS para un tubo de radio R = 24
tomando H = 0,00. La l´ınea so´lida separa la fase de espines positivos de la regio´n
de coexistencia. En tanto en la regio´n que esta´ por encima de la l´ınea rayada con
puntos se observa desorden en las capas centrales del tubo pero la formacio´n de
un dominio positivo de espines en la pared del tubo.
regio´n azul donde el estado de equilibrio corresponde a el tubo en la fase l´ıquido (o
con magnetizacio´n positiva). Por otro lado, la l´ınea cortada con puntos delimita
la regio´n blanca donde so´lo se mojan las paredes del sistema, es decir donde la
zona central del tubo presenta desorden pero la superficie posee magnetizacio´n
positiva (recordar T = 6,30 en la Figura 4.20).
En el caso de H = −0,02, ver Figura 4.31, (y H = −0,01 no mostrado por
brevedad), se observa un comportamiento similar al caso de R = 12. Aqu´ı nueva-
mente el punto cr´ıtico de prewetting se desplaza hacia temperaturas ma´s pequen˜as
y en e´l converge la curva punteada que indica los valores de T y HS para los cua-
les se observa una transicio´n suave de la regio´n no mojada a la fase donde se
forma la interfase. A dicho punto tambie´n converge la l´ınea rayada que separa la
fase de espines positivos (abajo) de la regio´n donde observamos interfase (arriba)
cuya transicio´n es de primer orden de´bil o segundo, segu´n sugiere las curvas de
magnetizacio´n en funcio´n de temperatura antes consideradas. Debemos notar una
leve disminucio´n en la temperatura a la que ocurre esta transicio´n cuando nos
acercamos al punto cr´ıtico de prewetting. Si recordamos la Figura 4.23 podre-
mos ver co´mo se comporta el sistema en esta “pen´ınsula” de la regio´n donde hay
interfase. Aumentando el campo superficial con T = 5,75 fija observabamos un
aumento ra´pido en la magnetizacio´n y luego un salto abrupto. El ra´pido aumento
se corresponde a la formacio´n de la interfase en el tubo acercando la magneti-
zacio´n total a m = 0, sin embargo al seguir aumentando el campo, el sistema
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Figura 4.31: Diagrama de fases en el plano T -HS con H = −0,02 fijo para un
tubo de radio R = 24. As´ı como para el caso de R = 12 el punto cr´ıtico se des-
plaza a valores ma´s chicos de temperatura y ma´s grandes de campo superficial.
La formacio´n de la interfase persiste incluso para campos superficiales extrema-
damente altos y salvo en las proximidades del punto cr´ıtico es independiente de
la temperatura.
adquiere magnetizacio´n positiva, es decir, se moja completamente. Para tempe-
raturas mayores, no atravesamos la l´ınea rayada sino so´lo la punteada y so´lo se
observa magnetizacio´n positiva en la superficie. Para temperaturas menores, en
cambio, el sistema cambia abruptamente de signo, indicado con la l´ınea so´lida en
el diagrama de fases de la Figura 4.31.
En la Figura 4.32 se observa una instanta´nea del tubo tomada de la simulacio´n
correspondiente a T = 5,00 y HS = 0,50, es decir, en la regio´n de coexistencia
para H = −0,02, donde los cuadrados negros indican magnetizacio´n positiva y
los espacios blancos magnetizacio´n negativa. Para ser precisos, dichos puntos re-
presentan el promedio de la magnetizacio´n para un radio r y un l fijos, donde este
u´ltimo representa una seccio´n cualquiera del tubo, es decir 0 < l < L. Habien-
do partido de la condicio´n inicial con todos los espines negativos (todo el tubo
blanco) y luego de haber transcurrido 105 pMC, puede observarse la formacio´n
de un pequen˜o dominio de magnetizacio´n positiva aunque, en promedio, la mag-
netizacio´n de la superficie es negativa. Sin embargo, al aumentar la temperatura
a T = 6,00 y el campo superficial a HS = 1,00 el sistema llegara´ a la regio´n
con magnetizacio´n nula, debido a la existencia de dos dominios de magnetizacio´n
opuesta separados por una interfase a lo largo del tubo y para un radio fijo, en
virtud de lo analizado con los perfiles radiales. E´sto puede verse tambie´n con
instanta´neas como se muestra en la Figura 4.33 donde hay una fuerte presencia
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Figura 4.32: Instanta´neas bidimensionales de las simulaciones para un tubo de
radio R = 24 con H = −0,02, HS = 0,50 y T = 5,00. El eje del tubo coincide con
la direccio´n horizontal y su radio aumenta en el eje de las ordenadas. Los puntos
negros indican sitios con magnetizacio´n positiva y los espacios blancos sitios con
magnetizacio´n negativa. Comenzando con todos los espines negativos, se observa
un pequen˜o dominio de espines positivos en la superficie debido a la accio´n del
campo superficial. Ver en el texto detalles sobre el proceso de proyeccio´n al plano
del sistema.
de espines positivos cerca de la superficie que se extiende hasta aproximadamente
r = 17. En este punto vale la pena hacer la siguiente consideracio´n: el volumen
de la corteza exterior ocupada por espines positivos es
Vex = pi(R
2 − r2)L,
en tanto el volumen del nu´cleo interno es
Vint = pir
2L,
El valor de r para el cual dichos volu´menes son iguales satisface r = R√
2
, que para el
caso particular de R = 24 resulta r = 16,97, es decir, muy pro´ximo al identificado
por una simple inspeccio´n visual de la instanta´nea de la simulacio´n. Adema´s
pueden detectarse formaciones alternadas de dominios positivos y negativos a
lo largo del tubo similares a las vistas en el Cap´ıtulo 3. Debemos aclarar, sin
embargo, que aun nos encontramos lejos del punto cr´ıtico pues T = 6,00, H 6= 0
y HS 6= 0.
Finalmente, para el caso de H = −0,05 nuevamente observamos un desplaza-
miento el punto cr´ıtico hacia valores bajos de temperatura y grandes de campo
superficial (ver Figura 4.34). Debemos notar, que a diferencia de lo que ocurre pa-
ra el caso de R = 12, la curva que separa la fase de espines positivos de la regio´n
con interfase tiene una pendiente mucho menos pronunciada sugiriendo que la
transicio´n se ve fuertemente afectada por el taman˜o del sistema. Podemos nueva-
mente observar cualitativamente estas interfases con las instanta´neas del sistema
obtenidas de las simulaciones (ver las Figuras 4.35 y 4.36). La primera de ellas
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Figura 4.33: Instanta´neas de las simulaciones para un tubo de radio R = 24
con H = −0,02, HS = 1,00 y T = 6,00. En este caso se observa un importante
dominio de magnetizacio´n positiva que cubre toda la superficie del tubo y se
extiende hasta radios menores que r = 17. Debido a la proximidad con el punto
cr´ıtico del sistema las fluctuaciones generan dominios de magnetizacio´n positiva
que se extienden a todo el interior del tubo causando una importante rugosidad
en la interfase.
Figura 4.34: Diagrama de fases en el plano T -HS para un tubo de radio R = 24,
tomando H = −0,05.
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Figura 4.35: Instanta´neas de las simulaciones para un tubo de radio R = 24
con H = −0,05, HS = 2,00 y T = 5,00. La interfase que separa los dominios
presenta una baja rugosidad permitiendo identificar fa´cilmente un dominio de
magnetizacio´n negativa para r < 20 y otro de magnetizacio´n positiva para
r > 20. Claramente esta configuracio´n muestra que las paredes del tubo se
encuentran mojadas.
muestra la formacio´n de la interfase para el caso donde T = 5,00 y HS = 2,00.
Aca´, a pesar de estar cerca del punto cr´ıtico donde convergen las l´ıneas, se obser-
van las dos fases bien definidas: en el centro del tubo la fase gas y en la superficie
la fase l´ıquida. Debemos notar que debido a la baja temperatura considerada se
observa una superficie con poca rugosidad. Sin embargo, cuando nos acercamos
al punto cr´ıtico del sistema aumentando la temperatura a T = 6,00 y fijando el
campo superficial en HS = 1,00 observamos una mayor rugosidad en la interfase
dificultando la identificacio´n de un radio para la misma.
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Figura 4.36: Instanta´neas de las simulaciones para un tubo de radio R = 24
con H = −0,05 HS = 1,00 T = 6,00. A diferencia de la Figura 4.35, se obser-
va una importante rugosidad en la interfase aunque todav´ıa puede distinguirse
claramente el dominio de magnetizacio´n positiva (puntos negros) del dominio de
magnetizacio´n negativa (espacios blancos). En el lenguaje de fluidos, podemos
decir que se observa una regio´n de alta densidad en la superficie del tubo y una
de baja densidad en el centro del mismo.
Cap´ıtulo 5
Conclusiones y Perspectivas
En esta tesis doctoral hemos estudiado distintos aspectos del comportamiento
de sistemas confinados en el marco de la Meca´nica Estad´ıstica empleando, como
herramienta fundamental, simulaciones computacionales tipo Monte Carlo de un
modelo de Ising. Como aspectos relevantes podemos destacar la determinacio´n
de la temperatura cr´ıtica del sistema y una buena estimacio´n de sus exponen-
tes cr´ıticos, compatibles con la clase de universalidad de Ising en 3 dimensiones,
utilizando tanto determinaciones en el equilibrio como estudios de la dina´mica
cr´ıtica. La accio´n de campos de bulk sobre el sistema, en competencia con cam-
pos superficiales, exhibe fases ana´logas a las encontradas en sistemas donde so´lo
actu´an campos superficiales competitivos. Los diagramas de fase hallados son
compatibles con los propuestos por Nakanishi y Fisher [25], correspondientes a
un sistema semi-infinito, lo cual sugiere que el comportamiento del sistema en
estas condiciones es tipo campo medio.
Especificamente para el caso del estudio del comportamiento critico del siste-
ma en ausencia de campos, hemos realizado simulaciones nume´ricas Monte Carlo
del modelo de Ising confinado en una geometr´ıa cuasi-cil´ındrica de radio R y lar-
go L. Para el caso de las medidas en equilibrio, los resultados obtenidos fueron
estudiados empleando me´todos de la teor´ıa de escaleo finito, donde, a diferencia
de las leyes de escala ma´s simple, dos modificaciones han sido introducidas:
(a) las funciones de escaleo dependen isotro´picamente de la longitud de corre-
lacio´n ξ, as´ı como de las dimensiones del sistema, L y R. En este sentido,
usando relaciones de funciones homoge´neas bien conocidas hemos encontra-
do que es necesario incorporar un nuevo argumento para el escaleo, a saber,
la relacio´n de aspecto, C ≡ R/L, debe mantenerse constante para lograr un
colapso satisfactorio de las medidas obtenidas de las simulaciones.
(b) para el l´ımite termodina´mico L → ∞ y R → ∞, manteniendo la relacio´n
de aspecto constante y fijando la temperatura en un valor menor que la
cr´ıtica, la funcio´n de correlacio´n axial tiene una ca´ıda exponencial simple.
En nuestras simulaciones, la geometr´ıa de los poros se obtuvo mediante un
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disco de radio R, cuya distribucio´n de sitios es triangular, de tal manera de obte-
ner un cilindro de longitud L. Debido a la disposicio´n de los sitios en la secciones
transversales del poro la geometr´ıa resulta ser cuasi-cil´ındrica, en el sentido que la
superficie no es exactamente circular sino que presenta irregularidades. Utilizando
resultados de escaleo de taman˜o finito, nuestras extrapolaciones de las tempera-
turas cr´ıticas efectivas en el l´ımite termodina´mico arrojaron TC(∞) = 6,208(4),
es decir, un valor mayor tanto a la temperatura cr´ıtica del modelo de Ising tri-
dimensional de red cu´bica, TCSL = 4,51142(5), como a la correspondiente al caso
bidimensional de red triangular, Ttriang2D = 3,641, pero cercano al valor repor-
tado para la temperatura cr´ıtica del modelo de Ising tetradimensional de red
hipercu´bica, Thipercub4D ≈ 6,682.
Midiendo los perfiles radiales de magnetizacio´n de los tubos, observamos una
fuerte supresio´n del orden en la superficie debido a las condiciones de borde li-
bres. En este contexto, donde la superficie presenta desorden cuando hay un claro
orden en el masivo del sistema, podemos indentificar las transiciones observadas
con la transicio´n ordinaria. La extrapolacio´n de los perfiles radiales por fuera de
la superficie de los tubos nos permitio´ determinar la longitud de extrapolacio´n,
que mostro´ comportarse segu´n predice la teor´ıa de campo medio a valores de tem-
peratura suficientemente bajos, donde las fluctuaciones son irrelevantes. Adema´s,
se observo´ co´mo estos efectos de superficie producen el redondeado de las curvas
de magnetizacio´n de los poros que, adema´s, es desplazado hacia temperaturas
menores de TC(∞) cuanto menor es el radio del tubo. Estos efectos son tambie´n
constatados por los drama´ticos desplazamientos y reduccio´n de los picos de la
susceptibilidad y calor espec´ıfico, es decir, la desaparicio´n de singularidades en
estas cantidades. Sin embargo, en virtud de la discusio´n hecha en pa´rrafos ante-
riores, el hecho de mantener la relacio´n de aspecto constante permitio´ encontrar
un satisfactorio colapso de los datos, como es predicho por la teor´ıa de escaleo
finito [13].
Por otro lado, las medidas de la longitud de correlacio´n axial son consistentes
con la formacio´n de dominios alternados de magnetizacio´n opuesta a lo largo del
tubo. Esta observacio´n es adema´s corroborada por las instanta´neas de las con-
figuraciones generadas, donde se observan estos dominios alternados. Adema´s,
hemos podido determinar que el taman˜o medio de estos dominios dependen li-
nealmente del radio del poro, siempre que se mantenga C ≡ R/L = constante.
Ma´s espec´ıficamente, encontramos que ξ = 0,43R.
La determinacio´n de la temperatura cr´ıtica permitio´ estudiar la dina´mica de
relajacio´n del sistema a dicha temperatura. A la temperatura cr´ıtica, la evolucio´n
temporal de distintos observables f´ısicos, como la magnetizacio´n y el cumulante
de segundo orden, se corresponde con leyes de potencia: relajacio´n cr´ıtica. Los
exponentes de dichas evoluciones temporales son combinaciones de los exponentes
cr´ıticos de la clase de universalidad del sistema, por lo tanto, el ajuste de esas
evoluciones permite estimar los exponentes correspondientes. De las simulaciones
realizadas hemos podido estimar los exponentes cr´ıticos de la magnetizacio´n y la
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correlacio´n, β y ν, respectivamente, que esta´n en buen acuerdo con los valores
reportados. Cabe destacar que los valores de los exponentes cr´ıticos estimados
fueron obtenidos excluyendo la evolucio´n de los observables en la superficie. En
efecto, la incorporacio´n de la superficie en el promedio de los observables produc´ıa
distorsiones en las curvas que imped´ıan una buena estimacio´n de los exponentes.
Estas distorsiones las atribuimos a fuertes efectos de borde que produce la super-
ficie y que se hicieron ma´s evidentes en la dina´mica que en el equilibrio.
Por otra parte, en el cap´ıtulo 4 se estudio´ el comportamiento de las fases del
sistema sometido a diversos valores de campo de bulk H y de campo superficial
HS, con el fin de evaluar la existencia de transiciones de mojado en el tubo. Los
campos superficiales positivos se pueden interpretar como un potencial qu´ımico
que actu´a localmente sobre la superficie y favorece la fase l´ıquida, mientras que
el campo de bulk negativo se corresponde a un potencial qu´ımico que favorece la
fase vapor en el sistema. Tomando como punto de partida la teor´ıa de Cahn y
en particular los diagramas de fase de Nakanishi y Fisher para el caso en mejora-
miento (enhacement) subcr´ıtico, re´gimen en el cual se encuentra nuestro sistema,
se analizaron las distintas fases que presento´ el modelo estudiado.
Mientras que en el l´ımite termodina´mico el sistema sufre una transicio´n de
primer orden en H = 0, para sistemas con R finito la magnetizacio´n salta de un
valor negativo a uno positivo en un valor no trivial HC(R,HS, T ). En el plano
T − H, la curva de coexistencia correspondiente a R → ∞ es el segmento del
eje de temperaturas con T < TC , sin embargo, la accio´n del campo superficial
positivo desplaza e´sta a valores negativos del campo. Las curvas de coexistencia
obtenidas para tubos de diferentes radios y campos superficiales esta´n en acuerdo
con las propuestas teo´ricas. En particular la extrapolacio´n a temperatura nula
esta´ en buen acuerdo con el valor predicho por la ecuacio´n de Kelvin [54] y so´lo
presenta una diferencia marginal debida a efectos termicos. Adema´s, en virtud de
dicha ecuacio´n, las curvas de coexistencia dependen exclusivamente de la relacio´n
entre el campo superficial y el radio del poro. Esto se observa en la excelente su-
perposicio´n de curvas obtenidas para casos donde se ha mantenido fija la relacio´n
HS
R
. Para distintas temperaturas y valores de campo superficial se comprobo´ que
el sistema se comporta segu´n la ecuacio´n de Kelvin, que determina el valor de
campo de coexistencia en funcio´n del radio del tubo. En particular, la extrapola-
cio´n de estos resultados para tubos de radios grandes, 1/R → 0, muestra que el
campo de coexistencia es nulo para cualquier campo superficial, en acuerdo con
lo esperable en el l´ımite termodina´mico.
Por otro lado, fueron analizados extensivamente los perfiles radiales en tubos
de radio R = 12 y R = 24 bajo la accio´n de diversos campos. Los resultados
obtenidos muestran que, como se espera de la teor´ıa de Cahn, la aplicacio´n de
campos superficiales positivos sobre el sistema favorece la fase l´ıquida en el in-
terior del poro. Para campo nulo, se observa un abupto cambio de signo en la
rama de la fase vapor al aumentar el campo superficial. A diferencia de lo pre-
dicho por los diagramas de fase de Nakanishi y Fisher, no se detecta un campo
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HSC a partir del cual la transicio´n de mojado es cr´ıtica. Esto se debe a que,
de existir dicho campo en este modelo, el efecto de mojado se ve superado por
las correlaciones en todo el sistema, debido a la proximidad con la temperatura
cr´ıtica. Por su parte, la aplicacio´n de campos negativos permite identificar en los
planos T − HS cuatro regiones bien definidas. Para valores grandes de campos
superficiales y temperaturas menores que Tpre(HS), que corresponde a la l´ınea
de transiciones de prewetting, se observa la fase con todos los espines apuntando
en la direccio´n positiva. En esta regio´n, la accio´n del campo superficial local se
extiende a todo el interior del tubo favoreciendo el llenado del mismo, incluso
si el sistema esta´ sometido a un campo de bulk negativo. Manteniendo fijo HS
y aumentando la temperatura por encima de Tpre(HS) se encuentra una regio´n
donde se observa una interfase en el sistema: el centro del tubo posee magnetiza-
cio´n negativa, en cambio su superficie esta´ “mojada” por un dominio de espines
positivos. En particular, existe un valor de campo superficial a partir del cual la
formacio´n de dicha interfase se da en forma suave, pero para valores menores a
ese campo superficial la transicio´n es mucho ma´s intensa, pudiendo ser de primer
orden de´bil, como se espera para prewetting, o cr´ıtica. La disminucio´n del campo
superficial produce la desaparicio´n de la pel´ıcula de espines positivos que recubre
la superficie de forma suave hasta el punto en el cual el sistema se encuentra en
la fase de vapor, donde la magnetizacio´n de todo el poro es negativa. Si continua-
mos reduciendo la temperatura encontramos una regio´n donde aparecen estados
metaestables, es decir, si el sistema tiene como condicio´n inicial todos los espines
positivos llegara´ a un estado con magnetizacio´n positiva, en cambio si comienza
con todos los espines negativos alcanzara´ un estado con magnetizacio´n negativa.
Resulta interesante destacar que, dentro de esta regio´n y camino a la fase l´ıquida
a temperatura constante, la rama de la fase vapor presenta la formacio´n de una
pel´ıcula delgada, que es precursora del abrupto salto que sufre para campos su-
perficiales ma´s grandes. Las l´ıneas que separan las anteriores regiones convergen
a un punto TpreC(H), el punto cr´ıtico de prewetting en la teor´ıa de Cahn. Para
valores menores que esta temperatura se observan histe´resis que sugieren la pre-
sencia de una transicio´n de fase de primer orden, en cambio para valores mayores
no se observa ma´s dicha histe´risis. Al considerar campos ma´s pequen˜os, negativos
pero mayores en valor abosluto, dicho punto cr´ıtico se desplaza a temperaturas
menores y campos superficiales mayores, tal como ocurre con el punto cr´ıtico de
prewetting, en los diagramas de fase de Nakanishi y Fisher.
Finalmente, podemos mencionar que el sistema considerado en esta tesis doc-
toral deja abierta la puerta al estudio de otros aspectos del mismo. En efecto,
resulta interesante considerar el caso donde las paredes del tubo no son una sim-
ple fase espectadora sino que puede actuar sobre el sistema ma´s alla´ de un campo
superficial. En tal caso, uno de los para´metros que resulta afectado es la inter-
accio´n de los sitios superficiales que puede ser distinta a la interaccio´n del resto
de los sitios. Esto implica agregar un para´metro ma´s al sistema que, en el marco
de la teor´ıa de Cahn, es el mejoramiento (enhacement) o equivalentemente Js, la
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interaccio´n de sitios superficiales. De esta forma, puede estudiarse co´mo se ven
afectadas las transiciones de mojado y prewetting dependiendo de la intensidad de
la nueva interaccio´n superficial. Para valores grandes de mejoramiento, se espera
que la superficie se ordene a temperaturas mayores que la cr´ıtica a campo de bulk
nulo con lo cual se observar´ıa la presencia de prewetting en la regio´n supercr´ıti-
ca del sistema. Adema´s, con una eleccio´n apropiada de la interaccio´n superficial
puede encontrarse el “punto especial”, donde el sistema debiera ordenar de forma
conjunta la superficie y el masivo a temperatura cr´ıtica. Considerando tambie´n
la dina´mica cr´ıtica en estas condiciones es posible estimar los exponentes cr´ıti-
cos para las transiciones especiales y extraordinarias que pertenecen a clases de
universalidad distintas que la ordinaria.
Por otro lado, en este trabajo hemos podido encontrar una combinacio´n de
campo de bulk y campo superficial donde se observa una fenomenolog´ıa similar a
la presente en la transicio´n de localizacio´n-deslocalizacio´n: el para´metro de orden
se anula ide´nticamente pero no por alcanzar la fase paramagne´tica sino por la for-
macio´n de un dominio de espines positivos cerca de la superficie y otro de espines
negativos en el centro. Para ser precisos, dicha transicio´n ha sido observada en
sistemas con geometr´ıa rectangular, donde los campos superficiales competitivos
actu´an sobre planos [101]. Resulta evidente que el sistema considerado en este
trabajo no permite tal situacio´n puesto que tiene so´lo una superficie. Para estu-
diar la mencionada transicio´n hemos propuesto considerar un cascaro´n cil´ındrico
de radio interno Ri y radio externo Re sobre los cuales pueden actuar campos
superficiales Hsi y Hse , respectivamente. De esta forma, el sistema posee dos su-
perficies con campos competitivos, emulando la situacio´n de la geometr´ıa plana.
Con una adecuada eleccio´n de campos superficiales, se espera observar la deslo-
calizacio´n de la interfase al centro del tubo cuando se aumente la temperatura.
En el caso l´ımite donde Ri → 0 se espera recuperar los resultados del sistema
estudiado en este trabajo, en cambio para radio grandes, se espera tener como
l´ımite los resultados obtenidos en los trabajos con geometr´ıa plana.
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