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Робота виконана на кафедрi математичних методiв системного аналi-
зу Iнституту прикладного системного аналiзу Нацiонального технiчно-
го унiверситету України “Київський полiтехнiчний iнститут iменi Iгоря
Сiкорського” в рамках державної науково-дослiдної роботи “Застосува-
ння математичних методiв в дослiдженнi iнтегральних характеристик
детермiнованих та стохастичних складних систем”, номер державної ре-
єстрацiї 0118U003669.
Дисертацiя присвячена побудовi i дослiдженню крайових задач в
областi на нескiнченновимiрних многовидах i просторах. Дослiдження
крайових задач з нескiнченновимiрним аргументом є однiєю з найва-
жливiших задач функцiонального аналiзу. Одним з предметiв дослiдже-
ння функцiонального аналiзу є нескiнченновимiрнi топологiчнi векторнi
простори, їх вiдображення та пов’язанi об’єкти. Iсторично функцiональ-
ний аналiз завдячує своїм виникненням як напрямку дослiдженню пере-
творення Фур’є, диференцiальних i iнтегральних рiвнянь. Починаючи з
другої половини XX столiття функцiональний аналiз поповнився цiлою
низкою роздiлiв, отриманих шляхом узагальнення класичної скiнченно-
вимiрної теорiї на нескiнченновимiрний випадок, що iлюструє актуаль-
нiсть внутрiшнього розвитку теорiї функцiонального аналiзу.
Основна частина дисертацiї складається зi вступу, чотирьох роздiлiв,
розбитих на пiдроздiли, висновкiв, списку використаної лiтератури та
додатку зi списком опублiкованих праць здобувача за темою дисертацiї
3i наукових семiнарiв та конференцiй, на яких доповiдались отриманi
результати.
У вступi до дисертацiї обґрунтовано вибiр теми дисертацiйної робо-
ти, подано короткий iсторичний огляд стану проблеми, сформульовано
мету та завдання дослiдження, висвiтлено наукову новизну, а також на-
ведено iнформацiю щодо апробацiї результатiв та публiкацiй за темою
дисертацiї.
Роздiл 1 присвячено огляду робiт, що мають вiдношення до те-
ми дисертацiйного дослiдження. Наведено огляд класичних результа-
тiв рiманової геометрiї, що стосуються предмету дослiдження: озна-
чення рiманового многовиду, iснування метричного тензора, рiманова
зв’язнiсть, зв’язнiсть Левi–Чивiти i повнота рiманового многовиду. Про-
ведено огляд ряду сучасних робiт з рiманової геометрiї, присвячених
елiптичним рiвнянням на рiманових многовидах. Розглянуто диферен-
цiйовнiсть мiр за Фомiним та за Скороходом уздовж напрямкiв, дифе-
ренцiйовнiсть уздовж векторних полiв, визначено зв’язок мiж ними.
У роздiлi 2 розглянуто нескiнченновимiрнi рiмановi многовиди. На
зв’язному рiмановому многовидi розглянуто конструкцiю внутрiшньої
метрики — iнфiмуму довжин кусково гладких кривих, що поєднують
вiдповiднi точки. Показано, що топологiя зв’язного рiманового многови-
ду, породжена внутрiшньою метрикою, не слабша за вихiдну топологiю.
Запропонована умова рiвномiрностi атласу рiманового многовиду, ви-
конання якої дозволяє довести метричну повноту многовиду за внутрi-
шньою метрикою. Доведено, що при виконаннi певних додаткових умов,
якi, зокрема, виконуються при умовi рiвномiрностi атласу, внутрiшня
метрика є узгодженою з вихiдною топологiєю многовиду.
В якостi нетривiальних прикладiв показано, що при виконаннi певних
умов межа областi та поверхня сумiсного рiвня функцiй в гiльбертовому
просторi є рiмановими многовидами з рiвномiрними атласами.
У роздiлi 3 запропоновано 𝐿2-версiю лапласiана за мiрою на (нескiн-
4ченновимiрному) рiмановому многовидi. Доведено коректнiсть задачi
Дiрiхле для рiвнянь з уведеним лапласiаном в областi рiманова мно-
говиду певного класу. Пiд коректнiстю задачi розумiється iснування та
єдинiсть розв’язку задачi.
Наведено модельний приклад рiвномiрного рiманового многовиду, для
якого реалiзуються всi умови, використаннi при доведеннi коректностi
наведеної задачi Дiрiхле.
Вводяться до розгляду простори 𝐿𝑝𝑣 векторних полiв з використанням
конструкцiї, подiбної до iнтегровностi за Бохнером. Доведено, що ви-
мiрне векторне поле лежить в 𝐿𝑝𝑣 в тому i тiльки тому разi коли його
норма лежить в функцiональному просторi 𝐿𝑝. Доведена повнота про-
сторiв 𝐿𝑝𝑣. Повнота простору 𝐿2𝑣 використовується зокрема при побудовi
лапласiана.
У роздiлi 4 дослiджується дифеоморфне вiдображення мiж нескiн-
ченновимiрними рiмановими многовидами з рiвномiрними атласами як
спосiб розширення класу коректних крайових задач.
Наведено два приклади використання методу дифеоморфiзмiв. В пер-
шому прикладi доведена коректнiсть певного класу крайових задач на
областi гiльбертового простору. В другому — отримана крайова задача,
асоцiйована зi стереографiчною проекцiєю сфери, таким чином, проiлю-
стрована робота методу дифеоморфiзмiв на рiманових многовидах, якi
не є областями в гiльбертовому просторi.
Додаток мiстить список публiкацiй здобувача за темою дисертацiї та
вiдомостi про апробацiю результатiв дисертацiї.
Основнi результати дисертацiйної роботи, якi визначають її наукову
новизну та виносяться на захист, наступнi:
– Побудовано нетривiальнi приклади певного класу нескiнченнови-
мiрних рiманових многовидiв, надiлених рiвномiрним атласом. До-
слiджено зв’язок внутрiшньої метрики з вихiдною топологiєю.
– Запропоновано 𝐿2-версiю лапласiана за мiрою на (нескiнченнови-
5мiрному) рiмановому многовидi.
– З’ясовано технiчнi умови на рiманiв многовид, за яких стає мо-
жливим встановити коректнiсть (iснування та єдинiсть розв’язку)
певного класу задач Дiрiхле для рiвнянь з лапласiаном за мiрою.
– Наведено нетривiальний модельний приклад рiманового многови-
ду, що задовольняє усi технiчнi умови, використанi при побудовi
лапласiана та доведеннi коректностi задач Дiрiхле.
– Запропоновано метод дифеоморфiзмiв як спосiб розширення класу
коректних крайових задач.
За результатами дисертацiйної роботи опублiковано п’ять наукових
статей у фахових виданнях (двi з яких опублiковано у журналi, який
iндексується наукометричними базами Scopus i Web of Science) та три
роботи у матерiалах наукових конференцiй, двi з яких є мiжнародними.
Ключовi слова: гiльбертiв простiр, рiманiв многовид, борелiвська
мiра, диференцiювання мiр, оператор Лапласа, задача Дiрiхле.
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Potapenko O.Yu. Boundary value problems in infinite-dimensional man-
ifolds. — Qualifying scientific work on the right of manuscript.
Candidate’s thesis on Physics and Mathematics, speciality 01.01.01 —
Mathematical Analysis. — National Technical University of Ukraine “Igor
Sikorsky Kyiv Polytechnic Institute”, Kyiv, 2019.
The work is prepared at the Department of Mathematical Methods of
Systems Analysis of Institute for applied system analysis of National Tech-
nical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute” in
the scope of national scientifical research program “Usage of mathematical
methods in researching integral characteristics of determined and stochas-
tic complex systems”, national registration number 0118U003669.
The thesis deals with constructing and studying boundary value prob-
lems in domains in infinite-dimensional spaces and manifolds. Research
of boundary value problems with infinite-dimensional argument is one
of the most important tasks of functional analysis. One of the research
subjects of functional analysis are infinite-dimensional topological vector
spaces, their mappings and relevant objects. Historically functional anal-
ysis emerged as a mean to research Fourier transformation, differential
and integral equations. Starting from the second half of XX-th century
functional analysis expanded to include a range of new sections via gen-
eralizing classical finite-dimensional theory results to infinite-dimensional
case, which illustrate actuality of internal functional analysis theory de-
velopment.
The main part of the thesis consists of an introduction, four sections,
divided into subsections, conclusions, list of references and an appendix
with the list of the author’s publications concerning the topic of the thesis
and the scientific seminars and conferences, at which the obtained results
were reported.
7The introduction grounds the relevance of the research topic, gives short
historical review of its state, formulates the purpose and tasks of the
research, indicates the scientific novelty and also points out where the
results of the dissertation have been discussed and published.
Section 1 provides review of works, which are relevant to the topic of
the dissertation research. A review of classical results of Riemannian ge-
ometry, that relate to the subject of research, is given, i.e., definition
of a Riemannian manifold, metric tensor existence, Riemannian connec-
tion, Levi–Civita connection and completeness of a Riemannian mani-
fold. A number of modern papers on Riemannian geometry, that consider
elliptical equations on Riemannian manifolds, is reviewed. Fomin and
Skorokhod directional differentiabilities of measures, differentiabilty along
vector fields, are reviewed, connection between them is established.
Section 2 considers infinite-dimensional Riemannian manifolds. The
construction of internal metric is considered on a connected Riemannian
manifold, i.e., infimum of lengths of piecewise smooth curves that connect
respective points. It is shown that the topology of a connected Riemannian
manifold, induced by the internal metric, is not weaker than the original
topology.
A condition of the atlas uniformity of a Riemannian manifold is pro-
posed. It is proved that a uniform Riemannian manifold is complete with
respect to the internal metric. It is shown that under some additional con-
ditions, which hold in case of a uniform atlas, internal metric is consistent
with the original manifold’s topology. Actually, the conditions needed
to prove internal metric consistency, are weaker than atlas uniformity,
however due to the need for metric completeness, we expect Riemannian
manifolds uniformity later throughout the dissertation.
In order to give a non-trivial example, it is shown that, when some
additional conditions hold, a domain boundary and a joint function level
surface are Riemannian manifolds with uniform atlases.
8In Section 3 𝐿2-version of Laplacian on an (infinite-dimensional) Rie-
mannian manifold is introduced. We prove the correctness of Dirichlet
problem for equations with the introduced Laplacian in a domain in a
Riemannian manifold of a certain class. Correctness is considered as ex-
istence and uniqueness of a problem’s solution.
A model example of a uniform Riemannian manifold, for which all the
technical conditions, used to prove correctness of the given Dirichlet prob-
lem, is given.
𝐿𝑝𝑣 vector fields spaces are introduced, in a similar fashion to the way
that Bochner integrability is built. Integral of an integrable vector field
does not make sense unless the manifold is embedded in a vector space.
It is proved that a measurable vector field belongs to 𝐿𝑝𝑣 if and only if its
norm belongs to the corresponding 𝐿𝑝 functional space. 𝐿𝑝𝑣 completeness
is proven. 𝐿2𝑣 is in particular used to construct the Laplacian.
Section 4 examines a diffeomorphic mapping between infinite-
dimensional Riemannian manifolds with uniform atlases, as a mean to
extend the class of correct boundary value problems.
Two examples are given to illustrate the diffeomorphisms method. The
first example proves correctness of a certain class of boundary value prob-
lems in a domain in a Hilbert space. The second constructs a boundary
value problem, associated with stereographical sphere projection, hence
illustrating the diffeomorphisms method on Riemannian manifolds that
are not domains in a Hilbert space.
The appendix contains applicant’s publications list concerning the topic
of the thesis and informs where the results of the dissertation have been
reported and discussed.
Prime dissertation results, which constitute dissertation novelty, are the
following:
– Non-trivial examples of classes of infinite-dimensional Riemannian
manifolds with uniform atlases are built. Connection between inter-
9nal metric and original topology is researched.
– 𝐿2 version of Laplacian with respect to measure in (infinite-dimen-
sional) Riemannian manifold is introduced.
– Technical conditions, which, if held, guarantee correctness (existence
and uniqueness) of a certain class of Dirichlet problems for equations
with the introduced Laplacian.
– Non-trivial model example of a Riemannian manifold that satisfies
all the technical conditions, used to build Laplacian and to prove
correctness of Dirichlet problem.
– Diffeomorphisms method is suggested as a mean to extend the class
of correct boundary value problems.
The main results of the thesis are published in five papers in professional
publications (two of them are published in journal indexed by Scopus and
Web of Science) and in three conference proceedings (two of them are
international).
Keywords: Hilbert space, Riemannian manifold, Borel measure, dif-
ferentiation of measures, Laplace operator, Dirichlet problem.
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ
𝐵𝑟(𝑥) вiдкрита куля радiусу 𝑟 з центром в точцi 𝑥;
cos](𝑥, 𝑦) косинус кута мiж векторами 𝑥 i 𝑦;
𝐶10(𝐺) сукупнiсть функцiй з 𝐶1(𝐺), носiї яких не перети-
наються з деякою 𝜀-межею 𝜕𝐺;
𝐶𝑏(M ) сукупнiсть обмежених неперервних функцiй на
многовидiM ;
𝐶𝑏(𝐺) сукупнiсть обмежених неперервних функцiй на
областi 𝐺;
𝐶1𝑏 (M ) сукупнiсть обмежених неперервно диференцiйов-
них функцiй на многовидiM ;
𝐶1𝑏 (𝐺) сукупнiсть обмежених неперервно диференцiйов-
них функцiй на областi 𝐺;
𝐶𝑏;𝑣(M ) сукупнiсть обмежених неперервних векторних по-
лiв на многовидiM ;
𝐶𝑏;𝑣(𝐺) сукупнiсть обмежених неперервних векторних по-
лiв на областi 𝐺;
𝐶1𝑏;𝑣(M ) сукупнiсть обмежених неперервно диференцiйов-
них векторних полiв на многовидiM ;
𝐶1𝑏;𝑣(𝐺) сукупнiсть обмежених неперервно диференцiйов-
них векторних полiв на областi 𝐺;
∆ лапласiан за мiрою: ∆ = div ∘grad;
div дивергенцiя за мiрою: div = −(grad)*;
𝜕𝐺 межа множини 𝐺;
𝐷⊥ ортогональне доповнення до множини 𝐷;
𝐹 замикання лiнiйного оператора 𝐹 ;
𝛾 граничний оператор слiду;
grad 𝑓 градiєнт функцiї 𝑓 ;
𝐺 = 𝐺 ∪ 𝜕𝐺 замикання множини 𝐺;
𝑔 метричний тензор;
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Ker𝐹 ядро оператора 𝐹 ;
𝜆min(A) найменше власне число матрицi A;
𝐿(𝑐) довжина кусково гладкого шляху 𝑐;
𝐿𝑝𝑣(M ) = 𝐿𝑝𝑣(M , 𝜎) (1 6 𝑝 < ∞) простiр iнтегровних зi степiнем 𝑝
векторних полiв на многовидi M по вiдношенню
до мiри 𝜎;
N множина натуральних чисел;
ort𝐴 ℎ орт вектора ℎ по вiдношенню до пiдпростору 𝐴;
ΦX𝑡 потiк векторного поля X;
pr𝐴 ℎ проекцiя вектора ℎ на пiдпростiр 𝐴;
𝜌 внутрiшня метрика: iнфiмум довжин кусково
гладких шляхiв, що поєднують вiдповiднi точки;
𝜌X𝜎 = div𝜎X логарифмiчна похiдна мiри 𝜎 вздовж поля X (ди-
вергенцiя поля X вiдносно мiри 𝜎);
R поле дiйсних чисел;
𝜎min(A) найменше сингулярне число матрицi A;
𝑇𝑝M дотичний до многовидуM простiр в точцi 𝑝;
𝜉𝜙 представлення вектора 𝜉 в картi 𝜙;
л.о.(𝐺) лiнiйна оболонка множини 𝐺;
о.о.(𝐺) опукла оболонка множини 𝐺;
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ВСТУП
Актуальнiсть теми. Дисертацiйна робота присвячена дослiдженню
крайових задач в областi на нескiнченновимiрних многовидах i просто-
рах. Дослiдження крайових задач з нескiнченновимiрним аргументом
є однiєю з найважливiших задач функцiонального аналiзу. Предметом
дослiдження функцiонального аналiзу є нескiнченновимiрнi топологi-
чнi векторнi простори, їх вiдображення та пов’язанi об’єкти. Iсторично
функцiональний аналiз завдячує своїм виникненням як напрямку до-
слiдженню перетворення Фур’є, диференцiйних i iнтегральних рiвнянь.
Однак, у другiй половинi XX столiття функцiональний аналiз поповнив-
ся такою низкою роздiлiв, отриманих шляхом узагальнення класичної
скiнченновимiрної теорiї на нескiнченновимiрний випадок, що, словами
А. Г. Костюченка в передмовi редактора перекладу книги [21] 1962-го
року, “Функцiональний аналiз за останнi два десятилiття настiльки роз-
рiсся, настiльки широко i глибоко проник майже в усi областi математи-
ки, що зараз навiть складно визначити власне предмет цiєї дисциплiни”.
Потреба в такому узагальненнi виникла природним чином у зв’язку з
розвитком математичної фiзики; крайовi задачi — актуальне питання цi-
єї науки, а отже, розвиток методiв побудови та аналiзу крайових задач в
нескiнченновимiрних просторах та на нескiнченновимiрних многовидах
є одним з перспективних напрямiв розвитку сучасної математики.
Найбiльш плiдними пiдходами до розгляду крайових задач в не-
скiнченновимiрних просторах виявились iмовiрнiснi методи, варiацiйний
пiдхiд та метод потенцiалiв, побудований на основi теорiї диференцiйов-
них мiр.
В скiнченновимiрному випадку задача Дiрiхле з (параболiчним) ди-
ференцiальним оператором з iмовiрнiсної точки зору вперше достатньо
повно була розглянута Дж.Л. Дубом [51]. Однак, використанi методи
дослiдження не можуть бути розповсюдженими на нескiнченновимiр-
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ний випадок за рахунок вiдсутностi нескiнченновимiрних аналогiв ви-
користаних в роботi теорем iснування i єдиностi розв’язкiв крайових
задач iз теорiї диференцiальних рiвнянь з частинними похiдними. Л.
Гросс [52] першим використав iмовiрнiсний пiдхiд в нескiнченновимiр-
ному випадку; бiльш точно, була дослiджена перша крайова задача для
елiптичних рiвнянь на абстрактному вiнеровському просторi. До бiльш
пiзнiх робiт, в яких дослiджено крайовi задачi в нескiнченновимiрних
просторах з iмовiрнiсної точки зору, вiдноситься низка робiт 1970-х ро-
кiв М.М. Фролова [41; 42; 44] i робота А.Ю. Хреннiкова [45].
Варiацiйний пiдхiд до дослiдження задачi Дiрiхле в нескiнченнови-
мiрних просторах використовується, наприклад, в роботi М.М. Фролова
[43]. Метод потенцiалiв — в роботi А.А. Беляєва [3].
Всi наведенi роботи розглядають випадок нескiнченновимiрних про-
сторiв. Наскiльки вiдомо автору, крайовi задачi на нескiнченновимiрних
многовидах ранiше дослiджено не було.
В дисертацiйнiй роботi узагальнено на випадок нескiнченновимiрних
многовидiв запропонований Ю.В. Богданським [10] пiдхiд до побудови
оператора Лапласа “в 𝐿2-версiї” та задачi Дiрiхле на його основi. Про-
слiджуються зв’язки наведених дослiджень з проблемами теорiї випад-
кових процесiв: див. роботу К.В. Ральченка i Г.М. Шевченка [56].
В дисертацiйнiй роботi використовується апарат поверхневого iнте-
грування. Однiєю з перших робiт, в якiй було розпочато дослiдження
поверхневих мiр в нескiнченновимiрному просторi, є класична робота
А.В. Скорохода [34]. Цiй тематицi було присвячено великий цикл робiт
О.В. Угланова, зокрема роботи [35; 36] (див. також книгу [59]), який
розробив побудову поверхневих мiр на поверхнях скiнченної корозмiр-
ностi в нескiнченновимiрних просторах. Але цей пiдхiд технiчно скла-
дний. Iнший варiант — пiдхiд В. I. Богачова i О.В. Пугачова [33; 46]. Вiн
ґрунтується на методi Маллявена i є також технiчно обтяжливим. Ю.В.
Богданським у роботi [10] було запропоновано iнший пiдхiд до побудо-
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ви асоцiйованої мiри для замкненої поверхнi корозмiрностi 1, вкладе-
ної в гiльбертiв простiр. Вказаний пiдхiд до побудови поверхневої мiри
на поверхнi в банаховому многовидi вперше розглядається в роботi [8].
Узагальнення побудови асоцiйованої мiри на випадок замкненої поверх-
нi довiльної скiнченної корозмiрностi, вкладеної в банахiв многовид, а
також дослiдження властивостi транзитивностi отриманої конструкцiї
виконано в роботах Ю.В. Богданського у спiвавторствi з ученицею Бог-
данського К.В. Моравецькою [11; 12].
В дисертацiйнiй роботi використовується аналог поверхневої мiри [10]
для випадку рiманового многовиду.
Зв’язок роботи з науковими програмами, планами, темами.
Робота виконана на кафедрi математичних методiв системного аналi-
зу Iнституту прикладного системного аналiзу Нацiонального технiчно-
го унiверситету України “Київський полiтехнiчний iнститут iменi Iгоря
Сiкорського” в рамках державної науково-дослiдної роботи “Застосува-
ння математичних методiв в дослiдженнi iнтегральних характеристик
детермiнованих та стохастичних складних систем”, номер державної ре-
єстрацiї 0118U003669.
Об’єкт дослiдження. Елiптичнi рiвняння з лапласiаном в 𝐿2-версiї
на рiвномiрних рiманових многовидах.
Предмет дослiдження. Коректнiсть елiптичних рiвнянь з лапла-
сiаном в 𝐿2-версiї на рiвномiрних рiманових многовидах, перетворення
задачi Дiрiхле спецiального типу при дифеоморфному вiдображеннi мiж
рiвномiрними рiмановими многовидами.
Мета i завдання дослiдження. Завдання дисертацiйної роботи —
дослiдження конструкцiї лапласiана в так званiй 𝐿2-версiї на нескiнчен-
новимiрних рiманових многовидах; дослiдження класу коректних кра-
йових задач в областi на нескiнченновимiрних рiманових многовидах
(задач, якi мають, i при тому єдиний, розв’язок). Основна мета роботи
— дослiдження методiв розширення класу коректних крайових задач в
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𝐿2-версiї на нескiнченновимiрних рiманових многовидах.
Методи дослiдження. В роботi використовувались методи мате-
матичного i функцiонального аналiзу, диференцiальної геометрiї, теорiї
мiри i iнтеграла, елементи теорiї матриць.
Наукова новизна одержаних результатiв. Основнi результати
дисертацiйної роботи, якi визначають її наукову новизну та виносяться
на захист, наступнi:
– Побудовано нетривiальнi приклади певного класу нескiнченнови-
мiрних рiманових многовидiв, надiлених рiвномiрним атласом. До-
слiджено зв’язок внутрiшньої метрики з вихiдною топологiєю.
– Запропоновано 𝐿2-версiю лапласiана за мiрою на (нескiнченнови-
мiрному) рiмановому многовидi.
– З’ясовано технiчнi умови на рiманiв многовид, за яких стає мо-
жливим встановити коректнiсть (iснування та єдинiсть розв’язку)
певного класу задач Дiрiхле для рiвнянь з лапласiаном за мiрою.
– Наведено нетривiальний модельний приклад рiманового многови-
ду, що задовольняє усi технiчнi умови, використанi при побудовi
лапласiана та доведеннi коректностi задач Дiрiхле.
– Запропоновано метод дифеоморфiзмiв як спосiб розширення класу
коректних крайових задач.
Практичне значення одержаних результатiв. Робота має тео-
ретичний характер. Результати можуть бути використанi у подальших
дослiдженнях крайових задач в гiльбертових просторах та на рiманових
многовидах.
Особистий внесок здобувача. Постановка задачi, визначення на-
прямку та плану дослiдження належить науковому керiвнику здобувача
доктору фiз.-мат. наук, професору Ю.В. Богданському. За результата-
ми дисертацiї автором опублiковано 5 робiт [13; 14; 29; 30; 32], з них [13] i
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[14] у спiвавторствi з науковим керiвником. У спiльних роботах особистi
внески спiваторiв є рiвноцiнними.
Апробацiя результатiв дисертацiї. Конференцiї i семiнари, на
яких були представленi результати роботи:
– XIV Всеукраїнська науково-практична конференцiя студентiв,
аспiрантiв та молодих вчених “Теоретичнi i прикладнi проблеми
фiзики, математики та iнформатики”, м. Київ, 26-27.05.16.
– III Мiжнародна конференцiя “Зимовi науковi читання”, м. Київ,
31.01.18.
– 4th International Conference on memory of corresponding member
of National Academy of Ukraine Valery Sergeevich Melnik, м. Київ,
04-06.04.18.
– Науковий семiнар “Алгебра i аналiз” кафедри математичних мето-
дiв системного аналiзу, Iнститут прикладного системного аналiзу,
Нацiональний технiчний унiверситет України “Київський полiте-
хнiчний iнститут iменi Iгоря Сiкорського”, 12.04.18.
– Науковий семiнар “Київський семiнар з функцiонального аналiзу”
Iнституту математики НАН України, 16.01.19.
– Науковий семiнар “Сучасний аналiз” кафедри математичного ана-
лiзу та теорiї ймовiрностей, Фiзико-математичний факультет, На-
цiональний технiчний унiверситет України “Київський полiтехнi-
чний iнститут iменi Iгоря Сiкорського”, 17.01.19.
Публiкацiї. За результатами дисертацiйної роботи опублiковано 8
наукових праць, у тому числi 5 статей [13; 14; 29; 30; 32] у наукових
фахових виданнях, що включенi до мiжнародних наукометричних баз
(2 [13; 14] опублiковано у журналi, який включено до наукометричних
22
баз Scopus та Web of Science), 3 матерiали та тези доповiдей конференцiй
[28; 31; 55].
Структура та обсяг дисертацiї.Дисертацiя складається з анотацiї,
перелiку умовних позначень, вступу, чотирьох роздiлiв, висновкiв, спи-
ску використаних джерел та додатку зi списком опублiкованих праць
здобувача за темою дисертацiї i наукових семiнарiв та конференцiй,
на яких доповiдались отриманi результати. Основний текст дисертацiї
складає 132 сторiнки, список використаних джерел має обсяг 7 сторiнок
та складається з 60 найменувань.
Користуючись нагодою, автор висловлює щиру подяку науковому ке-
рiвнику Юрiю Вiкторовичу Богданському за наукове керiвництво робо-
тою, цiннi зауваження при обговореннi результатiв та постiйну увагу.
Короткий змiст дисертацiї
У вступi до дисертацiї обґрунтовано актуальнiсть теми дисертацiйної
роботи, сформульовано мету роботи, висвiтлено наукову новизну. Роз-
глянуто структуру роботи, а також наведено iнформацiю щодо апробацiї
результатiв та публiкацiй за темою дисертацiї.
У першому роздiлi проведено огляд робiт, що мають вiдношення до
теми дисертацiйного дослiдження. Наведено огляд класичних результа-
тiв рiманової геометрiї. Проведено огляд ряду сучасних робiт з рiманової
геометрiї, присвячених елiптичним рiвнянням на рiманових многовидах.
Розглянуто диференцiйовнiсть мiр уздовж напрямкiв i уздовж вектор-
них полiв.
У другому роздiлi розглянуто нескiнченновимiрнi рiмановi многови-
ди. Рiманiв многовид M визначається як сукупнiсть дiйсного гiльбер-
тового многовиду класу 𝐶2 з модельним простором 𝐻 i заданого на
ньому метричного тензора 𝑔. Метричний тензор — гладке симетричне
строго додатньо визначене тензорне поле типу (2, 0): в кожнiй точцi
𝑝 ∈M тензор 𝑔𝑝 є симетричним бiлiнiйним обмеженим вiдображенням
𝑔𝑝 : 𝑇𝑝M × 𝑇𝑝M −→ R, для якого виконуються умови:
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– для будь-яких точки 𝑝 ∈ M i карти (𝑈,𝜙) в точцi 𝑝 iснує таке
𝛿𝜙 > 0, що для довiльних векторiв 𝜉1, 𝜉2 з простору 𝑇𝑝M :
𝑔𝑝(𝜉1, 𝜉2) = 𝑔𝑝(𝜉2, 𝜉1); 𝑔𝑝(𝜉1, 𝜉1) > 𝛿𝜙‖𝜉𝜙1 ‖2𝐻 ,
– для будь-яких областi 𝐺 вM i гладких векторних полiв X,Y на
𝐺:
функцiя аргумента 𝑞 𝑔𝑞(X𝑞,Y𝑞) належить класу 𝐶1 на 𝐺.
Метричний тензор дозволяє визначити норму на дотичному просто-
рi, а отже i довжину кусково-гладкого шляху. Внутрiшня метрика 𝜌
на зв’язному рiмановому многовидi визначається як iнфiмум довжин
кусково-гладких кривих, що поєднують вiдповiднi точки. При подаль-
ших дослiдженнях виникає потреба наявностi метричної повноти много-
виду за внутрiшньою метрикою. Наступна властивiсть атласу многовиду
забезпечує бажану повноту.
Означення 2.2. Атлас Ω = {(𝜙,𝑈𝜙)} (𝜙 : 𝑈𝜙 −→ 𝐻) будемо називати
рiвномiрним, якщо iснують такi 𝑟 > 0, 𝛿−, 𝛿+ > 0, що
1) для кожної точки 𝑝 ∈ M iснує така карта (𝜙𝑝, 𝑈𝑝), що 𝜙𝑝(𝑈𝑝) ⊃
⊃ 𝐵𝑟(𝜙𝑝(𝑝)), де 𝐵𝑟(𝜙𝑝(𝑝)) , {𝑞 ∈ 𝐻 : ‖𝜙𝑝(𝑝)− 𝑞‖ < 𝑟}.
2) для кожних 𝑝 ∈ M , 𝑞 ∈ 𝑈𝑝, 𝜉 ∈ 𝑇𝑞M виконується 𝛿−‖𝜉𝜙𝑝‖2 6
6 ‖𝜉‖2𝐻 6 𝛿+‖𝜉𝜙𝑝‖2 для карти (𝜙𝑝, 𝑈𝑝) з пункту 1).
Рiманiв многовид iз зафiксованим на ньому рiвномiрним атласом бу-
демо називати рiвномiрним.
Твердження 2.1. Рiвномiрний рiманiв многовидM є метрично пов-
ним за внутрiшньою метрикою.
Проведено дослiдження узгодженостi внутрiшньої метрики i вихiдної
топологiї многовиду.
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Твердження 2.2. НехайM — рiманiв многовид, 𝜌 — його внутрiшня
метрика. Тодi топологiя, породжена 𝜌, не слабша за вихiдну тополо-
гiюM .
Твердження 2.3. НехайM — рiманiв многовид, 𝜌 — його внутрiшня
метрика; в кожнiй його точцi 𝑝 ∈M iснують такi карта (𝜙,𝑈) та
число 𝛿𝜙+ > 0, що виконується умова
∀𝑞 ∈ 𝑈, 𝜉 ∈ 𝑇𝑞M : 𝑔𝑞(𝜉, 𝜉) 6 𝛿𝜙+‖𝜉𝜙‖2𝐻 .
Тодi топологiя, породжена 𝜌, спiвпадає з вихiдною топологiєюM .
Зокрема умова твердження 2.3 виконується у випадку рiвномiрностi
атласу многовиду.
Дослiджено питання повноти дотичного простору 𝑇𝑝M . За рахунок
строгої додатностi метричного тензора, зi збiжностi (фундаментально-
стi) послiдовностi векторiв в дотичному просторi 𝑇𝑝M випливає збi-
жнiсть (вiдповiдно, фундаментальнiсть) вiдповiдної послiдовностi пред-
ставлень векторiв в модельному просторi 𝐻. Для доведення оберненої
iмплiкацiї, а отже i повноти простору 𝑇𝑝M , здається необхiдним вима-
гати наявнiсть додаткової властивостi, вже знайомої з наведеного твер-
дження 2.3.
Твердження 2.4. НехайM — рiманiв многовид, для 𝑝 ∈M iснують
такi карта (𝜙,𝑈) та число 𝛿𝜙+ > 0, що виконується умова:
∀𝑞 ∈ 𝑈, 𝜉 ∈ 𝑇𝑞M : 𝑔𝑞(𝜉, 𝜉) 6 𝛿𝜙+‖𝜉𝜙‖2𝐻 .
Тодi дотичний простiр 𝑇𝑝M буде повним.
Умова твердження 2.4 виконується в кожнiй точцi у випадку викона-
ння умови рiвномiрностi.
Запропоновано конструкцiю косинуса кута мiж пiдпросторами гiль-
бертова простору, що узагальнює стереометричне поняття кута мiж пло-
щинами/прямими.
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Означення 2.3. Для пiдпросторiв 𝐴,𝐵 ̸= {0} гiльбертового простору
𝐻 покладемо
cos](𝐴,𝐵) , max
{︃
inf
𝑦∈𝐵∖{0}
sup
𝑥∈𝐴∖{0}
cos](𝑥, 𝑦); inf
𝑥∈𝐴∖{0}
sup
𝑦∈𝐵∖{0}
cos](𝑥, 𝑦)
}︃
,
де cos](𝑥, 𝑦) = (𝑥,𝑦)‖𝑥‖·‖𝑦‖ — косинус кута мiж векторами 𝑥 i 𝑦.
Вiдмiчено певний зв’язок мiж введеним поняттям косинуса кута i роз-
хилом мiж пiдпросторами: для пiдпросторiв 𝐴,𝐵 однакової скiнченної
(ко)розмiрностi виконується
cos](𝐴,𝐵) = 1− 1
2
𝑑2(𝐴,𝐵),
означення метрики 𝑑 дивитися, наприклад, в [22].
Отримано ряд результатiв стосовно косинуса кута мiж пiдпростора-
ми, якi в подальшому використовуються для побудови нетривiальних
прикладiв рiвномiрного рiманового многовиду.
Лема 2.3. Нехай 𝐴 = {𝑛1, 𝑛2, . . . 𝑛𝑘}⊥, 𝐵 = {𝑚1,𝑚2, . . .𝑚𝑝}⊥ — пiд-
простори скiнченної корозмiрностi (𝑘 i 𝑝, вiдповiдно) в гiльбертовому
просторi 𝐻, при чому 𝑘 > 𝑝 i {𝑛1, 𝑛2, . . . 𝑛𝑘}, {𝑚1,𝑚2, . . .𝑚𝑝} — орто-
нормованi системи. Тодi:
cos](𝐴,𝐵) = 𝜎min(
L
) =
√︀
𝜆min(
L*L),
де
L
=
⎛⎜⎜⎝
(𝑛1,𝑚1) . . . (𝑛1,𝑚𝑝)
... . . . ...
(𝑛𝑘,𝑚1) . . . (𝑛𝑘,𝑚𝑝)
⎞⎟⎟⎠ .
Зауваження 2.4. Для 𝐴,𝐵 — замкнених пiдпросторiв однакової
скiнченної корозмiрностi — виконується
cos](𝐴,𝐵) = inf
𝑦∈𝐵∖{0}
sup
𝑥∈𝐴∖{0}
cos](𝑥, 𝑦) = inf
𝑥∈𝐴∖{0}
sup
𝑦∈𝐵∖{0}
cos](𝑥, 𝑦).
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Наслiдок 2.1. Нехай 𝐴 = {?˜?1, ?˜?2, . . . ?˜?𝑘}⊥, 𝐵 = {?˜?1, ?˜?2, . . . ?˜?𝑘}⊥ —
пiдпростори однакової скiнченної корозмiрностi 𝑘 в 𝐻: {?˜?1, ?˜?2, . . . ?˜?𝑘}
i {?˜?1, ?˜?2, . . . ?˜?𝑘} — лiнiйно незалежнi системи. Тодi:
cos](𝐴,𝐵) > | det
̃︀L|
𝑘∏︀
𝑖=1
‖?˜?𝑖‖
𝑘∏︀
𝑖=1
‖?˜?𝑖‖
(︂
𝑘 − 1
𝑘2
)︂𝑘−1
2
,
де 00 (у випадку 𝑘 = 1) вважаємо за 1, а також:
̃︀L =
⎛⎜⎜⎝
(?˜?1, ?˜?1) . . . (?˜?1, ?˜?𝑘)
... . . . ...
(?˜?𝑘, ?˜?1) . . . (?˜?𝑘, ?˜?𝑘)
⎞⎟⎟⎠ .
Побудованi такi приклади рiвномiрного рiманового многовиду.
Теорема 2.1. Нехай 𝐻 — гiльбертовий простiр. M = {𝑥 ∈ 𝐻 :
𝐹1(𝑥) = 𝐹2(𝑥) = . . . = 𝐹𝑛(𝑥) = 0} — гладка (𝐹𝑖 — гладкi фун-
кцiонали, визначенi на 𝐻) поверхня спiльного рiвня корозмiрностi 𝑛
({grad𝐹1(𝑝),grad𝐹2(𝑝), . . .grad𝐹𝑛(𝑝)} — лiнiйно незалежна система
в кожнiй точцi 𝑝 ∈M ). Нехай також iснують такi 𝛿, 𝜀 > 0, що для
будь-яких точок 𝑝, 𝑞 ∈M таких, що ‖𝑝− 𝑞‖ < 𝛿, виконується:⃒⃒⃒⃒
⃒⃒⃒⃒(grad𝐹1(𝑝),grad𝐹1(𝑞)) · · · (grad𝐹1(𝑝),grad𝐹𝑛(𝑞))... . . . ...
(grad𝐹𝑛(𝑝),grad𝐹1(𝑞)) · · · (grad𝐹𝑛(𝑝),grad𝐹𝑛(𝑞))
⃒⃒⃒⃒
⃒⃒⃒⃒
𝑛∏︀
𝑖=1
‖grad𝐹𝑖(𝑝)‖
𝑛∏︀
𝑖=1
‖grad𝐹𝑖(𝑞)‖
> 𝜀.
ТодiM — рiвномiрний рiманiв многовид.
Наслiдок 2.2. Нехай 𝐻 — гiльбертовий простiр. M = {𝑥 ∈ 𝐻 :
𝐹 (𝑥) = 0} — поверхня рiвня корозмiрностi 1. Нехай функцiя 𝐹 —
гладка класу 𝐶2, а також iснують такi 𝐾,𝑀 > 0, що для всiх
𝑥 ∈M , 𝑦 ∈ о.о.(M ) виконується:
‖𝐹 ′(𝑥)‖ > 𝐾, ‖𝐹 ′′(𝑦)‖ 6𝑀.
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ТодiM — рiвномiрний рiманiв многовид.
Наслiдок 2.3. Нехай 𝐻 — гiльбертовий простiр. M = {𝑥 ∈
∈ 𝐻 : 𝐹1(𝑥) = 𝐹2(𝑥) = 0} — поверхня рiвня корозмiрностi 2
(grad𝐹1(𝑥),grad𝐹2(𝑥) — л.н.з). Нехай функцiї 𝐹1, 𝐹2 — гладкi кла-
су 𝐶2, а також iснують такi 𝐾,𝑀 > 0 i 𝐶 ∈ [0, 1), що для 𝑖 = 1, 2 i
для всiх 𝑥 ∈M , 𝑦 ∈ о.о.(M ) виконується:
‖𝐹 ′𝑖 (𝑥)‖ > 𝐾, ‖𝐹 ′′𝑖 (𝑦)‖ 6𝑀,
|(grad𝐹1(𝑥),grad𝐹2(𝑥))|
‖grad𝐹1(𝑥)‖ · ‖grad𝐹2(𝑥)‖ 6 𝐶.
ТодiM — рiвномiрний рiманiв многовид.
Теорема 2.2. Нехай 𝐻 — гiльбертовий простiр. 𝐷 ⊂ 𝐻 — область
з гладкою межею, M , 𝜕𝐷, n — поле зовнiшнiх одиничних нормалей
доM . Нехай iснують такi 𝛿, 𝜀 > 0, що для будь-яких точок 𝑝, 𝑞 ∈M
таких, що ‖𝑝− 𝑞‖ < 𝛿, виконується:
(n(𝑝),n(𝑞)) > 𝜀.
ТодiM — рiвномiрний рiманiв многовид.
Третiй роздiл присвячено лапласiану за мiрою i задачi Дiрiхле на його
основi.
Наводяться позначення просторiв функцiоналiв i векторних полiв на
многовидi та його областi. Позначимо через 𝐶𝑏(M ) простiр всiх обме-
жених неперервних дiйсних функцiй наM , через 𝐶𝑏;𝑣(M ) простiр всiх
неперервних обмежених векторних полiв наM , через 𝐶1𝑏 (M ) (вiдповiд-
но 𝐶1𝑏;𝑣(M )) простiр всiх функцiй 𝑓 ∈ 𝐶𝑏(M ) (вiдповiдно всiх векторних
полiв X ∈ 𝐶𝑏;𝑣(M )), диференцiйовних в кожнiй точцi 𝑥 ∈ M з непе-
рервною i обмеженою на всьому M похiдною 𝑓 ′(·) (вiдповiдно X′(·)).
Тут 𝑓 ′(𝑝) ∈ 𝑇 *𝑝M визначено формулою 𝑓 ′(𝑝) : 𝑇𝑝M ∋ Y𝑝 ↦−→ Y𝑝𝑓 ∈ R,
X′(𝑝) — лiнiйний оператор в 𝑇𝑝M , визначений формулоюX′(𝑝) : Y𝑝 ↦−→
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↦−→ ∇Y𝑝X, де ∇ — зв’язнiсть Левi–Чивiти наM (нескiнченновимiрний
варiант див., наприклад, в [19, с. 83]).
Нехай 𝐺 — обмежена область в M з межею 𝑆 = 𝜕𝐺. Через 𝐶1(𝐺)
позначимо сукупнiсть всiх функцiй на 𝐺, що допускають продовження
на весьM до функцiй класу 𝐶1𝑏 (M ); через 𝐶10(𝐺) — сукупнiсть функцiй
з 𝐶1(𝐺), носiї яких не перетинаються з деякою 𝜀-межею 𝑆. Аналогiчно
визначаємо
𝐶(𝐺) =
{︂
𝑓
⃒⃒
𝐺
⃒⃒⃒⃒
𝑓 ∈ 𝐶𝑏(M )
}︂
i 𝐶1𝑣 (𝐺) =
{︂
X
⃒⃒
𝐺
⃒⃒⃒⃒
X ∈ 𝐶1𝑏;𝑣(M )
}︂
.
Нехай 𝜎 — скiнченна невiд’ємна борелiвська мiра на M . Через
𝐿𝑝(𝐺) = 𝐿𝑝(𝐺, 𝜎) (1 6 𝑝 < ∞) позначимо простiр вимiрних функцiй
на 𝐺, якi при пiднесеннi до степеня 𝑝 є iнтегровними по вiдношенню до
мiри 𝜎
⃒⃒
𝐺
.
Векторне поле X наM назвемо вимiрним, якщо iснує така послiдов-
нiсть векторних полiв X𝑚 ∈ 𝐶𝑏;𝑣(M ), що збiгається до X майже всюди
(‖X𝑚(·)−X(·)‖ −→ 0 (mod𝜎)).
Означення 3.3. Для 1 6 𝑝 < ∞ будемо казати, що вимiрне вектор-
не поле X на M iнтегровне зi степенем 𝑝, тобто належить просто-
ру 𝐿𝑝𝑣(M ) = 𝐿𝑝𝑣(M , 𝜎), якщо iснує така послiдовнiсть векторних полiв
X𝑚 ∈ 𝐶𝑏;𝑣(M ), що збiгається до X майже всюди i виконується
lim
𝑚→∞
∫︁
M
‖X𝑚(·)−X(·)‖𝑝 𝑑𝜎 = 0.
Векторнi поля з 𝐿1𝑣(M ) = 𝐿1𝑣(M , 𝜎) i 𝐿2𝑣(M ) = 𝐿2𝑣(M , 𝜎) назвемо,
вiдповiдно, iнтегровними i iнтегровними з квадратом.
Доведено критерiй iнтегровностi векторного поля зi степенем 𝑝.
Теорема 3.1. Нехай 1 6 𝑝 <∞. Для того, щоб вимiрне векторне поле
X на M належало 𝐿𝑝𝑣(M , 𝜎), необхiдно i достатньо, щоб простору
𝐿𝑝(M , 𝜎) належала функцiя ‖X(·)‖.
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Скалярний добуток в 𝐿2𝑣(M ) задаємо формулою:
(X,Y) =
∫︁
M
(X(·),Y(·))(·) 𝑑𝜎 =
∫︁
M
𝑔(·)(X(·),Y(·)) 𝑑𝜎,
а вiдповiдну норму X позначимо символом
X.
Для векторного поля X ∈ 𝐿𝑝𝑣(M ) вiдповiдно норму позначимо
X𝑝 ,
⎛⎝∫︁
M
‖X(·)‖𝑝 𝑑𝜎
⎞⎠ 1𝑝 .
Доведено повноту простору 𝐿𝑝𝑣(M ) за нормою  · 𝑝.
Теорема 3.2. Для будь-якого 𝑝 : 1 6 𝑝 < ∞ векторний простiр
𝐿𝑝𝑣(M ) є повним.
Розглядається (нескiнченновимiрний) рiманiв многовидM з модель-
ним простором 𝐻 i основним тензором 𝑔. 𝜎 — скiнченна невiд’ємна бо-
релiвська мiра на M . Вважаємо, що атлас многовиду M є рiвномiр-
ним, що гарантує його метричну повноту, а також повноту просторiв
𝐿𝑝𝑣(M , 𝜎).
Вважаємо, що мiра 𝜎 має повний носiй (для кожної непустої вiд-
критої множини 𝑈 ⊂ M виконана нерiвнiсть 𝜎(𝑈) > 0), завдяки чо-
му iз рiвностi 𝑢 = 𝑣 (mod𝜎) (тут 𝑢, 𝑣 ∈ 𝐶1𝑏 (M )) випливає рiвнiсть
grad𝑢 = grad 𝑣 (mod𝜎). Тим самим коректно визначено оператор
grad = gradM : 𝐿
2(M ) ⊃ 𝐶1𝑏 (M ) ∋ 𝑢 ↦−→ grad𝑢 ∈ 𝐿2𝑣(M ).
Оскiльки 𝐶1𝑏 (M ) щiльно в 𝐿2(M ), коректно визначено оператор
div = −(grad)* : 𝐿2𝑣(M ) −→ 𝐿2(M ).
У випадку, коли grad допускає замикання, лапласiан (за мiрою 𝜎) на
M визначено формулою
∆ = div ∘grad,
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де ∆ — самоспряжений оператор в 𝐿2(M ) (див., наприклад, [5, с. 106]).
Нехай межа 𝑆 обмеженої областi 𝐺 ⊂M є гладким вкладеним вM
пiдмноговидом корозмiрностi 1, а поле зовнiшньої нормалi межi 𝑆 може
бути продовжено до векторного поля n ∈ 𝐶1𝑏;𝑣(M ).
У тому випадку, коли мiра 𝜎 диференцiйовна вздовж поля n в силь-
ному сенсi, говоримо про “узгодженiсть 𝑆 з мiрою 𝜎”. При узгодженостi
мiри 𝜎 з поверхнiстю 𝑆 = 𝜕𝐺 на 𝑆 iндукується поверхнева мiра 𝜏 [8–10].
Оператор
grad𝐺 : 𝐿
2(𝐺) ⊃ 𝐶1(𝐺) ∋ 𝑢 ↦−→ grad𝑢 ∈ 𝐿2𝑣(𝐺)
є щiльно визначеним, оскiльки виконується наступне твердження.
Твердження 3.3. Нехай 𝐺 – область вM така, що 𝜎(𝜕𝐺) = 0. Тодi
𝐶10(𝐺) щiльно в 𝐿2(𝐺).
У випадку, якщо оператор grad𝐺 допускає замикання, а div𝜎 n— лога-
рифмiчна похiдна мiри 𝜎 вздовж векторного поля n— лежить в 𝐿∞(M ),
є коректною побудова оператора слiду
𝛾 : 𝐿2(𝐺) −→ 𝐿2(𝑆) = 𝐿2(𝑆, 𝜏)
з областю визначенняD (grad𝐺), який для функцiй 𝑢 ∈ 𝐶1(𝐺) спiвпадає
з оператором обмеження: 𝑢 ↦→ 𝑢⃒⃒
𝑆
. Оператор 𝛾 є обмеженим оператором
iз банахова в нормi графiка просторуD (grad𝐺) в 𝐿2(𝑆, 𝜏).
Оператор div𝐺 : 𝐿2𝑣(𝐺) −→ 𝐿2(𝐺) введемо формулою
div𝐺 , −
⎛⎝grad𝐺
⃒⃒⃒⃒
⃒
Ker 𝛾
⎞⎠* .
Лапласiан — оператор ∆𝐺 : 𝐿2(𝐺) −→ 𝐿2(𝐺) — визначимо формулою:
∆𝐺 , div𝐺 ∘grad𝐺; ∆𝐺 є щiльно визначеним, оскiльки вiн є розширен-
ням самоспряженого оператора − (︀grad𝐺)︀* grad𝐺.
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Важливою частиною третього роздiлу є побудова прикладу рiманово-
го многовиду, на якому виконуються всi припущення, що використову-
ються при побудовi операторiв grad, div𝐺 i ∆𝐺. Приклад такого много-
виду будується в якостi поверхнi в гiльбертовому просторi.
Теорема 3.3. Нехай 𝐷 — обмежена область в гiльбертовому про-
сторi 𝐻, N ∈ 𝐶1𝑏;𝑣(𝐻) — векторне поле в 𝐻, яке є продовженням
поля зовнiшньої одиничної нормалi до межi M = 𝜕𝐷 областi 𝐷,
хай виконується умова теореми 2.2, 𝜇 — борелiвська скiнченна (не-
вiд’ємна) диференцiйовна вздовж поляN мiра в 𝐻, 𝜇 має повний носiй,
div𝜇N ∈ 𝐿∞(𝐻), 𝜎 — мiра на M , iндукована мiрою 𝜇. Нехай також
оператор grad : 𝐿2(𝐻) ⊃ 𝐶1𝑏 (𝐻) −→ 𝐿2𝑣(𝐻) допускає замикання. Тодi
iндукований наM оператор
gradM : 𝐿
2(M , 𝜎) ⊃ 𝐶1𝑏 (M ) ∋ 𝑢 ↦−→ gradM 𝑢 ∈ 𝐿2𝑣(M , 𝜎)
є коректно визначеним i допускає замикання.
Вiдмiтимо, що умови на мiру 𝜇, що накладаються в теоремi 3.3, мо-
жуть бути реалiзованими. Побудова такої мiри проводиться, наприклад,
в роботi [15] як згладження спецiальним чином вздовж поля N гаусової
мiри, кореляцiйний оператор якої має щiльний образ в 𝐻.
Доведена коректнiсть задачi Дiрiхле в областi рiманового многовиду
при виконаннi деяких технiчних умов.
Теорема 3.4. При виконаннi технiчних умов
а) векторне поле n є повним i мiра 𝜎 диференцiйовна вздовж поля
n (узгодженнiсть 𝑆 i 𝜎);
б) div𝜎 n ∈ 𝐿∞(M );
в) оператор grad𝐺 допускає замикання;
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задача
∆𝐺𝑢− 𝑎 · 𝑢 = 𝑓,
𝛾(𝑢) = 𝜙
в областi 𝐺 рiманового многовиду M має, i притому єдиний,
розв’язок.
При побудовi модельного прикладу рiманового многовиду будувалася
мiра 𝜎 наM така, що оператор gradM допускає замикання. Виконавши
процедуру згладження, ми отримаємо мiру, що задовольняє умови а), б).
Залишається для такої мiри довести умову в), що i зроблено в наступнiй
теоремi.
Теорема 3.5. Нехай M — рiманiв многовид класу 𝐶2, 𝜎 — скiн-
ченна борелiвська мiра на M з повним носiєм, оператор grad =
= gradM : 𝐿
2(M , 𝜎) ⊃ 𝐶1𝑏 (M ) ∋ 𝑢 ↦−→ grad𝑢 ∈ 𝐿2𝑣(M , 𝜎) допу-
скає замикання. 𝐺 — обмежена область в M , межа якої узгоджена
з мiрою 𝜎, i для вiдповiдного векторного поля n ∈ 𝐶1𝑏 (M ) (продовже-
ння поля одиничної зовнiшньої нормалi до 𝑆 = 𝜕𝐺) div𝜎 n ∈ 𝐿∞(𝜎).
Для 𝑢 ∈ 𝐶1(𝐺) покладемо grad𝐺 𝑢 = (grad ?˜?)
⃒⃒
𝐺
(?˜? ∈ 𝐶1𝑏 (M ) — про-
довження 𝑢 на M ). Тодi оператор grad𝐺 : 𝐿2(𝐺;𝜎) ⊃ 𝐶1(𝐺) ∋ 𝑢 ↦−→
↦−→ grad𝐺 𝑢 ∈ 𝐿2𝑣(𝐺;𝜎) допускає замикання.
У четвертому роздiлi дослiджується дифеоморфне вiдображення мiж
нескiнченновимiрними рiмановими многовидами з рiвномiрними атла-
сами як спосiб розширення класу коректних крайових задач.
В цьому роздiлi M 1 i M 2 — сепарабельнi рiмановi многовиди кла-
су 𝐶2 з рiвномiрними атласами Ω1 i Ω2, вiдповiдно; 𝐹 : M 1 −→ M 2
— обмежений дифеоморфiзм мiж ними, тобто, iснує таке 𝐾 > 0, що
‖𝐹 ′(𝑝)‖, ‖(𝐹−1)′(𝑞)‖ 6 𝐾 для всiх 𝑝 ∈M 1, 𝑞 ∈M 2; 𝐺1 — область вM 1
з гладкою межею 𝑆1 = 𝜕𝐺1, 𝐺2 , 𝐹 (𝐺1), 𝑆2 , 𝜕𝐺2 = 𝐹 (𝑆1); 𝜇1 —
скiнченна борелiвська мiра наM 1.
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Означення 4.1. Векторне поле Z ∈ 𝐶1𝑏;𝑣(M ) будемо називати стро-
го трансверсальним до 𝑆, якщо iснує 𝛿 > 0 таке, що для кожної
точки 𝑝 ∈ 𝑆 виконується 𝑑(Z(𝑝), 𝑇𝑝𝑆) > 𝛿 (тут 𝑑(Z(𝑝), 𝑇𝑝𝑆) =
= inf
{︁
‖Z(𝑝)− 𝜉‖
⃒⃒⃒
𝜉 ∈ 𝑇𝑝𝑆
}︁
).
Лема 4.1. Нехай n1 ∈ 𝐶1𝑏;𝑣(M 1) — строго трансверсальне до 𝑆1 ве-
кторне поле. Тодi векторне поле n2(·) = 𝐹 ′(𝐹−1(·))n1(𝐹−1(·)) строго
трансверсальне до 𝑆2.
Лема 4.2. Нехай grad𝐺1 коректно заданий (мiра 𝜇1 має повний
носiй) i допускає замикання в 𝐿2(𝐺1;𝜇1); для 𝐴 ∈ B (M 2) 𝜇2(𝐴) ,
, 𝜇1(𝐹−1(𝐴)). Також
grad𝐺1 𝑓 = 0 (mod𝜇1) ⇔ 𝑓 = const (mod𝜇1).
Тодi оператор grad𝐺2 також коректно заданий i допускає замикан-
ня в 𝐿2(𝐺2;𝜇2) i
grad𝐺2 𝑓 = 0 (mod𝜇2) ⇔ 𝑓 = const (mod𝜇2).
Лема 4.3. Для векторного поля n2(·) = 𝐹 ′(𝐹−1(·))n1(𝐹−1(·)) i мiри
𝜇2(𝐴) = 𝜇1(𝐹
−1(𝐴)) виконується
div𝜇2 n2 = (div𝜇1 n1) ∘ 𝐹−1.
Наслiдок 4.1. Якщо div𝜇1 n1
⃒⃒⃒
𝐺1
∈ 𝐿∞(𝐺1), то div𝜇2 n2
⃒⃒⃒
𝐺2
∈ 𝐿∞(𝐺2).
Вiдповiдно до леми 4.2 i наслiдку 4.1, з умов, що дозволяють коректно
визначити граничний оператор слiду 𝛾1
𝛾1 :D (grad𝐺1) −→ 𝐿2(𝑆1) = 𝐿2(𝑆1; 𝜏1),
(𝜏1 — поверхнева мiра, породжена мiрою 𝜇1) тобто, з iснування замика-
ння оператора grad𝐺1 i умови div𝜇1 n1
⃒⃒⃒
𝐺1
∈ 𝐿∞(𝐺1), випливають анало-
гiчнi умови, що дозволяють визначити граничний оператор слiду 𝛾2
𝛾2 :D (grad𝐺2) −→ 𝐿2(𝑆2) = 𝐿2(𝑆2; 𝜏2),
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де 𝜏2 — поверхнева мiра, породжена мiрою 𝜇2.
Оператори 𝛾1 i 𝛾2 пов’язанi наступним чином.
Твердження 4.2. Нехай 𝑢 ∈D (grad𝐺1). Тодi 𝑢 ∘ 𝐹−1 ∈D (grad𝐺2) i
𝛾2(𝑢 ∘ 𝐹−1) = 𝛾1(𝑢) ∘ 𝐹−1.
Iснування граничних операторiв слiду дозволяє побудувати диверген-
цiї за мiрою вже описаним в третьому роздiлi способом
div𝐺1 , −
⎛⎝grad𝐺1
⃒⃒⃒⃒
⃒
Ker 𝛾1
⎞⎠* ; div𝐺2 , −
⎛⎝grad𝐺2
⃒⃒⃒⃒
⃒
Ker 𝛾2
⎞⎠* .
Наступна лема встановлює зв’язок мiж операторами div𝐺1 i div𝐺2.
Лема 4.4. Нехай Z1 ∈ D (div𝐺1), Z2(·) = 𝐹 ′(𝐹−1(·))Z1(𝐹−1(·)). Тодi
Z2 ∈D (div𝐺2) i
div𝐺2 Z2 = (div𝐺1 Z1) ∘ 𝐹−1.
Нехай grad𝐺1 допускає замикання i виконана умова div𝜇1 n1
⃒⃒⃒
𝐺1
∈
∈ 𝐿∞(𝐺1), а значить, коректно визначенi оператори grad𝐺1, 𝛾1 i div𝐺1.
Завдяки лемам 4.1-4.2 i наслiдку 4.1, ми можемо стверджувати, що опе-
ратори grad𝐺2, 𝛾2 i div𝐺2 також коректно визначенi. В такому разi спра-
ведлива наступна теорема.
Теорема 4.1. Функцiя 𝑢1 = 𝑢2 ∘ 𝐹 буде розв’язком задачi Дiрiхле
div𝐺1(𝑘 · grad𝐺1 𝑢)− 𝑎 · 𝑢 = 𝑓,
𝛾1(𝑢) = 𝜙
тодi i тiльки тодi коли 𝑢2 буде розв’язком наступної задачi, яку на-
звемо 𝐹 -асоцiйованою з нею
div𝐺2
(︀
(𝑘 ∘ 𝐹−1) · 𝐹 ′(𝐹−1(·)) (︀𝐹 ′(𝐹−1(·)))︀* grad𝐺2 𝑢)︀−
−(𝑎 ∘ 𝐹−1) · 𝑢 = 𝑓 ∘ 𝐹−1,
𝛾2(𝑢) = 𝜙 ∘ 𝐹−1.
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У прикладi 1 дослiдження певного класу крайових задач на обла-
стi в гiльбертовому просторi зводиться до задачi Дiрiхле спецiально-
го типу. Покладемо M 1 = M 2 = 𝐻 — гiльбертiв простiр; 𝐺2 ⊂
⊂ {𝑦 ∈ 𝐻 : 𝐾1 6 ‖𝑦‖ 6 𝐾2} (𝐾1, 𝐾2 > 0 — деякi константи) — обме-
жена та вiддiлена вiд нуля область в 𝐻 з гладкою межею 𝑆2 = 𝜕𝐺2;
ℎ ∈ 𝐿2(𝐺2); 𝑘 ∈ 𝐶1(𝐺2); 𝑎 ∈ 𝐶(𝐺2); 𝑘(𝑦) > 𝛿 > 0; 𝑎(𝑦) > 𝛼 > 0;
𝜙 ∈ Im 𝛾2.
Теорема 4.2. Функцiя 𝑢(𝑦) = 𝑢2(𝑦) буде розв’язком задачi
div𝐺2
(︁
𝑘(𝑦)
(︁
‖𝑦‖2 grad𝐺2 𝑢(𝑦) + 𝛽(grad𝐺2 𝑢(𝑦), 𝑦)𝑦
)︁)︁
−
−𝑎(𝑦)𝑢(𝑦) = ℎ(𝑦),
де 𝛽 > −1, з крайовою умовою
𝛾2(𝑢) = 𝜙
на областi 𝐺2 тодi i тiльки тодi коли функцiя 𝑢(𝑥) = 𝑢1(𝑥) , 𝑢2(𝐹 (𝑥))
буде розв’язком наступної задачi Дiрiхле на областi 𝐺1 = 𝐹−1(𝐺2):
div𝐺1
(︁
(𝑘 ∘ 𝐹 ) ‖·‖2 grad𝐺1 𝑢
)︁
− (𝑎 ∘ 𝐹 )𝑢 = ℎ ∘ 𝐹,
𝛾1(𝑢) = 𝜙 ∘ 𝐹,
де 𝐹 (𝑥) = ‖𝑥‖
√
1+𝛽−1𝑥.
В прикладi 2 отримана крайова задача, асоцiйована зi стереографi-
чною проекцiєю сфери, таким чином, проiлюстрована робота методу
дифеоморфiзмiв на рiманових многовидах, якi не є областями в гiль-
бертовому просторi.
Нехай 𝐻 — сепарабельний гiльбертiв простiр, {𝑒1, 𝑒2, . . . 𝑒𝑛, . . .} — йо-
го ортонормований базис; 𝐻1 = л.о.{𝑒2, . . . 𝑒𝑛, . . .} — пiдпростiр 𝐻 ко-
розмiрностi 1: 𝐻 = 𝐻1 ⊕ л.о.{𝑒1} ≃ 𝐻1 ⊕ R; 𝜙(𝑥) = 𝑥 − (𝑥, 𝑒1)𝑒1 —
ортопроектор на 𝐻1; M = {𝑥 ∈ 𝐻 : ‖𝑥 − 𝑒1‖ = 1, ‖𝜙(𝑥)‖ < 𝛼 <
< 1, (𝑥−𝑒1, 𝑒1) < 0} — частина нижньої напiвсфери сфери 𝑆1 з центром
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в 𝑒1 радiуса 1 — рiманiв многовид з рiвномiрним атласом, що складає-
ться з однiєї карти (𝜙,M ) (𝜙 : M → 𝜙(M ) = {𝑥 ∈ 𝐻1 : ‖𝑥‖ < 𝛼}) i
основним тензором, iндукованим вкладеннямM ⊂ 𝐻.
Теорема 4.3. Функцiя 𝑢(𝑞) = 𝑢1(𝑞) буде розв’язком наступної крайо-
вої задачi на областi 𝐺2 ⊂ 𝐵1 в гiльбертовому просторi 𝐻1
div𝐺2
(︂
(4 + ‖𝑞‖2)2
16
grad𝐺2 𝑢(𝑞)−
−31152− 656‖𝑞‖
2 + 76‖𝑞‖4 + 3‖𝑞‖6
256(4− ‖𝑞‖2)2 (grad𝐺2 𝑢(𝑞), 𝑞)𝑞
)︂
−
−𝑎(𝑞)𝑢(𝑞) = 𝑓(𝑞),
𝛾2(𝑢) = 𝜙,
де 𝑓 ∈ 𝐿2(𝐺2); 𝑎 ∈ 𝐶(𝐺2); 𝑎(𝑞) > 𝛼 > 0;𝜙 ∈ Im 𝛾2,
в тому i тiльки тому випадку, коли функцiя 𝑢(𝑝) = 𝑢2(𝑝) , 𝑢1(𝐹 (𝑝))
буде розв’язком наступної задачi Дiрiхле на областi 𝐺1 = 𝐹−1(𝐺2) на
рiмановому многовидiM :
∆𝐺1𝑢− (𝑎 ∘ 𝐹 )𝑢 = 𝑓 ∘ 𝐹,
𝛾1(𝑢) = 𝜙 ∘ 𝐹.
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РОЗДIЛ 1. ОГЛЯД ЛIТЕРАТУРНИХ ДЖЕРЕЛ
1.1 Деякi означення та результати класичної рiманової
геометрiї
1.1.1 Означення рiманового многовиду
Нехай M — гладкий 𝑛-мiрний дiйсний многовид. Пiд гладкiстю всю-
ди в скiнченновимiрному випадку розумiємо 𝐶∞-гладкiсть. Через 𝑇𝑝M
позначимо дотичний до M простiр в точцi 𝑝 ∈ M . Через 𝐶∞(M ) i
𝐶∞𝑣 (M ) позначимо, вiдповiдно, гладкi функцiї та гладкi векторнi поля
наM . В [17] рiманiв многовид визначається наступним чином.
Нехай на M задано тензорне поле 𝑔 типу (2, 0), тобто бiлiнiйне вiд-
ображення
𝑔 : 𝐶∞𝑣 (M )× 𝐶∞𝑣 (M ) → 𝐶∞(M )
над кiльцем 𝐶∞(M ). Якщо 𝑔 задовольняє умови
𝑔(𝑋, 𝑌 ) = 𝑔(𝑌,𝑋), (1.1)
(𝑔(𝑋,𝑋))(𝑝) > 0 (1.2)
для всiх 𝑋, 𝑌 ∈ 𝐶∞𝑣 (M ) i для всiх 𝑝, де 𝑋(𝑝) ̸= 0, то 𝑔 називається
основним тензором, або метричним тензором наM . Рiмановим мно-
говидом називається об’єкт, що складається з гладкого многовиду i зада-
ного на ньому метричного тензора. Умова (1.1) є умовою симетричностi
метричного тензора, умова (1.2) — його додатня визначенiсть.
Заданий основний тензор дозволяє ввести на дотичних просторах
𝑇𝑝M скалярний добуток наступним чином. Нехай 𝜉1, 𝜉2 ∈ 𝑇𝑝M , тодi
(𝜉1, 𝜉2) = (𝑔(𝑋, 𝑌 ))(𝑝), де𝑋, 𝑌 ∈ 𝐶∞𝑣 (M ) такi, що𝑋(𝑝) = 𝜉1 i 𝑌 (𝑝) = 𝜉2.
Завдяки умовам (1.1) i (1.2) наведений вираз буде дiйсно скалярним до-
бутком.
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1.1.2 Iзометричне вiдображення. Iснування метричного тензора
Диференцiйовне вiдображення мiж рiмановими многовидами 𝑓 :M 1 →
→M 2 називається iзометричним, якщо для всiх 𝑝 ∈M 1 i всiх 𝜉1, 𝜉2 ∈
∈ 𝑇𝑝M 1 виконується
(𝜉1, 𝜉2) = (𝑓
′(𝑝)𝜉1, 𝑓 ′(𝑝)𝜉2),
де 𝑓 ′(𝑝) : 𝑇𝑝M 1 → 𝑇𝑓(𝑝)M 2 — похiдна диференцiйовного вiдображення
𝑓 в точцi 𝑝 ∈M 1.
В [17], використовуючи апарат iзометричних вiдображень та розбиття
одиницi, доведено iснування метричного тензора для довiльного (скiн-
ченновимiрного) гладкого многовиду.
Теорема 1.1. На кожному гладкому многовидi iснує метричний тен-
зор.
1.1.3 Рiманова зв’язнiсть
Вiдповiдно до [17], лiнiйна зв’язнiсть ∇ на M називається рiмановою
зв’язнiстю, якщо для кожного диференцiйного шляху 𝑐 : [𝑎, 𝑏] → M
i будь-яких двох паралельних векторних полiв 𝑋, 𝑌 вздовж 𝑐 функцiя
(𝑋, 𝑌 ) стала.
В [17] доведена наступна теорема.
Теорема 1.2. M — рiманiв многовид; ∇ — лiнiйна зв’язнiсть наM .
Зв’язнiсть ∇ є рiмановою в тому i тiльки в тому випадку якщо для
всiх векторних полiв 𝑋, 𝑌, 𝑍 ∈ 𝐶∞𝑣 (M ) виконується рiвнiсть
𝑍(𝑋, 𝑌 ) = (∇𝑍𝑋, 𝑌 ) + (𝑋,∇𝑍𝑌 ).
Умова 𝑍(𝑋, 𝑌 ) = (∇𝑍𝑋, 𝑌 )+(𝑋,∇𝑍𝑌 ), яка ще називається тотожнi-
стю Рiччi, рiвносильна до умови ∇𝑔 = 0, тобто паралельностi метри-
чного тензора 𝑔 вiдносно лiнiйної зв’язностi ∇.
В [27] лiнiйну зв’язнiсть, яка задовольняє тотожнiсть Рiччi, називають
узгодженою з метрикою (метричним тензором) 𝑔.
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1.1.4 Зв’язнiсть Левi–Чивiти
Зв’язнiстю Левi–Чивiти називається така рiманова зв’язнiсть ∇, яка не
має кручення, тобто для якої виконується умова
∇𝑋𝑌 −∇𝑌𝑋 − [𝑋, 𝑌 ] = 0
для всiх 𝑋, 𝑌 ∈ 𝐶∞𝑣 (M ).
Вiдповiдно до [27], лiнiйна зв’язнiсть, яка не має кручення, називає-
ться симетричною, а зв’язнiсть Левi–Чивiти, вiдповiдно, є симетричною
зв’язнiстю, узгодженою з рiмановою структурою.
Зв’язнiсть Левi–Чивiти iнколи (наприклад в [27]) називають рiмано-
вою зв’язнiстю, що не слiд плутати з означенням рiманової зв’язностi
[17], наведеним вище.
Вiдомi [17; 23; 27] iснування та єдинiсть зв’язностi Левi–Чивiти.
Теорема 1.3 (Левi–Чивiта). На M iснує одна i тiльки одна лiнiйна
зв’язнiсть ∇, що задовольняє умови
𝑍(𝑋, 𝑌 ) = (∇𝑍𝑋, 𝑌 ) + (𝑋,∇𝑍𝑌 ),
∇𝑋𝑌 = ∇𝑌𝑋 + [𝑋, 𝑌 ]
для всiх 𝑋, 𝑌, 𝑍 ∈ 𝐶∞𝑣 (M ).
В [23; 27] доведена наступна теорема.
Теорема 1.4. ∇ — зв’язнiсть Левi–Чивiти на M в тому i тiльки
тому разi, коли для всiх 𝑋, 𝑌, 𝑍 ∈ 𝐶∞𝑣 (M ) виконується
2(∇𝑋𝑌, 𝑍) = 𝑋(𝑌, 𝑍) + 𝑌 (𝑋,𝑍)− 𝑍(𝑋, 𝑌 )+
+([𝑋, 𝑌 ], 𝑍) + ([𝑍,𝑋], 𝑌 ) + (𝑋, [𝑍, 𝑌 ]).
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1.1.5 Повнота
Вiдповiдно до [23], рiманiв многовидM (або метричний тензор 𝑔 наM )
повний, якщо зв’язнiсть Левi–Чивiти повна, тобто кожна геодезична в
M може бути продовжена до довiльно великих значень її канонiчного
параметра.
В [23] доведенi теореми i наслiдки.
Теорема 1.5. Для зв’язного рiманового многовидуM такi умови вза-
ємно еквiвалентнi:
(1) M — повний рiманiв многовид;
(2) M — повний метричний простiр вiдносно внутрiшньої метрики
𝜌;
(3) кожна обмежена пiдмножина iз M (вiдносно 𝜌) є передкомпа-
ктом;
(4) для довiльної точки 𝑝 iз M i довiльної кривої 𝐶 дотичного про-
стору 𝑇𝑝M (або, точнiше, афiнного дотичного простору 𝐴𝑝M ),
що виходить з початку, iснує крива 𝜏 в M , що виходить з 𝑝,
яка разгортається на криву 𝐶.
Теорема 1.6. ЯкщоM — зв’язний повний рiманiв многовид, то будь-
якi двi точки 𝑝 i 𝑞 зM з’єднуються мiнiмiзуючою геодезичною.
Наслiдок 1.1. Якщо всi геодезичнi, що виходять iз будь-якої обраної
точки 𝑝 зв’язного рiманового многовиду M , нескiнченно продовжую-
ться, тоM повний.
Наслiдок 1.2. Кожний компактний рiманiв многовид повний.
1.1.6 Лапласiан на рiмановому многовидi
Лапласiан на скiнченновимiрному рiмановому многовидi розглядається,
зокрема, в [50].
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Означення 1.1. Нехай 𝑓 — функцiя класу 𝐶𝑘, 𝑘 > 1 наM . Градiєнтом
функцiї 𝑓 є векторне поле grad 𝑓 таке, що для всiх 𝑝 ∈ M , 𝜉 ∈ 𝑇𝑝M
виконується тотожнiсть
(grad 𝑓, 𝜉) = 𝜉𝑓,
де 𝜉𝑓 — похiдна функцiї 𝑓 вздовж вектора 𝜉.
grad 𝑓 є векторним полем класу 𝐶𝑘−1.
Для функцiй 𝑓 i ℎ виконується
grad(𝑓 + ℎ) = grad 𝑓 + gradℎ,
grad(𝑓ℎ) = ℎ(grad 𝑓) + 𝑓(gradℎ).
Означення 1.2. Нехай X — векторне поле класу 𝐶𝑘, 𝑘 > 1 на M .
Дивергенцiєю поля X є функцiя divX така, що для всiх 𝑝 ∈ M , 𝜉 ∈
∈ 𝑇𝑝M виконується тотожнiсть
(divX)(𝑝) = Tr(𝜉 ↦→ ∇𝜉X),
де ∇ — зв’язнiсть Левi–Чивiти.
divX є функцiєю класу 𝐶𝑘−1.
Для векторних полiв X,Y i функцiї 𝑓 виконується
div(X+Y) = divX+ divY,
div(𝑓X) = 𝑓(divX) + (grad 𝑓,X).
Означення 1.3. Нехай 𝑓 — функцiя класу 𝐶𝑘, 𝑘 > 2 наM . Лапласiа-
ном функцiї 𝑓 є наступна функцiя ∆𝑓
∆𝑓 = div(grad 𝑓).
∆𝑓 є функцiєю класу 𝐶𝑘−1; для функцiй 𝑓 i ℎ виконується
∆(𝑓 + ℎ) = ∆𝑓 + ∆ℎ,
div(ℎ(grad 𝑓)) = ℎ(∆𝑓) + (gradℎ,grad 𝑓),
∆(𝑓ℎ) = ℎ(∆𝑓) + 2(grad 𝑓,gradℎ) + 𝑓(∆ℎ).
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1.2 Деякi сучаснi результати рiманової геометрiї
1.2.1 Iснування та єдинiсть розв’язкiв елiптичних рiвнянь
Нехай M — гладкий повний зв’язний рiманiв многовид розмiрностi
𝑑 < ∞. Позначимо через 𝐶∞0 (M ) клас всiх гладких функцiй над M з
компактним носiєм; через 𝑊 𝑝,1loc (𝜎) i 𝐿
𝛼
loc(𝜎) — класи всiх таких функцiй
𝑓 , що 𝜁𝑓 , вiдповiдно, лежить в класi Соболєва 𝑊 𝑝,1(𝜎) або в просторi
𝐿𝛼(𝜎) для будь-якої функцiї 𝜁 ∈ 𝐶∞0 (M ).
Нехай 𝜆M — рiманiв об’єм наM . Тензор Рiччi позначимо Ric.
Нехай 𝑜 ∈ M — фiксована точка i 𝜚(𝑥) , 𝜚(𝑥, 𝑜) — рiманова вiд-
стань (внутрiшня метрика). Множина зрiзу cut(𝑜) складається з то-
чок 𝑥 з тiєю властивiстю, що iснує такий одиничний вектор X ∈
∈ 𝑇𝑜M , що 𝑡 = 𝜚(𝑜, exp(𝑡X)) в точностi тодi, коли 𝑡 ∈ [0, 𝜚(𝑜, 𝑥)], де
exp — експоненцiйне вiдображення (див., наприклад, [23]).
Визначимо оператор 𝐿Z:
𝐿Z𝜙 , ∆𝜙 + (Z,∇𝜙),
де ∆ — оператор Лапласа–Бертрамi, тобто, ∆𝜙 = div∇𝜙.
В роботi [47] дослiджено рiвняння 𝐿*Z𝜇 = 0 i отриманi деякi достатнi
умови iснування розв’язку. Доведено такi теореми.
Теорема 1.7. Нехай вимiрне векторне поле Z на M таке, що ‖Z‖ ∈
∈ 𝐿𝛼loc(𝜆M ), де 𝛼 > 𝑑, причому iснує така функцiя 𝐹 ∈ 𝐶2[0,∞), що
lim
𝑟→∞𝐹 (𝑟) = ∞ i lim𝑟→∞ sup{𝜚>𝑟}∖cut(𝑜)
(𝐹 ′(𝜚)𝐿Z𝜚 + 𝐹 ′′(𝜚)) = −∞,
де sup∅ = −∞. Тодi знайдеться стохастична мiра 𝜇, що задовольняє
рiвняння 𝐿*Z𝜇 = 0 i має щiльнiсть 𝑞 ∈ 𝑊 𝛼,1loc (𝜆M ).
Наведемо достатню умову iснування в термiнах кривизни. Для поля
Z класу 𝐶1 покладемо
𝑘(𝑟) = inf
{𝜚>𝑟}∖cut(𝑜)
(Ric(∇𝜚,∇𝜚)− (∇∇𝜚Z,∇𝜚))
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i
𝑘(𝑟) = inf
{𝜚>𝑟}∖cut(𝑜)
(−(∇∇𝜚Z,∇𝜚)).
Теорема 1.8. Нехай поле класу 𝐶1 таке, що
∞∫︁
0
𝑘(𝑟) 𝑑𝑟 = ∞.
Тодi знайдеться стохастичне рiшення 𝜇 рiвняння 𝐿*Z𝜇 = 0. Якщо кри-
визна Рiччi обмежена знизу, то це вiрно, якщо умова теореми вико-
нана для 𝑘.
Визначимо оператор L𝐴,𝑏:
L𝐴,𝑏𝜙 ,
∑︁
𝑖,𝑗6𝑑
𝜕𝑥𝑖(𝑎
𝑖,𝑗𝜕𝑥𝑗𝜙) +
∑︁
𝑖6𝑑
𝑏𝑖𝜕𝑥𝑖𝜙.
В роботi [49] дослiджується iснування стохастичних роз’язкiв рiвнян-
ня L𝐴,𝑏𝜈 = 0 наM в термiнах симетричних операторiв.
Нехай 𝜇 — стохастична мiра на M з додатньою щiльнiстю 𝜚𝜇 ∈
∈ 𝑊 𝑝,1loc (M ), 𝑝 > 𝑑. Нехай борелiвське поле X на M таке, що ‖X‖ ∈
∈ 𝐿2(𝜇), причому iснують такi 𝜀 ∈ (0, 1), 𝛼 > 0, 𝑐 > 0, що⃒⃒⃒⃒
⃒⃒∫︁
M
(X,∇𝑓)𝑔 𝑑𝜇
⃒⃒⃒⃒
⃒⃒ 6 𝑐‖𝑓‖𝑊 2,1(𝜇)‖𝑔‖𝑊 2,1(𝜇), 𝑓, 𝑔 ∈ 𝐶∞0 (M ),
∫︁
M
(X,∇𝑓) 𝑑𝜇 > −𝜀
∫︁
M
‖∇𝑓‖2 𝑑𝜇− 𝑎
∫︁
M
𝑓 2 𝑑𝜇, 𝑓 ∈ 𝐶∞0 (M ).
Наведенi умови виконуються, якщо 𝑏 обмежено, а також якщо для 𝜇
виконується логарифмiчна нерiвнiсть Соболєва∫︁
M
𝑓 2 ln(|𝑓 |/‖𝑓‖𝐿2(𝜇)) 𝑑𝜇 6 𝜆
∫︁
M
‖∇𝑓‖2 𝑑𝜇, 𝑓 ∈ 𝐶∞0 (M ),
причому exp(𝛼|𝑏|2) ∈ 𝐿1(𝜇) при 𝛼 > 𝜆 + 1.
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Теорема 1.9. Нехай 𝑐1·I 6 𝐴 6 𝑐2·I при деяких 𝑐1, 𝑐2 > 0, причому в ло-
кальних картах матричнi елементи 𝐴 входять в 𝑊 𝑝,1loc . Припустимо,
що вкладення 𝑊 2,1(𝜇) → 𝐿2(𝜇) компактне. Тодi iснує додатня функцiя
𝜓 ∈ 𝐿2(𝜇), для якої мiра 𝜈 = 𝜓 · 𝜇 задовольняє рiвняння L *𝐴,𝑏𝜈 = 0.
Наведенi вимоги виконуються, якщо 𝜇 задовольняє логарифмiчну не-
рiвнiсть Соболєва i exp(𝛼|𝑏|2) ∈ 𝐿1(𝜇) при 𝛼 > 𝜆 + 1.
В [47] доведенi наступнi теореми про єдинiсть розв’язку.
Теорема 1.10. Нехай Z = ∇𝑈 , де 𝑈 ∈ 𝑊 𝛼,1loc (M )∩𝐿∞loc(𝜆M ) при деякому
𝛼 > 𝑑. Припустимо, що iснує така невiд’ємна функцiя 𝑉 ∈ 𝐶2(M ),
що множини {𝐶 6 𝑐} компактнi при 𝑐 < supM 𝑉 i покривають M ,
причому iснує такий компакт 𝐾, що 𝐿Z𝑉 6 −1 повз 𝐾. Тодi exp𝑈 ∈
∈ 𝐿1(𝜆M ). Якщо M зв’язний, то нормована мiра 𝜇 = 𝐶 exp𝑈 · 𝜆M є
єдиним стохастичним розв’язком рiвняння 𝐿*Z𝜇 = 0.
Теорема 1.11. Нехай M зв’язний, кривизна Рiччi обмежена знизу i
inf
𝑥∈M
𝜆M
(︀
𝐵(𝑥, 𝑟)
)︀
> 0 при всiх 𝑟 > 0, де 𝐵(𝑥, 𝑟) — геодезична куля.
Нехай 𝜇 — така борелiвська стохастична мiра на M , що 𝐿*Z𝜇 = 0,
де ‖Z‖ ∈ 𝐿2(𝜇), причому Z = ∇𝑈,𝑈 ∈ 𝑊 1,1loc . Тодi exp𝑈 ∈ 𝐿1(𝜆M ),
причому 𝜇 = ‖ exp𝑈‖−1𝐿1(𝜆M ) exp𝑈 · 𝜆M .
1.2.2 Оцiнка розв’язкiв елiптичних рiвнянь
В [47; 48] доведена наступна теорема.
Теорема 1.12. Нехай M — такий рiманiв многовид з рiмановою мi-
рою об’єму 𝜆, що кривизна Рiччi обмежена знизу i рiмановi об’єми
куль будь-якого фiксованого додатнього радiусу вiддiленi вiд нуля. Не-
хай 𝜇 — борелiвська стохастична мiра на M i 𝐿*𝜇 = 0, де 𝐿𝑓 =
= ∆𝑓 +(𝑏,∇𝑓) i ‖𝑏‖ ∈ 𝐿2(𝜇). Тодi 𝜇 = 𝜚 ·𝜆, де √𝜚 ∈ 𝑊 2,1(M ), причому∫︁
M
‖∇𝜚‖2
𝜚2
𝑑𝜇 6
∫︁
M
‖𝑏‖2 𝑑𝜇.
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Якщо замiсть ‖𝑏‖ ∈ 𝐿2(𝜇) ми маємо ‖𝑏‖ ∈ 𝐿2(𝜆), то∫︁
M
‖∇𝜚‖2
𝜚2
𝑑𝜆 6
∫︁
M
‖𝑏‖2 𝑑𝜆.
1.2.3 Рiвняння Фоккера–Планка на рiмановому многовидi
До сучасних дослiджень диференцiйних рiвнянь на рiманових мно-
говидах варто також вiднести роботи [53; 60], присвяченi рiвнянню
Фоккера–Планка. В роботi [60] будується варiацiйна апроксимацiя рiв-
няння Фоккера–Планка на рiмановому многовидi. Основний результат
роботi [53] — теореми монотонностi i стiйкостi для 𝑊 -ентропiї Пере-
льмана рiвняння Фоккера–Планка на повному рiмановому многовидi з
невiд’ємною 𝑚-мiрною кривизною Бекрi–Емерi Рiччi.
1.3 Диференцiйовнi мiри
Теорiя диференцiйовних мiр була запропонована С.В. Фомiним на Мiж-
народному конгресi математикiв в 1966 р. (див. [1; 2; 37–40]). Саме
С.В. Фомiн усвiдомив, що в нескiнченновимiрному аналiзi при побу-
довi нескiнченновимiрного аналога теорiї узагальнених функцiй замiсть
пари просторiв (пробнi функцiї — узагальненi функцiї) природно роз-
глядати чотири простори: деякий простiр функцiй 𝑆, його спряжений
𝑆 ′, деякий простiр мiр 𝑀 i його спряжений 𝑀 ′. В скiнченновимiрному
випадку 𝑀 ототожнюється з 𝑆 завдяки мiрi Лебега, iснування якої ро-
бить можливим представлення мiри через її щiльнiсть. Вiдсутнiсть iнва-
рiантної вiдносно зсувiв ненульової мiри робить в нескiнченновимiрному
просторi таке представлення неможливим.
Розглянемо 𝑋 — локально опуклий лiнiйний топологiчний простiр, 𝑋 ′
— його спряжений простiр, A — деяка 𝜎-алгебра його пiдмножин, 𝜇 —
визначена на A мiра (взагалi кажучи, знакозмiнна).
Означення 1.4. Мiра 𝜇 називається диференцiйовною на множинi
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𝐴 ∈ A за напрямом ℎ ∈ 𝑋 (за Фомiним), якщо для будь-якого 𝑡 ∈ R
виконується 𝐴 + 𝑡ℎ ∈ A i iснує наступна межа
lim
𝑡→0
𝜇(𝐴 + 𝑡ℎ)− 𝜇(𝐴)
𝑡
,
значення якої називається диференцiалом (похiдною) мiри 𝜇 за Фомiним
(або сильною похiдною) (на множинi 𝐴) при приростi ℎ i позначається
одним iз наступних символiв:
𝑑ℎ𝜇(𝐴), 𝑑𝜇ℎ(𝐴) або 𝜇′(𝐴)ℎ.
Означення 1.5. Мiра 𝜇 називається диференцiйовною за напрямом ℎ ∈
∈ 𝑋 (за Фомiним), якщо вона диференцiйовна за напрямом ℎ на кожнiй
множинi 𝐴 ∈ A.
Диференцiал 𝑑ℎ𝜇 диференцiйовної за напрямом ℎ за Фомiним мiри
𝜇 є послiдовнiсть знакозмiнних мiр (𝜎-адитивних функцiй), а тому, за
теоремою Нiкодима (див. [21, с. 176–177]), 𝑑ℎ𝜇 теж є знакозмiнною мi-
рою. Бiльш того, мiра 𝜈 = 𝑑ℎ𝜇 є абсолютно неперервною вiдносно мiри
𝜇, а вiдповiдну похiдну Радона–Нiкодима 𝑑𝜈𝑑𝜇 називають логарифмiчною
похiдною мiри 𝜇 уздовж ℎ.
Означення 1.6. Другим диференцiалом мiри 𝜇 при приростi (ℎ1, ℎ2)
назвемо диференцiал при приростi ℎ2 диференцiала 𝑑𝜇ℎ1 мiри 𝜇 при
приростi ℎ1 i позначимо символом 𝑑
(2)
ℎ1,ℎ2
𝜇 або 𝑑2𝜇ℎ1ℎ2, а саму мiру 𝜇,
для якої вiн iснує, назвемо двiчi диференцiйовною за напрямом (ℎ1, ℎ2)
𝑛-й диференцiал мiри 𝜇 при приростi (ℎ1, ℎ2, . . . , ℎ𝑛) визначимо за
iндукцiєю:
𝑑
(𝑛)
ℎ1...ℎ𝑛
𝜇 ≡ 𝑑(𝑛)𝜇ℎ1 . . . ℎ𝑛 , 𝑑ℎ𝑛(𝑑ℎ1...ℎ𝑛−1𝜇),
а мiру 𝜇 назвемо диференцiйовною за напрямом (ℎ1, . . . , ℎ𝑛).
У випадку скiнченновимiрного простору R𝑚 кожна абсолютно непе-
рервна вiдносно мiри Лебега мiра є диференцiйовною за всiма напрям-
ками. Вiдомий ([1, с. 153, Пропозицiя 3.1.1]) зворотнiй факт.
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Теорема 1.13. Нехай {ℎ1, . . . , ℎ𝑚} — базис в 𝑚-мiрному просторi R𝑚
i 𝜇 — борелiвська мiра в R𝑚. Якщо мiра 𝜇 диференцiйовна уздовж ко-
жного iз напрямiв ℎ1, . . . , ℎ𝑚, то вона абсолютно неперервна вiдносно
мiри Лебега 𝜆𝑚.
Зв’язок мiж нескiнченно диференцiйовною щiльнiстю вiдносно мiри
Лебега i нескiнченною диференцiйовнiстю вiдносно всiх напрямкiв на-
ведений в [6, с. 110, пропозицiя 3.4.3].
Теорема 1.14. Нехай {ℎ1, . . . , ℎ𝑚} — базис в 𝑚-мiрному просторi R𝑚
i 𝜇 — борелiвська мiра в R𝑚. Мiра 𝜇 є нескiнченно диференцiйовною
вiдносно векторiв {ℎ1, . . . , ℎ𝑚} в тому i тiльки тому випадку, коли її
узагальненi частиннi похiднi представляються iнтегровними функцi-
ями, iнакше кажучи,
𝜇 = 𝛼𝜆𝑚,
де 𝛼 ∈ 𝑊 11 (R𝑚) — клас Соболєва, що мiстить всi такi iнтегровнi
функцiї, узагальненi похiднi яких теж є iнтегровними.
Отже, у скiнченновимiрному випадку аналiз гладких мiр зводиться
до класичного аналiзу узагальнених функцiй, тобто, дослiдження ди-
ференцiйовних мiр є суттєво змiстотним саме у нескiнченновимiрному
випадку.
Iнше означення диференцiйовностi мiр на сепарабельному гiльберто-
вому просторi було запропоновано А.В. Скороходом у роботi [34]. В ро-
ботi [6] означення узагальнено на випадок локально опуклого простору.
Означення 1.7. Борелiвська мiра 𝜇 на локально опуклому просторi
𝑋 називається диференцiйовною (за Скороходом) уздовж напрямку ℎ,
якщо для кожної функцiї 𝑓 ∈ 𝐶𝑏(𝑋) вiдображення
𝑡 ↦−→
∫︁
𝑋
𝑓(𝑥− 𝑡ℎ)𝜇(𝑑𝑥)
є диференцiйовним.
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В [7] доведена наступна теорема про iснування мiри–диференцiала за
Скороходом.
Теорема 1.15. Нехай радонiвська мiра 𝜇 на локально опуклому про-
сторi 𝑋 диференцiйовна за Скороходом уздовж напрямку ℎ ̸= 0. Тодi
iснує радонiвська мiра 𝜈, для якої для всiх 𝑓 ∈ 𝐶𝑏(𝑋) виконується то-
тожнiсть
lim
𝑡→0
∫︁
𝑋
𝑓(𝑥− 𝑡ℎ)− 𝑓(𝑥)
𝑡
𝜇(𝑑𝑥) =
∫︁
𝑋
𝑓(𝑥) 𝜈(𝑑𝑥).
Мiру 𝜈 будемо називати диференцiалом (похiдною) за Скороходом
(або слабкою похiдною) мiри 𝜇 уздовж напрямку ℎ.
В [6] доведено наступний iнтегральний критерiй диференцiйовностi
радонiвської мiри за Скороходом.
Теорема 1.16. Радонiвська мiра 𝜇 на локально опуклому просторi 𝑋
диференцiйовна за Скороходом уздовж напрямку ℎ тодi i тiльки тодi
коли iснує така радонiвська мiра 𝜈, що для кожної 𝐴 ∈ B (𝑋) викону-
ється рiвнiсть
𝜇(𝐴 + 𝑡ℎ)− 𝜇(𝐴) =
𝑡∫︁
0
𝜈(𝐴 + 𝑠ℎ) 𝑑𝑠,
причому 𝜈 — похiдна мiри 𝜇 за Скороходом уздовж напрямку ℎ.
Наслiдок 1.3. Диференцiйовна за Фомiним радонiвська мiра є дифе-
ренцiйовною за Скороходом, i слабка похiдна мiри в такому випадку
спiвпадає з її сильною похiдною.
Обернений наслiдок, як показано в [6], має мiсце за умови неперерв-
ностi слабкої похiдної вiдносно вихiдної мiри.
Теорема 1.17. Радонiвська мiра 𝜇 на локально опуклому просторi 𝑋,
диференцiйовна за Скороходом уздовж напрямку ℎ, є диференцiйовною
за Фомiним уздовж ℎ в тому i тiльки тому випадку, коли її слабка
похiдна абсолютно неперервна вiдносно мiри 𝜇.
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Також у роботi [7] отримано критерiй диференцiйовностi мiри 𝜇 через
лiпшицевiсть функцiї 𝑡 ↦→ 𝜇(𝐴 + 𝑡ℎ).
Теорема 1.18. Радонiвська мiра 𝜇 на локально опуклому просторi 𝑋
є диференцiйовною за Скороходом уздовж напрямку ℎ в тому i тiльки
тому випадку, коли для кожної 𝐴 ∈ B (𝑋) iснує таке число 𝑐(𝐴), що
для всiх значень 𝑡 ∈ [−1, 1] має мiсце нерiвнiсть
|𝜇(𝐴 + 𝑡ℎ)− 𝜇(𝐴)| 6 𝑐(𝐴)|𝑡|.
Тодi числа 𝑐(𝐴) можна обрати рiвномiрно обмеженими.
Природним узагальненням диференцiйовностi мiри за напрямком є,
зокрема, диференцiйовнiсть мiри уздовж векторного поля, що була уве-
дена Ю.Л. Далецьким у роботi [18]. Розглянемо в сепарабельному ба-
наховому просторi 𝑋 гладке векторне поле Z : 𝑋 → 𝑋, для якого
sup
𝑥∈𝑋
‖Z′(𝑥)‖ < ∞. Нехай Φ𝑡 — глобальний iнтегральний потiк поля Z.
Для борелiвської мiри 𝜇 при кожному 𝑡 ∈ R позначимо
𝜇𝑡 , 𝜇 ∘ Φ−𝑡.
Означення 1.8. Мiра 𝜇 називається диференцiйовною уздовж вектор-
ного поля Z, якщо iснує мiра 𝐷Z𝜇 = − 𝑑𝑑𝑡𝜇𝑡
⃒⃒
𝑡=0
— похiдна мiри 𝜇 уздовж
поля Z у тому сенсi, що для кожної функцiї 𝜙 ∈ 𝐶1𝑏 (𝑋) виконується
рiвнiсть ∫︁
𝑋
𝜙(𝑥) (𝐷Z𝜇)(𝑑𝑥) = −
∫︁
𝑋
(𝐷Z𝜙)(𝑥)𝜇(𝑑𝑥).
Бiльшим узагальненням є розгляд довiльних вимiрних перетворень
замiсть зсувiв мiр, що розглядається, зокрема, у роботах О. Г. Смоляно-
ва та H. Weizsaecker [57; 58].
1.4 Висновки до роздiлу 1
У роздiлi проведено огляд робiт, що мають вiдношення до теми дисер-
тацiйного дослiдження. Наведено огляд класичних результатiв рiмано-
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вої геометрiї, що стосуються предмету дослiдження: означення рiма-
нового многовиду, iснування метричного тензора, рiманова зв’язнiсть,
зв’язнiсть Левi–Чивiти i повнота рiманового многовиду. Проведено
огляд ряду сучасних робiт з рiманової геометрiї, присвячених елiпти-
чним рiвнянням на рiманових многовидах. Розглянуто диференцiйов-
нiсть за Фомiним та за Скороходом уздовж напрямкiв, диференцiйов-
нiсть уздовж векторних полiв, визначено зв’язок мiж ними.
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РОЗДIЛ 2. РIВНОМIРНI РIМАНОВI МНОГОВИДИ
2.1 Постановка задачi
Мета цього роздiлу — дослiдження нескiнченновимiрних рiманових мно-
говидiв з метою отримання додаткових умов, що забезпечують їх метри-
чну повноту, та наведення прикладiв таких многовидiв. Метрична пов-
нота забезпечує iснування глобальних потокiв векторних полiв класу
𝐶1𝑏;𝑣(M ) ([25, с. 96]), що знадобиться нам в подальших дослiдженнях.
2.2 Рiмановi многовиди
НехайM — гладкий дiйсний гiльбертiв многовид класу 𝐶2 з модельним
простором 𝐻. Через 𝑇𝑝M знову позначимо дотичний до M простiр в
точцi 𝑝 ∈M .
Нехай наM задано 𝑔 — гладке симетричне строго додатньо визначене
тензорне поле типу (2, 0). В кожнiй точцi 𝑝 ∈ M тензор 𝑔𝑝 є симетри-
чним бiлiнiйним обмеженим вiдображенням 𝑔𝑝 : 𝑇𝑝M × 𝑇𝑝M −→ R.
Тобто:
– для будь-яких точки 𝑝 ∈ M i карти (𝑈,𝜙) в точцi 𝑝 iснує таке
𝛿𝜙 > 0, що для будь-яких векторiв 𝜉1, 𝜉2 з простору 𝑇𝑝M :
𝑔𝑝(𝜉1, 𝜉2) = 𝑔𝑝(𝜉2, 𝜉1); 𝑔𝑝(𝜉1, 𝜉1) > 𝛿𝜙‖𝜉𝜙1 ‖2𝐻 ,
– для будь-яких областi 𝐺 вM i гладких векторних полiв X,Y на
𝐺:
𝑔𝑞(X𝑞,Y𝑞) — функцiя класу 𝐶1 на 𝐺 аргумента 𝑞.
Таке поле 𝑔 називається основним тензором або метричним тензором
наM .
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Означення 2.1. Рiмановим многовидом будемо називати об’єкт, що
складається з гладкого гiльбертового многовиду i заданого на ньому
метричного тензора.
Заданий метричний тензор дозволяє визначити внутрiшнiй (скаляр-
ний) добуток для векторiв 𝜉1, 𝜉2 з простору 𝑇𝑝M :
(𝜉1, 𝜉2) = (𝜉1, 𝜉2)𝑝 , 𝑔𝑝(𝜉1, 𝜉2).
Введений на 𝑇𝑝M скалярний добуток дозволяє природним чином вве-
сти довжину кусково гладкого шляху 𝑐 : [𝛼, 𝛽] −→M :
𝐿𝑐(𝑡) ,
𝑡∫︁
𝛼
‖?˙?(𝜏)‖𝑐(𝜏) 𝑑𝜏 ;𝐿(𝑐) , 𝐿𝑐(𝛽) =
𝛽∫︁
𝛼
‖?˙?(𝜏)‖𝑐(𝜏) 𝑑𝜏.
На зв’язному рiмановому многовидi можна ввести внутрiшню метри-
ку:
𝜌(𝑝, 𝑞) , inf
{︀
𝐿(𝑐)
⃒⃒
𝑐(𝛼) = 𝑝, 𝑐(𝛽) = 𝑞
}︀
,
де 𝑐 : [𝛼, 𝛽] −→M — кусково гладкi шляхи, що поєднують точки 𝑝 та
𝑞.
2.3 Означення рiвномiрного рiманового многовиду
Означення 2.2. Атлас Ω = {(𝜙,𝑈𝜙)} (𝜙 : 𝑈𝜙 −→ 𝐻) будемо називати
рiвномiрним, якщо iснують такi 𝑟 > 0, 𝛿−, 𝛿+ > 0, що
1) для кожної точки 𝑝 ∈ M iснує така карта (𝜙𝑝, 𝑈𝑝), що 𝜙𝑝(𝑈𝑝) ⊃
⊃ 𝐵𝑟(𝜙𝑝(𝑝)), де 𝐵𝑟(𝜙𝑝(𝑝)) , {𝑞 ∈ 𝐻 : ‖𝜙𝑝(𝑝)− 𝑞‖ < 𝑟}.
2) для кожних 𝑝 ∈ M , 𝑞 ∈ 𝑈𝑝, 𝜉 ∈ 𝑇𝑞M виконується 𝛿−‖𝜉𝜙𝑝‖2 6
6 ‖𝜉‖2𝐻 6 𝛿+‖𝜉𝜙𝑝‖2 для карти (𝜙𝑝, 𝑈𝑝) з пункту 1).
Рiманiв многовид iз зафiксованим на ньому рiвномiрним атласом бу-
демо називати рiвномiрним.
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Зауваження 2.1. Наведене означення вiдрiзняється вiд рiвномiрно-
стi атласу банахових многовидiв, що введена в [19; 25]. Однак, як за-
уважено в [8], рiвномiрнiсть банахового многовиду також дозволяє
отримати повноту запропонованої в [8] метрики.
2.4 Метрична повнота рiвномiрного рiманового многовиду
Лема 2.1. Нехай M — рiвномiрний рiманiв многовид, 𝑝 i 𝑞 — точки
в M , 𝑅 ∈ (0, 𝑟]. Нехай також виконується нерiвнiсть 𝜌(𝑝, 𝑞) < 𝑅𝛿−.
Тодi
𝑞 ∈ 𝑈𝑝, 𝜙𝑝(𝑞) ∈ 𝐵𝑅(𝜙𝑝(𝑝)) ⊂ 𝜙𝑝(𝑈𝑝).
𝑟 i 𝛿− — константи з означення 2.2, а (𝜙𝑝, 𝑈𝑝) — карта з пункту 1)
означення 2.2.
Доведення. 𝐵𝑅(𝜙𝑝(𝑝)) ⊂ 𝜙𝑝(𝑈𝑝) ⇔ 𝜙−1𝑝 (𝐵𝑅(𝜙𝑝(𝑝))) ⊂ 𝑈𝑝 виконується
за рахунок рiвномiрностi M . Отже, для доведення леми достатньо
показати, що 𝑞 ∈ 𝜙−1𝑝 (𝐵𝑅(𝜙𝑝(𝑝))). Доведемо вiд супротивного: нехай
𝑞 /∈ 𝜙−1𝑝 (𝐵𝑅(𝜙𝑝(𝑝))). Для будь-якого 𝜀 > 0 iснує такий кусково-гладкий
шлях 𝑐 : [0, 1] −→ M , який поєднує 𝑝 i 𝑞 (𝑐(0) = 𝑝, 𝑐(1) = 𝑞), що
𝜌(𝑝, 𝑞) > 𝐿(𝑐) − 𝜀. Нескладно показати, що за рахунок припущення
𝑞 /∈ 𝜙−1𝑝 (𝐵𝑅(𝜙𝑝(𝑝))) iснує таке 𝜏 ∈ (0, 1), що 𝜙𝑝(𝑐(𝜏)) ∈ 𝜕𝐵𝑅(𝜙𝑝(𝑝)) i
для всiх 𝑡 ∈ [0, 𝜏 ]: 𝑐(𝑡) ∈ 𝑈𝑝. Тому:
𝜌(𝑝, 𝑞) + 𝜀 > 𝐿(𝑐) > 𝐿𝑐(𝜏) =
𝜏∫︁
0
‖𝑐′(𝑡)‖ 𝑑𝑡 >
𝜏∫︁
0
𝛿−‖(𝜙𝑝 ∘ 𝑐)′(𝑡)‖𝑑𝑡 >
> 𝛿−‖𝜙𝑝(𝑐(𝜏))− 𝜙𝑝(𝑝)‖ = 𝛿−𝑅,
а отже,
∀𝜀 > 0 : 𝜌(𝑝, 𝑞) > 𝛿−𝑅− 𝜀⇒ 𝜌(𝑝, 𝑞) > 𝛿−𝑅 — протирiччя.
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Лема 2.2. НехайM — рiвномiрний рiманiв многовид, 𝑝 i 𝑞 — точки в
M , 𝑅 ∈ (0, 𝑟]. Нехай також виконується твердження 𝑞 ∈ 𝑈𝑝, 𝜙𝑝(𝑞) ∈
∈ 𝐵𝑅(𝜙𝑝(𝑝)). Тодi виконується нерiвнiсть
𝜌(𝑝, 𝑞) < 𝑅𝛿+.
𝑟 i 𝛿+ — константи з означення 2.2, а (𝜙𝑝, 𝑈𝑝) — карта з пункту 1)
означення 2.2.
Доведення. За рахунок рiвномiрностi многовиду M , 𝐵𝑅(𝜙𝑝(𝑝)) ⊂
⊂ 𝜙𝑝(𝑈𝑝), а тому, за рахунок опуклостi кулi, вiдрiзок в 𝐻, що поєднує
точки 𝜙𝑝(𝑝) i 𝜙𝑝(𝑞), є пiдмножиною 𝐵𝑅(𝜙𝑝(𝑝)) ⊂ 𝜙𝑝(𝑈𝑝). Значить, ми мо-
жемо коректно розглядати гладкий шлях в 𝜙−1𝑝 (𝐵𝑅(𝜙𝑝(𝑝))) ⊂ 𝑈𝑝 ⊂M
наступного вигляду:
𝑐(𝑡) = 𝜙−1𝑝 ((1− 𝑡)𝜙𝑝(𝑝) + 𝑡𝜙𝑝(𝑞)), 𝑐 : [0, 1] −→ 𝜙−1𝑝 (𝐵𝑅(𝜙𝑝(𝑝))),
𝑐(0) = 𝑝, 𝑐(1) = 𝑞.
Тодi:
𝜌(𝑝, 𝑞) 6 𝐿(𝑐) =
1∫︁
0
‖𝑐′(𝑡)‖ 𝑑𝑡 6 𝛿+
1∫︁
0
‖(𝜙𝑝 ∘ 𝑐)′(𝑡)‖ 𝑑𝑡 =
= 𝛿+
1∫︁
0
‖((1− 𝑡)𝜙𝑝(𝑝) + 𝑡𝜙𝑝(𝑞))′(𝑡)‖ 𝑑𝑡 =
= 𝛿+
1∫︁
0
‖𝜙𝑝(𝑞)− 𝜙𝑝(𝑝)‖ 𝑑𝑡 < 𝛿+𝑅.
Твердження 2.1. Рiвномiрний рiманiв многовидM є метрично пов-
ним за внутрiшньою метрикою.
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Доведення. Нехай {𝑝𝑛} — фундаментальна в M послiдовнiсть точок.
Фiксуємо 𝑅 = 12
𝛿
𝛿
−
+ . Iснує таке 𝑁 ∈ N, що для всiх 𝑛,𝑚 > 𝑁 виконується
𝜌(𝑝𝑛, 𝑝𝑚) < 𝛿
−𝑅.
Доведемо, що для всiх 𝑛 > 𝑁 виконується 𝜙−1𝑝𝑛 (𝐵𝑅(𝜙𝑝𝑛(𝑝𝑛))) ⊂
⊂ 𝜙−1𝑝
𝑁
(𝐵𝑟(𝜙𝑝
𝑁
(𝑝
𝑁
))). Нехай 𝑞 ∈ 𝜙−1𝑝𝑛 (𝐵𝑅(𝜙𝑝𝑛(𝑝𝑛))), тодi, згiдно з лемою
2.2, 𝜌(𝑝𝑛, 𝑞) < 𝛿+𝑅, а отже, враховуючи нерiвнiсть трикутника:
𝜌(𝑝
𝑁
, 𝑞) 6 𝜌(𝑝
𝑁
, 𝑝𝑛) + 𝜌(𝑝𝑛, 𝑞) < 𝛿
−𝑅 + 𝛿+𝑅 =
1
2
𝛿
𝛿
−
+ 𝑟𝛿
− +
1
2
𝛿−𝑟 6 𝛿−𝑟,
тому, враховуючи лему 2.1,
𝑞 ∈ 𝜙−1𝑝
𝑁
(𝐵𝑟(𝜙𝑝
𝑁
(𝑝
𝑁
))).
Тепер покажемо, що послiдовнiсть {𝜙𝑝
𝑁
(𝑝𝑛)}𝑛=𝑁...∞ збiжна. По-перше,
для всiх 𝑛,𝑚 > 𝑁 виконується 𝜌(𝑝𝑛, 𝑝𝑚) < 𝛿−𝑅, а тому, враховую-
чи лему 2.1, виконується 𝑝𝑚 ∈ 𝜙−1𝑝𝑛 (𝐵𝑅(𝜙𝑝𝑛(𝑝𝑛))). Бiльш того, будь-
який кусково-гладкий шлях, що поєднує 𝑝𝑛 i 𝑝𝑚 i виходить за ме-
жi 𝜙−1𝑝𝑛 (𝐵𝑅(𝜙𝑝𝑛(𝑝𝑛))), має довжину, не меншу за 𝛿
−𝑅 (див. доведен-
ня леми 2.1), а тому, для визначення 𝜌(𝑝𝑛, 𝑝𝑚) як iнфiмума довжин
кусково-гладких шляхiв, що поєднують 𝑝𝑛 i 𝑝𝑚, достатньо розгляда-
ти лише кусково-гладкi шляхи 𝑐 : [0, 1] −→ 𝜙−1𝑝𝑛 (𝐵𝑅(𝜙𝑝𝑛(𝑝𝑛))) ⊂
⊂ 𝜙−1𝑝
𝑁
(𝐵𝑟(𝜙𝑝
𝑁
(𝑝
𝑁
)) ⊂ 𝑈𝑝
𝑁
:
𝜌(𝑝𝑛, 𝑝𝑚) = inf
𝑐
𝐿(𝑐) = inf
𝑐
1∫︁
0
‖𝑐′(𝑡)‖ 𝑑𝑡 > inf
𝑐
𝛿−
1∫︁
0
‖(𝜙𝑝
𝑁
∘ 𝑐)′(𝑡)‖ 𝑑𝑡 >
> inf
𝑐
𝛿−‖𝜙𝑝
𝑁
(𝑐(1))− 𝜙𝑝
𝑁
(𝑐(0))‖ = 𝛿−‖𝜙𝑝
𝑁
(𝑝𝑚)− 𝜙𝑝
𝑁
(𝑝𝑛)‖,
тому, оскiльки {𝑝𝑛} — фундаментальна послiдовнiсть, то послiдовнiсть
{𝜙𝑝
𝑁
(𝑝𝑛)}𝑛=𝑁...∞ теж фундаментальна, а отже збiжна в 𝐵𝑅(𝜙𝑝
𝑁
(𝑝
𝑁
)) ⊂
⊂ 𝜙𝑝
𝑁
(𝑈𝑝
𝑁
) ⊂ 𝐻 за рахунок повноти гiльбертового простору 𝐻 та за-
мкненостi 𝐵𝑅(𝜙𝑝
𝑁
(𝑝
𝑁
)). Тобто, iснує 𝑥0 такий, що 𝜙𝑝
𝑁
(𝑝𝑛) → 𝑥0.
Нарештi, доведемо, що 𝑝𝑛 → 𝑝0 , 𝜙−1𝑝
𝑁
(𝑥0). Вiзьмемо
𝑐𝑛 : [0, 1] ∋ 𝑡 ↦−→ 𝜙−1𝑝
𝑁
((1− 𝑡)𝜙𝑝
𝑁
(𝑝𝑛) + 𝑡𝜙𝑝
𝑁
(𝑝0)).
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Тодi:
𝜌(𝑝𝑛, 𝑝0) 6 𝐿(𝑐𝑛) =
1∫︁
0
‖𝑐′𝑛(𝑡)‖ 𝑑𝑡 6 𝛿+
1∫︁
0
‖(𝜙𝑝
𝑁
∘ 𝑐𝑛)′(𝑡)‖ 𝑑𝑡 =
= 𝛿+‖𝜙𝑝
𝑁
(𝑝0)− 𝜙𝑝
𝑁
(𝑝𝑛)‖ = 𝛿+‖𝑥0 − 𝜙𝑝
𝑁
(𝑝𝑛)‖ −→ 0,
отже,
𝑝𝑛 → 𝑝0.
2.5 Дослiдження топологiї, породженої метрикою
Оскiльки в подальшому ми будемо розглядати борелiвськi мiри, виникає
закономiрне питання узгодженостi топологiї рiманова многовиду, якою
вiн надiлений як хаусдорфiв простiр, та топологiї, що породжена вну-
трiшньою метрикою.
Твердження 2.2. НехайM — рiманiв многовид, 𝜌 — його внутрiшня
метрика. Тодi топологiя, породжена 𝜌, не слабша за вихiдну тополо-
гiюM .
Доведення. Нехай 𝑉 ⊂ M — вiдкрита у сенсi вихiдної топологiї мно-
жина; 𝑝 ∈ 𝑉 — довiльна точка 𝑉 . Необхiдно показати, що 𝑉 — вiдкрита
в сенсi метрики 𝜌, тобто, iснує таке число 𝑅 > 0, що 𝑉 ⊃ 𝐵𝑅(𝑝) = {𝑞 :
𝜌(𝑝, 𝑞) < 𝑅}.
В точцi 𝑝 iснує деяка карта (𝜙, ?˜?). Тодi (𝜙,𝑈), де 𝑈 , 𝑉 ∩ ?˜? , — теж
карта в 𝑝, при чому 𝑈 ⊂ 𝑉 . Оскiльки 𝜙(𝑈) — вiдкрита, то iснує ?˜? > 0
таке, що 𝐵?˜?(𝜙(𝑝)) ⊂ 𝜙(𝑈).
З iншого боку, згiдно строгiй додатнiй визначеностi метричного тен-
зора, iснує 𝛿𝜙 > 0 такий, що для будь-яких 𝑞 ∈ 𝑈 , 𝜉 ∈ 𝑇𝑞M виконується
𝑔𝑞(𝜉, 𝜉) > 𝛿𝜙‖𝜉𝜙‖2𝐻 .
Тодi, аналогiчно до доведення леми 2.1, 𝑅 = ?˜?𝛿𝜙, i буде шуканим
𝑅.
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В тому разi, якщо в кожнiй точцi 𝑝 ∈M iснують такi карта (𝜙,𝑈) та
число 𝛿𝜙+ > 0, що:
∀𝑞 ∈ 𝑈, 𝜉 ∈ 𝑇𝑞M : 𝑔𝑞(𝜉, 𝜉) 6 𝛿𝜙+‖𝜉𝜙‖2𝐻 , (2.1)
ми доведемо, що топологiя, породжена метрикою, спiвпадає з вихiдною.
Зокрема, це виконується у випадку рiвномiрного рiманового многовиду.
Твердження 2.3. НехайM — рiманiв многовид, 𝜌 — його внутрiшня
метрика; в кожнiй його точцi 𝑝 ∈M iснують такi карта (𝜙,𝑈) та
число 𝛿𝜙+ > 0, що виконується умова (2.1). Тодi топологiя, породжена
𝜌, спiвпадає з вихiдною топологiєюM .
Доведення. Враховуючи твердження 2.2, достатньо довести, що вихiдна
топологiя не слабкiша за ту, що породжена метрикою. Нехай 𝑉 ⊂𝑀 —
вiдкрита у термiнах метрики множина. Доведемо, що кожна точка 𝑉
буде внутрiшньою в сенсi вихiдної топологiї, тобто, входить у 𝑉 разом
з вiдкритою в сенсi вихiдної топологiї множиною.
Нехай 𝑝 ∈ 𝑉 , тодi iснує таке 𝑅 > 0, що 𝐵𝑅(𝑝) ⊂ 𝑉 , оскiльки 𝑉 —
вiдкрита у сенсi метрики.
З iншого боку, в 𝑝 iснують такi карта (𝜙,𝑈) та число 𝛿𝜙+ > 0, що
виконується умова (2.1). Також, оскiльки 𝜙(𝑈) — вiдкрита, то iснує таке
?˜? > 0, що 𝐵?˜?(𝜙(𝑝)) ⊂ 𝜙(𝑈).
Тодi, аналогiчно до доведення леми 2.2, можна показати, що:
𝜙−1(𝐵min{?˜?, 𝑅
𝛿
𝜙
+
}(𝜙(𝑝))) ⊂ 𝐵𝑅(𝑝) ⊂ 𝑉.
𝜙−1(𝐵min{?˜?, 𝑅
𝛿
𝜙
+
}(𝜙(𝑝))) ∋ 𝑝 i буде шуканою вiдкритою у сенсi вихiдної
топологiї множиною.
2.6 Повнота дотичного простору
За рахунок строгої додатностi метричного тензора, зi збiжностi (фунда-
ментальностi) послiдовностi векторiв в дотичному просторi 𝑇𝑝M випли-
ває збiжнiсть (вiдповiдно, фундаментальнiсть) вiдповiдної послiдовностi
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представлень векторiв в модельному просторi 𝐻. Для доведення обер-
неної iмплiкацiї, а отже i повноти простору 𝑇𝑝M , здається необхiдним
знову вимагати iснування в точцi 𝑝 ∈ M таких карти (𝜙,𝑈) та числа
𝛿𝜙+ > 0, що виконується (2.1). Це виконується для кожного 𝑝 ∈ M у
випадку рiвномiрного рiманового многовиду.
Твердження 2.4. НехайM — рiманiв многовид, для 𝑝 ∈M iснують
такi карта (𝜙,𝑈) та число 𝛿𝜙+ > 0, що виконується умова (2.1). Тодi
дотичний простiр 𝑇𝑝M буде повним.
Доведення. Нехай {𝜉𝑛}∞𝑛=1 — фундаментальна послiдовнiсть в 𝑇𝑝M ,
(𝜙,𝑈) — така карта в точцi 𝑝, що виконується (2.1). Покажемо, що послi-
довнiсть {𝜉𝜙𝑛}∞𝑛=1 теж фундаментальна. Вiдповiдно до строгої додатностi
рiманового тензора,
‖𝜓𝜙‖𝐻 6 (𝛿𝜙)− 12‖𝜓‖𝑝
для будь-якого 𝜓 ∈ 𝑇𝑝M . Фiксуємо 𝜀 > 0. Оскiльки {𝜉𝑛}∞𝑛=1 — фунда-
ментальна послiдовнiсть в 𝑇𝑝M , то iснує таке 𝑁𝜀, що для всiх 𝑛,𝑚 > 𝑁𝜀
виконується
‖𝜉𝑛 − 𝜉𝑚‖𝑝 6 (𝛿𝜙) 12𝜀,
але тодi
‖𝜉𝜙𝑛 − 𝜉𝜙𝑚‖𝐻 6 (𝛿𝜙)−
1
2 (𝛿𝜙)
1
2𝜀 = 𝜀
для всiх 𝑛,𝑚 > 𝑁𝜀, що доводить фундаментальнiсть послiдовностi
{𝜉𝜙𝑛}∞𝑛=1 в 𝐻. Оскiльки ж простiр 𝐻 повний, то iснує таке 𝜉𝜙 ∈ 𝐻, що
𝜉𝜙𝑛 −→ 𝜉𝜙,
але за рахунок (2.1),
‖𝜉𝑛 − 𝜉‖𝑝 6 (𝛿𝜙+)
1
2‖𝜉𝜙𝑛 − 𝜉𝜙‖𝐻 −→ 0,
що i доводить твердження.
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2.7 Кути мiж пiдпросторами у гiльбертовому просторi
Нехай 𝐻 — гiльбертiв простiр. 𝐴,𝐵 ̸= {0} — пiдпростори 𝐻. Введемо
поняття косинуса кута мiж 𝐴 i 𝐵.
Означення 2.3. Покладемо
cos](𝐴,𝐵) , max
{︃
inf
𝑦∈𝐵∖{0}
sup
𝑥∈𝐴∖{0}
cos](𝑥, 𝑦); inf
𝑥∈𝐴∖{0}
sup
𝑦∈𝐵∖{0}
cos](𝑥, 𝑦)
}︃
,
де cos](𝑥, 𝑦) = (𝑥,𝑦)‖𝑥‖·‖𝑦‖ — косинус кута мiж векторами 𝑥 i 𝑦.
Зауваження 2.2. Наведене означення косинуса кута спiвпадає з тра-
дицiйним поняттям кута в трьохвимiрнiй стереометрiї: мiж пря-
мими, площинами та кута мiж прямою та площиною. Для будь-
якого нетривiального пiдпростору 𝐴 /∈ {𝐻, {0}} виконується тото-
жнiсть cos](𝐴,𝐴⊥) = 0. Також можна показати, що принаймнi
у скiнченновимiрному випадку виконується рiвнiсть cos](𝐴,𝐵) =
= cos](𝐴⊥, 𝐵⊥).
Зауваження 2.3. Проiлюструємо зв’язок мiж запропонованим озна-
ченням та метрикою на множинi замкнених пiдпросторiв банахово-
го простору, що була запропонована i дослiджена в [16] як модифi-
кацiя поняття розхилу, уведеного в [24], також була дослiджена в
[22] i в iншiй еквiвалентнiй формi в [54]. Означення цiєї метрики мо-
жна переписати в наступному виглядi для замкнених пiдпросторiв
𝐴,𝐵 ̸= {0}
𝑑(𝐴,𝐵) = max
{︃
sup
𝑦∈𝐵∖{0}
inf
𝑥∈𝐴∖{0}
⃦⃦⃦⃦
𝑥
‖𝑥‖ −
𝑦
‖𝑦‖
⃦⃦⃦⃦
; sup
𝑥∈𝐴∖{0}
inf
𝑦∈𝐵∖{0}
⃦⃦⃦⃦
𝑥
‖𝑥‖ −
𝑦
‖𝑦‖
⃦⃦⃦⃦ }︃
,
що у випадку гiльбертового простору, враховуючи тотожнiсть⃦⃦⃦⃦
𝑥
‖𝑥‖ −
𝑦
‖𝑦‖
⃦⃦⃦⃦
=
√︃
2− 2 (𝑥, 𝑦)‖𝑥‖ · ‖𝑦‖ =
√︀
2− 2 cos](𝑥, 𝑦),
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можна переписати як
𝑑(𝐴,𝐵) = max
{︃
sup
𝑦∈𝐵∖{0}
inf
𝑥∈𝐴∖{0}
√︀
2− 2 cos](𝑥, 𝑦);
sup
𝑥∈𝐴∖{0}
inf
𝑦∈𝐵∖{0}
√︀
2− 2 cos](𝑥, 𝑦)
}︃
=
=
⎯⎸⎸⎷2− 2 min{︃ inf
𝑦∈𝐵∖{0}
sup
𝑥∈𝐴∖{0}
cos](𝑥, 𝑦); inf
𝑥∈𝐴∖{0}
sup
𝑦∈𝐵∖{0}
cos](𝑥, 𝑦)
}︃
,
тобто,
𝑑2(𝐴,𝐵) + 2 cos](𝐴,𝐵) = 2+
+ 2
⃒⃒⃒⃒
⃒ inf𝑦∈𝐵∖{0} sup𝑥∈𝐴∖{0} cos](𝑥, 𝑦)− inf𝑥∈𝐴∖{0} sup𝑦∈𝐵∖{0} cos](𝑥, 𝑦)
⃒⃒⃒⃒
⃒ ,
звiдки випливає цiкаве питання оцiнки модуля в правiй частинi. Далi
буде показано, що для пiдпросторiв однакової скiнченної корозмiрно-
стi цей модуль дорiвнює нулю (аналогiчно можна показати, що вiн
дорiвнює нулю i для пiдпросторiв однакової скiнченної розмiрностi), а
отже для таких пiдпросторiв виконується тотожнiсть
cos](𝐴,𝐵) = 1− 1
2
𝑑2(𝐴,𝐵).
Введемо позначення:
𝑃 : 𝐻 ∋ ℎ ↦−→ pr𝐴 ℎ; 𝑄 : 𝐻 ∋ ℎ ↦−→ pr𝐵 ℎ.
Нехай 𝐴,𝐵 ̸= {0}, а 𝑥 i 𝑦 — ненульовi вектори в 𝐴 i 𝐵, вiдповiдно.
Тодi:
cos](𝑥, 𝑦) = (𝑥, 𝑦)‖𝑥‖ · ‖𝑦‖ =
(𝑥, pr𝐴 𝑦 + ort𝐴 𝑦)
‖𝑥‖ · ‖𝑦‖ =
(𝑥, 𝑃𝑦)
‖𝑥‖ · ‖𝑦‖ 6
‖𝑃𝑦‖
‖𝑦‖ .
Якщо 𝐴⊥ ∩ 𝐵 ̸= {0}, то inf
𝑦∈𝐵∖{0}
sup
𝑥∈𝐴∖{0}
cos](𝑥, 𝑦) = 0, iнакше ж, при
𝐴⊥∩𝐵 = {0}, sup
𝑥∈𝐴∖{0}
cos](𝑥, 𝑦) = ‖𝑃𝑦‖‖𝑦‖ , при чому супремум досягається
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при 𝑥 = 𝑃𝑦 ̸= 0. В обох випадках виконується рiвнiсть
inf
𝑦∈𝐵∖{0}
sup
𝑥∈𝐴∖{0}
cos](𝑥, 𝑦) = inf
𝑦∈𝐵∖{0}
‖𝑃𝑦‖
‖𝑦‖ .
Аналогiчно доводиться рiвнiсть
inf
𝑥∈𝐴∖{0}
sup
𝑦∈𝐵∖{0}
cos](𝑥, 𝑦) = inf
𝑥∈𝐴∖{0}
‖𝑄𝑥‖
‖𝑥‖ .
Отже, маємо формулу для пiдпросторiв 𝐴,𝐵 ̸= {0}:
cos](𝐴,𝐵) = max
{︂
inf
𝑦∈𝐵∖{0}
‖𝑃𝑦‖
‖𝑦‖ ; inf𝑥∈𝐴∖{0}
‖𝑄𝑥‖
‖𝑥‖
}︂
. (2.2)
Лема 2.3. Нехай 𝐴 = {𝑛1, 𝑛2, . . . 𝑛𝑘}⊥, 𝐵 = {𝑚1,𝑚2, . . .𝑚𝑝}⊥ — пiд-
простори скiнченної корозмiрностi (𝑘 i 𝑝, вiдповiдно) в гiльбертовому
просторi 𝐻, при чому 𝑘 > 𝑝 i {𝑛1, 𝑛2, . . . 𝑛𝑘}, {𝑚1,𝑚2, . . .𝑚𝑝} — орто-
нормованi системи. Тодi:
cos](𝐴,𝐵) = 𝜎min(
L
) =
√︀
𝜆min(
L*L),
де
L
=
⎛⎜⎜⎝
(𝑛1,𝑚1) . . . (𝑛1,𝑚𝑝)
... . . . ...
(𝑛𝑘,𝑚1) . . . (𝑛𝑘,𝑚𝑝)
⎞⎟⎟⎠ .
Доведення. Одразу зауважимо, що
L
— матриця розмiру 𝑘 × 𝑝, а L*L
— матриця розмiру 𝑝 × 𝑝, звiдки за рахунок нерiвностi 𝑝 6 𝑘 випливає
рiвнiсть 𝜎2min(
L
) = 𝜆min(
L*L). Якщо ж виконується рiвнiсть 𝑝 = 𝑘, то
також є справедливою рiвнiсть 𝜎2min(
L
) = 𝜆min(
LL*).
Використаємо формулу (2.2). Спочатку покажемо, що виконується
рiвнiсть inf
𝑥∈𝐴∖{0}
‖𝑄𝑥‖2
‖𝑥‖2 = 𝜆min(
L*L). Позначимо 𝑞(𝑥) , pr𝐴∩𝐵 𝑥. Тодi 𝑥 ∈ 𝐻
може бути представлений у виглядi
𝑥 =
𝑘∑︁
𝑗=1
𝛼𝑗𝑛𝑗 +
𝑝∑︁
𝑖=1
𝛽𝑖𝑚𝑖 + 𝑞(𝑥),
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але нас цiкавлять тiльки 𝑥 з 𝐴:
𝑥 ∈ 𝐴⇔ ∀𝑗 = 1 . . . 𝑘 : (𝑥, 𝑛𝑗) = 0 ⇔ ∀𝑗 = 1 . . . 𝑘 : 𝛼𝑗 = −
𝑝∑︁
𝑖=1
𝛽𝑖(𝑛𝑗,𝑚𝑖),
отже,
𝑥 =
𝑝∑︁
𝑖=1
𝛽𝑖𝑚𝑖 −
𝑘∑︁
𝑗=1
𝑝∑︁
𝑖=1
𝛽𝑖(𝑛𝑗,𝑚𝑖)𝑛𝑗 + 𝑞(𝑥).
Далi знайдемо 𝑄𝑥:
𝑄𝑥 = 𝑥−
𝑝∑︁
𝑑=1
(𝑥,𝑚𝑑)𝑚𝑑 =
𝑝∑︁
𝑖=1
𝛽𝑖𝑚𝑖 −
𝑘∑︁
𝑗=1
𝑝∑︁
𝑖=1
𝛽𝑖(𝑛𝑗,𝑚𝑖)𝑛𝑗−
−
𝑝∑︁
𝑑=1
(︃
𝑝∑︁
𝑖=1
𝛽𝑖𝑚𝑖 −
𝑘∑︁
𝑗=1
𝑝∑︁
𝑖=1
𝛽𝑖(𝑛𝑗,𝑚𝑖)𝑛𝑗,𝑚𝑑
)︃
𝑚𝑑 + 𝑞(𝑥) =
=
𝑝∑︁
𝑑=1
𝑘∑︁
𝑗=1
𝑝∑︁
𝑖=1
𝛽𝑖(𝑛𝑗,𝑚𝑖)(𝑛𝑗,𝑚𝑑)𝑚𝑑 −
𝑘∑︁
𝑗=1
𝑝∑︁
𝑖=1
𝛽𝑖(𝑛𝑗,𝑚𝑖)𝑛𝑗 + 𝑞(𝑥).
Введемо наступнi позначення:
𝛽 ,
⎛⎜⎜⎝
𝛽1
...
𝛽𝑝
⎞⎟⎟⎠ ; A𝑖 — 𝑖-й рядок матрицi A.
Тодi знайденi формули для 𝑥 та 𝑄𝑥 можуть бути переписанi у насту-
пному виглядi:
𝑥 =
𝑝∑︁
𝑖=1
𝛽𝑖𝑚𝑖 −
𝑘∑︁
𝑗=1
(
L
𝛽)𝑗𝑛𝑗 + 𝑞(𝑥);
𝑄𝑥 =
𝑝∑︁
𝑑=1
(
L*L𝛽)𝑑𝑚𝑑 −
𝑘∑︁
𝑗=1
(
L
𝛽)𝑗𝑛𝑗 + 𝑞(𝑥).
Тепер знайдемо ‖𝑥‖2:
‖𝑥‖2 = ‖𝛽‖2 + ‖L𝛽‖2 − 2
𝑝∑︁
𝑖=1
𝑘∑︁
𝑗=1
(
L
𝛽)𝑗(𝑛𝑗,𝑚𝑖)𝛽𝑖 + ‖𝑞(𝑥)‖2 =
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= ‖𝛽‖2 + ‖L𝛽‖2 − 2‖L𝛽‖2 + ‖𝑞(𝑥)‖2 = ‖𝛽‖2 − ‖L𝛽‖2 + ‖𝑞(𝑥)‖2.
Аналогiчно знаходиться ‖𝑄𝑥‖2:
‖𝑄𝑥‖2 = ‖L𝛽‖2 − ‖L*L𝛽‖2 + ‖𝑞(𝑥)‖2.
Отже,
inf
𝑥∈𝐴∖{0}
‖𝑄𝑥‖2
‖𝑥‖2 = inf‖𝛽‖2−‖L𝛽‖2+‖𝑞(𝑥)‖2 ̸=0
‖L𝛽‖2 − ‖L*L𝛽‖2 + ‖𝑞(𝑥)‖2
‖𝛽‖2 − ‖L𝛽‖2 + ‖𝑞(𝑥)‖2 .
З розрахунку ‖𝑥‖2 i ‖𝑄𝑥‖2 випливають нерiвностi
‖L*L𝛽‖ 6 ‖L𝛽‖ 6 ‖𝛽‖, (2.3)
з яких слiдує, що ‖L*L‖ 6 1, а отже всi власнi числа невiд’ємноозначеної
самоспряженої матрицi
L*L не бiльшi за 1. Якщо виконується рiвнiсть
L*L = I, то ‖L*L𝛽‖ = ‖L𝛽‖ = ‖𝛽‖ при всiх 𝛽, а тому виконується
бажана рiвнiсть inf
𝑥∈𝐴∖{0}
‖𝑄𝑥‖2
‖𝑥‖2 = inf‖𝑞(𝑥)‖2 ̸=0
‖𝑞(𝑥)‖2
‖𝑞(𝑥)‖2 = 1 = 𝜆min(I) = 𝜆min(
L*L).
Далi вважаємо, що
L*L ̸= I, тобто, L*L має власнi числа, меншi за 1.
Далi вiдмiтимо, що при виконаннi рiвностi ‖L𝛽‖ = ‖𝛽‖ виконується
рiвнiсть ‖𝑥‖2 = ‖𝑞(𝑥)‖2, звiдки, враховуючи нерiвностi ‖𝑄𝑥‖2 6 ‖𝑥‖2
i ‖𝑄𝑥‖2 > ‖𝑞(𝑥)‖2, маємо рiвнiсть ‖𝑄𝑥‖2 = ‖𝑞(𝑥)‖2 = ‖𝑥‖2 та рiв-
нiсть ‖L*L𝛽‖ = ‖L𝛽‖. Значить, для таких 𝑥 ∈ 𝐴 ∖ {0}, що виконується
‖L𝛽‖ = ‖𝛽‖, справедливi рiвностi ‖L*L𝛽‖ = ‖L𝛽‖ = ‖𝛽‖ i ‖𝑄𝑥‖2‖𝑥‖2 = 1, а
оскiльки для будь-яких 𝑥 ∈ 𝐴 ∖ {0} виконується нерiвнiсть ‖𝑄𝑥‖2‖𝑥‖2 6 1,
то, розглядаючи тiльки такi 𝛽, при яких ‖L𝛽‖ ≠ ‖𝛽‖ (а такi 𝛽 iснують,
оскiльки
L*L має власнi числа, меншi за 1 i для вiдповiдних власних
векторiв 𝛽 виконується ‖L*L𝛽‖ < ‖𝛽‖ ⇒ ‖L𝛽‖ ̸= ‖𝛽‖), вiдповiдний
iнфiмум не змiниться.
Оскiльки ж
‖𝑄𝑥‖2
‖𝑥‖2 =
‖L𝛽‖2 − ‖L*L𝛽‖2 + ‖𝑞(𝑥)‖2
‖𝛽‖2 − ‖L𝛽‖2 + ‖𝑞(𝑥)‖2 = 1−
− ‖𝛽‖
2 − 2‖L𝛽‖2 + ‖L*L𝛽‖2
‖𝛽‖2 − ‖L𝛽‖2 + ‖𝑞(𝑥)‖2 = 1−
‖𝛽‖2 − 2(𝛽,L*L𝛽) + ‖L*L𝛽‖2
‖𝛽‖2 − ‖L𝛽‖2 + ‖𝑞(𝑥)‖2 =
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= 1− ‖𝛽 −
L*L𝛽‖2
‖𝛽‖2 − ‖L𝛽‖2 + ‖𝑞(𝑥)‖2 > 1−
‖𝛽 − L*L𝛽‖2
‖𝛽‖2 − ‖L𝛽‖2 =
=
‖L𝛽‖2 − ‖L*L𝛽‖2
‖𝛽‖2 − ‖L𝛽‖2 ,
при чому рiвнiсть виконується при 𝑞(𝑥) = 0, то справедлива формула:
inf
𝑥∈𝐴∖{0}
‖𝑄𝑥‖2
‖𝑥‖2 = inf‖𝛽‖̸=‖L𝛽‖
‖L𝛽‖2 − ‖L*L𝛽‖2
‖𝛽‖2 − ‖L𝛽‖2 . (2.4)
Аналогiчно виводяться формули для inf
𝑦∈𝐵∖{0}
‖𝑃𝑦‖2
‖𝑦‖2 :
‖LL*?⃗?‖ 6 ‖L?⃗?‖ 6 ‖?⃗?‖. (2.5)
inf
𝑦∈𝐵∖{0}
‖𝑃𝑦‖2
‖𝑦‖2 = inf‖?⃗?‖≠‖L*?⃗?‖
‖L*?⃗?‖2 − ‖LL*?⃗?‖2
‖?⃗?‖2 − ‖L?⃗?‖2 , (2.6)
якщо
LL* ̸= I, i inf
𝑦∈𝐵∖{0}
‖𝑃𝑦‖2
‖𝑦‖2 = 1 = 𝜆min(I) = 𝜆min(
LL*) iнакше.
Покажемо, що inf
‖𝛽‖≠‖L𝛽‖
‖L𝛽‖2−‖L*L𝛽‖2
‖𝛽‖2−‖L?⃗?‖2 = 𝜆min(
L*L).
inf
‖𝛽‖≠‖L𝛽‖
‖L?⃗?‖2−‖L*L?⃗?‖2
‖?⃗?‖2−‖L𝛽‖2 = min‖?⃗?‖2−‖L?⃗?‖2=1
(‖L𝛽‖2−‖L*L𝛽‖2) — iнфiмум непе-
рервної функцiї на компактi є досяжним. Позначимо 𝐺(𝛽) , ‖L𝛽‖2 −
−‖L*L𝛽‖2 i запишемо необхiдну умову умовного екстремуму 𝐺(𝛽) (при
‖𝛽‖2 − ‖L𝛽‖2 = 1):
𝐹 (𝛽, 𝜆) = ‖L𝛽‖2−‖L*L𝛽‖2−𝜆(‖𝛽‖2−‖L𝛽‖2−1) — функцiя Лагранжа,
1
2
𝜕𝐹
𝜕𝛽
=
L*L𝛽− (L*L)2𝛽−𝜆𝛽+𝜆L*L𝛽 = 0⃗ ⇔ (L*L−𝜆 I)(L*L− I)𝛽 = 0⃗,
(2.7)
при чому (
L*L − I)𝛽 ̸= 0⃗, оскiльки iнакше ‖𝛽‖2 − ‖L𝛽‖2 = 0 ̸= 1. Нав-
паки, враховуючи нерiвнiсть (2.3), ‖𝛽‖2 − ‖L𝛽‖2 = ‖𝛽‖2 − (L*L𝛽, 𝛽) >
> ‖𝛽‖2 − ‖L*L𝛽‖ · ‖𝛽‖ > 0 для будь-якого 𝛽 такого, що ‖L*L𝛽‖ ≠ ‖𝛽‖.
Покажемо, що нерiвнiсть ‖L*L𝛽‖ ≠ ‖𝛽‖ виконується для всiх нену-
льових 𝛽, окрiм власних векторiв
L*L, що вiдповiдають власному числу
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1. Для цього позначимо власнi числа
L*L як 𝜆1, . . . 𝜆𝑝 (враховуючи кра-
тнiсть; нагадаємо, вони всi невiд’ємнi i не бiльшi за 1), ортонормовану
систему вiдповiдних власних векторiв – як {?⃗?1, . . . ?⃗?𝑝}. Тодi:
‖L*L𝛽‖2 =
𝑝∑︁
𝑖=1
𝜆2𝑖 (?⃗?𝑖, 𝛽)
2 6
𝑝∑︁
𝑖=1
(?⃗?𝑖, 𝛽)
2 = ‖𝛽‖2,
при чому рiвнiсть можлива лише в тому випадку, коли кожному 𝜆𝑖,
що не дорiвнює 1 (тобто, менше за 1), вiдповiдає нульовий скалярний
добуток (?⃗?𝑖, 𝛽) = 0, або, iншими словами, 𝛽 є лiнiйною комбiнацiєю тих
власних векторiв з системи {?⃗?1, . . . ?⃗?𝑝}, якi вiдповiдають власному числу
1, а отже i сам вектор 𝛽 є власним вектором, що вiдповiдає власному
числу 1:
(
L*L− I)𝛽 ̸= 0⃗ ⇔ ‖𝛽‖2 − ‖L𝛽‖2 > 0 ⇔
⇔
⃦⃦⃦⃦
⃦⃦⃦ 𝛽√︁
‖𝛽‖2 − ‖L𝛽‖2
⃦⃦⃦⃦
⃦⃦⃦
2
−
⃦⃦⃦⃦
⃦⃦⃦L 𝛽√︁
‖𝛽‖2 − ‖L𝛽‖2
⃦⃦⃦⃦
⃦⃦⃦
2
= 1. (2.8)
Тепер перетворимо (2.7) у наступний вигляд:
L*L𝛽 − (L*L)2𝛽 = 𝜆(𝛽 − L*L𝛽)
i помножимо обидвi сторони рiвностi скалярно на 𝛽:
(
L*L𝛽, 𝛽)− ((L*L)*(L*L)𝛽, 𝛽) = 𝜆((𝛽, 𝛽)− (L*L𝛽, 𝛽)) ⇔
⇔ ‖L𝛽‖2 − ‖L*L𝛽‖2 = 𝜆(‖𝛽‖2 − ‖L𝛽‖2) ⇔ 𝐺(𝛽) = 𝜆.
Далi вiдмiтимо, що за рахунок самоспряженостi матрицi
L*L− I, ви-
конується рiвнiсть Ker(
L*L − I) ⊕ Im(L*L − I) = R𝑝. Бiльш того, R𝑝
має ортонормований базис iз власних векторiв
L*L, тому, для будь-
якого 𝜆 ̸= 1, власного числа L*L, власний вектор, що вiдповiдає 𝜆,
лежить в (Ker(
L*L− I))⊥ = Im(L*L− I). Як наслiдок, iснує таке 𝛽, що
(
L*L − I)𝛽 — власний вектор, що вiдповiдає 𝜆, тобто, 𝜕𝐹
𝜕?⃗?
= 0⃗ (згiдно
(2.7)) i (
L*L − I)𝛽 ̸= 0⃗. Значить, враховуючи (2.8), кожному такому 𝜆
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вiдповiдає пiдозрiла на умовний екстремум точка 𝛽𝜆, в якiй 𝐺(𝛽𝜆) = 𝜆,
i всi пiдозрiлi на екстремум точки вичерпуються такими 𝛽𝜆, а отже
min
‖𝛽‖2−‖L𝛽‖2=1
𝐺(𝛽) = 𝜆min(
L*L), що i доводить
inf
‖𝛽‖≠‖L𝛽‖
‖L𝛽‖2 − ‖L*L𝛽‖2
‖𝛽‖2 − ‖L𝛽‖2 = 𝜆min(
L*L),
звiдки, враховуючи рiвнiсть (2.4), i випливає бажана тотожнiсть
inf
𝑥∈𝐴∖{0}
‖𝑄𝑥‖2
‖𝑥‖2 = 𝜆min(
L*L).
Аналогiчно доводиться рiвнiсть inf
𝑦∈𝐵∖{0}
‖𝑃𝑦‖2
‖𝑦‖2 = 𝜆min(
LL*). При 𝑝 =
= 𝑘 виконується 𝜆min(
LL*) = 𝜎2min(
L
), iнакше ж 𝜆min(
LL*) = 0, оскiль-
ки в цьому випадку матриця
LL* не є матрицею максимального рангу
(rang(
LL*) = rang(
L
) 6 𝑝 < 𝑘, розмiр матрицi LL* — 𝑘 × 𝑘). В обох
випадках виконується
cos](𝐴,𝐵) = max
{︂
inf
𝑦∈𝐵∖{0}
‖𝑃𝑦‖
‖𝑦‖ ; inf𝑥∈𝐴∖{0}
‖𝑄𝑥‖
‖𝑥‖
}︂
=
= 𝜎min(
L
) =
√︀
𝜆min(
L*L).
Зауваження 2.4. З доведення леми 2.3 випливає, що для 𝐴,𝐵 — за-
мкнених пiдпросторiв однакової скiнченної корозмiрностi — виконує-
ться
cos](𝐴,𝐵) = inf
𝑦∈𝐵∖{0}
sup
𝑥∈𝐴∖{0}
cos](𝑥, 𝑦) = inf
𝑥∈𝐴∖{0}
sup
𝑦∈𝐵∖{0}
cos](𝑥, 𝑦).
Зауваження 2.5. З доведення леми 2.3 випливає, що для 𝐴,𝐵 — за-
мкнених пiдпросторiв рiзної скiнченної корозмiрностi — виконується
min
{︃
inf
𝑦∈𝐵∖{0}
sup
𝑥∈𝐴∖{0}
cos](𝑥, 𝑦); inf
𝑥∈𝐴∖{0}
sup
𝑦∈𝐵∖{0}
cos](𝑥, 𝑦)
}︃
= 0,
а значить (див. зауваження 2.3),
𝑑(𝐴,𝐵) =
√
2.
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Лема 2.4. Нехай {𝑛1, 𝑛2, . . . 𝑛𝑘} i {𝑚1,𝑚2, . . .𝑚𝑘} — ортонормова-
нi системи; для 𝑖 = 1 . . . 𝑘 ?˜?𝑖 i ?˜?𝑖 — лiнiйнi комбiнацiї векторiв
{𝑛1, 𝑛2, . . . 𝑛𝑘} i {𝑚1,𝑚2, . . .𝑚𝑘}, вiдповiдно, при чому ‖?˜?𝑖‖ = ‖?˜?𝑖‖ = 1.
Тодi⃒⃒⃒⃒
⃒⃒⃒⃒det
⎛⎜⎜⎝
(𝑛1,𝑚1) . . . (𝑛1,𝑚𝑘)
... . . . ...
(𝑛𝑘,𝑚1) . . . (𝑛𝑘,𝑚𝑘)
⎞⎟⎟⎠
⃒⃒⃒⃒
⃒⃒⃒⃒ >
⃒⃒⃒⃒
⃒⃒⃒⃒det
⎛⎜⎜⎝
(?˜?1, ?˜?1) . . . (?˜?1, ?˜?𝑘)
... . . . ...
(?˜?𝑘, ?˜?1) . . . (?˜?𝑘, ?˜?𝑘)
⎞⎟⎟⎠
⃒⃒⃒⃒
⃒⃒⃒⃒ .
Доведення. Оскiльки ?˜?𝑖 i ?˜?𝑖 — лiнiйнi комбiнацiї систем векторiв
{𝑛1, 𝑛2, . . . 𝑛𝑘} i {𝑚1,𝑚2, . . .𝑚𝑘}, вiдповiдно, значить, ?˜?𝑖 =
𝑘∑︀
𝑗=1
𝛼𝑗𝑖𝑛𝑗,
?˜?𝑖 =
𝑘∑︀
𝑗=1
𝛽𝑗𝑖𝑚𝑗, або
⎛⎜⎜⎝
?˜?1
...
?˜?𝑘
⎞⎟⎟⎠ =
⎛⎜⎜⎝
𝛼11 . . . 𝛼1𝑘
... . . . ...
𝛼𝑘1 . . . 𝛼𝑘𝑘
⎞⎟⎟⎠
⎛⎜⎜⎝
𝑛1
...
𝑛𝑘
⎞⎟⎟⎠ ;
⎛⎜⎜⎝
?˜?1
...
?˜?𝑘
⎞⎟⎟⎠ =
⎛⎜⎜⎝
𝛽11 . . . 𝛽1𝑘
... . . . ...
𝛽𝑘1 . . . 𝛽𝑘𝑘
⎞⎟⎟⎠
⎛⎜⎜⎝
𝑚1
...
𝑚𝑘
⎞⎟⎟⎠ .
Введемо наступнi позначення:
L ,
⎛⎜⎜⎝
(𝑛1,𝑚1) . . . (𝑛1,𝑚𝑘)
... . . . ...
(𝑛𝑘,𝑚1) . . . (𝑛𝑘,𝑚𝑘)
⎞⎟⎟⎠ ; ̃︀L ,
⎛⎜⎜⎝
(?˜?1, ?˜?1) . . . (?˜?1, ?˜?𝑘)
... . . . ...
(?˜?𝑘, ?˜?1) . . . (?˜?𝑘, ?˜?𝑘)
⎞⎟⎟⎠ ;
A ,
⎛⎜⎜⎝
𝛼11 . . . 𝛼1𝑘
... . . . ...
𝛼𝑘1 . . . 𝛼𝑘𝑘
⎞⎟⎟⎠ ; B ,
⎛⎜⎜⎝
𝛽11 . . . 𝛽1𝑘
... . . . ...
𝛽𝑘1 . . . 𝛽𝑘𝑘
⎞⎟⎟⎠ .
Тодi:
̃︀L =
⎛⎜⎜⎝
?˜?1
...
?˜?𝑘
⎞⎟⎟⎠(︁?˜?1 . . . ?˜?𝑘)︁ = A
⎛⎜⎜⎝
𝑛1
...
𝑛𝑘
⎞⎟⎟⎠(︁𝑚1 . . .𝑚𝑘)︁B* = ALB*.
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Рiвностi ‖?˜?𝑖‖ = ‖?˜?𝑖‖ = 1 для 𝑖 = 1 . . . 𝑘 означають, що
√︃
𝑘∑︀
𝑗=1
𝛼2𝑖𝑗 =
=
√︃
𝑘∑︀
𝑗=1
𝛽2𝑖𝑗 = 1 для 𝑖 = 1 . . . 𝑘, тому, за теоремою Адамара про визна-
чники,
| detA| 6 1; | detB| 6 1,
а значить:
| det ̃︀L| = | det(ALB*)| = | detA| · | detL| · | detB*| 6 | detL|.
Наслiдок 2.1. Нехай 𝐴 = {?˜?1, ?˜?2, . . . ?˜?𝑘}⊥, 𝐵 = {?˜?1, ?˜?2, . . . ?˜?𝑘}⊥ —
пiдпростори однакової скiнченної корозмiрностi 𝑘 в 𝐻: {?˜?1, ?˜?2, . . . ?˜?𝑘}
i {?˜?1, ?˜?2, . . . ?˜?𝑘} — лiнiйно незалежнi системи. Тодi:
cos](𝐴,𝐵) > | det
̃︀L|
𝑘∏︀
𝑖=1
‖?˜?𝑖‖
𝑘∏︀
𝑖=1
‖?˜?𝑖‖
(︂
𝑘 − 1
𝑘2
)︂𝑘−1
2
,
де 00 (у випадку 𝑘 = 1) вважаємо за 1, а також:
̃︀L =
⎛⎜⎜⎝
(?˜?1, ?˜?1) . . . (?˜?1, ?˜?𝑘)
... . . . ...
(?˜?𝑘, ?˜?1) . . . (?˜?𝑘, ?˜?𝑘)
⎞⎟⎟⎠ .
Доведення. Спочатку розглянемо випадок 𝑘 = 1. Вiдповiдно до леми
2.3, cos](𝐴,𝐵) = |(?˜?1,?˜?1)|‖?˜?1‖·‖?˜?1‖ =
|det ̃︀L|
‖?˜?1‖·‖?˜?1‖ , що доводить правдивiсть наслiд-
ку.
Тепер нехай 𝑘 > 1. Вiзьмемо {𝑛1, 𝑛2, . . . 𝑛𝑘} i {𝑚1,𝑚2, . . .𝑚𝑘} — орто-
нормованi базиси 𝐴⊥ i 𝐵⊥, вiдповiдно. Позначимо
L ,
⎛⎜⎜⎝
(𝑛1,𝑚1) . . . (𝑛1,𝑚𝑘)
... . . . ...
(𝑛𝑘,𝑚1) . . . (𝑛𝑘,𝑚𝑘)
⎞⎟⎟⎠ .
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Тодi, вiдповiдно до леми 2.3,
cos](𝐴,𝐵) = 𝜎min(
L
) =
√︀
𝜆min(
L*L).
Вiдома наступна оцiнка для найменшого власного числа самоспряже-
ної невiд’ємноозначеної матрицi (див. [4, с. 223, нерiвнiсть (43)]):
𝜆min(
L*L) > det(L*L)
(︂
𝑘 − 1
Tr(
L*L)
)︂𝑘−1
⇔
⇔ 𝜎min(L) > | detL|
(︂
𝑘 − 1
Tr(
L*L)
)︂𝑘−1
2
,
що, враховуючи лему 2.4, лiнiйнiсть визначника, а також нерiвнiсть
Tr(
L*L) 6 𝑘2, дає нам:
cos](𝐴,𝐵) > | det
̃︀L|
𝑘∏︀
𝑖=1
‖?˜?𝑖‖
𝑘∏︀
𝑖=1
‖?˜?𝑖‖
(︂
𝑘 − 1
𝑘2
)︂𝑘−1
2
.
Наведемо кiлька прикладiв розрахунку косинуса кута мiж пiдпросто-
рами. Проiлюструємо в R3 спiвпадання наведеного i класичного коси-
нуса кута мiж прямими/площинами.
Приклад 1. Кут мiж площинами в R3
Нехай 𝐴 =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
1
2
3
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭
⊥
, 𝐵 =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
3
4
5
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭
⊥
. В цьому випадку
L
=
(︂
1√
14
√
50
(3 + 8 + 15)
)︂
=
(︃
13
√
7
35
)︃
,
cos](𝐴,𝐵) = 𝜎min(
L
) =
13
√
7
35
,
що спiвпадає з класичним стереометричним означенням кута мiж пло-
щинами як кута мiж їх нормалями.
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Приклад 2. Кут мiж прямою та площиною в R3
Нехай 𝐴 =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
1
2
3
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭
⊥
, 𝐵 =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
3
4
5
⎞⎟⎟⎠ ,
⎛⎜⎜⎝
3
4
−5
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭
⊥
. В класичному стерео-
метричному розумiннi кута мiж прямою та площиною, кут мiж ними
може бути знайдено через кут мiж прямою та нормаллю до площини:
cos](𝐴,𝐵) =
√︁
1− cos2](𝐴⊥, 𝐵),
де
𝐴⊥ = л.о.
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
1
2
3
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭ ,
𝐵 = л.о.
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
3
4
5
⎞⎟⎟⎠×
⎛⎜⎜⎝
3
4
−5
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭ = л.о.
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
−40
30
0
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭ ,
cos](𝐴⊥, 𝐵) = 1√
14
1
50
⃒⃒⃒⃒
⃒⃒⃒⃒
⎛⎜⎜⎝
⎛⎜⎜⎝
1
2
3
⎞⎟⎟⎠ ,
⎛⎜⎜⎝
−40
30
0
⎞⎟⎟⎠
⎞⎟⎟⎠
⃒⃒⃒⃒
⃒⃒⃒⃒ = √14
35
,
тобто,
cos](𝐴,𝐵) =
√
352 − 14
35
=
√
1211
35
.
Тепер за допомогою леми 2.3 знайдемо cos](𝐴,𝐵) вiдповiдно до озна-
чення 2.3.
L
=
(︁
13
√
7
35 −2
√
7
35
)︁
,
cos](𝐴,𝐵) = 𝜎min(
L
) =
√︀
𝜆min(
LL*) =
√︂
169 · 7 + 4 · 7
352
=
√
1211
35
,
що спiвпадає з отриманим вище результатом за класичною схемою.
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Приклад 3. Кут мiж прямими в R3
Нехай 𝐴 =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
1
2
3
⎞⎟⎟⎠ ,
⎛⎜⎜⎝
1
1
−1
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭
⊥
, 𝐵 =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
3
4
5
⎞⎟⎟⎠ ,
⎛⎜⎜⎝
3
4
−5
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭
⊥
. Косинус го-
строго кута в класичному сенсi:
𝐴 = л.о.
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
1
2
3
⎞⎟⎟⎠×
⎛⎜⎜⎝
1
1
−1
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭ = л.о.
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
−5
4
−1
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭ ,
𝐵 = л.о.
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
3
4
5
⎞⎟⎟⎠×
⎛⎜⎜⎝
3
4
−5
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭ = л.о.
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
−40
30
0
⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭ ,
cos](𝐴,𝐵) = 1√
42
1
50
⃒⃒⃒⃒
⃒⃒⃒⃒
⎛⎜⎜⎝
⎛⎜⎜⎝
−5
4
−1
⎞⎟⎟⎠ ,
⎛⎜⎜⎝
−40
30
0
⎞⎟⎟⎠
⎞⎟⎟⎠
⃒⃒⃒⃒
⃒⃒⃒⃒ = 16√42
105
.
Тепер за допомогою леми 2.3 знайдемо cos](𝐴,𝐵) вiдповiдно до озна-
чення 2.3.
L
=
(︃
13
√
7
35 −2
√
7
35√
6
15
2
√
6
5
)︃
,
LL* =
(︃
1211
1225
√
42
525√
42
525
74
75
)︃
,
det(
LL* − 𝜆 I) =
(︂
1211
1225
− 𝜆
)︂(︂
74
75
− 𝜆
)︂
− 42
275625
=
= 𝜆2 −
(︂
1211
1225
+
74
75
)︂
𝜆 +
(︂
1211
1225
· 74
75
− 2
13125
)︂
=
= 𝜆2 − 1211 · 3 + 74 · 49
3675
𝜆 +
89614− 14
91875
=
= 𝜆2 − 7259
3675
𝜆 +
89600
91875
= 𝜆2 − 1037
525
𝜆 +
512
525
=
=
525𝜆2 − 1037𝜆 + 512
525
⇒
⇒ 𝜆min(LL*) = 1037−
√
10372 − 4 · 525 · 512
2 · 525 =
512
525
,
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а отже
cos](𝐴,𝐵) =
√︂
512
525
=
16
√
2
5
√
21
=
16
√
42
105
,
що спiвпадає з отриманим вище результатом за класичною схемою.
2.8 Гладка поверхня рiвня в гiльбертовому просторi як
рiвномiрний рiмановий многовид
Теорема 2.1. Нехай 𝐻 — гiльбертовий простiр. M = {𝑥 ∈ 𝐻 :
𝐹1(𝑥) = 𝐹2(𝑥) = . . . = 𝐹𝑛(𝑥) = 0} — гладка (𝐹𝑖 — гладкi фун-
кцiонали, визначенi на 𝐻) поверхня спiльного рiвня корозмiрностi 𝑛
({grad𝐹1(𝑝),grad𝐹2(𝑝), . . .grad𝐹𝑛(𝑝)} — лiнiйно незалежна система
в кожнiй точцi 𝑝 ∈M ). Нехай також iснують такi 𝛿, 𝜀 > 0, що для
будь-яких точок 𝑝, 𝑞 ∈M таких, що ‖𝑝− 𝑞‖ < 𝛿, виконується:⃒⃒⃒⃒
⃒⃒⃒⃒(grad𝐹1(𝑝),grad𝐹1(𝑞)) · · · (grad𝐹1(𝑝),grad𝐹𝑛(𝑞))... . . . ...
(grad𝐹𝑛(𝑝),grad𝐹1(𝑞)) · · · (grad𝐹𝑛(𝑝),grad𝐹𝑛(𝑞))
⃒⃒⃒⃒
⃒⃒⃒⃒
𝑛∏︀
𝑖=1
‖grad𝐹𝑖(𝑝)‖
𝑛∏︀
𝑖=1
‖grad𝐹𝑖(𝑞)‖
> 𝜀. (2.9)
ТодiM — рiвномiрний рiманiв многовид.
Доведення. Для перевiрки рiвномiрностi в кожнiй точцi наведемо кар-
ти, що мають iснувати згiдно означення 2.2 i покажемо, що для них
виконуються вiдповiднi умови:
𝑈𝑝 = {𝑞 ∈M : ‖𝑝− 𝑞‖ < 𝛿}; 𝜙𝑝(𝑞) = pr𝑇𝑝M 𝑞,
де 𝑇𝑝M = {grad𝐹1(𝑝), . . .grad𝐹𝑛(𝑝)}⊥ ⊂ 𝐻.
Умова 1) виконується очевидним чином. Умова 2) перетворюється в
iснування такого 𝜀 > 0, що для всiх 𝑝 ∈M , 𝑞 ∈ 𝑈𝑝, 𝜉 ∈ 𝑇𝑞M :
‖ pr𝑇𝑝M 𝜉‖ > 𝜀‖𝜉‖.
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Виходячи з означення кута мiж пiдпросторами та враховуючи заува-
ження 2.4, маємо:
‖ pr𝑇𝑝M 𝜉‖ = sup
𝑥∈𝑇𝑝M ∖{0}
cos](𝜉, 𝑥) · ‖𝜉‖ > cos](𝑇𝑞M , 𝑇𝑝M ) · ‖𝜉‖,
але, за рахунок умови (2.9) i наслiдку 2.1,
cos](𝑇𝑞M , 𝑇𝑝M ) > 𝜀
(︂
𝑛− 1
𝑛2
)︂𝑛−1
2
,
де 00 (у випадку 𝑛 = 1) вважається за 1.
𝜀 = 𝜀
(︀
𝑛−1
𝑛2
)︀𝑛−1
2 i буде шуканим 𝜀.
Наслiдок 2.2. Нехай 𝐻 — гiльбертовий простiр. M = {𝑥 ∈ 𝐻 :
𝐹 (𝑥) = 0} — поверхня рiвня корозмiрностi 1. Нехай функцiя 𝐹 —
гладка класу 𝐶2, а також iснують такi 𝐾,𝑀 > 0, що для всiх
𝑥 ∈M , 𝑦 ∈ о.о.(M ) виконується:
‖𝐹 ′(𝑥)‖ > 𝐾, ‖𝐹 ′′(𝑦)‖ 6𝑀.
ТодiM — рiвномiрний рiманiв многовид.
Доведення. Доведемо, що iснують такi 𝛿, 𝜀 > 0, що для всiх 𝑝, 𝑞 ∈ M
таких, що ‖𝑝−𝑞‖ 6 𝛿, виконується (для зручностi будемо ототожнювати
градiєнт i похiдну скалярної функцiї)
(𝐹 ′(𝑝), 𝐹 ′(𝑞))
‖𝐹 ′(𝑝)‖ · ‖𝐹 ′(𝑞)‖ > 𝜀,
звiдки, вiдповiдно до теореми 2.1, випливає рiвномiрнiсть многовидуM .
Позначимо 𝑝 = 𝑥, 𝑞 = 𝑥 + ℎ. Оскiльки, вiдповiдно до умови наслiдку,
‖𝐹 ′′(𝑥 + 𝜆ℎ)‖ 6𝑀 для будь-якого 𝜆 ∈ [0, 1], то
‖𝐹 ′(𝑥)− 𝐹 ′(𝑥 + ℎ)‖ 6𝑀‖ℎ‖,
або,
𝐹 ′(𝑥 + ℎ) = 𝐹 ′(𝑥) + 𝑅(𝑥, ℎ),
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де ‖𝑅(𝑥, ℎ)‖ 6𝑀‖ℎ‖.
Тодi
(𝐹 ′(𝑥), 𝐹 ′(𝑥 + ℎ))
‖𝐹 ′(𝑥)‖ · ‖𝐹 ′(𝑥 + ℎ)‖ =
(𝐹 ′(𝑥), 𝐹 ′(𝑥) + 𝑅(𝑥, ℎ))
‖𝐹 ′(𝑥)‖ · ‖𝐹 ′(𝑥) + 𝑅(𝑥, ℎ)‖ >
> (𝐹
′(𝑥), 𝐹 ′(𝑥) + 𝑅(𝑥, ℎ))
‖𝐹 ′(𝑥)‖(‖𝐹 ′(𝑥)‖+ ‖𝑅(𝑥, ℎ)‖) >
(𝐹 ′(𝑥), 𝐹 ′(𝑥) + 𝑅(𝑥, ℎ))
‖𝐹 ′(𝑥)‖(‖𝐹 ′(𝑥)‖+ 𝑀‖ℎ‖) ,
а оскiльки для всiх 𝑥 ∈M
‖𝐹 ′(𝑥)‖ > 𝐾 ⇒𝑀‖ℎ‖ 6 𝑀‖ℎ‖
𝐾
‖𝐹 ′(𝑥)‖,
то
(𝐹 ′(𝑥), 𝐹 ′(𝑥) + 𝑅(𝑥, ℎ))
‖𝐹 ′(𝑥)‖(‖𝐹 ′(𝑥)‖+ 𝑀‖ℎ‖) >
𝐾
𝐾 + 𝑀‖ℎ‖
(𝐹 ′(𝑥), 𝐹 ′(𝑥) + 𝑅(𝑥, ℎ))
‖𝐹 ′(𝑥)‖2 =
=
𝐾
𝐾 + 𝑀‖ℎ‖
(︂
1 +
(𝐹 ′(𝑥), 𝑅(𝑥, ℎ))
‖𝐹 ′(𝑥)‖2
)︂
>
> 𝐾
𝐾 + 𝑀‖ℎ‖
(︂
1− |(𝐹
′(𝑥), 𝑅(𝑥, ℎ))|
‖𝐹 ′(𝑥)‖2
)︂
>
> 𝐾
𝐾 + 𝑀‖ℎ‖
(︂
1− ‖𝑅(𝑥, ℎ)‖‖𝐹 ′(𝑥)‖
)︂
> 𝐾
𝐾 + 𝑀‖ℎ‖ ·
𝐾 −𝑀‖ℎ‖
𝐾
=
=
𝐾 −𝑀‖ℎ‖
𝐾 + 𝑀‖ℎ‖ ,
а значить, в якостi шуканих 𝛿 i 𝜀 пiдiйдуть
𝛿 ∈
(︂
0,
𝐾
𝑀
)︂
,
𝜀 =
𝐾 −𝑀𝛿
𝐾 + 𝑀𝛿
.
Наслiдок 2.3. Нехай 𝐻 — гiльбертовий простiр. M = {𝑥 ∈
∈ 𝐻 : 𝐹1(𝑥) = 𝐹2(𝑥) = 0} — поверхня рiвня корозмiрностi 2
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(grad𝐹1(𝑥),grad𝐹2(𝑥) — л.н.з). Нехай функцiї 𝐹1, 𝐹2 — гладкi кла-
су 𝐶2, а також iснують такi 𝐾,𝑀 > 0 i 𝐶 ∈ [0, 1), що для 𝑖 = 1, 2 i
для всiх 𝑥 ∈M , 𝑦 ∈ о.о.(M ) виконується:
‖𝐹 ′𝑖 (𝑥)‖ > 𝐾, ‖𝐹 ′′𝑖 (𝑦)‖ 6𝑀,
| cos](grad𝐹1(𝑥),grad𝐹2(𝑥))| = |(grad𝐹1(𝑥),grad𝐹2(𝑥))|‖grad𝐹1(𝑥)‖ · ‖grad𝐹2(𝑥)‖ 6 𝐶.
ТодiM — рiвномiрний рiманiв многовид.
Доведення. Доведемо, що iснують такi 𝛿, 𝜀 > 0, що для всiх 𝑝, 𝑞 ∈ M
таких, що ‖𝑝−𝑞‖ 6 𝛿, виконується (для зручностi будемо ототожнювати
градiєнт i похiдну скалярної функцiї)⃒⃒⃒⃒
⃒(𝐹 ′1(𝑝), 𝐹 ′1(𝑞)) (𝐹 ′1(𝑝), 𝐹 ′2(𝑞))(𝐹 ′2(𝑝), 𝐹 ′1(𝑞)) (𝐹 ′2(𝑝), 𝐹 ′2(𝑞))
⃒⃒⃒⃒
⃒
‖𝐹 ′1(𝑝)‖ · ‖𝐹 ′2(𝑝)‖ · ‖𝐹 ′1(𝑞)‖ · ‖𝐹 ′2(𝑞)‖
> 𝜀,
звiдки, вiдповiдно до теореми 2.1, випливає рiвномiрнiсть многовидуM .
Позначимо 𝑝 = 𝑥, 𝑞 = 𝑥 + ℎ. Оскiльки, вiдповiдно до умови наслiдку,
‖𝐹 ′′𝑖 (𝑥 + 𝜆ℎ)‖ 6𝑀 для будь-якого 𝜆 ∈ [0, 1], то для 𝑖 = 1, 2
‖𝐹 ′𝑖 (𝑥)− 𝐹 ′𝑖 (𝑥 + ℎ)‖ 6𝑀‖ℎ‖,
або,
𝐹 ′𝑖 (𝑥 + ℎ) = 𝐹
′
𝑖 (𝑥) + 𝑅𝑖(𝑥, ℎ), (2.10)
де ‖𝑅𝑖(𝑥, ℎ)‖ 6𝑀‖ℎ‖.
Аналогiчно до доведення наслiдку 2.2, для 𝑖 = 1, 2
‖𝐹 ′𝑖 (𝑞)‖ = ‖𝐹 ′𝑖 (𝑥 + ℎ)‖ 6
𝐾 + 𝑀‖ℎ‖
𝐾
‖𝐹 ′𝑖 (𝑥)‖,
а тому, враховуючи (2.10),⃒⃒⃒⃒
⃒(𝐹 ′1(𝑝), 𝐹 ′1(𝑞)) (𝐹 ′1(𝑝), 𝐹 ′2(𝑞))(𝐹 ′2(𝑝), 𝐹 ′1(𝑞)) (𝐹 ′2(𝑝), 𝐹 ′2(𝑞))
⃒⃒⃒⃒
⃒
‖𝐹 ′1(𝑝)‖ · ‖𝐹 ′2(𝑝)‖ · ‖𝐹 ′1(𝑞)‖ · ‖𝐹 ′2(𝑞)‖
=
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=
(𝐹 ′1(𝑝), 𝐹
′
1(𝑞))(𝐹
′
2(𝑝), 𝐹
′
2(𝑞))− (𝐹 ′1(𝑝), 𝐹 ′2(𝑞))(𝐹 ′2(𝑝), 𝐹 ′1(𝑞))
‖𝐹 ′1(𝑝)‖ · ‖𝐹 ′2(𝑝)‖ · ‖𝐹 ′1(𝑞)‖ · ‖𝐹 ′2(𝑞)‖
>
>
(︁
𝐾
𝐾+𝑀‖ℎ‖
)︁2
‖𝐹 ′1(𝑥)‖2 · ‖𝐹 ′2(𝑥)‖2
(︁
(𝐹 ′1(𝑥), 𝐹
′
1(𝑥 + ℎ))(𝐹
′
2(𝑥), 𝐹
′
2(𝑥 + ℎ))−
−(𝐹 ′1(𝑥), 𝐹 ′2(𝑥 + ℎ))(𝐹 ′2(𝑥), 𝐹 ′1(𝑥 + ℎ))
)︁
=
(︂
𝐾
𝐾 + 𝑀‖ℎ‖
)︂2
·
·
(︃(︂
1 +
(𝐹 ′1(𝑥), 𝑅1(𝑥, ℎ))
‖𝐹 ′1(𝑥)‖2
)︂
·
(︂
1 +
(𝐹 ′2(𝑥), 𝑅2(𝑥, ℎ))
‖𝐹 ′2(𝑥)‖2
)︂
−
−
(︂
(𝐹 ′1(𝑥), 𝐹
′
2(𝑥))
‖𝐹 ′1(𝑥)‖ · ‖𝐹 ′2(𝑥)‖
+
(𝐹 ′1(𝑥), 𝑅2(𝑥, ℎ))
‖𝐹 ′1(𝑥)‖ · ‖𝐹 ′2(𝑥)‖
)︂
·
·
(︂
(𝐹 ′1(𝑥), 𝐹
′
2(𝑥))
‖𝐹 ′1(𝑥)‖ · ‖𝐹 ′2(𝑥)‖
+
(𝐹 ′2(𝑥), 𝑅1(𝑥, ℎ))
‖𝐹 ′1(𝑥)‖ · ‖𝐹 ′2(𝑥)‖
)︂)︃
>
>
[︂
приймаючи ‖ℎ‖ 6 𝐾
𝑀
]︂
>
>
(︂
𝐾
𝐾 + 𝑀‖ℎ‖
)︂2
(𝐾 −𝑀‖ℎ‖)2 − (𝐶𝐾 + 𝑀‖ℎ‖)2
𝐾2
=
=
(︂
𝐾
𝐾 + 𝑀‖ℎ‖
)︂2
(1− 𝐶2)𝐾2 − 2𝐾𝑀‖ℎ‖(1 + 𝐶)
𝐾2
=
= (1 + 𝐶)𝐾
(1− 𝐶)𝐾 − 2𝑀‖ℎ‖
(𝐾 + 𝑀‖ℎ‖)2 ,
а значить, нас влаштовують наступнi 𝛿 i 𝜀
𝛿 ∈
(︂
0,
(1− 𝐶)𝐾
2𝑀
)︂
,
𝜀 = (1 + 𝐶)𝐾
(1− 𝐶)𝐾 − 2𝑀𝛿
(𝐾 + 𝑀𝛿)2
.
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2.9 Гладка межа областi в гiльбертовому просторi як
рiвномiрний рiмановий многовид
Теорема 2.2. Нехай 𝐻 — гiльбертовий простiр. 𝐷 ⊂ 𝐻 — область з
гладкою межею, M , 𝜕𝐷, n — поле зовнiшнiх одиничних нормалей
до M . Нехай iснують такi 𝛿, 𝜀 > 0, що для будь-яких точок 𝑝, 𝑞 ∈
∈M таких, що ‖𝑝− 𝑞‖ < 𝛿, виконується:
(n(𝑝),n(𝑞)) > 𝜀.
ТодiM — рiвномiрний рiманiв многовид.
Доведення. Для перевiрки рiвномiрностi в кожнiй точцi наведемо кар-
ти, що мають iснувати згiдно означення 2.2 i покажемо, що для них
виконуються вiдповiднi умови:
𝑈𝑝 = {𝑞 ∈M : ‖𝑝− 𝑞‖ < 𝛿}; 𝜙𝑝(𝑞) = pr𝑇𝑝M 𝑞,
де 𝑇𝑝M = {n(𝑝)}⊥ ⊂ 𝐻.
Умова 1) виконується очевидним чином. Умова 2) перетворюється в
iснування такого 𝜀 > 0, що для всiх 𝑝 ∈M , 𝑞 ∈ 𝑈𝑝, 𝜉 ∈ 𝑇𝑞M :
‖ pr𝑇𝑝M 𝜉‖ > 𝜀‖𝜉‖.
Виходячи з означення кута мiж замкненими пiдпросторами та врахо-
вуючи зауваження 2.4, маємо:
‖ pr𝑇𝑝M 𝜉‖ = sup
𝑥∈𝑇𝑝M ∖{0}
cos](𝜉, 𝑥) · ‖𝜉‖ > cos](𝑇𝑞M , 𝑇𝑝M ) · ‖𝜉‖,
але, за рахунок леми 2.3 i умови теореми,
cos](𝑇𝑞M , 𝑇𝑝M ) = |(n(𝑝),n(𝑞))| > 𝜀.
𝜀 = 𝜀 i буде шуканим 𝜀.
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2.10 Висновки до роздiлу 2
В цьому роздiлi розглянуто нескiнченновимiрнi рiмановi многовиди. На
зв’язному рiмановому многовидi розглянуто конструкцiю внутрiшньої
метрики — iнфiмуму довжин кусково гладких кривих, що поєднують
вiдповiднi точки. Внутрiшня метрика може бути введеною до розгляду
завдяки тому, що рiманiв тензор породжує скалярний добуток, а отже
i норму на дотичному просторi. Показано, що топологiя зв’язного рi-
манового многовиду, породжена внутрiшньою метрикою, не слабша за
вихiдну топологiю.
Запропонована умова рiвномiрностi атласу рiманового многовиду, ви-
конання якої дозволяє довести метричну повноту многовиду за внутрi-
шньою метрикою. Доведено, що при виконаннi певних додаткових умов,
якi, зокрема, виконуються при умовi рiвномiрностi атласу, внутрiшня
метрика є узгодженою з вихiдною топологiєю многовиду.
В якостi нетривiальних прикладiв показано, що при виконаннi певних
умов межа областi та поверхня сумiсного рiвня в гiльбертовому просто-
рi є рiмановими многовидами з рiвномiрними атласами. Для отримання
рiвномiрностi атласу наведених прикладiв запропоновано та дослiдже-
но косинус кута мiж пiдпросторами в гiльбертовому просторi. Доведено
ряд результатiв, що дозволяють оцiнити косинус кута мiж пiдпростора-
ми однакової скiнченної корозмiрностi, i саме ця оцiнка використовує-
ться при побудовi прикладiв.
79
РОЗДIЛ 3. ЛАПЛАСIАН ЗА МIРОЮ НА РIМАНОВОМУ
МНОГОВИДI I ЗАДАЧА ДIРIХЛЕ
3.1 Простори функцiй та векторних полiв на рiмановому
многовидi
Позначимо через 𝐶𝑏(M ) простiр всiх обмежених неперервних дiйсних
функцiй наM , через 𝐶𝑏;𝑣(M ) простiр всiх неперервних обмежених ве-
кторних полiв на M , через 𝐶1𝑏 (M ) (вiдповiдно 𝐶1𝑏;𝑣(M )) простiр всiх
функцiй 𝑓 ∈ 𝐶𝑏(M ) (вiдповiдно всiх векторних полiв X ∈ 𝐶𝑏;𝑣(M )),
диференцiйовних в кожнiй точцi 𝑥 ∈M з неперервною i обмеженою на
всьомуM похiдною 𝑓 ′(·) (вiдповiдноX′(·)). Тут 𝑓 ′(𝑝) ∈ 𝑇 *𝑝M визначено
формулою 𝑓 ′(𝑝) : 𝑇𝑝M ∋ Y𝑝 ↦−→ Y𝑝𝑓 ∈ R, X′(𝑝) — лiнiйний оператор
в 𝑇𝑝M , визначений формулою X′(𝑝) : Y𝑝 ↦−→ ∇Y𝑝X, де ∇ — зв’язнiсть
Левi–Чивiти наM (нескiнченновимiрний варiант див., наприклад, в [19,
с. 83]).
Нехай 𝐺 — обмежена область в M з межею 𝑆 = 𝜕𝐺. Через 𝐶1(𝐺)
позначимо сукупнiсть всiх функцiй на 𝐺 = 𝐺 ∪ 𝑆, що допускають про-
довження на весь M до функцiй класу 𝐶1𝑏 (M ); через 𝐶10(𝐺) — суку-
пнiсть функцiй з 𝐶1(𝐺), носiї яких не перетинаються з деякою 𝜀-межею
𝑆. Аналогiчно визначаємо
𝐶(𝐺) =
{︂
𝑓
⃒⃒
𝐺
⃒⃒⃒⃒
𝑓 ∈ 𝐶𝑏(M )
}︂
i 𝐶1𝑣 (𝐺) =
{︂
X
⃒⃒
𝐺
⃒⃒⃒⃒
X ∈ 𝐶1𝑏;𝑣(M )
}︂
.
Нехай 𝜎 — скiнченна невiд’ємна борелiвська мiра на M . Через
𝐿𝑝(𝐺) = 𝐿𝑝(𝐺, 𝜎) (1 6 𝑝 < ∞) позначимо простiр вимiрних функцiй
на 𝐺, якi при пiднесеннi до степеня 𝑝 є iнтегровними по вiдношенню до
мiри 𝜎
⃒⃒
𝐺
.
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3.1.1 Простори iнтегровних та iнтегровних з квадратом векторних
полiв
Векторне поле X на M назвемо вимiрним, якщо iснує така послiдов-
нiсть векторних полiв X𝑚 ∈ 𝐶𝑏;𝑣(M ), що збiгається до X майже всюди
(‖X𝑚(·)−X(·)‖ −→ 0 (mod𝜎)).
Означення 3.1. Вимiрне векторне поле X на M назвемо iнтегров-
ним, якщо iснує така послiдовнiсть векторних полiв X𝑚 ∈ 𝐶𝑏;𝑣(M ), що
збiгається до X майже всюди, функцiя ‖X𝑚(·) −X(·)‖ iнтегровна для
достатньо великих 𝑚 i виконується
lim
𝑚→∞
∫︁
M
‖X𝑚(·)−X(·)‖ 𝑑𝜎 = 0.
Означення 3.2. Вимiрне векторне поле X на M назвемо iнтегров-
ним з квадратом, якщо iснує така послiдовнiсть векторних полiв X𝑚 ∈
∈ 𝐶𝑏;𝑣(M ), що збiгається до X майже всюди, функцiя ‖X𝑚(·)−X(·)‖2
iнтегровна для достатньо великих 𝑚 i виконується
lim
𝑚→∞
∫︁
M
‖X𝑚(·)−X(·)‖2 𝑑𝜎 = 0.
Простiр iнтегровних i iнтегровних з квадратом векторних полiв по-
значимо, вiдповiдно, 𝐿1𝑣(M ) = 𝐿1𝑣(M , 𝜎) i 𝐿2𝑣(M ) = 𝐿2𝑣(M , 𝜎).
Означення 3.3. Бiльш загально, для будь-якого 𝑝 : 1 6 𝑝 < ∞ буде-
мо казати, що вимiрне векторне поле X наM iнтегровне зi степенем
𝑝, тобто належить простору 𝐿𝑝𝑣(M ) = 𝐿𝑝𝑣(M , 𝜎), якщо iснує така по-
слiдовнiсть векторних полiв X𝑚 ∈ 𝐶𝑏;𝑣(M ), що збiгається до X майже
всюди, функцiя ‖X𝑚(·)−X(·)‖𝑝 iнтегровна для достатньо великих 𝑚 i
виконується
lim
𝑚→∞
∫︁
M
‖X𝑚(·)−X(·)‖𝑝 𝑑𝜎 = 0.
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Зауваження 3.1. Говорити про значення iнтеграла iнтегровного ве-
кторного поля в тому випадку, коли M не є вкладеним у лiнiйний
простiр, не видається можливим.
Теорема 3.1. Нехай 1 6 𝑝 < ∞. Для того, щоб вимiрне векторне
поле X наM належало 𝐿𝑝𝑣(M , 𝜎), необхiдно i достатньо, щоб функцiя
‖X(·)‖ належала простору 𝐿𝑝(M , 𝜎).
Доведення. Спочатку доведемо необхiднiсть. Нехай X𝑚 ∈ 𝐶𝑏;𝑣(M ) —
послiдовнiсть векторних полiв, що iснує згiдно до означення векторного
поля з 𝐿𝑝𝑣(M , 𝜎). Вимiрнiсть функцiї ‖X‖𝑝 випливає з вимiрностi ‖X𝑚‖𝑝
i збiжностi майже всюди X𝑚 до X. Вiдповiдно до нерiвностi трикутника
маємо
‖X(·)‖𝑝 6 (‖X𝑚(·)‖+ ‖X(·)−X𝑚(·)‖)𝑝,
а враховуючи нерiвнiсть про середнi,
‖X𝑚(·)‖+ ‖X(·)−X𝑚(·)‖
2
6 𝑝
√︂
‖X𝑚(·)‖𝑝 + ‖X(·)−X𝑚(·)‖𝑝
2
⇒
⇒ (‖X𝑚(·)‖+ ‖X(·)−X𝑚(·)‖)𝑝 6 2𝑝−1(‖X𝑚(·)‖𝑝 + ‖X(·)−X𝑚(·)‖𝑝),
тому
‖X(·)‖𝑝 6 2𝑝−1(‖X𝑚(·)‖𝑝 + ‖X(·)−X𝑚(·)‖𝑝),
при чому ‖X𝑚(·)‖𝑝 i ‖X(·) −X𝑚(·)‖𝑝 (для достатньо великих 𝑚) — iн-
тегровнi функцiї наM , а тому i ‖X(·)‖𝑝 iнтегровна i, враховуючи
lim
𝑚→∞
∫︁
M
‖X𝑚(·)−X(·)‖𝑝 𝑑𝜎 = 0,
виконується ∫︁
M
‖X(·)‖𝑝 𝑑𝜎 6 2𝑝−1 lim
𝑚→∞
∫︁
M
‖X𝑚(·)‖𝑝 𝑑𝜎.
Тепер доведемо достатнiсть. Оскiльки X — вимiрне векторне поле, то
iснує така послiдовнiсть векторних полiв X𝑚 ∈ 𝐶𝑏;𝑣(M ), що
‖X𝑚(·)−X(·)‖ −→ 0 (mod𝜎) ⇒ ‖X𝑚(·)−X(·)‖𝑝 −→ 0 (mod𝜎).
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Вимiрнiсть функцiї ‖X𝑚 −X‖𝑝 випливає iз вимiрностi функцiї ‖X𝑚 −
−X𝑛‖𝑝 i збiжностi ‖X𝑚 − X𝑛‖𝑝 до ‖X𝑚 − X‖𝑝 майже всюди при 𝑛 →
→∞. Фiксуємо 𝜀 > 0. Оскiльки ‖X𝑚(·)‖𝑝 6 2𝑝−1‖X(·)‖𝑝 + 2𝑝−1‖X𝑚(·)−
−X(·)‖𝑝, то для достатньо великих 𝑚 виконується
‖X𝑚(·)‖𝑝 6 2𝑝−1‖X(·)‖𝑝 + 2𝑝−1𝜀 (mod𝜎),
а отже
‖X𝑚(·)−X(·)‖𝑝 6 2𝑝−1‖X𝑚(·)‖𝑝 + 2𝑝−1‖X(·)‖𝑝 6
6 2𝑝−1(2𝑝−1‖X(·)‖𝑝 + 2𝑝−1𝜀) + 2𝑝−1‖X(·)‖𝑝 =
= (22𝑝−2 + 2𝑝−1)‖X(·)‖𝑝 + 22𝑝−2𝜀,
тому, завдяки iнтегровностi ‖X(·)‖𝑝, функцiя ‖X𝑚(·) − X(·)‖𝑝 також
iнтегровна i ми можемо використати теорему Лебега про мажоровану
збiжнiсть, вiдповiдно до якої
lim
𝑚→∞
∫︁
M
‖X𝑚(·)−X(·)‖𝑝 𝑑𝜎 = 0,
що i доводить, що X ∈ 𝐿𝑝𝑣(M , 𝜎).
Скалярний добуток в 𝐿2𝑣(M ) задаємо формулою:
(X,Y) =
∫︁
M
(X(·),Y(·))(·) 𝑑𝜎 =
∫︁
M
𝑔(·)(X(·),Y(·)) 𝑑𝜎,
а вiдповiдну норму X позначимо символом
X.
Аналогiчно визначаються простори 𝐿𝑝𝑣(𝐺) = 𝐿𝑝𝑣(𝐺, 𝜎).
Зауваження 3.2. Перевiримо коректнiсть заданого на 𝐿2𝑣(M ) скаляр-
ного добутку. Для iнтегровних з квадратом векторних полiв X,Y вiд-
повiдно до означення iснують послiдовностi векторних полiв X𝑚,Y𝑚 з
𝐶𝑏;𝑣(M ) таких, що X𝑚 i Y𝑚 збiгаються майже всюди при 𝑚→∞ до
X i Y, вiдповiдно. Оскiльки функцiї (X𝑚(·),Y𝑚(·)) лежать в 𝐶𝑏(M )
для кожного 𝑚, а при 𝑚 → ∞ послiдовнiсть функцiй (X𝑚(·),Y𝑚(·))
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збiгається до (X(·),Y(·)) майже всюди, то функцiя (X(·),Y(·)) є ви-
мiрною. Оскiльки ж виконується нерiвнiсть
|(X(·),Y(·))| 6 ‖X(·)‖
2 + ‖Y(·)‖2
2
,
то з iнтегровностi ‖X(·)‖2 i ‖Y(·)‖2 випливає iнтегровнiсть функцiї
(X(·),Y(·)), а отже i коректнiсть скалярного добутку на 𝐿2𝑣(M ).
3.1.2 Повнота векторного простору 𝐿𝑝𝑣
Тут i далi будемо вважати, що атласM є рiвномiрним.
Введемо наступне позначення для X ∈ 𝐿𝑝𝑣(M ):
X𝑝 ,
⎛⎝∫︁
M
‖X(·)‖𝑝 𝑑𝜎
⎞⎠ 1𝑝 .
Твердження 3.1. Нехай 1 6 𝑝1 < 𝑝2 < ∞. Тодi 𝐿𝑝2𝑣 (M ) ⊂ 𝐿𝑝1𝑣 (M ) i
для будь-якого векторного поля X ∈ 𝐿𝑝2𝑣 (M ) справедлива нерiвнiсть
X𝑝1 6 𝐶X𝑝2,
де 𝐶 не залежить вiд векторного поля X.
Доведення. Використаємо нерiвнiсть Гельдера:
X𝑝1𝑝1 =
∫︁
M
‖X(·)‖𝑝1 𝑑𝜎 6
⎛⎝∫︁
M
‖X(·)‖𝑝2 𝑑𝜎
⎞⎠
𝑝1
𝑝2
(𝜎(M ))
𝑝2−𝑝1
𝑝2 ,
що i доводить твердження.
Лема 3.1. Нехай 1 6 𝑝 < ∞ i {X𝑚}∞𝑚=1 — фундаментальна послiдов-
нiсть векторних полiв простору 𝐿𝑝𝑣(M ). Тодi iснує пiдпослiдовнiсть
{X𝑚𝑘}∞𝑘=1, збiжна майже всюди до деякого вимiрного векторного поля
X.
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Доведення. Виберемо послiдовнiсть {𝑚𝑘}∞𝑘=1 таким чином, щоб
X𝑚 −X𝑚𝑘𝑝 6
1
2𝑘
при 𝑚 > 𝑚𝑘. Вiдповiдно до твердження 3.1,
X𝑚𝑘+1 −X𝑚𝑘1 6 𝐶
1
2𝑘
.
Для 𝑥 ∈M розглянемо ряд
𝐹 (𝑥) , ‖X𝑚1(𝑥)‖+
∞∑︁
𝑘=1
‖X𝑚𝑘+1(𝑥)−X𝑚𝑘(𝑥)‖,
тодi ∫︁
M
𝐹 (𝑥) 𝑑𝜎 6 X𝑚11 + 𝐶
∞∑︁
𝑘=1
1
2𝑘
<∞,
а тому 𝐹 (𝑥) скiнченна майже всюди функцiя, а ряд
X𝑚1(𝑥) +
∞∑︁
𝑘=1
(X𝑚𝑘+1(𝑥)−X𝑚𝑘(𝑥))
абсолютно збiжний майже всюди. Оскiльки, вiдповiдно до твердження
2.4, в кожнiй точцi 𝑥 ∈ M простiр 𝑇𝑥M є повним, то з абсолютної
збiжностi випливає збiжнiсть. Тодi векторне поле
X(𝑥) =
⎧⎨⎩X𝑚1(𝑥) +
∞∑︀
𝑘=1
(X𝑚𝑘+1(𝑥)−X𝑚𝑘(𝑥)), 𝑥 ∈M : ряд збiжний
0, iнакше
буде вимiрним векторним полем, для якого виконується
‖X𝑚𝑘(·)−X(·)‖ −→ 0 (mod𝜎),
а {X𝑚𝑘}∞𝑘=1 — шукана пiдпослiдовнiсть.
Теорема 3.2. Для будь-якого 𝑝 : 1 6 𝑝 <∞ векторний простiр 𝐿𝑝𝑣(M )
є повним.
85
Доведення. Нехай {X𝑚}∞𝑚=1 — фундаментальна послiдовнiсть вектор-
них полiв простору 𝐿𝑝𝑣(M ). Тодi, застосовуючи лему 3.1, видiлемо з неї
пiдпослiдовнiстьX𝑚𝑘 , яка збiжна майже всюди до вимiрного векторного
поля X. Оскiльки
‖X𝑚𝑘(·)‖𝑝 −→ ‖X(·)‖𝑝 (mod𝜎) при 𝑘 →∞,
то з леми Фату випливає, що ‖X(·)‖ ∈ 𝐿𝑝(M ), а значить X ∈ 𝐿𝑝𝑣(M )
вiдповiдно до теореми 3.1. Далi, якщо задано 𝜀 > 0, то можна вибрати
𝐾0 > 0 так, що при 𝑞, 𝑟 > 𝐾0 буде мати мiсце нерiвнiсть
X𝑞 −X𝑟𝑝 < 𝜀.
Враховуючи, що
‖X𝑚𝑘(·)−X𝑚𝑙(·)‖𝑝 −→ ‖X𝑚𝑘(·)−X(·)‖𝑝 при 𝑙→∞,
i знову застосовуючи лему Фату, отримаємо
X𝑚𝑘 −X𝑝 6 𝜀 при 𝑚𝑘 > 𝐾0,
а значить, при 𝑟 > 𝐾0 виконується
X𝑟 −X𝑝 < 2𝜀,
тобто,
X𝑚 −X𝑝 −→ 0 при 𝑚→∞.
3.2 Лапласiан за мiрою в 𝐿2-версiї на рiмановому многовидi
НехайM — гладкий сепарабельний дiйсний гiльбертiв многовид класу
𝐶2 з модельним простором 𝐻 (dim𝐻 6 ∞) i основним тензором 𝑔.
𝜎 — скiнченна невiд’ємна борелiвська мiра наM . Також вважаємо, що
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атлас многовидуM є рiвномiрним, що гарантує його метричну повноту,
а також повноту просторiв 𝐿𝑝𝑣(M , 𝜎).
Для функцiй 𝑢 ∈ 𝐶1𝑏 (M ) на рiмановому многовидi визначено ве-
кторне поле grad𝑢 ∈ 𝐶𝑏;𝑣(M ), яке визначається спiввiдношенням
𝑔(grad𝑢,Y) = Y𝑢, яке виконується для будь-якого Y ∈ 𝐶1𝑏;𝑣(M ).
У випадку повноти носiя мiри 𝜎 (коли для кожної непустої вiдкри-
тої множини 𝑈 ⊂ M виконана нерiвнiсть 𝜎(𝑈) > 0), iз рiвно-
стi 𝑢 = 𝑣 (mod𝜎) (тут 𝑢, 𝑣 ∈ 𝐶1𝑏 (M )) випливає рiвнiсть grad𝑢 =
= grad 𝑣 (mod𝜎). Тим самим коректно визначено оператор
grad = gradM : 𝐿
2(M ) ⊃ 𝐶1𝑏 (M ) ∋ 𝑢 ↦−→ grad𝑢 ∈ 𝐿2𝑣(M ).
Оскiльки 𝐶1𝑏 (M ) щiльно в 𝐿2(M ), коректно визначено оператор
div = −(grad)* : 𝐿2𝑣(M ) −→ 𝐿2(M ).
У випадку, коли grad допускає замикання, лапласiан (за мiрою 𝜎) на
M визначено формулою
∆ = div ∘grad,
де ∆ — самоспряжений оператор в 𝐿2(M ) (див., наприклад, [5, с. 106]).
ОскiлькиM вважається повним простором вiдносно внутрiшньої ме-
трики, поле X ∈ 𝐶1𝑏 (M ) є повним. Нехай Φ𝑡 = ΦX𝑡 — потiк поля X.
Диференцiйовнiсть мiри 𝜎 вздовж поля X розумiємо всюди в подаль-
шому в сильному сенсi: для кожної борелiвської множини 𝐴 ∈ B (M )
iснує межа 𝜈(𝐴) = lim
𝑡→0
1
𝑡 (𝜎(Φ𝑡𝐴) − 𝜎(𝐴)). Звiдси випливає, що 𝜈 = 𝑑X𝜎
є борелiвською мiрою (знакозмiнною), абсолютно неперервною вiдносно
𝜎. Логарифмiчну похiдну мiри 𝜎 вздовж поля X (тобто дивергенцiю
поля X вiдносно мiри 𝜎) позначимо символом 𝜌𝜎 = 𝜌X𝜎 =
𝑑𝜈
𝑑𝜎 = div𝜎X.
Нехай межа 𝑆 обмеженої областi 𝐺 ⊂M є гладким вкладеним вM
пiдмноговидом корозмiрностi 1, а поле зовнiшньої нормалi межi 𝑆 може
бути продовжено до векторного поля n ∈ 𝐶1𝑏;𝑣(M ).
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У тому випадку, коли мiра 𝜎 диференцiйовна вздовж поля n, говоримо
про “узгодженiсть 𝑆 з мiрою 𝜎”. При узгодженостi мiри 𝜎 з поверхнiстю
𝑆 = 𝜕𝐺 на 𝑆 iндукується поверхнева мiра 𝜏 [8–10]. Мiра 𝜏 на 𝑆 коректно
визначено формулою ∫︁
𝑆
𝑓 𝑑𝜏 =
𝑑
𝑑𝑡
⃒⃒⃒⃒
𝑡=0
∫︁
Φn𝑡 𝐺
𝑓 𝑑𝜎,
що виконується для кожної функцiї 𝑓 ∈ 𝐶𝑏(M ). Iнший пiдхiд до (еквi-
валентного) визначення мiри 𝜏 полягає в наступному: для множин
𝐴 ⊂M , 𝐵 ⊂ R вводимо позначення
Φn𝐵𝐴 , {Φn𝑡 𝑥 | 𝑥 ∈ 𝐴; 𝑡 ∈ 𝐵}.
Тодi для 𝐴 ∈ B (𝑆) мiра 𝜏 визначена рiвнiстю
𝜏(𝐴) =
𝑑
𝑑𝑡
⃒⃒⃒⃒
𝑡=0
𝜎
(︁
Φn(−∞,𝑡)𝐴
)︁
=
𝑑
𝑑𝑡
⃒⃒⃒⃒
𝑡=0
𝜎
(︁
Φn(−∞,𝑡]𝐴
)︁
(3.1)
(тут використано той факт, що 𝜎(Φn𝑡 𝑆) = 0 для 𝑡 ∈ R) (див. [8]).
Для функцiй 𝑢 ∈ 𝐶1𝑏 (𝐺) має мiсце рiвнiсть∫︁
𝑆
𝑢 𝑑𝜏 =
∫︁
𝐺
(grad𝑢,n) 𝑑𝜎 +
∫︁
𝐺
𝑢 · div𝜎 n 𝑑𝜎 (3.2)
(див. [8; 10]).
У випадку, коли div𝜎 n ∈ 𝐿∞(M ) (або, хоча б div𝜎 n
⃒⃒
𝐺
∈ 𝐿∞(𝐺)),
з (3.2) випливає iснування константи 𝐶, для якої при всiх 𝑢 ∈ 𝐶1(𝐺)
виконується нерiвнiсть⃦⃦
𝑢
⃒⃒
𝑆
⃦⃦
𝐿2(𝑆,𝜏)
6 𝐶
(︁⃦⃦
𝑢
⃦⃦
𝐿2(𝐺)
+
grad𝑢
𝐿2𝑣(𝐺)
)︁
(3.3)
(доведення формули дивитися далi твердження 3.2 в пiдроздiлi 3.5).
В роботi [10] встановлено щiльнiсть множини 𝐶10(𝐺) в просторi 𝐿2(𝐺)
у випадку, коли M = 𝐻 — сепарабельний гiльбертiв простiр. Випадок
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сепарабельного рiманового многовиду дивитися далi твердження 3.3 в
пiдроздiлi 3.5. Тому оператор
grad𝐺 : 𝐿
2(𝐺) ⊃ 𝐶1(𝐺) ∋ 𝑢 ↦−→ grad𝑢 ∈ 𝐿2𝑣(𝐺)
є щiльно визначеним. У випадку, якщо оператор grad𝐺 допускає за-
микання, а div𝜎 n ∈ 𝐿∞(M ), iз нерiвностi (3.3) випливає коректнiсть
побудови оператора слiду
𝛾 : 𝐿2(𝐺) −→ 𝐿2(𝑆) = 𝐿2(𝑆, 𝜏)
з областю визначенняD (grad𝐺), який для функцiй 𝑢 ∈ 𝐶1(𝐺) спiвпадає
з оператором обмеження: 𝑢 ↦→ 𝑢⃒⃒
𝑆
. Оператор 𝛾 є обмеженим оператором
iз банахова в нормi графiка простору D (grad𝐺) в 𝐿2(𝑆) (в роботi [10]
побудова оператора обґрунтована для випадку гiльбертового простору;
випадок рiманового многовиду розглядається повнiстю аналогiчно).
Оператор div𝐺 : 𝐿2𝑣(𝐺) −→ 𝐿2(𝐺) введемо формулою
div𝐺 , −
⎛⎝grad𝐺
⃒⃒⃒⃒
⃒
Ker 𝛾
⎞⎠* . (3.4)
Доцiльнiсть цього означення випливає з формули (4) роботи [9]:
𝑑
𝑑𝑡
⃒⃒⃒⃒
𝑡=0
∫︁
Φn𝑡 𝐺
𝑢 𝑑𝜎 =
∫︁
𝑆
(Z,n)𝑢 𝑑𝜏 =
∫︁
𝐺
(grad𝑢,Z) 𝑑𝜎+
∫︁
𝐺
𝑢·div𝜎 Z 𝑑𝜎, (3.5)
в якiй Z ∈ 𝐶1𝑏;𝑣(M ), 𝑢 ∈ 𝐶1𝑏 (M ) i 𝜎 диференцiйовна вздовж поля Z.
У випадку 𝑢
⃒⃒
𝑆
= 0 формула (3.5) перетворюється в рiвнiсть∫︁
𝐺
(grad𝑢,Z) 𝑑𝜎 +
∫︁
𝐺
𝑢 · div𝜎 Z 𝑑𝜎 = 0,
яка i є аргументом для введення оператора div𝐺 формулою (3.4).
Лапласiан — оператор ∆𝐺 : 𝐿2(𝐺) −→ 𝐿2(𝐺) — визначимо формулою:
∆𝐺 , div𝐺 ∘grad𝐺; ∆𝐺 є щiльно визначеним, оскiльки вiн є розширен-
ням самоспряженого оператора − (︀grad𝐺)︀* grad𝐺.
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3.3 Модельний приклад
Нехай 𝐻 — сепарабельний гiльбертiв простiр, 𝐷 — обмежена область
в 𝐻, M = 𝜕𝐷 — межа областi 𝐷 — є гладкий класу 𝐶2 вкла-
дений в 𝐻 пiдмноговид корозмiрностi 1. Вкладення M в 𝐻 iнду-
кує на M структуру рiманового многовиду. Поле зовнiшньої норма-
лi до M вважається таким, що може бути продовженим до вектор-
ного поля N ∈ 𝐶1𝑏;𝑣(𝐻). Хай також виконується умова теореми 2.2,
яка гарантує рiвномiрнiсть M , а значить, i повноту вiдносно внутрi-
шньої метрики. Нехай 𝜇 — скiнченна борелiвська (невiд’ємна) мiра в
𝐻, для якої iснує в 𝐻 повна система векторiв ℎ, вздовж яких мi-
ра 𝜇 𝐿2-диференцiйовна (тобто 𝜇 диференцiйовна вздовж ℎ i 𝜌ℎ𝜇 =
= 𝑑(𝑑ℎ𝜇)𝑑𝜇 ∈ 𝐿2(𝐻)).
Додатково будемо вважати, що для мiри 𝜇 виконується наступна
умова: множина квазiiнварiантних зсувiв ℎ (𝜇ℎ(𝐴) , 𝜇(𝐴 + ℎ);𝜇ℎ ∼
∼ 𝜇) мiстить щiльний в 𝐻 лiнiйний пiдмноговид. Для такої мiри вико-
нана умова: 𝜇(𝑈) > 0 для будь-якої вiдкритої множини в 𝐻 (повнота
носiя мiри).
Якщо мiра 𝜇 задовольняє наведенi вище умови, то вiдповiдний опе-
ратор grad : 𝐿2(𝐻) ⊃ 𝐶1𝑏 (𝐻) −→ 𝐿2𝑣(𝐻) коректно визначено (див. [10,
пропозицiя 4]). Прикладом мiри 𝜇, що задовольняє обидвi наведенi умо-
ви, є гаусова мiра, кореляцiйний оператор якої має щiльний образ в 𝐻.
До мiри 𝜇 застосуємо процедуру згладжування вздовж поля N (див.
[15]). При цьому мiра 𝜇𝜙 будується за правилом
𝜇𝜙(𝐴) =
∫︁
R
𝜙(𝑡)𝜇(ΦN𝑡 𝐴)𝑑𝑡.
Тут 𝐴 — довiльна борелiвська множина в 𝐻, 𝜙 ∈ 𝐶∞(R), 𝜙 > 0,∫︀
R
𝜙(𝑡)𝑑𝑡 <∞.
Отримана 𝜇𝜙 диференцiйовна вздовж поля N.
Якщо iснує константа 𝐶 > 0, для якої при всiх 𝑠 ∈ R виконується
90
нерiвнiсть |𝜙′(𝑠)| 6 𝐶𝜙(𝑠) (наприклад, 𝜙(𝑠) = 11+𝑠2 ), то 𝜌N𝜇𝜙 ∈ 𝐿∞(𝐻;𝜇𝜙).
В роботi [15] доведено, що при переходi вiд мiри 𝜇 до мiри 𝜇𝜙 зберi-
гається умова повноти носiя мiри, а також умова iснування замикання
оператора grad (але вже grad : 𝐿2(𝐻;𝜇𝜙) −→ 𝐿2𝑣(𝐻;𝜇𝜙)).
Мiра 𝜇𝜙 узгоджена зM = 𝜕𝐷, що дозволяє iндукувати наM поверх-
неву мiру 𝜎.
Зауваження 3.3. Узгодження мiри 𝜇 з поверхнеюM означає iснува-
ння хоча б одного векторного поля N ∈ 𝐶1𝑏;𝑣(𝐻), обмеження якого на
M збiгається з полем одиничної нормалi до M i вздовж якого мiра
𝜇 диференцiйовна. У зв’язку з цим виникає проблема опису класу по-
верхонь в 𝐻, узгоджених з заданою мiрою 𝜇. Це питання бачиться
доволi складним i не було дослiдженим. Процедура згладжування мiри
вздовж векторного поля дозволяє розв’язати двоїсту задачу: побудова
класу мiр, що є узгодженi з фiксованою поверхнею.
Далi буде доведено, що в випадку, коли 𝜌N𝜇𝜙 лежить в 𝐿
∞(𝐻;𝜇𝜙) (а ця
умова може бути виконаною), iндукована на M мiра 𝜎 успадковує двi
властивостi мiри 𝜇𝜙: повноту носiя мiри i iснування замикання (iндуко-
ваного) оператора
gradM : 𝐿
2(M , 𝜎) ⊃ 𝐶1𝑏 (M ) ∋ 𝑢 ↦−→ gradM 𝑢 ∈ 𝐿2𝑣(M ;𝜎)
(нагадаємо, що iндукований на поверхнюM оператор gradM будується
так: (gradM 𝑢)(𝑥) = 𝑃𝑥((grad ?ˆ?)(𝑥)), де ?ˆ? ∈ 𝐶1𝑏 (𝐻), ?ˆ?
⃒⃒
M = 𝑢, 𝑃𝑥 —
ортопроектор в 𝐻, Im𝑃𝑥 = 𝑇𝑥M ).
Оскiльки M , як рiвномiрний многовид, є повним вiдносно внутрi-
шньої метрики, то векторнi поля наM класу 𝐶1𝑏 (M ) є повними.
Теорема 3.3. Нехай 𝐷 — обмежена область в гiльбертовому про-
сторi 𝐻, N ∈ 𝐶1𝑏;𝑣(𝐻) — векторне поле в 𝐻, яке є продовженням
поля зовнiшньої одиничної нормалi до межi M = 𝜕𝐷 областi 𝐷,
хай виконується умова теореми 2.2, 𝜇 — борелiвська скiнченна (не-
вiд’ємна) диференцiйовна вздовж поляN мiра в 𝐻, 𝜇 має повний носiй,
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div𝜇N ∈ 𝐿∞(𝐻), 𝜎 — мiра на M , iндукована мiрою 𝜇. Нехай також
оператор grad : 𝐿2(𝐻) ⊃ 𝐶1𝑏 (𝐻) −→ 𝐿2𝑣(𝐻) допускає замикання. Тодi
iндукований наM оператор
gradM : 𝐿
2(M , 𝜎) ⊃ 𝐶1𝑏 (M ) ∋ 𝑢 ↦−→ gradM 𝑢 ∈ 𝐿2𝑣(M , 𝜎)
є коректно визначеним i допускає замикання.
Доведення. Покладемо 𝐶 = ‖ div𝜇N‖𝐿∞(𝐻). В роботi [9] (лема 2) було
доведено наступне твердження: якщо div𝜇N ∈ 𝐿∞(𝐻), то 𝜇𝑡 ≺ 𝜇 для
кожного 𝑡 ∈ R (тут 𝜇𝑡 = 𝜇 ∘ Φ𝑡, Φ𝑡 — потiк поля N), 𝑑𝜇𝑡𝑑𝜇 ∈ 𝐿∞(𝐻) i при
цьому
𝑑𝜇𝑡
𝑑𝜇
6 e𝐶|𝑡| (mod𝜇). (3.6)
Для кожної борелiвської множини 𝐴 ∈ B (𝐻) справедливi рiвностi
𝑑N𝜇𝑡(𝐴) =
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
𝜇𝑡+𝑠(𝐴) =
∫︁
Φ𝑡𝐴
div𝜇N 𝑑𝜇.
Звiдси |𝑑N𝜇𝑡(𝐴)| 6 𝐶𝜇(Φ𝑡𝐴) = 𝐶𝜇𝑡(𝐴), тому
| div𝜇𝑡N| 6 𝐶 (mod𝜇𝑡), 𝜇 ∼ 𝜇𝑡, ‖ div𝜇𝑡N‖𝐿∞(𝐻) = ‖ div𝜇N‖𝐿∞(𝐻).
Далi, звiдси випливає нерiвнiсть 𝑑𝜇𝑑𝜇𝑡 6 e
𝐶|𝑡| (mod𝜇), i, вiдповiдно,
𝑑𝜇𝑡
𝑑𝜇
> e−𝐶|𝑡| (mod𝜇). (3.7)
Крок 1. Доведемо повноту носiя мiри 𝜎.
Нехай 𝑉 — непуста вiдкрита множина в M . Тодi Φ(−∞,𝑡)𝑉 =
= {Φ𝑠𝑥 | 𝑠 < 𝑡;𝑥 ∈ 𝑉 } — непуста вiдкрита множина в 𝐻.
За аналогiєю з формулою (3.1) має мiсце формула
𝜎(𝑉 ) =
𝑑
𝑑𝑡
⃒⃒⃒⃒
𝑡=0
𝜇
(︀
Φ(−∞,𝑡)𝑉
)︀
. (3.8)
Далi
𝑑
𝑑𝑡
𝜇
(︀
Φ(−∞,𝑡)𝑉
)︀
=
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
𝜇
(︀
Φ(−∞,𝑡+𝑠)𝑉
)︀
=
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
𝜇𝑡
(︀
Φ(−∞,𝑠)𝑉
)︀
. (3.9)
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За рахунок нерiвностi (3.6) при фiксованому 𝑡 функцiя
ℎ(𝑠) = 𝜇
(︀
Φ(−∞,𝑠)𝑉
)︀
e𝐶|𝑡| − 𝜇𝑡
(︀
Φ(−∞,𝑠)𝑉
)︀
монотонно не спадає. Тому виконується нерiвнiсть
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
𝜇𝑡
(︀
Φ(−∞,𝑠)𝑉
)︀
6 e𝐶|𝑡| 𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
𝜇
(︀
Φ(−∞,𝑠)𝑉
)︀
,
або, враховуючи (3.8) i (3.9), нерiвнiсть
𝑑
𝑑𝑡
𝜇
(︀
Φ(−∞,𝑡)𝑉
)︀
6 e𝐶|𝑡|𝜎(𝑉 ).
Звiдси (за рахунок повноти носiя мiри 𝜇)
0 < 𝜇(Φ(0,1)𝑉 ) =
1∫︁
0
𝑑𝑡
(︂
𝑑
𝑑𝑡
𝜇(Φ(−∞,𝑡)𝑉 )
)︂
6 𝜎(𝑉 )
1∫︁
0
e𝐶|𝑡| 𝑑𝑡.
Отже 𝜎(𝑉 ) > 0 для непустої вiдкритої множини 𝑉 ⊂M .
Крок 2. Нехай 𝑢 ∈ 𝐶1𝑏 (M ). Функцiю ?ˆ? : 𝐻 −→ R будуємо за насту-
пним правилом. Нехай 𝜙 ∈ 𝐶∞(R), 0 6 𝜙 6 1, iснують 𝛿 > 0 i 𝜀 ∈ (0, 𝛿)
такi, що supp𝜙 ∈ (−𝛿, 𝛿), 𝜙(𝑡) = 1 для 𝑡 ∈ (−𝜀, 𝜀). Якщо 𝑥 = Φ𝑡𝑦,
𝑦 ∈M , |𝑡| < 𝛿, то вважаємо ?ˆ?(𝑥) = 𝜙(𝑡)𝑢(𝑦). Для iнших значень 𝑥 ∈ 𝐻
покладемо ?ˆ?(𝑥) = 0.
Очевидно, ?ˆ? ∈ 𝐶1𝑏 (𝐻) i вiдображення 𝐶1𝑏 (M ) ∋ 𝑢 ↦−→ ?ˆ? ∈ 𝐶1𝑏 (𝐻)
лiнiйнi.
Доведемо, що вiдображення 𝐿2(M ;𝜎) ⊃ 𝐶1𝑏 (M ) ∋ 𝑢 ↦−→ ?ˆ? ∈
∈ 𝐿2(𝐻;𝜇) є неперервним. Маємо
‖?ˆ?‖2𝐿2(𝐻) =
∫︁
Φ𝛿𝐷∖Φ−𝛿𝐷
?ˆ?2 𝑑𝜇 =
𝛿∫︁
−𝛿
𝑑𝑡
⎛⎝ 𝑑
𝑑𝑡
∫︁
Φ𝑡𝐷
?ˆ?2 𝑑𝜇
⎞⎠ , (3.10)
∫︁
Φ𝑡𝐷1
?ˆ?2 𝑑𝜇 =
∫︁
𝐷1
(?ˆ? ∘ Φ𝑡)2 𝑑𝜇𝑡 =
∫︁
𝐷1
(?ˆ? ∘ Φ𝑡)2𝑑𝜇𝑡
𝑑𝜇
𝑑𝜇. (3.11)
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Далi використаємо наступний факт: якщо функцiя 𝑤 невiд’ємна, iснує
𝑑
𝑑𝑡
⃒⃒
𝑡=0
∫︀
Φ𝑡𝐷1
𝑤 𝑑𝜇 i при достатньо малих 𝑡 > 0 має мiсце вкладення Φ𝑡𝐷1 ⊃
⊃ 𝐷1, то
𝑑
𝑑𝑡
⃒⃒⃒⃒
𝑡=0
∫︁
Φ𝑡𝐷1
𝑤 𝑑𝜇 = lim
𝑡→0
1
𝑡
⎛⎝ ∫︁
Φ𝑡𝐷1
𝑤 𝑑𝜇−
∫︁
𝐷1
𝑤 𝑑𝜇
⎞⎠ > 0.
За рахунок (3.11), прийнявши 𝐷1 = Φ𝑠𝐷 (при достатньо малих 𝑠
i 𝑡 > 0 має мiсце вкладення Φ𝑠𝐷 ⊂ Φ𝑡+𝑠𝐷) i використовуючи (3.6),
отримуємо
𝑑
𝑑𝑡
∫︁
Φ𝑡𝐷
?ˆ? 𝑑𝜇 =
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
∫︁
Φ𝑡(Φ𝑠𝐷)
?ˆ?2 𝑑𝜇 =
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
∫︁
Φ𝑠𝐷
(?ˆ? ∘ Φ𝑡)2𝑑𝜇𝑡
𝑑𝜇
𝑑𝜇 6
6 e𝐶|𝑡|
∫︁
M
(?ˆ? ∘ Φ𝑡)2 𝑑𝜎 = e𝐶|𝑡|𝜙2(𝑡)
∫︁
M
𝑢2 𝑑𝜎. (3.12)
Тепер iз (3.10) i (3.12) випливає нерiвнiсть
‖?ˆ?‖2𝐿2(𝐻) 6
𝛿∫︁
−𝛿
e𝐶|𝑡|𝜙2(𝑡) 𝑑𝑡
∫︁
M
𝑢2 𝑑𝜎,
що доводить 𝐿2-неперервнiсть вiдображення 𝑢 ↦→ ?ˆ?.
Крок 3. Доведемо iснування таких констант 𝐾1, 𝐾2 ∈ R, що для будь-
якої функцiї 𝑢 ∈ 𝐶1𝑏 (M ) виконується нерiвнiсть
grad ?ˆ?2 6 𝐾1gradM 𝑢2 + 𝐾2‖𝑢‖2𝐿2(M ). (3.13)
Для точок 𝑥, що лежать в достатньо малому околi M (таких, що
можуть бути представленi у виглядi 𝑥 = Φ𝑡𝑦 = Φ(𝑡, 𝑦), де 𝑡 ∈ R, 𝑦 ∈M ),
позначимо через 𝑡(𝑥) значення 𝑡, при якому 𝑥 = Φ(𝑡(𝑥), 𝑦), 𝑦 ∈ M .
Вiдповiдно, Φ(−𝑡(𝑥), 𝑥) ∈M .
𝑑
𝑑𝑥Φ(−𝑡(𝑥), 𝑥) — лiнiйний оператор в 𝐻, образ якого — дотичний про-
стiр до M у вiдповiднiй точцi 𝑦 = Φ(−𝑡(𝑥), 𝑥). Тому 𝑑𝑑𝑥Φ(−𝑡(𝑥), 𝑥)ℎ ⊥
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⊥ n(Φ(−𝑡(𝑥), 𝑥)) для кожного ℎ ∈ 𝐻, звiдки отримуємо(︂
𝑑
𝑑𝑥
Φ(−𝑡(𝑥), 𝑥)
)︂*
n(Φ(−𝑡(𝑥), 𝑥)) = 0. (3.14)
Далi використаємо неперервну диференцiйованiсть функцiї 𝑡(·) (ви-
пливає iз теореми про неявну функцiю):
𝑑
𝑑𝑥
Φ(−𝑡(𝑥), 𝑥) = −𝜕Φ
𝜕𝑡
(−𝑡(𝑥), 𝑥) · 𝑡′(𝑥) + 𝜕Φ
𝜕𝑥
(−𝑡(𝑥), 𝑥) =
= −n(Φ(−𝑡(𝑥), 𝑥)) · 𝑡′(𝑥) + 𝜕Φ
𝜕𝑥
(−𝑡(𝑥), 𝑥),
звiдки випливає рiвнiсть(︂
𝑑
𝑑𝑥
Φ(−𝑡(𝑥), 𝑥)
)︂*
= −grad 𝑡(𝑥) · n*(Φ(−𝑡(𝑥), 𝑥)) +
(︂
𝜕Φ
𝜕𝑥
(−𝑡(𝑥), 𝑥)
)︂*
.
(3.15)
Тут вектор ℎ iнтерпретуємо як оператор R ∋ 𝑠 ↦−→ 𝑠ℎ ∈ 𝐻. Тому
ℎ1ℎ
*
2 : 𝐻 ∋ 𝑥 ↦−→ (𝑥, ℎ2)ℎ1 ∈ 𝐻, ℎ*1ℎ2 : R ∋ 𝑠 ↦−→ (ℎ1, ℎ2)𝑠 ∈ R.
Тепер iз (3.14) i (3.15) випливає
−grad 𝑡(𝑥) · n*(Φ(−𝑡(𝑥), 𝑥)) · n(Φ(−𝑡(𝑥), 𝑥)) +
(︂
𝜕Φ
𝜕𝑥
(−𝑡(𝑥), 𝑥)
)︂*
·
· n(Φ(−𝑡(𝑥), 𝑥)) = 0. (3.16)
Оскiльки n*(𝑦)n(𝑦) = ‖n(𝑦)‖2 = 1 (тут 𝑦 ∈M ), iз (3.16) отримаємо
grad 𝑡(𝑥) =
(︂
𝜕Φ
𝜕𝑥
(−𝑡(𝑥), 𝑥)
)︂*
n(Φ(−𝑡(𝑥), 𝑥)). (3.17)
Для точок 𝑥 вигляду 𝑥 = Φ(𝑡, 𝑦) (𝑦 ∈M ) маємо
?ˆ?(𝑥) = 𝜙(𝑡(𝑥))𝑢(Φ(−𝑡(𝑥), 𝑥)),
?ˆ?′(𝑥) = 𝜙′(𝑡(𝑥))𝑡′(𝑥)𝑢(Φ(−𝑡(𝑥), 𝑥))+
+ 𝜙(𝑡(𝑥))𝑢′(Φ(−𝑡(𝑥), 𝑥)) 𝑑
𝑑𝑥
Φ(−𝑡(𝑥), 𝑥).
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Тому, враховуючи (3.15), (3.17) i рiвнiсть 𝜕Φ𝜕𝑡 (𝑡, 𝑥) = n(Φ(𝑡, 𝑥)), знаходи-
мо
grad ?ˆ?(𝑥) = 𝜙′(𝑡(𝑥))𝑢(Φ(−𝑡(𝑥), 𝑥))
(︂
𝜕Φ
𝜕𝑥
(−𝑡(𝑥), 𝑥)
)︂*
n(Φ(−𝑡(𝑥), 𝑥))+
+ 𝜙(𝑡(𝑥))
(︂
𝜕Φ
𝜕𝑥
(−𝑡(𝑥), 𝑥)
)︂*
−
− grad 𝑡(𝑥) · n*(Φ(−𝑡(𝑥), 𝑥)) · grad𝑢(Φ(−𝑡(𝑥), 𝑥)),
звiдки, враховуючи рiвнiсть, справедливу для 𝑦 ∈M ,
n*(𝑦)grad𝑢(𝑦) = (grad𝑢(𝑦),n(𝑦)) = 0,
отримуємо
grad ?ˆ?(𝑥) =
(︂
𝜕Φ
𝜕𝑥
(−𝑡(𝑥), 𝑥)
)︂*
(𝜙(𝑡(𝑥))grad𝑢(Φ(−𝑡(𝑥), 𝑥)))+
+ 𝜙′(𝑡(𝑥))𝑢(Φ(−𝑡(𝑥), 𝑥))n(Φ(−𝑡(𝑥), 𝑥)). (3.18)
Вiдмiтимо, що при достатньо малих 𝑡 для всiх 𝑥 ∈ 𝐻 має мiсце оцiнка⃦⃦
𝜕
𝜕𝑥Φ𝑡𝑥
⃦⃦
6 2. Доведення цього факту мiститься у кроцi 5.
Тому при достатньо малому 𝛿 > 0 iз (3.18) при |𝑡| < 𝛿 i 𝑦 ∈ M
випливає нерiвнiсть
‖grad ?ˆ?(Φ𝑡𝑦)‖ 6 2(𝜙(𝑡)‖gradM 𝑢(𝑦)‖+ |𝜙′(𝑡)| · |𝑢(𝑦)|). (3.19)
Тепер за аналогiєю з кроком 2 (див. (3.12)) iз (3.19) отримуємо
∫︁
𝐻
‖grad ?ˆ?‖2 𝑑𝜇 =
𝛿∫︁
−𝛿
𝑑𝑡
⎛⎝ 𝑑
𝑑𝑡
∫︁
Φ𝑡𝐷
‖grad ?ˆ?‖2 𝑑𝜇
⎞⎠ 6
6
𝛿∫︁
−𝛿
𝑑𝑡
∫︁
M
e𝐶|𝑡|8(𝜙2(𝑡)‖gradM 𝑢‖2 + (𝜙′(𝑡))2𝑢2) 𝑑𝜎 =
= 8
𝛿∫︁
−𝛿
e𝐶|𝑡|𝜙2(𝑡) 𝑑𝑡
∫︁
M
‖gradM 𝑢‖2 𝑑𝜎 + 8
𝛿∫︁
−𝛿
e𝐶|𝑡|(𝜙′(𝑡))2 𝑑𝑡
∫︁
M
𝑢2 𝑑𝜎,
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звiдки i випливає оцiнка (3.13).
Крок 4. Нехай послiдовнiсть функцiй 𝑢𝑚 ∈ 𝐶1𝑏 (M ) збiгається до 0 в
𝐿2(M ), gradM 𝑢𝑚 → Z в 𝐿2𝑣(M ). Доведемо факт iснування замикання
gradM показавши, що Z = 0 (mod𝜎).
За рахунок доведеного вище для послiдовностi функцiй ?ˆ?𝑚 мають
мiсце збiжностi ?ˆ?𝑚 → 0 в 𝐿2(𝐻), grad ?ˆ?𝑚 → W в 𝐿2𝑣(𝐻). Iз iснування
замикання оператора grad випливає рiвнiсть W = 0 (mod𝜇).
𝜙(𝑡) = 1 при |𝑡| < 𝜀, тому для 𝑦 ∈M при |𝑡| < 𝜀 iз (3.18) отримуємо
рiвнiсть
gradM 𝑢(𝑦) =
(︂
𝜕Φ
𝜕𝑥
(−𝑡,Φ𝑡𝑦)
)︂*
grad ?ˆ?(Φ𝑡𝑦),
Звiдки випливає нерiвнiсть
‖gradM 𝑢(𝑦)‖ 6
⃦⃦⃦⃦
𝜕Φ
𝜕𝑥
(−𝑡,Φ𝑡𝑦)
⃦⃦⃦⃦
· ‖grad ?ˆ?(Φ𝑡𝑦)‖. (3.20)
Далi (див. крок 5) буде доведено, що при достатньо малих 𝑡 при всiх
𝑥 ∈ 𝐻 виконується нерiвнiсть ⃦⃦𝜕Φ𝜕𝑥 (𝑡, 𝑥)⃦⃦ 6 2.
Тому при достатньо малому 𝛿 > 0 (i, вiдповiдно, 𝜀 > 0) при всiх 𝑡 ∈
∈ (−𝜀, 𝜀) i 𝑥 ∈M iз (3.20) випливає нерiвнiсть
‖grad ?ˆ?(Φ𝑡𝑥)‖ > 1
2
‖gradM 𝑢(𝑥)‖. (3.21)
Звiдси ∫︁
𝐻
‖grad ?ˆ?‖2 𝑑𝜇 >
𝜀∫︁
−𝜀
𝑑𝑡
⎛⎝ 𝑑
𝑑𝑡
∫︁
Φ𝑡𝐷
‖grad ?ˆ?‖2 𝑑𝜇
⎞⎠ =
=
𝜀∫︁
−𝜀
⎛⎝ 𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
∫︁
Φ𝑠𝐷
(‖grad ?ˆ?‖2 ∘ Φ𝑡)𝑑𝜇𝑡
𝑑𝜇
𝑑𝜇
⎞⎠ 𝑑𝑡 >
> [за рахунок (3.7) i (3.21)] >
>
𝜀∫︁
−𝜀
∫︁
M
1
4
e−𝐶|𝑡|‖gradM 𝑡‖2 𝑑𝜎 =
1
4
𝜀∫︁
−𝜀
e−𝐶|𝑡| 𝑑𝑡
∫︁
M
‖gradM 𝑡‖2 𝑑𝜎.
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Тому iснує така константа 𝐾 > 0, що для всiх 𝑢 ∈ 𝐶1𝑏 (M ) має мiсце
оцiнка
grad ?ˆ? > 𝐾gradM 𝑢,
що i дає бажаний результат.
Крок 5. Для кожної фiксованої точки 𝑥 ∈ 𝐻 однопараметрична опера-
торна сiм’я
{︀
𝜕
𝜕𝑥Φ𝑡𝑥
}︀
задовольняє рiвняння 𝑑𝑑𝑡
(︀
𝜕
𝜕𝑥Φ𝑡𝑥
)︀
= N′(Φ𝑡𝑥) 𝜕𝜕𝑥Φ𝑡𝑥
i початкову умову 𝜕𝜕𝑥Φ𝑡𝑥 = I. Таким чином 𝑋(𝑡) =
𝜕
𝜕𝑥Φ𝑡𝑥 є розв’язком
задачi Кошi
𝑑
𝑑𝑡
𝑋(𝑡) = 𝐴(𝑡)𝑋(𝑡),
𝑋(0) = I,
де 𝐴(𝑡) = N′(Φ𝑡𝑥).
Вiдповiдно до вимоги до поля N, sup
𝐻
‖N′(·)‖ < ∞, тому, за рахунок
оцiнки ‖𝑋(𝑡)‖ 6 exp
(︂
𝑡∫︀
0
‖𝐴(𝜏)‖ 𝑑𝜏
)︂
(див. [20]), робимо висновок щодо
iснування 𝛿 > 0, для якого при всiх 𝑡 ∈ (−𝛿, 𝛿) i 𝑥 ∈ 𝐻 справедлива
оцiнка ⃦⃦⃦⃦
𝜕
𝜕𝑥
Φ𝑡𝑥
⃦⃦⃦⃦
6 2.
3.4 Задача Дiрiхле
Розглянемо приклад задачi Дiрiхле для рiвняння з лапласiаном в обме-
женнiй областi на рiмановому многовидi. Подiбна задача в класичному
скiнченновимiрному випадку наведена, наприклад, в [26], а в випадку
гiльбертового простору дослiджується в роботi [15].
Далi вважаємо, що виконуються наступнi умови:
а) векторне поле n є повним i мiра 𝜎 диференцiйовна вздовж поля n
(узгодженнiсть 𝑆 i 𝜎);
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б) div𝜎 n ∈ 𝐿∞(M );
в) оператор grad𝐺 допускає замикання;
Виконання цих умов дозволяє коректно ввести оператори grad𝐺; ∆𝐺,
а також оператор слiду 𝛾 : 𝐿2(𝐺) −→ 𝐿2(𝑆) з областю визначення
D
(︀
grad𝐺
)︀
.
Нехай 𝑎(·) ∈ 𝐶(𝐺), 𝑎(𝑥) > 𝛼 > 0 ∀𝑥 ∈ 𝐺, 𝑓 ∈ 𝐿2(𝐺), 𝜙 ∈ 𝛾(D (∆𝐺)).
Розглянемо задачу пошуку функцiї 𝑢 ∈D (∆𝐺), що задовольняє рiвня-
ння
∆𝐺𝑢− 𝑎 · 𝑢 = 𝑓 (3.22)
i крайову умову
𝛾(𝑢) = 𝜙. (3.23)
Поставлена задача розв’язується за класичною схемою.
Спочатку розглянемо випадок 𝜙 = 0. Оскiльки 𝐶10(𝐺) щiльна в 𝐿2(𝐺)
i Ker 𝛾 ⊃ 𝐶10(𝐺), функцiя 𝑢 є розв’язком задачi (3.22), (3.23) з 𝜙 = 0 тодi
i тiльки тодi коли 𝑢 ∈ Ker 𝛾 i для всiх 𝑣 ∈ Ker 𝛾 задовольняє рiвняння∫︁
𝐺
𝑣(∆𝐺𝑢− 𝑎 · 𝑢) 𝑑𝜎 =
∫︁
𝐺
𝑣𝑓 𝑑𝜎
або, що еквiвалентно, рiвняння∫︁
𝐺
(︀(︀
grad𝐺 𝑢,grad𝐺 𝑣
)︀
+ 𝑎𝑢𝑣
)︀
𝑑𝜎 = −
∫︁
𝐺
𝑣𝑓 𝑑𝜎. (3.24)
Лiва частина рiвняння (3.24) є скалярним добутком (𝑢, 𝑣)1 в просторi
D
(︀
grad𝐺
)︀
, i вiдповiдна норма ‖ · ‖1 еквiвалентна нормi графiка. При
цьому iснує таке число 𝐶 > 0, що при всiх 𝑣 ∈ Ker 𝛾 виконуються
нерiвностi ⃒⃒⃒⃒
⃒⃒∫︁
𝐺
𝑣𝑓 𝑑𝜎
⃒⃒⃒⃒
⃒⃒ 6 ‖𝑓‖𝐿2(𝐺)‖𝑣‖𝐿2(𝐺) 6 ‖𝑓‖𝐿2(𝐺)𝐶‖𝑣‖1.
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В гiльбертовому просторi (Ker 𝛾, (·, ·)1) використаємо теорему Рiса,
згiдно якiй iснує, i притому єдина, функцiя 𝑢 ∈ Ker 𝛾, що при всiх
𝑣 ∈ Ker 𝛾 задовольняє рiвняння (3.24).
Якщо тепер 𝑢 ∈ Ker 𝛾 задовольняє рiвняння (3.24) при всiх 𝑣 ∈
∈ Ker 𝛾, то, записуючи рiвняння (3.24) у виглядi∫︁
𝐺
(︀
grad𝐺 𝑢,grad𝐺 𝑣
)︀
𝑑𝜎 = −
∫︁
𝐺
𝑣(𝑓 + 𝑎 · 𝑢) 𝑑𝜎,
робимо висновок, що grad𝐺 𝑢 ∈D (div𝐺), i при цьому виконуються рiв-
ностi ∆𝐺𝑢 = div𝐺
(︀
grad𝐺 𝑢
)︀
= 𝑓 + 𝑎𝑢.
Тим самим для граничної умови 𝛾(𝑢) = 0 доведено iснування i єди-
нiсть розв’язку крайової задачi (3.22), (3.23).
Якщо 𝜙 ∈ 𝛾(D (∆𝐺)), то iснує функцiя 𝑤 ∈D (∆𝐺), для якої 𝜙 = 𝛾(𝑤).
В цьому випадку функцiя 𝑢1 = 𝑢− 𝑤 повинна задовольняти задачу
∆𝐺𝑢1 − 𝑎 · 𝑢1 = 𝑓 −∆𝐺𝑤 + 𝑎 · 𝑤 ∈ 𝐿2(𝐺),
𝛾(𝑢1) = 0,
iснування i єдинiсть розв’язку якої обґрунтовано вище.
Таким чином доведена наступна теорема.
Теорема 3.4. При виконаннi технiчних умов а)–в) задача (3.22), (3.23)
в областi рiманового многовиду має, i притому єдиний, розв’язок.
В пiдроздiлi 3.3 в якостi нетривiального модельного прикладу рiмано-
вого многовидуM була розглянута межа областi 𝐷 гiльбертового про-
стору 𝐻. Вiдповiдна борелiвська мiра 𝜎 на M мала повний носiй, при
цьомуM є повним метричним простором вiдносно внутрiшньої метри-
ки. Тому будь-яке векторне поле на M класу 𝐶1𝑏;𝑣(M ) є повним. Крiм
того, оператор gradM : 𝐿2(M , 𝜎) −→ 𝐿2𝑣(M , 𝜎) допускає замикання.
З iншого боку, якщо 𝐺 — обмежена область вM i вiдповiдне векторне
поле не узгоджено з 𝑆 = 𝜕𝐺, то до мiри 𝜎 може бути застосована проце-
дура згладжування мiри вздовж поля n (див. [15]). При цьому будується
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мiра 𝜎𝜙 на (M ,B (M )) за правилом
𝜎𝜙(𝐴) =
∫︁
R
𝜙(𝑡)𝜎(Φn𝑡 𝐴) 𝑑𝑡,
де 𝐴 ∈ B (M ), 𝜙 ∈ 𝐶∞(R), 𝜙 > 0, ∫︀
R
𝜙(𝑡) 𝑑𝑡 <∞.
Отримана мiра 𝜎𝜙 узгоджена з 𝑆. Якщо при цьому iснує константа
𝐶 > 0, для якої при всiх 𝑠 має мiсце нерiвнiсть |𝜙′(𝑠)| 6 𝐶𝜙(𝑠) (напри-
клад, 𝜙(𝑠) = 11+𝑠2 ), то div𝜎𝜙 ∈ 𝐿∞(M , 𝜎𝜙).
Перехiд до мiри 𝜎𝜙 зберiгає також властивостi повноти носiя мiри i
iснування замикання оператора gradM : 𝐿2(M , 𝜎𝜙) −→ 𝐿2𝑣(M , 𝜎𝜙) (цi
факти в [15] доведенi для випадку гiльбертового простору, але у випадку
рiманового многовиду доведення повнiстю аналогiчне). Тому для мiри
𝜎𝜙 виконуються властивостi а), б) i залишається лише довести власти-
вiсть в) — iснування замикання оператора grad𝐺, що i реалiзується в
наведенiй нижче теоремi 3.5.
Теорема 3.5. Нехай M — рiманiв многовид класу 𝐶2, 𝜎 — скiн-
ченна борелiвська мiра на M з повним носiєм, оператор grad =
= gradM : 𝐿
2(M , 𝜎) ⊃ 𝐶1𝑏 (M ) ∋ 𝑢 ↦−→ grad𝑢 ∈ 𝐿2𝑣(M , 𝜎) допу-
скає замикання. 𝐺 — обмежена область в M , межа якої узгоджена
з мiрою 𝜎, i для вiдповiдного векторного поля n ∈ 𝐶1𝑏 (M ) (продовже-
ння поля одиничної зовнiшньої нормалi до 𝑆 = 𝜕𝐺) div𝜎 n ∈ 𝐿∞(𝜎).
Для 𝑢 ∈ 𝐶1(𝐺) покладемо grad𝐺 𝑢 = (grad ?˜?)
⃒⃒
𝐺
(?˜? ∈ 𝐶1𝑏 (M ) — про-
довження 𝑢 на M ). Тодi оператор grad𝐺 : 𝐿2(𝐺;𝜎) ⊃ 𝐶1(𝐺) ∋ 𝑢 ↦−→
↦−→ grad𝐺 𝑢 ∈ 𝐿2𝑣(𝐺;𝜎) допускає замикання.
Доведення. Крок 1. Нехай 𝑢𝑚 ∈ 𝐶1(𝐺), 𝑢𝑚 → 0 в 𝐿2(𝐺), grad𝐺 𝑢𝑚 →
→ Z в 𝐿2𝑣(𝐺;𝜎). Побудуємо функцiї ?˜?𝑚 ∈ 𝐶1𝑏 (M ) за наступною схемою.
Нехай 𝜙𝑚 ∈ 𝐶∞(R), 0 6 𝜙𝑚 6 1, 𝛿𝑚 > 0, 𝜙𝑚(𝑡) = 0 при 𝑡 > 𝛿𝑚,
𝜙𝑚(𝑡) = 1 при 𝑡 6 0, 𝜙′𝑚(0) = 0. Якщо 𝑥 = Φ𝑡𝑦 (тут i в подальшому
в цьому пiдроздiлi Φ𝑡 — потiк поля n), 𝑦 ∈ 𝑆 = 𝜕𝐺, 0 6 𝑡 6 𝛿𝑚, то
покладаємо ?˜?𝑚(𝑥) = 𝜙𝑚(𝑡)𝑢𝑚(Φ−2𝑡𝑥) (= 𝜙𝑚(𝑡(𝑥))𝑢𝑚(Φ(−2𝑡(𝑥), 𝑥))); для
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iнших значень 𝑥 покладаємо ?˜?𝑚(𝑥) = 0 для 𝑥 /∈ 𝐺 i ?˜?𝑚(𝑥) = 𝑢(𝑥) для
𝑥 ∈ 𝐺. Тодi ?˜?𝑚
⃒⃒
𝐺
= 𝑢𝑚, ?˜?𝑚 ∈ 𝐶1𝑏 (M ).
Доведемо, що при правильному виборi послiдовностi 𝛿𝑚 досягаються
збiжностi
∫︀
M ∖𝐺
?˜?2𝑚 𝑑𝜎 → 0,
∫︀
M ∖𝐺
‖grad ?˜?𝑚‖2 𝑑𝜎 → 0.
Крок 2. За аналогiєю з доведенням теореми 3.3 (формули (3.10),
(3.11)) отримаємо
∫︁
M ∖𝐺
?˜?2𝑚 𝑑𝜎 =
∫︁
Φ𝛿𝑚𝐺 ∖𝐺
?˜?2𝑚 𝑑𝜎 =
𝛿𝑚∫︁
0
⎛⎝ 𝑑
𝑑𝑡
∫︁
Φ𝑡𝐺
?˜?2𝑚 𝑑𝜎
⎞⎠ , (3.25)
∫︁
Φ2𝑡𝐺1
?˜?2𝑚 𝑑𝜎 =
∫︁
𝐺1
(?˜?𝑚 ∘ Φ2𝑡)2 𝑑𝜎2𝑡 =
∫︁
𝐺1
(?˜?𝑚 ∘ Φ2𝑡)2𝑑𝜎2𝑡
𝑑𝜎
𝑑𝜎. (3.26)
Використовуючи рiвнiсть (3.26) до областi 𝐺1 = Φ−𝑡+𝑠𝐺, отримуємо
𝑑
𝑑𝑡
∫︁
Φ𝑡𝐺
?˜?2𝑚 𝑑𝜎 =
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
∫︁
Φ2𝑡(Φ−𝑡+𝑠𝐺)
?˜?2𝑚 𝑑𝜎 =
=
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
∫︁
Φ−𝑡+𝑠𝐺
(?˜?𝑚 ∘ Φ2𝑡)2𝑑𝜎2𝑡
𝑑𝜎
𝑑𝜎 6
6 e2𝐶|𝑡| 𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
∫︁
Φ−𝑡+𝑠𝐺
(?˜?𝑚 ∘ Φ2𝑡)2 𝑑𝜎. (3.27)
Тут 𝐶 = ‖ div𝐺 n‖𝐿∞(M ,𝜎).
Нехай 𝑆−𝑡 = 𝜕(Φ−𝑡𝐺). Поле n, взагалi кажучи, не є нормальним до
поверхнi 𝑆−𝑡. Однак, (при достатньо малих 𝑡) n трансверсальне по вiдно-
шенню до 𝑆−𝑡, що, за рахунок результатiв роботи [8], доводить iснування
на 𝑆−𝑡 поверхневої мiри 𝜏−𝑡, асоцiйованої з мiрою 𝜎. В цьому випадку
для функцiй 𝑣1, 𝑣2 ∈ 𝐶𝑏(M ), що спiвпадають на 𝑆−𝑡, випливає iснування
похiдних i рiвнiсть
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
∫︁
Φ−𝑡+𝑠𝐺
𝑣1 𝑑𝜎 =
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
∫︁
Φ−𝑡+𝑠𝐺
𝑣2 𝑑𝜎
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(перевiрка цього факту аналогiчна доведенню леми 4 iз роботи [9]).
Оскiльки функцiї 𝑣1 = (?˜?𝑚 ∘ Φ2𝑡)2 ∈ 𝐶𝑏(M ) i 𝑣2 = 𝜙2𝑚(𝑡)𝑢2𝑚 ∈ 𝐶𝑏(M )
спiвпадають на 𝑆−𝑡, то
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
∫︁
Φ−𝑡+𝑠𝐺
(?˜?𝑚 ∘ Φ2𝑡)2 𝑑𝜎 = 𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
∫︁
Φ−𝑡+𝑠𝐺
𝜙2𝑚(𝑡)𝑢
2
𝑚 𝑑𝜎. (3.28)
Тепер з (3.25), (3.27), (3.28) отримуємо
∫︁
M ∖𝐺
?˜?2𝑚 𝑑𝜎 6
𝛿𝑚∫︁
0
⎛⎜⎝e2𝐶|𝑡|𝜙2𝑚(𝑡) 𝑑𝑑𝑠
⃒⃒⃒⃒
𝑠=0
∫︁
Φ−𝑡+𝑠𝐺
𝑢2𝑚 𝑑𝜎
⎞⎟⎠ 𝑑𝑡 6
6 e2𝐶𝛿𝑚
𝛿𝑚∫︁
0
𝑑𝑡
𝑑
𝑑𝑡
∫︁
Φ−𝑡𝐺
𝑢2𝑚 𝑑𝜎 = e
2𝐶𝛿𝑚
0∫︁
−𝛿𝑚
⎛⎝ 𝑑
𝑑𝑡
∫︁
Φ𝑡𝐺
𝑢2𝑚 𝑑𝜎
⎞⎠ 𝑑𝑡 =
= e2𝐶𝛿𝑚
∫︁
𝐺∖Φ−𝛿𝑚𝐺
𝑢2𝑚 𝑑𝜇→ 0, 𝑚→∞
(тут достатньо лише обмеженостi послiдовностi 𝛿𝑚).
Крок 3. За аналогiєю з кроком 3 доведення теореми 3.3 маємо (далi
𝑥 ∈M ∖𝐺)
grad ?˜?𝑚(𝑥) = (?˜?
′
𝑚(𝑥))
*
= [(𝜙𝑚(𝑡(𝑥)))𝑢𝑚 (Φ(−2𝑡(𝑥), 𝑥))]* =
=
[︁
𝜙′𝑚(𝑡(𝑥))𝑡
′(𝑥)𝑢𝑚 (Φ(−2𝑡(𝑥), 𝑥)) + 𝜙𝑚(𝑡(𝑥)) 𝑑
𝑑𝑥
𝑢𝑚 (Φ(−2𝑡(𝑥), 𝑥))
]︁*
=
= 𝜙′𝑚(𝑡(𝑥))𝑢𝑚 (Φ(−2𝑡(𝑥), 𝑥))grad 𝑡(𝑥) + 𝜙𝑚(𝑡(𝑥))·
·
[︂
𝑢′𝑚 (Φ(−2𝑡(𝑥), 𝑥))
(︂
−2𝜕Φ
𝜕𝑡
(−2𝑡(𝑥), 𝑥)𝑡′(𝑥) + 𝜕Φ
𝜕𝑥
(−2𝑡(𝑥), 𝑥)
)︂]︂*
=
= 𝜙′𝑚(𝑡(𝑥))𝑢𝑚 (Φ(−2𝑡(𝑥), 𝑥))grad 𝑡(𝑥)+
+𝜙𝑚(𝑡(𝑥))
(︂
−2grad 𝑡(𝑥)n*(−2𝑡(𝑥), 𝑥) +
(︂
𝜕Φ
𝜕𝑥
(−2𝑡(𝑥), 𝑥)
)︂*)︂
·
· grad𝑢𝑚 (Φ(−2𝑡(𝑥), 𝑥)) . (3.29)
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Тут, як i при доведеннi теореми 3.3, використовується iнтерпретацiя ве-
ктора 𝑣 iз дотичного простору 𝑇𝑝M як лiнiйного оператора 𝑣 : R −→
−→ 𝑇𝑝M i, вiдповiдно, 𝑣* : 𝑇𝑝M −→ R. Якщо 𝑣1 ∈ 𝑇𝑞M , 𝑣2 ∈ 𝑇𝑝M ,
то 𝑣1 · 𝑣*2 — лiнiйний оператор iз 𝑇𝑝M в 𝑇𝑞M , що дiє за правилом
𝑣1𝑣
*
2 : ℎ ↦−→ (ℎ, 𝑣2)𝑣1. Нагадаємо також, що 𝜕Φ𝜕𝑥 (𝑡, 𝑥) — лiнiйний оператор
iз 𝑇𝑥M у 𝑇Φ𝑡𝑥M .
Оскiльки формула (3.17) зберiгається i в випадку рiманового много-
виду, iз цiєї формули i (3.29) отримуємо
grad ?˜?𝑚(𝑥) = 𝜙
′
𝑚(𝑡(𝑥))𝑢𝑚 (Φ(−2𝑡(𝑥), 𝑥))
(︂
𝜕Φ
𝜕𝑥
(−𝑡(𝑥), 𝑥)
)︂*
·
·n (Φ(−𝑡(𝑥), 𝑥)) + 𝜙𝑚(𝑡(𝑥))
(︂
𝜕Φ
𝜕𝑥
(−2𝑡(𝑥), 𝑥)
)︂*
− 2
(︂
𝜕Φ
𝜕𝑥
(−𝑡(𝑥), 𝑥)
)︂*
·
· n (Φ(−𝑡(𝑥), 𝑥))n* (Φ(−2𝑡(𝑥), 𝑥))grad𝑢𝑚 (Φ(−2𝑡(𝑥), 𝑥)) . (3.30)
При достатньо малих 𝛿𝑚 при всiх 𝑥 ∈ M i 𝑡(𝑥) ∈ (0, 𝛿𝑚) викону-
ються нерiвностi
⃦⃦
𝜕Φ
𝜕𝑥 (−𝑡(𝑥), 𝑥)
⃦⃦
6 2,
⃦⃦
𝜕Φ
𝜕𝑥 (−2𝑡(𝑥), 𝑥)
⃦⃦
6 2 (вiдповiдне
доведення повнiстю повторює крок 5 доведення теореми 3.3), а також
‖n(Φ(−𝑡(𝑥), 𝑥))n*(Φ(−2𝑡(𝑥), 𝑥))‖ 6 2 (випливає з умови sup
M
‖n′(·)‖ <
<∞). Функцiї 𝜙𝑚 пiдбираємо таким чином, щоб для всiх 𝑡 ∈ R викону-
валася нерiвнiсть |𝜙′𝑚(𝑡)| 6 2𝛿𝑚 .
Тодi iз (3.30) отримуємо (для всiх 𝑠 ∈M ∖𝐺)
‖grad ?˜?𝑚(𝑥)‖ 6 4
𝛿𝑚
|𝑢𝑚 (Φ(−2𝑡(𝑥), 𝑥)) |+ 10‖grad𝑢𝑚 (Φ(−2𝑡(𝑥), 𝑥)) ‖,
звiдки випливає
‖grad ?˜?𝑚(𝑥)‖2 6 32
𝛿2𝑚
𝑢2𝑚 (Φ(−2𝑡(𝑥), 𝑥)) +
+ 200‖grad𝑢𝑚 (Φ(−2𝑡(𝑥), 𝑥)) ‖2.
Далi, за аналогiєю з кроком 2 маємо∫︁
M ∖𝐺
‖grad ?˜?𝑚‖2 𝑑𝜎 =
𝛿𝑚∫︁
0
𝑑𝑡
𝑑
𝑑𝑡
∫︁
Φ𝑡𝐺
‖grad ?˜?𝑚‖2 𝑑𝜎 6
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6
𝛿𝑚∫︁
0
e2𝐶|𝑡|𝑑𝑡
𝑑
𝑑𝑠
⃒⃒⃒⃒
𝑠=0
∫︁
Φ−𝑡+𝑠𝐺
‖grad ?˜?𝑚‖2 ∘ Φ2𝑡 𝑑𝜎 6
6 e2𝐶𝛿𝑚
0∫︁
−𝛿𝑚
𝑑𝑡
𝑑
𝑑𝑡
∫︁
Φ𝑡𝐺
32
𝛿2𝑚
𝑢2𝑚 + 200‖grad𝑢𝑚‖2 𝑑𝜎 6
6 32
𝛿2𝑚
e2𝐶𝛿𝑚‖𝑢𝑚‖2𝐿2(𝐺) + 200e2𝐶𝛿𝑚
∫︁
𝐺∖Φ−𝛿𝑚𝐺
‖grad𝑢𝑚‖2 𝑑𝜎. (3.31)
Вiзьмемо 𝛿𝑚 = ‖𝑢𝑚‖1/2𝐿2(𝐺). Тодi перший доданок в правiй частинi не-
рiвностi (3.31) прямує до 0 при 𝑚→∞. А зi збiжностi ‖grad𝐺 𝑢𝑚‖2 →
→ ‖Z‖2 в 𝐿1(𝐺;𝜎) випливає рiвномiрна абсолютна неперервнiсть iнте-
гралiв вiд функцiй ‖grad𝐺 𝑢𝑚‖2. Тому i другий доданок в правiй частинi
нерiвностi (3.31) також прямує до нуля.
Нехай тепер векторне полеW ∈ 𝐿2𝑣(M ;𝜎) визначено умовоюW(𝑥) =
= Z(𝑥) при 𝑥 ∈ 𝐺 i W(𝑥) = 0 при 𝑥 /∈ 𝐺. За рахунок доведеного вище,
?˜?𝑚 → 0 в 𝐿2(M ), grad ?˜?𝑚 →W в 𝐿2𝑣(M ). Але оскiльки оператор grad
допускає замикання, то W = 0 (mod 𝜎). Звiдси випливає рiвнiсть Z =
= 0 (mod𝜎
⃒⃒
𝐺
), що i доводить iснування замикання оператора grad𝐺.
3.5 Деякi технiчнi твердження
В цьому пiдроздiлi наведемо доведення деяких технiчних тверджень, що
були використанi в пiдроздiлах 3.2–3.4.
Твердження 3.2. У випадку, коли div𝜎 n ∈ 𝐿∞(M ) (або, хоча б
div𝜎 n
⃒⃒
𝐺
∈ 𝐿∞(𝐺)), iснує константа 𝐶 > 0, для якої при всiх 𝑢 ∈ 𝐶1(𝐺)
виконується нерiвнiсть⃦⃦
𝑢
⃒⃒
𝑆
⃦⃦
𝐿2(𝑆,𝜏)
6 𝐶
(︁⃦⃦
𝑢
⃦⃦
𝐿2(𝐺)
+
grad𝑢
𝐿2𝑣(𝐺)
)︁
.
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Доведення. Згiдно (3.2), виконується
⃦⃦
𝑢
⃒⃒
𝑆
⃦⃦
𝐿2(𝑆,𝜏)
=
⎛⎝∫︁
𝑆
𝑢2𝑑𝜏
⎞⎠1/2 =
=
⎛⎝∫︁
𝐺
(grad(𝑢2),n) 𝑑𝜎 +
∫︁
𝐺
𝑢2 · div𝐺 n 𝑑𝜎
⎞⎠1/2 6
6
⎛⎝∫︁
𝐺
|(grad(𝑢2),n)| 𝑑𝜎
⎞⎠1/2 +
⎛⎝∫︁
𝐺
|𝑢2 · div𝐺 n| 𝑑𝜎
⎞⎠1/2 .
Згiдно нерiвностi Кошi-Буняковського, |(grad(𝑢2),n)| 6 ‖grad(𝑢2)‖ ·
·‖n‖, а оскiльки n ∈ 𝐶1𝑏;𝑣(M ) та grad(𝑢2) = 2𝑢grad𝑢, то ‖grad(𝑢2)‖ ·
·‖n‖ 6 2𝐶1|𝑢| · ‖grad𝑢‖ 6 𝐶1(𝑢2 + ‖grad𝑢‖2), де 𝐶1 > 0 не залежить
вiд 𝑢. Отже⎛⎝∫︁
𝐺
|(grad(𝑢2),n)| 𝑑𝜎
⎞⎠1/2 6√︀𝐶1
⎛⎝∫︁
𝐺
𝑢2 𝑑𝜎 +
∫︁
𝐺
‖grad𝑢‖2 𝑑𝜎
⎞⎠1/2 6
6
√︀
𝐶1
⎛⎝∫︁
𝐺
𝑢2 𝑑𝜎
⎞⎠1/2 +√︀𝐶1
⎛⎝∫︁
𝐺
‖grad𝑢‖2 𝑑𝜎
⎞⎠1/2 =
=
√︀
𝐶1
⃦⃦
𝑢
⃦⃦
𝐿2(𝐺)
+
√︀
𝐶1
grad𝑢
𝐿2𝑣(𝐺)
.
Оскiльки ж div𝜎 n
⃒⃒
𝐺
∈ 𝐿∞(𝐺), то⎛⎝∫︁
𝐺
|𝑢2 · div𝐺 n| 𝑑𝜎
⎞⎠1/2 6√︀𝐶2
⎛⎝∫︁
𝐺
𝑢2 𝑑𝜎
⎞⎠1/2 = √︀𝐶2⃦⃦𝑢⃦⃦𝐿2(𝐺),
де 𝐶2 = ‖ div𝐺 n
⃒⃒
𝐺
‖𝐿∞(𝐺) > 0 не залежить вiд 𝑢. Нарештi⃦⃦
𝑢
⃒⃒
𝑆
⃦⃦
𝐿2(𝑆,𝜏)
6 (
√︀
𝐶1 +
√︀
𝐶2)
⃦⃦
𝑢
⃦⃦
𝐿2(𝐺)
+
√︀
𝐶1
grad𝑢
𝐿2𝑣(𝐺)
6
6 (
√︀
𝐶1 +
√︀
𝐶2)
(︁⃦⃦
𝑢
⃦⃦
𝐿2(𝐺)
+
grad𝑢
𝐿2𝑣(𝐺)
)︁
.
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Наступне твердження є аналогом твердження роботи [10], у якому
розглядається випадок сепарабельного гiльбертового простору, для ви-
падку сепарабельного рiманового многовиду.
Твердження 3.3. Нехай 𝐺 – область вM така, що 𝜎(𝜕𝐺) = 0. Тодi
𝐶10(𝐺) щiльно в 𝐿2(𝐺).
Доведення. Достатньо показати, що для кожного 𝛼 > 0 i будь-якої бо-
релiвської множини 𝐴 ⊂ 𝐺 ∖ (𝜕𝐺)𝛼 (𝐶𝛼 – 𝛼-окiл множини 𝐶) iндикатор
𝑗𝐴 множини 𝐴 може бути апроксимованим в 𝐿2(𝐺) функцiями з 𝐶10(𝐺).
При цьому за рахунок радоновостi мiри 𝜎 (M є повним сепарабельним
метричним простором), в якостi 𝐴 можна взяти компакт.
Фiксуємо 𝛿 > 0. Тодi знайдеться 𝛽 ∈ (0, 𝛼2 ) таке, що 𝜎(𝐴2𝛽 ∖ 𝐴) < 𝛿
(𝐴 замкнена, а тому 𝐴 =
∞⋂︀
𝑛=1
𝐴1/𝑛). Завдяки компактностi 𝐴, iснує мно-
жина 𝐵 — об’єднання скiнченої кiлькостi куль радiуса 𝛽 :
𝑚⋃︀
𝑘=1
𝐵(𝑥𝑘; 𝛽)
(кожна точка 𝑥𝑘 лежить в 𝐴), для якого 𝐴 ⊂ 𝐵 ⊂ 𝐵𝛽 ⊂ 𝐴2𝛽 ⊂ 𝐺, а
за рахунок нерiвностi 𝜎(𝐴2𝛽 ∖ 𝐴) < 𝛿, достатньо для кожного 𝜀 ∈ (0, 𝛽2 )
вмiти будувати функцiю 𝑢 ∈ 𝐶10(𝐺), для якої |𝑢(𝑥)− 1| < 𝜀 для 𝑥 ∈ 𝐵;
𝑢(𝑥) = 0 ззовнi 𝐵2𝜀.
Для одної кулi 𝐵(𝑥𝑘; 𝜀) = {𝑥 |‖𝑥−𝑥𝑘‖ < 𝜀} вiзьмемо функцiю 𝑣𝑘(𝑥) =
= ℎ(‖𝑥 − 𝑥𝑘‖); ℎ ∈ 𝐶1(R); ℎ(𝑡) = 1 при 𝑡 6 𝜀; ℎ(𝑡) = 0 при 𝑡 > 2𝜀;
0 6 ℎ(𝑡) 6 1 при всiх 𝑡 ∈ R. Нехай 𝑓(?⃗?) = max{𝑦1, . . . , 𝑦𝑚} – функцiя
на R𝑚. Тодi 𝑓 ∈ 𝐶(R𝑚); 𝑓 (⃗0) = 0. Нехай 𝑔 ∈ 𝐶1(R𝑚) i при цьому 𝑔(⃗0) =
= 𝑓 (⃗0) = 0; |𝑔(?⃗?) − 𝑓(?⃗?)| < 𝜀 для кожного ?⃗? ∈ {?⃗? | 0 6 𝑦𝑘 6 1, 𝑘 =
= 1, . . . ,𝑚}. Тодi 𝑢(𝑥) = 𝑔(𝑣1(𝑥), . . . , 𝑣𝑚(𝑥)) задовольняє наведенi вимо-
ги.
3.6 Висновки до роздiлу 3
В цьому роздiлi запропоновано 𝐿2-версiю лапласiана за мiрою на (не-
скiнченновимiрному) рiмановому многовидi. Доведено коректнiсть за-
дачi Дiрiхле для рiвнянь з уведеним лапласiаном в областi рiманова
107
многовиду певного класу. Пiд коректнiстю задачi розумiється iснуван-
ня та єдинiсть розв’язку задачi.
Наведено модельний приклад рiвномiрного рiманового многовиду, для
якого реалiзуються всi умови, використаннi при доведеннi коректностi
наведеної задачi Дiрiхле.
Вводяться до розгляду простори 𝐿𝑝𝑣 векторних полiв з використанням
конструкцiї, подiбної до iнтегровностi за Бохнером. Доведено, що вимiр-
ний векторний простiр лежить в 𝐿𝑝𝑣 в тому i тiльки тому разi коли його
норма лежить в функцiональному просторi 𝐿𝑝. Доведена повнота про-
сторiв 𝐿𝑝𝑣. Повнота простору 𝐿2𝑣 використовується зокрема при побудовi
лапласiана.
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РОЗДIЛ 4. КРАЙОВА ЗАДАЧА, АСОЦIЙОВАНА З
ДИФЕОМОРФIЗМОМ МIЖ РIМАНОВИМИ
МНОГОВИДАМИ
В цьому роздiлi M 1 i M 2 — сепарабельнi рiмановi многовиди класу
𝐶2 з рiвномiрними атласами Ω1 i Ω2, вiдповiдно; 𝐹 : M 1 −→ M 2
— обмежений дифеоморфiзм мiж ними, тобто, iснує таке 𝐾 > 0, що
‖𝐹 ′(𝑝)‖, ‖(𝐹−1)′(𝑞)‖ 6 𝐾 для всiх 𝑝 ∈M 1, 𝑞 ∈M 2; 𝐺1 — область вM 1
з гладкою межею 𝑆1 = 𝜕𝐺1, 𝐺2 , 𝐹 (𝐺1), 𝑆2 , 𝜕𝐺2 = 𝐹 (𝑆1); 𝜇1 —
скiнченна борелiвська мiра наM 1.
4.1 Строго трансверсальнi векторнi поля
Означення 4.1. Векторне поле Z ∈ 𝐶1𝑏;𝑣(M ) будемо називати стро-
го трансверсальним до 𝑆, якщо iснує 𝛿 > 0 таке, що для кожної
точки 𝑝 ∈ 𝑆 виконується 𝑑(Z(𝑝), 𝑇𝑝𝑆) > 𝛿 (тут 𝑑(Z(𝑝), 𝑇𝑝𝑆) =
= inf
{︁
‖Z(𝑝)− 𝜉‖
⃒⃒⃒
𝜉 ∈ 𝑇𝑝𝑆
}︁
).
Доведемо наступну лему.
Лема 4.1. Нехай n1 ∈ 𝐶1𝑏;𝑣(M 1) — строго трансверсальне до 𝑆1 ве-
кторне поле. Тодi векторне поле n2(·) = 𝐹 ′(𝐹−1(·))n1(𝐹−1(·)) строго
трансверсальне до 𝑆2.
Доведення. Фiксуємо точку 𝑞 ∈ 𝑆2 i позначимо 𝑝 = 𝐹−1(𝑞) ∈ 𝑆1. Також
позначимо як 𝐾2 множину всiх 𝐶1 кривих 𝑣2 : (−𝑎𝑣2, 𝑎𝑣2) −→ 𝑆2 (𝑎𝑣2 >
> 0) таких, що 𝑣2(0) = 𝑞. Аналогiчно позначимо як 𝐾1 множину всiх 𝐶1
кривих 𝑣1 : (−𝑎𝑣1, 𝑎𝑣1) −→ 𝑆1 (𝑎𝑣1 > 0) таких, що 𝑣1(0) = 𝑝. Вiдмiтимо,
що 𝐾2 =
{︁
𝐹 ∘ 𝑣1
⃒⃒⃒
𝑣1 ∈ 𝐾1
}︁
. Тодi
𝑑(n2(𝑞), 𝑇𝑞𝑆2) = inf
{︁
‖n2(𝑞)− 𝑣′2(𝑡)
⃒⃒
𝑡=0
‖
⃒⃒⃒
𝑣2 ∈ 𝐾2
}︁
=
= inf
{︁
‖𝐹 ′(𝑝)n1(𝑝)− 𝐹 ′(𝑝)𝑣′1(𝑡)
⃒⃒
𝑡=0
‖
⃒⃒⃒
𝑣1 ∈ 𝐾1
}︁
>
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> ‖(𝐹 ′(𝑝))−1‖−1 inf
{︁
‖n1(𝑝)− 𝑣′1(𝑡)
⃒⃒
𝑡=0
‖
⃒⃒⃒
𝑣1 ∈ 𝐾1
}︁
=
= ‖(𝐹−1)′(𝑝)‖−1𝑑(n1(𝑝), 𝑇𝑝𝑆1),
звiдки, враховуючи обмеженiсть дифеоморфiзма 𝐹 i умову леми, отри-
муємо iснування таких 𝐾, 𝛿 > 0, що не залежать вiд 𝑞, що
𝑑(n2(𝑞), 𝑇𝑞𝑆2) >
𝛿
𝐾
,
що i доводить строгу трансверсальнiсть n2 до 𝑆2.
4.2 Iснування замикання градiєнта
Лема 4.2. Нехай grad𝐺1 коректно заданий (мiра 𝜇1 має повний носiй)
i допускає замикання в 𝐿2(𝐺1;𝜇1); для 𝐴 ∈ B (M 2) 𝜇2(𝐴) , 𝜇1(𝐹−1(𝐴)).
Також
grad𝐺1 𝑓 = 0 (mod𝜇1) ⇔ 𝑓 = const (mod𝜇1).
Тодi оператор grad𝐺2 також коректно заданий i допускає замикан-
ня в 𝐿2(𝐺2;𝜇2) i
grad𝐺2 𝑓 = 0 (mod𝜇2) ⇔ 𝑓 = const (mod𝜇2).
Наступне твердження випливає безпосередньо iз побудови мiри 𝜇2.
Твердження 4.1. Нехай 𝑓 ∈ 𝐿1(M 2). Тодi 𝑓 ∘ 𝐹 ∈ 𝐿2(M 1) i∫︁
M 2
𝑓 𝑑𝜇2 =
∫︁
M 1
𝑓 ∘ 𝐹 𝑑𝜇1.
Доведення леми 4.2. Коректнiсть завдання grad𝐺2 очевидна: повнота
носiя мiри 𝜇2 випливає iз повноти носiя мiри 𝜇1 i означення 𝜇2. Споча-
тку доведемо iснування замикання grad𝐺2. Нехай 𝐶
1(𝐺2) ∋ 𝑓𝑛 −→ 0
у 𝐿2(𝐺2;𝜇2), grad𝐺2 𝑓𝑛 −→ Z в 𝐿2𝑣(𝐺2;𝜇2). Необхiдно показати, що
Z = 0 (mod𝜇2). Завдяки твердженню 4.1 маємо∫︁
𝐺2
𝑓 2𝑛 𝑑𝜇2 =
∫︁
𝐺1
(𝑓𝑛 ∘ 𝐹 )2 𝑑𝜇1,
110
а значить, 𝐶1(𝐺1) ∋ 𝑓𝑛 ∘ 𝐹 −→ 0 в 𝐿2(𝐺1;𝜇1).
Знайдемо grad𝐺1(𝑓𝑛 ∘ 𝐹 ):
grad𝐺1(𝑓𝑛 ∘ 𝐹 ) = ((𝑓𝑛 ∘ 𝐹 )′)* = (𝑓 ′𝑛(𝐹 (·))𝐹 ′(·))* =
= (𝐹 ′)*((grad𝐺2 𝑓𝑛) ∘ 𝐹 ). (4.1)
Тепер покажемо, що grad𝐺1(𝑓𝑛 ∘ 𝐹 ) → (𝐹 ′)*(Z ∘ 𝐹 ) в 𝐿2𝑣(𝐺1;𝜇1). Дiй-
сно, враховуючи обмеженiсть дифеоморфiзма 𝐹 i збiжнiсть послiдовно-
стi grad𝐺2 𝑓𝑛 до Z в 𝐿
2
𝑣(𝐺2;𝜇2), маємо:∫︁
𝐺1
‖(𝐹 ′)*(Z ∘ 𝐹 )− (𝐹 ′)*((grad𝐺2 𝑓𝑛) ∘ 𝐹 )‖2 𝑑𝜇1 6
6 𝐾2
∫︁
𝐺1
‖Z∘𝐹−(grad𝐺2 𝑓𝑛)∘𝐹‖2 𝑑𝜇1 = 𝐾2
∫︁
𝐺2
‖Z−grad𝐺2 𝑓𝑛‖2 𝑑𝜇2 → 0,
звiдки, завдяки iснування замикання grad𝐺1, отримуємо
(𝐹 ′)*(Z ∘ 𝐹 ) = 0 (mod𝜇1) ⇔ Z ∘ 𝐹 = 0 (mod𝜇1) ⇔ Z = 0 (mod𝜇2),
що i доводить iснування замикання grad𝐺2.
Тепер доведемо, що
grad𝐺2 𝑓 = 0 (mod𝜇2) ⇔ 𝑓 = const (mod𝜇2).
Для цього спочатку покажемо, що 𝑓 ∘ 𝐹 ∈D (grad𝐺1) i
grad𝐺1(𝑓 ∘ 𝐹 ) = (𝐹 ′)*((grad𝐺2 𝑓) ∘ 𝐹 ). (4.2)
Оскiльки 𝑓 ∈ D (grad𝐺2), то iснує послiдовнiсть 𝑓𝑛 ∈ 𝐶1(𝐺2) така,
що 𝑓𝑛 → 𝑓 в 𝐿2(𝐺2;𝜇2) i grad𝐺2 𝑓𝑛 → grad𝐺2 𝑓 в 𝐿2𝑣(𝐺2;𝜇2). Iз 𝑓2 → 𝑓
отримуємо 𝑓𝑛 ∘ 𝐹 → 𝑓 ∘ 𝐹 в 𝐿2(𝐺1;𝜇1) i∫︁
𝐺1
‖(𝐹 ′)*((grad𝐺2 𝑓) ∘ 𝐹 )− grad𝐺1(𝑓𝑛 ∘ 𝐹 )‖2 𝑑𝜇1 =
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=
∫︁
𝐺1
‖(𝐹 ′)*((grad𝐺2 𝑓) ∘ 𝐹 )− (𝐹 ′)*((grad𝐺2 𝑓𝑛) ∘ 𝐹 )‖2 𝑑𝜇1 6
6 𝐾2
∫︁
𝐺1
‖((grad𝐺2 𝑓) ∘ 𝐹 )− ((grad𝐺2 𝑓𝑛) ∘ 𝐹 )‖2 𝑑𝜇1 =
= 𝐾2
∫︁
𝐺2
‖grad𝐺2 𝑓 − grad𝐺2 𝑓𝑛‖2 𝑑𝜇2 → 0,
що доводить (4.2).
Тепер, маючи (4.2), отримуємо
grad𝐺2 𝑓 = 0 (mod𝜇2) ⇔ (𝐹 ′)*((grad𝐺2 𝑓) ∘ 𝐹 ) = 0 (mod𝜇1) ⇔
⇔ grad𝐺1(𝑓 ∘ 𝐹 ) = 0 (mod𝜇1) ⇔ 𝑓 ∘ 𝐹 = const (mod𝜇1) ⇔
⇔ 𝑓 = const (mod𝜇2).
4.3 Логарифмiчна похiдна. Граничний оператор слiду
Нехай наM 1 фiксоване строго трансверсальне до 𝑆1 поле n1 ∈ 𝐶1𝑏;𝑣(M 1)
таке, що div𝜇1 n1 — логарифмiчна похiдна 𝜇1 вздовж поля n1 — задо-
вольняє наступнi умови
div𝜇1 n1
⃒⃒⃒
𝐺1
∈ 𝐿∞(𝐺1). (4.3)
Ця умова, разом з iснуванням замикання grad𝐺1, дозволяє коректно
визначити граничний оператор слiду
𝛾1 :D (grad𝐺1) −→ 𝐿2(𝑆1) = 𝐿2(𝑆1; 𝜏1),
який для неперервно диференцiйовних функцiй 𝑢 ∈ 𝐶1(𝐺1) спiвпадає з
оператором обмеження 𝑢 ↦→ 𝑢⃒⃒
𝑆1
. Побудову граничного оператора слiду
i поверхневої мiри дивитися в пiдроздiлi 3.2.
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Нагадаємо, що (див. пiдроздiл 3.2) функцiя 𝜌 ∈ 𝐿1(M 1;𝜇1) спiвпа-
дає з div𝜇1 n1 тодi i тiльки тодi коли для всiх функцiй 𝑢1 ∈ 𝐶1𝑏 (M 1)
виконується
−
∫︁
M 1
(gradM 1 𝑢1,n1) 𝑑𝜇1 =
∫︁
M 1
𝑢1𝜌 𝑑𝜇1. (4.4)
Нехай 𝜇2(𝐴) = 𝜇1(𝐹−1(𝐴)) i n2(·) = 𝐹 ′(𝐹−1(·))n1(𝐹−1(·)). Леми 4.1 i
4.2 дозволяють стверджувати, що n2 буде строго трансверсальним до 𝑆2,
а оператор grad𝐺2 допускає замикання. Виконання умови div𝜇2 n2
⃒⃒⃒
𝐺2
∈
∈ 𝐿∞(𝐺2) дозволило б нам стверджувати наявнiсть коректностi побудо-
ви оператора слiду на D (grad𝐺2). Як буде видно з наступної леми, ця
умова дiйсно виконується.
Лема 4.3. Для векторного поля n2(·) = 𝐹 ′(𝐹−1(·))n1(𝐹−1(·)) i мiри
𝜇2(𝐴) = 𝜇1(𝐹
−1(𝐴)) виконується
div𝜇2 n2 = (div𝜇1 n1) ∘ 𝐹−1.
Доведення. Для доведення леми достатньо показати, що для всiх фун-
кцiй 𝑢 ∈ 𝐶1𝑏 (M 2) виконується
−
∫︁
M 2
(gradM 2 𝑢,n2) 𝑑𝜇2 =
∫︁
M 2
𝑢((div𝜇1 n1) ∘ 𝐹−1) 𝑑𝜇2.
Дiйсно, враховуючи твердження 4.1, означення n2 i тотожностi (4.1)
(точнiше, його аналог для градiєнтiв наM 1,M 2), (4.4),
−
∫︁
M 2
(gradM 2 𝑢,n2) 𝑑𝜇2 = −
∫︁
M 1
(gradM 2 𝑢,n2) ∘ 𝐹 𝑑𝜇1 =
= −
∫︁
M 1
(︀
(𝐹 ′)*((gradM 2 𝑢) ∘ 𝐹 ),n1
)︀
𝑑𝜇1 =
= −
∫︁
M 1
(gradM 1(𝑢 ∘ 𝐹 ),n1) 𝑑𝜇1 =
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=
∫︁
M 1
(𝑢 ∘ 𝐹 ) div𝜇1 n1 𝑑𝜇1 =
∫︁
M 2
𝑢((div𝜇1 n1) ∘ 𝐹−1) 𝑑𝜇2.
Наслiдок 4.1. Якщо div𝜇1 n1
⃒⃒⃒
𝐺1
∈ 𝐿∞(𝐺1), то div𝜇2 n2
⃒⃒⃒
𝐺2
∈ 𝐿∞(𝐺2).
Таким чином, наD (grad𝐺2) коректно визначено граничний оператор
слiду 𝛾2. Наступне твердження вiдображає зв’язок операторiв 𝛾1 i 𝛾2.
Твердження 4.2. Нехай 𝑢 ∈D (grad𝐺1). Тодi 𝑢 ∘ 𝐹−1 ∈D (grad𝐺2) i
𝛾2(𝑢 ∘ 𝐹−1) = 𝛾1(𝑢) ∘ 𝐹−1.
Доведення. Доведення входження 𝑢∘𝐹−1 ∈D (grad𝐺2) аналогiчно про-
веденому в (4.2).
Оскiльки 𝛾1(𝑢) = 𝑢
⃒⃒
𝑆1
i 𝛾2(𝑢 ∘ 𝐹−1) = (𝑢 ∘ 𝐹−1)
⃒⃒
𝑆2
для 𝑢 ∈ 𝐶1(𝐺1), то
справедливiсть твердження в цьому випадку очевидна. З iншого боку,
𝐶1(𝐺1) щiльно в D (grad𝐺1), що дає нам справедливiсть твердження в
загальному випадку.
4.4 Дивергенцiя за мiрою
Iснування замикання grad𝐺1, а також умова (4.3), дозволяють коректно
визначити граничнi оператори слiду 𝛾1 : D (grad𝐺1) −→ 𝐿2(𝑆1) i 𝛾2 :
D (grad𝐺2) −→ 𝐿2(𝑆2). Як i в пiдроздiлi 3.2, оператори дивергенцiї за
мiрою коректно визначаємо наступним чином:
div𝐺1 , −
⎛⎝grad𝐺1
⃒⃒⃒⃒
⃒
Ker 𝛾1
⎞⎠* ; div𝐺2 , −
⎛⎝grad𝐺2
⃒⃒⃒⃒
⃒
Ker 𝛾2
⎞⎠*
Наступна лема встановлює зв’язок мiж операторами div𝐺1 i div𝐺2.
Лема 4.4. Нехай Z1 ∈ D (div𝐺1), Z2(·) = 𝐹 ′(𝐹−1(·))Z1(𝐹−1(·)). Тодi
Z2 ∈D (div𝐺2) i
div𝐺2 Z2 = (div𝐺1 Z1) ∘ 𝐹−1.
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Доведення. Для доведення леми достатньо показати, що для всiх фун-
кцiй 𝑢 ∈ Ker 𝛾2 виконується∫︁
𝐺2
(grad𝐺2 𝑢,Z2) 𝑑𝜇2 = −
∫︁
𝐺2
𝑢((div𝐺1 Z1) ∘ 𝐹−1) 𝑑𝜇2.
Переконаємося в тому, що це дiйсно так. Враховуючи твердження 4.1,
означення Z2, тотожнiсть (4.2), входження 𝑢 ∘ 𝐺 ∈ Ker 𝛾1 (наслiдок
твердження 4.2) i означення div𝐺1, маємо∫︁
𝐺2
(grad𝐺2 𝑢,Z2) 𝑑𝜇2 =
∫︁
𝐺1
(︀
(𝐹 ′)*((grad𝐺2 𝑢) ∘ 𝐹 ),Z1
)︀
𝑑𝜇1 =
=
∫︁
𝐺1
(grad𝐺2(𝑢 ∘ 𝐹 ),Z1) 𝑑𝜇1 =
= −
∫︁
𝐺1
(𝑢 ∘ 𝐹 )(div𝐺1 Z1) 𝑑𝜇1 = −
∫︁
𝐺2
𝑢((div𝐺1 Z1) ∘ 𝐹−1) 𝑑𝜇2.
4.5 𝐹 -асоцiйована крайова задача
Нехай grad𝐺1 допускає замикання i виконана умова (4.3), а значить,
коректно визначенi оператори grad𝐺1, 𝛾1 i div𝐺1. Завдяки лемам 4.1-
4.2 i наслiдку 4.1, ми можемо стверджувати, що оператори grad𝐺2, 𝛾2 i
div𝐺2 також коректно визначенi.
Розглянемо задачу Дiрiхле на M 1. Нехай 𝑓 ∈ 𝐿2(𝐺1); 𝑘 ∈ 𝐶1(𝐺1);
𝑎 ∈ 𝐶(𝐺1); 𝑘(𝑥) > 𝛿 > 0; 𝑎(𝑥) > 𝛼 > 0. Розглянемо рiвняння вiдносно
функцiї 𝑢
div𝐺1(𝑘 · grad𝐺1 𝑢)− 𝑎 · 𝑢 = 𝑓 (4.5)
з крайовою умовою
𝛾1(𝑢) = 𝜙. (4.6)
(тут 𝜙 ∈ Im 𝛾1).
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Означення 4.2. Будемо називати наступну крайову задачу вiдносно
функцiї 𝑢 𝐹 -асоцiйованою з задачею Дiрiхле (4.5)–(4.6): рiвняння
div𝐺2
(︀
(𝑘 ∘ 𝐹−1) · 𝐹 ′(𝐹−1(·)) (︀𝐹 ′(𝐹−1(·)))︀* grad𝐺2 𝑢)︀−
− (𝑎 ∘ 𝐹−1) · 𝑢 = 𝑓 ∘ 𝐹−1 (4.7)
з крайовою умовою
𝛾2(𝑢) = 𝜙 ∘ 𝐹−1. (4.8)
Теорема 4.1. Функцiя 𝑢2 буде розв’язком 𝐹 -асоцiйованої крайової за-
дачi (4.7)–(4.8) тодi i тiльки тодi коли 𝑢1 = 𝑢2 ∘ 𝐹 буде розв’язком
задачi Дiрiхле (4.5)–(4.6).
Доведення. Спочатку розглянемо крайовi умови. Враховуючи твердже-
ння 4.2, маємо
𝛾2(𝑢2) = 𝜙 ∘ 𝐹−1 ⇔ 𝛾2(𝑢1 ∘ 𝐹−1) = 𝜙 ∘ 𝐹−1 ⇔
⇔ 𝛾1(𝑢1) ∘ 𝐹−1 = 𝜙 ∘ 𝐹−1 ⇔ 𝛾1(𝑢1) = 𝜙.
Тепер покажемо, що рiвняння (4.7) при 𝑢 = 𝑢2 еквiвалентне рiвнянню
(4.5) при 𝑢 = 𝑢1. Дiйсно, враховуючи тотожнiсть (4.2) i лему 4.4, маємо
div𝐺2
(︀
(𝑘 ∘ 𝐹−1) · 𝐹 ′(𝐹−1(·)) (︀𝐹 ′(𝐹−1(·)))︀* grad𝐺2 𝑢2)︀−
−(𝑎 ∘ 𝐹−1) · 𝑢2 = 𝑓 ∘ 𝐹−1 ⇔
⇔ div𝐺2
(︀
(𝑘 ∘ 𝐹−1) · 𝐹 ′(𝐹−1(·)) (︀𝐹 ′(𝐹−1(·)))︀* grad𝐺2(𝑢1 ∘ 𝐹−1))︀−
−(𝑎 ∘ 𝐹−1) · (𝑢1 ∘ 𝐹−1) = 𝑓 ∘ 𝐹−1 ⇔
⇔ div𝐺2
(︀
𝐹 ′(𝐹−1(·))(𝑘 · grad𝐺1 𝑢1)(𝐹−1(·))
)︀− (𝑎 · 𝑢1) ∘ 𝐹−1 = 𝑓 ∘ 𝐹−1 ⇔
⇔ (︀div𝐺1(𝑘 · grad𝐺1 𝑢1))︀ ∘ 𝐹−1 − (𝑎 · 𝑢1) ∘ 𝐹−1 = 𝑓 ∘ 𝐹−1 ⇔
⇔ div𝐺1(𝑘 · grad𝐺1 𝑢1)− 𝑎 · 𝑢1 = 𝑓.
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4.6 Приклад 1. Коректнiсть певного класу крайових задач на
гiльбертовому просторi на основi методу дифеоморфiзму
В цьому прикладi покладемоM 1 =M 2 = 𝐻 — гiльбертiв простiр; 𝐺2 ⊂
⊂ {𝑦 ∈ 𝐻 : 𝐾1 6 ‖𝑦‖ 6 𝐾2} (𝐾1, 𝐾2 > 0 — деякi константи) — обмежена
та вiддiлена вiд нуля область в 𝐻 з гладкою межею 𝑆2 = 𝜕𝐺2; ℎ ∈
∈ 𝐿2(𝐺2); 𝑘 ∈ 𝐶1(𝐺2); 𝑎 ∈ 𝐶(𝐺2); 𝑘(𝑦) > 𝛿 > 0; 𝑎(𝑦) > 𝛼 > 0; 𝜙 ∈ Im 𝛾2.
Розглянемо наступний клас крайових задач вiдносно 𝑢 = 𝑢(𝑦):
div𝐺2
(︀
𝑘(𝑦)
(︀‖𝑦‖2 grad𝐺2 𝑢(𝑦) + 𝛽(grad𝐺2 𝑢(𝑦), 𝑦)𝑦)︀)︀−
−𝑎(𝑦)𝑢(𝑦) = ℎ(𝑦), (4.9)
де 𝛽 > −1, з крайовою умовою
𝛾2(𝑢) = 𝜙. (4.10)
Покажемо, що за допомогою теореми 4.1 задача (4.9)–(4.10) зводи-
ться до розгляду варiанта задачi Дiрiхле в гiльбертовому просторi, ко-
ректнiсть якої була дослiджена в [10].
4.6.1 Побудова дифеоморфiзму
Нехай 𝛼 =
√
1 + 𝛽 − 1 > −1. Розглянемо наступне вiдображення при
𝑥 ̸= 0:
𝐹 : 𝑥 ↦→ ‖𝑥‖𝛼𝑥.
Знайдемо 𝐹−1.
𝐹 (𝑥) = 𝑦 ⇔ ‖𝑥‖𝛼𝑥 = 𝑦,
тому виконується
𝑥 = ‖𝑥‖−𝛼𝑦,
з iншого боку, нескладно виразити ‖𝑥‖ через 𝑦:
‖𝑥‖1+𝛼 = ‖𝑦‖ ⇒ ‖𝑥‖ = ‖𝑦‖ 11+𝛼 ,
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отже,
𝐹−1 : 𝑦 ↦→ ‖𝑦‖− 𝛼1+𝛼𝑦.
Вiдмiтимо, що тут нерiвнiсть 𝛼 ̸= −1, яка випливає з нерiвностi 𝛽 ̸=
̸= −1, критична, iнакше 𝐹 не матиме оберненого вiдображення.
Позначимо 𝐺1 , 𝐹−1(𝐺2). Тодi 𝐺1 ⊂ {𝑥 ∈ 𝐻 : 𝐾1 6 ‖𝐹 (𝑥)‖ 6
6 𝐾2} = {𝑥 ∈ 𝐻 : 𝐾
1
1+𝛼
1 6 ‖𝑥‖ 6 𝐾
1
1+𝛼
2 }. Для зручностi позначимо
𝑇1 , 𝐾
1
1+𝛼
1 , 𝑇2 , 𝐾
1
1+𝛼
2 , тодi область 𝐺1 є пiдмножиною кiльця {𝑥 ∈ 𝐻 :
0 < 𝑇1 6 ‖𝑥‖ 6 𝑇2 > 0}. Оскiльки 𝐹−1 на 𝐺2 є гладким вiдображенням,
то межа 𝑆1 , 𝜕𝐺2 = 𝐹−1(𝑆2) буде гладкою.
Всюди в подальшому розглядаємо 𝐹 як вiдображення з 𝐺1 в 𝐺2, а
𝐹−1, вiдповiдно, — як вiдображення з 𝐺2 в 𝐺1.
4.6.2 Похiдна дифеоморфiзму
Лема 4.5. Похiдна дифеоморфiзму 𝐹 ′ може бути знайденою за фор-
мулою
𝐹 ′(𝑥)𝑧 = ‖𝑥‖𝛼𝑧 + 𝛼‖𝑥‖𝛼−2(𝑥, 𝑧)𝑥.
Доведення. Необхiдно довести, що при ℎ→ 0⃦⃦
𝐹 (𝑥 + ℎ)− 𝐹 (𝑥)− ‖𝑥‖𝛼ℎ− 𝛼‖𝑥‖𝛼−2(𝑥, ℎ)𝑥⃦⃦ = 𝑜(‖ℎ‖).
Використовуючи формулу похiдної складеної функцiї разом з тотожнi-
стю (‖𝑥‖2)′ = 2𝑥, отримаємо:
(‖𝑥‖𝛼)′ = ((‖𝑥‖2)𝛼2 )′ = 𝛼
2
(‖𝑥‖2)𝛼2−12𝑥 = 𝛼‖𝑥‖𝛼−2𝑥⇒
⇒ ‖𝑥 + ℎ‖𝛼 − ‖𝑥‖𝛼 − 𝛼‖𝑥‖𝛼−2(𝑥, ℎ) = 𝑜(‖ℎ‖),
вiдповiдно,
𝐹 (𝑥 + ℎ)− 𝐹 (𝑥)− ‖𝑥‖𝛼ℎ− 𝛼‖𝑥‖𝛼−2(𝑥, ℎ)𝑥 =
= (‖𝑥 + ℎ‖𝛼 − ‖𝑥‖𝛼 − 𝛼‖𝑥‖𝛼−2(𝑥, ℎ))𝑥+
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+(‖𝑥 + ℎ‖𝛼 − ‖𝑥‖𝛼)ℎ = 𝑜(‖ℎ‖)𝑥 + 𝑜(1)ℎ⇒
⇒ ⃦⃦𝐹 (𝑥 + ℎ)− 𝐹 (𝑥)− ‖𝑥‖𝛼ℎ− 𝛼‖𝑥‖𝛼−2(𝑥, ℎ)𝑥⃦⃦ = 𝑜(‖ℎ‖).
Наслiдок 4.2. Для 𝑥 ∈ 𝐺1 виконується
‖𝐹 ′(𝑥)‖ 6
{︃
(1 + 𝛼)𝑇 𝛼2 , 𝛼 > 0
(1− 𝛼)𝑇 𝛼1 , 𝛼 ∈ (−1, 0)
.
Доведення. Оскiльки для будь-якого 𝑥 ∈ 𝐺1 виконується ‖𝑥‖ ∈ [𝑇1, 𝑇2],
то ‖𝐹 ′(𝑥)𝑧‖
‖𝑧‖ 6
‖𝑥‖𝛼‖𝑧‖
‖𝑧‖ + |𝛼|
‖𝑥‖𝛼−1|(𝑥, 𝑧)|
‖𝑧‖ 6
6 (1 + |𝛼|)‖𝑥‖𝛼 6
{︃
(1 + 𝛼)𝑇 𝛼2 , 𝛼 > 0
(1− 𝛼)𝑇 𝛼1 , 𝛼 ∈ (−1, 0)
.
4.6.3 Похiдна оберненої функцiї до дифеоморфiзму
Лема 4.6. Похiдна оберненого дифеоморфiзму (𝐹−1)′ може бути зна-
йденою за формулою
(𝐹−1)′(𝑦)𝑧 = 𝑧‖𝑦‖− 𝛼1+𝛼 − 𝛼
1 + 𝛼
‖𝑦‖− 3𝛼+21+𝛼 (𝑦, 𝑧)𝑦.
Доведення. Необхiдно довести, що при ℎ→ 0⃦⃦⃦⃦
𝐹−1(𝑦 + ℎ)− 𝐹−1(𝑦)− ℎ‖𝑦‖− 𝛼1+𝛼 + 𝛼
1 + 𝛼
‖𝑦‖− 3𝛼+21+𝛼 (𝑦, ℎ)𝑦
⃦⃦⃦⃦
= 𝑜(‖ℎ‖).
Використовуючи формулу похiдної складеної функцiї разом з тотожнi-
стю (‖𝑦‖2)′ = 2𝑦, отримаємо:
(‖𝑦‖− 𝛼1+𝛼 )′ = ((‖𝑦‖2)− 𝛼2+2𝛼 )′ = − 𝛼
2 + 2𝛼
(‖𝑦‖2)− 𝛼2+2𝛼−12𝑦 =
= − 𝛼
1 + 𝛼
‖𝑦‖− 2+3𝛼1+𝛼 𝑦 ⇒
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⇒ ‖𝑦 + ℎ‖− 𝛼1+𝛼 − ‖𝑦‖− 𝛼1+𝛼 + 𝛼
1 + 𝛼
‖𝑦‖− 3𝛼+21+𝛼 (𝑦, ℎ) = 𝑜(‖ℎ‖),
вiдповiдно,
𝐹−1(𝑦 + ℎ)− 𝐹−1(𝑦)− ℎ‖𝑦‖− 𝛼1+𝛼 + 𝛼
1 + 𝛼
‖𝑦‖− 3𝛼+21+𝛼 (𝑦, ℎ)𝑦 =
=
(︂
‖𝑦 + ℎ‖− 𝛼1+𝛼 − ‖𝑦‖− 𝛼1+𝛼 + 𝛼
1 + 𝛼
‖𝑦‖− 3𝛼+21+𝛼 (𝑦, ℎ)
)︂
𝑦+
+
(︀‖𝑦 + ℎ‖− 𝛼1+𝛼 − ‖𝑦‖− 𝛼1+𝛼)︀ℎ = 𝑜(‖ℎ‖)𝑦 + 𝑜(1)ℎ⇒
⇒
⃦⃦⃦⃦
𝐹−1(𝑦 + ℎ)− 𝐹−1(𝑦)− ℎ‖𝑦‖− 𝛼1+𝛼 + 𝛼
1 + 𝛼
‖𝑦‖− 3𝛼+21+𝛼 (𝑦, ℎ)𝑦
⃦⃦⃦⃦
= 𝑜(‖ℎ‖).
Наслiдок 4.3. Для 𝑦 ∈ 𝐺2 виконується
‖(𝐹−1)′(𝑦)‖ 6
{︃
1+2𝛼
1+𝛼 𝐾
− 𝛼1+𝛼
1 , 𝛼 > 0
1
1+𝛼𝐾
− 𝛼1+𝛼
2 , 𝛼 ∈ (−1, 0)
.
Доведення. Оскiльки для будь-якого 𝑦 ∈ 𝐺2 виконується ‖𝑦‖ ∈ [𝐾1, 𝐾2],
то
‖(𝐹−1)′(𝑦)𝑧‖
‖𝑧‖ 6
‖𝑦‖− 𝛼1+𝛼‖𝑧‖
‖𝑧‖ +
|𝛼|
1 + 𝛼
‖𝑦‖− 2𝛼+11+𝛼 |(𝑦, 𝑧)|
‖𝑧‖ 6
6 1 + 𝛼 + |𝛼|
1 + 𝛼
‖𝑦‖− 𝛼1+𝛼 6
{︃
1+2𝛼
1+𝛼 𝐾
− 𝛼1+𝛼
1 , 𝛼 > 0
1
1+𝛼𝐾
− 𝛼1+𝛼
2 , 𝛼 ∈ (−1, 0)
.
З наслiдкiв 4.2 i 4.3 випливає, що 𝐹 є обмеженим дифеоморфiзмом, а
отже, може бути використана теорема 4.1.
4.6.4 Зведення вихiдної задачi до задачi Дiрiхле спецiального типу
Вiдмiтимо, що оператор 𝐹 ′(𝑥) є самоспряженим:
(𝐹 ′(𝑥)𝑧1, 𝑧2) = (‖𝑥‖𝛼𝑧1 + 𝛼‖𝑥‖𝛼−2(𝑥, 𝑧1)𝑥, 𝑧2) =
= ‖𝑥‖𝛼(𝑧1, 𝑧2) + 𝛼‖𝑥‖𝛼−2(𝑥, 𝑧1)(𝑥, 𝑧2) =
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= (𝑧1, ‖𝑥‖𝛼𝑧2 + 𝛼‖𝑥‖𝛼−2(𝑥, 𝑧2)𝑥) = (𝑧1, 𝐹 ′(𝑥)𝑧2),
отже,
𝐹 ′(𝑥)(𝐹 ′)*(𝑥)𝑧 = ‖𝑥‖𝛼(‖𝑥‖𝛼𝑧 + 𝛼‖𝑥‖𝛼−2(𝑥, 𝑧)𝑥)+
+𝛼‖𝑥‖𝛼−2(𝑥, ‖𝑥‖𝛼𝑧 + 𝛼‖𝑥‖𝛼−2(𝑥, 𝑧)𝑥)𝑥 =
= ‖𝑥‖2𝛼𝑧 + 𝛼(2 + 𝛼)‖𝑥‖2𝛼−2(𝑧, 𝑥)𝑥 =
= ‖𝑥‖2𝛼𝑧 + 𝛽‖𝑥‖2𝛼−2(𝑧, 𝑥)𝑥,
тому,
𝐹 ′(𝐹−1(𝑦))(𝐹 ′)*(𝐹−1(𝑦))𝑧 = 𝐹 ′(‖𝑦‖− 𝛼1+𝛼𝑦)(𝐹 ′)*(‖𝑦‖− 𝛼1+𝛼𝑦)𝑧 =
=
⃦⃦‖𝑦‖− 𝛼1+𝛼𝑦⃦⃦2𝛼 𝑧 + 𝛽 ⃦⃦‖𝑦‖− 𝛼1+𝛼𝑦⃦⃦2𝛼−2 (𝑧, ‖𝑦‖− 𝛼1+𝛼𝑦)‖𝑦‖− 𝛼1+𝛼𝑦 =
= ‖𝑦‖ 2𝛼1+𝛼𝑧 + 𝛽‖𝑦‖− 21+𝛼 (𝑧, 𝑦)𝑦 = ‖𝑦‖− 21+𝛼 (︀‖𝑦‖2𝑧 + 𝛽(𝑧, 𝑦)𝑦)︀ =
= ‖𝐹−1(𝑦)‖−2 (︀‖𝑦‖2𝑧 + 𝛽(𝑧, 𝑦)𝑦)︀ .
Таким чином, за рахунок теореми 4.1 i отриманого вище, ми довели
наступну теорему.
Теорема 4.2. Функцiя 𝑢(𝑦) = 𝑢2(𝑦) буде розв’язком крайової задачi
(4.9)–(4.10) на областi 𝐺2 тодi i тiльки тодi коли функцiя 𝑢(𝑥) =
= 𝑢1(𝑥) , 𝑢2(𝐹 (𝑥)) буде розв’язком наступної задачi Дiрiхле на обла-
стi 𝐺1 = 𝐹−1(𝐺2):
div𝐺1
(︁
(𝑘 ∘ 𝐹 ) ‖·‖2 grad𝐺1 𝑢
)︁
− (𝑎 ∘ 𝐹 )𝑢 = ℎ ∘ 𝐹, (4.11)
𝛾1(𝑢) = 𝜙 ∘ 𝐹. (4.12)
Зауваження 4.1. Задача (4.11)–(4.12) дiйсно буде задачею Дiрiхле в
термiнах роботи [15], оскiльки для будь-якого 𝑦 ∈ 𝐺1 виконується
‖𝑦‖2 > 𝑇 21 > 0.
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4.7 Приклад 2. Крайова задача, асоцiйована зi
стереографiчною проекцiєю сфери
В попередньому пiдроздiлi наведено приклад розширення класу коре-
ктних крайових задач на областi в гiльбертовому просторi. В цьому пiд-
роздiлi, на вiдмiну вiд попереднього, ми використаємо результат теоре-
ми 4.1 для рiманового многовиду, який не буде областю в гiльбертовому
просторi.
4.7.1 Стереографiчна проекцiя сфери в гiльбертовому просторi
Нехай 𝐻 — сепарабельний гiльбертiв простiр, {𝑒1, 𝑒2, . . . 𝑒𝑛, . . .} — його
ортонормований базис; 𝐻1 = л.о.{𝑒2, . . . 𝑒𝑛, . . .} — пiдпростiр 𝐻 коро-
змiрностi 1: 𝐻 = 𝐻1⊕л.о.{𝑒1} ≃ 𝐻1⊕R; 𝜙(𝑥) = 𝑥− (𝑥, 𝑒1)𝑒1 — ортопро-
ектор на𝐻1;M = {𝑥 ∈ 𝐻 : ‖𝑥−𝑒1‖ = 1, ‖𝜙(𝑥)‖ < 𝛼 < 1, (𝑥−𝑒1, 𝑒1) < 0}
— частина нижньої напiвсфери сфери 𝑆1 з центром в 𝑒1 радiуса 1 — рi-
манiв многовид з рiвномiрним атласом, що складається з однiєї карти
(𝜙,M ) (𝜙 : M → 𝜙(M ) = {𝑥 ∈ 𝐻1 : ‖𝑥‖ < 𝛼}) i основним тензором,
iндукованим вкладеннямM ⊂ 𝐻.
Вiдмiтимо, що для будь-якого 𝑥 ∈ M виконується 1 = ‖𝑥 − 𝑒1‖2 =
= (𝑥− 𝑒1, 𝑒1)2 + ‖𝜙(𝑥)‖2, а значить, враховуючи ‖𝜙(𝑥)‖ < 𝛼 < 1,
|(𝑥− 𝑒1, 𝑒1)| >
√︀
1− 𝛼2. (4.13)
Нехай 𝐹 — стереографiчна проекцiя 𝑆1 ∖{2𝑒1} на 𝐻1: 𝐹 (𝑥) — перетин
прямої, що проходить через точки 𝑥 i 2𝑒1 з 𝐻1. Iншими словами, 𝐹 (𝑥) =
= 𝜆𝑥 + (1− 𝜆)2𝑒1, де 𝜆 ∈ R таке, що
𝜆𝑥 + (1− 𝜆)2𝑒1 ∈ 𝐻1 ⇔ (𝜆𝑥 + (1− 𝜆)2𝑒1, 𝑒1) = 0 ⇔ 𝜆 = 2
2− (𝑥, 𝑒1) ,
тобто,
𝐹 (𝑥) = 2
𝑥− (𝑥, 𝑒1)𝑒1
2− (𝑥, 𝑒1) .
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Аналогiчно для 𝑦 ∈ 𝐻1: 𝐹−1(𝑦) = 𝜆𝑦 + (1 − 𝜆)2𝑒1, де 𝜆 ∈ R ∖ {0} таке,
що:
𝜆𝑦 + (1− 𝜆)2𝑒1 ∈M ⇒ ‖𝜆𝑦 + (1− 𝜆)2𝑒1 − 𝑒1‖ = 1 ⇔
⇔ 𝜆2‖𝑦‖2 + (1− 2𝜆)2 = 1 ⇔ 𝜆 = 4‖𝑦‖2 + 4 ,
тобто,
𝐹−1(𝑦) =
4𝑦 + 2‖𝑦‖2𝑒1
‖𝑦‖2 + 4 .
𝐹 — дифеоморфiзм мiжM i 𝐵1 , 𝐹 (M ) ⊂ 𝐻1. 𝐵1 є вiдкритою кулею
в 𝐻1 з центром в нулi i радiуса 𝛽 = 2𝛼1+√1−𝛼2 .
Тепер знайдемо 𝜙−1 : {𝑥 ∈ 𝐻1 : ‖𝑥‖ < 𝛼} →M . 𝜙−1(𝑦) = 𝑦 + 𝜆𝑒1, де
𝜆 ∈ R таке, що ‖(𝑦 + 𝜆𝑒1)− 𝑒1‖ = 1 i 𝜆 6 1 (нижня напiвсфера), тобто,{︃
‖𝑦‖2 + (𝜆− 1)2 = 1
𝜆 6 1
⇔ 𝜆 = 1−
√︀
1− ‖𝑦‖2,
а значить,
𝜙−1(𝑦) = 𝑦 + (1−
√︀
1− ‖𝑦‖2)𝑒1.
4.7.2 Знаходження 𝐹 ′ i оцiнка ‖𝐹 ′‖
(𝐹 ∘ 𝜙−1)(𝑦) = 2𝑦
1 +
√︀
1− ‖𝑦‖2 .
Лема 4.7. Похiдна (𝐹 ∘ 𝜙−1)′ може бути знайденою за формулою
(𝐹 ∘ 𝜙−1)′(𝑦)𝑥 = 2𝑥
1 +
√︀
1− ‖𝑦‖2 +
2(𝑥, 𝑦)
(1 +
√︀
1− ‖𝑦‖2)2√︀1− ‖𝑦‖2𝑦.
Доведення. Позначимо
𝑓(𝑦) , 1
2
(𝐹 ∘ 𝜙−1)(𝑦) = 𝑦
1 +
√︀
1− ‖𝑦‖2 ,
𝐴(𝑦)ℎ , ℎ
1 +
√︀
1− ‖𝑦‖2 +
(ℎ, 𝑦)
(1 +
√︀
1− ‖𝑦‖2)2√︀1− ‖𝑦‖2𝑦.
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Необхiдно довести, що ‖𝑓(𝑦 + ℎ)− 𝑓(𝑦)− 𝐴(𝑦)ℎ‖ = 𝑜(‖ℎ‖) при ℎ→ 0:
𝑓(𝑦 + ℎ)− 𝑓(𝑦)− 𝐴(𝑦)ℎ =
(︃
1
1 +
√︀
1− ‖𝑦 + ℎ‖2 −
1
1 +
√︀
1− ‖𝑦‖2
)︃
ℎ+
+
1
(1 +
√︀
1− ‖𝑦 + ℎ‖2(1 +√︀1− ‖𝑦‖2)2√︀1− ‖𝑦‖2)·
·
(︁
(
√︀
1− ‖𝑦‖2 −
√︀
1− ‖𝑦 + ℎ‖2)(1 +
√︀
1− ‖𝑦‖2)
√︀
1− ‖𝑦‖2−
−(1 +
√︀
1− ‖𝑦 + ℎ‖2)(ℎ, 𝑦)
)︁
𝑦,
а використовуючи формулу похiдної складеної функцiї разом з тотожнi-
стю (‖𝑦‖2)′ = 2𝑦, отримаємо:(︁√︀
1− ‖𝑦‖2
)︁′
= −1
2
1√︀
1− ‖𝑦‖22𝑦 = −
𝑦√︀
1− ‖𝑦‖2 ⇒
⇒
√︀
1− ‖𝑦‖2 −
√︀
1− ‖𝑦 + ℎ‖2 = (𝑦, ℎ)√︀
1− ‖𝑦‖2 + 𝑜(‖ℎ‖),
тому
𝑓(𝑦 + ℎ)− 𝑓(𝑦)− 𝐴(𝑦)ℎ = 𝑜(1)ℎ+
+
1
(1 +
√︀
1− ‖𝑦 + ℎ‖2(1 +√︀1− ‖𝑦‖2)2√︀1− ‖𝑦‖2)·
·
(︁
𝑜(‖ℎ‖)(1 +
√︀
1− ‖𝑦‖2)
√︀
1− ‖𝑦‖2+
+(
√︀
1− ‖𝑦‖2 −
√︀
1− ‖𝑦 + ℎ‖2)(ℎ, 𝑦)
)︁
𝑦,
тому, враховуючи нерiвнiсть Кошi-Буняковського |(ℎ, 𝑦)| 6 ‖ℎ‖ · ‖𝑦‖,
𝑓(𝑦 + ℎ)− 𝑓(𝑦)− 𝐴(𝑦)ℎ = 𝑜(1)ℎ + 𝑜(‖ℎ‖)𝑦 ⇒
⇒ ‖𝑓(𝑦 + ℎ)− 𝑓(𝑦)− 𝐴(𝑦)ℎ‖ = 𝑜(‖ℎ‖).
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Тепер нехай 𝑝 ∈ M , 𝜉 ∈ 𝑇𝑝M . Тут i далi пiд вектором iз дотичного
простору будемо розумiти вектор з центром в нулi. Тодi:
𝐹 ′(𝑝)𝜉 = (𝐹 ∘ 𝜙−1)′(𝜙(𝑝))𝜉𝜙 = (𝐹 ∘ 𝜙−1)′(𝜙(𝑝))𝑃 (𝑝)𝜉, (4.14)
де 𝑃 (𝑝) : 𝑇𝑝M → 𝐻1 — оператор проектування iз 𝑇𝑝M ⊂ 𝐻 в 𝐻1:
𝑃 (𝑝) : 𝜉 ↦→ 𝜉 − (𝜉, 𝑒1)𝑒1.
Вiдмiтимо, що ‖𝑃 (𝑝)‖ = 1, а тому
‖𝐹 ′(𝑝)‖ 6 ‖(𝐹 ∘ 𝜙−1)′(𝑦)‖ · ‖𝑃 (𝑝)‖ = ‖(𝐹 ∘ 𝜙−1)′(𝑦)‖,
де 𝑦 = 𝜙(𝑝). Далi, оскiльки ‖𝑦‖ = ‖𝜙(𝑝)‖ < 𝛼, то
‖(𝐹 ∘ 𝜙−1)′(𝑦)𝑥‖ < 2
(︂ ‖𝑥‖
1 +
√
1− 𝛼2 +
𝛼2‖𝑥‖
(1 +
√
1− 𝛼2)2√1− 𝛼2
)︂
=
=
2‖𝑥‖
(1 +
√
1− 𝛼2)√1− 𝛼2 ⇒
⇒ ‖(𝐹 ∘ 𝜙−1)′(𝑦)‖ 6 2
(1 +
√
1− 𝛼2)√1− 𝛼2 .
Отже, для будь-якого 𝑝 ∈M :
‖𝐹 ′(𝑝)‖ 6 2
(1 +
√
1− 𝛼2)√1− 𝛼2 . (4.15)
4.7.3 Знаходження (𝐹−1)′ i оцiнка ‖(𝐹−1)′‖
(𝜙 ∘ 𝐹−1)(𝑞) = 4𝑞‖𝑞‖2 + 4 .
Лема 4.8. Похiдна (𝜙 ∘ 𝐹−1)′ може бути знайденою за формулою
(𝜙 ∘ 𝐹−1)′(𝑞)𝜓 = 4𝜓‖𝑞‖2 + 4 −
8(𝜓, 𝑞)
(‖𝑞‖2 + 4)2𝑞.
Доведення. Позначимо
𝑔(𝑞) , 1
4
(𝜙 ∘ 𝐹−1)(𝑞) = 𝑞‖𝑞‖2 + 4 , 𝐵(𝑞)ℎ ,
ℎ
‖𝑞‖2 + 4 −
2(ℎ, 𝑞)
(‖𝑞‖2 + 4)2𝑞.
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Необхiдно довести, що ‖𝑔(𝑞 + ℎ)− 𝑔(1)−𝐵(𝑞)ℎ‖ = 𝑜(‖ℎ‖) при ℎ→ 0:
𝑔(𝑞 + ℎ)− 𝑔(𝑞)−𝐵(𝑞)ℎ =
(︂
1
‖𝑞 + ℎ‖2 + 4 −
1
‖𝑞‖2 + 4
)︂
ℎ+
+
(‖𝑞‖2 − ‖𝑞 + ℎ‖2)(‖𝑞‖2 + 4) + 2(‖𝑞 + ℎ‖2 + 4)(ℎ, 𝑞)
(‖𝑞 + ℎ‖2 + 4)(‖𝑞‖2 + 4)2 𝑞,
а оскiльки ‖𝑞‖2 − ‖𝑞 + ℎ‖2 = −‖ℎ‖2 − 2(ℎ, 𝑞), то
(‖𝑞‖2 − ‖𝑞 + ℎ‖2)(‖𝑞‖2 + 4) + 2(‖𝑞 + ℎ‖2 + 4)(ℎ, 𝑞) =
= −‖ℎ‖2(‖𝑞‖2 + 4) + 2(ℎ, 𝑞)(‖𝑞 + ℎ‖2 + 4− ‖𝑞‖2 − 4) =
= 𝑜(‖ℎ‖) + (ℎ, 𝑞)𝑜(1),
враховуючи нерiвнiсть Кошi-Буняковського |(ℎ, 𝑞)| 6 ‖ℎ‖ · ‖𝑞‖, маємо
𝑔(𝑞 + ℎ)− 𝑔(𝑞)−𝐵(𝑞)ℎ = 𝑜(1)ℎ + 𝑜(‖ℎ‖)𝑞 ⇒
⇒ ‖𝑔(𝑞 + ℎ)− 𝑔(1)−𝐵(𝑞)ℎ‖ = 𝑜(‖ℎ‖).
Оскiльки (𝜙 ∘ 𝐹−1)′(𝑞)𝜓 = ((𝐹−1)′(𝑞)𝜓)𝜙, то
(𝐹−1)′(𝑞) = 𝑃−1(𝐹−1(𝑞))(𝜙 ∘ 𝐹−1)′(𝑞).
Знайдемо 𝑃−1:
𝑃−1(𝑝)𝜉𝜙 = 𝜉𝜙 + 𝜆𝑒1,
де 𝜆 ∈ R таке, що
(𝜉𝜙 + 𝜆𝑒1, 𝑝− 𝑒1) = 0 ⇔ 𝜆 = −(𝜉
𝜙, 𝑝− 𝑒1)
(𝑒1, 𝑝− 𝑒1) ,
тобто,
𝑃−1(𝑝)𝜉𝜙 = 𝜉𝜙 − (𝜉
𝜙, 𝑝− 𝑒1)
(𝑒1, 𝑝− 𝑒1) 𝑒1,
що разом з нерiвнiстю (4.13), для всiх 𝑝 ∈M дає оцiнку
‖𝑃−1(𝑝)‖ 6
√︂
1 +
1
1− 𝛼2 =
√︂
2− 𝛼2
1− 𝛼2 .
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З iншого боку, для всiх 𝑞 ∈ 𝐵1:
‖(𝜙 ∘ 𝐹−1)′(𝑞)‖ 6 2 + 𝛽
2
2
,
а значить, для всiх 𝑞 ∈ 𝐵1:
‖(𝐹−1)′(𝑞)‖ 6
√︂
2− 𝛼2
1− 𝛼2 ·
2 + 𝛽2
2
,
що разом з нерiвнiстю (4.15) доводить обмеженiсть дифеоморфiзму 𝐹 .
4.7.4 Знаходження (𝐹 ′)*
Вiдповiдно до (4.14), 𝐹 ′(𝑝) є композицiєю лiнiйних операторiв (𝐹 ∘
∘𝜙−1)′(𝜙(𝑝)) i 𝑃 (𝑝). Спочатку покажемо, що (𝐹 ∘𝜙−1)′(𝑦) є самоспряже-
ним:
((𝐹 ∘ 𝜙−1)′(𝑦)𝑥1, 𝑥2) =
=
(︃
2𝑥1
1 +
√︀
1− ‖𝑦‖2 +
2(𝑥1, 𝑦)
(1 +
√︀
1− ‖𝑦‖2)2√︀1− ‖𝑦‖2𝑦, 𝑥2
)︃
=
=
2(𝑥1, 𝑥2)
1 +
√︀
1− ‖𝑦‖2 +
2(𝑥1, 𝑦)(𝑥2, 𝑦)
(1 +
√︀
1− ‖𝑦‖2)2√︀1− ‖𝑦‖2 =
=
(︃
𝑥1,
2𝑥2
1 +
√︀
1− ‖𝑦‖2 +
2(𝑥2, 𝑦)
(1 +
√︀
1− ‖𝑦‖2)2√︀1− ‖𝑦‖2𝑦
)︃
=
= (𝑥1, (𝐹 ∘ 𝜙−1)′(𝑦)𝑥2).
Таким чином, знаходження (𝐹 ′(𝑝))* зводиться до знаходження спряже-
ного оператора 𝑃 *(𝑝) : 𝐻1 → 𝑇𝑝M :
(𝐹 ′(𝑝))* = 𝑃 *(𝑝)(𝐹 ∘ 𝜙−1)′(𝜙(𝑝)).
Твердження 4.3. Спряжений оператор 𝑃 *(𝑝) може бути знайдено
за формулою
𝑃 *(𝑝)𝜓 = 𝜓 − (𝑝− 𝑒1, 𝜓)(𝑝− 𝑒1).
Тобто, 𝑃 *(𝑝) — оператор проектування з 𝐻1 ⊂ 𝐻 в 𝑇𝑝M .
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Доведення. Будемо доводити виходячи з означення спряженого опера-
тора. Оскiльки
𝜓 ∈ 𝐻1 ⇔ (𝑒1, 𝜓) = 0
i
𝜉 ∈ 𝑇𝑝M ⇔ (𝑝− 𝑒1, 𝜉) = 0,
то:
(𝑃 (𝑝)𝜉, 𝜓)− (𝜉, 𝜓 − (𝑝− 𝑒1, 𝜓)(𝑝− 𝑒1)) =
= (𝜉, 𝜓)− (𝜉, 𝑒1)(𝑒1, 𝜓)− (𝜉, 𝜓) + (𝑝− 𝑒1, 𝜓)(𝑝− 𝑒1, 𝜉) = 0.
4.7.5 Асоцiйована крайова задача
Вiдповiдно до отриманих вище результатiв, для 𝑞 ∈ 𝐺2 ⊂ 𝐻1 ми маємо:
𝐹 ′(𝐹−1(𝑞))(𝐹 ′(𝐹−1(𝑞)))* grad𝐺2 𝑢(𝑞) =
= (𝐹 ∘ 𝜙−1)′
(︂
4𝑞
‖𝑞‖2 + 4
)︂
𝑃
(︂
4𝑞 + 2‖𝑞‖2𝑒1
‖𝑞‖2 + 4
)︂
·
·𝑃 *
(︂
4𝑞 + 2‖𝑞‖2𝑒1
‖𝑞‖2 + 4
)︂
(𝐹 ∘ 𝜙−1)′
(︂
4𝑞
‖𝑞‖2 + 4
)︂
grad𝐺2 𝑢(𝑞).
Пiдставляти будемо покроково.
Крок 1. Знайдемо 𝑃
(︁
4𝑞+2‖𝑞‖2𝑒1
‖𝑞‖2+4
)︁
𝑃 *
(︁
4𝑞+2‖𝑞‖2𝑒1
‖𝑞‖2+4
)︁
𝜓. Для цього спочатку
пiдставимо 𝑃 (𝑝)𝑃 *(𝑝)𝜓 (тут використаємо те, що 𝜓 ∈ 𝐻1, а значить
(𝜓, 𝑒1) = 0):
𝑃 (𝑝)𝑃 *(𝑝)𝜓 = 𝑃 (𝑝)(𝜓 − (𝑝− 𝑒1, 𝜓)(𝑝− 𝑒1)) =
= 𝜓 − (𝑝− 𝑒1, 𝜓)(𝑝− 𝑒1)− (𝑒1, 𝜓 − (𝑝− 𝑒1, 𝜓)(𝑝− 𝑒1))𝑒1 =
= 𝜓 − (𝑝, 𝜓)(𝑝− 𝑒1) + (𝑒1, (𝑝, 𝜓)(𝑝− 𝑒1))𝑒1 =
= 𝜓 − (𝑝, 𝜓)𝑝 + (𝑝, 𝜓)𝑒1 + (𝑝, 𝜓)(𝑝, 𝑒1)𝑒1 − (𝑝, 𝜓)𝑒1 =
= 𝜓 − (𝑝, 𝜓)(𝑝− (𝑝, 𝑒1)𝑒1) = 𝜓 − (𝑝− (𝑝, 𝑒1)𝑒1, 𝜓)(𝑝− (𝑝, 𝑒1)𝑒1) =
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= 𝜓 − (pr𝐻1 𝑝, 𝜓) pr𝐻1 𝑝.
Далi вiдмiтимо, що
pr𝐻1
(︂
4𝑞 + 2‖𝑞‖2𝑒1
‖𝑞‖2 + 4
)︂
=
4𝑞
‖𝑞‖2 + 4 ,
а значить
𝑃
(︂
4𝑞 + 2‖𝑞‖2𝑒1
‖𝑞‖2 + 4
)︂
𝑃 *
(︂
4𝑞 + 2‖𝑞‖2𝑒1
‖𝑞‖2 + 4
)︂
𝜓 = 𝜓 − 16
(‖𝑞‖2 + 4)2 (𝑞, 𝜓)𝑞.
Крок 2. Пiдставимо (𝐹 ∘ 𝜙−1)′
(︁
4𝑞
‖𝑞‖2+4
)︁
𝑥. Для цього використаємо ре-
зультат леми 4.7, спочатку спростивши
√︀
1− ‖𝑦‖2 для 𝑦 = 4𝑞‖𝑞‖2+4 :√︃
1−
⃦⃦⃦⃦
4𝑞
‖𝑞‖2 + 4
⃦⃦⃦⃦2
=
√︃
‖𝑞‖4 − 8‖𝑞‖2 + 16
‖𝑞‖4 + 8‖𝑞‖2 + 16 =
=
4− ‖𝑞‖2
4 + ‖𝑞‖2 (‖𝑞‖ < 𝛽 < 2𝛼 < 2),
тобто,
(𝐹 ∘ 𝜙−1)′
(︂
4𝑞
‖𝑞‖2 + 4
)︂
𝑥 =
2𝑥
1 + 4−‖𝑞‖
2
4+‖𝑞‖2
+
2(𝑥, 𝑞)(︁
1 + 4−‖𝑞‖
2
4+‖𝑞‖2
)︁2
4−‖𝑞‖2
4+‖𝑞‖2
· 16𝑞‖𝑞‖2 + 4 =
=
4 + ‖𝑞‖2
4
𝑥 +
(𝑥, 𝑞)(4 + ‖𝑞‖2)
32(4− ‖𝑞‖2) 𝑞 =
4 + ‖𝑞‖2
4
(︂
𝑥 +
(𝑥, 𝑞)
8(4− ‖𝑞‖2)𝑞
)︂
.
Крок 3. Поєднаємо результати двох перших крокiв:
𝑃
(︂
4𝑞 + 2‖𝑞‖2𝑒1
‖𝑞‖2 + 4
)︂
𝑃 *
(︂
4𝑞 + 2‖𝑞‖2𝑒1
‖𝑞‖2 + 4
)︂
(𝐹 ∘ 𝜙−1)′
(︂
4𝑞
‖𝑞‖2 + 4
)︂
𝑥 =
=
4 + ‖𝑞‖2
4
(︂
𝑥 +
(𝑥, 𝑞)
8(4− ‖𝑞‖2)𝑞
)︂
−
− 16
(4 + ‖𝑞‖2)2 ·
4 + ‖𝑞‖2
4
(𝑞, 𝑥 +
(𝑥, 𝑞)
8(4− ‖𝑞‖2)𝑞)𝑞 =
=
4 + ‖𝑞‖2
4
(︂
𝑥 +
(𝑥, 𝑞)
8(4− ‖𝑞‖2)𝑞
)︂
− 32− 7‖𝑞‖
2
2(4 + ‖𝑞‖2)(4− ‖𝑞‖2)(𝑥, 𝑞)𝑞 =
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=
4 + ‖𝑞‖2
4
𝑥 +
‖𝑞‖4 + 36‖𝑞‖2 − 112
8(4 + ‖𝑞‖2)(4− ‖𝑞‖2)(𝑥, 𝑞)𝑞.
Крок 4. Нарештi
(𝐹 ∘ 𝜙−1)′
(︂
4𝑞
‖𝑞‖2 + 4
)︂
𝑃
(︂
4𝑞 + 2‖𝑞‖2𝑒1
‖𝑞‖2 + 4
)︂
·
·𝑃 *
(︂
4𝑞 + 2‖𝑞‖2𝑒1
‖𝑞‖2 + 4
)︂
(𝐹 ∘ 𝜙−1)′
(︂
4𝑞
‖𝑞‖2 + 4
)︂
𝑥 =
=
4 + ‖𝑞‖2
4
(︂
4 + ‖𝑞‖2
4
𝑥 +
‖𝑞‖4 + 36‖𝑞‖2 − 112
8(4 + ‖𝑞‖2)(4− ‖𝑞‖2)(𝑥, 𝑞)𝑞+
𝑞
8(4− ‖𝑞‖2)
(︂
4 + ‖𝑞‖2
4
(𝑥, 𝑞) + ‖𝑞‖2 ‖𝑞‖
4 + 36‖𝑞‖2 − 112
8(4 + ‖𝑞‖2)(4− ‖𝑞‖2)(𝑥, 𝑞)
)︂)︂
=
=
(4 + ‖𝑞‖2)2
16
𝑥− 31152− 656‖𝑞‖
2 + 76‖𝑞‖4 + 3‖𝑞‖6
256(4− ‖𝑞‖2)2 (𝑥, 𝑞)𝑞.
Нехай 𝐺1 ⊂ M — область з гладкою межею, 𝐺2 , 𝐹 (𝐺1) ⊂ 𝐵1.
Враховуючи теорему 4.1, доведено наступну теорему.
Теорема 4.3. Функцiя 𝑢(𝑞) = 𝑢1(𝑞) буде розв’язком наступної крайової
задачi на областi 𝐺2 ⊂ 𝐵1 в гiльбертовому просторi 𝐻1
div𝐺2
(︂
(4 + ‖𝑞‖2)2
16
grad𝐺2 𝑢(𝑞)−
−31152− 656‖𝑞‖
2 + 76‖𝑞‖4 + 3‖𝑞‖6
256(4− ‖𝑞‖2)2 (grad𝐺2 𝑢(𝑞), 𝑞)𝑞
)︂
−
−𝑎(𝑞)𝑢(𝑞) = 𝑓(𝑞),
𝛾2(𝑢) = 𝜙,
де 𝑓 ∈ 𝐿2(𝐺2); 𝑎 ∈ 𝐶(𝐺2); 𝑎(𝑞) > 𝛼 > 0;𝜙 ∈ Im 𝛾2,
в тому i тiльки тому випадку, коли функцiя 𝑢(𝑝) = 𝑢2(𝑝) , 𝑢1(𝐹 (𝑝))
буде розв’язком наступної задачi Дiрiхле на областi 𝐺1 = 𝐹−1(𝐺2) на
рiмановому многовидiM :
∆𝐺1𝑢− (𝑎 ∘ 𝐹 )𝑢 = 𝑓 ∘ 𝐹,
𝛾1(𝑢) = 𝜙 ∘ 𝐹.
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4.8 Висновки до роздiлу 4
В цьому роздiлi дослiджується дифеоморфне вiдображення мiж нескiн-
ченновимiрними рiмановими многовидами з рiвномiрними атласами як
спосiб розширення класу коректних крайових задач. Пiд коректнiстю
задачi розумiється iснування та єдинiсть розв’язку.
Наведено два приклади використання методу дифеоморфiзмiв. В пер-
шому прикладi доведена коректнiсть певного класу крайових задач на
областi гiльбертового простору. В другому — отримана крайова задача,
асоцiйована зi стереографiчною проекцiєю сфери, таким чином, проiлю-
стрована робота методу дифеоморфiзмiв на рiманових многовидах, якi
не є областями в гiльбертовому просторi.
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В роботi розглянуто нескiнченновимiрнi рiмановi многовиди. Запропо-
нована умова рiвномiрностi атласу рiманового многовиду, виконання
якої дозволяє довести метричну повноту многовиду за внутрiшньою
метрикою. Доведено, що при виконаннi певних додаткових умов, якi,
зокрема, виконуються при умовi рiвномiрностi атласу, внутрiшня ме-
трика є узгодженою з вихiдною топологiєю многовиду.
В якостi нетривiальних прикладiв таких многовидiв показано, що при
виконаннi певних умов межа областi та поверхня сумiсного рiвня в гiль-
бертовому просторi є рiмановими многовидами з рiвномiрними атласа-
ми. Для отримання рiвномiрностi атласу наведених прикладiв запропо-
новано та дослiджено косинус кута мiж пiдпросторами в гiльбертово-
му просторi. Доведено ряд результатiв, що дозволяють оцiнити косинус
кута мiж пiдпросторами однакової скiнченної корозмiрностi, i саме ця
оцiнка використовується при побудовi прикладiв.
Запропоновано 𝐿2-версiю лапласiана за мiрою на (нескiнченновимiр-
ному) рiмановому многовидi. Доведено коректнiсть задачу Дiрiхле для
рiвнянь з уведеним лапласiаном в областi рiманова многовиду певно-
го класу. Пiд коректнiстю задачi розумiється iснування та єдинiсть
розв’язку задачi. При цьому використовується метрична повнота много-
виду, яка зокрема виконується при виконаннi умови рiвномiрностi атла-
су.
Наведено модельний приклад рiвномiрного рiманового многовиду, для
якого реалiзуються всi умови, використаннi при доведеннi коректностi
наведеної задачi Дiрiхле.
Дослiджується дифеоморфне вiдображення мiж нескiнченновимiрни-
ми рiмановими многовидами з рiвномiрними атласами як спосiб розши-
рення класу коректних крайових задач.
Наведено два приклади використання методу дифеоморфiзмiв. В пер-
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шому прикладi доведена коректнiсть певного класу крайових задач на
областi гiльбертового простору. В другому — отримана крайова задача,
асоцiйована зi стереографiчною проекцiєю сфери, таким чином, проiлю-
стрована робота методу дифеоморфiзмiв на рiманових многовидах, якi
не є областями в гiльбертовому просторi.
Основнi результати дисертацiї.
1. Наведено нетривiальний приклад метрично повного нескiнченно-
вимiрного рiманового многовиду.
2. Одержано технiчнi умови на рiманiв многовид, за яких стає мо-
жливим встановити коректнiсть певного класу задач Дiрiхле для
рiвнянь з лапласiаном за мiрою.
3. Побудовано нетривiальний приклад нескiнченновимiрного рiмано-
вого многовиду, що реалiзує всi технiчнi умови, використанi при
побудовi лапласiана в 𝐿2-версiї та доведеннi коректностi задачi Дi-
рiхле.
4. Дослiджено перетворення задачi Дiрiхле спецiального типу при
дифеоморфному вiдображеннi мiж рiмановими многовидами.
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