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NASA Langley Research Center, Hampton, Virginia, 23681 
Practical aspects of the frequency-domain approach for aircraft system identification are 
explained and demonstrated. Topics related to experiment design, flight data analysis, and 
dynamic modeling are included. For demonstration purposes, simulated time series data and 
simulated flight data from an F-16 nonlinear simulation with realistic noise are used. This 
approach enables detailed evaluations of the techniques and results, because the true 
characteristics of the data and aircraft dynamics are known for the simulated data. 
Analytical techniques and practical considerations are examined for the finite Fourier 
transform, nonparametric frequency response estimation, parametric modeling in the 
frequency domain, experiment design for frequency-domain modeling, data analysis and 
modeling in the frequency domain, and real-time calculations. Flight data from a subscale 
jet transport aircraft are used to demonstrate some of the techniques and technical issues.   
Nomenclature 
x y za ,a ,a  = body-axis translational accelerometer measurements, g 
A B C D, , ,  = linear dynamic system matrices 
b  = wing span, ft 
c  = wing mean aerodynamic chord, ft 
X Y ZC ,C ,C  = body-axis nondimensional aerodynamic force coefficients 
l m nC ,C ,C  = body-axis nondimensional aerodynamic moment coefficients 
   = Fourier transform 
x y z xzI , I , I , I  = mass moments of inertia, slug-ft
2 
j  = imaginary number = 1  
m  = aircraft mass, slug 
p, q, r  = body-axis roll, pitch, and yaw rates, rad/s or deg/s 
q  = dynamic pressure, lbf/ft2 
S  = wing reference area, ft2 
T  = maneuver length, s 
V  = true airspeed, ft/s 
  = angle of attack, rad or deg 
  = sideslip angle, rad or deg 
s e a r, , ,     = stabilator, elevator, aileron, and rudder deflections, rad or deg 
, ,    = Euler roll, pitch, and yaw angles, rad or deg 
  = covariance matrix 
subscripts 
cg = center of gravity 
o = reference value or base term 
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superscripts 
T  = transpose 
 ˆ  = estimate 
  = time derivative 
  = Fourier transform 
*  = complex conjugate 
†  = complex conjugate transpose 
–1 = matrix inverse 
acronyms 
DFT = Discrete Fourier Transform 
FFT = Fast Fourier Transform 
SIDPAC = System IDentification Programs for AirCraft 
 
I. Introduction 
LIGHT data analysis and dynamic modeling can be carried out in the time domain or in the frequency domain1.  
Frequency-domain analysis has many advantages, such as providing particular types of physical insight, direct 
applicability to common control system design approaches, robustness to noise, and lower dimensionality for model 
parameter estimation, among others1-6. Frequency-domain techniques based on spectral estimation1,2,6, output 
error1-4, and equation error1,2,4,5 have been applied very successfully for flight test data analysis and linear dynamic 
modeling. The basis for all of these frequency domain methods is the finite Fourier transform, which is the 
analytical tool for transforming time-domain data to the frequency domain. Any errors in the transformation from 
the time domain to the frequency domain will affect the accuracy of the raw data in the frequency domain, which in 
turn impacts data analysis and modeling results obtained using frequency-domain methods.  
 The purpose of this work is to examine practical issues encountered when analyzing data in the frequency 
domain, from the standpoint of how the data are changed by transformation to the frequency domain, as well as the 
how data analysis and modeling results should be computed and interpreted in the frequency domain. The intent is to 
provide a solid foundation of understanding for applying frequency-domain methods to flight data analysis and 
modeling. In addition, important extensions of conventional frequency-domain methods are described and 
demonstrated, along with comparisons of various approaches to solving particular problems in the frequency 
domain.  
 Following a brief description of the F-16 nonlinear simulation1,7 and the T-2 subscale jet transport aircraft8-11, the 
paper is arranged as a series of technical topics related to flight data analysis and modeling in the frequency domain. 
For demonstration purposes, simulated time series data and simulated flight data from an F-16 nonlinear simulation 
with realistic noise were used. This approach enabled detailed evaluations of the techniques and results, because the 
true characteristics of the data and aircraft dynamics were known for the simulated data. Measured flight data from 
the T-2 subscale jet transport aircraft were also used to illustrate and explain some of the topics.  
 All of the tools used to generate the results shown in this paper are available in a MATLAB® software package 
called SIDPAC (System IDentification Programs for AirCraft). SIDPAC is associated with Ref. [1], and is available 
in the US at no cost12. The SIDPAC software toolbox was developed at NASA Langley, and is continually expanded 
and improved. SIDPAC has been applied successfully to a wide variety of flight and wind tunnel experiments at 
NASA Langley and elsewhere, and is used at more than 100 organizations in government, industry, and academia13.  
II. Aircraft 
A. F-16 Nonlinear Aircraft Simulation 
 The F-16 is a single-seat, multi-role fighter with a blended wing / body and a cropped delta wing planform with 
leading edge sweep of 40 deg. Thrust is provided by one General Electric F110-GE-100 or Pratt & Whitney F100-
PW-220 afterburning turbofan engine mounted in the rear fuselage. Figure 1 is a photograph of the F-16 in flight. 
Aircraft geometry and nominal mass properties are given in Table 1.  
 The F-16 was modeled with controls for throttle th , stabilator s , aileron a , and rudder r . Speed brake and 
flaps were assumed fixed at zero deflection. Throttle deflection was limited to the range 0 1th  , stabilator 
F 
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Figure 1.  F-16 Aircraft 
Credit: NASA Langley Research Center 
 
 
Figure 2.  T-2 subscale jet transport aircraft 
Credit: NASA Langley Research Center 
deflection was limited to o o25 25s   , aileron deflection was limited to 
o o21 5 21 5a. .   , and rudder 
deflection was limited to o o30 30r   . These limits represent the physicals stops.  
 Nondimensional aerodynamic force and moment coefficient data 
were derived from a low-speed static wind tunnel test and a dynamic 
forced oscillation wind tunnel test14, both conducted with a 16% scale 
model of the F-16. The aerodynamic database applies to the F-16 
flown out of ground effect, with landing gear retracted, and no 
external stores. Static aerodynamic data were in tabular form as a 
function of angle of attack and sideslip angle over the ranges 
o o10 45    and o o30 30   , respectively. Dynamic data 
were provided in tabular form at zero sideslip angle over the angle of 
attack range o o10 45   . Dependence of the nondimensional 
coefficients on   was included with the q dependencies, because of 
the manner in which the data were collected in the wind tunnel.  
 The engine model was based on ground test data in tabular form, 
with thrust given as a function of altitude, Mach number, and engine power level. Engine power level was computed 
from throttle position and throttle gearing, including first-order lag dynamics for the thrust response.  
 The F-16 nonlinear simulation was programmed completely in MATLAB®. Full nonlinear equations of motion, 
including turbine engine gyroscopic effects, were used. Complete details on the F-16 nonlinear simulation can be 
found in Ref. [7] or in Appendix D of Ref. [1].  
B. T-2 Subscale Jet Transport Aircraft 
 The T-2 aircraft is a 5.5-percent dynamically-scaled model 
of a generic commercial twin-engine jet transport aircraft. A 
photograph of the aircraft in flight is shown in Figure 2. The 
aircraft has twin jet engines mounted under the wings and 
retractable tricycle landing gear. Aircraft geometry and 
nominal mass properties are given in Table 1. Further 
information on the T-2 subscale jet transport aircraft and 
associated flight test operations can be found in Refs. [8]-[11].   
 Control surfaces on the T-2 aircraft are left and right 
ailerons, left and right inboard and outboard elevators, upper 
and lower rudders, left and right inboard and outboard trailing-
edge flaps, and left and right inboard and outboard spoilers, for 
a total of 16 independent control surfaces. For the flight data 
used in this work, only the elevators, ailerons, and rudders were deflected. The individual elevator surfaces were 
moved together as a single elevator surface, and similarly for the rudders. Left and right ailerons were deflected 
asymmetrically, in the conventional way. Definitions of control surface deflections are given below. Trailing edge 
down is positive deflection for wing and elevator surfaces, and trailing edge left is positive for rudder surfaces.  
  1
4 lo li ri ro
e e e e e          
1
2 r l
a a a      1
2 u l
r r r     (1) 
 The aircraft can be flown by a safety pilot using direct visual contact and conventional radio control. A research 
pilot executed the flight test maneuvers from inside a mobile control room, using a synthetic vision display 
generated from telemetry data and a local terrain database, along with video from a camera in the nose of the 
aircraft. Inputs from the research pilot and a ground-based flight control system produced control surface commands 
which were transmitted by telemetry to the aircraft.  
 The flight control system has the capability to inject automated control surface perturbations to excite the aircraft 
dynamic response for modeling purposes. These control surface perturbations can have arbitrary waveforms, and 
can be applied to multiple control surfaces individually or simultaneously. The perturbations are summed with pilot 
and feedback control commands in the flight control system, just before the limiting on control surface actuator 
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command rates and positions. Typically, the research pilot flies the aircraft to the desired flight condition(s), then 
initiates the automated control surface perturbations with a trigger switch on the throttle control.  
 The T-2 aircraft was equipped with a micro-INS, which provided 3-axis translational accelerometer 
measurements, angular rate measurements, estimated attitude angles, and GPS velocity and position. Air data probes 
attached to booms mounted on each wingtip (visible in Fig. 2) measured angle of attack, sideslip angle, static 
pressure, and dynamic pressure. Measurements from static pressure sensors and ambient temperature sensors were 
used to compute air density and altitude. Engine rotational speeds were measured and used as inputs to an engine 
model to compute thrust. The engine model was identified from ground test data, with ram drag adjustments 
determined from flight data. Potentiometers mounted on the rotation axes of the control surfaces measured control 
surface deflections. Mass properties were computed based on measured fuel flow, pre-flight weight and balance, and 
inertia measurements done on the ground for the aircraft without fuel. Pilot stick and rudder pedal positions and 
throttle position were also measured and recorded. Data from onboard sensors were telemetered to the ground in real 
time. Sampling rate for the flight data was 200 Hz, downsampled to 50 Hz for data analysis and modeling.  
III. Transforming Time-Domain Data to the Frequency Domain 
 The analytical tool for transforming data from the time domain to the frequency domain is the finite Fourier 
transform, defined by 
    
0
T j tx x t e dt    (2) 
where 
 2 f   (3) 
These relationships show that the finite Fourier transform  x   can be interpreted as a coefficient in an expansion 
of  x t  in terms of basis functions j te cos t j sin t      for each frequency  , or as a measure of the similarity 
of  x t  to the functions j te   for each frequency  .  
 When the time function  x t  is sampled at constant discrete time intervals t , the finite Fourier transform can 
be approximated by 
    
1
0
N
j i t
i
x t x i e   



   (4a) 
or 
    
1
2
0
N
j f i t
i
x f t x i e  



   (4b) 
where the time length of the measured data is  1T N t   and 
            i it i t x i x t x i t     0 1 2 1i , , , ... , N   (5) 
Note that the total number of data points in the time domain is N , and the time index i  starts at 0. Equation (4a) is 
a simple Euler approximation for the finite Fourier transform of Eq. (2), using N  discrete samples of the continuous 
time function  x t . For a conventional finite Fourier transform, the frequencies are chosen as 
 k
k
f
N t
  0 1 2 1k , , , ,N   (6a) 
or 
 2 2k k
k
f
N t
  

   0 1 2 1k , , , ,N   (6b) 
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Using these discrete frequencies, the approximation to the finite Fourier transform in Eq. (4b) becomes 
      
1
2
0
N
j k N i
i
x k t x i e





   0 1 2 1k , , , ,N   (7a) 
and the inverse is 
      
1
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N t




   0 1 2 1i , , , ,N   (7b) 
Often Eqs. (7) are written for the normalized sampling interval 1t  . The result is called the discrete Fourier 
transform, defined by 
      
1
2
0
N
j k N i
i
X k x i e




   0 1 2 1k , , , ,N   (8a) 
which has the inverse 
      
1
2
0
1
N
j k N i
k
x i X k e
N



   0 1 2 1i , , , ,N   (8b) 
Equations (8) are called the discrete Fourier transform (DFT) pair.  
 In general, the DFT coefficients are complex numbers, with real and imaginary parts. If   0 1 2 1x i , i , , , ,N  , 
is a sequence of real numbers, as is the case for flight test data, it can be seen from Eq. (8a) that 
    *X N k X k   (9) 
It follows that the transformed data has conjugate symmetry about the value of k  corresponding to the Nyquist 
frequency  1 2 t . Because of this, it suffices to compute the finite Fourier transform for only the first M  
frequencies defined in Eqs. (6), where 
 
 
2 1       for  even 
1 2     for  odd
N N
M
N N

 

 (10) 
 These values for M represent the fundamental limitation that frequencies contained in a sampled time history 
must fall within the frequency band  0 N, f , where  1 2Nf t  is the Nyquist frequency, defined as half the 
sampling frequency.  
 Direct computation of the DFT using Eq. (8a) is not efficient computationally. A numerically efficient method 
for computing the DFT is the Fast Fourier Transform (FFT) algorithm15, which is used as the basis for many Fourier 
transform computations.  
A. Frequency Resolution 
 For the conventional discrete Fourier transform in Eq. (8a), the quantity involving the analysis frequencies is  
 
 2 kj k N j
ke e z
     0 1 2 1k , , , ,N   (11) 
which can be represented by evenly-spaced points around the unit circle in the complex plane, see Fig. 3. This 
frequency selection was developed so that the entire available frequency band up to the Nyquist frequency would be 
covered, and the discrete Fourier transform calculations could be done with computational efficiency using the FFT.  
 For a uniform sampling interval t , Eq. (6a) shows that the frequency resolution depends on the time length of 
the measured data T  and is approximately equal to 1 T  Hz. Efficient FFT algorithms for computing the DFT use 
this particular selection of frequencies, which means that the analysis frequencies cannot be selected arbitrarily for a 
given data record length. If the time length T is short, this frequency resolution can be unacceptably coarse, 
particularly for rigid-body aircraft dynamic modeling, where the frequency band containing the dynamic response 
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might be  0 1  Hz,  for a full-scale aircraft. Coarse frequency resolution can omit important data features in the 
frequency domain. For typical flight data with 50 Hz sampling rate, most of the processing involved in the FFT 
calculation of the discrete Fourier transform is done for frequencies outside the range of interest.  
 Adding zeros to the measured time-domain data to artificially increase the data record length, known as zero 
padding, is sometimes done in an attempt to increase resolution in the frequency domain using the FFT, because the 
analysis frequencies are tied to the data record length. However, this approach results in interpolation of the 
frequency-domain data obtained from the original time series, rather than increased resolution in the frequency 
domain. Zero padding is also sometimes done to make the number of data points in the time domain equal to an 
integer power of 2, which is a requirement for maximum speed of FFT algorithms. However, typical post-flight data 
analysis does not involve tight limitations on computation time, so the speed of FFT algorithms is not needed with 
modern computers. Furthermore, the simple Euler approximation used in the discrete Fourier transform and the FFT 
algorithm become increasingly inaccurate as the analysis frequencies and sampling interval increase.  
 
Figure 3.  Values of the transform variable k
j
kz e
  
1. High-Accuracy Finite Fourier Transform with Arbitrary Frequency Resolution 
 The finite Fourier transform in Eq. (2) can be computed very accurately with arbitrarily fine frequency resolution 
using the finite Fourier transform method described in Refs. [1] and [16], and implemented in SIDPAC1,12. This 
approach allows arbitrary choice of both the limits of the frequency band and the frequency resolution, 
corresponding to the start, end, and spacing of the analysis frequencies, as demonstrated by the circles shown in 
Fig. 3. The chirp z-transform17 can be applied to compute the discrete Fourier transform with frequencies finer than 
1 T  Hz, but it is more accurate and general to compute the finite Fourier transform in Eq. (2) using the numerical 
method described in Refs. [1] and [16], and implemented in the SIDPAC code fint.m. This method applies the chirp 
z-transform for improved frequency resolution, but improves the accuracy of the finite Fourier transform using local 
cubic interpolation of the sampled time series data and special calculations near the endpoints. Using this approach, 
the value of the finite Fourier transform can be computed at arbitrarily selected frequencies anywhere within the 
frequency band  0 N, f  with errors on the order of the numerical precision of the computer. This capability provides 
a solid and versatile underpinning to many frequency domain techniques and renders those methods more accurate 
and flexible. All finite Fourier transformations in this work were done using this method, unless otherwise specified.  
2. Frequency-Domain Sampling 
 To examine frequency-domain sampling, first note that for a simple sinusoid    ox t Asin t , the finite 
Fourier transform can be computed analytically, 
    
0
t j
ox Asin e d
      (12) 
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Similarly, for    ox t Acos t , 
           2 22 2
2
o oj t j t
o o
A
x t e sinc t e sinc t
   
    
   
           (14) 
 Because the time length t  appears on the right sides of Eqs. (13) and (14), some definitions of the finite Fourier 
transform include division by the time length to normalize the increasing values of the finite Fourier transform with 
increasing time, or to examine or compare frequency content for different data record lengths.  
 Figure 4 shows the analytic finite Fourier transform computed from Eq. (13) for the sinusoid    ox t Asin t  
with 1 2 10 Hz 20 so o oA , f T , f , T     , or    x t sin t . The scalloping in the analytic finite Fourier 
transform data, called leakage, is a smearing of frequency components to adjacent frequencies, and is the result of a 
finite (as opposed to infinite) data record1,15,18,19. If the analysis frequencies used in the finite Fourier transform are 
selected as the harmonic frequencies 2  1 2 1k T , k , , , N   , then the frequency sampling occurs at the peak of 
the major lobe and at the zeros of the true frequency-domain data, as shown by the x markers. Any deviation from 
these frequencies will sample the true frequency-domain data at different frequencies, as demonstrated by the o 
markers.  
 Using harmonic frequencies 2  1 2 1k T , k , , , N   , based on the data record length T, but evaluating the 
finite Fourier transform at a time different than T is demonstrated by the x markers in Fig. 5 for 13 s. This is similar 
in effect to using frequencies different from the harmonic frequencies based on the data record length T, and 
evaluating the finite Fourier transform at time T, which was demonstrated by the o markers in Fig. 4.  
 It follows that when the analysis frequencies are mismatched with the record length T and/or the fundamental 
period of the time-domain data (the usual practical case), then the frequency sampling will not be the ideal shown by 
the x markers in Fig. 4, but rather some other sampling of the true frequency-domain data. The important point is 
that the underlying frequency-domain characteristic is the same – only the frequency sampling is changed. 
Equivalently, the view of the underlying frequency-domain characteristic changes according to the frequency 
sampling. These same statements apply in the practical case where the time series is a sum of various sinusoids with 
arbitrary amplitudes and phase shifts, rather than the single pure sinusoid with unit amplitude and zero phase shift 
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used here for demonstration purposes. In practice, the underlying frequency-domain characteristic will be more 
complex, but the same analysis applies.  
 
Figure 4.  Frequency sampling  1 20 s 0 05 Hzf .    for    x t sin t  at 20 s 
 Figure 5 demonstrates the case where the data record length is less than the value T used for the resolution of the 
analysis frequencies 2  1 2 1k T , k , , , N   . When the data record length is larger than the reciprocal of the 
analysis frequency resolution in Hz, then some components could be omitted from the frequency-domain data, 
which violates Parseval’s theorem stating the equivalence of signal energy in the time and frequency domains1,15 
      
1 1
2
0 0
1 2
N M
*
i k
x i t x k x k f
N N
 
 
 
   (15) 
 
Figure 5.  Frequency sampling  1 20 s 0 05 Hzf .    for    x t sin t  at 13 s 
 As a practical consequence, the analysis frequency resolution must be no larger than 1 T  Hz, where T is the 
data record length, but the frequency resolution can be arbitrarily finer using the chirp z-transform and the high-
accuracy calculation of the finite Fourier transform implemented in SIDPAC. Note that some components will also 
be omitted if the frequency band selected for the finite Fourier transform is smaller than  0 N, f , where Nf  is the 
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Nyquist frequency in Hz,  2 1 2N sf f t  . The omission in the former case is because the frequency resolution 
is too coarse for the given data record length, whereas in the latter case, the omission is because of a deliberate 
truncation of the range of analysis frequencies, which can be used for practical advantages, as will be described 
later. 
 Figure 6 shows the result from using a very fine and irrational frequency spacing equal to  1 3 T  Hz. This 
demonstrates that the analysis frequencies can be made arbitrarily fine without compromising the Fourier transform 
accuracy when using the high-accuracy Fourier transform in SIDPAC.  
 
Figure 6.  High resolution frequency sampling  1 3 20 s 0 0053052 Hzf .    for    x t sin t  at 20 s 
B. Detrending 
 Prior to transforming time-domain data to the frequency domain, any low-frequency signal components with 
relatively high amplitude, such as the constant part (called the bias) and part that is linearly related to time (called 
the linear trend or drift), are removed from the time series. This process is called detrending. The purpose of 
detrending is to prevent leakage from these relatively large low-frequency components, which can pollute the 
frequency-domain data at the lower end of the frequency range of interest.  
 Figure 7 shows the effect of leakage using an angle of attack measurement from the T-2 aircraft. The plots on the 
left side show the measured angle of attack and the corresponding finite Fourier transform data. On the right side, 
the bias and linear trend were removed from the angle of attack time series prior to applying the finite Fourier 
transform. The results show that detrending the time series removes the leakage from the relatively large bias and 
linear trend, and clearly reveals the underlying character of the data at low frequencies. For this reason, detrending is 
applied before any Fourier transform is applied in practice.  
1. Bias and Trend Removal 
 An effective way to detrend a measured time series is to use simple regression to remove the components that are 
constant and linearly related to time. For a vector z  of measured time series data, 
    0 1
T
d d  θ X t1  (16a) 
  
1
T T
d d d d
ˆ

θ X X X z  (16b) 
so that the trend is 
 d d dy X θ  (17) 
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Figure 7.  Frequency-domain effect of detrending 
The detrended data dz  is then 
 d d z z y  (18) 
 Because time series are detrended prior to Fourier transformation, the bias and trend are not observable using 
frequency-domain modeling. Stated another way, frequency-domain data include only dynamic information content, 
and not static or trend information. Consequently, for data analysis and modeling in the frequency domain, a 
separate subsequent step must be included to determine the model bias and trend. Fortunately, this step is easy to 
accomplish in the time domain, because these terms are typically among the most well-conditioned of all model 
terms in the time domain, and therefore are easy to estimate accurately.  
 Removing the linear trend for a data record with length T  seconds can be viewed as approximately removing 
the frequency content of a sinusoid with period 4T  seconds. The trend can be considered the first quarter of a 
triangular wave, approximating a sine wave with the same period. This viewpoint is useful for estimating the 
effective frequency content being removed when detrending the data.  
2. Nonlinear Detrending 
 In some cases, measured time series have large low-frequency components that are more complex than just a 
bias and linear trend with time. This happens in operational flight maneuvers and in flight test maneuvers designed 
for global aerodynamic modeling20,21. The situation can be handled by augmenting the detrending functions to 
include higher powers of the time vector. Modifying Eqs. (16a) to include square and cubic terms, 
   2 30 1 2 3
T
d d        
θ X t t t1  (19) 
Eqs. (16b)-(18) can be applied as before. This approach expands the range of flight maneuvers that can be analyzed 
in the frequency domain. In this case, the frequency content of the detrended components dy  cannot be as easily 
estimated as when only the bias and linear trend are removed, but the trend dy  can be analyzed separately to 
determine the frequency content of the components removed by detrending. With more capable modeling functions 
being used for detrending, there is a risk of inadvertently removing higher-frequency content, so nonlinear 
detrending must be done carefully, and the frequency content of the trend dy  should be examined.  
3. High-Pass Filtering 
 Low-frequency components of a measured time series can be removed using a high-pass filter to implement 
detrending. The advantage of this approach is that it can be used in real time as well as post-flight. However, the 
frequency cutoff for any high-pass filter design is gradual, which means part of the large, low-frequency 
components can get through, and there is some phase lag associated with high-pass filtering near the filter cutoff 
frequency. These problems can be mitigated with careful design of the high-pass filter, but cannot be avoided 
completely. Desirable characteristics for the high-pass filter are: sharp frequency cutoff between the frequencies 

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passed through and filtered (generally associated with higher-order filters), and small amplitude and phase changes 
for frequencies in the pass band. Good results have been obtained using a 4th-order Butterworth high-pass filter with 
cutoff frequency set at  1 2T  Hz, where T  is the period of the lowest frequency of interest. Of course, other high-
pass filter design solutions are possible. This approach has been applied successfully in flight for real-time dynamic 
modeling in the frequency domain5,20,22.  
C. Automatic Smoothing and Dropout Rejection 
 Wideband measurement noise and occasional data dropouts appear in the finite Fourier transform data as 
relatively constant magnitude components with random phase angles over the entire available frequency range 
 0 N, f  Hz23-25. A simple way to effectively smooth the data and remove occasional data dropouts is to confine the 
frequency band used for the finite Fourier transform to a small frequency band associated with the dynamics of 
interest. In a sense, this is getting something for nothing, because omitting the finite Fourier transform calculation 
for frequencies outside the band of interest implements data smoothing and occasional data dropout removal.  
 This is demonstrated in Fig. 8, which shows noisy measured time series data with a single data dropout in the 
upper left plot. The plots on the left side of Fig. 8 show time and frequency domain data for the measured time 
series, and the plots on the right show corresponding plots for the smoothed result from applying the finite Fourier 
transform using the limited frequency band  0 2,  Hz with frequency resolution 0 05f .   Hz..  
 
Figure 8.  Data smoothing and data dropout removal using Fourier transformation with a limited frequency band 
 Note that the transformation from the frequency domain back to the time domain (cf. Eq. (8b), result illustrated 
in the upper right plot of Fig. 8) need not be done when the analysis and modeling are done in the frequency domain. 
The smoothing is implemented in the frequency domain simply by applying the finite Fourier transform with a 
limited frequency band, which can be done easily with SIDPAC program czts.m or fint.m. This operation can also 
be understood from Eq. (2) as a projection of the noisy signal with data dropouts onto relatively low-frequency 
sinusoids, which cannot represent rapidly-changing time-domain features, so the noise and data dropouts are 
effectively rejected. When the magnitude of a data dropout is very high, or the noise level is high, then the smoothed 
data will show some evidence of the undesired signal components, because the high magnitude of the wideband 
noise or dropout data result in non-negligible contributions within the frequency band of interest.  
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D. Finite Fourier Transform for the Time Derivative of Time Series Data 
 When a time series has non-zero endpoints, the finite Fourier transform of the time derivative of that time series 
requires endpoint correction terms. Applying integration by parts to Eq. (2) for a time derivative  x t , 
          
0 0
0
T Tj t j T j tx t x t e dt x T e x j x t e dt              
        0j Tx t x T e x j x        (20) 
 Applying high-pass filtering or detrending to a time series or assuming perturbations from an initial reference 
condition imposes a zero initial condition. This leaves only one term for the endpoint corrections, so that 
      j Tx t x T e j x       (21) 
 Equation (20) can be used to compute the finite Fourier transform for the time derivative of a time series with 
non-zero endpoints.  
E. Finite Fourier Transform for Data from Multiple Maneuvers 
 Often the data from more than one maneuver or data record must be combined for a single analysis. When 
applying the finite Fourier transform, this can be done by simply adding the Fourier transform data from individual 
data records at corresponding frequencies. Each data record to be combined must be transformed into the frequency 
domain using the same frequencies. This is easily done when the frequencies for the transformation can be selected 
arbitrarily, as in the SIDPAC code fint.m. This simple approach works because the finite Fourier transform is an 
integral.  
 If frequency-domain data from two maneuvers are to be combined to represent the situation where the associated 
time series are concatenated in time, the task can be done in the frequency domain by multiplying the frequency 
domain data from the second maneuver by 1
j T
e

, where 1T  is the time length of the first maneuver, then adding 
the frequency-domain data at corresponding analysis frequencies  . This is equivalent to a pure time-shift of the 
data in the second maneuver by 1T  seconds.  
 It is not correct to concatenate data in the time domain, then apply the finite Fourier transform. The reason is that 
any variations near the boundary of the concatenation but on different sides of that boundary will be erroneously 
interpreted as real frequency content. For a similar reason, it is not correct to use the total duration of the combined 
maneuvers for 1 T  in frequency-domain analysis. The correct approach is to transform individual maneuvers 
separately using the same analysis frequencies, then add the frequency-domain data at the corresponding 
frequencies.  
F. Recursive Discrete Fourier transform 
 For any given frequency  , the discrete Fourier transform at sample time i t  is related to the discrete Fourier 
transform at time  1i t  by 
      1
j i t
i iX X x i e
      (22a) 
where 
 
 1j i tj i t j te e e
        (22b) 
This is simply calculating the discrete Fourier transform in Eq. (8a) as a running sum. The quantity j te   is 
constant for a given frequency   and constant sampling interval t . It follows that the discrete Fourier transform 
can be computed for a given frequency at each time step using one addition in Eq. (22a) and two multiplications – 
one in Eq. (22b) using the stored constant j te   for frequency ,  and one in Eq. (22a). There is no need to store 
the time-domain data in memory when computing the discrete Fourier transform in this way, because each sampled 
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data point is processed immediately as a projection onto Fourier basis functions. Previous time series data can be 
incorporated in all subsequent analysis by simply continuing the recursive calculation of the Fourier transform. In 
this sense, the recursive Fourier transform acts as memory for the information in the data. More data from more 
maneuvers improves the quality of the data in the frequency domain without increasing memory requirements to 
store it. Furthermore, the Fourier transform is available at any time i t . The approximation to the finite Fourier 
transform can be completed using Eq. (4b), 
    i ix ,t t X    (23) 
 Figure 9 shows the time evolution of the recursive discrete Fourier transform for frequencies in the range 
[0.05, 1.0] Hz, using the analytic solution in Eq. (13) and the same example sinusoid used earlier,    x t sin t . 
Note that the main lobe amplitude increases as the data record length increases, and the side lobes become more 
numerous and closely-spaced in frequency as time goes on.  
 The true character of the frequency-domain data is shown in Fig. 9, because the analytic solution for the finite 
Fourier transform in Eq. (13) was used. Even for this simple sinusoid, it is clear why there might be difficulty in 
determining power spectral density, because the distribution of signal power with frequency is scattered into side 
lobes that change significantly as a function of data record length. On the other hand, this changing character is 
sampled very accurately using the recursive discrete Fourier transform (cf. Figs. 4-6), so that results from the 
recursive discrete Fourier transform can be used directly at any time as accurate frequency-domain data. This means 
that any frequency-domain analysis based on discrete Fourier transform data can be readily converted to a real-time 
method, because of the simple and efficient recursive finite Fourier transform in Eqs. (22). Important practical 
implications of this will be explored in later sections.  
 The recursive discrete Fourier transform has been applied successfully in flight tests and in wind-tunnel tests for 
real-time dynamic modeling in the frequency domain5,20,22,26-33.  
 
Figure 9.  Recursive discrete Fourier transform time evolution 
G. Time Variation and Data Forgetting 
 The recursive discrete Fourier transform in Eqs. (22) implements a data information memory for as long as the 
running sum is continued. When the situation changes, older data should be discounted or forgotten in some way. If 
this is not done, then the speed of response to the changes is progressively degraded, as new information has to 
overwhelm an increasingly longer memory. Consequently, there is a trade-off between the desired rapid response to 
changes versus retaining enough data information for accurate data analysis and modeling.  
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 It is possible to trigger a reduction in the magnitudes of the discrete Fourier transform values computed from 
past data, based on an event such as a detected failure, a change in test conditions, or a significant increment in the 
information content of the measured data. In the latter case, the detected increase in recent data information content 
would presumably support an update to the frequency-domain data. In practice, the criteria and discounting schemes 
for data forgetting depend on the application.  
 If past values of the Fourier transform  iX   computed from Eq. (22a) are saved in computer memory, perhaps 
at set intervals of time, then it is possible to implement selective amnesia by simply subtracting past values of the 
running sum corresponding to the Fourier transform, or differences between past values of the running sum. For 
example, forgetting all data information content older than 10 seconds could be implemented by subtracting the 
value of the running sums for the Fourier transforms at 10 seconds ago from the current running sums. Similarly, to 
forget data information content collected between 5 and 7 seconds ago, the difference between the running sums at 5 
and 7 seconds ago would be subtracted from the current running sum. The price to pay for this capability is the 
computer memory required to store past values of the running sums associated with the Fourier transforms for each 
time series at each frequency. The memory requirements could be reduced by perhaps only saving the running sums 
at intervals of 10 seconds, for example.  
 The simplicity of Eqs. (22) and linearity of the Fourier transform with respect to the time series data  x i  allows 
easy implementation exponential data forgetting in the recursive discrete Fourier transform, by modifying Eq. (22a) 
to 
      1
j i t
i iX X x i e
       (24) 
 This can be interpreted as multiplying each past value of the time series by a forgetting factor  , 0 1  , at 
each time step. Old data are gradually devalued and eventually discarded for practical purposes. Use of a constant 
forgetting factor in this way corresponds to exponential data forgetting with respect to time1. Note that 1   makes 
Eq. (24) the same as Eq. (22a), corresponding to no data forgetting, and 0   would be the impractical case of 
forgetting all data except the current data point. In practice, typical values of the forgetting factor are  
 0 90 1 00. .   (25) 
 The challenge is generally not in the implementation of data forgetting, but rather in deciding how much data 
information to forget, and when. There are currently no concrete guidelines for choosing a value for  , nor for 
determining when and how much to forget using selective amnesia. Alternatively, the recursive discrete Fourier 
transform can be simply restarted by setting all  X   values to zero based on an event, such as a flight condition 
change, the start of a new maneuver, a change to the aircraft configuration, or some type of damage or failure.  
IV. Frequency Response Estimation 
 The use of frequency response data for aircraft system identification involves some important practical 
considerations related to the calculation and interpretation of frequency response estimates based on measured data.  
A. Interpretation of the Frequency Response 
 By definition, the frequency response characterizes the linear dynamic relationship between a single input and a 
single output. Aircraft are nonlinear dynamic systems with multiple inputs and multiple outputs. Because of this 
mismatch, using frequency responses for aircraft system identification generally requires significant flight test time 
and other special considerations during flight testing, data analysis, and modeling. One main reason is that accurate 
frequency response estimation using conventional spectral analysis methods means that only one control can be 
moved significantly at any time during the flight testing. A frequency response estimated from flight data collected 
when more than one input is moving will be biased unless corrective steps are applied in the frequency-domain data 
conditioning6,18,19. Furthermore, each frequency response can only characterize a range of flight conditions and 
dynamic responses where linearity assumptions are valid.  
 The frequency response is a nonparametric model, and therefore does not require a parametric model structure. 
The frequency response is equivalent to fitting the system dynamics with a linear, time-invariant, dynamic system 
model, without specifying the order of the model. Such models have been referred to as describing functions34. The 
frequency response therefore has no inherent capability to model nonlinearity, apart from combining multiple local 
linear approximations.  
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 Although the frequency response can be used to predict transient response, it cannot be identified well directly 
from transient data. The reason is that a frequency response is exhibited most clearly as the steady-state, forced 
response for a linear, time-invariant system to a single input, after any transients have died out. Consequently, the 
flight test maneuvers typically used for frequency response estimation are frequency sweeps with slow variation in 
the input frequency, which generally require more flight test time than other approaches. A more efficient flight test 
method for frequency response estimation with multiple inputs and multiple outputs will be discussed later.  
B. Power Spectral Density Estimation 
 The frequency response can be estimated from measured data as the ratio of the estimated cross-spectral density 
of the output y to input u, divided by the auto-spectral density of the input, 
  
 
 
uy
uu
Gˆ
Hˆ
Gˆ



  (26) 
where 
      
2 *
uuGˆ u ,T u ,T
T
    0  (27a) 
      
2 *
uyGˆ u ,T y ,T
T
    0  (27b) 
 Spectral densities are also called power spectral densities or power spectra. The power spectral density values are 
a function of frequency and represent the squared magnitude of the signal in a frequency bin centered at a particular 
frequency. Parseval’s theorem stated in Eq. (15) shows this in mathematical form, so that the units of auto-spectral 
density must be 
 auto-spectral density units = [signal units]2/[frequency units] (28) 
and similarly for the cross-spectral density.  
1. Practical Issues 
 There are important practical issues associated with the use of the discrete Fourier transform to compute power 
spectral density. The first is that the number of frequencies used for the Fourier transformation is finite, so that in 
practice the underlying continuous spectral density function is characterized by discrete values for small frequency 
bands centered at each frequency kf , namely  2 2k kf f , f f   , where f  is the frequency resolution. The 
power spectral density estimates are therefore equivalent values for the continuous frequencies contained in each 
frequency bin centered on kf .  
 Another issue arises because a finite length of data is used to estimate the power spectrum, which leads to the 
phenomena called leakage, discussed earlier and encountered in Figs. 4-7. This issue is important because the power 
spectral density quantifies signal power in discrete bins along the frequency axis, so that leakage causes inaccuracy 
in power spectral density estimates.  
 A finite length of data on the time interval  0,T  can be obtained (conceptually) by multiplying an infinite 
length of data by a function that equals 1 on the time interval  0,T  and is zero otherwise. This is called the boxcar 
function, shown in the upper plot of Fig. 10. It is well-known that the Fourier transform of the product of two 
time-domain functions is equivalent to convolution of their Fourier transforms in the frequency domain1,6,18,19. The 
Fourier transform of the boxcar function is fairly wide, with a relatively poor rate of decrease for the side lobes as a 
function of frequency, as shown in the lower plot of Fig. 10. This behavior is related to the fact that it is difficult for 
a Fourier series to represent a function with discontinuities, such as the boxcar function. Therefore, the Fourier 
transform of a finite length of data is equivalent to convolution in the frequency domain of the Fourier transform of 
the time function of interest (assumed infinite in length) with the Fourier transform of the boxcar function. The 
result is a smearing or leakage of frequency components from each frequency bin into adjacent ones, resulting in 
reduced accuracy of the power spectral estimates. Note that there is no leakage if the only frequencies present in the 
data are those associated with the frequency bins, see the lower plot of Fig. 10.  
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 To mitigate leakage, the finite data record can be multiplied by a windowing function that changes gradually 
from zero to one, then returns to zero. A windowing function without the severe discontinuity of the boxcar function 
has fewer and smaller side lobes, which reduces leakage. There are many windowing functions that can be 
used6,15,18,19. A good practical choice is the Bartlett window, defined by 
  
2
1
2
i N
w i
N

   0 1 1i , , ,N   (29) 
which is a simple ramp from 0 to 1 and back to 0. When data windowing is implemented, the time series  x i  is 
modified to    w i x i , where  w i  is the value of the windowing function at the ith data point. To maintain the 
validity of Parseval’s theorem, the power spectral density estimates must be divided by the mean sum of squares of 
the weighting function, 
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where  wX k  is computed from the windowed time series    w i x i , 0 1 1i , , ,N  .  
 
Figure 10.  Boxcar function and its Fourier transform 
 Another important issue relates to the accuracy of power spectral estimates computed from measured time series 
data using Eqs. (27). Spectral density estimates computed directly from Eqs. (27) have random error close to 100% 
of the computed values, regardless of the data record length15,18. In practice, this random error can be reduced using 
some form of averaging. One common method is to partition the measured time series into n segments of data. The 
standard calculation of the spectral densities in Eqs. (27) is applied to each data segment. Then the results at each 
frequency are averaged, resulting in a spectral density estimate with random error variance reduced by a factor of 
1 n , due to the averaging. To achieve more averaging, the data segments are normally overlapped by 50%, meaning 
that adjacent segments share 50% of their data points. This increases the number of averages n , but decreases the 
variance reduction factor to  9 11n , because some data are reused in adjacent data segments. However, the 
increased number of averages from overlapping data segments more than compensates for the decrease in the 
variance reduction factor.  
 However, partitioning splits the data into subsets with smaller data record lengths, and this raises the lowest 
frequency available and makes the frequency resolution more coarse. Although overlapping the data partitions by up 
to 50 percent of the window width mitigates the problem, the fundamental trade-off between reduced random error 
(for an increased number of smaller windows) and reduced frequency range and resolution (for fewer larger 
 w t
w
T0
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windows) remains. This problem has been addressed by analyzing the data using various window sizes, then 
combining the results using an optimized weighting based on the extent to which the output is linearly related to the 
input, quantified by coherence6 
  
 
   
2
2 uy
uy
uu yy
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G G


 
    20 1uy     (31) 
A coherence value of 1 represents a perfectly linear relationship between the input u and output y, whereas a 
coherence value of 0 means that the input and output have no linear relationship. The coherence is a function of 
frequency.  
 Another way to address the problem is to simply increase the maneuver time length, but that approach requires 
more flight test time and can be impractical for flight conditions that cannot be maintained for a long period of time.  
 Note that the approach of windowing and averaging has an implicit assumption that the windows of data are 
different samples of a stationary random process assumed to have properties that are constant with time. If the data 
come from an aircraft excited using a conventional frequency sweep, then the frequencies change sequentially in 
time. In that case, the stationarity assumption is not valid because the data for each window has different frequency 
content, and the accuracy of the spectral estimates computed using the windowing method is compromised. Figure 
11 illustrates the idea for a simulated longitudinal flight test maneuver with a frequency sweep input applied to the 
longitudinal pilot input  , showing Bartlett data windows with 50 percent overlap.  
 
Figure 11.  Longitudinal frequency sweep data and data windows 
 An alternative method for reducing the variance in the spectral density estimates is to compute the Fourier 
transform at a frequency resolution n  times finer than is desired for the end result. SIDPAC routines czts.m or 
fint.m can be used to compute the spectral densities on the fine frequency mesh, then the results are summed for 
adjacent n  frequencies to produce results for the desired (coarser) frequency mesh. This results in spectral density 
estimates with random error variance reduced by a factor of 1 n . The spectral density values are summed rather than 
averaged, to maintain the validity of Parseval’s theorem. This summing operation is also consistent with the earlier 
discussion concerning discrete frequency bins.  
 The binning method is easy to implement, because the chirp z-transform implemented in SIDPAC codes czts.m 
or fint.m has the capability for arbitrary frequency resolution. The approach is simply to determine the number of 
values n  required to achieve the desired accuracy for the spectral density estimates, and select a frequency mesh 
fine enough to provide the required number of adjacent values. Then implement Eqs. (27) and sum the adjacent 
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results to compute an accurate spectral estimate at each desired frequency. This method is implemented in SIDPAC 
programs fresp.m, spect.m, and cspect.m.  
 For long data records, frequency responses can be estimated accurately by averaging results from overlapped 
windowed data segments, sometimes called the periodogram method, and from the binning method. An 
enhancement of the periodogram method is implemented in the commercial software called CIFER®6, where 
periodogram estimates using windows with various sizes are combined using an optimization based on coherence to 
improve the estimates of power spectra and frequency responses. Figure 12 shows frequency response estimates 
from these three methods, using the frequency sweep data shown in Fig. 11. The magnitude and phase plots for a 
q   longitudinal frequency response are shown on the left side of Fig. 12. The data shown in Fig. 11 were 
generated using a known simulation, so that the true dynamic system was known. The true frequency response is 
plotted using solid lines on the left side of Fig. 12. The errors between the frequency response estimates and the true 
frequency response are shown on the right side of Fig. 12 for both magnitude and phase angle. In this case, the 
accuracy of the three methods is comparable. 
 
 
Figure 12.  Longitudinal q   frequency response, a estimates and b errors 
 Next, the simulation model was modified so that the damping was lower, and the data record length was reduced 
to 20 seconds, as shown in Fig. 13. A computer-generated frequency sweep was used for the longitudinal input   
over the frequency range [0.63, 10.0] rad/s or [0.10, 1.59] Hz.  
 In this case, the periodogram method was applied using a window length of 4 s, which leads to 9 data windows 
overlapping by 50 percent. Algorithm settings were adjusted so that the periodogram method and the binning 
method produced frequency response estimates at approximately the same frequencies.  
 Frequency response estimation results are shown in Fig. 14. The periodogram method produced relatively poor 
results at middle and lower frequencies. Furthermore, the values produced at resolutions higher than the inverse of 
the window length in seconds (1/4 Hz in this case) are actually interpolations. The lightly damped dynamics and 
relatively short data record were chosen to highlight this issue. On the other hand, the binning approach does not 
interpolate, but rather produces accurate estimates of the true frequency response based on high-quality Fourier 
transform data with very fine frequency resolution. The binning method does not have degraded accuracy at middle 
and lower frequencies, which the periodogram has because there are fewer cycles of the lower frequencies in each 
data window. The binning method does not window the data, but instead uses the entire data record, because the 
averaging for improved accuracy is done by summing high-quality Fourier transform data with very fine resolution.  
 Any method based on the periodogram has an inherent trade-off between the data record length needed for a 
sufficient number of data windows for averaging to reduce random error, and the frequency resolution, which is 
1 wT , where wT  is the length of the data window in seconds. The binning method avoids this problem by using 
high-resolution, high-accuracy Fourier transform data for the entire data record, and summing the high resolution 
data to get accurate frequency response estimates. Consequently, for short data records, the binning method can 
provide more accurate results at higher frequency resolutions compared to methods based on the periodogram.  


ba
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Figure 13.  Longitudinal frequency sweep data 
 
Figure 14.  Longitudinal q   frequency response estimates for a 20 s frequency sweep 
2. Removing Endpoint Discontinuities for Accurate Spectral Analysis 
 Fourier analysis implicitly assumes that the time series under consideration is periodic. For most measured time 
series, making such an assumption implies discontinuities in the amplitude and first time derivative at the endpoints. 
This is illustrated in the upper plot of Fig. 15, which shows a time series constructed with known frequency content, 
but made very similar to a measured time series for sideslip angle from a T-2 flight test maneuver. Lanczos23 
showed that the Fourier series for time series with these endpoint discontinuities has much slower convergence than 
the Fourier series for a function with no endpoint discontinuities in either the amplitude or first time derivative. In 
the former case, the magnitudes of the Fourier coefficients decrease asymptotically with 1k , where k  is the 
number of terms in the Fourier series expansion, whereas in the latter case, the asymptotic decrease goes according 
to 3k . This seems reasonable, because the sinusoids in the Fourier series have no discontinuities in amplitude or 
 
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first derivative anywhere, and therefore would be expected to have difficulty representing a time series with those 
discontinuities.  
 Note that endpoint discontinuities typically exist even after detrending is applied, mainly because amplitude 
variations in practical time series are seldom symmetric about any removed trend. The lower plot in Fig. 15 shows 
the same sideslip angle data with bias and linear trend removed. Discontinuities in magnitude and slope at the 
endpoints remain, although they are not as large as for the original time series shown in the upper plot of Fig. 15. 
Consequently, even a detrended time series can have degraded Fourier series convergence, although usually to a 
lesser extent than if the time series were not detrended. There are times when removing only the bias and linear 
trend results in worse discontinuities at the endpoints than the original time series. This usually happens when the 
time series has a non-zero mean or linear trend with time, or the low-frequency time variation is something more 
complicated than linear with time.  
 It is possible to remove the endpoint discontinuities from any arbitrary time series, and thereby achieve the more 
abrupt decrease in the magnitude of the Fourier coefficients, which corresponds to faster convergence of the Fourier 
series expansion. The higher rate of convergence can be used to enable separation of deterministic signal from 
random noise1,24, but also for accurate spectral analysis.  
 
 
Figure 15.  Sideslip angle time series 
 To remove the discontinuities, a linear trend is subtracted from measured time series x  to pin the endpoints to 
zero, then the result is reflected about the origin to remove both the magnitude and slope discontinuities at the 
endpoints. In practice, the endpoint data used to do this are locally smoothed values (several SIDPAC tools can be 
used for this, e.g., lsmep.m), so that the effect of noisy endpoints on the removed linear trend is minimized.  
 Then define a new time series  g i , with      1 0 1 0g N g g N      , computed as 
      
   1 0
0
1
x N x
g i x i x i
N
  
    
 
 1 2 1i , , ,N   (32a) 
    g i g i    1 2 1i , , ,N   (32b) 
 Figure 16 shows the result of performing these operations on the time series shown in the upper plot of Fig. 15. 
The vector  
            1 2 1 0 1 1
T
g N g N g g g g N        g   
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deg

 
detrended 
     deg

 American Institute of Aeronautics and Astronautics 
 
21 
is an odd function of time, and therefore can be expanded using a Fourier sine series: 
  
1
1
1
N
k
k
i
gˆ i b sin k
N



  
     
  1 2 1i , , ,N   (33) 
where  gˆ i  denotes the approximation to  g i  using the Fourier sine series and kb  are Fourier sine series 
coefficients. The summation over frequency index k  omits 0k   (zero frequency), since this is a pure sine series 
for an odd function. Only positive values of i  are included in Eq. (33), because those values correspond to the 
original time series.  
 The abrupt 3k  decrease in the magnitudes of the Fourier sine series coefficients kb  can now be expected 
because the discontinuities in the amplitude and first time derivative at the endpoints have been removed.  
 
 
Figure 16.  Sideslip angle time series with endpoint discontinuities removed 
The Fourier sine series coefficients for g  are computed as1,23,24 
  
2
1
2
1 1
N
k
i
i
b g i sin k
N N



  
      
  1 2 1k , , ,N   (34) 
where the index i  runs from  1 to 2N  , because    0  and 1g g N   are zero by Eq. (32a). The upper limit for 
k  is 1N  , which corresponds to the Nyquist frequency. From Eq. (34), the period kT  of the kth Fourier sine series 
term is given by 
 
 2 1
k
N t
T
k

  (35a) 
so the kth frequency kf  is related to the frequency index k  by 
 
 2 1k
k
f
N t


 (35b) 
 Using Eq. (33) to construct g  guarantees that any endpoint discontinuities are in the second and higher time 
derivatives of the time series. Convergence of the Fourier sine series approximation would be further accelerated if 
endpoint discontinuities in higher derivatives were also removed. However, since the measured time series are from 
a dynamic system where application of forces and moments can produce discontinuities in the second and higher 
time derivatives, any attempt to remove additional endpoint discontinuities risks inadvertently modifying the signal. 
Therefore, removing discontinuities in the amplitude and first time derivative at the endpoints is accepted as the best 
that can be done without corrupting the desired signal.  
g
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 Spectral analysis done in this way is straightforward, general, and accurate. Figure 17 shows spectral estimation 
results for the time series shown in the top plot of Fig. 15, compared to the known spectrum. Because the technique 
converts a finite time series with endpoint discontinuities into a time series that is periodic (cf. Fig. 16), the adverse 
effects arising from convolving the Fourier transform of the time series spectrum with the Fourier transform of the 
boxcar function are avoided, and the windowing and averaging operations required for conventional spectral 
analysis are not necessary. In addition to spectral analysis, other practical applications of this approach include noise 
covariance estimation from measured time series data, zero-lag data smoothing, zero-lag data extraction for 
arbitrarily selected frequency bands, and random noise generation1,23-25.  
 
Figure 17.  Spectral analysis for sideslip angle time series 
3. Discrete input frequency estimates using orthogonal optimized multisine inputs 
 The spectral density estimation expressions in Eqs. (27) are based on the analysis of stationary random data, 
where the spectral density as a function of frequency is unknown. This knowledge deficiency leads to the 
uncertainty in the spectral estimates, and drives the need to use averaging techniques to obtain spectral estimates 
with acceptable accuracy. Such techniques are appropriate when the input has frequency content that is not precisely 
known prior to the analysis, such as when piloted frequency sweeps are used for aircraft flight testing. Note that 
frequency responses cannot be calculated accurately for any analysis frequency where input power is low or 
nonexistent, because that would be close to dividing by zero, cf. Eq. (26).  
 An alternate approach to frequency response estimation is to use orthogonal optimized multisine inputs1,35,36, 
which have frequency content that is discrete and known prior to the analysis. The spectral content in the output is 
then known to lie at the designed discrete input frequencies, assuming linear system dynamics, which is implicit in 
the use of frequency responses. This greatly simplifies the calculation of frequency responses, because frequency 
response values can be computed directly at the discrete frequencies where input power is known to exist, using the 
simple expression 
  
 
 
y
Hˆ
u



  (36) 
 Error can be introduced because of the nonlinearity inherent in all practical aircraft, which produces spectral 
content in the output at frequencies other than the input frequencies. However, this error is present in any case when 
using frequency responses, which characterize only linear relationships.  
 Orthogonal optimized multisine inputs can be applied to multiple inputs at the same time, so that many 
frequency responses can be extracted simultaneously, rather than only the frequency responses for one input at a 
time, as must be done when using frequency sweeps and conventional spectral estimation based on Eqs. (26)-(27). 
Careful design of the multisines and excitation time length can be used to minimize or eliminate leakage.  
 Orthogonal optimized multisine inputs can apply excitation at discrete frequencies in parallel for many inputs 
simultaneously, as opposed to a frequency sweep, which applies excitation at sequential frequencies for one input at 
kb
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a time. Consequently, using orthogonal optimized multisine inputs provides advantages in reducing flight test time 
and improving data quality, particularly at lower frequencies, because the dynamic system reaches steady state for 
all input frequencies relatively close to the beginning of the maneuver. In contrast, a frequency sweep must be 
lengthy so that the input frequencies can be traversed slowly, to approach steady state for the frequency content 
applied sequentially. Using discrete frequencies in the inputs also avoids the spectral estimation problems that 
require windowing, averaging, and coherence weighting, so that the frequency response can be estimated simply 
with Eq. (36). However, orthogonal optimized multisine inputs must be implemented by a computer. A pilot can 
approximate these inputs effectively21 for accurate dynamic modeling in the time domain and using the frequency 
domain methods described later. However, for spectral analysis, the piloted approximation produces continual 
transient response, which degrades spectral estimation results.  
 To demonstrate the approach, simulated F-16 longitudinal data were collected using a 20-second optimized 
multisine input. Because only a single input is used, the frequencies contained in the input can be very closely 
spaced32. Figure 18 shows the optimized multisine input and the noisy pitch rate output data.  
 
Figure 18.  Longitudinal optimized multisine data 
 Figure 19 shows frequency response estimates at the discrete input frequencies using Eq. (36), along with results 
using the periodogram method and the binning method, compared to the true frequency response. The discrete 
frequency estimates are very accurate, and were obtained very simply from Eq. (36). As before when using a 
conventional frequency sweep input, the binning method produced accurate frequency response results. The 
periodogram method results are still slightly degraded at middle and low frequencies, but the results are much better 
when using the optimized multisine input, compared to using a conventional frequency sweep input. This is because 
the excitation is applied at all frequencies simultaneously from start to finish for the optimized multisine, whereas 
the excitation is applied serially in frequency for a conventional frequency sweep, making the data information 
content more complete and dense throughout the maneuver for the optimized multisine input. In addition, the 
transient dies out early in the maneuver for all frequencies in the optimized multisine input, which improves the data 
quality for frequency response estimation, whereas the frequency sweep does not have that feature.  
 For a single input, the frequency content of the optimized multisine, which is also the frequency resolution of the 
frequency response estimates, can be made finer than 1 T , to approximately  1 4T  before the differences in the 
waveforms become too small to be distinguished in the frequency-domain analysis.  
 The method using discrete input frequencies has the additional advantage that it can be applied without 
modification to problems with more than one input. Orthogonal optimized multisine inputs can be designed1,35,36 and 
applied simultaneously to the dynamic system, and the frequency response estimation can be done simply and 
accurately using Eq. (36). The combination of orthogonal optimized multisines and Eq. (36) has been applied 
successfully in wind tunnel tests with many inputs and outputs29, and in flight tests27,28,30-33 to efficiently compute 
frequency responses from time series data. This general approach is also the basis of effective methods for real-time 
frequency response estimation, both in the time domain27, and in the frequency domain28-33.  
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Figure 19.  Longitudinal q   frequency response estimates for a 20 s optimized multisine 
4. Effect of transient response on frequency response estimate accuracy 
 As discussed earlier, the frequency response characterizes the steady-state response of a linear time-invariant 
system to sinusoidal inputs or input components. Because estimating frequency responses generally requires steady-
state data, any additional content in the data will bias the resulting estimate. Other contributions, such as transient 
responses, are always present in the data to some extent.  
 To examine the origin of the transient response for frequency response estimation, consider the solution to the 
state equation of a linear time-invariant system using Laplace transforms, 
        1 0s s s     x I A x Bu   (37) 
For a single harmonic input    ou t sin t , the solution can be expanded using partial fractions as 
  
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2 2
0
o
s s s
s
s s s 

  

N x N N
x
Δ Δ
  (38) 
where  sΔ is the characteristic polynomial of the system and the  sN  are matrices with polynomial elements in 
general. The first term on the right side of Eq. (38) is the free response due to initial conditions, and occurs at the 
natural frequencies of the system. The second term is the transient response due to offset from the steady-state 
response, and also occurs at the natural frequencies of the system. The third term is the steady-state linear response, 
which occurs at the frequency of the harmonic input.  
 As an example, Fig. 20 shows the Fourier transform of the pitch rate response of the F-16 nonlinear simulation to 
a sinusoidal input on the stabilator near the short period frequency, for one cycle of the input. A linear model for the 
short period mode computed from finite differences applied to the nonlinear simulation was used to separate the 
transient and steady-state responses. In this case, the transient response was a significant portion of the total 
response, and would impact frequency response estimation results near the short period frequency. 
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Figure 20.  Pitch rate response of the F-16 simulation model to a 0.32 Hz sinusoidal input 
  A variety of techniques can be used to mitigate the effects of transient responses in the data. In early experiments 
for system identification37, sine dwells were used, where a single sinusoid was applied, one frequency at a time, for 
each input. Numerous cycles of data were recorded, but only the last few cycles were averaged to compute relative 
magnitudes and phases at that single frequency. 
 A common alternative is to use frequency sweeps, where a harmonic input with increasing frequency is applied 
to the system. Because the input and steady-state output are continually changing, the second term in Eq. (38) is 
present throughout the duration of the maneuver. However, if the frequency is increased at a sufficiently slow rate, 
these transient responses are negligible compared to the steady-state response. 
 Another option is to use orthogonal optimized multisine inputs. In this context, a multisine input can be viewed 
as doing numerous sine dwells simultaneously on different control surfaces with different frequencies and phase 
angle offsets. Transient responses decay early in the data record, and most of the remaining data are entirely the 
steady-state response. In addition, multiple cycles of the input can be applied to obtain more steady-state data and 
overwhelm the transient portion of the data, and/or a fraction of the data at the beginning of the maneuver could be 
discarded. Another alternative is to linearly fade in the input from zero, to reduce the amplitude of the transient 
response.  
C. Real-Time Frequency Response Estimation 
 This section summarizes three techniques developed for real-time estimation of frequency responses from 
measured flight test data.  Conventional frequency response estimation methods6,18,19 require the entire data record, 
after the maneuver has completed. In contrast, these real-time techniques were developed to obtain frequency 
response estimates during flight tests and to reduce the amount of test time required to meet specified error 
tolerances. They can also be applied to estimate describing functions for adaptive controllers, time-varying systems 
for aircraft fault detection, human pilot models, multiple open and closed control loops, and stability margins for 
expediting envelope expansion flight tests.  
 Each of these three methods employ multisines on the inputs 
    j k k k
k K
u a sin tt  

   (39) 
and assumes the outputs are steady-state responses of the form 
    i k k k
k K
y b sin tt  

   (40) 
where K  represents the set of all available harmonic frequencies.  
 The methods recursively estimate either the input and output amplitudes and phase angles, k k k, , ,a b   and k , 
or recursively estimate the input and output Fourier transforms  j ku   and  i ky  . The corresponding frequency 
responses are updated in real time as 
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from the jth input to the ith output at the excitation frequencies k .  
 The quality of a frequency response estimate is traditionally judged by its coherence, cf. Eq. (31). Because no 
windowing or averaging is used in these real-time methods, the coherence is exactly 1 at all frequencies, which does 
not provide useful information. The analogous metric in this case is the coefficient of determination 2R , computed 
for each excitation frequency by comparing component sinusoids in the time domain. In addition, the least-squares 
approach used in two of the three methods automatically provides uncertainty bounds on the estimated terms, which 
can be transformed into uncertainties on the Bode plots. Applying a moving average to the time variations of the 
frequency response estimates provides additional insight.  
 Figure 21 shows a representative case, illustrated using a Bode plot. The F-16 nonlinear simulation was excited 
by applying an optimized multisine with 13 frequencies to the stabilator, and pitch rate was used as output. Each 
blue trace shows the frequency response estimate at one of the excitation frequencies. At the beginning of the 
maneuver, the estimates vary wildly due to noise, transient responses, and lack of data information. As the excitation 
continues, the estimates quickly converge.  The red line at the end of the time history is the true frequency response 
obtained from local numerical linearization of the nonlinear F-16 simulation. The final estimates from the real-time 
method fall almost exactly on the true frequency response.  
 
Figure 21.  Real-time frequency response estimates of sq   for the F-16 nonlinear simulation 
 These methods have many benefits over traditional approaches. The computations are relatively simple and few, 
so that many inputs, outputs, and frequencies can be processed quickly in real time using limited resources. 
Furthermore, because spectral density estimation techniques are not used, very few analyst judgments are needed. 
These techniques can therefore be used as a preliminary check in exploratory data analysis before the analysis 
progresses to parametric modeling. One drawback to using multisines is that only discrete frequencies are used, and 
any content between these frequencies is missed. However with appropriate design of the multisine inputs, the 
frequency spacing can be made arbitrarily small, within practical limits.  
1. Time-Domain Method 
 In the first method27, harmonic functions with the excitation frequencies are fit to input and output data in the 
time domain. Instead of using a sinusoid with unknown amplitude and phase, a sine and cosine function are used. 
For example, the output in Eq. (40) is rewritten as 
      i k k k k
k K
y t c cos t d sin t 

   (42) 
time (s)time (s)
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The parameters kc  and kd  now appear linearly in this equation and can be estimated in real time using recursive 
least squares in the time domain. From these estimates, the amplitude and phase are computed as 
  2 2 1k k k k k kˆ ˆ ˆˆb c d tan d c
    (43) 
Repeating this process for the input, estimates of the input and output amplitudes and phases are determined, and the 
frequency response can be computed using Eq. (41).  
2. Frequency-Domain Method 
 In the second method28, sinusoids are again fit to the input and output data, but this time in the frequency 
domain. The Fourier transform of a sinusoid over a finite amount of time is given by Eq. (13). This equation can be 
rearranged, again using the output as an example, as 
      i k k k k k k
k K
y c j d    

     (44) 
where 
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The parameters kc  and kd  are estimated using sequential least squares in the frequency domain. Then amplitudes 
and phases can be computed using Eq. (43). An example fit to the F-16 simulation pitch rate data in the frequency 
domain using this method is shown in Fig. 22. Repeating this process for the input, the frequency response can be 
computed using Eq. (41). 
 This method can be viewed as the frequency-domain counterpart to the first method. The main advantage of 
doing the estimation in the frequency domain is that the analysis covers only the excitation bandwidth, so that high-
frequency noise and other disturbances are automatically removed from the frequency-domain data. In addition, this 
reduces the number of data points used and therefore decreases computational requirements. There is no need for 
additional computation to correct the uncertainty estimates for colored residuals, as with the time-domain method.  
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Figure 22.  Model fit to pitch rate frequency-domain data for the F-16 nonlinear simulation 
3. Recursive Fourier Transform Method 
 In the third method28,30,32, recursive Fourier transforms of the outputs are divided by the Fourier transforms of the 
inputs, as in Eq. (36), but only at the excitation frequencies k  in the multisine input. Computing frequency 
responses in this way is sometimes called empirical frequency response estimation, which produces poor results 
when the input power spectra are unknown and the data generally do not contain full periods of the input 
frequencies, which leads to oscillations in the estimates.  
 However, when multisine inputs are used, the input has power at known discrete frequencies, and the data 
contain full periods of the input. Under these conditions, this method gives an excellent estimate of the frequency 
response, as was demonstrated earlier. Only the data at the excitation frequencies k  are used to compute the 
frequency response, which are the peaks of the Fourier transforms and are the most important points with the highest 
signal-to-noise ratios. This is the same technique described earlier in Section IV.B.3, except that the recursive 
Fourier transform is used to produce frequency response estimates in real time.  
 The analysis is conducted in the frequency domain over the bandwidth of excitation, so this method has good 
noise and disturbance rejection. Because the computations require only arithmetic and use the fewest number of data 
points of the three methods, this method is the fastest and requires the least amount of computation. 
 References [1],[6],[15],[17]-[19] contain additional information on frequency responses, including how they can 
be computed accurately from measured data, and how they can be used for aircraft system identification. The next 
two sections provide descriptions of alternative methods using the finite Fourier transform directly that produce 
accurate modeling results with shorter data record requirements. These methods can be applied to nonlinear and 
multi-input dynamic systems such as aircraft, and are easier to use in practice.  
V. Equation-Error Modeling in the Frequency Domain 
 This section shows how finite Fourier transform data can be used directly in equation-error modeling. The next 
section shows how finite Fourier transform data can be used in output-error modeling. Using the Fourier transform 
data directly, instead of first estimating spectral densities and frequency responses, avoids many of the problems 
discussed in Section IV, while retaining important advantages of working in the frequency domain.  
A. Equation-Error Parameter Estimation in the Time Domain 
 Equation-error parameter estimation can be applied in the frequency domain using a similar approach to 
equation-error parameter estimation in the time domain. However, the simple first step of transforming the data into 
the frequency domain using a limited frequency band with high resolution in the frequency domain provides 
important practical and computational advantages.  
 In its most common form, the equation-error method calculates aerodynamic parameter estimates that minimize 
the sum of squared differences between values of nondimensional force and moment coefficients determined from 
measured flight data and corresponding model values. The nondimensional force and moment coefficients are 
computed by substituting measured and known quantities on the right sides of the following equations1 
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This produces N values of the nondimensional force and moment coefficients, where N is the number of data points 
in the time domain. These values are often called measured force and moment coefficients, even though they not 
measured directly, but rather computed from other measurements and known quantities.  
 Model values are computed from a postulated model for each force or moment coefficient in terms of measured 
aircraft states and controls. Although the form of the models can vary, typical linear model structures are: 
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2 2p r oa r
l l l l l a l r l
o o
pb rb
C C C C C C C
V V  
         (49a) 
 
2q os
m m m m s m
o
qc
C C C C C
V 
      (49b) 
 
2 2p r oa r
n n n n n a n r n
o o
pb rb
C C C C C C C
V V  
         (49c) 
 For each of the equations (46a)-(47c), substituting force or moment coefficient values computed from 
Eqs. (48a)-(49c) on the left side, along with corresponding measured states and controls on the right, results in an 
over-determined set of equations for the unknown aerodynamic parameters. This problem can be solved using a 
standard least-squares method.  
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 For example, the least-squares problem for the pitching moment coefficient mC  is formulated using the model 
structure in Eq. (49b) as 
  z Xθ   (50) 
where 
      1 2 1 vector of values computed from Eq. (47b)
T
m m mC C C N N    z  
 4 1 vector of unknown parameters
q os
T
m m m mC C C C 
   
 
θ  
 4 matrix of modeling function vectors or regressors
2
s
o
c
N
V
 
   
 
q
X α δ 1  
      1 2 1 vector of equation errors
T
N N        
 The matrix X  is assembled using measured data, with each column representing a modeling function, also 
called a regressor. The best estimator of θ  in a least-squares sense comes from minimizing the sum of squared 
differences between the dependent variable measurements z  and the model, 
      
1
2
T
J   θ z Xθ z Xθ  (51) 
 The least-squares solution for the unknown parameter vector θ  is1 
  
1
T Tˆ

θ X X X z  (52) 
and the model output is 
 ˆˆ y Xθ  (53) 
 The estimated parameter covariance matrix is computed from1 
        
1
2T T
ij
ˆ ˆ ˆ ˆCov E C
           
θ θ θ θ θ X X  1 2 pi, j , , ,n  (54a) 
 
   
 
2
T
p
ˆ ˆ
ˆ
N n

 


z y z y
 (54b) 
where the number of unknown parameters 4pn   for this example. The standard errors of the estimated parameters 
are given by the square root of the diagonal elements of the covariance matrix, 
  j jjˆs C   1 2 pj , , ,n  (54c) 
 There are two important unstated assumptions underlying the expressions given above. One is that the 
regressors, or columns of X , are assumed to be known without error. The second is that the noise on the dependent 
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variable z  is assumed to be white and Gaussian. For practical aircraft problems, neither of these assumptions holds. 
However, methods have been developed to correct the problems in the time domain1,38. In contrast, if the problem is 
done in the frequency domain using finite Fourier transform data over a limited frequency band, then both of these 
practical problems disappear, as discussed next.  
B. Equation-Error Parameter Estimation in the Frequency Domain 
 For the equation-error method applied in the time domain, when the regressors are noisy (because they are 
assembled from measured data) the parameter estimates will be biased1,38. However, if the problem is done in the 
frequency domain, the first step is applying the finite Fourier transform over a limited frequency range 
corresponding to the dynamics of interest. This automatically smooths the regressors, and the resulting equation-
error parameter estimates are unbiased1,38. The simple first step of transforming the data into the frequency domain 
with a limited frequency band achieves the regressor smoothing required for unbiased parameter estimates.  
 A typical frequency band for the analysis of a 20-second data record for a full-scale aircraft might be 
  0 100 0 125 1 475 1 500   HzTf . . . .  2 f   (55) 
The lower bound is chosen as 2 T , where T  is the time length of the maneuver, so that the lowest analysis 
frequency will have 2 complete cycles in T  seconds, and the upper bound is chosen to include the dynamics of 
interest, typically identified as the upper bound of the frequency range for large components relative to the noise 
level in the frequency domain. Note that this upper limit can be readily found by transforming the data over a wide 
frequency band first (easily done with the SIDPAC fint.m program) to determine the frequency band where the large 
components lie.  
 In the frequency domain, the set of over-determined equations resulting from equation-error modeling is of the 
same form given in Eq. (50) above, except that the number of data points is M, where M is the number of selected 
frequencies for the Fourier transformation, and the problem now involves complex numbers. The analogs of 
Eqs. (52)-(54) for equation-error in the frequency domain are1 
    
1
† †ˆ Re Re

 
 
θ X X X z  (56) 
 ˆ ˆy Xθ  (57) 
    
1
†
ij
ˆCov G Re C

       
θ X X  1 2 pi, j , , ,n  (58a) 
where Gˆ  is a power spectral density estimate for the residuals  ε z y , computed from (cf. Eqs. (27a)) 
      
   2 *
N
max f min f
Gˆ ,T ,T
T f
     
    
1
2
Nf
t
  (58b) 
The ratio of frequency ranges multiplying the spectral density estimate expression is needed when the analysis 
frequencies are concentrated in a limited frequency band within  0 N, f Hz, which can be achieved using the high-
accuracy finite Fourier transform implemented in SIDPAC program fint.m. As discussed earlier, frequency 
resolution can be selected as 1f T   or finer, but a frequency resolution more coarse than 1 T  will omit 
frequency content and violate Parseval’s theorem, Eq. (15). Data information limits dictate that the number of data 
points in the frequency domain cannot exceed the number of data points in the time domain, so M N .   
 The standard errors of the estimated parameters are given by the square root of the diagonal elements of the 
covariance matrix, 
  j jjˆs C   1 2 pj , , ,n  (58c) 
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 For the dependent variable, transforming into the frequency domain using a limited frequency band improves the 
signal-to-noise ratio by removing most of the wideband noise, but also leads to model residuals in the frequency 
domain that can be approximated as constant amplitude with frequency, which is characteristic of white noise. As a 
consequence, if equation-error is applied in the frequency domain with the transform frequencies chosen to 
approximately correspond to the large magnitude components in the frequency domain, then the calculations in Eqs. 
(56)-(58) can be used to accurately quantify the uncertainty in the parameter estimates.  
 Figure 23 shows the results from repeated application of equation-error in the frequency domain to the pitching 
moment equation, using simulated flight data at 5 degrees angle of attack for the F-16 aircraft with a 20-second 
optimized multisine applied to the stabilator. The analysis frequencies were chosen in the limited frequency band 
 0 1 2 1  Hz. , .  with frequency resolution 0 01 Hzf .  . The same maneuver was run 200 times, but with different 
noise sequences on the aircraft responses for every run, to simulate an ensemble of flight data. Parameter estimates 
for the linear model structure in Eq. (49b) are shown as x markers, along with the 1  scatter computed from the 
estimates shown by the dotted lines, and the mean value of the calculated 1  uncertainties from Eqs. (58), shown 
by the dashed lines. The plots show that the calculated uncertainties characterized the scatter in the parameter 
estimates from repeated maneuvers very accurately.  
 
Figure 23.  Model accuracy using equation-error parameter estimation calculations in the frequency domain 
 Note that Eqs. (56)-(57) are the same as Eqs. (52)-(53) when the data are real. Consequently, Eqs. (56)-(57) can 
be used for either real or complex data. When the data are complex, the expressions in Eqs. (56)-(57) are equivalent 
to using Eqs. (52)-(53) with the real and imaginary parts of the complex data arranged so that the imaginary values 
are stacked below the real parts, and treating the resulting problem as if the data were real. For example, if 
R Ij X X X , where RX  and IX  are pN n  matrices of real numbers, then 
      †
T
T R RT T
R I R I R R I I
I I
Re Re j j
                  
X X
X X X X X X X X X X
X X
 (59) 
mC 
qm
C
mC 
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and similarly for  †Re X z . It follows that the regression problem for complex data can be treated as a problem with 
real data by simply stacking the real and imaginary parts of the complex data. However, the calculation of the 
covariance matrix in the frequency domain must be done according to Eqs. (58).  
 Equation (59) demonstrates that equation-error parameter estimation in the frequency domain treats the real and 
imaginary parts of the complex data equally in the least-squares solution. When the modeling is done using 
frequency responses, the least-squares principle is applied to magnitudes and phase angles, which are both nonlinear 
functions of the real and imaginary parts of the complex data. This typically results in the use of ad hoc weightings 
for the magnitude and phase angle contributions to the least squares cost function, see Ref. [6].  
 The equation-error method for parameter estimation has a relatively simple, non-iterative solution, based on 
linear algebra. The modeling can be done using any of the Eqs. (48)-(49) (or analogous versions of these equations, 
with different model structures), analyzed using one equation at a time. Because the data are detrended prior to 
applying the finite Fourier transform, the bias parameters, e.g., 
om
C  in Eq. (49b), are excluded from the analysis. 
Fortunately, the bias parameters can be estimated easily and accurately in the time domain, after the frequency-
domain analysis is complete, as will be shown later.  
 The equation-error method can also be applied to state space models to estimate dimensional stability and 
control derivatives1, for example, 
 
sq s
q M M q M      (60) 
In this case, the dependent variable is q , transformed into the frequency domain as described earlier, and the 
regressors are the transformed measured states and control. Assuming zero endpoint conditions for simplicity 
(Eq. (20) can be applied in the general case), the parameter estimation problem can be formulated as 
 
sq s
j q M M q M       (61) 
which is conceptually the same linear regression problem in the frequency domain discussed earlier. This is a simple 
and accurate method for computing important aircraft stability and control parameters very quickly. As with any 
modeling using dimensional derivatives as model parameters, accuracy will be affected by on how well the 
assumption that the model parameters are unknown constants holds in practice, given that the dimensional 
derivatives include dynamic pressure and mass properties.  
 By extension, transfer function models can also be identified in this way. For example, a transfer function model 
for pitch rate to stabilator deflection can be written as 
 1 0
2
2 1 1s
c s cq
d s d s


 
 (62) 
Assuming zero endpoint conditions for simplicity (Eq. (20) can be applied in the general case), and formulating the 
problem for equation-error parameter estimation in the frequency domain, 
      
2
2 1 1 0s sq d j q d j q c j c          (63) 
 After parameter estimates are obtained using least squares in the frequency domain, generating a frequency 
response, if that is desired, can be done by simply substituting frequency values into the transfer function model 
with estimated parameter values 
 
 
   
1 0
2
2 1 1s
ˆ ˆc j cq
ˆ ˆd j d j

  


 
 (64) 
 Using the recursive Fourier transform described earlier, equation-error parameter estimation can be applied in 
real time, and that approach has been demonstrated in flight for many applications, such as flight envelope 
expansion, simulator validation from flight testing, modeling in adverse and unusual flight conditions, and health 
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and safety monitoring11,20,22,26,33. Equation-error parameter estimation in the frequency domain using a limited 
frequency band for the Fourier transform has the advantages of applicability to either stable or unstable systems, 
automatic noise and dropout rejection, accurate model parameter and uncertainty estimates, and very efficient 
computations, without the need for long data records, single input at a time flight testing, windowing, or averaging.  
 The equation-error method can be considered a method wherein the model minimizes the squared error in the 
equations of motion, hence the name “equation error”. One important practical consequence is that the 
equation-error method can be applied equally well to data from open-loop stable aircraft or open-loop unstable 
aircraft flying under closed-loop feedback control. No integration of the equations of motion is necessary, and the 
computations needed for the optimization are relatively simple and non-iterative. However, the equation-error 
approach usually matches state time-derivative information from the dynamic system, rather than matching the 
states or outputs, as in the output-error method. This can be seen from the right sides of Eqs. (46)-(47), where the 
quantities used as dependent variables in the equation-error method are computed from translational and angular 
accelerations. Consequently, a model that uses equation-error parameter estimates will not produce the best match to 
the measured outputs of the dynamic system, since that is not what is being optimized.  
 This section discussed the model parameter estimation problem, where the model structure (terms to be included 
in the model) was specified. Model structure determination methods that have been developed and used successfully 
in the time domain can be also be applied in the frequency domain, as will be discussed later. However, with the 
efficient real-time equation-error parameter estimation capability in the frequency domain, the model structure 
determination problem can be bypassed by assuming a fixed linear model structure, but allowing the model 
parameters to be time-varying and estimating those time-varying parameters in real time. This approach has many 
practical applications and has been demonstrated in flight1,5,10,11,20,22,26,35,36.  
C. Bias and Trend Estimation in the Time Domain 
 Because the time series for the model terms and the dependent variable are detrended prior to Fourier 
transformation, the bias term in the model and the trend with time are not observable using frequency-domain 
modeling. Stated another way, frequency-domain data include only dynamic information content, and not static or 
trend information. Consequently, a separate and subsequent step must be included to update the model bias and 
trend with time. The estimated bias oθˆ  then corresponds to the aerodynamic bias term in a multivariable Taylor 
series expansion for the aerodynamic coefficient, which is generally of most interest for aerodynamics and flight 
dynamics.  
 Fortunately, this step is easy to accomplish in the time domain, because the bias and trend terms are typically 
among the most well-conditioned of all model terms, and therefore are easy to estimate accurately in the time 
domain. The approach could be considered the reverse of the process described earlier for detrending the data prior 
to applying the finite Fourier transform.  
 After the frequency-domain modeling is complete, the estimated model parameter vector θˆ  is used to estimate 
the model bias and trend parameters and associated covariance as follows (using a linear trend as an example): 
  od d
t


 
  
 
θ X t1  (65) 
    
1
T T
d d d d
ˆ ˆ

  
 
θ X X X z Xθ  (66a) 
  
1
2
d
T
ˆ d d dˆ


θ
Σ X X  (66b) 
 
 
   2 1
2
T
d d d d d
ˆ ˆ ˆ ˆˆ
N

 
      
z Xθ X θ z Xθ X θ  (66c) 
 This process can be viewed as restoring the bias and trend information that was removed prior to Fourier 
transformation, so that the model is correct in the time domain. The time-domain bias and trend update is done after 
equation-error modeling in the frequency domain is complete, holding those estimated model parameters fixed.  
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D. Modulating Function Approach 
 The finite Fourier transform of time derivatives involves endpoint corrections when the time series endpoints 
and/or derivatives are non-zero, as shown earlier in Eq. (20). These endpoint corrections can be avoided using 
modulating functions, in a manner first described by Shinbrot39. The general idea is to multiply a differential 
equation by suitably-chosen modulating functions, then use integration by parts to transfer the derivatives from the 
data to the modulating functions, incurring endpoint terms that involve the modulating functions and their time 
derivatives evaluated at the endpoints. A smooth differentiable function  t  with the value of the function and its 
first 1n   time derivatives equal to zero at the endpoints is called an nth-order modulating function, 
 
       0 0k k T    0 1 1k , , ,n   (67) 
where 
   1 t  denotes the first time derivative of  t , and so on. By transferring the endpoint terms to the 
modulating functions, the endpoints conditions in the data are removed from the problem, so that the endpoint 
conditions in the data can be arbitrary.  
 Pearson40 developed a Fourier-based modulating function. The Fourier-based modulating function for frequency 
  is 
    1 o
n
j tj tt e e
    2o T   (68) 
The function  t  in Eq. (68) satisfies the requirements of Eq. (67) for an nth-order modulating function. This 
modulating function can also be written as 
    
0
o
n
j k t
k
k
t b e
 

 

     
1
k
k
n!
b
k ! n k !
 

 (69) 
which shows that the modulating function  t  is a summation of complex sinusoidal functions of the same type 
used in the finite Fourier transform of Eq. (2).  
 For example, starting with the nth-order transfer function 
 
1
1 1 0
1
1 1 1
m m
m m
n n
n n
c s c s c s cy
u d s d s d s




   

  
 (70) 
The associated differential equation is 
            1 1 1 11 1 1 1 0
n n m m
n n m md y d y d y y c u c u c u c u 
 
          (71) 
where   is the equation error incurred when using this model to characterize measured data. Multiplying by  t , 
and integrating over the time period  0,T , 
 
     
       
1 1
0 1 1
0 0 0 0 0
1 2 1
1 2 1
0 0 0 0
T T T T T
m m
m m
T T T T
n n
n n
y dt c u dt c u dt c u dt c u dt
d y dt d y dt d y dt d y dt
    
    




    
     
    
   
  
where   represents the complex-valued equation error for the modulated equation. Using integration by parts, and 
invoking the properties of an nth-order modulating function from Eq. (67), 
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         
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 
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      
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 (72) 
 Each term in Eq. (72) is a complex-valued modulation of the input-output data for frequency  . The ith time 
derivative of the modulating function  t  is 
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 (73) 
Using Eq. (2), the modulation of the output data y can be carried out using the high-accuracy finite Fourier transform 
with arbitrary frequencies implemented in SIDPAC program fint.m as 
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 (74) 
and similarly for the input data u.  
 Carrying out this process for a vector of frequencies   provides frequency-domain data of the same type 
obtained earlier using the finite Fourier transform. However, using the finite Fourier transform required detrending 
the data or assuming that the endpoint conditions were close to zero. Using the modulating function approach, that 
assumption is not required, because the modulation process removes the endpoint terms analytically. The 
modulating function approach therefore allows the use of input-output time series data with arbitrary endpoint 
conditions and no detrending is required.  
 Figure 24 shows simulated F-16 data for stabilator input and pitch rate output. A known transfer function model 
was used to generate the data, so that the true model parameters were known. Magnitude and slope discontinuities at 
the endpoints were introduced deliberately by adding an arbitrary offset and linear trend with time to the input. The 
modulating function approach was applied to this data, using the frequency vector 
  0 1 0 2 1 7 1 8  Hz
T
f . . . .  2 f   (75) 
 
Figure 24.  Simulated F-16 input-output data 
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 Figures 25 and 26 show model fits to the data in the time and frequency domains, respectively. The parameter 
estimation results in Table 2 show that the model parameter estimates are correct within random statistical error.  
  
 
Figure 25.  Modulating function model fit in the time domain 
 
Figure 26.  Modulating function model fit in the frequency domain 
 The modulating function approach is similar to applying equation-error in the frequency domain, except that 
using modulating functions does not require detrending the time-domain data and is robust to non-zero endpoint 
conditions.  
E. Nonlinear Model Terms 
 Nonlinear model terms can be used for equation-error modeling in the frequency domain, if the proper data 
conditioning is applied in the time domain prior to transformation to the frequency domain. This works because the 
finite Fourier transform is implemented numerically, and therefore it makes no difference how the time series was 
created. The least-squares solution used for equation-error modeling depends on the linearity of the model output 
with respect to the parameters only, so the model terms can be nonlinear. There are important practical advantages 
associated with nonlinear model terms in the frequency domain, as will be shown.  
 
    
deg/s
q
 
   
deg/s
q
          Time Domain          
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 When assembling polynomial nonlinear model terms in the time domain, an important issue arises concerning 
model term correlation. This can be understood from a simple example, where a quadratic term in angle of attack is 
to be included as a model term. The angle of attack time series from a flight test maneuver can be considered to be 
composed of two parts – a steady part o  and a dynamic part  , 
 o     (76) 
The quadratic term in angle of attack is then 
   2 2 22o o o o               (77) 
 If the steady part of the angle of attack is not removed, a quadratic term includes contributions that are relatively 
constant  2o , and also linear in the dynamic part  2 o  , along with the intended quadratic dynamic part 
 
2
 . This confounds the quadratic term with both the constant and the linear term in angle of attack, and these 
terms may already be included in the model. In the time domain, the result is correlation among the model terms, 
and compromised model accuracy. However, if the angle of attack time series is detrended first, as is done prior to 
applying the finite Fourier transform, then the relatively constant part is removed, and the problem is avoided. The 
square of a detrended angle of attack time series simply results in a different time series, which can be transformed 
to the frequency domain like any other time series.  
 The same issue occurs regardless of the number of explanatory variables involved or the order of the polynomial 
nonlinearity. In general, any polynomial term will be confounded with lower-order polynomial terms unless the 
steady parts are removed from all explanatory variable data first.  
 However, polynomial terms assembled from detrended explanatory variable data can still have biases and linear 
trends with time, because of the nonlinearities involved in the multiplications. Therefore, the procedure is to detrend 
the explanatory variable data first, then assemble the nonlinear terms in the time domain, then detrend the resulting 
time series data and apply the finite Fourier transform as usual. This solves the modeling function correlation issue 
in the time domain prior to applying the Fourier transform, and makes it possible to include polynomial nonlinear 
terms in the frequency domain.  
 Another advantage of modeling in the frequency domain using nonlinear model terms is the ability to identify 
frequency-dependent aerodynamic effects. This has been investigated in connection with identifying aerodynamic 
transfer functions41, which are a generalization of traditional stability and control derivatives. A simple example can 
be used to demonstrate the capability.  
 The dependence of unsteady aerodynamic lift on angle of attack can be characterized using an indicial function 
model as follows42, 43 
 
   
0u
t b t
LC a x a e d

  
  
   
  
 (78) 
 
   
0
t b t
x e d

  
 
   (79) 
where 
uL
C  denotes the unsteady part of the lift coefficient, and x  is an additional state associated with the unsteady 
aerodynamics. Model parameters a  and b  in general depend on the nominal angle of attack o , and the indicial 
function is the simple exponential function bte . The expression for 
uL
C  describes an addition to the lift coefficient 
that depends on past values of  , but fades away with time. The unsteady aerodynamics 
uL
C  is added to the quasi-
steady lift coefficient normally obtained from wind tunnel tests. In the above equations, the b  parameter quantifies 
the extent of the lag effect (due to past values of  ), and the a  parameter quantifies a conventional quasi-static   
effect.  
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 Applying the finite Fourier transform to Eq. (78), using a power series expansion for the indicial function 
 b t
e
 
, assuming approximately steady initial and final conditions so that a time derivative becomes a simple 
multiplication by j  in the frequency domain, and noting that the Fourier transform of a time convolution of two 
functions equals the multiplication of their Fourier transforms1, 
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 This expression shows that a simple unsteady effect can be modeled in the frequency domain by a power series 
in  
1
j

 multiplied by the Fourier transform of the explanatory variable, which is angle of attack in this case. A 
reasonable approximation in the frequency domain can be obtained by truncating the power series after a few terms.  
 Other nonlinear model terms built from multiplying the Fourier transform of angle of attack by powers of both 
j  and  
1
j

 make the model structure even more general, and is equivalent to allowing for a more complicated 
indicial function than bte .  
 This approach can be extended by using both positive and negative powers of jω  multiplying the Fourier 
transform of other explanatory variables, such as sideslip angle or nondimensional pitch rate.  
F. Orthogonalization and Model Structure Determination in the Frequency Domain 
 Capable and practical techniques have been developed in the time domain to determine model structure (i.e., 
selecting which terms should be included in the model) using orthogonal modeling functions computed from the 
data1. In the frequency domain, the data are complex numbers. This requires slightly different data handling to 
achieve orthogonalization, but otherwise, the same orthogonalization procedure and modeling approaches used for 
time-domain data can be applied.  
 The necessary modification for orthogonalizing complex data vectors is simple, and is related to what is called 
the Euclidean angle between two complex vectors44. For an arbitrary complex vector Cx  with M generally complex 
elements, a real isometric vector Rx  with 2M elements can be assembled by stacking the real and imaginary parts of 
the complex elements of Cx : 
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 (81) 
Treating the real vector Rx  as the new data vector, all of the orthogonalization techniques and model structure 
determination techniques developed previously for real data in the time domain can be applied without modification. 
The penalty associated with applying the techniques to complex data is simply a doubling of the length of the data 
vectors involved. The measured response data in the frequency domain becomes a 2M-dimensional real vector, 
 
 
 
Re
Im
   
  
    
z ω
z
z ω
 (82) 
where  z ω  is the complex vector of Fourier transforms for M  selected frequencies in the frequency vector ω . 
The candidate model terms for orthogonalization are generated by computing the (generally nonlinear) model terms 
in the time domain using detrended explanatory variable data, detrending the resulting time series data, applying the 
Fourier transform, then converting the resulting frequency-domain data to real data, 
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 (83) 
where  X ω  is the complex matrix of Fourier transforms of the candidate model terms for M  selected frequencies 
in the frequency vector ω . From this point, the model structure determination for identifying model terms from 
flight data can use the same approaches developed and used successfully in the time domain1,20,21,45. References [41] 
and [46] demonstrate practical application of nonlinear regressors and model structure determination in the 
frequency domain to transfer function identification, unsteady aerodynamic modeling, and automated simulation 
updating based on flight data.  
VI.  Output-Error Modeling in the Frequency Domain 
 Output-error parameter estimation can be performed using frequency-domain data1-3, but only if the dynamic 
model is linear. This follows from the linearity of the finite Fourier transform defined in Eq. (2). In the frequency-
domain output-error formulation, a modified Newton-Raphson optimization technique is employed to determine the 
model parameters that best fit the model outputs to the measured outputs in the frequency domain. Analysis in the 
frequency domain can be beneficial because frequency-domain data can be restricted to only the bandwidth of 
interest, and unstable systems can be identified without any modification of the method. Additionally, the 
computations are much faster using frequency-domain data because fewer data points are used in the analysis, 
convolution in the time domain becomes multiplication in the frequency domain, and estimated parameter 
uncertainties do not need to be corrected for colored residuals1.  
A. Linearity Requirement 
 Output-error modeling using frequency-domain data is restricted to linear, time-invariant systems. Using state-
space notation, these equations are written in the canonical form as 
      t t t x A x Bu  (84) 
      t t t y C x Du  (85) 
where  tx  and  tu  are the state and input vectors, and A , B , C , and D  are the system matrices. The system 
matrices must have elements that are constants so that the Fourier transform can be applied to the dynamic 
equations. The state vector solution in the frequency domain is 
      
1
j  

 x I A Bu  (86) 
with outputs 
      y C x Du      
      
1
y C I A B D uj  
   
  
 (87) 
 Note that the computation of model outputs in Eq. (87) uses only matrix multiplications. The corresponding 
solution in the time domain involves a convolution integral, which is significantly more complex and requires more 
computation, and there are typically fewer data points in the frequency domain than in the time domain, so the 
output-error optimization executes faster in the frequency domain.  
B. Bias Estimation 
 As discussed earlier, the bias and trend are removed from time-domain data before applying the Fourier 
transform to reduce spectral leakage at low frequencies. Consequently, there are fewer parameters to estimate with 
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output error when using frequency-domain data compared to time-domain data, which results in fewer iterations for 
convergence and fewer starting values for model parameters. However, this also means that bias and trend 
information cannot be estimated in the frequency domain and a second step using time-domain data is required, 
similar to the discussion for equation-error given earlier. Bias parameter estimates can be important modeling results 
in some cases, and are also required if time-domain model fits or prediction cases are used to verify the model.  
 Given estimates of the parameters in the system matrices, a second output-error analysis can be formulated in the 
time domain as 
      t t t   xx A x Bu b  (88) 
      t t t   yy C x Du b  (89) 
where the unknown parameters to be estimated are 
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 The state equation biases xb  represent steady-state inputs in the state equations, for example, from non-zero 
reference conditions, or unmodeled steady wind. The output biases yb  account for systematic instrumentation 
errors, such as bias errors in accelerometer measurements. Generally, the bias parameter estimation problem is well-
conditioned and applying time-domain output-error estimation with parameters in the system matrices held fixed at 
the values estimated during the frequency-domain output-error analysis, provides accurate bias parameter estimates 
quickly and easily.  
C. Starting Values and Convergence 
 Output-error parameter estimation requires nonlinear optimization, and therefore needs good starting values for 
the model parameters. Otherwise, the estimator may use an excessive number of iterations to converge, may 
converge to an incorrect local minimum, or may diverge. Starting values can come from different data, a separate 
analysis such as equation-error parameter estimation, or practical experience.  
 Important quantities in the optimization are the output sensitivities, which quantify the changes in the model 
outputs due to changes in each parameter. If a parameter has a low output sensitivity, large changes can be made to 
the parameter without significantly altering the model outputs, which results in poor identifiability of the parameter. 
Output sensitivities are typically computed numerically using finite differences, to avoid deriving the sensitivity 
equations for every model structure considered. However, output-error parameter estimation in the frequency 
domain is restricted to linear systems, which all have the output sensitivity equations1,2,47 
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 (91) 
 During the optimization, the states  x  substituted in the sensitivity equation come from solving the state 
equations using the current parameter estimate vector θ . However, if measurements of all the states are available, as 
is often the case in aircraft flight testing, the transformed measured states can be substituted into the output 
sensitivity equations. The resulting iteration based on output sensitivities computed in this way will typically 
produce parameter estimates very close to the solution. Using this procedure for the first iteration, and afterwards 
proceeding normally, effectively removes the need for starting values on the model parameters and reduces the 
number of iterations for convergence. The cost for doing this is a slight increase in code complexity to handle the 
startup iteration, and the requirement that all the states are measured. This method was first presented by Denery48, 
was implemented in early output-error software49, and has been employed for real-time data compatibility analysis47. 
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D. Prior Information and Data from Multiple Maneuvers 
 Prior information on model parameters can be specified in the output-error method1. This improves the 
conditioning of the information matrix, and weights the prior information relative to the information in the data used 
during the estimation, essentially based on statistical analysis and multiple output signal-to-noise ratios.  
 This situation can arise if information is available on a parameter to mitigate identifiability problems. For 
example, in normal flight test maneuvers at low nominal angle of attack, pitch rate and angle of attack rate are 
highly correlated, so that any associated model parameters are not separately identifiable. If a mean value and 
variance for a model parameter associated with one of these quantities can be determined from a separate analysis or 
prior information, the remaining parameter can be estimated from the flight test data. Another application is real-
time estimation using output-error47, where the time series data are segmented into smaller sections, and the 
estimator is applied sequentially, using prior information for the model parameters and covariances from the 
previous segment.  
 Fourier transform data from multiple maneuvers can be combined to estimate one set of model parameters. This 
is useful if the data sets contain good information content on different parameters, or if one set of model parameters 
is desired from several maneuvers. Fourier transform data from multiple maneuvers can be simply added for a 
combined output-error analysis, assuming that the model structure, noise covariances, and analysis frequencies are 
consistent throughout all maneuvers. If the model parameter estimates should be different between maneuvers (e.g., 
a maneuver at low and high nominal angles of attack), an averaged estimate based on the data information content 
will result. Likewise, an averaged result will be obtained if the noise covariances are significantly different between 
maneuvers. Consistent analysis frequencies can be implemented using the chirp z-transform, as discussed earlier, 
even for maneuvers with different time durations.  
VII.  Concluding Remarks 
 Several analytical and practical issues related to applying frequency-domain methods to aircraft dynamic 
modeling problems were examined and discussed. Methods and techniques studied included transforming time-
domain data into the frequency domain, detrending, data analysis in the frequency domain, real-time Fourier 
transformation, frequency response estimation, equation-error and output-error parametric modeling in the 
frequency domain, and real-time methods. Advantages, limitations, and deficiencies of frequency-domain methods 
were discussed.  
 Practical issues were examined using data from an F-16 nonlinear simulation, with realistic noise sequences 
added to the computed aircraft responses. This allowed a clear view of the effectiveness of various frequency-
domain approaches to data analysis and modeling problems, because the true system characteristics were known. 
This strategy is necessary to fully understand and validate tools for flight data analysis and modeling.  
 Some issues were illustrated using flight data from the T-2 subscale generic transport aircraft. Although the 
issues and methods were presented and demonstrated for fixed-wing aircraft, the same methods can be applied to 
other aircraft types as well, such as rotorcraft, unmanned air vehicles (UAV), space vehicles, and dynamic systems 
in general.  
 Software tools for all of the techniques and investigations, along with many other methods used in aircraft 
system identification, can be found in the MATLAB® software package called SIDPAC (System IDentification 
Programs for AirCraft)1,12,13.   
 Frequency-domain methods have many distinct and important advantages compared to time-domain methods, 
including reduced dimensionality from the projection of the data onto sinusoidal basis functions, improved noise 
rejection, simplified methods for accurate modeling and model uncertainty characterization, more effective 
approaches to data filtering and smoothing, and useful viewpoints for both the data and the modeling results. Mainly 
because the data are transformed, there are many pitfalls that await the unwary when applying frequency-domain 
methods, so that a good understanding of the fundamental issues is required to use frequency-domain methods 
effectively. Recently-developed, useful frequency-domain techniques were explained and demonstrated, with some 
discussion and comparisons with conventional frequency-domain methods. Frequency-domain methods, 
implemented using modern analytical and numerical techniques, and applied with knowledge of their workings, are 
extremely useful tools for solving aircraft dynamic modeling problems.  
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Table 1.  Aircraft Geometry and Mass Properties 
 F-16 T-2 
length c , ft 11.32 0.908 
wing span b , ft 30 7.083 
wing area S , ft2 300 7.046 
refx  0.35 c  42.628 in 
refy  0 0.000 in 
refz  0 0.000 in 
cgx  0.25 c  42.728 in 
cgy  0 0.000 in 
cgz  0 0.519 in 
m , slugs 637.16 1.502 
xI , slugs-ft
2 9,496 1.077 
yI , slugs-ft
2 55,814 4.163 
zI , slugs-ft
2 63,100 5.016 
xzI , slugs-ft
2 982 0.416 
 
 
 
 
 
 
Table 2.  Modulating Function Transfer Function Parameter Estimation Results  
 
Parameter
  
 
True Value 
 
Estimate 
ˆ ˆ   
0c   
1c   
1d   
2d   
 
 
