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Abstract. An Optical Character Recognition (OCR) consists of three bold steps namely Preprocessing, Feature 
extraction, Classification. Methods of Feature extraction yield feature vectors based on which the classification of a 
testing pattern is executed. The paper aims at proposing some  methods of feature extraction that may go a long way to 
recognize a Bengali numeral or character. Pixel Ex-OR Method presents a digital gating (Ex-OR) technique to extract 
the information in an image. Two successive elements of a row in image matrix have been Ex-ORed and the output is 
again Ex-ORed with the next element.  Alphabetical coding codes a binary character image by means of letters of 
English alphabet. Directional features find gradient information using Sobel Masks to make position of stroke clear in 
an image. The features have been derived in eight standard directions and then these eight feature vectors are merged 
into four sets of features to reduce the system complexity and hence processing time is saved considerably. These 
features will help develop a Bengali numeral recognition system. 
 
Keyword. Optical Character Recognition; Feature extraction; Chain code; Directional features; Bengali numerals 
recognition system. 
 
INTRODUCTION 
 
Recognition of handwritten characters has been a popular research area for many years because of its various 
application potentials such as Postal automation, Bank cheque processing, Automatic data entry etc. There are many 
pieces of work towards handwritten recognition of Roman, Japanese, Chinese and Arabic scripts. Bangla is third most 
popular language in the Indian subcontinent and sixth most popular language in the world. 
Bangla is a main language of West Bengal state. Many official works like Postal,Court,Bank and state government 
offices use Bangla numerals for their works. With the rapid growth and advancement of the use of computers in West 
Bengal, the use of Bengali in computers is being much talked about and much research is being done.To take care of 
variability involved in the writing style of different individuals, Pal and Chaudhuri [1] proposed a robust scheme for 
the recognition of isolated Bengali off-line handwritten numerals. The scheme is based on features obtained from the 
concept of water over flow from the reservoir, as well as topological and statistical features. Dutta and Chaudhuri [2] 
developed a system for recognition of isolated Bengali alphanumeric handwritten characters using neural networks. 
The characters were represented in terms of the primitives and structural constraints. The primitives were 
characterized on the basis of the significant curvature events like curvature maxima, curvature minima and inflectional 
points observed in the characters. Bhattacharya et al. [3] have used a topology adaptive self-organizing neural network 
to extract the skeletal shape from a numeral pattern represented as a graph. Certain features like loops, junctions, etc. 
present in the graph are considered to classify a numeral into a smaller group. Finally, multi-layer perceptron networks 
are used to classify different numerals uniquely. The early work in combining decisions of multiple classifiers was 
done by Bajaj et al. [4] for an Indian script. They represented different numerical object by concatenation of strokes 
and then calculated strength, density and moment as the feature set. Then they trained different networks and 
combined them for increasing reliability of the recognition results. W. Lu et al. [5] proposed a practical model based 
scheme for recognition of handwritten Bengali numerals. This logic sets are derived from the features consisting of 
normalized distances obtained using the box approach and very useful for the Indian Postal system. In recent work 
Bhattacharya and Chaudhuri [6] proposed a multi-resolution wavelet analysis method for feature extraction and a 
complicated multilevel classifier for recognition of Devanagari and Bengali numerals. They used chain code histogram 
as feature on each of wavelet sub-bands in different resolutions, multi-layer perceptron (MLP) neural networks are 
trained for classification on each resolution, and then combined the classification results by majority voting technique. 
Sikdar et al. [7] extracted the features of printed words by chain code method. Authors in [8] have summarized the 
recent trends in feature extraction and feature selection 
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PREPROCESSING 
Preprocessing consists of number of preliminary processing steps to make the raw data usable for the Matlab software. 
Preprocessing aims to produce data that are easy for the Matlab to operate accurately. Typical preprocessing process 
includes the several steps namely text digitization, binarization, noise removal. We have used MATLAB R2010a 
version for our project. Usually unconstrained handwritten numerals when scanned to a fixed resolution, produces 
images of different size, aspect ratio as well as variable stroke thickness. Paper and ink quality along with A/D 
converter may introduce non-negligible noise. So our first task is to resize the entire image into a fixed size with fixed 
average thickness. In this paper, median filtering technique has been used to get smooth binary image. The numeral 
sample images may be of different sizes having different stroke thickness and limited variation in orientation. 
Therefore, these images are first resized to 50×50 and then binarized using Local Thresholding method minimizing 
inter class difference. Since each numeral object has ribbon like structure, we need to make average thickness fixed for 
all objects. A morphological thinning operation is done to get the skeleton of the numeral images.  
 
Figure 1. Steps of preprocessing 
 
TEXT DIGITIZATION 
 
The process of text digitization can be performed either by a Flat-bed scanner or a hand-held scanner. Hand held 
scanner typically has a low resolution range. We have used a Flatbed scanner. The digitized images are in gray tone 
and we have used local thresholding approach to convert them into two tone images 
 
 
 
Figure 2. Image in gray code form (partial) 
 
 
BINARIZATION 
 
Binarization is a technique by which the gray scale images are converted to binary images. Binarization separates the 
foreground (text) and background information. We have  selected a proper threshold for the intensity of the image and 
all the intensity values above the threshold is transferred  to intensity value ‘1’ (‘white’), and all intensity values below 
the threshold are transformed to the other chosen intensity (‘black’). 
If g(x, y) is a thresholded version of f(x, y) at some global threshold T, 
g(x, y) =1  ; if f(x, y) ≥ T =  0;  otherwise. 
 
 
 
 
 
 
Figure 3. Image in binary code form (partial) 
1111111111111
1111111111111
1111111111111
1111111110000
0001111111111
1111111111111
1111111110000
0000011111111
1111111111111
1111111111111
1000000011111
1111111111111
1111111111111
1111100001111
1111111111111
1111111111111
1111100000011
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NOISE REMOVAL 
 
Scanned documents often contain noise that arises due to printer, scanner, print quality, age of the document. 
Therefore, it is necessary to filter this noise before the image is processed. The commonly used approach is to low pass 
filter the image. The objective in the design of a filter is to reduce noise without affecting the other aspects of the 
original image. In median filtering, the value of an output pixel is determined by the median of the neighborhood 
pixels. The median is much less sensitive than the mean to extreme values (called outliers). Median filtering is, 
therefore better able to remove these outliers without reducing the sharpness of the image. 
                                        
 
  
Figure 4. Median Filtering 
 
THINNING 
 
Before extracting the features, character images are converted to thin curve segments having single pixel thickness. 
Traditional thinning strategies lead to deformation of character shapes, especially where the strokes get branched out; 
i.e. the junction points in the skeleton. 
 
Images 1 2 3 4 
 
Input original 
Image 
  
   
 
Skeleton 
(Thinned) 
Image  
   
 
Figure 5. Thinned images of some numerals 
  
FEATURE EXTRACTION 
 
Feature extraction has an important role in character recognition. It is the most challenging task to recognise a 
character but choice of good features significantly improves the recognition rate and minimizes the error. In feature 
extraction stage each character is represented as a feature vector(s). The major goal of feature extraction is to extract a 
set of features, which maximizes the recognition rate with the least amount of elements. Various steps to extract 
features are discussed below: 
 
Figure 6. Steps of feature extraction. 
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PIXEL COUNT METHOD (ROW WISE) 
 
It is clearly shown that after thresholding the entire figures are represented by binary image matrix containing only 0 
and 1. If a pixel contains some information (i.e. pixel value is less than 240 in gray code) that are represented by 
binary 0 else (i.e. pixel value is greater than 240 in gray code) represented by binary 1. We have considered here any 
binarized 0 pixels as ON pixels and binarized 1 pixel as OFF pixels. In this method the ON pixels ( Binarized 0) have 
been counted in every row of a particular image matrix. Each row contains different set of ON pixels for different 
Bangla numerals. From this concept we have to generate a code vector for different numerals. In our project every 
figures contain 50 × 50 pixels, therefore our final code vector length is 50 feature elements.  
Code vector for Nine   
      
0     0     0     0     0     3     3     1     2     1     1     1     2     1     1     2     1     2     1     3     4     4     2     2     2     2     2     
2     1     8     5     6     5     5     3     4     5     3     4     3     2     6     4     5     5    11    13     0     0     0 
 
 
PIXEL EX-OR METHOD (ROW WISE) 
 
Every row of an image matrix contains different number of ON & OFF pixels. An ‘on’ pixel is represented by binary 0 
else 1. So we can get different set of 0 and 1 for each row and that will vary with different figure of the numbers. The 
proposed method does digital EX-OR operations on the successive 0 and 1 elements in each row. The image size is 50 
×50 pixels. Therefore, 50 rows are present in the entire image under consideration. After EX-ORing one row we get 
one bit output that will be either 0 or 1. So from the 50 rows we can get a 50 bit output. This output cannot be same for 
the two different Bengali numerals. Each Numeral will have a different coded output after EX-ORing. So we can use 
this code vector for recognition. 
 
Code vector for Three       
0     1     0     1     0     1     1     0     0     1     1     1     0     1     0     0     0     1     0     0     0     0     1     1     1     1     1     
1     0     1     0     1     0     0     1     1     0     0     0     0    0    0     0     0     0     0     0     0     0     0 
 
 
ALPHABETICAL CODING (ROW WISE) 
 
We are clearly shown that every figure have 50 ×50 pixels. In fast method we are count the ON pixels in each row and 
after we deduce a code for a particular numeral. Here we divide every row in two parts and then we count the ON 
pixels in each subdivided part of the rows. It is clearly shown that every numeral contains 50 rows therefore the code 
length of this feature will be 100 digits. Here we can count maximum up to 25 in each subdivided rows (because 50 
bits are present in every rows and each row is divided in two parts i.e. 50/2=25 bits present in every subdivided rows). 
The maximum number of ON pixels will be 0 - 25 and English alphabet contains 26 letters. Therefore the numbers can 
be well coded by corresponding alphabets as discussed below. 
  
Table  1. Alphabetical Coding Logic 
 
Numbers represented by corresponding Alphabets 
 
0 
 
1 
 
2 
 
3 
 
4 
 
5 
 
6 
 
7 
 
8 
 
9 
 
10 
 
11 
 
12 
 
13 
 
14 
 
15 
 
16 
 
17 
 
18 
 
19 
 
20 
 
21 
 
22 
 
23 
 
24 
 
25 
 
A 
 
B 
 
C 
 
D 
 
E 
 
F 
 
G 
 
H 
 
I 
 
J 
 
K 
 
L 
 
M 
 
N 
 
O 
 
P 
 
Q 
 
R 
 
S 
 
T 
 
U 
 
V 
 
W 
 
X 
 
Y 
 
Z 
  
Code vector for Six  
 
AAAAAAAAGADADACBACADACADADACADADADACACACABACABACACABABCBKBMBEBCBCCC
CCBCCCCBBBCBCBCCDCDCDDDDCBJAAAAAA 
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DIRECTIONAL FEATURES 
 
Strokes contain vast information regarding the very character which may be harnessed while recognizing it .If 
direction and position of a particular stroke with respect to an image of character could be analyzed properly, it might 
go a long way to boost the recognition rate. Many statistical features used in character recognition are designed 
according to this idea. It has been an established fact that among direction features, the gradient features outperform 
various other directional features because gradient feature provides higher resolution. To compute the density of line 
segments in the quantized direction we use only two mask-Horizontal Sobel mask and Vertical Sobel mask. Phase is 
quantized in eight directions as shown below. 
 
 
 
 
Figure 7. Gradient directions 
 
For each quantized phase value, corresponding magnitudes are added to get the total strength in that direction. These 
angles are paired up as (0°, ±180°), (45°,−135°), (90°,−90°) and (135°,−45°) to get four feature vectors.   
 
Code vector for Eight   
   
5  1 3 1 
 
CHAIN CODE METHOD 
 
In short, the chain code is a way to represent a binary object by encoding only its boundary. The chain code is 
composed of a sequence of numbers between 0 and 7. Each number represents the transition between two consecutive 
boundary pixels, 0 being a step to the right, 1 a step diagonally right/up, 2 a step up, etc. 
 
 
 
 
 
.Figure 8. Chain Code  directions 
The chain code thus has as many elements as there are boundary pixels. Chain code encodes the shape of the object, 
not its location. We need only to remember the coordinates of the first pixel in the chain to solve that. Chain code 
encodes a single, solid object. If the object has two disjoint parts, or has a hole, the chain code will not be able to 
describe the full object. 
CONCLUSION 
 
The current paper   reports several methods of feature extraction which are very simple but promising to produce 
précised results. Pixel Count Method counts the ON pixels (Binarized 0) in every row of the image matrix yielding 
fifty feature elements. Pixel Ex-OR method performs digital Ex-OR operation on successive binary pixels of image 
matrix. Alphabetical coding codes the number of ON pixels in a subdivided row by means of a specific letter of 
English alphabet.  The effectiveness of a method of feature extraction is analyzed or compared on the basis of 
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accuracy rate of a recognition system where it is used in unison with some classifier to recognize a testing pattern. 
However, it can be concluded from the methods of feature extraction proposed in this paper that these methods are 
devoid of complex mathematical calculations and hence will save processing time of processor considerably. In future 
works, the proposed features will be utilized to develop a Bengali numerals recognition system with a robust classifier. 
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