Abstract. Let A 1 , . . . , A k be positive semidefinite matrices and B 1 , . . . , B k arbitrary complex matrices of order n. We show that
Introduction
For two m × n matrices A = (a ij ), B = (b ij ), their Hadamard product (entrywise product) is defined to be A • B = (a ij b ij ). Note that when n = 1 the matrices are column vectors. Given a positive integer k, the k-th Hadamard power of A is A 
Theorem 2. For any n × n complex matrix B and any positive integer k,
Theorem 2 follows immediately from Theorem 1. These two results were conjectured by Gorni and Tutaj-Gasinska [2] in their study related to the well-known Jacobian conjecture which states that if f : C n → C n is a polynomial map and the determinant of the Jacobian matrix of f is a nonzero constant, then f is bijective.
In this note we will generalize Theorems 1 and 2 to the case of Hadamard product of different matrices. The basic ideas in our proof are similar to those in [5] , but the proof here is simpler.
Main results
We need the following fact, which is known as the principal submatrix rank property [3] . For the sake of completeness, we give a short proof. 
Proof. Let e i be the vector in C n whose only nonzero component is the i-th component which is equal to 1. Then the i-th column of
It remains for us to prove the reversed inclusion relation
Let
where the summation is taken over all tuples (i 1 , i 2 , . . . , i k ) with 1 ≤ i t ≤ n. Hence, to prove (2) it suffices to show
for all tuples (i 1 , i 2 , . . . , i k ) with 1 ≤ i t ≤ n. For each t with 1 ≤ t ≤ k, there is a permutation matrix P t such that a [t] it is the first column of A t P t . So a
is the first column of (
Next we prove (4). Let I be the identity matrix. Choose an arbitrary but fixed real number r such that r is bigger than the spectral radius of A j for all 1 ≤ j ≤ k.
Then by the Schur complement criterion [6, p.5] we see that So
is positive semidefinite. Applying Lemma 3 we obtain (4). This completes the proof.
2
The relations (1) and (3) in the proof of Theorem 4 yield the following result.
Combining Theorem 4 and Theorem 5 we get the following interesting conclusion:
The direct generalization of Theorem 2 would be
for n × n complex matrices B j , j = 1, . . . , k. We point out that this is not true in general. Consider the example n = 2,
This example also shows that the condition that A j , j = 1, . . . , k, be positive semidefinite in Theorems 4 and 5 cannot be removed. The correct extension of Theorem 2 seems to be the following result. This completes the proof. 2
