Abstract
Introduction
Wireless ad hoc networks are comprised of mobile hosts with wireless network interfaces. These networks are typically characterized by scarce resources (e.g., bandwidth, battery power, etc.), a dynamic changing topology, and lack of any physical backbone infrastructure. If two mobile hosts are close enough, they can communicate directly, otherwise, the packets originated from the source host must be relayed over a sequence of wireless links including one or more intermediate mobile hosts. Without a need of a fixed infrastructure allows the network to be easily deployed in areas where a communication infrastructure does not exist (e.g., due to an earthquake) or the construction of a fixed infrastructure is inconvenient or impossible (e.g., on a battlefield).
A wireless ad hoc network can be modeled by a simple graph G = (V, E), where V represents a set of mobile hosts and E represents a set of edges. There is an edge between two mobile hosts if both of them are within their transmission range. To simplify our discussion, we assume that all mobile hosts have the same transmission range, namely, R. All the nodes that are within R distance from a node p are the one-hop neighbors of p. Consequently, the corresponding graph will be a unit-disk graph, as shown in Figure 1 . The maximum hop distance between any pair of nodes is called the diameter D of this network, and ∆ is used to indicate the maximum node degree of this network. Throughout the paper, we use the terms host and node interchangeably, similarly for link and edge. Due to the characteristics of wireless ad hoc networks, distributed computing in such an environment poses many special challenges. One of the most important challenges is to design fault-tolerant systems in wireless ad hoc networks. The dynamics of mobility, limited bandwidth available on wireless links, and finite power supply require design considerations totally different from those of traditional fault-tolerance schemes. On the other hand, fault tolerance is much more important for wireless ad hoc networks, since mobile wireless environments have high error rates and mobile hosts are more prone to failures, physical damages, or transient disconnections. A basic component of many fault tolerant systems is the failure detector. Informally, a failure detector provides information on which processes have crashed to all the interested processes. Due to the asynchrony in wireless ad hoc networks, accurate failure detection is extremely difficult. However, in [1] , Chandra and Toueg showed that some fundamental problems in distributed computing, for example Consensus and Atomic Broadcast can be solved with this kind of information even it is not totally reliable. Moreover, as mentioned in [2] , since the failure detectors are usually viewed as a middleware service, it can facilitate and optimize many other middleware services, such as system management, load balancing, group communication services, and various forms of reliable broadcast, by providing useful failure detection information in the face of failures. To the rest of this paper, we make the same assumption as in [2] that every participating process in a distributed computation is interested in the failure detection information provided by all the other participating processes. Each participating process is called a member.
In practical applications since there are some timing constraints in most cases, it is acceptable to report a process that is comparatively too slow or unreachable for a sufficiently long time as failed. As a result, heartbeatstyle failure detectors are commonly used, which usually work as follows: each member keeps a heartbeat counter, increases its value at regular time intervals, and continuously tries to inform all the other members the latest value of its heartbeat counter by message passing. If a member p does not receive any message indicating the increment in heartbeat counter of another member q for more than a predetermined time, then q is considered failed by p. In general, the most important two metrics for evaluating a failure detector are speed (the time to detect crashes) and accuracy (the efficiency to avoid mistakes). That is, to be useful, failure detection services should provide reasonably fast and accurate failure detection information to all the members. Since in the above scheme each member has to propagate the latest value of its heartbeat counter, the ability of disseminating failure detection information to all the other members in a timely manner plays a critical role in shaping the quality of a failure detection service. A similar concept can be found in [2] . Such kind of information dissemination is usually termed as gossiping (e.g., [3, 4] ). It can be formalized as follows: each node in a graph has a piece of information that needs to be diffused to all the other nodes in the graph. The information can only be gained through message transmissions. At the end of the computation, each node has all the pieces of information held by the nodes in the beginning. Gossiping is usually embedded as a primitive, low-level service in many real computations. However, providing such mechanism in a wireless network protocol stack is less investigated, and this is the motivation behind our work. The most intuitive way for gossiping in wireless ad hoc networks is to ask each mobile host to propagate its message by blind flooding. Here the term blind flooding means that every node blindly forwards every message received for the first time by local broadcast. However, it is conspicuous this scheme is unacceptably costly. In fact, Ni et al. [5] identified the broadcast storm problem. They showed through analyses and simulations that diffusing messages by blind flooding would induce very serious redundancies, contentions and collisions. To deal with the severe effect caused by broadcast storms, many efforts are concentrating on reducing the number of message retransmissions for broadcasting in wireless ad hoc networks [6, 7] , which is another important problem of information dissemination.
The bandwidth available for middleware services is limited in wireless networks and is usually relatively small compared to the total bandwidth. Furthermore, the finite battery power of each mobile host fuels a demand that power consumption should be minimized as well as balanced among nodes to prolong the network life. As a result, taking the node-based nature of wireless ad hoc networks into consideration, we assume for each mobile host, there is a upper bound on the number of gossip message transmissions (with a limit on message size) in a given time interval. Consequently, our aim is to develop gossiping schemes in wireless ad hoc networks with the desirable features listed below:
1. Distributed: The gossiping scheme can be executed at each mobile host without the knowledge of the entire network topology. Instead, it requires only local information and fixed number of iterative rounds of message exchanges among the mobile hosts in the vicinity.
Effective:
Since we assume the maximum message transmission rate for each mobile host is limited, the effectiveness of a gossiping scheme is considered to be the ability of completing the gossiping task within a reasonable number of message transmissions.
Robust:
The communication strategies for disseminating information should be robust to message losses and topology changes that occur frequently in a dynamic wireless environment.
To the best of our knowledge, this work is the first study of designing gossiping schemes for heartbeat-style failure detectors in wireless ad hoc networks. We believe that the ideas and techniques introduced in this paper can be applied to other middleware services in wireless ad hoc networks that require (perhaps not totally accurate) gossiping-style information dissemination to complete the computation. The rest of this paper is organized as follows. A relevant literature review is given in Section 2. Section 3 describes the system model. In Section 4 some background for heartbeat-style failure detectors is introduced. In Section 5 and 6, two schemes are presented for performing gossiping in wireless ad hoc networks. We compare their performance through simulations in Section 7. Finally, conclusions and future works are discussed in Section 8.
Related Works
In [1] , Chandra and Toueg provided the first formal specification of unreliable failure detectors and showed that the impossibility results of some important fundamental problems in an asynchronous system model can be circumvented with the augmentation of their proposed failure detectors. This kind of approach is generalized and extended to many other works (e.g., [8, 9] ). However, in all of the above works only the eventual behavior of a failure detector is studied. In practical distributed systems, the failure detection service is operating in a system with timing assumptions and providing some quantitative timeliness guarantees. For most realistic cases, heartbeat-style failure detectors are studied and implemented [10, 11, 12, 13] . These failure detector algorithms guarantee the completeness property and offer different (probabilistic) levels of accuracy. Gupta et al. [14] pointed out the need of minimizing the network load imposed by failure detector algorithms for large-scale distributed systems, which is obviously a more critical concern in wireless environment. Therefore, the heartbeat dissemination mechanisms in the above algorithms are not appropriate in wireless ad hoc networks due to the much lower communication capability.
In [2] , van Renesse et al. proposed a scalable failure detection service based on a gossiping protocol. In their work, the gossiping task proceeds by each member sending its message to some other members at random. Such gossiping protocols are attractive when the underlying graph of a network is a clique, that is, any node in the network can send a message to any other node, either because there is a direct link to that node or a route to that node can be easily found. They provide negligibly less reliability than flooding with a much lower overhead. However, as pointed in [15] , if the underlying graph is not a clique, then the performance of these gossiping protocols is inevitably lower, and this has been observed in the context of the spreading of computer viruses. As mentioned above, it is obvious that such an assumption cannot be made in the context of wireless ad hoc networks, not only the underlying graph is usually far from a clique, but also network congestion can be easily exacerbated by large number of message retransmissions due to message routing. However, gossiping-style failure detectors get advantage in a mobile wireless environment, since it's improper to arrange the failure detectors in a fixed hierarchical structure. Moreover, broadcasting an (possibly inaccurate) event of process failure across the network is very expensive.
Despite the necessity of investigating how to design tailor-made gossiping schemes in wireless ad hoc networks, not much work has been done on it, and most of the previous work focused on broadcasting. In [16] , Ravishankar and Singh studied gossiping algorithms for some restricted topologies (e.g., paths and rings) under probabilistic assumptions on the spatial distribution of nodes. In [17] , Gupta and Manjunath proposed several gossiping scheduling algorithms that try to shorten the schedule length. Chrobak et al [18] developed several deterministic and randomized algorithms for gossiping in radio networks with unknown topology. However, in all the above works, basically only the running time complexity is considered. Moreover, in their system model the time is slotted, the network is globally synchronized, failure occurs only in the presence of collisions, and there is no other traffic over the whole network. In contrast, the computing environment assumed in this paper is more close to those of [5, 6, 7] , i.e., perfect synchronization mechanism is unlikely and no accurate knowledge of the network topology can be assumed. Our main concern is to improve the performance of gossiping under a predetermined upper bound of bandwidth consumption for each mobile host.
System Model
The system we consider is a wireless ad hoc network composed of N mobile hosts. Mobile hosts are all assigned with unique identifiers (NIDs) n 1 , … n N . All communications are modeled as one-to-all broadcast, that is, whenever a mobile host p transmits a message m, every one-hop neighbor of p can hear m. If a mobile host forwards a message to all its one-hop neighbors (denoted as a local broadcast), it is counted as one message transmission. There is no global synchronization mechanism such as a global clock. However, we assume the clock rate on each host is very accurate, that is, the clock drift is low. More discussion on this is left to Section 4. Whenever a node receives a message, it can combine the included information with its own to form the new information for the next step, we assume the time needed for combining is irrelevant and assumed to be zero. This assumption is especially appropriate for heartbeat-style failure detectors since a gossip message is typically composed by a list of identifiers of all the members and the corresponding values of their heartbeat counters. We assume the fail-stop failure model is employed and the process crashes are permanent, or equivalently, a process that recovers from a crash will get a new identity.
Local broadcasts are inherently unreliable: messages may be delayed or dropped by communication links. However, we assume that in most cases, a local broadcast is delivered to each recipient with some message propagation delay smaller than a reasonable time, denoted as T LB (similar assumptions can be found in the literature for end-to-end message delay [2, 12] ). Otherwise, for simplicity, that message is treated as lost. To make our work more general, we assume there is no location method, for example Global Position System (GPS), available to the nodes in the network. We do not consider MAC layer issues (e.g., collision detection) in this paper, because (i) we want to decouple the effect of the MAC layer from the effect of gossiping, and (ii) since our gossip schemes are designed for middleware services, MAC layer performance is also affected by other concurrent traffic flow in the network and becomes very unpredictable.
Foundation and Basic Structure
First, for simplicity, we assume there is exactly one member in each mobile host and each member uses its mobile host NID as its unique identifier to the rest of this paper. Such assumption is not unreasonable in wireless ad hoc networks since the mobile hosts are usually organized together for some special task, such as a rescue mission or automated battlefield management. In practice, the proposed gossiping schemes can be adapted to operate over some virtual infrastructure (e.g., a connected dominating set) and each node disseminates the integrated, host-level failure detection information. However, the above assumption provides a useful benchmark for performance evaluation. To discuss the heartbeat-style failure detection services based on gossiping, some foundations and notations described below are used according to those proposed by van Renesse et al. [2] . However, the underlying gossiping mechanism is totally different. First, failure detection is based on a list of member identifiers and the values of their heartbeat counters (we denote this list as hbc_list). Each member maintains its hbc_list. Periodically, each member increases the value of its heartbeat counter, updates its hbc_list, and forwards this information by transmitting a gossip message. The details of actions upon receiving a gossip message can be found in [2] .
The following settings are slightly different. Each member transmits its gossip message at regular intervals. Because the resources are scarce in wireless ad hoc networks, we have to take advantage of the physical-layer broadcasting feature of radio communications. If a node transmits a message, all the one-hop neighbors of the sender will try to receive this message. The gossiping schemes run in rounds. At the beginning of each round, each member increases the value of its heartbeat counter. The length of a round is T gossip (which is typically tens of seconds), and each member transmits at most one gossip message in each round. Although in practice the intervals are not perfectly synchronized, several reasonable assumptions can be made: (i) the maximum deviation of the clocks can be adjusted by some time synchronization services, and (ii) the transmission time of a gossip message is much shorter than the length of a round. Since the proposed schemes do not depend on precise synchronization, we assume the clock drifts are within tens of milliseconds in most cases and therefore neglect this influence while considering many other uncertainties, such as message delays and message losses.
Linear Solution
A simple but practical solution is directly inspired from [19] , in which Basagni et al. introduced a linear broadcast algorithm for ad hoc networks that guarantees the delivery of a message in the presence of collisions. The broadcasting can be achieved in a layer-by-layer fashion. Although it is designed for the broadcasting problem with a different system and failure model, the distributed and mobility-independent nature make it very applicable to our problem. The adapted linear scheme operates in a way that each member transmits the gossip message according to the order of its identifier in each round. More formally, at the beginning, each member waits for a period of time. A member with identifier i sets this waiting time to (π i -1) × T gossip / N, where π i is the order of i among all the members. After that, each member transmits a gossip message during a time interval T gossip . Obviously, an alternative way to implement the linear scheme is to ask each member to transmit its gossip message at random time during each round. However, this scheme will increase the probability that two members within one-hop neighborhood transmit their gossip messages too closely in time. We assume that T gossip / N is sufficiently long for completing most local broadcasts. It is reasonable because T gossip usually becomes larger as N increases. Since we assume a process is assigned a new identifier after recovering from a crash, for each member with identifier i, the value of π i is decided by the information provided by its hbc_list. Though this information is apt to be (partially) inaccurate, we found that the influence is not serious from simulation results. We do not consider the situation that N can change dramatically in this paper.
We refer to a gossiping method as effective if each member can diffuse the information included in its gossip message to all the other members by N × D message transmissions, assuming that there are no message losses or topology changes. For the failure detection service described above, this information is the content of its hbc_list. If all the corresponding heartbeat counter values in the hbc_list of a gossip message gm 1 are no less than those of another gossip message gm 2 , we say that gm 1 includes gm 2 . Albeit loose, it is a basic consideration in designing gossiping schemes for wireless ad hoc networks, since for each member the diameter D should be an upper bound on the length of relaying paths to diffuse its messages. In the linear method, for each member, after transmitting its gossip message, all its onehop neighbors merge that message and transmit their gossip messages in T gossip . Therefore, the gossiping will be completed in at most D rounds. Our experimental results showed that the actual number of rounds needed is usually much smaller. The most obvious advantage of this method is its simplicity, and it can serve as a baseline performance measurement. On the other hand, since the entire network topology cannot be known in advance, this method is rather applicable to real networks. In fact, in [20] it was shown that the linear broadcast algorithm is optimal to their problem under some restricted conditions.
Transient Hierarchical Solution

Observations
Conceptually, for each mobile host to forward its gossip message to another mobile hosts not in the one-hop neighborhood, this message must be relayed by some other intermediate nodes. First we introduce the concept of dominating sets. A dominating set V′ of G is a subset V′ ⊂ V such that each node in V is either in V′ or is a one-hop neighbor of some node in V′. If V′ is a connected subgraph of G, then V′ is called a connected dominating set. In the literature broadcasting in a wireless ad hoc network based on a connected dominating set is a widely used approach, that is, when a broadcast message is first received, only the nodes belonging to the connected dominating set will retransmit it. For gossiping, however, this concept cannot be applied directly. To reduce the communication overhead of gossiping in our case, an important observation is that a member can merge its information with that in the received gossip messages. To improve the efficiency, arranging the transmitting orders of all the members in each round based on some global hierarchy seems attractive. For example, in Figure 1 , if p 3 is elected as the root and a spanning tree is constructed, then in each round the gossiping can be performed in a sequence based on this tree structure: {p 1, p 2 , p 4 , p 3 }. All the pieces of information will be disseminated to every member in one round. However, in mobile wireless environments, an explicit global coordination is unlikely, not only the extra control messages for maintaining a global hierarchy is too expensive, but also such scheme is usually very sensitive to failures of some particular mobile hosts, for example, the root node in the above case. Therefore, the decision of when to transmit the gossip message can only be made separately and based on the local information of each mobile host.
To calculate dominating sets in a distributed way, many proposed algorithms require some local information (e.g., [6, 7] ). One of the most basic ideas, as described in the marking process in [6] , is: considering the corresponding graph G, if a node v ∈ V has two unconnected one-hop neighbors, then v is a candidate for a dominating set. We call v a marked node as in [6] . In the example of Figure 1, p 3 is the only marked node. It is shown in [6] that the node set V M formed by all the marked nodes has the following properties: (i) it is a connected dominating set of G, and (ii) the shortest path between any two nodes does not include any unmarked node as an intermediate node. It makes sense to take advantage of these two properties since a connected dominating set is widely used as a dynamic virtual infrastructure for message forwarding, and for every node pair to exchange their information, relaying the messages through a shortest path may help to shorten the total transmission time. The marking process requires each node to know only two-hop neighborhood information, which makes it be able to react quickly in a dynamic environment. The information about the one-hop neighbors can be obtained by using some form of HELLO messages that are sent periodically and asynchronously by each node to declare its presence. To obtain the information of two-hop neighbors, a common solution is that each node attaches the list of its own one-hop neighbors while sending the HELLO messages. These two kinds of information are extensively used to facilitate message routing and broadcasting in wireless ad hoc networks and therefore, the cost of maintaining such information can be amortized. Note that the neighborhood information is updated by HELLO messages and the membership information is updated by gossip messages.
From the local point of view, whenever a gossip message is transmitted, the information included in it should be relayed as far as possible. Considering an unmarked node, since any two of its one-hop neighbors are connected, transmitting its gossip message has no effect on relaying information to a node that is further than one-hop distance. On the other hand, for a marked node with c unconnected one-hop neighbor pairs, if it transmits its gossip message later than all its one-hop neighbors, 2c paths for relaying information to a two-hop neighbor can be generated. For example, in Figure 1, if p 3 is the last to transmit its gossip message, four two-hop relaying paths are generated by one message transmission:
. For a graph G with D > 2 and |V
M | >1, to complete gossiping, there must be at least |V| × (|V| -1) relaying paths: {(p i → p j ) | p i , p j ∈ V, p i ≠ p j } for information dissemination. However, it becomes much more complex to make decisions, especially when no more than two-hop neighborhood information is available. Therefore, our idea is basic: try to generate more long-hop-distance relaying paths in each gossip message transmission.
Two-Phase Gossiping Scheme
If the corresponding graph G becomes larger, the relaying paths tend to conflict with each other. For example, in Figure 2 (a) , it is impossible to generate (p 0 → p 3 ) and (p 3 → p 0 ) if each node transmits its gossip message just once. We solve this problem by decomposing the relaying process into two phases: the inward phase and the outward phase. Each phase is of length T gossip and is counted as one round. We assign each edge in G with a direction. The gossip messages are relayed following those directions during the inward phase and in opposite directions during the outward phase. The basic idea behind this scheme is to make some sink nodes be automatically and dynamically generated in the inward phase for gathering the gossip messages of the nodes in their vicinity. After that, the gathered information is diffused in a reversed manner.
Herein we define the marked-weight of node p, mw (p), as the number of pairs of its unconnected one-hop neighbors. A marked node p has mw (p) ≥ 1. Let |(p i , p j )| represent the hop distance between node p i and p j . When the inward round starts, each unmarked node transmits its gossip messages before its marked one-hop neighbors since fewer long-hop-distance relaying paths will be generated if the order is reversed. For the transmission order between a marked node p and its marked one-hop neighbor q, their priorities are decided based on more local information. It is clear that for each node pair ( 2 and n 1 = n 2 and id 1 > id 2 ). That is, the way we determine the transmission order is intuitive: if node p has higher mw (p), larger N UM (p), and the nodes in N UM (p) also have high marked-weight, then p should transmit its gossip message later. We assume p piggybacks its HELLO message with the values of mw (p) and pri (p). The whole computation can be completed by 2 HELLO message exchanges after the marking process: one for calculating pri (p) and another for getting the priority information from its one-hop neighbors. The computing cost is of the same order as the marking process: O (∆ 2 ). In our scheme the value of pri (p) of each node p is recalculated every two rounds, that is, once in 2T gossip . In the inward phase, the direction of an edge is from a node that should transmit its gossip message earlier (i.e., has lower priority) to a node that should do that later (i.e., has a higher priority) according to the above description. After that, G becomes a directional graph with some transient hierarchical structure. The two-phase scheme is simple and easy to implement. Each gossip message is associated with the sender identifier and the current round number. All the nodes initially operate in the inward phase, and the nodes with no inward edges transmit their gossip messages first. After that, if a node receives the entire gossip messages from the opposite nodes of its inward edges and each gossip message is associated with the current round number, it transmits its gossip message. For example, in Figure 2 , p 5 transmits its gossip message upon reception of the gossip messages from p 6 and p 7 . To further differentiate the timing of gossip message transmissions, a predetermined delay based on identifier can by applied. However, we do not investigate how to resolve the collisions and contention occurring at the MAC layer in this paper. After T gossip has passed, the outward phase begins and the round number is incremented. In the outward phase, all the edge directions are reversed and the same actions are taken according to the new directions. Each mobile host transmits its gossip message once in each phase, that is, every T gossip . In our system model, the gossip messages may be lost or a node may wait for some gossip message too long to transmit its gossip message within a round. We use a timeout mechanism to avoid this problem. Each member keeps a timer, and the timeout period is set behind the idea of generating longer relaying paths. Therefore, in the inward phase the node with higher priorities should have longer timeout periods. Figure 2 . Illustrative example. Figure 2 . Illustrative example. Figure 2 . Illustrative example. Figure 2 . Illustrative example.
where max_gw = max {gw (u) | u ∈ V}. This value can be disseminated by asking each node p to attach the value of gw (p) to every message it transmits, and max_gw is the maximum value it has gotten yet, max_gw is updated whenever a larger value is known by receiving a new message. Clearly, this value may become obsolete and inaccurate due to topology changes. We assume that each message is associated with a timestamp and each node ignores this attached value if a received message was transmitted too long ago. We believe that the impact of an inaccurate max_gw is slight under reasonable mobile host speed and round period through simulations. The outward phase timeout period of node p TO outward (p) is simply T gossip -TO inward (p). The two-phase scheme is effective based on our definition. Obviously, any round-based scheme with each member transmitting its gossip messages at least once in a round is effective.
Heuristics to Improve the Performance
It can be observed that in the resultant directional graphs by applying the proposed rules, some nodes have inward edges only (we denote them as root nodes), for example, p 4 and p 9 in Figure 2 (b) . These nodes have local maximum priorities and tend to occur more often in large or sparse networks. However, such nodes are unfavorable in our work, since all the relaying paths terminate at these nodes in the inward phase and we hope more long-hopdistance relaying paths can be generated in that phase. Therefore, to improve the performance of gossiping, we should avoid such situation. However, remember that the proposed scheme is built on local information instead of complete knowledge of the network topology. One way to reduce the number of such nodes is to ask each node p to keep the maximum neighbor gossip-weight, which is defined as max_ngw (p) = max {gw (u) | u ∈ N 1 (p)}, and attach this to its HELLO messages. For each node p with no outward edges, p checks whether gw (p) < max {max_ngw (u) | u ∈ N 1 (p)}. If yes, assume q is the onehop neighbor of p with the maximum value of max_ngw, then p sends a notification message to q for updating gw (q) to (gw (p) + max_ngw (q)) / 2 and reverses the direction of the edge between itself and q. Both nodes then recalculate the inward and outward timeout periods. Similar techniques can be applied to reduce the number of the marked nodes with no inward edges (we denote them as leaf nodes). Under the assumption that the cost of forwarding messages in a local area is acceptable in wireless ad hoc networks, the above heuristics can be extended to trace the gossip weight of the nodes in the khop neighborhood, where k is small compared to D.
Simulation Results
We have developed a simulator using C++. The experiments were carried on random unit graphs and the parameters are based on [5] . The transmission range R is fixed at 500 meters. The map sizes are equal to s × R, for s = 5, 6, 7, 8 (we omit the networks that are too dense or too sparse). The x and y coordinates of each node are selected at random in the interval [0, m] , where m is the map size. All disconnected graphs are ignored. We experimented with N = 100. For simplicity, we first consider a system with a static number of processes. The effect of sharp changes in membership is a topic of further study, and the results would be presented in the near future. The transmission rate is 1M bits per second, and we assume the size of each gossip message is 8N bytes (according to [2] ). We set T LB to 100 ms (which is more than 10 × 6400/10 6 , and we believe this value is large enough by observing the simulation results in [5, 7] ). As explained in Section 3, we did not implement any MAC protocol in our simulations. Instead, we assume each time a node transmits a message, its one-hop neighbors fail to receive this message with probability p. A similar assumption can be found in [21] . We set T gossip to 10 sec and assume all the members run in synchronized rounds. Each node roamed around in the map during the simulation according to a randomly generated direction and speed. The direction is uniformly distributed from 0° to 360° and the speed is from 0 to a given maximum speed. The maximum speed v is 50 km/hour in the 5 × 5 map, 60 km/hour in the 6 × 6 map, etc. Each point in these plots is the average of 30 independent experimental results.
The objective of the simulations was to compare the two proposed schemes for gossiping in the wireless ad hoc networks; one is the linear scheme (denoted as Linear), and the other is the two-phase scheme (denoted as TwoPhase). Traditionally, two important criteria of efficiency for a gossiping scheme are the running time and the total number of message transmissions. However, since in this paper the gossiping schemes are designed to be the base of middleware services such as failure detectors, which will keep working if the overlaying system is still in operation, the traditional concept of running time cannot be applied directly. As a preliminary study in this topic, the performance metric to be observed in this paper is most basic: the reachability after time t has elapsed since the gossiping began, it is denoted as RE (t) and is defined as:
where updated_count (u, t) is the number of members in the hbc_list of node u that have their heartbeat counter updated (at least once) before time t. We use t as the xcoordinate and the corresponding reachability as the ycoordinate in the Figures 3-10 below. This metric makes sense since it basically reflects the average accuracy of a failure detection service if the detection time of each member is set to t.
First we consider the performance in static topologies. Figures 3 -6 show the comparison of the two schemes in networks with different densities. It can be observed the reachability degrades gracefully due to the effect of message losses in all cases. The reachability curve of the linear scheme is smooth, while that of the two-phase scheme has a ladder-like shape due to the hierarchical way of message propagation. In denser networks, the differences in performance of the two schemes are quite small because the time to achieve a reachability of almost 100% is usually very short (about 20 -30 sec in our case). However, as s increases, the two-phase scheme outperforms the linear scheme more significantly. Note that it is not required for the failure detection information of each member to be totally accurate. Herein we denote td as the minimum time (in sec) that the average RE (t) is more than 0.9 for t ≥ td. In Figure 4 -6 it can be observed that in most cases, td of the two-phase scheme is about 25% -35% shorter than that of the linear scheme with p = 0.0, and is about 15% -25% shorter than that of the linear scheme with p = 0.1. Next we consider the impact of node mobility and higher message loss probability. Due to lack of space, only the experimental results in networks with medium density (s = 6) are shown here. Comparing Figure  7 and 8 we can find that first, there is no dramatic performance degradation in both schemes even p is up to 30%. Second, the two-phase scheme is more resilient to topology changes caused by nodes moving in modest speed. The upper limit of the reachability curve is caused by node disconnections since we did not exclude the disconnected nodes while calculating RE (t). The proposed node priority policy is then verified. In Figure 9 -10, the solid line represents the results of setting gw (p) = pid (p) for each node p in the two-phase scheme. The performance is apparently much worse, especially when s becomes larger. Finally, the simulation results by applying the heuristics described in Section 6.3 are also shown in Figure 9 and 10 with k = 1. It can be seen that the performance can indeed be improved by setting k to 1, especially in sparser networks, at the expense of a slightly heavier local traffic load. Table 1 illustrates the average and maximum values of D and td (truncated to integers) with various network densities, assuming there are no message losses and topology changes. From Table 1 we can see the average number of rounds needed for achieving more than 90% reachability is much smaller than the average network diameter. It can also be observed that in the two-phase scheme, the increase in k can reduce both the average number of root nodes (denoted as rn) and the average number of leaf nodes (denoted as ln).
Concluding Remarks and Future Works
In this paper, we tackle the problem of providing communication strategies for heartbeat-style failure detectors in wireless ad hoc networks. We have discussed two effective solutions to perform gossiping in wireless ad hoc networks with constraints in the message transmission rate for all the mobile hosts. Disseminating the gossip messages through a routing protocol is undesirable in wireless ad hoc networks since (i) any routing protocol itself requires extra messages and power consumption, and (ii) some hot spots may be created by message routing and network longevity may be decreased because the battery power of these hosts tends to be exhausted quickly. The proposed gossiping schemes in this paper are all independent of any routing protocol. The linear scheme is intuitive and straightforward. The two-phase scheme is built on a transient hierarchy constructed by assigning a direction to each edge periodically. This procedure can be performed in a localized manner, that is, it depends only on the information of the nodes reachable in a constant number of hops. This concept is important in wireless ad hoc networks since it can largely reduce the interference levels among nodes. A simulation study has been conducted to compare the two solutions in terms of the reachability. Both of them are resilient to message losses because we use local broadcast for gossip message propagation, such that each mobile host can merge the information disseminated by its one-hop neighbors into its next gossip message. The two-phase scheme is more efficient than the linear scheme, especially in sparse networks. The simulation results also show that the twophase scheme is more resilient to topology changes caused by mobile host movements. The main contributions of this paper are: (i) to point out the demand of efficient and robust gossiping mechanism in a mobile wireless environment; (ii) to propose novel communication strategies for developing heartbeat-style failure detectors in wireless ad hoc networks.
As for the failure detection services built on the proposed gossiping schemes, it is clear the Strong Completeness property can be satisfied since a crashed member will stop sending heartbeat. However, there is a trade-off between the speed and accuracy of failure detection, because the longer it takes to judge if a member has crashed, the less mistakes it will make due to delayed or lost gossip messages. Since this paper is a first-step work on this topic, no lower bounds on the number of rounds needed to (probabilistically) complete the gossiping are given, and finding a suitable detection time to (probabilistically) satisfy quantitative requirements on accuracy is still an open problem. Those are the important subjects in our future study. Due to the robustness of our gossiping schemes, we believe a conservative detection time can be set to D × T gossip (the value of D may be inaccurate due to topology changes). In fact, the gossiping schemes can be operated only over a virtual infrastructure with a smaller diameter. A possible way is to use the estimated D and the estimated minimum length of the relaying paths generated in each round to decide the parameters. Another direction is asking each node u to set a separate detection time for every other node v according to the heartbeat counter update frequency of v in the most recent r rounds. A mathematical analysis of the proposed schemes and a discussion of the issue of self-stabilization should also be of interesting work.
