The electron density for a search fragment and for the crystal is expanded in the space of spherical harmonics Bessel functions. The fast rotation function is evaluated for each grid point to test if the fragment can be orientated there. For the best scoring points, the six-dimensional coordinates of the fragment are re®ned by the second-derivative block-diagonal procedure. The method is able to locate fragments precisely over a wide range of resolutions for structure types from small organic molecules to proteins.
Introduction
Electron density is easily interpreted if well phased structurefactor data are available to atomic resolution. A Gaussian or parabolic curve is used to ®t peak shape (Rollett, 1965; Pavelcik, 1994) . If the data are below this resolution or the phasing is poor, then`bones' skeletonization and chicken-wire representation of the electron density are calculated. It is necessary to use computer graphics to interpret the electron density [e.g. FRODO (Jones, 1978) , O (Jones & Kjeldgaard, 1997) , QUANTA (Old®eld, 1996) and XtalView (McRee, 1999) ]. Scene analysis is another method for map interpretation (Fortier & Glasgow, 1998) . Map interpretation is a timelimiting step in the protein structure determination and is quite subjective for low-resolution maps. Its automation is an important step in the overall automation of the protein structure determination and is essential for the success of structural genomic projects.
Interpreting electron density by directly ®tting molecular fragments by six-dimensional rotation and translation searches has been attempted many times, but so far no fully automatic method or computer program for this purpose has been developed. The template method is used in the program O to position secondary-structure fragments of 5±7 residues (Kleywegt & Jones, 1997) . A phased translation function reviewed by Bentley (1997) was designed to position a correctly oriented model in the unit cell. Cowtan (1998) has developed a fast Fourier based method to locate molecular fragments; this method is implemented in the program FFFEAR. Recently, Friedman (1999) described the interconversion between the spherical harmonics Bessel representation and the Fourier representation of objects in three-dimensional space. This is used to perform an exhaustive grid search in six-dimensional relative rotational and translational space of empirical energy functions and to estimate the contents of the asymmetric unit in sparsely packed noncentrosymmetric crystalline arrays.
We have used the spherical harmonics Bessel expansion of the fragment density and that of the electron density about each grid point of the asymmetric unit as input to the fast rotation function (Crowther, 1972) for positioning molecular fragments. Subsequent re®nement using second derivatives gives precise solutions. Satisfactory test results for small fragments with rigid conformations of 5±20 atoms have been obtained using data with a resolution as low as 3±4 A Ê and with a phase error of up to 90 . This method should be easy to apply to the automatic interpretation of electron-density maps and further results will be presented in a subsequent paper. A database of molecular fragments in PDB-like format is being built for this purpose.
Theory 2.1. Spherical harmonics Bessel expansion of electron density
A rotation function is used to correlate a spherical volume of a density function with another similar function. Since we are dealing with the rotation of approximated spherical volumes, it is natural to expand any ordinary function &(r) using spherical harmonics around the origin of the coordinate system,
where (r, , 9) are polar coordinates of the vector r = (x, y, z) and c lm (r) is the radial function (not dependent on orientation). Y m l (, 9) are spherical harmonics de®ned according to Wigner (1959) 
where P m l cos is the associated Legendre polynomial function and s is the phase factor, which is either 1 or (À1) m depending on convention used.
Spherical harmonics constitute an orthogonal complete system de®ned on a spherical surface with unit radius. On such a sphere whose surface element is d' = sin()dd9, the orthogonal normalization relation is
For known electron density, the radial functions c lm (r) can be determined utilizing the orthonormality condition
where ' is a sphere of radius r (Giacovazzo, 1998) . There are many possible radial functions and it is not obvious which one is optimal. A typical choice is the spherical Bessel function (Crowther, 1972) ,
where g l (k nl r) is the normalized spherical Bessel function of order l,
n represents various roots of the`oscillatory' spherical Bessel function j l (x). k nl is such as that k nl a = x n , where x n are zero Bessel values j l (x n ) = 0, (n = 1, 2, F F F , n max ) and a is the radius of the chosen sphere of expansion. Normalized spherical Bessel functions again form an orthonormal basis for expansion with respect to n, a
The complete orthonormal spherical harmonics Bessel functions used for the expansion of electron density are then
The electron density can be expressed as
The coef®cients of expansion are
The coef®cients have an important normalization property, which can be used to study the convergence of the expansion,
Calculation of coefficients in reciprocal space
Fourier representation of the electron density has to be included into these formulae in order to use the available phase information. Direct calculation from the electron density would require numerical integration. The basic formulae are given by Friedman (1999) , but because we found it more convenient to use their modi®ed form, the full derivation is presented here:
F h is the structure factor,
Any plane function may be expanded (see Landau & Lifschitz, 1972) according to
where (r, , 9) are polar coordinates of vector r in direct space and (h, h , 9 h ) are polar coordinates of vector h in reciprocal space. Combining (13) and (14) and utilizing orthonormalization conditions (for details, see Giacovazzo, 1998; Dodson, 1985 ) the integral (13) is factorized into radial and angular parts, with the radial part
The ®nal formula for electron-density expansion coef®cients is
2.3. Three-dimensional expansion in grid points of the unit cell (16) represents the expansion of electron density at the origin within a sphere of radius a. This equation can be generalized to give the expansion at any point of the unit cell by applying an appropriate coordinate shift to make the point (x, y, z) of the electron-density map the origin for the spherical harmonics expansion. This shift can be viewed as a change of structure-factor phases,
Coef®cients a nml can be calculated conveniently by FFT on a selected grid using complex-to-complex Fourier transforms. However, because for given l there are 2l + 1 complex angular functions and because these can be constructed from the same number of real components a R Y a I Y ReY iImY a R ia I , then the complex-to-complex FFT can be replaced by the same number of complex-to-real FFT, with a saving in the computer time. F h need to be expanded only for one half of the reciprocal sphere in this case. Friedman (1999) formulae have been modi®ed,
Because spherical harmonics have centrosymmetric or antisymmetric properties with respect to reciprocal vector inversion, the Fourier coef®cients are not in general Hermitian. The term (Ài) l directly included into the Fourier coef®cients removes the problem of Hermiticity of the Fourier coef®-cients.
Fragment expansion
Electron density of a fragment is expanded in complex conjugated basis functions in order to utilize the orthogonality relation (3). Two methods for calculating coef®cients of fragment expansion were developed. In both methods, the geometric center of the fragment is placed at the origin of the coordinate system and no phase shift is applied for expansion,
2.4.1. Ec fragments. The method is based on normalized calculated structure factors and (16) is used for calculation. (i) This representation has been developed for fragments which are not well represented by a small set of uniquely de®ned atom coordinates. This may involve fragments with disordered conformations, various averaged fragments and fragments involving an averaged environment with the potential for a large number of atoms. These fragment data are stored as precalculated structure factors in an arti®cial P1 cell. (ii) Alternatively, the fragment represented by atomic coordinates is positioned in a unit cell of the same size as the analyzed electron density and structure factors are calculated for the same set of re¯ection data as those used for electron-density expansion. These fragment data are stored in a coordinate ®le.
2.4.2. Dirac fragments. The method is based on atomic scatters. & j is the shape function,
Numerical integration may be used to calculate the expansion coef®cients. The shape of the electron density of the fragment can be represented by a Dirac function. A simple formula was derived,
Normalization and sorting of coefficients
The coef®cients for electron-density expansion are calculated for all grid points and speci®ed n, l, m in one FFT step. For the purpose of rotation and translation searches, they have to be rearranged for each particular grid point and all n, l, m. Furthermore, using normalized coef®cients allows us to use as a target function the correlation coef®cient between expansions instead of a simple overlap function. Rearrangement and normalization are in fact performed within one computing step,
The normalization factor (denominator) represents the mean electron density in the volume of the radius of expansion. As it depends only on n, l, m it is calculated for all fragment/ electron-density expansions only once. The normalization coef®cient can be used also in envelope modelling or skeletonization.
Translation search
The expansion of electron density at each grid point of the asymmetric unit is equivalent to the translation search.
Rotation search
In the rotation search the particular grid point is formally placed at the origin of the unit cell and fragment rotation is performed by Crowther's fast rotation function. For a rotation de®ned as Eulerian angles (, , ), rotated spherical harmonics of degree l may be expressed as a weighted sum of the (2l + 1) unrotated harmonics of degree l (Wigner, 1959; Altmann & Bradley, 1963) ,
We prefer the original de®nition of D matrix given by Wigner (1959) . Different de®nitions can be found in the literature. The Hermitian conjugate matrix is used with molecular replacement (Dodson, 1985; Navaza, 1990) or the complex conjugate of Giacovazzo (1998) . The actual values of the d matrix (and its derivatives, see below) depend on de®nition of the spherical harmonics functions, the Eulerian angle convention and on the order of matrix multiplication. The elements of the d matrix are conveniently calculated by the recurrence formula of Navaza (1990) or by the original formulae of Wigner (1959) .
Once the electron densities of the crystal &(r, 2, 9) and the electron density of the fragment & f (r, , 9) are expanded within the spherical volume r < a using (9) and (19), than the relative rotation overlap as the fragment is rotated can be de®ned as (26), (9) and (19) and using the orthogonality relation (see Dodson, 1985) for the expansion function (3) reduces this to
The radial summation n may be performed independently of the rotation , so ®nally the rotations can be expressed as
Owing to the form of the rotation coef®cient, two of the three summations in (28) occur as Fourier series. For the purpose of FFT it is better to de®ne rotation in cycles rather than in radians
where u = /2% and v = /2%. De®ning rotation on scale 0±1 leads to a formula very similar to that used in X-ray crystallography.
There is a strong correlation between and angles if the angle is close to 0 or %. This correlation is also re¯ected in f mm H terms, which are not all independent. The two-dimensional R map effectively turns into a diagonal line for = 0 or %. To achieve more uniform sampling of the angular space, the rotation search can alternatively be performed on transformed coordinates (Lattman, 1972) . Transformed coordinates and indices for the Fourier coef®cient f pq are de®ned by
The transformation leaves the scalar product mu + m
Whereas the periodical space of , angles is represented by primitive square plane cell, the space of x, y angles is a centered rectangular cell (square for = %/2), which for the case of = 0 or = % reduces to a single line. The number of grid points in each direction can be calculated as a function of the angle,
where N would be the number of grids for the (, ) square cell. In addition to the simple product function R(, , ) we have chosen the correlation coef®cient between the electron density and the electron density of the fragment as the target function. The correlation coef®cient better re¯ects`the shape of the electron density' than simple overlap function, but the information on absolute value of the overlap (product of two electron densities) is lost,
In this case, in (24)±(29) the coef®cients of expansion should be replaced with normalized coef®cients. The rotation function is calculated for each grid point. The result of the calculation is a six-dimensional map of overlap or correlation coef®cients, which is analyzed by a six-dimensional peak-picking procedure.
Refinement of fragment position and orientation
The correlation coef®cient and the overlap function are functions of six parameters CC(x, y, z, , , ). The translation search is given by expanding the electron density at ®xed grid coordinates. The fragment is rotated about each grid point. For this purpose, there are many sets of electron-density coef®cients and only one set of coef®cients for the fragment. The re®nement of angular position is performed in more-orless the opposite way. There is one set of electron-density expansion and several sets of fragment expansions. Interpolated (using peak picking) angles, positions and the nearest electron-density expansion grid point are used as the starting point. The advantage of using interpolated coordinates is that the starting positions are near the maximum of the overlap function (the second derivatives are negative). For this reason, the second-derivative method was selected for optimization. For simplicity, correlation among certain rotation and translation parameters were neglected.
Refinement of fragment orientation only
The electron-density expansion for the grid point which is the nearest to the peak is used. Derivatives of overlap function with respect to angles are calculated analytically. Analytical derivatives for Euler angles (in cycles) are given by
For simplicity, correlation between (u, v) and (in radians) is ignored,
Shifts are calculated from a Taylor expansion neglecting higher than quadratic terms. The 2 Â 2 matrix-inversion method is used for and and the diagonal approximation is used for . Analytical derivatives of the d() matrix are calculated using the same recurrence formulae as for calculation of the values of the d matrix (Navaza, 1990); for the special values = 0 and = 180 derivatives of the original Wigner formula (Wigner, 1959) are used.
Refinement of Dirac fragments
In this procedure the fragment is moved within the sphere of expansion. The coordinates of the nearest grid point (fractional coordinates) are determined and electron-density expansion coef®cients are selected. The rotation matrix for the fragment is calculated from pre-re®ned Euler angles (R EU matrix). The differences between interpolated coordinates and the nearest grid-point coordinates are transformed to Cartesian space (starting x vector). Re®nement of fragment position and orientation is carried out by a small shift in the origin of the fragment and by small rotations about each Cartesian coordinate axis. Because these are small, they can be considered to be independent. For each small movement of the fragment new expansion coef®cients are calculated,
are small rotations about the Cartesian axes by angles 9 x , 9 y , 9 z . Derivatives of CC(x, y, z, 9 x , 9 y , 9 z ) are calculated numerically. CC is estimated at three points À Á, and + Á, where is the parameter to be re®ned and Á is a step. The step was ®xed at one quarter of the grid step (for both positional and angular parameters). The ®rst and second derivatives are calculated numerically by ®tting a parabolic curve. Each iteration is started with R = I, where I is the unit matrix. The positional parameters are re®ned ®rst. Each rotation angle is then optimized and the R matrix is upgraded. After each iteration, the R EU matrix is multiplied by the R matrix. As the re®nement converges the R matrix approaches the identity matrix.
Analytical derivative method
A fast sophisticated procedure based on analytical derivatives is necessary for re®nement of more general fragments (e.g. those whose expansion is based on calculated structure factors). Fragment positions can be re®ned by small shifts of the center of the electron-density expansion. These shifts can be obtained by calculating derivatives of the target function (CC) with respect to the coordinates,
and similarly for other coordinates. Calculation of analytical derivatives requires summation over all re¯ections. Euler angles are re®ned as previously described. Shifts are calculated from a Taylor expansion, neglecting higher than quadratic terms. The 3 Â 3 matrix-inversion method is used for the coordinates, the 2 Â 2 matrix-inversion method for and and the diagonal approximation for . The electron-density expansion is recalculated at new (x, y, z) points after each iteration.
Test calculations and discussion
Test calculations were carried out on structures of various symmetry and complexity, ranging from small organic structures to proteins. The main objectives of these tests were to ®nd the limitations of the method, the accuracy with which fragments could be ®tted and to determine the best default parameters. We present here only selected results that highlight some of the method's properties. Calculated phases from re®ned structures and observed structure-factor amplitudes (F obs , 9 calc ) were used if not speci®ed explicitly. The grid spacing for FFT was 0.4 A Ê . Each fragment was taken from the re®ned structure conserving its original conformation. This means that one of solutions is expected to be unique. The ®t was characterized by
d is the difference between the atom position in the crystal structure and the re®ned position from the six-dimensional search. Another criterion was the correlation coef®cient between calculated electron density at atomic positions and the atomic numbers (Z) of fragment atoms.
This criterion was sensitive to missing atoms. The exact ®t means that all positioned fragment atoms are at reasonable distances (less than 0.2 A Ê in general) from crystal structure atoms, irrespective of atomic type. Dirac fragments were used in calculations if not explicitly speci®ed otherwise. Calculations were carried out using a 1 GHz Pentium III with 512 Mb of RAM. The CPU times ranges from 2 min for a small structure to 8 h for the largest protein. The disk space necessary to store the coef®cients of the electron-density expansion for the protein structure is of the order of several gigabytes. , resolution 0.84±9.66 A Ê (Steiner et al., 1998) . This sugar structure consists of 20 atoms and contains substituted (3Me-, CH 3 O-, NC-, MeCONH-) fused six-membered and ®ve-membered rings. A large fragment of 13 atoms with radius 3.1 A Ê was used for the search. At ®rst, good phases were used for electron-density expansion. The radius for electron-density expansion was chosen to be 3.2 A Ê . The re®nement for the top peaks gave a CC of 0.82, with a corresponding ERR of 0.053 A Ê , meaning an exact ®t. The main conclusion from this test was that for a large fragment with a sphere of expansion similar to the radius of fragment and an electron-density expansion calculated with good phases, an exact ®t could be achieved. The mathematical model seems to be good and the use of Bessel functions for radial expansion is appropriate. Structure RKSA1 was then used for a preliminary test of the relationship between the phase quality and the ability of the procedure to move the fragment into the correct position. Data sets with different phase qualities were obtained by randomization using the formula given in Appendix A. The results are given in Table 1 . The procedure failed to position the fragment if the electron density was calculated with a mean phase error of 90 .
RKSA5
P6 2 , C 13 H 20 N 2 O 5 , Z = 6, a = 15.61, b = 15.61, c = 10.63 A Ê , resolution 0.90±13.52 A Ê (Koos et al., 2000) . This sugar structure is an isomer of RKSA1 with a different conformation and with a different crystal symmetry. The expansion parameters were the same as in the previous case. The test focused on the in¯uence of the data resolution on small-molecule positioning. Results are given in Table 2 . It can be seen that 50 re¯ections were enough to place the fragment in the correct position. Table 1 In¯uence of phase quality on ability of the method to ®nd the fragment position for RKSA1.
P is the randomization parameter (P = 0 for original phases, P = 1 for random phases). RR is the R factor resulting from randomization; DPHI is the phase error in (for de®nition, see Appendix A). CC and ERR are de®ned in the main text. There were¯uctuations in the calculated parameters when the number of re¯ections was less than 100.
MGHEX
P3 1 , Z = 3, C 56 H 80 Cl 2 MgN 16 O 2 , Mg(cyclo-Gly-Pro-Pro-GlyPro-Pro) 2 (ClO 4 ) 2 .4CH 3 CN, a = 15.74, c = 24.00 A Ê , resolution 0.93±13.63 A Ê (Karle & Karle, 1981) . Only one radius, a = 3.5 A Ê , with parameters n(max) = 7, l(max) = 7 was used for expansion. The aim of the test was to investigate the sensitivity of the method to the size of the ®tted fragment versus the radius of expansion. The following fragments were selected from the crystal structure: Gly1, Gly2, Pro1, Pro2, Pro3, Pro4, GlyPro1, GlyPro2 and ProPro1. The search was carried out for all symmetry-equivalent positions.
The property of the trigonal system where the grid space is deformed and the symmetry-equivalent positions are numerically interpolated to close but different values with corresponding different CCs was utilized in tests. Fragments at different equivalent positions were re®ned to the practically the same value of CC and to the same differences in crystal atom positions (MGHEX and also RKSA5). The re®nement can compensate for some errors introduced by grid sampling and interpolation. Four-atom Gly1 and Gly2 fragments were ®tted to various groups in the molecule. There were 33 exact ®ts with ERR of 0.03±0.21 A Ê with CC in the range 0.60±0.50 and CCZ in the range 0.996±0.948. There was no clear distinction between correct and false peaks in the sorted peak list. CCZ was a better criterion for selection of correct peaks than CC. A simple overlap function produced many false peaks involving Mg atoms. The seven-atom fragments Pro1, Pro2, Pro3 and Pro4 were ®tted into 3±5 different proline sites in the molecule with a CC in the range 0.77±0.64, distinguishable from false ®ttings. CCZ was in the range 0.99±0.91 and ERRs were in the range 0.02±0.15 A Ê . 11-atom GlyPro1 and GlyPro2 fragments were large enough to dominate on the peak list, with CC in the range 0.84±0.71. GlyPro1 was ®tted in four different positions and GlyPro2 in only one position. The 14-atom ProPro1 fragment was ®tted to only one position with ERR = 0.05. The conclusion can be drawn that smaller fragments are not easily distinguishable from false solutions if the radius of expansion is too large in comparison with the fragment radius. (H-Gly Cys-Cys-Ser-Leu-Pro-Pro-Cys-Ala-Ala-Asn-Asn-Pro-Asp-TyrCys-OH; Hu et al., 1996) , resolution 1.10±15.14 A Ê . As a test, single amino-acid residue fragments were used. The name of the search fragment is composed of the amino-acid code and the residue sequence number. The structure factors were calculated by automatic structure solution and re®nement (Pavelcik, 1998) , rather than from the PDB coordinates, in order to further simulate experimental conditions. A few atoms were missing and some atomic types were wrong. The 1pen fragments were divided into three groups with respect to their radii and expanded with parameters a = 2, 3 and 4 A Ê , l(max) = 7, n(max) = 7. 100 top peak positions from the sixdimensional search were re®ned.
1pen (conotoxin)
4.5.1. G01 fragment. The top 62 peaks with CCZ > 0.90 were ®tted to various atom groups with similar stereochemistry (not only to the NÐCÐCÐO sequence). Only one of them was false (No. 56 based on CCZ). CCs were in the range 0.46±0.34. These ®ts were quite accurate, the maximum difference from re®ned atomic positions being in general about 0.15 A Ê (maximum ERR = 0.23 A Ê ). The values of CC for ®ts with one atom missing were in the range 0.40±0.35. There was no correlation between the ERR and the CC for well ®tted fragments. CCZ was again a better criterion than CC to distinguish between correct and false solutions. There was also no correlation with the difference in atomic types. The re®ned CC for position related to the crystal position of G01 (from which the fragment coordinates had been derived) was only 0.397. For this kind of fragment additional criteria for analysis should be developed.
4.5.2. A09, A10 fragments. CC = 0.42±0.30. The number of exact ®ts was 11 for A09 and 18 for A10. Again, the original fragment positions were not the highest on the list, but the presence of an extra asymmetric atom in comparison to glycine was the signi®cant differentiation character. The fragment should be asymmetric for a unique search.
4.5.3. S04. The original fragment was at the top of the list with CC = 0.53. The next peaks were considerably worse. There was probably no group with similar conformation in this structure.
4.5.4. C02, C03, C08, C16 fragments. Cysteine groups were ®tted with a highest of CC 0.67±0.53 in pairs (C02, C08), (C03, C16) of similar cysteine conformations. Some peaks with exact ®t (but no S atoms) had a considerably lower CC. The heavy atom was the signi®cant marker.
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Pavelcik et al. Automatic electron-density map interpretation 281 research papers Table 2 In¯uence of resolution on fragment positioning for RKSA5. 4.5.7. Y15 fragment. A unique ®t with CC = 0.680/0.563 was dominant. Only ®ve peaks were found in the peak-picking procedure above the given threshold. , resolution 0.83±40.76 A Ê , Thr-Thr-Cys-Cys-Pro-Ser-Ile-Val-Ala-Arg-SerAsn-Phe-Asn-Val-Cys-Arg-Leu-Pro-Gly-Thr-Ser-Glu-Ala-IleCys-Ala-Thr-Tyr-Thr-Gly-Cys-Ile-Ile-Ile-Pro-Gly-Ala-Thr-CysPro-Gly-Asp-Tyr-Ala-Asn (Teeter et al., 1993) .
Crambin was used to test the in¯uence of data resolution on the ability of the method to reveal atomic fragments for protein. Y44 was used as a test fragment, with expansion parameters a = 4.4 A Ê , l(max) = 7, n(max) = 7. Results are presented in Table 3 . The program was not able to position the fragment of 12 atoms at a resolution lower than 3.0 A Ê .
ICA3
P2 1 2 1 2 1 , a = 61.941, b = 70.425, c = 148.962 A Ê , resolution 2.3±60.0 A Ê . Protein dimer, 780 residues in total (Borek, 2001) . n(max) = 5, l(max) = 7, grid 0.6 A Ê . One turn of poly-Ala -helix (18 atoms) was positioned into many places in the electron density. The best peak (based on CC) had ERR = 0.178 A Ê in comparison with re®ned coordinates. There were clusters of peaks clearly indicating -helix.
Fragment expansion
Coef®cients of expansion have the important convergence property given by (11). For the RKSA1 fragment the table of the sum of expansion coef®cients as function of n(max) and l(max) was calculated. The Ec fragment expansion was used. The important question was how many expansion coef®cients were optimal for positioning the fragment. Results are shown in Fig. 1 . The limiting extrapolated value of the sum was 695 000. The expansion practically converged for n(max) 9 6 and l 9 12. However, even smaller numbers were suf®cient to recover the fragment position from the electron density. Expansion coef®cients of the Dirac fragment do not converge; E values instead of structure factors are more suitable for electron-density expansion if the fragment atoms are expressed as point scatterers.
Refinement
Re®nement of Euler angles by analytical derivatives is a fast procedure. We found that only a marginal improvement can be achieved by re®nement of angles only, because the interpolated angles are close to the correct values. The value of the overlap function is more sensitive to the correct fragment position than to the orientation. 4.9.1. Dirac refinement. No more than four iterations were necessary to re®ne both fragment position and orientation. A considerable increase (up to 10%) in correlation coef®cient could be achieved. The procedure is simple, convergent and fast, but it is not suf®ciently general. The disadvantage of Dirac re®nement is that results are dependent on selection of the grid for electron-density expansion (on the distance of the center of the fragment to the nearest grid-point position). 4.9.2. Analytical derivative refinement. The method is suf®ciently general and can be applied to any type of fragments. In each iteration step it is necessary to make several summations of structure factors, which makes this procedure considerably slower in comparison with Dirac re®nement. However, because the electron-density expansion is recalculated at each new fragment position, the re®nement is not dependent on the sampling grid.
Perspectives
Preliminary results from protein and polypeptide structures suggest that fragments of secondary-structure elements (-helix and -strand) can be easily connected into poly-Ala chains. Side chains can be modeled with locally restricted multidimensional searches. Fitting of quite large fragments (domains) in the early steps of phase development is also Figure 1 Convergence properties of expansion coef®cients. Coordinates from the RKSA1 fragment. The sum is calculated according to (11). Filled triangles, n = 4; ®lled diamonds. n = 7; squares, n = 10.
promising. Omitting solvent regions can increase the speed of calculations. The search algorithm described in this paper can be parallelized at the level of one process and also at the level of several coordinated processes. Taking into account the price and accessibility of current personal computers, this can lead to a substantial decrease in the necessary real computing time.
APPENDIX A Randomization of phases.
Randomization is based on the idea of the partially known structure
where P are known and Q are unknown atoms. The unknown part has a limited maximal value. The structure factor F h = A h + iB h is modi®ed,
