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El ozono troposférico es un contaminantes del aire que se forma como consecuencia de 
reacciones fotoquímicas en las ciudades y sus alrededores. En los últimos años ha ganado 
protagonismo frente a otro tipo de emisiones, fundamentalmente por los daños que 
ocasiona en la salud humana y los cultivos, su facilidad para ser transportado de unas zonas 
a otras y la dificultad para predecir las altas concentraciones. En los procesos de formación, 
transporte y destrucción de ozono a nivel superficial intervienen tanto agentes 
meteorológicos como químicos primarios, confiriéndole a sus concentraciones un alto 
grado de aleatoriedad.  
 
Ciñéndonos a los objetivos planteados, esta tesis utiliza el análisis multifractal como 
herramienta para caracterizar la distribución de los valores de ozono a lo largo del tiempo, 
teniendo la ventaja de que los resultados obtenidos son independientes de la escala de 
observación. La primera parte se corresponde con un estudio estacional comparativo del 
ozono entre diferentes localizaciones de medida (urbana, suburbana y rural) llevado a cabo 
mediante el empleo del análisis multifractal. Posteriormente se muestran los resultados 
obtenidos mediante el empleo del análisis multifractal conjunto entre el ozono y uno de sus 
principales precursores, el dióxido de nitrógeno. La tercera parte, y también mediante el 
empleo del análisis multifractal conjunto, se centra en la relación de dependencia entre el 
ozono y algunas variables meteorológicas, como la temperatura, la radiación solar y la 
humedad del aire. La cuarta se basa en un estudio de los patrones de viento (dirección y 
velocidad) sobre el ozono troposférico aplicando el análisis multifractal conjunto. En el 
quinto y último apartado se retoma el análisis multifractal siempre para evaluar la capacidad 
de un modelo de predicción de ozono troposférico para reproducir la distribución de los 
datos de las series reales a través de distintas escalas de observación, dotando a esta 

























Ground-level ozone is an atmospheric pollutant which is formed as a result of several 
photochemical reactions in cities and surrounding areas. In recent years, it has gained 
prominence over other types of emissions, mainly due to the damage caused to human 
health and crops, its transport from emission areas to surroundings and the difficulty in 
predicting high concentrations. Both meteorological variables and primary chemical 
pollutants are involved in formation, transport and destruction of ozone, giving a high 
degree of randomness. 
 
According to the objectives, this thesis uses the multifractal analysis as a tool to 
characterize the distribution of ozone values over time, taking the advantage that the results 
are independent from the scale of observation. The first part corresponds to a seasonal 
comparative study between different ozone measuring locations (urban, suburban and 
rural) carried out using multifractal analysis. Then, it is shown the results obtained by using 
joint multifractal analysis of ozone and one of its main precursors, nitrogen dioxide. In the 
third, it is also used the joint multifractal analysis between ozone and some meteorological 
variables such as temperature, solar radiation and air humidity. The fourth is based on a 
wind patterns study (velocity and wind direction) on ozone using the multifractal analysis 
joint. The fifth section regards multifractal analysis to assess the ability of a predictive 
model to reproduce the data distribution of real ozone time series over different scales, 
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“¿Qué sería de la vida,  
si no tuviéramos el valor de intentar algo nuevo?” 








































La elevada concentración de ozono en las capas más bajas de la atmósfera tiene un impacto 
muy negativo sobre la salud humana (Bates 1994; Romieu et al. 1996). Los principales 
síntomas descritos ante exposiciones a estos niveles de ozono son la broco-constricción, 
tos, sibilancias e irritación de ojos y mucosas respiratorias. Además, las altas 
concentraciones de ozono también tienen efectos perniciosos sobre el medio ambiente, 
reduciendo el rendimiento de los cultivos (Jäger et al. 1992) y retardando el crecimiento 
vegetal. 
 
El ozono troposférico es un conocido contaminante secundario del aire cuyas dinámicas 
formativas están gobernadas por procesos fotoquímicos. Las zonas urbanas son sus 
principales fuentes de emisión, ya que la formación tiene lugar a partir de reacciones 
fotoquímicas con algunos contaminantes primarios, destacando los óxidos de nitrógeno 
(NOx
 
) y los compuestos orgánicos volátiles no metánicos (COVNM) (Sillman 1999; Tang 
et al. 2010). Es conocido que las grandes y congestionadas ciudades muestran un marcado 
patrón diario de ozono como consecuencia de las emisiones antropogénicas (industrias y 
tráfico rodado) y la radiación solar, alcanzando niveles de concentración mínimos a primera 
hora de la mañana y elevados durante la tarde (e.g. Dueñas et al. 2002).  
La reacción fotoquímica más determinante en la formación de ozono y, a su vez, en su 
destrucción, se establece con los óxidos de nitrógeno, tal y como se detalla en la siguiente 
reacción reversible (e.g. Graedel y Crutzen 1993): 
 
                                               NO2 + O2  ↔  NO + O3 
 
(1.1) 
Esta reacción química, junto con aquellas otras implicadas, están matizadas por las 
condiciones climáticas de cada región y, a nivel local, por las condiciones atmosféricas 
existentes (Guicherit y Van Dop 1977; Güsten et al. 1988; Gardner y Dorling 2000). Es 
bien conocido que las condiciones meteorológicas inciden en las dinámicas de formación, 
transporte y destrucción de ozono. Por ejemplo, la radiación solar y las altas temperaturas 
están estrechamente relacionadas con los episodios de elevadas concentraciones en el sur 
de Europa (Güsten et al. 1994; Kouvarakis et al. 2000; Ribas y Peñuelas 2004), mientras 
que la dirección del viento y los patrones sinópticos son factores vinculados a la formación 
de ozono durante el transporte de sus precursores (Cheng et al. 2001; Wang et al. 2001; 
Adame et al. 2010; Shan et al. 2010). El ozono muestra un acentuado comportamiento 
estacional a consecuencia de la insolación y la temperatura, marcado por niveles de 
concentración muy elevados en verano-primavera y bajos durante el invierno.  
 
A consecuencia del movimiento y transporte del ozono, son las zonas circundantes de las 
ciudades las más vulnerables a las elevadas concentraciones (Dueñas et al. 2004; 
Gerasopoulos et al. 2006; Beig et al. 2007). Esto es debido a que el ozono tiene un tiempo 
de vida de varios días y, en consecuencia, se pueden encontrar altas concentraciones de 
ozono en regiones bastante alejadas de las fuentes de emisión (Seinfeld 2004). Estas zonas 
se ven particularmente afectadas por los episodios de ozono (Logan 1989) debido a que, 
por un lado, buena parte del ozono se forma durante el transporte de sus precursores desde 
las zonas de emisión hacia los alrededores (Kalabokas et al. 2000), y que, por el otro, varios 
de los mecanismos químicos de destrucción de ozono presentes en las ciudades tienen una 
influencia menor en estas zonas (Garland y Derwent 1979; Saitanis 2003). Por esta causa, 
en los emplazamientos rurales es muy frecuente sobrepasar los umbrales de protección 






En muchas zonas geográficas del planeta se ha focalizado la atención sobre el 
desplazamiento del ozono, debido a que en estos fenómenos radican algunas de las 
respuestas más importantes a las altas concentraciones que se registran en las zonas 
suburbanas y rurales que circundan muchas ciudades del mundo. Los trabajos de 
investigación que versan sobre el movimiento del ozono como consecuencia de la acción 
del viento han sido bastante prolíficos (e.g. Günsten et al. 1994; Cheng et al. 2001; Darby 
2005; Evtyugina et al. 2006; Jammalamadaka y Lund 2006; Hwang et al. 2007; Shan et al. 
2010). Del mismo modo, también se ha constatado que la acción de la velocidad del viento 
en combinación con otras variables climáticas promueve una mayor formación de ozono. 
Generalmente, los vientos suaves y la alta insolación se relacionan con un aumento en los 
niveles de ozono (Wang et al. 2001).  
 
El régimen de vientos en el Valle del Guadalquivir se encuentra muy influenciado por su 
proximidad al Océano Atlántico. Los vientos predominantes, independientemente de su 
origen, se desplazan a través del eje que conforma el valle. En verano, los vientos 
predominantes proceden del Océano Atlántico (SO) y se adentran por el interior del Valle 
del Guadalquivir. Por el contrario, en invierno, los vientos proceden del norte de Europa, 
siendo éstos más fríos y soplando en dirección NE. En primavera y otoño se combinan 
procesos sinópticos y locales, existiendo diferentes escenario diurnos y nocturnos. Durante 
el día los vientos suelen originarse como consecuencia de las brisas oceánicas (SO), 
invirtiéndose por la noche el proceso y registrándose vientos procedentes del norte (NE) 
(Adame et al. 2008). 
 
En consecuencia, las concentraciones de ozono muestran un elevado grado de aleatoriedad 
debido a la existencia de una gran cantidad de variables que inciden sobre éste, siendo la 
localización unos de los factores más determinantes.    
 
Tradicionalmente, los estudios sobre el ozono se han basado en la descripción estadística 
de series temporales, análisis de episodios de contaminación, rebasamiento de los umbrales 
de protección para la salud y el estudio de patrones diarios y estacionales. Sin embargo, en 
ciertas ocasiones, el análisis estadístico no es capaz de caracterizar completamente algunos 
procesos regidos por ciertas leyes físico-químicas y sometidos, a su vez, a un cierto grado 
de aleatoriedad. Además, los resultados estadísticos de las series temporales están basados 
exclusivamente en el análisis en una única escala, esto es, la escala temporal de observación, 
y por tanto, no reflejan necesariamente las características de las series temporales a través 
de otras escalas (Zeleke y Si 2006).  
 
Una de las opciones para superar esta desventaja es el empleo del enfoque multifractal. El 
análisis multifractal es una técnica que permite describir y caracterizar los valores que 
toman determinadas variables que se distribuyen en el tiempo y en el espacio. Este análisis 
es una generalización de la teoría fractal, en la que una única dimensión fractal es 
reemplazada por una distribución espectral de funciones de dimensión (Olsson et al. 1993) 
denominada espectro multifractal f(α). Esto significa que una combinación de todos los 
conjuntos multifractales que componen un sistema complejo producen un espectro 
multifractal que describe la variabilidad y heterogeneidad de los valores de la variable 
estudiada (Mendoza et al. 2009), teniendo la ventaja de que los parámetros obtenidos son 
independientes de la escala (Cox y Wang 1993).  
 
Como Lee et al. demostraron en 2002, las dinámicas de ozono pueden ser consideradas 
como un proceso multiplicativo aleatorio y, por tanto, el enfoque multifractal es una 






diferentes escalas temporales. Por tanto, teniendo en cuenta que la concentración de ozono 
es altamente variable en el espacio y en el tiempo (Giorgi y Meleux 2007), sería interesante 
caracterizar la distribución de datos de ozono en diferentes localizaciones de medida 
mediante el uso del enfoque multifractal. Asimismo, el enfoque multifractal conjunto 
(Meneveau et al. 1990) permite el estudio de las propiedades multifractales de dos variables 
que se distribuyen en el mismo soporte geométrico, tal es el caso de las series temporales. 
Esta técnica permitirá profundizar en la influencia que determinadas variables químicas y 
meteorológicas poseen sobre las propiedades de escala del ozono.      
 
Desde que se descubrió la implicación del ozono en los episodios de smog y en la 
contaminación fotoquímica, muchos han sido los trabajos y métodos propuestos para tratar 
de vaticinar el momento en el que se van a sobrepasar los valores umbrales de protección 
para la salud humana y la vegetación. Este hecho es clave para la toma de decisiones, el 
control de los episodios de riesgo y la preservación de la salud de la población. 
Principalmente, los modelos de predicción de ozono se han llevado a cabo mediante el uso 
de redes neuronales, series temporales y regresiones (e.g. Schlink et al. 2006; Lengyel et al. 
2004; Abdul-Wahab y Al-Alawi 2002). Asimismo, se han establecido estudios comparativos 
entre estos métodos (e.g. Yi y Prybutok 1996; Comrie 1997; Prybutok et al. 2000; Sousa et 
al. 2007).  
 
Uno de los métodos más utilizados en la predicción de ozono ha sido la regresión lineal 
múltiple, en la cual se expresa de manera analítica la dependencia de una variable respuesta 
respecto a una serie de variables predictoras (Abdul-Wahab et al. 2005). La mayoría de los 
trabajos coinciden en la capacidad de la regresión múltiple para predecir qué días se van a 
alcanzar niveles altos de ozono (Ghazali et al. 2010). La regresión lineal múltiple posee 
varias ventajas respecto a otros métodos de predicción, puesto que es relativamente sencilla 
de implementar, ofrece un alto grado de exactitud en sus estimaciones y éstas se ajustan 
bastante bien cuando se aplica a áreas locales concretas.  
 
Asimismo, la validez de los modelos se verifica mediante el cumplimiento de ciertas 
limitaciones estadísticas, ignorando algunas otras características intrínsecas existentes en las 
series temporales como, por ejemplo, el comportamiento de escala del ozono y la 
distribución de los valores en diferentes escalas temporales; propiedades que serán 
estudiadas a lo largo de esta tesis. Dado que las dinámicas de ozono pueden ser 
consideradas como un proceso multiplicativo aleatorio, el enfoque multifractal es una 
herramienta adecuada para evaluar la capacidad de un modelo para reproducir la 
variabilidad y distribución de los valores a través de diferentes escalas temporales de 
análisis.   
 
 
•  Antecedentes de la aplicación del análisis multifractal a series temporales de 
ozono  
Los métodos estadísticos clásicos como la función de Fourier y la función de correlación 
no reportan resultados útiles si los datos son consecuencia de procesos con alta influencia 
estocástica o efectos procedentes del caos determinista (Mandelbrot 1983). Cabría 
esperarse que las series temporales de ozono muestren simultáneamente características 
deterministas y aleatorias debido a que su concentración está sujeta a condicionantes 







La dimensión fractal de una serie temporal debe entenderse como un grado característico 
de irregularidad mediante el cual el conjunto de datos que constituyen la serie se distribuye 
en la escala de observación. Sin embargo, la aplicación de la aproximación mono-fractal a 
series temporales de concentración de contaminantes atmosféricos sólo proporciona 
información sobre las propiedades de escala global sin tener en cuenta las variaciones 
temporales en el grado de agrupamiento de los datos en la serie, puesto que las 
fluctuaciones locales de la distribución no pueden ser descritas mediante una única 
dimensión fractal (Lee 2002). Es entonces donde el análisis multifractal cobra importancia y 
se convierte en una herramienta matemática de utilidad para examinar las variaciones 
temporales en la distribución de los valores de ozono al acentuarse las fluctuaciones locales 
de sus propiedades de escala. Entiéndase, además, que cuando se lleva a cabo el análisis 
multifractal, los valores de la serie temporal son considerados como una medida mas que 
como un conjunto de datos (Lee 2002).  
 
Uno de los primeros estudios de aplicación del análisis multifractal sobre series temporales 
de contaminantes ambientales fue llevado a cabo por Klement et al. (1994). En este estudio 
se analizaba la evolución temporal de micropartículas en suspensión en ambientes 
industriales, utilizando para ellos dos métodos diferentes basados en el box-counting: El 
método de Legendre (Meneveau y Sreenivasan 1987) y el método canónico (Chhabra et al. 
1989). Posteriormente, en el año 2000, el método multifractal universal (Schertzer y 
Lovejoy 1987) fue aplicado a series temporales de NO y SO2
 
 para la caracterización de los 
episodios de altas concentraciones de estos contaminantes en tres ubicaciones de Hong 
Kong, como paso previo para el desarrollo de un modelo de co-integración para la 
predicción de episodios de contaminación (Anh et al. 2000).  
En el trabajo publicado por Lee en 2002 se analizaron datos horarios de concentración de 
cuatro contaminantes ambientales (SO2, CO, NO2 y O3
 
) en Taipei (Taiwan) desde Enero a 
Diciembre de 1998 utilizando el análisis multifractal con el método del box-counting. La 
no-linealidad observada en la representación gráfica de la función de masa frente a los 
diferentes momentos estadísticos considerados para cada una de las variables de estudio, 
confirmaba la naturaleza multifractal subyacente en las series temporales de estos 
contaminantes ambientales, entre los que se incluía el contaminante objeto de estudio en 
esta tesis, el ozono. Según el autor, la naturaleza multifractal observada en las series 
temporales de contaminantes ambientales debe ser entendida como el resultado de un 
procesos multiplicativo aleatorio. Otro de los resultados obtenidos fue que el grado de 
curvatura de esta función era diferente para cada una de las series temporales, lo cual se 
relaciona con una mayor amplitud en los espectros f(α)-α. Asimismo, los espectros 
multifractales son asimétricos respecto a α indicando que las altas y las bajas intensidades 
de los valores de las series no se distribuyen uniformemente. Finalmente, el autor apuntaba 
que el análisis multifractal permite amplificar pequeñas diferencias en las series temporales 
utilizadas y que, por tanto, puede ser una herramienta útil para el reconocimiento de 
patrones y para la investigación de las relaciones entre series temporales meteorológicas y 
de contaminantes ambientales. En este sentido, el análisis multifractal va más allá de un 
análisis de correlación puesto que permite diferenciar de una manera clara y sencilla 
pequeñas diferencias inapreciables con otras técnicas. 
Posteriormente se propuso un modelo basado en el Conjunto de Cantor y en el proceso 
binomial multiplicativo en el que se aplicaban diferentes valores de longitud y densidad en 
las sucesivas iteraciones, con el objetivo de generar series temporales sintéticas de 
concentración de contaminantes atmosféricos tales como el CO, NO, NO2, O3, PM10 y 






los espectros multifractales de series reales. Los resultados obtenidos muestran que estamos 
ante un modelo adecuado si el interés radica en modelizar correctamente las propiedades 
de escala de series temporales de contaminantes ambientales, aunque no es posible concluir 
que la distribución de los valores esté exclusivamente gobernada por un Conjunto de 
Cantor con unos parámetros de densidad y longitud definidos. Sin embargo, se considera 
que es una aportación muy interesante en tanto que ofrece nuevas perspectiva de 
aplicabilidad de la teoría multifractal para la evaluación de series temporales modelizadas.    
 
En relación al ozono troposférico, se realizó un estudio pormenorizado de series 
temporales de datos horarios mediante estadísticos descriptivos, análisis fractal y 
multifractal (Lee et al. 2006). El análisis estadístico corroboró las conocidas características 
de las series temporales de ozono en relación a su sesgo negativo y fuerte autocorrelación. 
El análisis mono-fractal revela que existen varias propiedades de escala, por lo que la serie 
temporal de ozono muestra una naturaleza multifractal que puede ser analizada mediante el 
análisis multifractal.    
 
Jiménez-Hornero et al. (2010) publicaron un estudio estacional del ozono troposférico en 
la ciudad de Córdoba (España) en el que se expone la utilidad del método del análisis 
multifractal como herramienta para la descripción detallada de la distribución de los valores 
de ozono más allá del análisis estadístico tradicional, teniendo la ventaja de que los 
resultados deducidos a partir del espectro multifractal son independientes de la escala de 
observación utilizada.  
 
 
•   Objetivos de la tesis  
La presente tesis doctoral utiliza el análisis multifractal simple y conjunto para la 
descripción de series temporales de ozono y las relaciones de dependencia que se 
establecen con sus precursores químicos y variables meteorológicas. Para ello se establecen 
los siguientes objetivos:  
1. Caracterizar mediante la estadística descriptiva la influencia de las variables 
meteorológicas y químicas sobre el ozono troposférico. 
 
2. Determinar las diferencias y similitudes existentes en las series temporales de ozono 
troposférico en diferentes localidades y emplazamientos de medición mediante el uso 
del enfoque multifractal.  
 
3. Describir mediante el análisis multifractal sencillo y conjunto las series temporales de 
ozono troposférico y establecer relaciones con las variables atmosféricas y los 
contaminantes químicos implicados en sus dinámicas. 
 
4. Comprobar la adecuación del enfoque multifractal para la evaluación de la calidad de 
modelos de predicción de ozono troposférico. 
 
5. Comparar la información obtenida mediante el análisis multifractal con los resultados 










•   Estructura de la tesis  
Para alcanzar los objetivos propuestos se ha llevado a cabo una profunda labor de 
recopilación de datos, obtención e interpretación de resultados que se muestran de manera 
organizada a través de los siete capítulos en los que se subdivide esta memoria de tesis. A 
continuación se realiza una breve descripción de cada una de ellos para facilitar al lector el 
seguimiento del presente documento.  
 
Capítulo  II – Teorías fractal y multifractal. 
 
Este capítulo es el resultado de una profunda labor de recopilación y revisión bibliográfica 
sobre las teorías fractal y multifractal. Se ha entendido conveniente asentar los conceptos 
del análisis multifractal sobre los orígenes de la teoría fractal para ir desarrollando los 
conceptos teóricos de una manera progresiva, con el fin de mostrar una visión global de 
conjunto que facilite la labor de lectura y comprensión. El capítulo, pues, se estructura en 
dos partes bien definidas que en su conjunto establecen el marco teórico de la tesis. 
     
Capítulo  III – El ozono como agente contaminante de la atmósfera 
 
En este capítulo se realiza una descripción pormenorizada de la contaminación atmosférica, 
centrándonos como objeto de estudio en el ozono troposférico. A lo largo de su desarrollo 
se exponen las dinámicas que posibilitan su formación y destrucción, y se muestran los 
principales agentes físico-químicos involucrados en el comportamiento del ozono.  
 
Posteriormente se realiza una caracterización de la evolución del ozono en las zonas 
urbanas, suburbanas y rurales, y se describen los efectos perjudiciales de este gas 
contaminante. Posteriormente se establece el marco normativo que a nivel comunitario y 
estatal rigen la contaminación por ozono. Finaliza el capítulo con un recorrido cronológico 
con los hitos más relevantes del estudio troposférico en la Comunidad Autónoma de 
Andalucía.    
 
Capítulo  IV – Área de estudio, estaciones de medida y base de datos 
 
Como su nombre indica, este capítulo es la asociación de tres partes importantes para la 
contextualización del área geográfica y las características de las mediciones que se han 
utilizado para el análisis de los resultados. 
 
La primera parte es una descripción de las características orográficas y climáticas de 
Andalucía, así como el análisis de los problemas de contaminación por ozono. La segunda 
parte detalla la Red de Vigilancia y Control de la Calidad del Aire de Andalucía y describe 
las principales características de los emplazamientos sometidos a estudio, localizados en la 
ciudad de Córdoba, la costa oriental de la provincia de Huelva y el área metropolitana de 
Sevilla. La tercera parte detalla las características de los datos, así como el tratamiento para 
la evaluación de su calidad.   
 
Capítulo  V – Metodología 
 
En este capítulo se describen los algoritmos matemáticos que se van a emplear para la 
ejecución de los análisis multifractal y multifractal conjunto. Asimismo, se destacan los 







Capítulo VI – Resultados y discusión 
 
Ciñéndonos a los objetivos planteados, este capítulo expone los resultados obtenidos 
durante la realización de esta tesis. El capítulo se subdivide en cinco apartados: 
 
La primera parte se corresponde con un estudio estacional comparativo entre diferentes 
localizaciones de medida urbana, suburbana y rural llevado a cabo en la costa oriental de la 
provincia de Huelva mediante el empleo del análisis multifractal simple. La segunda 
muestra los resultados obtenidos mediante el empleo del análisis multifractal conjunto 
entre el ozono y uno de sus principales precursores, el dióxido de nitrógeno. La tercera 
parte expone la relación de dependencia entre el ozono y algunas variables meteorológicas, 
también mediante el empleo del análisis multifractal conjunto. En los dos apartados 
anteriores se utiliza la ciudad de Córdoba como área objeto de estudio. La cuarta se basa en 
un estudio de los patrones de viento (dirección y velocidad) sobre el ozono troposférico en 
el área metropolitana de Sevilla aplicando el análisis multifractal conjunto. En el quinto y 
último apartado se retoma el análisis multifractal siempre para evaluar la capacidad de un 
modelo de predicción de ozono troposférico para reproducir la distribución conocida de 
los datos de las series reales a través de distintas escalas de observación.     
 
Capítulo VI – Conclusiones 
 
En este capítulo se enfatizan los principales hallazgos obtenidos en relación a los objetivos 
planteados.  
 
Capítulo VI – Bibliografía 
 










Capítulo 2  
Teorías fractal y multifractal 
 
 
“Clouds are not spheres, mountains are not cones, 
coastlines are not circles, and bark is not smooth, 






































La gran ola de Kanagawa, Hokusai (1830-1833) 
 
 
Desde siempre el ser humano ha tratado de explicar la realidad que le rodeaba de un modo 
sencillo con el objeto de que pudiese ser fácilmente entendible. En este sentido, se ha 
servido de la “sencilla” geometría euclídea de líneas, curvas perfectas, círculos y esferas para 
describir las formas geométricas de los elementos presentes en la naturaleza. De este modo, 
la Tierra puede ser considerada una esfera, las montañas conos, la silueta de las nubes 
arcos, y así un largo etcétera. Sin embargo, diferentes autores (con Benoît Mandelbrot 
como principal exponente) han demostrado a lo largo del Siglo XX que la geometría de la 
naturaleza es algo más compleja: rugosa, áspera, fracturada, irregular. Durante estos años 
también se ha podido constatar la existencia en la naturaleza de pequeñas formas que al 
repetirse a diferentes escalas dan lugar al “todo”. Todas estas leves pinceladas 
desembocarán, a lo largo de este capítulo, en las importantes definiciones de dimensión 




































2.1 Introducción a la teoría fractal 
 
Las irregulares formas que se aprecian en la naturaleza difícilmente pueden ser 
caracterizadas con exactitud mediante la geometría tradicional, y es que al valernos de la 
geometría euclídea para la descripción de estos objetos estamos realizando una profunda 
abstracción de la realidad. En contraposición a la geometría euclídea, que describe la forma 
de los objetos mediante ecuaciones matemáticas, se sitúa la geometría fractal, la cual se basa 
en procedimientos recursivos para generar las infinitas partes del objeto. Por ello, el 
principal atractivo que posee la teoría fractal es su capacidad para describir sistemas muy 
complejos, irregulares y fragmentados, como los que abundan en la naturaleza. Por este 
motivo, esta geometría también es conocida como “la geometría de la naturaleza”. Aún así, 
a pesar de que la geometría fractal se ajusta a las formas naturales bastante mejor que la 
geometría euclídea, la naturaleza no es completamente fractal. La geometría fractal es 
simplemente una buena aproximación -posiblemente la mejor conocida- a las formas de la 
naturaleza.  
 
Mandelbrot publicó en el año 1967 su trabajo titulado How long is the coast of Britain? 
Statistical self-similarity and fractional dimension en el que demostraba la incapacidad de la 
geometría euclídea para caracterizar ciertas dimensiones, ejemplificándolo con la longitud 
de la costa de Gran Bretaña (Fig. 2.1). Si utilizamos una medida de longitud fija, 
denominada δ, y la superponemos de la mejor manera posible bordeando la costa británica, 
la longitud de la isla podrá ser estimada mediante el producto de dicha medida δ por el 
número de medidas empleadas para su medición, N(δ). 
 















Fuente: Elaboración propia 
 
Si a continuación utilizamos una medida de longitud δ/2 y realizamos el mismo 
procedimiento obtendremos una longitud de la costa algo superior, como superior a esta 
última será la longitud obtenida si se utiliza una medida de tamaño inferior, por ejemplo 
δ/4. ¿Qué está sucediendo?  
 
Si la longitud total de la costa viene determinada por el producto 
 
                (2.1) 
 
al utilizar progresivamente una medida de tamaño inferior (δ      0), ésta se ajusta cada vez 
mejor a la irregular forma del perímetro de Gran Bretaña y la longitud total L(δ) que se 
( ) ( )L Nδ δ δ= ⋅




obtiene al medir la costa también será mayor. De este modo se observa como la medida y 
el número de pasos necesarios para bordear el perímetro de la costa no guardan una 
relación de proporcionalidad lineal, por lo que la longitud L(δ) no se mantiene constante 
ante cambios en la medida. En el hipotético caso de tomar una medida infinitamente 
pequeña, las matemáticas afirmarán que la longitud de la costa es infinita; sin embargo, 
físicamente, la materia es discreta y, por tanto, siempre obtendremos una longitud finita. La 
conclusión extraída es tan sencilla como sorprendente: la longitud de un objeto irregular 
depende de la escala de observación.  
 















Fuente: Feder 1988 
 
Una alternativa sencilla para conocer la longitud de un objeto fractal, como es la costa de 
Gran Bretaña, es cubrir el mapa con una malla regular de celdas cuadradas a las que se le 
asigna una valor del lado δ. Jens Feder recoge en el capítulo 2 de su conocido libro Fractals 
publicado en 1988 un ejemplo similar aplicado a la costa de Noruega. Feder señala en su 
obra la irregularidad de la costa noruega, en la que la determinación del sutil límite que 
separa los ríos y el mar depende de la escala de observación. Para conocer la medida de esta 
costa tan irregular (ver Fig. 2.2), en la que los fiordos y ríos se entremezclan, el autor 
superpone cajas de diferentes tamaños de lado δ, en clara similitud con el procedimiento 
ideado por Mandelbrot.  
 
 
















Fuente: Adaptado de Feder 1988 




En este caso, la costa de Noruega es recubierta con tamaños de cajas de longitud de lado δ, 
de modo tal que se contabilizan el número de cajas N(δ) de tamaño δ necesarias para cubrir toda la costa. Ciñéndonos a la geometría tradicional, en la medida en la que                            
δ tiende a 0 sería esperable que el valor de L(δ) en la ecuación 2.1 tendiese a ser constante, 
sin embargo, esto no es así. En la Figura 2.3 se representa gráficamente la relación 
exponencial existente entre el valor de L(δ) y δ.  
 
Si se toman logaritmos, la relación entre ambas variables puede ser estimada mediante un 
ajuste lineal de mínimos cuadrados, de modo que puede ser descrita mediante la siguiente 
expresión: 
 
   (2.2) 
 
Para una curva euclídea se espera que el valor de a sea igual a LN
 
, esto es, la longitud de la 
curva, al menos para valores suficientemente pequeños de δ, y el exponente D debería ser 
igual a 1 (Feder 1988). El exponente 1-D coincide con la pendiente de la recta, y D es lo 
que se conoce como dimensión fractal. El trascendental concepto de dimensión fractal será 
ampliamente descrito en el apartado 2.4. 
 
2.2 El concepto de fractal 
 
El término fractal procede del latín fractus y apareció por primera vez en la década de los 
años sesenta, cuando Benoît Mandelbrot acuñó el término “fractal” para referirse a objetos 
cuya elevada complejidad geométrica no podía ser caracterizada mediante una dimensión 
euclídea. Mandelbrot mantuvo que la geometría de los objetos existentes en la naturaleza 
mostraban un alto grado de complejidad y, por tanto, su geometría no era tan sencilla como 
tradicionalmente se había venido asumiendo. En numerosas ocasiones la geometría fractal 
ha sido también definida como la “geometría del caos” en comparación con la geometría 
euclídea la cual describe formas suaves (Klement et al. 1994).    
 
A finales del Siglo XIX, mucho antes de que Mandelbrot diese forma a su teoría, fueron 
descritas algunas figuras y formas matemáticas que poseían extrañas propiedades 
geométricas y analíticas. Se podría decir que el estudio de estas propiedades fue el origen de 
la teoría fractal, que posteriormente retomaría Mandelbrot para darle buena parte de la 
forma con la que la conocemos en la actualidad.  
 
La principal diferencia visual es que los objetos euclídeos muestran formas suavizadas al ser 
ampliados, mientras que, por el contrario, los objetos fractales exhiben formas irregulares al 
ser sometidos a diferentes procedimientos de escalado. Siguiendo con el ejemplo de la 
costa de Gran Bretaña, observaremos al acercarnos que ésta es irregular. Si nos 
aproximamos iremos definiendo los acantilados, las playas y las bahías, las cuales también 
muestran fracturas y rugosidades. Si continuamos acercándonos observaremos rocas y 
piedras con aristas y bordes irregulares. A un nivel de máximo detalle llegaremos a 
distinguir los irregulares granos de arena, y si ampliamos éstos con un microscopio, 
seguiremos viendo aristas irregulares y rugosidades.  
 
En el apartado introductorio anterior hemos comprobado que, por una parte, conforme se 
disminuye la escala de la medida con la que se mide un objeto, la magnitud de éste va en 
aumento y, por otra, que la relación entre ambos valores se establece a través de un 
exponente que se ha denotado como D. Por tanto, si la magnitud de un determinado 
1( ) DL aδ δ −= ⋅




objeto depende de la escala de medida -como se ha comprobado anteriormente con las 
costas de Gran Bretaña y Noruega-, estamos ante un objeto fractal cuya característica 
invariante es precisamente el parámetro D.  
 
Los conjuntos u objetos fractales se caracterizan por poseer algunas de las características 
siguientes: 
 
• Dimensión. En general, se puede afirmar que los objetos fractales poseen una 
dimensión no entera. Esta circunstancia es matizable en determinados objetos fractales 
en los que su dimensión coincide con un número entero. 
 
• Invarianza de escala. Los objetos fractales mantienen su dimensión fractal ante 
cambios en la escala de observación. 
 
• Detalle infinito. Al tratarse de objetos matemáticos, cada punto puede ser ampliado 
infinitamente y siempre aparece definido el conjunto fractal.  
 
• Auto-recurrentes. La mayoría de los objetos fractales son auto-recurrentes, esto es, si 
se amplía o disminuye la escala de observación se observan las mismas estructuras del 
objeto. De este modo, se puede afirmar que una parte del objeto es idéntico al conjunto, 
siendo, cuanto menos, estadísticamente similar.  
 
Como puede deducirse, el concepto de fractal o de conjunto fractal sigue generando en la 
actualidad controversia puesto que, generalmente, las definiciones suelen excluir a 
conjuntos fractales conocidos. Una aproximación bastante cercana al concepto de fractal es 
aquella que considera fractal a todo objeto cuya dimensión de Hausdorff-Besicovitch 
supere a su dimensión topológica, sea auto-semejante y posea invariancia de escala. 
Conceptos, todos ellos, que se irán desglosando en los sucesivos apartados.  
 
Una definición de fractal que no compromete en exceso al ser poco restrictiva, es la 
propuesta por la Real Academia Española de la Lengua que lo define como “aquella figura 
plana o espacial, compuesta de infinitos elementos, que tiene la propiedad de que su 




2.3 La dimensión de Hausdorff-Besicovitch 
 
La aceptación de estos “extraños” objetos desembocó en la reformulación de la definición 
de dimensión. La aportación más destacada de Hausdorff fue la ampliación del concepto de 
dimensión a los números no enteros. Décadas más tardes Besicovitch continuó trabajando 
sobre la reformulación del concepto de dimensión.  
 
En el año 1919 Hausdorff generalizó la dimensión a valores no enteros, ampliando el 
concepto de dimensión fraccionaria y medida de Lebesgue1. Si tenemos un conjunto de 
dimensión unitaria y lo reducimos por un determinado factor 1/r, su medida se verá 
reducida en la misma proporción r1
                                                          
1 La medida de Lebesgue pretende extender la noción de longitud a conjuntos más complejos que los intervalos. La integral de Lebesgue 
fue desarrollada para medir un conjunto amplio de números reales. Alcanzó notable éxito en la caracterización de conjuntos con medida 
cero, permitiendo diferenciar conjuntos con medidas muy pequeñas. 
. Si tomamos un rectángulo y se reduce por un 
determinado factor 1/r, obtendremos un nuevo rectángulo de menor dimensión, siendo 




necesarios r2 rectángulos para completar el inicial. De manera análoga se establece con los 
objetos espaciales, los cuales ante una reducción de 1/r cambian su medida en proporción 
r3. De este modo, la idea de dimensión se puede entender como la proporción rd
 
 en la que 
debe cambiar la medida de un objeto cuando se le aplica una determinada reducción 1/r. 
Por lo general, la dimensión de Hausdorff-Besicovitch puede ser considerada como la 
dimensión fractal de determinados objetos, aunque su determinación suele ser bastante 
compleja.  
 
2.4 Dimensión fractal 
 
Los fractales se caracterizan por tener una determinada dimensión fractal, la cual, como se 
ha comentado anteriormente, será invariante con la escala. En matemáticas, los elementos 
geométricos básicos tienen una determinada dimensión topológica bien conocida, a saber: 
dimensión 1 para la recta, dimensión 2 para el plano y dimensión 3 para el espacio.  
 
Esta dimensión está relacionada con los grados de libertad de un punto ubicado en cada 
uno de los elementos mencionados anteriormente. De este modo, un punto per se tendrá 
dimensión cero, aunque dispondrá de 1, 2, ó 3 grados de libertad en función de si se halla 
en una recta, plano o espacio, respectivamente. 
 
De una manera más formal se puede decir que la dimensión fractal es la variación del 
detalle de un objeto (Hearn y Baker 2006), aunque un modo intuitivo de acercarse al 
concepto de dimensión fractal es entendiéndola como la capacidad que muestra un objeto 
para rellenar el plano o el espacio en el que está embebido. De este modo, una determinada 
curva tendrá una dimensión fractal superior a la dimensión topológica de 1 y se aproximará 
a 2 en la medida en la que sea capaz de recubrir el plano. De forma análoga, una 
determinada superficie curva tendrá una dimensión fractal superior a la dimensión 
topológica del plano, esto es 2, y se aproximará a 3 en la medida en la que rellene el 
espacio. En cualquier caso, la dimensión de Hausdorff-Besicovitch de un objeto fractal será 
siempre estrictamente superior a su dimensión topológica, tal y como fue definido por 
Mandelbrot en 1982. La dimensión fractal suele ser un número no entero, aunque en 
determinados casos excepcionales un conjunto fractal puede tener una dimensión entera.  
 
La principal característica de los fractales es su capacidad para mantener su dimensión 
invariante a través de distintas escalas de observación. En la geometría fractal, el concepto 
de longitud llega a ser un proceso más que un evento y este proceso es controlado por un 
parámetro constante (Lopes y Betrouni, 2009), de modo que la dimensión fractal 
caracteriza cómo la longitud, área o densidad de un objeto varía con la escala (Meisel et al. 
1992).  
 
Para entender el concepto de dimensión fractal es necesario profundizar en una de las 
propiedades más importantes de los conjuntos fractales: el concepto de autosimilitud. En 
el trabajo Fractals and Self Similarity publicado en 1981 por Hutchinson se desarrolló la teoría 
sobre la que se sostiene este concepto. La autosimilitud (o autosemejanza) es una 
propiedad física de los objetos fractales en la que una porción del objeto es idéntica 
(entiéndase como estadísticamente similar) al conjunto total. En la Figura 2.4 se expone 






















Fuente: Elaboración propia 
 
Si tomamos una curva (conjunto determinado de puntos) y la reducimos aplicándole un 
determinado factor de escala, obtendremos otra curva de menor longitud formada por un 
determinado conjunto de puntos. Si hemos tomado un factor de escala apropiado, se podrá 
cubrir la curva original -sin solapamiento- utilizando exclusivamente el nuevo conjunto de 
puntos un determinado número de veces (N). Si esto es posible diremos que la curva posee 
autosimilitud. Esto puede ser extrapolado tanto a una superficie plana como a un objeto 
tridimensional. La dimensión de similitud d vendrá determinada por los valores enteros 1, 2 





A partir de la expresión 2.3, que relaciona el factor de escala con el número de segmentos 
no solapados necesarios para cubrir la totalidad de la curva inicial, podemos hallar también 






Por lo general, la dimensión fractal de un objeto puede determinarse de forma más sencilla 
mediante “procedimientos de cobertura”, que consisten en superponer al objeto estructuras 
geométricas sencillas de diferentes tamaños. El más usual es el de cuadrados o cajas, 
aunque también pueden utilizarse círculos, elipses, esferas o paralelepípedos, estos dos 
últimos en el caso de objetos fractales en el espacio.   
 
 
2.5 Clasificación de fractales 
 
Los conjuntos fractales se pueden clasificar en función del procedimiento de 
transformación utilizado para su obtención. El procedimiento de transformación consiste 
en la generación del fractal a través de la aplicación de una función de transformación (T) a 
determinados puntos, rectas y curvas. Las funciones de transformación pueden ser lineales 
(cambios de escala, rotaciones, translaciones) o no lineales, e incluso, combinaciones de 
éstas.  
 
Según Hearn y Baker (2006) los fractales se pueden clasificar en: 










• Fractales autosimilares. Las subpartes del objeto fractal se construyen a partir de la 
reducción del conjunto total utilizando un parámetro de escala 1/r, de modo que las 
subpartes deben ser autosimilares al conjunto total. El parámetro de reducción puede 
variar en distintas partes del objeto. Si bien, estas variaciones pueden ser determinísticas, 
contar con cierto grado de aleatoriedad o ser una combinación de ambas. Esta 
aleatoriedad puede introducirse mediante la elección de diferentes generadores o bien, 
mediante pequeños desplazamientos aleatorios en sus coordenadas. Si se aplican 
variaciones aleatorias se entiende que el conjunto fractal es estadísticamente autosimilar, 
esto es, que conserva las mismas propiedades estadísticas aunque visualmente las 
subpartes no sean exactamente iguales al conjunto. De este modo se obtienen objetos 
fractales más similares a los objetos de la naturaleza, en los que un generador sujeto a 
cambios aleatorios “moldea” la geometría del objeto. Estás técnicas de generación se 
utilizan habitualmente para el diseño de especímenes vegetales. En la Figura 2.5 se 
muestra la diferencia entre un objeto autosimilar determinístico (a) y otro autosimilar 
aleatorio (b).  
 














Fuente: Elaboración propia 
 
• Fractales autoafines. En estos casos las subpartes se obtienen al aplicar diferentes 
reducciones en las direcciones x, y, z; a saber 1/rx, 1/ry, 1/rz
 
. Igual que en el caso 
anterior, se pueden introducir variaciones aleatorias, de modo tal que se obtienen fractales 
estadísticamente autoafines. Una de las aplicaciones más extendidas es la de la recreación 
de paisajes, terrenos y nubes. En el caso de fractales no matemáticos, la autosimilitud es 
más estadística que estrictamente matemática o geométrica (Stach y Cybo 2003).  
• Fractales invariantes. Son aquellos fractales que se generan mediante transformaciones 
no lineales. Dentro de este grupo se distinguen los fractales autocuadráticos y los 
autoinversos. Los primeros son los formados a partir de funciones cuadráticas en el 




2.6 Objetos fractales clásicos 
 
En el siguiente apartado se mencionan algunos de los conjuntos fractales clásicos, se detalla 








2.6.1 El Conjunto de Cantor 
 
El Conjunto de Cantor fue publicado en el año 1883 por George Cantor y es considerado 
el primero de los fractales. Este conjunto se obtiene mediante sucesivas iteraciones 
partiendo de un intervalo de longitud unitaria L0
 
 = [0,1], perteneciente a ℜ.  
En la primera iteración se divide el intervalo en tres sub-segmentos de igual longitud y se 
elimina el intervalo central abierto, obteniéndose como resultado dos subintervalos 
cerrados de longitud 1/3, tales L1,1 = [0, 1/3] y L1,2 = [2/3, 1]. De este modo, los valores de 
los extremos de los intervalos nunca son eliminados, sino que permanecen en el conjunto. 
En el segundo paso se vuelve a eliminar el intervalo central abierto de cada uno de los sub-
segmentos anteriores, obteniéndose en este caso cuatro segmentos de longitud 1/9 cada 
uno, L2,1=[0, 1/9], L2,2=[2/9, 3/9], L2,3=[6/9, 7/9] y L2,4
 
=[8/9, 1]. El proceso continúa de 
manera recursiva retirando el tercio intermedio abierto de la etapa anterior tal y como 
muestra la Figura 2.6.  














Fuente: Elaboración propia 
 
 
En la iteración n-ésima obtendremos el Conjunto de Cantor, en el que tendremos 2n 
segmentos de longitud 1/3n cada uno de ellos. Por tanto, en cada iteración se habrán 
eliminado 2n-1
 
 intervalos. La suma de las longitudes de los segmentos eliminados vendrá 
dada por la expresión: 




Esto es, al sumar la longitud de los segmentos eliminados se obtiene el paradójico resultado 
de la longitud inicial del segmento, esto es, 1. El Conjunto de Cantor tiene longitud 
topológica cero, a pesar de contener la misma cantidad de puntos que todo el intervalo. Su 
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Este particular conjunto queda bien definido por su dimensión fractal, la cual es superior a 
su dimensión topológica, y además, nos indica que está más próximo a un segmento (1) que 
al conjunto vacío (0). Obsérvese la evidente autosimilitud entre una porción de una 
iteración y la anterior. 
 
 
2.6.2 La Curva de Koch 
 
La curva de Koch fue propuesta a principios del Siglo XX por Niels Fabian Helge Van 
Koch como ejemplo de curva sin tangencia en ninguno de sus puntos. Su construcción es 
muy sencilla. Partiendo de un segmento de longitud unitaria (iniciador), se procede a su 
división en 3 partes iguales, a continuación se elimina el tercio central y se sustituye por dos 
segmentos de longitud igual al segmento eliminado, formando entre ambos un ángulo de 
60 grados. Esta figura es la que se conoce como generador.  
 
Tras el primer paso se obtienen 4 segmentos de longitud 1/3 cada uno de ellos. En la 
segunda iteración se procede a eliminar el tercio central de cada uno de los segmentos y se 
sustituyen por dos segmentos de igual longitud que los eliminados, formando igualmente 
60 grados. La curva de Koch es la que se obtiene en el paso n-ésimo. Si en lugar de utilizar 
un segmento, se utiliza este mismo generador en un triángulo equilátero de lado unitario se 
construye el llamado “Copo de nieve de Koch” (ver Fig. 2.7).  
 























Fuente: Elaboración propia 
 
 
En este conjunto fractal el número de segmentos son 4n en cada uno de los lados del 
triángulo inicial, siendo la longitud de cada segmento de δ=3 -n
 
. Por tanto, la longitud total 
de cada uno de los lados vendrá dado por: 
(2.7) ( ) 4 3 (4 3)n n nL δ −= ⋅ =




Esta curva muestra la paradójica característica de poseer una superficie finita enmarcada en 
un perímetro de longitud infinita. La dimensión de Hausdorff-Besicovich se calcula 






Dado que la dimensión de Hausdorff-Besicovich supera a la dimensión topológica, 
podemos confirmar que la curva de Koch es una estructura fractal. Al encontrase más 
próximo a 1 nos indica que este conjunto está más próximo a una curva (1) que a un plano 
(2). La curva de Koch es un ejemplo de fractal determinista autosimilar. 
 
 
2.6.3 Las Curvas de Hilbert y de Peano  
 
La curva de Peano es una de los conjuntos fractales más llamativos, siendo además uno de 
los ejemplos en los que el objeto fractal posee una dimensión entera. Esto es debido a que 
la curva es una línea continua que tiene la particularidad de pasar por todos los puntos del 
plano. A pesar de que la Curva de Peano se construye a partir de una línea y estaría más 
relacionada con la dimensión euclídea de valor 1, la curva posee dimensión 2 porque rellena 
completamente la superficie. Por tanto, cumple la definición de fractal en tanto que su 
dimensión topológica (1) es inferior a la dimensión de Hausdorff (2).  
 
Hilbert descubrió poco años más tarde una curva de idénticas características pero con un 
desarrollo mucho más sencillo. Partiendo de una superficie cuadrada [0,1]2
 
, la curva se 
construye dividiendo los segmentos por su punto medio y uniéndolos mediante una línea 
vertical y otra horizontal, obteniéndose un subconjunto formado por cuatro cuadrados. A 
continuación se traza una línea abierta que une los cuatro puntos centrales de cada uno de 
los cuadrados.  



























En la segunda iteración se subdividen cada uno de los cuadrados en otros cuatro 
cuadrados, y se sustituye cada una de las líneas de la curva por cuatro segmentos, de tal 
modo que unan los puntos medios de cada uno de los nuevos subconjuntos cuadrados. En 
la iteración n-enésima, la curva pasará por todos los puntos del cuadrado unidad, y por 
tanto, aún siendo una línea, rellenará toda la superficie, tal y como muestra la Figura 2.8:  
 






Si una curva posee dimensión fractal de valor 2 indica que está recubriendo totalmente el 
plano y si su dimensión fractal fuese de valor 3, estaría rellenando totalmente el espacio. 
Esta curva también es un ejemplo de fractal determinista autosimilar. 
 
 
2.6.4 Los Conjuntos de Julia 
 
Los sistemas dinámicos complejos comenzaron a ser estudiados a comienzos del siglo XX 
por Gaston Julia y Pierre Fatou. Se trata de resultados matemáticos que muestran unas 
características muy peculiares y al aplicarles una función de transformación a puntos del 
plano complejo se obtienen estructuras fractales.  
 
Si tomamos una función cuadrática compleja f(z) y calculamos el valor de z2
 
 en sucesivas 
iteraciones, el resultado puede divergir hacia el infinito, converger hacia un punto finito 
llamado atractor o permanecer en el límite de una región (ver Figura 2.9). El Conjunto de 
Julia de un polinomio se define, precisamente, como el conjunto de puntos límite que no 
escapan al infinito al ser iterados.  















Fuente: Elaboración propia 
 
 
Si se utilizan funciones del tipo f(z) = z2 + c, donde z y c son números complejos, se 
pueden obtener diferentes Conjuntos de Julia variando el parámetro c. El valor del 
parámetro c es crucial dado que se puede obtener conjuntos conexos e inconexos. La 
frontera de los conjuntos conexos puede recorrerse de forma continua, mientras que la 








estructura semejante a las de Cantor. La pregunta que procede a continuación fue la que 
durante el Siglo XX se hicieron algunos matemáticos y que no fue resuelta hasta el año 




2.6.5 El Conjunto de Mandelbrot 
 
Mandelbrot representó en el plano los valores de c que producían Conjuntos de Julia 
conexos, hallando así el Conjunto que lleva su nombre. El Conjunto de Mandelbrot se 
define como el conjunto de puntos c del plano complejo para los que el Conjunto de Julia 
asociado es conexo (ver Figura 2.10).  
 
 
Figura 2.10 - Relación entre el Conjunto de Julia para un determinado valor de c y el lugar que 














Fuente: Introducción a los Sistemas Dinámicos.  
Departamento de Física Aplicada. UPM.  
 
 
Este Conjunto fractal es un ejemplo de conjunto invariante auto-cuadrático. Una de las 
propiedades más destacadas de este Conjunto es que posee autosimilitud, de modo que al 
aumentar un número determinado de veces la escala se observan figuras muy semejantes al 
conjunto total (ver Figura 2.11). 
 















Fuente: Wikimedia commons 




2.7 Métodos para el cálculo de la dimensión fractal 
 
La siguiente clasificación está basada en el trabajo de revisión realizado por Lopes y 
Betrouni (2009). Según estos autores, la dimensión fractal puede variar en función del 
método de estimación elegido, ya que la dimensión Hausdorff-Besicovitch no es aplicable 
en su fórmula en la mayoría de los casos y, por tanto, se usan aproximaciones para estimar 
el parámetro N. Aunque en cada uno de los métodos se proponen algoritmos distintos, 
todos siguen un procedimiento muy similar que puede ser resumido en los siguientes pasos: 
  
• Paso 1. Las magnitudes del objeto son cuantificadas usando sucesivas medidas de 
diferentes tamaños. 
 
• Paso 2. Se representa el logaritmo de las cantidades medidas frente al logaritmo de los 
tamaños, y se ajustan los valores mediante regresiones lineales usando mínimos 
cuadrados.  
 
• Paso 3. La dimensión fractal es estimada como la pendiente de la recta de regresión.   
 
2.7.1 Métodos de conteo 
 
Todos los métodos de box-counting poseen en común una serie de pasos que caracterizan 
al método. En primer lugar se realiza un mallado de la señal, posteriormente se le asigna 
una probabilidad a cada una de las cajas y por último se calcula la dimensión fractal 
mediante ajustes lineales de mínimos cuadrados.  
 
2.7.1.a Box-counting  
 
Un ejemplo ilustrativo de aplicación del método del box-counting fue el desarrollado 
por Stach y Cybo en 2003 para la determinación de la dimensión fractal del perfil de una 
fractura: 
 


















Fuente: Stach y Cybo 2003 
 
Este método, que es el más utilizado dada su sencillez y facilidad para su desarrollo, fue 
propuesto por Russel et al. en 1980. Esta metodología requiere que la señal se encuentre 




binarizada. El procedimiento consiste en cubrir la señal binaria con cajas de longitud de 






Donde N(r) representa el número de cajas necesarias para cubrir completamente la 
señal.  
 
2.7.1.b Differential box-counting method 
 
Este método fue propuesto por los autores Chaudhuri y Sakar en 1995. La principal 
ventaja sobre el anterior método es su capacidad para trabajar en escala de grises, por lo 
que la limitación de la binarización está solventada. Al igual que en el método anterior, la 
señal es dividida en cajas de longitud de lado r, y N(r) es calculado como diferencia entre 
los niveles máximos y mínimos de escala de grises en cada una de las cajas. La 
dimensión fractal se calcula aplicando la misma expresión que en el caso anterior.  
 
2.7.1.c. Extended counting method 
 
Este método también se aplica a señales binarias. El procedimiento consiste en calcular 
la dimensión fractal de varios subconjuntos del conjunto fractal, para tomar como 
dimensión fractal del conjunto la dimensión máxima obtenida. La principal ventaja de 
este método es que no utiliza la regresión lineal, por tanto, la medida crece 
monótonamente con la complejidad y la dimensión fractal está determina por la región 
más compleja de la señal. La principal desventaja del método es que tiende a subestimar 
la dimensión fractal. 
 
2.7.2. Métodos basados en el movimiento Browniano 
 
Pentland en 2004 mostró que la mayoría de los fractales utilizados en modelos físicos son 
funciones Brownianas. Estos modelos fractales están basados en modelos no estacionarios 
y se utilizan principalmente para señales aleatorias. Dentro de este grupo se distingue el 
método del variograma y el método del power spectrum. 
  
2.7.3 Métodos de medidas del área 
 
Existen otros métodos usados con menor frecuencia basados en el cálculo de la dimensión 
fractal a través del uso de diferentes estructuras geométricas a diferentes escalas r. Al igual 
que en los métodos anteriores, se representa el logaritmo de los distintas escalas frente al 
logaritmo de la intensidad, para obtener finalmente la dimensión fractal como la pendiente 



















2.8 Introducción a la teoría multifractal 
 
Si se aplica el método del box-counting a un objeto fractal en el que su construcción a 
todas las escalas no esté definida por ninguna regla sencilla y representamos la función 
log[N(δ)] frente al log(δ), puede darse el caso de que esta relación no se ajuste a una línea 
recta. En estos casos se dice que la dimensión fractal de box-counting varía con la escala. Si 
la medida está heterogeneamente repartida por todo el conjunto implicará que el conjunto 
fractal que pretendemos describir no puede ser caracterizado por una única dimensión 
fractal y, en consecuencia, necesitaremos valores diferentes a la dimensión fractal para 
caracterizar cada una de estas regiones (Solé y Manrubia 2000). 
 
La teoría multifractal puede ser considerada una generalización de la teoría fractal en la que 
una única dimensión es insuficiente para describir la complejidad total de la señal y requiere 
que la dimensión fractal sea sustituida por una distribución espectral de funciones de 
dimensión (Olsson et al. 1993). Esta distribución de dimensiones recibe el nombre de 
espectro multifractal (f(α)) y, en el caso particular de una señal monofractal, el espectro se 
reduce a un conglomerado de puntos superpuestos. Si por el contrario, la señal muestra un 
comportamiento multifractal, los puntos del espectro comienzan a separarse entre sí y a 
formar una parábola invertida con dos ramas diferenciadas. Esta distribución de 
dimensiones permite evaluar las distintas propiedades de escala existentes en una señal 
multifractal. Ello implica que una determinada combinación de todos los conjuntos 
fractales interrelacionados en un sistema complejo producen un espectro multifractal que 
describe la variabilidad y heterogeneidad de la variable estudiada (Mendoza et al. 2009), 
teniendo la ventaja de que los parámetros multifractales son independientes del tamaño del 
objeto estudiado (Cox and Wang 1993). 
 
Los fenómenos multifractales difieren de los (mono-)fractales en dos características muy 
significativas (Stach y Cybo 2003): 
 
a) Están basados en las medias de los conjuntos y no en los conjuntos en sí mismos. 
 
b) Un conjunto de datos analizados mediante técnicas multifractales ofrece un espectro 
completo de dimensiones representadas en los rangos D(q) ó f(α).   
 
El análisis multifractal es una herramienta matemática avanzada de gran utilidad para el 
estudio de una determinada medida en aquellos casos en los que su distribución en el 
tiempo o en el espacio sea independiente de la escala de observación. El concepto de 
multifractal fue inicialmente desarrollado por físicos que encontraron aplicaciones a esta 
metodología en el estudio de turbulencia y fenómenos de crecimiento no lineal (Klement et 
al. 1994).  
 
Si consideramos una porción continua de tierra en la que existe una determinada población 
N de habitantes distribuida en ella y dividimos su superficie en dos mitades iguales, en una 
de esas partes vivirá un porcentaje de población p, mientras que en la otra encontraremos 
una proporción (1 - p) (Schroeder 2009). Si continuamos este proceso de división de cada 
una de las mitades del territorio en otras dos nuevas partes iguales maximizando el 
porcentaje de población que dejaremos a ambos lados, no estaremos lejos de encontrar que 
en el área de mayor densidad la población se reparte entre p2 a un lado y p(1-p) al otro. Del 
mismo modo, en el lado de menor porcentaje de población las dos mitades albergarían 
aproximadamente p(1-p) y (1-p)2 de población. Si continuamos iterando esta operación se 
obtiene una distribución auto-similar tal y como se aprecia en la Figura 2.13, en la que en el 




eje de ordenadas se representan las sucesivas subdivisiones y en el eje de abscisas la 
proporción en cada una de ellas.  
 

















Fuente: Schroeder 2009: adaptado de Pietronero y Siebesma 1986  
 
Se trata de un caso concreto de proceso aleatorio multiplicativo en el que las sucesivas 
subdivisiones del lado izquierdo son multiplicadas por la probabilidad (1 – p), mientras que 
la parte derecha se multiplica por p. Para la caracterización de las distribuciones de 
probabilidad como las anteriormente expuestas se utiliza el análisis multifractal.  
Cuando en el presente capítulo mencionamos el término “señal” (ver Halsey et al. 1986), 
nos estamos refiriendo a un amplísimo conjunto de variables susceptibles de ser estudiados 
desde el punto de vista multifractal. Para realizar este análisis es preciso que la medida de la 
señal se encuentre distribuida a lo largo de lo que se conoce como “soporte geométrico”, 
pudiendo ser éste unidimensional (serie temporal), bidimensional (sobre un plano o 
imagen), tridimensional (en un determinado volúmen), e incluso, sobre un determinado 
fractal.   
 
El análisis multifractal tiene su origen en el estudio de los modelos de cascada 
multiplicativos (multiplicative cascades models) para la caracterización de la disipación de energía 
en el flujo turbulento, trabajos que también fueron desarrollados por Benoît Mandelbrot. 
En régimen turbulento, la velocidad en el espacio muestra un comportamiento muy caótico 
hallándose velocidades “extrañas” en lugares muy “infrecuentes” en el sentido de una 
medida de Lebesgue (Lopes y Betrouni, 2009). El propósito de Mandelbrot era el de 
asignar a cada punto de la señal una ley de variación de la velocidad para deducir el 
exponente de Hölder con el objetivo de agrupar los puntos con el mismo exponente en 
conjuntos homogéneos. Estos conjuntos deberían tener una medida de Lebesgue igual a 
cero. Posteriormente, hallaba la dimensión de Hausdorff Dh
   
 para cada uno de esos 
conjuntos. La representación de la dimensión de Hausdorff frente al exponente de Hölder 
se denomina espectro de singularidad. Dada su complejidad, muchos trabajos han 










2.9 La Escalera del Diablo  
 
La escalera del Diablo es una construcción geométrica basada en el Conjunto de Cantor 
(ver epígrafe 2.6.1), al que se le asigna una magnitud de densidad inicial ρ0 
 
= 1 que debe 
mantenerse invariable a lo largo de todo el proceso de transformación.  
                      (2.11) 
 
 
Dado que la longitud del segmento es unitaria, la masa será μ0 
 
= 1. El generador se obtiene 
al dividir el segmento en tres partes iguales y eliminando la parte central. A continuación, se 
reparte equitativamente la masa total inicial en dos partes iguales satisfaciendo la restricción 
del mantenimiento de la masa.  
En este primer paso, la longitud del conjunto se ha reducido, sin embargo, la masa total 
permanece constante, por lo que, en consecuencia, se produce un aumento de la densidad 
en los segmentos restantes. Si la longitud de cada uno de los segmentos es l1 = 1/3 y la 
masa asignada a cada uno de ellos es de μ1 
 





En la segunda iteración, se divide cada uno de los segmentos en tres partes iguales y se 
elimina la región intermedia abierta. Asimismo, para mantener la restricción de la 
conservación de la masa, se procede a repartir en partes iguales la masa total entre los 
cuatro segmentos que permanecen. En este caso, se vuelve a producir un aumento de la 
densidad en cada uno de los segmentos, de modo tal que: 
   
(2.13) 
                    
 
En la iteración n-ésima se obtiene un conjunto de intervalos infinitamente pequeños con 
una alta densidad ρn, obteniéndose ésta para cada uno de los segmentos a partir del 
cociente entre la masa μn=1/2n y la longitud ln=1/3n. La masa de un determinado 
segmento de longitud l i
           
(2.14)
 
 en la iteración i viene dado por: 
  
 
La relación entre el aumento de la masa en cada uno de los intervalos y su longitud está 
determinada por el exponente α. Siendo en este caso el exponente de escala α = log 2/log 3, 
de modo tal que la densidad en la iteración i vendrá dada por la siguiente expresión: 
  
(2.15) 
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αµρ ρ −= = ⋅




La Figura 2.14 representa la construcción de este particular Conjunto de Cantor en el que 
en cada iteración se produce una reasignación de la masa.  
 














Fuente: Feder 1988 
 
La llamada escalera del Diablo se construye a partir del Conjunto de Cantor que hemos 
descrito a lo largo del presente epígrafe. Es una representación de la masa acumulada en el 





         
 
 
La curva asciende a través de sucesivos saltos infinitamente pequeños, de modo que posee 
derivada nula en la mayoría de sus puntos. Dado que en los intervalos vacíos no existe 
masa, el valor de la M(x) en la escalera permanece constante en los espacios de los 
intervalos. La escalera es (casi) horizontal en cada uno de los puntos y muestra una 




2.10 El proceso binomial multiplicativo  
 
Este procedimiento se utiliza para caracterizar la distribución de una determinada 
población en un soporte geométrico. Si se considera como soporte un determinado 
segmento lineal L en el intervalo [0, 1] en el que se distribuye de manera no homogénea 
una población de P elementos, el método propone dividir el intervalo en subconjuntos no 
solapados de longitud δ = 1/2n, siendo n el número de generaciones de la subdivisión 
binaria a la que se somete el intervalo inicial. El número de subconjuntos necesarios para 
cubrir la totalidad del intervalo inicial vendrá dado por 2n
 
. Gráficamente el proceso puede 
visualizarse en la Figura 2.15. En cada una de las generaciones la población se distribuye 
entre los intervalos, de modo que la suma de la población en cada uno de ellos es la 
población total. De este modo, se puede expresar la población que caracteriza a cada uno 
de los intervalos como una proporción relativa sobre la total: 
 
(2.17) 
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Tras un número elevado de generaciones, es posible obtener la proporción de población 


















Fuente: Elaboración propia 
 
 
Conforme son aumentadas las generaciones, se obtienen intervalos cada vez más pequeños 
que contienen una menor proporción de población. En principio, la distribución de la 
población N será función de la resolución δ que estemos considerando en cada una de las 
generaciones. Sin embargo, si la distribución de la población muestra un comportamiento 
similar a través de las diferentes escalas de medida se dice que la población muestra 
propiedades de escala en ese soporte geométrico y, por tanto, el análisis multifractal puede 
ser aplicado con el objetivo de obtener resultados relacionados con la distribución de la 
población a través de dichas escalas. En la n-ésima generación de un proceso multiplicativo 
binomial donde la escala es lo suficientemente pequeña, el incremento en M(x) entre dos 
puntos próximos, denotado por μ(ξ), vendrá dado por la diferencia entre: 
 





Y este incremento infinitesimal estará relacionado con la escala utilizada a través del 
exponente de singularidad o exponente de Lipschitz-Hölder:  
 
 
                  (2.20) 
 
 
Este exponente, que se denota como α, controla la singularidad de la distribución de 
densidad de la medida M(x). Se podría afirmar que todas las singularidades con un mismo 
exponente α tienen un soporte de dimensión fractal f(α) (Feder 1988). 
 
 
2.11 La función del exponente de masa τ(q)  
 
La representación de τ(q) frente a q nos permitirá establecer el test de multifractalidad. Los 
valores de q se pueden considerar momentos estadísticos cuya misión es la de amplificar las 
( ) ( ( ) ) ( ( ))M x M xµ ξ ξ δ ξ= + −
( ) αµ ξ δ=
0










diferencias entre las medidas de los intervalos. Cuando se toman momentos elevados 
(q>>1) se está amplificando la contribución de aquellos intervalos o celdas con valores 
grandes de μ i, por el contrario, si se consideran momentos negativos (q<<-1) se están 
magnificando la importancia de los intervalos o celdas con valores pequeños de μ i
 
.  
La siguiente expresión posee un exponente de masa τ(q) para el cual la medida no se anula 









El exponente de masa para todo el conjunto depende del orden del momento considerado. 
En este caso la medida es caracterizada por una secuencia global de exponentes de masa 
controlada por los momentos para una probabilidad μ i
 
 y escalados para cada valor de δ.  
De la ecuación 2.22 se deduce que el número ponderado de cajas N(q,δ) tiene la forma: 
 





Y, por tanto, si despejamos el exponente de masa: 
  





Si consideramos el particular momento q = 0, se obtiene que μ i 
 
= 1, de modo que N(0,δ) 
coincide con el número de cajas necesarias para cubrir el conjunto y τ(q) es igual a la 
dimensión fractal de conjunto.  
 
Si consideramos la derivada d τ(q)/dq: 
  






Para el mínimo valor de μ i
  
 se obtiene: 
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Y de manera análoga, para el valor más alto de μ i
  
: 








2.12 La relación entre el exponente de masa τ(q) y f(α) 
 
La representación del exponente de masa suele ofrecer una información insuficiente sobre 
la distribución de la señal a través de distintas escalas. Es por ello que se recurre al espectro 
multifractal, el cual magnifica la distribución de los valores de la señal y hace más eficaz y 
completo su análisis. El exponente de masa se encuentra relacionado con los parámetros 
multifractales f(α) y α a través de la transformación de Legendre. El siguiente desarrollo 
matemático para relacionar el exponente de masa con los parámetros multifractales se ha 
obtenido a partir de la publicación realizada por Jens Feder en 1988.  
 
Dado un conjunto completo fractal denominado Ζ y caracterizado por una determinada 
dimensión fractal D, sus subconjuntos tendrán siempre una dimensión fractal inferior o 
igual a D, tal que f(α) ≤ D. Para todo subconjunto fractal, con una dimensión f(α), el 
número N(α,δ) de segmentos de longitud δ necesarios para recubrir los conjuntos Ζα
 
 con α 
dentro del intervalo α+dα viene dado por la expresión: 
 
(2.27)  
               
Siendo ρ(α)dα el número de conjuntos desde Ζα hasta Ζα + dα. Para todos estos conjuntos 
la medida μα
  
 en una celda de tamaño δ muestra una dependencia de ley de potencias del 
tipo mostrado en la ecuación (2.2) sobre la longitud δ, por lo que puede ser escrita: 
 
(2.28)             
 
 
Y, por tanto, la medida M para el conjunto Z de la ecuación 2.22 puede ser reescrita: 
  
 





La integral anterior está dominada por los términos en los que el integrando alcanza su 
máximo valor, lo que significa que: 
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Viniendo la integral, además, asintóticamente dada por: 
  





En esta ecuación Md
 
 mantiene valores finitos cuando en el límite δ tiende a cero, siempre 
que el valor de d coincida con el exponente de masa τ(q) dado por la ecuación: 
          
(2.32)
 
   
 
Donde α(q) es la solución a la ecuación 2.20. En este sentido, el exponente de masa queda 
definido en términos del exponente de Lipschitz-Hölder α(q) para la masa, mientras que 
f(α(q)) es la dimensión fractal del conjunto que “sostiene” este exponente. 
 
Conocido el valor de τ(q) se pueden determinar los parámetros multifractales α(q) y f(α(q)) 
utilizando las ecuaciones 2.31 y 2.33, obteniéndose: 
 
          (2.33)
 





Estas dos ecuaciones constituyen una transformación de Legendre de las variables 
independientes τ(q) y q en las variables independientes f(α) y α para la representación del 
espectro multifractral. El parámetro f(α) caracteriza la medida y es equivalente a la 




2.13 Las dimensiones generalizadas de Rényi 
 
El espectro de Rényi o dimensiones de correlación generalizadas (Halsey et al. 1986) se 
obtiene a partir de algunas definiciones de dimensión fractal denominadas capacidad de 
dimensión (D0), dimensión de información (D1) y dimensión de correlación (D2
 
) y se 
define para distribuciones probabilísticas como: 
 
 






( ) ( ( )) ( )q f q q qτ α α= −
(r) representa la probabilidad o la medida de “masa” de una determinada señal en 
los intervalos i=1,2,…,N dentro de cada una de las cajas de lado δ considerada. El 
parámetro q es el momento estadístico cuyo orden varía desde -∞ hasta ∞ y representa un 
papel fundamental en la caracterización de una señal multifractal. Si la distribución es 
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homogénea o monofractal el parámetro D(q) toma un valor constante y su representación 
gráfica es una línea horizontal cuya abscisa en el origen en precisamente el valor del 
parámetro D0
 
, que coincide con la dimensión de capacidad del soporte geométrico en el 
que se inserta la señal. En este caso una única dimensión fractal es suficiente para 
caracterizar la distribución de valores de la señal (ver Figura 2.16). 
 















Fuente: Zamani y Agh-Atabai 2009 
 
 
En el caso de una distribución multifractal, la función decrece monótamente con el 
parámetro q, y las dimensiones de capacidad, información y dimensión se definen como el 
valor de la función para los valores 0, 1 y 2 del parámetro estadístico q.  
 









La expresión inversa es la transformada de Legendre la cual nos conduce a una 
representación paramétrica del espectro de singularidad (Zamani y Agh-Atabai, 2009). 
 
 
2.14 El espectro multifractal f(α) 
 
La distribución de las singularidades puede ser representada en el conocido como espectro 
multifractal. Si una señal muestra una naturaleza multifractal, su espectro de singularidad 
será una parábola convexa en la que se muestra la distribución de las singularidades 
mediante la distribución de puntos en ambas ramas, de modo que f(α) caracteriza la 
robustez de las medidas que poseen el mismo valor de singularidad α. f(α) alcanza como 
valor máximo la dimensión topológica del soporte geométrico en el que está inserta la 
señal, siempre que para el análisis se haya cubierto la totalidad de la señal, en cuyo caso, 
f(α)max
 
 será inferior a la dimensión topológica del soporte. 
1( ) [ ( ) ( ( ))]
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Para la evaluación de espectro multifractal f(α) existen básicamente dos métodos. En el 
método convencional (Arneodo et al. 1987; Grassaberger et al. 1988) se obtiene en primer 
lugar el espectro de Rényi D(q) para posteriormente hallar los parámetros f(α) y α mediante 
la transformación de Legendre a partir de las variables independientes τ(q) y q determinada 
por las siguientes ecuaciones: 
 
      (2.37)
 
 






La desventaja de este método es que es bastante complejo, requiriendo un suavizado previo 
de la curva D(q) y posteriormente la transformación de Legendre. Además, el proceso de 
suavizado induce a errores en la estimación de f(α) y el espectro no puede ser recorrido en 
su totalidad (Harikrishnan et al. 2009). 
 
El segundo de los métodos tiene la ventaja del cálculo directo de f(α) a partir de las 
pendientes de las medidas normalizadas en función del tamaño de los intervalos o cajas 
para diferentes valores de q, sin necesidad de recurrir a la transformación de Legendre 
D(q)-q del método anterior, sino que se emplea a partir del exponente de masa τ(q) y del 
momento estadístico q. Este método fue propuesto por los autores Chhabra y Jensen en 
1989, y ofrece adecuadas estimaciones si en el análisis se recubre la totalidad de la señal. 
 
El espectro multifractal posee varias propiedades (ver Figura 2.17), entre las que destacan 
las asociadas a su forma parabólica y cóncava que alcanza su valor máximo en f(α)max al 
tomar α(q) el valor para q = 0. Este valor de f(α)max coincide con el valor de la capacidad de 
dimensión (D0). La anchura del espectro viene determinada por la diferencia entre αmax y 
αmin y cuantifica la heterogeneidad de la estructura multifractal. El parámetro f(α) indica la 
frecuencia con la que los eventos con igual valor de exponente α suceden a lo largo de la 
señal. A partir de la ecuación 2.37 se deduce que para q = 1, f(α) = α y coincide con el valor 
de la dimensión de información (D1
 
).  

















Fuente: Zamani y Agh-Atabai (2009) 




α  = − 




2.15 Test de multifractalidad 
 
Dada una distribución de valores en un determinado soporte geométrico de la que desea 
conocer si muestra un comportamiento multifractal, se determina en primer lugar la 
función de partición χ(δ) para sucesivos intervalos δ decrecientes y no solapados que 
recubran completamente la señal.  
 
Si la señal muestra un comportamiento multifractal, la representación logarítmica de la 
función de partición χ(δ) frente a diferentes tamaños de resolución δ se ajustará a una recta, 
o cuanto menos, se ajustará a una recta dentro de un determinado intervalo de escalas               
(δmin, δmax
 
), en el que se afirma que la señal muestra un comportamiento multifractal. Sin 
embargo, esta condición no es suficiente, sino que además, el valor de la pendiente del 
ajuste lineal, que coincidirá con el valor de la función de masa τ(q), debe ser independiente 
para cada uno de los momentos estadísticos q considerados.  
De este modo, la representación gráfica de la función de masa τ(q) frente a q será una curva 
convexa con una pendiente diferente para cada uno de sus puntos, y por tanto, estará 
alejada del caso monofractal, en el que el valor de la pendiente es la misma para cada valor 
de τ(q) (ver figura 2.18): 
 
 


















Fuente: Elaboración propia 
 
 
Para la obtención del espectro multifractal hay que tomar en consideración varias 
cuestiones. La primera de ellas es la definición del intervalo en el que se va a realizar el 
ajuste de mínimos cuadrados. Esta cuestión no es trivial, puesto que, por un lado, la propia 
calidad del ajuste, y por el otro, el rango de escalas, van a determinar entre qué límites 
inferior y superior se van a mantener las propiedades de escala que se están observando. La 
segunda de las cuestiones es la elección de los valores de amplificación definidos en el 
parámetro q. Es conocido que la utilización de unos límites muy elevados para q y muy 
bajos para –q inciden en detrimento de la precisión del método. En general, los valores 
negativos de q inducen a mayores errores que los valores positivos (Chhabra et al. 1989). 
 
 




2.16 Métodos para la estimación del espectro multifractal 
 
La metodología más ampliamente utilizada para su determinación es aquella basada en que 
una estructura multifractal puede ser considerada como una superposición de estructuras 
homogéneas (mono-)fractales (Lopes y Betrouni, 2009). Según estos autores, si 
consideramos un conjunto E(h) de exponentes de Hölder en el intervalo [h, h+Δh], F(h) se 
define como la dimensión fractal para el conjunto E(h), la cual posee una estructura 
monofractal. De este modo, el momento estadístico q, la función de partición τ(q), h y F(h) 








                
α es una aproximación del coeficiente de Hölder. Si la estructura es multifractal, la 
dimensión D(q) es una función decreciente respecto a q y F(h) es una función convexa cuya 
valor máximo se corresponde con la dimensión de Hausdorff.
 
 
Al igual que sucedía para la determinación de la dimensión fractal de un conjunto, existen 
varias metodologías para la obtención del espectro multifractal de una estructura 
multifractal. Cada una de las siguientes metodologías posee una serie de ventajas e 
inconvenientes y su aplicabilidad vendrá determinada por las características y limitaciones 
de la señal que estemos analizando, y por la propia naturaleza que estemos interesados en 
conocer. Los métodos más usados en la literatura han sido los siguientes2
 
:  
2.16.1 Métodos de conteo  
 
Este método se basa en el conteo de cajas previamente descrito para la determinación de la 
dimensión fractal. La señal es dividida en un determinado número de intervalos no 
solapados de longitud r, asignándosele a cada uno de ellos una medida normalizada. Se 
tomará un intervalo de longitud r si la señal es unidimensional, un cuadrado de lado r si la 
señal es bidimensional y un cubo de longitud r si estamos ante una señal tridimensional.   
 
2.16.1.a. Dimensión fractal generalizada y espectro multifractal 
 
En este método cada uno de los intervalos es caracterizado por un conjunto de 
dimensiones D(q) conocido como espectro de Renyi. De este modo, se pueden analizar 
los conjuntos de datos incluidos en cada uno de los intervalos en los que se ha dividido 
la señal. El espectro de Renyi es obtenido a partir de diferentes momentos de 
probabilidad q (-∞,∞) y de éste se deduce el espectro multifractal f(α) frente a α usando la 
transformada de Legendre (Halsey et al., 1986). Los momentos estadísticos positivos 
(q>0) amplifican los intervalos con valores altos de señal, mientras que los valores 
negativos (q<0) amplifican los intervalos con valores bajos en la señal.  
 
                                                          
2 La siguiente clasificación está basada en el artículo de revisión de Lopes y Betrouni, 2009 y ha sido ampliada con el propósito de ser lo 
más completa posible. 
( ) ( ) ( )q q h q F hτ = ⋅ −
( )( ) ( ) d qh q q
dq
τα =




Posteriormente se desarrolló otro procedimiento por el cual el espectro multifractal 
podría ser estimado directamente, sin necesidad de obtener previamente el espectro de 
Renyi. Este método fue desarrollado por Chhabra y Jensen en 1989. 
 
2.16.1.b. La caja de arena (sand-box) o método de la acumulación de masa 
 
Este método ha sido implementado fundamentalmente para señales binarias. La 
principal ventaja de este método es que evita los problemas derivados de los llamados 
“efectos de borde” en aquellas señales susceptibles de generarlos. Asimismo, permite 
una construcción más precisa de la parte de momentos negativos del espectro 
multifractal (De Bartolo et al., 2004).  
 
Este método se basa en la selección aleatoria de varios puntos (i) pertenecientes a la 
señal, de modo que, tomándose ese punto como centro, se traza con un determinado 
radio r un círculo en los casos de análisis bidimensional o una esfera en los casos 
tridimensionales y se cuenta el número de pixeles pertenecientes a la señal que están 
contenidos en el círculo/esfera (M(r)). En este método se calcula en primer lugar las 
dimensiones generalizadas D(q) y a partir de éste se estima el espectro multifractal. D(q) 
 
es calculada usando la media de M(r) para varios valores r  de radio.  
2.16.1.c. La caja de deslizamiento (gliding-box)  
 
El gliding-box es otro método multifractal que difiere de los anteriores en el modo en el 
que se cubre la señal (Tel et al. 1989). A diferencia del box-counting, las cajas 
construidas recorren la señal realizando solapes, lo que implica que las medidas definidas 
en las cajas no son estadísticamente independientes (Cheng, 1999). La principal ventaja 
de este método es que permite la obtención de un mayor número de cajas de tamaño 
superior, que repercute directamente en la obtención de resultados menos inciertos 
(Grau et al. 2006). 
 
La función de probabilidad β(m,a) se calcula para un determinado tamaño de caja a que 
contiene una masa (cantidad de píxeles) m. A partir de la función de probabilidad se 
calcula la función de partición para diferentes tamaños a de caja. Finalmente, se obtiene 
la función de dimensión generalizada D(q), a partir de la cual puede obtenerse el 
espectro multifractal mediante la mencionada transformación de Legendre.  
 
2.16.1.d. El espectro multifractal de gran desviación 
 
La principal ventaja de este método es que el espectro resultante no siempre tiene una 
forma cóncava, por lo que existe una menor pérdida de información que en los métodos 
anteriores. Sin embargo, esta pequeña ventaja se obtiene a costa de hacer un 
procedimiento de cálculo bastante más complejo.  
 
2.16.2 Wavelet method 
 
La transformada de pequeñas ondas (wavelet) es un tipo especial de transformada de 
Fourier con la que se puede representar una determinada señal en términos de una versión 
trasladada de una onda finita de la que deriva. Este método es utilizado como una “caja 
oscilante” para representar la señal, lo que implica que no es necesario una división o 
mallado de la señal, como ocurre en los métodos anteriores.   
 




2.16.2.a. Métodos basados en la transformada de onda discreta 
 
Este método fue desarrollado por Jaffard en 1997 y se basa en el cálculo del exponente 
de Hölder a través de una expresión que lo relaciona con los tamaños estimados de los 
coeficientes de onda.  
 
2.16.2.b. Métodos de módulos máximos de trasformada de onda  
 
Con este método se superan ciertas limitaciones del anterior, aunque aparecen otras, 
entre ellas, una mayor complejidad en su desarrollo. El algoritmo se basa en la ejecución 
de cadenas de módulos máximos de transformadas de onda. 
 
2.16.3 Análisis de fluctuaciones sin tendencia (detrended fluctuation analysis) 
 
Este análisis fue desarrollado por Kantelhardt en 2002 como método alternativo al anterior, 
y está basado en el estudio de la organización de nucleótidos de ADN realizado por Peng et 
al. en 1994. Está relacionado con la teoría del camino aleatorio (random walk) y tiene como 
objetivo determinar las auto-correlaciones existentes a largo plazo en series temporales no 













Capítulo 3  
El ozono como agente contaminante  
de la atmósfera 
 
 
“La tierra no pertenece al hombre, sino el hombre a la tierra. 
Lo que el hombre haga con ella, lo hará consigo” 
 















Capítulo 3.                                      El ozono como agente 
































Chimeneas de refinerías de petróleo, (Fuente: Consejería Medio Ambiente de la Junta de Andalucía) 
 
 
En las últimas décadas ha cobrado protagonismo en nuestras ciudades un contaminante 
atmosférico que no se emite directamente a la atmósfera, sino que, a consecuencia de las 
reacciones que se producen por las actividades industriales y el tráfico rodado, promueven 
su formación. Este gas es el ozono. El ozono, según su ubicación en la atmósfera, 
desarrolla papeles totalmente opuestos. En las capas más altas actúa como barrera contra 
las ondas ultravioletas, preservando la vida en la Tierra. Sin embargo, en determinadas 
épocas del año se produce un adelgazamiento de esta capa, conocido como “agujero de 
ozono”. Por el contrario, a nivel de superficie su concentración suele ser más alta de lo 
aconsejable, produciendo problemas en la salud, en las plantas y cultivos y en los 



































3.1 La Contaminación Atmosférica 
 
La contaminación atmosférica es la introducción en determinadas cantidades y con cierta 
persistencia de agentes químicos, partículas o material biológico nocivos para la salud 
humana y/o los seres vivos en la atmósfera. Los procesos de contaminación se producen 
de manera sistemática en la propia Naturaleza, que a su vez, posee mecanismos para su 
eliminación, promoviendo un sistema dinámico pero en equilibrio. Sin embargo, las 
actividades humanas llevan años alterando este sistema de equilibrio dinámico mediante la 
emisión de grandes cantidades de agentes contaminantes a la atmósfera, generándose 
insostenibilidad ambiental y problemas graves de contaminación y salud en todo el planeta 
(Boubel et al. 1994).  
 
 
3.1.1 Breve historia sobre la contaminación atmosférica 
 
La historia de la contaminación atmosférica como consecuencia de la actividad humana es 
casi tan antigua como la propia existencia del ser humano en la Tierra. El modo de vida 
nómada de los primeros pobladores mitigaba los efectos de la contaminación atmosférica 
dado que no permanecían estáticos en el mismo lugar durante un periodo largo de tiempo. 
De este modo, sus residuos quedaban en su último lugar de paso. No sería hasta el 
descubrimiento del fuego cuando comenzaron a emitirse a la atmósfera productos y 
subproductos de la combustión incompleta de compuestos orgánicos. Estas prácticas 
tendrían repercusión en la salud de los seres humanos en tanto que se produjesen en el 
interior de las cavernas y no existiesen adecuadas vías de ventilación (Spengler and Sexton 
1983). Se estima que la aparición del forjado de los metales en la edad de bronce fue el 
momento histórico en el que comenzó la contaminación atmosférica fuera del hogar (Hong 
et al. 1996). 
 
En las civilizaciones antiguas las ciudades se convirtieron en grandes aglomeraciones de 
población donde los hogares emitían subproductos de la combustión al exterior, debiendo 
producirse así los primeros problemas de contaminación en las ciudades. De los primeros 
documentos sobre los que se tiene constancia de la contaminación atmosférica destaca el 
del filósofo romano Séneca, el cual hablaba sobre el "aire cargado de Roma" en el año 61 a. C. 
Durante la edad media las principales fuentes de contaminación atmosférica estuvieron 
asociadas a la industria metalúrgica, cerámica y alimentaria de la época. 
 
El inicio de la Revolución Industrial, que comenzó con la invención de la máquina de 
vapor a manos del ingeniero y matemático escocés James Watt en 1784, marcó un punto de 
inflexión en la historia de la contaminación atmosférica. Las grandes industrias requerían de 
energía para propulsar su maquinaria y esto provocó que se emitiesen grandes cantidades 
de gases contaminantes como consecuencia de la combustión de carbón y otros 
combustibles fósiles en las ciudades más industrializadas de Europa. La llegada de 
agricultores a las ciudades, el aumento de la población urbana, los rudimentarios sistemas 
de calefacción de las viviendas y la incesante actividad industrial derivaron en graves 
problemas de contaminación debido al humo y a las cenizas. En el año 1848 la situación 
comenzó a ser tan grave que se publicó en Inglaterra la primera Ley de Salud Pública. A 
finales del siglo XIX y principios del XX los problemas se agravaron con el uso cada vez 
más frecuente de los vehículos a motor.   
 
Durante la primera mitad del Siglo XX se produjeron los primeros episodios de 
contaminación graves de los que se tiene constancia: 1930, Valle del Meuse, Bélgica 




(Nemery et al. 2001); episodios de smog1
 
 en Los Ángeles en la década de los 40 
(Haagensmit 1952); 1948, Donora, Pennsylvania (Schrenk et al. 1949); 1950, Poza Rica, 
México (McCabe y Clayton 1952). Sin lugar a dudas, el evento de mayor relevancia por sus 
consecuencias para la ciencia y la salud pública fue el registrado el Londres en el año 1952 
(Bell et al. 2004) bajo unas condiciones concretas de estabilidad atmosférica (Fenger 2009). 
Se estima que durante la semana que duró la nube tóxica cerca de 4000 personas perdieron 
la vida a causa de altas concentraciones de dióxido de azufre (Brunekreef y Holgate, 2002). 
Esto provocó que los problemas de contaminación del aire comenzasen a tener cada vez 
mayor calado en la sociedad, y por tanto, en la vida política y legislativa.  
Desde mediados del Siglo pasado la publicación de artículos científicos y la ejecución de 
trabajos de investigación sobre contaminación atmosférica han sido bastante prolíficas. La 
implicación política y social y la redacción de normativa legislativa sobre contaminación 
han dado como resultados un descenso en la concentración de algunos contaminantes, o 
cuanto menos, se han establecido oportunos mecanismos de medida, control y reducción 
de emisiones. A partir de los años 80 la atención se centró en los gases causantes del efecto 
invernadero, la destrucción de la capa de ozono por los clorofluorocarbonos, la 
contaminación transfronteriza y la lluvia ácida (Vallero 2008). Paralelamente al desarrollo 
de la preocupación por la calidad del aire, las cuestiones ambientales han ido pasando de la 
inquietud local al ámbito global, entendiéndose que la contaminación atmosférica no puede 
combatirse de manera aislada ni a pequeña escala. 
 
En la actualidad, la contaminación atmosférica no es un problema exclusivo de los países 
desarrollados, sino que también afecta a los países en vías de desarrollo. En muchas 
regiones rurales la población se encuentra expuesta a altas concentraciones de 
contaminación dentro de sus propias viviendas como consecuencia de la inadecuada 
combustión de combustibles fósiles (Smith et al. 2000; Ezzati y Kammen, 2001). Además, a 
este tipo de contaminación hay que unirle la propia contaminación atmosférica derivada de 
los modernos sistemas de transporte y procesos industriales (Ostro et al. 1999). Por 
ejemplo, las áreas del sudeste asiático, en vías de desarrollo, densamente pobladas y con 
bajos niveles de control de emisiones sufren severamente las consecuencias de la 
contaminación atmosférica (Wong et al. 2008).  
 
A nivel mundial, la voluntad política de los países y el compromiso social han logrado que 
se mitiguen los efectos de algunos contaminantes. Sin embargo, en otros casos, los 
problemas han aumentado o han surgido nuevos desafíos. La contaminación atmosférica 
sigue planteando numerosos retos para la ciencia dada la aparición de nuevas formas de 
contaminación, como es el caso de la contaminación fotoquímica, producida 
fundamentalmente por el ozono, el incremento de la emisiones de óxidos de nitrógenos 
debido al aumento del tráfico rodado y los cambios en el tamaño, composición y la 
distribución de las partículas en suspensión (Brunekreef y Holgate, 2002).   
 
   
3.1.2 Clasificación de contaminantes atmosféricos 
 
La Directiva Europea 2008/50/CE define “contaminante” como “toda sustancia presente 
en el aire ambiente que pueda tener efectos nocivos para la salud humana y el medio 
ambiente en su conjunto”. Los contaminantes atmosféricos pueden clasificarse atendiendo 
                                                          
1 Es una mezcla gaseosa de contaminantes primarios y secundarios formada en las grandes ciudades por la acción de la radiación solar 
durante situaciones de inversión térmica. Los gases contaminantes quedan confinados en las capas más próximas a la superficie y son 
visibles confiriéndole al aire de un color pardo-rojizo.   




a diferentes características, siendo una de las más intuitivas la clasificación que atiende al 
origen de los mismos. De este modo se pueden diferenciar los contaminantes de origen 
natural y los contaminantes de origen antropogénico. Las fuentes de contaminación 
naturales son las que se producen por causas no atribuibles a la actividad humana, ni directa 
ni indirectamente, tales como las erupciones volcánicas, los incendios forestales, las 
actividades sísmicas, el transporte de partículas y la descomposición de la materia; mientras 
que las fuentes antropogénicas, a su vez, se pueden subdividir en fuentes estacionarias y 
móviles. Las fuentes estacionarias son fundamentalmente las industrias, las centrales de 
generación de energía y las viviendas, mientras que las móviles están relacionadas con los 
sistemas de transporte marítimo, aéreo y terrestre.    
 
Los contaminantes también pueden clasificarse en función de su naturaleza en aerosoles y 
químicos. Los aerosoles son partículas en suspensión, tales como el polvo, hollín, cenizas, 
etc. y que generalmente se clasifican por su diámetro. Por su parte, los contaminantes 
químicos se subdividen en primarios, si son vertidos directamente por el foco emisor 
(NOx, CO, CO2, SOx e Hidrocarburos, fundamentalmente), y secundarios, si se forman 
como consecuencia de reacciones físico-químicas posteriores en las que intervienen los 
propios contaminantes primarios (principalmente O3 y H2O2
 
). La acción de estos agentes 
contaminantes, bien sea de manera local o global y actúen de manera aislada o conjunta, 
genera graves problemas para la salud y el medio ambiente, tales como la lluvia ácida, la 
contaminación fotoquímica, la destrucción de la capa de ozono y el aumento del efecto 
invernadero. 
En función de la extensión de la fuente de emisión se pueden distinguir: fuentes 
puntuales, lineales y difusas. Las fuentes puntuales son aquellas que poseen un único 
foco emisor perfectamente ubicado (chimeneas), las lineales son aquellas relacionadas con 
el movimiento del foco emisor a lo largo de una línea o curva (vehículos en una autopista), 
la difusa se produce cuando el contaminante llega a la atmósfera de forma distribuida.  
 
Para finalizar, otra de las clasificaciones más utilizadas es aquella que organiza los 
contaminantes en función de su nivel de degradación. De mayor a menor degradación 
tenemos los contaminantes biodegradables, que son aquellos capaces de ser eliminados 
por la acción de seres vivos, los contaminantes no persistentes, que se descomponen en 
un corto periodo de tiempo mediante procesos fundamentalmente físico-químicos, los 
persistentes, que muestran un proceso de degradación lento y los no degradables, que 
son aquellos incapaces de ser descompuestos por procesos naturales. 
 
 
3.1.3 Marco normativo e institucional 
 
A nivel mundial la Organización Mundial de la Salud (OMS, siglas WHO en inglés), es el 
organismo encargado de gestionar las políticas de prevención, promoción e intervención en 
materia de salud humana. Esta organización dependiente de la ONU establece, en materia 
de contaminación atmosférica, directrices sobre calidad del aire a través de los siguientes 
objetivos: 
 
• Ofrecer liderazgo en temas cruciales para la salud y participar en alianzas cuando se 
requieran actuaciones conjuntas; 
 
• Determinar las líneas de investigación y estimular la producción, difusión y aplicación 
de conocimientos valiosos; 




• Establecer normas y promover y seguir de cerca su aplicación en la práctica; 
 
• Formular opciones de política que aúnen principios éticos y de fundamento científico; 
 
• Prestar apoyo técnico, catalizar el cambio y crear capacidad institucional duradera; 
 
• Seguir de cerca la situación en materia de salud y determinar las tendencias sanitarias. 
 
Al amparo de la OMS o mediante acuerdos internacionales se han desarrollado tratados de 
colaboración en materia de calidad del aire atmosférico. De los acuerdos alcanzados por la 
comunidad internacional destacan por su importancia los siguientes protocolos y 
convenios:  
 
• Convenio sobre la contaminación transfronteriza a gran distancia. Este convenio 
tiene como objetivo limitar y reducir gradualmente la contaminación del aire en los 
países firmantes a través de políticas y estrategias para combatir la contaminación 
atmosférica transfronteriza. Fue firmado en el año 1979, entrando en vigor en el año 
1983. En la actualidad ha sido ratificado por 51 países.  
 
• Protocolo de Montreal. Es un tratado internacional que tiene como objetivo 
preservar la capa de ozono mediante la prohibición del uso de sustancias químicas que 
la degraden. Entró en vigor en el año 1989. En la actualidad son 195 los países que lo 
han ratificado.  
 
• Protocolo de Kioto. Es un tratado internacional que tiene como objetivo la lucha 
contra el calentamiento global a través de la reducción de las emisiones de seis gases 
que promueven el efecto invernadero: dióxido de carbono, metano, óxido nitroso, 
hexafluoruro de azufre, hidrofluorocarbonos y perfluorocarbonos. El acuerdo fue 
adoptado por 187 miembros en el año 1997 y entró en vigor en Febrero de 2005. Sin 
embargo, en la actualidad, algunos países no lo han ratificado. 
 
Tradicionalmente ha existido en Europa una Directiva (Directiva 96/62/CE), denominada 
Directiva Marco sobre la evaluación y gestión de la calidad del aire, que se completaba con 
una serie de directivas específicas para cada contaminante o grupos de contaminantes: (i) 
Directiva 1999/30/CE relativa a los valores límite de dióxido de azufre, dióxido de 
nitrógeno y óxidos de nitrógeno, partículas y plomo en el aire ambiente, modificada por la 
Decisión de la Comisión 2001/744/CE, de 17 de octubre; (ii) Directiva 2000/69/CE sobre 
los valores límite para el benceno y el monóxido de carbono en el aire ambiente; (iii) 
Directiva 2002/3/CE relativa al ozono en el aire ambiente; y (iv) Directiva 2004/107/CE 
relativa al arsénico, el cadmio, el mercurio, el  níquel y los hidrocarburos aromáticos 
policíclicos en el aire ambiente.  
 
Todas estas directivas, a excepción de la última, han sido derogadas por la Directiva 
2008/50/CE del Parlamento Europeo y del Consejo de 21 de mayo de 2008 relativa a la 
calidad del aire ambiente y a una atmósfera más limpia en Europa, que viene a aglutinar y 
simplificar el marco normativo en esta materia en Europa. Esta norma, por tanto, es un 
esfuerzo de síntesis y homogenización de la diversa legislación comunitaria sobre esta 
materia. Además del ozono troposférico, regula el dióxido de azufre, el dióxido de 
nitrógeno y los óxidos de nitrógeno, las partículas, el plomo, el benceno y el monóxido de 
carbono. 




Si bien, es necesario añadir que la legislación de los países europeos está también sujeta a 
las reducciones en las emisiones establecidas por las propias naciones sobre la base del 
“Convenio sobre la contaminación atmosférica transfronteriza a gran distancia” (Fenger 
2009) y los acuerdos internacionales ratificados por sus estados miembros. En el seno de la 
UE se encuentra la Agencia Europea de Medio Ambiente (EEA), que tiene por misiones 
las de facilitar a la UE y a los países miembros la toma de decisiones sobre la mejora del 
medio ambiente y la de coordinar la Red Europea de Información y Observación del 
Medio Ambiente (EIONET).  
 
A nivel nacional, la entidad responsable de la gestión de la contaminación atmosférica es el 
Ministerio de Agricultura, Alimentación y Medio Ambiente (MAGRAMA), el cual regula 
en estos términos a través del Plan Nacional de Mejora de la Calidad del Aire, al amparo de 
la ya mencionada Directiva 2008/50/CE del Parlamento Europeo y del Consejo de 21 de 
mayo de 2008 relativa a la calidad del aire ambiente y a una atmósfera más limpia en 
Europa y la Directiva 2004/107/CE del Parlamento Europeo y del Consejo de 15 de 
diciembre de 2004 relativa al arsénico, el cadmio, el mercurio, el níquel y los hidrocarburos 
aromáticos policíclicos en el aire ambiente, traspuestas al derecho español mediante el Real 
Decreto 102/2011, de 28 de enero, relativo a la mejora de la calidad del aire, al amparo de 
la Ley 34/2007, de 15 de noviembre, de calidad del aire y protección de la atmósfera. 
Ambas sirven de marco regulador para la elaboración de los planes y programas nacionales, 
autonómicos y locales para la mejora de la calidad del aire (MAGRAMA 2011). 
 
En el ámbito autonómico, la Junta de Andalucía establece que las competencias en materia 
de protección y mejora de la calidad ambiental del aire, el agua y el suelo mediante la 
aplicación de normas de calidad, valores límites de emisión y planes de mejora 
corresponden a la Consejería de Medio Ambiente (CMA).  
 
Su base competencial reside en el artículo 57.3 del Estatuto de Autonomía para Andalucía, 
que atribuye a esta Comunidad Autónoma la competencia compartida en relación con la 
regulación del ambiente atmosférico. Su fundamento legal se basa en los artículos 28.2 y 
37.1.20 del Estatuto donde se recoge la calidad del aire como un derecho y como uno de 
los principios rectores de las políticas públicas, respectivamente. Asimismo, dentro del 
Título VII, relativo a Medio Ambiente, en el artículo 201.1 se establece que “los poderes 
públicos de Andalucía promoverán políticas […] de reducción de contaminación y fijación 
de estándares y niveles de protección”, enfatizando en el artículo 201.2 que “dichas 
políticas se dirigirán […] a la protección frente a la contaminación acústica, así como al 
control de la calidad del agua, aire y del suelo”.  
 
En concordancia con lo anteriormente expuesto en el Estatuto de Autonomía para 
Andalucía, el Decreto 239/2011, de 12 de julio, por el que se regula la calidad del medio 
ambiente atmosférico y se crea el Registro de Sistemas de Evaluación de la Calidad del Aire 
en Andalucía, introduce sustanciosas novedades en materia de actuación y control de la 
calidad del aire en esta comunidad autónoma. Los aspectos más destacados de este Decreto 
son:   
 
• Delimita las competencias en materia de planes y programas de mejora de la calidad 
del aire, fijando las responsabilidades de las administraciones autonómicas y locales en 
la materia. 
 
• Regula la Red de Vigilancia y Control de la Calidad del Aire, la cual estará coordinada 
por la Dirección General autonómica competente en la materia, estableciéndose los 




requisitos mínimos imprescindibles para que una estación de medida pueda pertenecer 
a dicha Red. 
 




3.2 El ozono en la atmósfera 
 
El ozono es una molécula triatómica formada exclusivamente por átomos de oxígeno. Fue 
el primer alótropo descubierto de un elemento químico, hecho que sucedió en el año 1840 
a manos del químico alemán Christian F. Schöbein. A temperatura ambiente se encuentra 
en estado gaseoso, posee cierto tono azulado y se caracteriza por tener un olor acre muy 
fuerte y penetrante. Sus principales características físico-químicas son su elevado poder 
oxidante y su capacidad de absorción de radiación en un amplio espectro (ultravioleta-
infrarrojo). Además, es un gas bastante inestable, descomponiéndose en oxígeno molecular 
mediante una reacción altamente exotérmica. El tercer átomo de oxígeno tiende a separarse 
del resto de la molécula con cierta facilidad, lo que le confiere ese alto poder reactivo y 
oxidante. Posee mayor densidad que el aire (1.66 veces) y es escasamente soluble en agua 
(≈0.1/100 mL).  
 
El ozono se encuentra en las capas bajas de la atmósfera, preferentemente en la 
estratosfera, donde desarrolla un papel crucial para la vida en el planeta debido a su ya 
mencionada capacidad de absorción de radiación ultravioleta. A nivel troposférico se 
encuentra en menor proporción, sin embargo, sus efectos son totalmente indeseables, 
afectando a la salud humana y a los seres vivos debido a su alto poder oxidativo y 
fomentando el efecto invernadero, debido a su capacidad de absorción de radiación 
infrarroja. Se estima que aproximadamente el 90% del ozono se localiza en la estratosfera, 
mientras que alrededor del 10% se encuentra en la troposfera (Wayne 2000).  
 
Durante el Siglo XIX las investigaciones sobre el ozono estuvieron en auge debido a su 
capacidad antiséptica, pero no sería hasta bien entrado el Siglo XX cuando se tomase en 
consideración los problemas derivados del ozono a nivel troposférico, del cual se pensaba 
que tenía un origen exclusivamente estratosférico (Adame 2005). Tras varios episodios de 
smog fotoquímico registrados en Los Ángeles (USA) se descubrió que la formación del 
ozono troposférico se producía fundamentalmente a nivel superficial (Middleton et al., 
1950). En las últimas décadas el ozono troposférico, sus reacciones de formación y 
destrucción, sus precursores, el movimiento de éstos y sus consecuencias sobre la salud y el 
medio ambiente han centrado la atención de la comunidad científica. Su potencial 
contaminante y su dificultad de previsión lo han convertido en uno de los contaminantes 




3.2.1 El ozono estratosférico 
 
El ozono se concentra casi en su totalidad (90%) en la estratosfera, por encima de los 15 
km de altitud. Este gas se encuentra en proporciones muy bajas, en unas pocas decenas de 
partes por millón y además no se distribuye homogéneamente, sino que su concentración 
se encuentra determinada por la altura. La mayor concentración de ozono terrestre se 
encuentra disuelto en la atmósfera formando lo que se denomina “capa de ozono” a una 




altura variable que oscila entre los 15 y los 40 kilómetros. El ozono estratosférico absorbe 
gran parte de la radiación ultravioleta perjudicial para la vida en la Tierra. Este proceso de 
absorción genera calor, motivo por el cual existe un aumento de la temperatura a esa altura, 
como puede apreciarse en la Figura 3.1:  
 
Como bien es sabido, este gas desarrolla una función esencial para la vida en la Tierra, y sus 
altas concentraciones en la estratosfera deben ser preservadas. Si no existiese este “filtro” 
las radiaciones de alta frecuencia (λ > 295 nm) penetrarían hasta la superficie terrestre, 
dañando a los seres vivos.  
 
 

























Fuente: Vallero 2008 
 
 
En el año 1930 el matemático y geofísico Sydney Chapman descubrió los mecanismos de 











En las capas más altas de la atmósfera, la energía de onda corta disocia las moléculas de 
oxígeno en oxígeno monoatómico (reacción 3.1). A alturas inferiores, alrededor de la 
ozonoesfera, se producen las restantes reacciones. La reacción 3.2 muestra el proceso 
2O O O    ( 240 )hv nmλ+ → + <
2 3O + O + M O M→ +
3 2O O 2O+ →
3 2O O O    ( 900 )hv nmλ+ → + <




formativo de ozono mediante la unión de oxígeno molecular y oxígeno monoatómico, y 
donde M representa un elemento receptor de energía, generalmente N2 u O2
 
. La energía de 
onda larga provoca la disociación de la molécula de ozono (ecuación 3.3) y el ciclo se 
completa con la destrucción de ozono en la reacción 3.4. Estas reacciones muestran un 
equilibrio dinámico en la estratosfera que se ve afectado por la acción antropogénica 
favoreciendo la destrucción de ozono.  
El espesor de la capa de ozono se mide en Unidades Dobson (DU) en honor al físico y 
meteorólogo Gordon Dobson que descubrió que la temperatura de la estrosfera no era 
constante, sino que existía una zona (ozonosfera) que mostraba una mayor temperatura 
(ver figura 3.1). 100 Unidades Dobson equivalen a una capa de ozono de 1 mm de espesor 
en condiciones normales de presión y temperatura. Los vientos estratosféricos desplazan el 
ozono desde las regiones tropicales hacia los polos, por lo que, a lo largo del año, los 
valores medios de ozono en la zona ecuatorial suelen ser inferiores a los de otras latitudes. 
En las zonas tropicales los valores suelen mantenerse constantes, alrededor de los valores 
normales de 250-300 DU, en latitudes templadas los niveles de espesor pueden variar entre 
300 a 475 DU. En la Antártida, donde se localiza el llamado “agujero” de la capa de ozono, 
los niveles pueden descender durante la primavera a 100 DU.  
 
En la década de los 70, los clorofluorocarburos (CFC) fueron identificados como los 
principales destructores del ozono estratosférico (Molina and Rowland 1974). A partir de 
entonces, los países han venido legislando para reducir las emisiones que provocan la 
destrucción de la capa de ozono al amparo del mencionado Protocolo de Montreal firmado 
en el año 1987. Algunos trabajos de prospectiva vaticinan que debido a la  reducción de las 
emisiones de CFCs la columna de ozono a nivel estratosférico podrá recuperarse a partir 
del año 2050 (Schrope 2000).    
 
 
3.2.2 El ozono troposférico 
 
3.2.2.a Origen del ozono troposférico 
 
Por el contrario, a nivel troposférico, donde se encuentra una proporción muy baja del 
ozono terrestre (10%), este gas tiene efectos muy perjudiciales para la salud. En las capas 
bajas de la atmósfera es altamente reactivo con los tejidos, tiene efectos perjudiciales a nivel 
ecológico, dañando los bosques y promoviendo una reducción de la producción en cultivos 
(Vallero 2008) y afecta a la salud humana, provocando enfermedades asociadas al sistema 
respiratorio (Bates 1994; Romieu et al. 1996).  
 
Durante las últimas décadas ha existido una importante controversia sobre los orígenes del 
ozono troposférico (Derwent et al. 2004). Primeramente, se pensaba que el origen residía 
exclusivamente en el intercambio que se establecía entre la estratosfera y las capas más 
superficiales de la atmósfera, como consecuencia de un proceso totalmente natural. En la 
actualidad se conoce que el contenido natural de ozono en el aire procedente de la 
estratosfera es realmente bajo. Se estima que oscila entre 0.020-0.040 ppm (NAPCA, 1970) 
aunque está sujeto a variaciones estacionales y latitudinales.  
 
Posteriormente se descubrió que el ozono se encontraba implicado en los episodios 
fotoquímicos de smog, por lo que se entendió que éste también debía producirse a nivel 
troposférico (Middleton et al. 1950). Esta teoría cobró importancia cuando se asociaron los 
episodios de contaminación por ozono a áreas densamente pobladas, muy contaminadas y 




generalmente bajo unas condiciones concretas de radiación solar. Sin embargo, esta teoría 
no explicaba por qué se observaban altas concentraciones de ozono en áreas rurales 
remotas y alejadas de las fuentes de contaminación. Se precisaban, entonces, nuevas teorías 
que explicasen dicha circunstancia. A mediados de los años 80 cobraron importancia las 
teorías que apuntaban a la existencia de un movimiento de ozono desde áreas de emisión 
hacia zonas remotas (Levy et al. 1985). En la actualidad, se conoce que la concentración de 
ozono en un determinado volumen de aire se encuentra regulada por los propios procesos 
de formación y destrucción de ozono, así como por su transporte y el de sus precursores a 
nivel regional, o incluso, a mayores escalas (Trainer et al. 2000).  
 
En una atmósfera urbana, donde se encuentran contaminantes primarios, la concentración 
de ozono viene determinada por: 
 
• Formación fotoquímica. Aquella inducida por los precursores primarios, 
fundamentalmente óxidos de nitrógeno y compuestos orgánicos volátiles en presencia 
de radiación solar. Cuantitativamente es la más importante, pues se estima que 
representa el 80% de la producción de ozono troposférico (Wayne 2000). 
 
• Transporte horizontal. Las masas gaseosas desplazan ozono y precursores desde las 
zonas de emisión de estos últimos hacia áreas remotas. La formación de ozono puede 
verse favorecida por el propio movimiento de los precursores al facilitarse el encuentro 
de los reactivos que inducen las reacciones de formación de ozono. Es la proporción 
más compleja de predecir y controlar.   
 
• Intercambio estratosfera-troposfera. En las capas más bajas de la atmósfera puede 
localizarse ozono residual que desciende desde cotas más elevadas mediante 
movimientos de convección. Representa una pequeña fracción del ozono troposférico 
y su influencia es tanto mayor cuanto mayor altura posee el lugar de medición.  
 
 
3.2.2.b Precursores en las dinámicas de ozono 
 
Debido a sus efectos nocivos, las dinámicas de ozono han sido ampliamente estudiadas con 
detalle en áreas urbanas y sus alrededores a lo largo de todo el mundo. El comportamiento 
del ozono en ambientes urbanos está regulado principalmente por reacciones con óxidos 
de nitrógeno (NOx
 
) y algunos compuestos orgánicos volátiles (COV) en presencia de luz 
solar (Sillman 1999; Atkinson 2000; Seinfeld 2004).  
- Óxidos de Nitrógeno (NOx
 
) 
Aunque existe casi una decena de óxidos de nitrógeno, en contaminación atmosférica se 
utiliza la expresión “óxidos de nitrógeno” y se denotan como NOx, a las dos formas 




El monóxido de nitrógeno (NO) es emitido a la atmósfera tras la reacción a altísimas 
temperaturas del nitrógeno y el oxígeno del aire, fundamentalmente en los motores de 
combustión.  
 
                           (3.5) 
 
2 2N + O 2NO→




En las ciudades la principal fuente de emisión son los vehículos, aunque buena parte es 
debida a los procesos industriales. La concentración de este gas contaminante en la 
atmósfera se ha visto notablemente incrementada por la acción antropogénica. Sin 
embargo, es una molécula altamente inestable, por lo que rápidamente se oxida dando 
como resultado dióxido de nitrógeno (NO2
 
). 
                                 (3.6) 
 
 
El dióxido de nitrógeno (NO2) es un gas tóxico. Tras su dimerización (N2O4
 
) adquiere un 
color pardo-rojizo característico y visible sobre las áreas urbanas densamente pobladas y 
con alta actividad industrial. Este gas al disolverse en agua origina ácido nítrico, que es uno 
de los compuestos más relevantes de la lluvia ácida. La molécula, en presencia de luz 
ultravioleta (λ<400 nm) se disocia formando oxígeno atómico, que es altamente reactivo. 
La formación de ozono se encuentra íntimamente relacionada con los óxidos de nitrógenos 
a través de la siguiente ecuación reversible: 
 
                           (3.7)  
 
En las zonas urbanas existe un patrón diario de NOx 
 
muy marcado, relacionándose 
directamente las altas concentraciones con los momentos del día de mayor tráfico (a 
primeras horas de la mañana, mediodía y últimas horas de la tarde). De este modo, a 
primeras horas de la mañana se produce un mecanismo de destrucción de ozono debido a 
la emisión de altas concentraciones de NO. En las zonas rurales, al existir emisiones 
antropogénicas relativamente inferiores, los niveles de óxidos de nitrógeno son mucho más 
bajos.   
- Compuestos orgánicos volátiles (COV) 
 
Los compuestos orgánicos volátiles (COV) constituyen un grupo diverso de compuestos 
que contienen carbono asociado a diferentes no metales. Aunque su origen puede ser 
natural, las principales emisiones se deben a la actividad antropogénica.  
 
Se forman a partir de reacciones incompletas como consecuencia de la combustión, por lo 
que las principales fuente de emisión son los motores de los vehículos, las centrales de 
producción de energía y las industrias. Además, dada su volatilidad, se liberan de los 
propios combustibles (petróleo, gas natural, biomasa, carbón, madera) y de algunos 
productos sintéticos como las pinturas y los disolventes. La fuente natural de emisión es la 
propia flora, que emite a la atmósfera isopreno y terpenos. 
 
El compuesto orgánico volátil más abundante es el metano. Posee una baja reactividad, por 
lo que es muy persistente en la atmósfera, convirtiéndose en uno de los principales 
compuestos implicados en el fomento del efecto invernadero. Generalmente, los 
compuestos orgánicos volátiles que intervienen en las dinámicas químicas atmosféricas no 
incluyen al metano, de ahí que deban ser más correctamente llamados compuestos 
orgánicos volátiles no metánicos (COVNM). Éstos, debido a sus características de 
volatilidad y reactividad desarrollan un papel muy importante en la química atmosférica. 
 
2 22NO + O 2NO→
2 2 3NO  + O NO O+




A nivel troposférico, los COVNM intervienen en la formación de ozono a través de 
sucesivas reacciones de oxidación. Principalmente estos hidrocarburos son oxidados por el 
ataque del radical hidroxilo, dando lugar a la formación de un radical hidrocarbonado que a 
su vez reacciona con el oxígeno molecular para formar un radical peroxilo, que reaccionará 
posteriormente con el NO, el cual formará NO2 y que, en última instancia, conducirá a la 
formación de ozono, como se ha visto en el epígrafe anterior. Finalmente, los COVNM se 




- Monóxido de Carbono (CO) 
 
El mecanismo de producción de ozono por oxidación del monóxido de carbono es 
cuantitativamente menos importante que los anteriores. Este mecanismo es la combinación 
de varias reacciones en las que intervienen radicales hidroxilo y óxidos de nitrógeno. La 
reacción global es una síntesis de diversas reacciones sucesivas en las que en sus pasos 
intermedios también intervienen los óxidos de nitrógeno: 
 
                   (3.8)  
 
Debido a que el monóxido de carbono se encuentra en mayor proporción en la atmósfera 





Los mecanismos de producción de ozono a partir de la oxidación del metano son un 
conjunto de sucesivas reacciones químicas, algunas de las cuales están caracterizadas por 
una reducida velocidad de reacción. Igual que en el caso anterior, los óxidos de nitrógeno 
actúan como limitantes (Brasseur et al. 1999), por lo que este mecanismo también es 
relativamente poco importante en la producción de ozono. La reacción global es la 
siguiente: 
 
                          (3.9)  
 
- Radicales libres: El radical hidroxilo (OH-
 
) 
El radical hidroxilo es una molécula formada por un átomo de oxígeno y otro de 
hidrógeno. Es extremadamente reactivo, por lo que su tiempo de vida en la atmósfera es 
muy reducido. Su fuente fundamental en la atmósfera es el propio ozono, que en presencia 
de luz (λ<315 nm) se descompone en oxígeno molecular y un átomo de de oxígeno en 
estado excitado. Éste último reacciona con el vapor de agua para formar radicales 
hidroxilos. Los radicales hidroxilos están implicados en multitud de reacciones químicas 
que en última instancia intervienen en las dinámicas del ozono troposférico.  
 
 
3.2.2.c Mecanismos de formación de ozono 
 
Como se ha puesto de manifiesto, las dinámicas de formación de ozono se rigen por varias 
reacciones, lo que las convierten en un proceso algo complejo, principalmente en las 
2 2 3CO 2O CO Ohv+ + → +
4 2 2 2 3CH 4O 2 CH O H O 2Ohv+ + → + +




ciudades, donde precursores químicos de diversa índole actúan e interactúan con otras 
sustancias en reacciones químicas diversas, algunas de las cuales son reversibles o precisan 
de los productos de algunas para ser utilizados como reactivos en otras. En atmósferas no 
contaminadas existe un balance de formación y destrucción de ozono “natural”. 
 
Se conoce que el NO2
 
 es un compuesto químico muy eficiente en la absorción de radiación 
solar ultravioleta entre los 290 nm y los 380 nm (Leighton 1961) y que la acción de estas 
longitudes de onda provocan una serie de reacciones que afectan a las dinámicas de ozono, 









Donde k1, k2 y k3 representan la velocidad de reacción. Dado que estas reacciones se 
producen a una tasa que es una o dos veces de mayor magnitud que cualquier otra reacción 
implicada en los procesos formativos de ozono (Pitts et al. 1974), el balance [NO2]/[NO] 
determina la concentración de ozono, por lo menos, durante los primeros estadios del ciclo 
fotoquímico (Guicherit and Van Dop 1977). Además, debido a que el ratio [NO2]/[NO] es 
aproximadamente 1 o ligeramente inferior y k3
 
 puede considerarse constante, la radiación 
solar es la variable con mayor implicación en los procesos de producción de ozono. La 
radiación que llega a la superficie terrestre depende, obviamente, de la radiación que llega a 
las capas altas de la atmósfera, si bien, queda regulada por la altitud solar, la naturaleza y la 
cantidad de dispersión, la absorción y del albedo (Leighton 1961).    
En la troposfera, la principal fuente de oxígeno atómico es la fotólisis del monóxido de 
nitrógeno en presencia de una determinada longitud de onda (280 < λ < 420 nm), tal y 
como indica la ecuación 3.10. Este oxígeno atómico reacciona con el oxígeno molecular 
existente en el aire para formar ozono (ecuación 3.11). El ozono reacciona rápidamente 
con el monóxido de nitrógeno para formar dióxido de nitrógeno, como se establece en la 
ecuación 3.12.  
 
Sin embargo, si en el ambiente existen agentes contaminantes de alto poder oxidante, se 
produce un fenómeno de competencia con el ozono para efectuar dicha reacción 
(Domínguez 2010). En este sentido, el equilibrio fotoestacionario descrito en las ecuaciones 
3.10, 3.11  y 3.12 es alterado, promoviéndose la acumulación de ozono a nivel troposférico 
(Jenkin y Clemitshaw 2000). De igual modo, la presencia de COVNM también altera este 
equilibrio porque en su procesos oxidativos se liberan a la atmósfera radicales peróxilo 
(RO2*
 
). Estos radicales reaccionan con el monóxido de nitrógeno en detrimento de la 








2 2O  + R RO→
2 1NO NO + O     ( )hv k+ →
* *
2RH + OH H O + R→
*
2 2RO  + NO NO  + RO→
2 3 2O + O  + M O  + M   ( )k→
3 2 2 3O NO NO  + O    ( )k+ →




Asimismo, la presencia de COVNM también promueve la acumulación de ozono en las 
capas más bajas de la atmósfera, dado que, por un lado, se incrementan las concentraciones 
de NO2 y, por otro, no se produce un consumo de ozono, al ser éste desplazado por la 
acción de los radicales RO2*
 
 durante el proceso de oxidación del NO (Bloemen y Burn 
1995).  
 
3.2.2.d Mecanismos de destrucción de ozono 
 
- Procesos químicos 
 
A nivel troposférico se producen varias reacciones de eliminación de ozono entre las que 
destacan aquellas en las que intervienen el monóxido de nitrógeno y el dióxido de 
nitrógeno, obteniéndose dióxido de nitrógeno y trióxido de nitrógeno, respectivamente. 
Algunos hidrocarburos también participan en estos procesos de destrucción de ozono. En 
las zonas urbanas hay un proceso de destrucción importante de ozono durante la noche, 
revertiéndose su propia ecuación de formación a través de la reacción:  
 
                                          (3.16) 
 
 
Debido a la alta concentración de agentes contaminantes en las ciudades los fenómenos de 
destrucción químicos son muy frecuentes y acusados. Este mecanismo que modula las 
concentraciones de ozono en los ambientes urbanos no es tan importante en las áreas 
rurales, donde las concentraciones de ozono son más altas por la ausencia, 
paradójicamente, de contaminantes que lo destruyan (Seinfeld 2004). Estas áreas se ven 
gravemente afectadas por los episodios de contaminación de ozono (Logan 1989) debido a 
que, por un lado, parte de su formación tiene lugar durante el transporte de sus precursores 
desde las zonas de emisión hasta las áreas circundantes (e.g. Kalabokas et al. 2000) y por 
otra, a que varios de los mecanismos químicos de destrucción de ozono en las ciudades no 
existen en las zonas rurales (Garland and Derwent 1979). 
 
- Procesos fotolíticos 
 
Estos mecanismos son predominantes en las regiones remotas a baja altitud y con 
presencia abundante de agua (Delgado 2004). Los procesos de eliminación mediante 









La mayoría de los átomos excitados de ozono (O(1
 
D)) retornan a su estado de baja energía 
como ozono atómico que, a su vez, reacciona con el ozono molecular del aire para 
convertirse en ozono. Algunos de los átomos de ozono excitados reaccionan con el agua 
para formar radicales hidroxilos (Warneck 1988). 
 
1
3 2O +   O + O( D)hv →
3 2 2O  + NO O + NO→
1O( D)+M  O+M→
1
2O( D)+H O  2OH→
(λ > 320 nm)




- Procesos de depósito físico 
 
Dada la escasa solubilidad del ozono, la mayor parte de los procesos de depósito se 
producen en seco, esto es, sin necesidad de lluvia. El depósito seco se refiere al transporte 
hacia la superficie y la posterior adsorción/absorción irreversible de contaminantes en fase 
gas o en forma de pequeñas partículas en el suelo, plantas y agua. El fenómeno se 
encuentra caracterizado por una velocidad de depósito que depende de la superficie de 
absorción (Warneck 1988). La velocidad de depósito es lenta sobre el agua y nieve y más 
rápida sobre la vegetación, son mayores en verano que en invierno y de día que de noche, 
por el efecto de la actividad convectiva (Adame 2005). 
 
 
3.2.3  Influencia de los agentes meteorológicos sobre el ozono troposférico 
 
Los agentes atmosféricos inciden directa e indirectamente en los procesos de formación y 
destrucción de ozono (e.g. Guicherit and Van Dop 1977). Determinadas condiciones 
ambientales promueven las reacciones de formación de ozono, mientras que otras 
dificultan el encuentro de los reactivos o inducen a una inversión en la reacción formativa 
de ozono. Por ejemplo, la radiación solar y las altas temperaturas están estrechamente 
relacionadas con las concentraciones de episodios de alta concentración de ozono en el sur 
de Europa (e.g. Güsten et al. 1994; Kouvarakis et al. 2000; Ribas and Peñuelas 2004). 
 
Las concentraciones más altas de ozono suelen producirse principalmente en las estaciones 
del año con mayor insolación, ya que en éstas se promueven los procesos fotoquímicos 
formativos de ozono. La estabilidad atmosférica promueve una mayor reactividad entre los 
precursores ya que no son dispersados en el aire y reaccionan con mayor facilidad. Por 
tanto, los episodios de mayor concentración de ozono suelen producirse bajo condiciones 
de altas presiones, baja o nulo movimiento de las masas de aire, alta temperatura y elevada 
radiación solar (NRC 1991). 
 
Las altas temperaturas inciden directamente en la formación de ozono, agilizando el 
encuentro de los precursores reactivos y aumentando la velocidad de reacción fotoquímica, 
aunque indirectamente, también influye en las emisiones de los compuestos orgánicos 
volátiles y por tanto, en el aumento de la concentración de éstos en la atmósfera. La 
temperatura elevada también se relaciona con los procesos convectivos, favoreciendo la 
mezcla gaseosa entre capas cercanas a la superficie terrestre, en algunas de las cuales 
pueden existir trazas de precursores y ozono residual. La radiación solar también influye en 
la producción fotoquímica de ozono de una manera similar a la temperatura puesto que 
ambas variables están íntimamente relacionadas. Por su parte, la humedad relativa actúa en 
sentido inverso a la temperatura y a la radiación solar, de modo que fuertes descensos en la 
humedad relativa coinciden con altas concentraciones de ozono.   
 
Otro de los efectos a tener en cuenta es el transporte de ozono y de sus precursores desde 
las zonas más pobladas y contaminadas hacia áreas rurales y remotas. En estas zonas, 
generalmente, existe una menor concentración de óxidos de nitrógeno como consecuencia 
de una menor actividad antropogénica, por lo que no se produce la destrucción química, y 
en consecuencia, el ozono se acumula. La molécula de ozono tiene un periodo de vida de 
varios días, lo que explica que se puedan registrar altas concentraciones de este gas en áreas 
alejadas de las fuentes de emisión (Seinfeld 2004). De este modo, la dirección del viento, la 
cual es la variable más relevante en el transporte de sus precursores y de la propia 




formación del ozono, ha sido meticulosamente estudiada en trabajos previos (e.g. Wang et 
al. 2001; Shan et al. 2010). 
 
La pluviometría es una variable meteorológica que actúa en detrimento de la formación de 
ozono, de modo que los días lluviosos se relacionan con descensos en las concentraciones. 
La lluvia actúa limpiando la atmósfera por lo que los precursores de ozono también 
disminuyen su concentración.  
 
 
3.2.4 Evolución de las concentraciones de ozono troposférico 
 
Debido a la cantidad de factores tanto químicos como meteorológicos que influyen en las 
dinámicas de ozono, no es posible establecer un comportamiento o patrón único para este 
gas a una escala regional. Se ha observado que el ozono muestra un comportamiento 
diferente si las mediciones se realizan en una ciudad o en un ambiente rural debido a la 
mayor o menor existencia de contaminación en el entorno. Estas diferencias provocan 
diferentes patrones diarios de ozono. La climatología de la zona y las condiciones 
atmosféricas también influyen en las dinámicas diarias. Las diferencias de temperatura, 
radiación solar, precipitación, y régimen de vientos promueven variaciones estacionales en 
las concentraciones de ozono a lo largo del año. En algunas ciudades se ha observado el 
llamado “efecto fin de semana”, en el que la reducción del tráfico rodado durante los fines 
de semana, promueve cambios en el ciclo diario y las concentraciones máximas de ozono. 
A modo de ejemplo comparativo, en la Figura 3.2 se muestran las concentraciones de 
ozono típicas en ambientes urbanos y rurales a lo largo del día.  
 
















Fuente: Adaptado de Dueñas et al. 2004 
 
El ciclo diario de ozono que caracteriza una zona urbana ha sido ampliamente estudiado 
en muchas ciudades del mundo y se ha relacionado con el ciclo de radiación solar (Leighton 
1961). Se caracteriza por un aumento notable de los niveles de ozono desde el mediodía 
hasta la tarde (13.00 – 17.00 horas), coincidiendo con las horas de mayor radiación solar. 
Esta alta concentración se debe fundamentalmente a una elevada actividad de formación 
fotoquímica a partir de los óxidos de nitrógeno y los compuestos orgánicos volátiles 
emitidos a la atmósfera a lo largo de la mañana e inducido, como ya se ha comentado, por 
la radiación solar.  
 




El efecto de la radicación también activa el mecanismo de recirculación convectiva, 
aportando ozono residual desde las capas más altas hacia la superficie (US EPA 1996). 
Durante la noche se produce una fuerte destrucción de ozono mediante una inversión en el 
sentido de la reacción química de formación de ozono a partir del monóxido de nitrógeno. 
El descenso en los niveles de ozono durante la noche es más pronunciado en el ambiente 
urbano que en el rural (Dueñas et al. 2004). El descenso del nivel de ozono suele decrecer 
paulatinamente conforme avanza la noche, alcanzando un nivel mínimo a primeras horas 
de la mañana (7.00-9.00 horas), coincidiendo con el momento de mayor emisión de NO 
por los vehículos, que reaccionan con el ozono residual del día anterior. En cualquier caso, 
factores como la dispersión de los precursores y la localización de las estaciones de medida 
en la ciudad matizan las diferencias en los patrones diarios de ozono.   
 
En las estaciones rurales suele existir una menor variabilidad en las concentraciones 
horarias de ozono, observándose una diferencia de niveles durante el día más suavizada y 
con menor fluctuación que en el caso de las ciudades (Dueñas et al. 2004). La ausencia de 
grandes emisiones en estas zonas provoca que no se aprecie el fuerte descenso de ozono a 
primeras horas de la mañana, ni tampoco un aumento excesivo de los niveles en las horas 
centrales del mediodía, refiriéndonos siempre a respecto a los valores medios. En general, 
las áreas surburbanas que cirncúndan a las grandes urbes suelen mostrar niveles de 
concentración de ozono más elevadas (Galbally et al. 1987) que las ciudades debido a i) 
procesos de formación fotoquímica de ozono in situ, ii) transporte de ozono y precursores 
desde las ciudades (Kalabokas et al. 2000), iii) ausencia de agentes químicos implicados en 
la destrucción de ozono. 
 


















Fuente: Adaptado de Günsten et al. 1988 
 
Algunas estaciones de medición están emplazadas en áreas denominadas remotas al 
encontrarse alejadas de núcleos urbanos de población y de emisión de contaminantes. La 
utilidad de estas estaciones reside en el registro de los niveles de ozono cuando las 
emisiones antropogénicas de precursores de ozono “son inexistentes o mínimas. En estas 
estaciones se puede conocer los niveles de ozono naturales, definir la influencia de las 
condiciones atmosféricas y evaluar el transporte estratosférico y horizontal de ozono 
(Adame 2005). 
 




La altitud es otra variable a tener en cuenta. A partir de ciertas alturas la influencia del 
smog fotoquímico y del transporte advectivo a distancias cortas es muy escasa, como es el 
caso del estudio de los niveles de ozono realizado en Immitos, una montaña cercana a 
Atenas a una altitud aproximada de 1000 m (Günsten et al. 1988) donde la concentración 
horaria se mantuvo prácticamente constante alrededor de los 20 ppm, el cual es 
considerado el nivel de ozono natural en la atmósfera de un área remota (Singh et al., 
1978). En la Figura 3.3 se representa la concentración media horaria en Immitos.   
 
Además de los ciclos diarios, el ozono muestra también unos característicos patrones 
anuales y estacionales (Zanis et al. 2007). En general, las concentraciones más altas se 
producen en verano y primavera, descienden considerable en otoño y son muy bajas en 
invierno (Logan 1985). Asimismo, los valores son más estables durante los meses fríos, 
mientras que aumentan su dispersión en verano (Dueñas et al. 2004).  
 
 
3.2.5 Efectos perjudiciales del ozono troposférico 
 
Los umbrales admisibles no son fáciles de determinar puesto que en ellos intervienen dos 
factores: la concentración de ozono y su persistencia en el tiempo. Un episodio de alta 
concentración de ozono es tanto más perjudicial cuanto más perdura en el tiempo, aunque 
en general niveles medios y prolongados suelen tener efectos más adversos que valores 
extremos y puntuales en el tiempo.  
 
Los efectos sobre la salud humana están asociados a alteraciones y daños en el sistema 
respiratorio, así como a irritación ocular y cefaleas. Por otra parte, los episodios de alta 
concentración de ozono afectan a la vegetación promoviendo una oclusión de los estomas, 
lo que incide directamente en el rendimiento de los cultivos agrícolas. Además, dado su alto 
poder oxidante, daña los materiales constructivos y de ornamentación. Por último, también 
posee efectos indeseables sobre el clima ya que altera el equilibrio térmico al actuar como 
gas de efecto invernadero. 
 
A continuación se detallan los efectos adversos del ozono troposférico: 
 
3.2.5.a Efectos sobre la salud 
 
En principio, los factores genéticos y la existencia de enfermedades respiratorias 
crónicas inciden en la sensibilidad de la persona a padecer crisis ante concentraciones 
elevadas de ozono. Según la edad, el sexo, el ejercicio físico y la sensibilidad de los 
individuos se pueden establecer grupos de riesgo de población potencialmente 
vulnerables a la contaminación por ozono. Estos grupos de riesgo son los niños y los 
ancianos, los enfermos crónicos y los adultos que practican ejercicio al aire libre. 
 
La agencia de protección ambiental de Estados Unidos señala como principales 
problemas sobre la salud los siguientes (EPA): 
 
• Irritación de las vías respiratorias, tos y dolor al respirar profundamente. 
 
• Sibilancias y dificultad para respirar durante la realización de ejercicios o 
actividades al aire libre. 
 
• Inflamaciones de la piel, a modo de quemaduras. 




• Agravamiento de los problemas en los pacientes asmáticos. 
 
• Aumento de la susceptibilidad a las enfermedades respiratorias como la neumonía 
o la bronquitis. 
 
• Daños pulmonares permanentes ante exposiciones repetidas. 
 
3.2.5.b Efectos sobre las plantas 
 
A nivel visual, las plantas expuestas a altas concentraciones de ozono presentan 
decoloraciones en las hojas, sin embargo, los efectos más perniciosos del ozono sobre la 
flora van más allá de la clorosis, produciéndose alteraciones a nivel bioquímico, 
fisiológico y anatómico.  
 
Durante el intercambio gaseoso el ozono penetra en las hojas a través de los estomas y 
posteriormente reacciona con el material celular, generándose subproductos que 
reducen la eficiencia fotosintética. Algunos de estos subproductos son radicales libres de 
una elevada toxicidad. Las consecuencias para la planta son una reducción de la 
absorción de CO2
 
 y un descenso en la fijación de carbono, alterándose notablemente el 
metabolismo de la planta. Las plantas son tan sensibles a la contaminación por ozono 
que, a concentraciones relativamente bajas, comienzan los primeros síntomas. 
Debido a su importancia económica, los efectos adversos del ozono sobre los 
rendimientos de los cultivos han sido estudiados desde mediados del siglo pasado (Heck 
y Brandt 1977; California Air Resources Board 1987) revelando la toxicidad del ozono 
para la vegetación. La incidencia del ozono en los bosques europeos también ha sido 
estudiada (Skärby et al. 1998). La legislación en materia de ozono contempla umbrales 
admisibles de contaminación para la vegetación. 
 
3.2.5.c Efectos sobre los materiales  
 
Tradicionalmente, los efectos perniciosos sobre los materiales expuestos al aire han sido 
asociados a la acción oxidante del SO2
 
. Sin embargo, en las últimas décadas el ozono ha 
venido cobrando importancia relativa como agente causante de daños en los materiales. 
El ozono troposférico actúa dañando diversos materiales, tales como los materiales de 
construcción, el caucho y los neumáticos, algunos revestimientos y materiales textiles. 
Los materiales compuestos por elastómeros poseen dobles enlaces de carbono que son 
destruidos por el ozono. A la larga, los efectos son visibles por la aparición de grietas en 
estos materiales. Los principales textiles afectados por ozono son las fibras de celulosa, 
mientras que las sintéticas son mucho más resistentes. Las fibras naturales, al estar 
compuestas por carbono, reaccionan oxidándose ante la presencia del ozono. También 
se ha comprobado que las pinturas de los cuadros artísticos sufren decoloración 
producida por el ozono al atacar a algunos de los pigmentos que se utilizan en los 
lienzos.   
 
Sobre los materiales inorgánicos el ozono posee una baja capacidad de oxidación. Sin 
embargo, se conoce que las sinergias producidas entre el ozono, los óxidos del 
nitrógeno y el dióxido de azufre son muy superiores a los efectos producidos por estos 
contaminantes de manera aislada. Estos aspectos están levantando bastante interés en 
los últimos años. 




3.2.5.d Efectos sobre el clima 
 
El ozono, al igual que el dióxido de carbono o el metano, es un gas que promueve el 
efecto invernadero y, por tanto, el incremento de la temperatura media de nuestro 
planeta. Aunque su capacidad de absorción de radiación infrarroja puede ser inferior a la 
de otras sustancias, el  paulatino incremento de su concentración ha propiciado su toma 
en consideración como uno de los gases potencialmente más influyentes en el 
calentamiento global.  
 
 
3.2.6 Marco normativo referente a la contaminación por ozono  
 
3.2.6.a Marco normativo comunitario  
 
Respecto al ozono, la legislación europea ha establecido a los largo de los últimos años tres 
normativas fundamentales: La Directiva 92/72/CEE sobre contaminación atmosférica por 
ozono, que fue derogada por la Directiva 2002/3/CE relativa al ozono en el aire ambiente, 
que a su vez ha sido derogada por la actual Directiva 2008/50/CE del Parlamento 
Europeo y del Consejo de 21 de mayo de 2008 relativa a la calidad del aire ambiente y a 
una atmósfera más limpia en Europa. Esta Directiva engloba a diversos agentes químicos y 
establece los siguientes objetivos generales sobre la calidad del aire: 
 
• Definir y establecer objetivos de calidad del aire ambiente para evitar, prevenir o 
reducir los efectos nocivos para la salud humana y el medio ambiente en su conjunto; 
 
• Evaluar la calidad del aire ambiente en los Estados miembros basándose en métodos y 
criterios comunes; 
 
• Obtener información sobre la calidad del aire ambiente con el fin de ayudar a combatir 
la contaminación atmosférica y otros perjuicios y controlar la evolución a largo plazo y 
las mejoras resultantes de las medidas nacionales y comunitarias; 
 
• Asegurar que esa información sobre calidad del aire ambiente se halla a disposición de 
los ciudadanos; 
 
• Mantener la calidad del aire, cuando sea buena, y mejorarla en los demás casos; 
 
• Fomentar el incremento de la cooperación entre los Estados miembros para reducir la 
contaminación atmosférica. 
 
La legislación europea establece una serie de valores umbrales y objetivos en relación a la 
contaminación por ozono troposférico:  
 
Los valores objetivo son unos niveles fijados en la Directiva 2008/50/CE que tienen 
como finalidad la de evitar, prevenir o reducir los efectos nocivos para la salud humana y el 
medio ambiente en su conjunto, y que deben ser alcanzados en un periodo determinado. El 
valor objetivo para la protección humana y la protección de la vegetación es diferente. Para 
la protección humana se establece un umbral de 120 µg/m3 que no podrá superarse más de 
25 días por año durante un trienio, utilizando máximas diarias de las medias móviles 
octohorarias. Por su parte, el valor objetivo para la protección de la vegetación no debe 




superar la AOT402 en más de 18.000 µg/m3 por hora 
 
promediados durante un quinquenio 
durante el periodo de mayo a junio. Los datos registrados a partir del 1 de enero de 2010 
son los utilizados para el cálculo de los valores objetivo. 
Los objetivos a largo plazo son los niveles que deben alcanzarse con el objetivo de 
proteger con eficacia la salud humana y el medio ambiente, salvo cuando éstos no pueden 
lograrse mediante el uso de medidas proporcionadas. En el caso de la protección humana el 
valor objetivo se mantiene en 120 µg/m3, mientras que para la protección de la vegetación 
el límite se fija en 6.000 µg/m3
 
 calculadas a partir de valores octohorarios. La fecha en la 
que los objetivos a largo plazo deben cumplirse no se especifica en la Directiva. 
La Directiva establece en su artículo 18 los requisitos aplicables a aquellas zonas que 
cumplen con los objetivos a largo plazo, señalando que, los estados deberán mantener esos 
niveles por debajo de los valores objetivo y preservar la calidad del aire ambiente y la salud 
humana, haciéndolo compatible con un desarrollo sostenible. Este artículo contempla que 
las concentraciones deberán mantenerse por debajo de los valores objetivo salvo que su 
aumento se deba a causas difícilmente controlables como la contaminación transfronteriza 
y la meteorología. En el artículo 17, por su parte, se refiere a las zonas y aglomeraciones 
que incumplen los valores objetivo y objetivos a largo plazo. En estos casos, los estados 
deberán adoptar las medidas proporcionadas necesarias para alcanzar dichos objetivos.  
 
Asimismo, la legislación europea establece los denominados umbrales de información y 
umbrales de alerta para la contaminación por ozono. En caso de superación de los niveles 
umbrales establecidos, los estados deben adoptar las medidas pertinentes para informar a la 
población, así como informar a la Comisión sobre la duración y los niveles registrados. 
Concretamente, el umbral de información es el nivel a partir del cual una exposición de 
breve duración supone un riesgo para la salud de los sectores especialmente vulnerables de 
la población y que requiere el suministro de información inmediata y apropiada. Este 
umbral está establecido en 180 µg/m3 en un periodo medio de una hora. El umbral de 
alerta, por su parte, es el nivel a partir del cual una exposición de breve duración supone 
un riesgo para la salud humana que afecta al conjunto de la población y que requiere la 
adopción de medidas inmediatas por parte de los Estados miembros. Este umbral está 
establecido en 240 µg/m3 
 
en el periodo promedio de una hora.  
3.2.6.b Marco normativo nacional  
 
El Real Decreto 102/2011, de 28 de enero, relativo a la mejora de la calidad del aire, es una 
normativa que aglutina la normativa nacional sobre la contaminación atmosférica y 
traspone al derecho nacional la mencionada Directiva comunitaria 2008/50/CE. Con su 
entrada en vigor, deroga el anterior Real Decreto específico sobre el ozono que ha estado 
vigente hasta Enero de 2011 (Real Decreto 1796/2003, de 26 de diciembre, relativo al 
ozono en el aire ambiente).  
 
En relación a la evaluación de la calidad del aire y, por tanto, en relación al ozono, establece 
que las comunidades autónomas o las entidades locales –estas últimas cuando tengan 
atribuidas las competencias en materia de calidad del aire y protección de la atmósfera- 
serán las encargadas de evaluar la calidad del aire en las zonas y aglomeraciones de su 
territorio realizando además una clasificación de las mismas.  
                                                          
2 La exposición de ozono acumulada (AOT40) es la suma de las diferencias entre las concentraciones horarias superiores a 80 µg/m3 y 
este propio valor durante un período determinado, utilizando únicamente los valores horarios medidos diariamente entre las 8.00 y las 
20.00 hora central europea. 




En el caso de que se supere o se prevea que los niveles umbrales de información o de alerta 
se van a superar, la administración competente adoptará con carácter de urgencia las 
medidas pertinentes e informará a la población mediante los medios de comunicación de 
mayor difusión sobre los niveles registrados y previstos, así como las medidas que se van a 
adoptar. Las administraciones competentes facilitarán al Ministerio la información necesaria 
para su envío a la Comisión.     
 
3.2.6.c Marco normativo autonómico  
 
En realidad, la legislación andaluza no contempla una normativa específica para el ozono, 
sino que se nutre de lo dispuesto en la legislación nacional y europea en dicha materia. Si 
bien, existe el Decreto 239/2011, de 12 de julio, por el que se regula la calidad del medio 
ambiente atmosférico y se crea el Registro de Sistemas de Evaluación de la Calidad del Aire 
en Andalucía del que ya se ha tratado en el epígrafe 3.1.3. Todo ello sin perjuicio de la 
atribución de competencias otorgada a favor de la Comunidad Autónoma de Andalucía, la 
cual gestiona, entre otras, la Red de Vigilancia y Control de la Calidad del Aire de 
Andalucía, a partir de la cual se realizan las preceptivas mediciones de ozono y de otros 
gases contaminantes, y de la que se pormenorizará en detalle en el siguiente capítulo. 
 
 
3.2.7 Antecedentes del estudio del ozono troposférico en Andalucía 
 
Andalucía es una región sujeta a una alta radiación solar, con numerosas horas de sol al año 
y con unas temperaturas elevadas, generalmente durante los meses estivales. Además, 
algunas ciudades, como es el caso de Sevilla, Málaga o Granada cuentan con áreas 
metropolitanas de considerable tamaño y población, y otras, tal es el caso de Huelva o el 
Campo de Gibraltar, tienen asociadas industrias químicas con grandes emisiones. Por todo 
lo anteriormente descrito, Andalucía es una región muy vulnerable a la contaminación por 
ozono. A pesar de ello, hasta finales del Siglo XX no se han realizado los primeros estudios 
sobre la contaminación poro ozono en Andalucía. 
 
La influencia de las condiciones atmosféricas sobre el ozono, así como los patrones cíclicos 
diarios, anuales y estacionales fueron estudiados en Málaga como ejemplo de ciudad costera 
del sur de España (Dueñas et al. 2002). En esta ciudad los precursores de ozono se deben 
fundamentalmente al tráfico rodado. El análisis se centraba en el estudio de la dependencia 
existente entre los niveles de concentración de ozono y diversos parámetros 
meteorológicos. Según los resultados obtenidos a partir de correlaciones lineales simples, 
las variables más influyentes sobre los niveles de ozono son la temperatura, la velocidad del 
viento y la humedad del aire. Para establecer la influencia conjunta de las variables 
meteorológicas se procedió a realizar una correlación lineal múltiple, obteniéndose que, en 
ausencia de datos reales, la concentración de ozono puede ser estimada con bastante 
precisión conociendo la dirección predominante del viento y unos pocos parámetros 
meteorológicos. El trabajo es una buena aproximación a los modelos regionales de 
evolución del ozono troposférico bajo condiciones de temperaturas templadas.  
 
En la misma Costa del Sol se llevó a cabo un trabajo comparativo entre las evoluciones 
diarias, mensuales y estacionales de ozono entre una estación urbana, localizada en Málaga 
y una estación rural, ubicada en El Algarrobo (Dueñas et al. 2004). En él se describían, 
generalmente, concentraciones de ozono más elevadas en la estación rural respecto a la 
urbana. Sin embargo, un estudio estacional revelaba que las concentraciones eran 
significativamente más altas en los meses de invierno, otoño y primavera, mientras que en 




los meses de verano las concentraciones en ambas localidades eran bastante similares. Un 
análisis de componentes principales llevado a cabo en el Campo de Gibraltar también 
demostró que las condiciones atmosféricas influyen notablemente en las concentraciones 
de ozono troposférico (González Gallero et al. 2006), aunque dicho estudio no era 
exclusivo sobre el ozono, sino que se centraba también en otros agentes contaminantes de 
riesgo en la zona como las PM10 y el SO2
 
. 
A través de un acuerdo de colaboración entre la Consejería de Medio Ambiente y el 
Instituto Nacional de Técnica Aeroespacial (INTA) en el año 2004 se realizó una propuesta 
de zonificación de Andalucía atendiendo a áreas sometidas a similares procesos 
atmosféricos y en las que los niveles de ozono mostrasen un comportamiento similar, 
aunque las concentraciones pudieran ser sustancialmente diferentes dentro de una misma 
zona (De la Morena et al. 2008). Para ello se realizó un estudio sobre el régimen de vientos 
superficial con el fin de evaluar y conocer las rutas de transporte y formación de ozono en 
Andalucía. Para ellos se utilizaron datos de ozono durante el periodo 2003 a 2007 de las 50 
estaciones de medición existentes en Andalucía. Asimismo se compararon las 
zonificaciones con los mapas climáticos de Andalucía, así como con los de emisiones de 
precursores. La propuesta final fija ocho zonas, lo cual, según los autores es un número 
adecuado para aplicar de forma correcta las necesarias herramientas de gestión de la calidad 
del aire. Las zonas son las siguientes: i) Valle del Guadalquivir, ii) Sierras al norte del Valle 
del Guadalquivir, iii) Extremo suroeste del Valle del Guadalquivir, iv) Extremo sureste del 
Valle del Guadalquivir, v) Litoral Mediterráneo, vi) Litoral almeriense, vii) Sistema Bético y 
viii) Nortes de Almería y Granada. Algunas de estas áreas son muy extensas y se propone 
un subdivisión interna, fundamentalmente en las dos últimas zonas.   
 
En el área metropolitana de Sevilla también se han llevado a cabo estudios sobre el 
comportamiento del ozono troposférico como consecuencia de la incidencia que los 
episodios de ozono tienen sobre la elevada población que alberga (Adame et al. 2008). En 
sintonía con los resultados de los trabajos comparativos previos en la costa mediterránea, 
las mayores concentraciones de ozono se registraron en las estaciones de medición de las 
localidades que rodean a Sevilla (Mairena del Aljarafe, Dos Hermanas y Alcalá de 
Guadaíra), especialmente durante las óptimas condiciones de formación y transporte de 
ozono que se dan durante el estío. En este trabajo se reafirmaba la dirección del viento 
como uno de los factores determinantes en el transporte del ozono y sus precursores. Los 
autores señalan que el Valle del Guadalquivir actúa como un canal por el que circulan los 
vientos procedentes del Atlántico que penetran a través del Golfo de Cádiz. El régimen 
diario de vientos en Sevilla está dominado por vientos procedentes del suroeste durante el 
día, tendiendo a soplar desde el noreste durante la noche. Es por ello que los autores 
concluyen que las regiones localizadas al noreste del ciudad de Sevilla son las 
potencialmente más vulnerables a las altas concentraciones de ozono, dado que durante el 
día las masas de aires se desplazan desde la ciudad, cargadas con precursores de ozono, 
hacia el noreste.    
 
Dentro del Departamento de Física Aplicada de la Facultad de Ciencias Experimental de la 
Universidad de Huelva, en colaboración con el INTA (Instituto Nacional de Técnica 
Aeroespacial) y algunas instituciones públicas se ha desarrollado una profunda tarea de 
investigación vinculada al ozono troposférico en Andalucía, en el que caben destacar dos 
tesis doctorales, una sobre el comportamiento del ozono en el suroeste de la Península 
Ibérica (Adame 2005), y otra que caracteriza el comportamiento del ozono troposférico, así 
como uno de sus principales precursores, los NOX en las provincias de Córdoba, Cádiz, 
Sevilla y Huelva (Domínguez 2010).  




Como ya se ha comentado, una de las variables más influyentes en los procesos formativos, 
destructivos y de transporte de ozono en Andalucía es el régimen de vientos que se 
establece en las zonas costeras (Adame et al. 2010). En este caso el área de estudio fue la 
provincia de Huelva. En el trabajo se pone de relieve la cantidad de episodios registrados 
en la provincia que superan los valores objetivos y lo umbrales de alerta e información para 
la población, principalmente en las estaciones ubicadas en zonas remotas, tal es el caso de 
Valverde del Camino y El Arenosillo. Debido a la alta radiación solar y temperaturas que se 
experimentan en la región más occidental de Andalucía, unido a la presencia de industrias 
complejas en Huelva, ciudades densamente pobladas e incluso emisiones naturales 
procedentes del Parque Nacional de Doñana, varios trabajos científicos se han desarrollado 
en esta área. Estas investigaciones se han centrado en la recreación de escenarios de 
emisiones de NOx
 
 y COVs y su correspondiente impacto sobre los niveles de ozono 
observados (Castell et al. 2009), así como el impacto de la localización de industrias 
contaminantes (Castell et al. 2010a; Castell et al. 2010b).  
Para adaptar la red de monitoreo de contaminantes químicos a los nuevos requerimientos 
normativos se realizó en Málaga un estudio para diseñar una nueva red de toma de datos de 
ozono y dióxido de nitrógeno (Lozano et al. 2009). Para ello se utilizaron 74 equipos de 
monitoreo pasivos distribuidos por la ciudad. Posteriormente se procedió a realizar una 
interpolación de los valores obtenidos mediante el uso de un Sistema de Información 
Geográfica con el objetivo de determinar las ubicaciones de medición más representativas. 
Las conclusiones del trabajo fueron que la anterior red de monitoreo no era representativa 
de los niveles de concentración de estos contaminantes puesto que estaba excesivamente 
orientada a las mediciones en zonas cercanas a las emisiones de los vehículos. El nuevo 
sistema, según los autores, realiza mediciones más representativas y se ajustaba mejor a los 
requerimientos de la Directiva 2008/50 CE de emplazamiento a macro y micro escala. Para 
la determinación de los niveles de concentración de ozono una de las estaciones ubicadas 
en el centro de la capital (La Hilera) fue desplazada hacia la parte norte de la ciudad y 
ubicada en la planta potabilizadora de agua de El Atabal, justo en la dirección en la que se 
orientan los vientos predominantes de la ciudad, actuando como estación de medición 
suburbana de fondo para el NO2. Del mismo modo, se propuso desplazar la estación 
ubicada en el Paseo de Martiricos hasta el Centro Deportivo del Carranque, donde 
funcionaría coma una estación orientada a la influencia del tráfico y estación urbana de 
medición de fondo para el NO2, evaluando la calidad del aire de Málaga, caracterizada por 
un tráfico intenso. Tras una campaña de validación de la ubicación de las nuevas estaciones 
llevada a cabo durante el año 2005 se comprobó que sería recomendable proceder a una 
reubicación de la estación de monitoreo de El Atabal ligeramente hacia el este, dado que 
fue en el este de la ciudad donde se recogieron las concentraciones más altas de ozono. 
Esta nueva ubicación seguiría sirviendo como estación suburbana de fondo para el NO2
 
. 
Siguiendo este mismo procedimiento metodológico se han realizado trabajos de 
reubicación de estaciones de medición en las ciudades de Córdoba (Lozano et al. 2009), 




















































Capítulo 4  
Áreas de estudio, estaciones de medida  




“No hay que confundir nunca el conocimiento con la sabiduría.  











Capítulo 4.         Áreas de estudio, estaciones de medida  
































Estación de medición de la calidad del aire. Asomadilla, Córdoba 
 
 
En este capítulo se describen las tres zonas de estudio que se han utilizado en esta tesis. La 
zona occidental de la provincia de Huelva, el área metropolitana de Sevilla y la ciudad de 
Córdoba. Asimismo, se describe la Red de Control de la Calidad del Aire de Andalucía, 
gestionado por la Consejería de Medio Ambiente, de la cual se han obtenido los datos de 
ozono con los que se ha llevado a cabo el análisis.    
 
La zona de Huelva se ha seleccionado para establecer una comparativa entre estaciones de 
medición de ozono emplazadas en zonas urbanas, suburbanas y rurales. El área 
metropolitana de Sevilla ha servido para el estudio de la influencia de los regímenes de 
viento sobre diferentes ubicaciones de las estaciones de medida, mientras que la ciudad de 
Córdoba fue seleccionada para el análisis de la influencia de variables meteorológicas y 












4.1     Área de estudio 
 
4.1.1   Características orográficas y climáticas de Andalucía 
 
Andalucía es una Comunidad Autónoma situada en el sur de la Península Ibérica. Con sus 
más de 8 millones de habitantes es en la actualidad la región más poblada de España. 
Limita al norte con las comunidades de Extremadura, Castilla-La Mancha y Murcia, y en su 
parte más occidental es fronteriza con Portugal. En el sur es bañada por el Océano 
Atlántico y el Mar Mediterráneo. Su división administrativa la componen 8 provincias.    
 
Desde el punto de vista geográfico, confluyen en esta región dos unidades orográficas bien 
definidas como son Sierra Morena y los Sistemas Béticos (ver Fig. 4.1). Sierra Morena es la 
cadena montañosa que separa Andalucía de la Meseta, atravesando el norte de la provincia 
de Huelva, norte de Sevilla, provincia de Córdoba y el norte de Jaén. Al sur de Sierra 
Morena discurre el Río Guadalquivir a través del valle que lleva su nombre, el cual vertebra 
la región de este a oeste. El Valle del Guadalquivir discurre desde el nacimiento del río 
hasta su desembocadura en el Océano Atlántico, confiriéndole a esta extensa región unas 
características climáticas particulares. Este valle se ensancha en su desembocadura 
extendiéndose en una extensa planicie de marismas en las provincias de Huelva, Sevilla y 
Cádiz. El otro conjunto montañoso es el comprendido por los denominados Sistemas 
Béticos. Este conjunto montañoso se subdivide en las Cordillera Prebética, Cordillera 
Subbética y Cordillera Penibética. La Cordillera Prebética se extiende desde Jaén hasta la 
provincia de Alicante. La Cordillera Subbética se extiende desde el Campo de Gibraltar 
hasta la provincia de Jaén, pasando por el norte de Málaga y el sur de Córdoba. La 
Cordillera Penibética, cuyo principal exponente es Sierra Nevada, es un sistema que 
discurre próximo a la costa, desde la provincia de Cádiz hasta la Región de Murcia, 
albergando la cumbre de mayor altitud de la península (El Mulhacén, 3.480 km). Entre las 
Cordilleras Subbéticas y Penibéticas se encuentra una depresión inconexa denominada 
Surco Intrabético, en el que se encuentran ciudades como Antequera, Granada, Guadix o 
Baza.         
 


















Fuente: Editado a partir de www.digiatlas.com 
 
Las características climáticas de Andalucía se derivan básicamente de su localización 
comprendida entre 36°N en su punto más meridional y 38°44’N en el más septentrional, 





matizadas por su relieve y la influencia mediterránea y oceánica. Longitudinalmente se 
encuentra entre los meridianos 3º50’W y 0º34’E. 
 
Desde un punto de vista global, 
Andalucía, al igual que la práctica totalidad de la Península Ibérica, se encuentra en la zona 
climática templado-cálida. Sin embargo, su emplazamiento en la frontera entre dominios 
climáticos diferentes la convierte en una zona de encuentro de masas de aire de origen 
diverso, formadas en áreas alejadas de Andalucía. Por ejemplo, la proximidad al continente 
africano posibilita la llegada de vientos cálidos procedentes del sur, en contraposición a los 
vientos fríos que, procedentes del norte de Europa, penetran en la región.  
Su clima se caracteriza por la existencia de dos estaciones muy bien diferenciadas: inviernos 
húmedos y relativamente fríos y veranos secos y calurosos, como consecuencia de la 
confluencia de ciclones polares y grandes anticiclones subtropicales, respectivamente. De 
este modo, durante el invierno los anticiclones son desplazados hacia el sur promoviéndose 
ciclos inestables y fríos, mientras que durante el estío existe predominio de la estabilidad 
atmosférica como consecuencia de la presencia de estos anticiclones subtropicales.  
 
Otro de los factores a tener en cuenta es su proximidad a grandes masas de agua, 
fundamentalmente al Océano Atlántico. Las masas de agua ejercen una profunda labor de 
suavizado de las temperaturas, promoviendo en el litoral andaluz inviernos y veranos algo 
más templados que en el interior. Asimismo, desde el océano llegan grandes masas de aire 
húmedo que penetran a través del Valle del Guadalquivir. En la costa mediterránea las 
masas de aire húmedo se encuentran los Sistemas Béticos como barrera geográfica, por lo 
que, en general, la pluviometría en estas zonas se asocia con fenómenos torrenciales.     
 
A pesar de que a nivel global se considera que el clima característico de Andalucía es el 
mediterráneo, debido a su fuerte sequía estival, los factores geográficos como la altitud, las 
barreras geográficas y la influencia oceánica, entre otras, inciden directamente en la 
diferenciación de varias zonas subclimáticas con fuertes contrastes entre ellas. Según la 
Consejería de Medio Ambiente se pueden distinguir en Andalucía hasta seis tipos 
climáticos: mediterráneo sub-continental de inviernos cálidos, mediterráneo sub-
continental de inviernos fríos, mediterráneo oceánico, mediterráneo subtropical, 
mediterráneo subdesértico y de montaña, tal y como se muestra en la Figura 4.2  
 



















Fuente. Adaptado de Consejería de Medio Ambiente.  





El principal elemento orográfico que influye en las diferencias climatológicas de Andalucía 
es la altitud. Debido a ésta existen algunas zonas muy localizadas que muestran un clima de 
montaña, caracterizado por bajas temperaturas, elevada precipitación (también en forma de 
nieve) y presencia de heladas, siendo su máximo exponente Sierra Nevada. Las distintas 
ubicaciones de los sistemas montañosos determinan la existencia de variaciones entre unos 
y otros. La influencia atlántica es muy palpable en la región más occidental de Sierra 
Morena (Huelva) y en el Sistema Bético en las provincias de Cádiz y Málaga, las cuales 
reciben los frentes procedentes del océano. La Sierra de Grazalema es uno de los puntos de 
la península que recibe mayor cantidad de precipitación a lo largo del año. En 
contraposición a la elevada pluviometría de estas áreas encontramos el tipo climático 
subdesértico del levante almeriense, debido fundamentalmente al Efecto Föhn que se 
produce a sotavento del Sistema Penibético.  
 
En el litoral andaluz también encontramos un tipo climático subtropical debido a la acción 
suavizadora de las temperaturas del Mar Mediterráneo y la presencia de sistemas 
montañosos muy cercanos a la costa, mientras que en la vasta extensión de escasa altitud 
que rodea la desembocadura del río Guadalquivir se produce un tipo climático gobernado 
por la influencia atlántica, donde hay un aumento de la humedad del aire y unas 
temperaturas más suaves a lo largo del año, en comparación con el interior.  
 



















Fuente: Elaboración propia a partir de la Consejería de Medio Ambiente.  
 
 
En el interior de Andalucía y en buena parte de Sierra Morena el tipo climático más 
extendido es el sub-continental de inviernos fríos, caracterizado por una menor influencia 
marítima que ocasiona inviernos más severos en los que son frecuentes las heladas y la 
escasa pluviometría. El Valle del Guadalquivir muestra una tipología denominada sub-
continental de inviernos cálidos caracterizada por una mayor pluviometría concentrada en 
los meses de primavera y otoño, inviernos más suaves y veranos muy calurosos. Las 
Depresiones Intrabéticas y el Valle del Guadalquivir, éste último sin barreras geográficas, 
permiten el paso de corrientes cálidas y húmedas procedentes del Atlántico y frías 
procedentes del norte de Europa. En la Tabla 4.1 se muestra un cuadro-resumen con las 
principales características de los tipos climáticos existentes en Andalucía. 
 





4.1.2    La calidad del aire en Andalucía  
 
Según los datos recogidos por la Consejería de Medio Ambiente (CMA) en su informe 
sobre el medio ambiente en Andalucía, la ciudad de Córdoba, la zona industrial de Huelva y 
el área metropolitana de Sevilla, entre otras, son catalogadas como “zonas donde la 
concentración de ozono supera el valor objetivo para la protección de la salud humana y la 
vegetación”. El porcentaje de días con calidad del aire calificada como “no admisible” en el 
año 2009 fue del 12% en el área metropolitana de Sevilla, 10% en Córdoba y del 4% en 
Huelva, donde el ozono troposférico es uno de los principales contaminantes. De hecho, 
los once episodios de contaminación alta producidos en 2010 en Andalucía fueron debidos 
al ozono. Uno de ellos tuvo lugar en la provincia de Huelva (zonas rurales) y diez en la de 
Sevilla (zona de Sevilla y su área metropolitana) (CMA 2010). 
 
El ozono es un contaminante secundario cuyos principales precursores son los óxidos de 
nitrógeno NOx y los compuestos orgánicos volátiles no metánicos (COVNM). Las 
principales fuentes de emisión de NOx en Andalucía son el tráfico rodado (34%) y la 
generación de energía eléctrica (23%), mientras que la de COVNM son las fuentes 
biogénicas (49%) y agricultura (18%). A continuación se muestran los niveles de emisión de 
NOx
 
 a nivel municipal en Andalucía (Fig. 4.3). Los principales municipios de emisión son 
los más densamente poblados y las grandes áreas metropolitanas (Sevilla, Málaga, Granada, 
Córdoba y Jerez de la Frontera), así como los núcleos industriales (Huelva, Bahía de 
Algeciras y Carboneras). 
Figura 4.3 – Emisiones de NOx
 
















Fuente: Inventario de emisiones a la atmósfera 2007. CMA 2007.  
 
 
En la Figura 4.4 se muestran las emisiones de COVNM por municipios en Andalucía. En 
este caso las emisiones naturales ganan cierto protagonismo relativo, destacando como 
principales municipios emisores los ubicados en el Parque Nacional de Doñana. Asimismo, 
en las áreas con una elevada actividad industrial, como son los casos de Huelva, Algeciras y 


























Fuente: Inventario de emisiones a la atmósfera 2007. CMA 2007. 
 
 
La calidad del aire en los grandes núcleos de población y en las localidades adyacentes es 
uno de los mayores problemas en la actualidad. Concretamente, el ozono troposférico 
encuentra en algunas áreas de Andalucía los mejores ingredientes para sobrepasar los 
valores objetivo y de protección para la salud humana y la vegetación. El estudio de 
caracterización de las series temporales de ozono y de la influencia de variables 
meteorológicas sobre el ozono troposférico desde el enfoque multifractal se ha llevado a 
cabo en tres unidades geográficas de Andalucía bien definidas, a saber: la ciudad de 
Córdoba, la costa oriental de Huelva y el área metropolitana de Sevilla. En la Figura 4.5 
se representa la ubicación de las áreas de estudio seleccionadas en esta tesis. 
 




















Fuente: Elaboración propia 
 





4.2 Estaciones de medida 
 
4.2.1 Consideraciones generales establecidas por la Directiva 2008/50/CE sobre el 
emplazamiento de las estaciones de medición de ozono troposférico 
 
La Directiva 2008/50/CE del Parlamento Europeo y del Consejo de 21 de mayo de 2008 
relativa a la calidad del aire ambiente y a una atmósfera más limpia en Europa establece en 
su artículo 10 y en los anexos VIII y IX los criterios para la ubicación de los puntos de 
medición de ozono troposférico. Esta normativa establece un número mínimo de 
estaciones de muestreo como fuentes de información, o bien, que dichos puntos de 
muestreo puedan reducirse si se complementan con modelizaciones y/o mediciones 
indicativas, bajo ciertas restricciones adicionales a considerar. Asimismo, en el anexo X se 
establece un listado de precursores de ozono susceptibles de ser monitorizados, así como 
ciertos criterios para su medición. 
 
La Directiva diferencia entre estaciones urbanas, suburbanas, rurales y rurales de fondo. 
Las estaciones urbanas tienen como único objetivo la protección de la salud humana, 
mientras que el resto deben cumplir, además, con el objetivo de protección de la 
vegetación. El orden de representatividad espacial es de unos pocos km2 en las estaciones 
urbanas, de decenas km2 en las zonas suburbanas, de centenas de km2 en las rurales, 
mientras que las rurales de fondo son del orden de miles km2
 
. En general, las estaciones 
urbanas y suburbanas no han de emplazarse en zonas cercanas a fuentes directas de 
contaminación, como son las gasolineras, las carreteras o las industrias contaminantes. En 
las zonas rurales las estaciones se ubicarán, preferentemente, rodeadas de sistemas 
vegetales, bien naturales o de cultivos. Las estaciones rurales de fondo se establecerán en 
zonas muy alejadas de actividades antropogénicas, evitando además, áreas con inversiones 
térmicas o ciclos eólicos muy pronunciados.  
En el anexo IX de la Directiva 2008/50/CE se establecen el número mínimo de estaciones 
de medición fijas: 
  
Tabla 4.2 -  Número de puntos de muestreo para mediciones fijas continuas destinadas a evaluar la 
calidad del aire 
Población Aglomeraciones urbanas y suburbanas 
Zonas suburbanas  
y rurales Rural de fondo 
< 250.000  1 
1 estación/50.000 km2 
< 500.000 1 2 
< 1.000.000 2 2 
< 1.500.000 3 3 
< 2.000.000 3 4 
< 2.750.000 4 5 
< 3.750.000 5 6 
> 3.750.000 1 estación/2x106 1 estación/2x10 hab. 6 hab. 
Fuente: Directiva 2008/50/CE 
 
Además, habrá de considerarse que, al menos, una estación deberá ubicarse en la zona 
suburbana donde exista la mayor probabilidad de registrarse valores más elevados de 
ozono. En las aglomeraciones, al menos, la mitad de las estaciones deberán localizarse en 
áreas suburbanas. El límite para las estaciones de medición del ozono de fondo en zonas 
rurales se reduce a una estación cada 25.000 km2
 
 si el terrero es muy accidentado. 





4.2.2 Valores umbrales y objetivo relativos al ozono troposférico  
 
Según especifica la Consejería de Medio Ambiente de la Junta de Andalucía, los valores de 
concentración de ozono troposférico se expresarán en µg/m3
 
. El volumen debe ser 
referido a una temperatura de 293 K y a una presión de 101,3 kPa. La hora será la Hora de 
Europa Central (HEC). 
El valor AOT40, acrónimo de “Accumulated Ozone Exposure over a threshold of 40 Parts 
Per Billion”, se expresa en [µg/m3] × h y es la suma de la diferencia entre las 
concentraciones horarias superiores a los 80 µg/m3, equivalente a 40 nmol/mol o 40 partes 
por mil millones en volumen, y 80 µg/m3
 
De acuerdo con la Directiva 2008/50/CE, los valores objetivo y objetivos a largo plazo 
para el ozono se establecen en la siguiente tabla: 
 a lo largo de un período dado, utilizando 
únicamente los valores horarios medidos entre las 8:00 y las 20:00 horas HEC, cada día, o 
la correspondiente para las regiones ultraperiféricas. 
 
Tabla 4.3 – Valores objetivo y objetivos a largo plazo para el ozono 
Objetivo Parámetro Valor Fecha de cumplimiento 
Valor objetivo 
protección de la 
salud humana 




3 que no deberá superarse 
más de 25 días por cada año civil de 





protección de la 
vegetación 
AOT40, calculado a partir de 
valores horarios de mayo a 
julio 
18 000 µg/m3 × h de promedio en 
un período de 5 años 01/01/2010 (2) 
(3) 
Objetivo a largo 
plazo protección 
de la salud humana 
Máxima diaria de las medias 
móviles octohorarias en un 
año civil. 
120 µg/m No definida 3 
Objetivo a largo 
plazo protección 
de la vegetación 
AOT40, calculado a partir de 
valores horarios de mayo a 
julio 
6000 µg/m3 No definida  × h 




 El máximo de las medias móviles octohorarias del día deberá seleccionarse examinando 
promedios móviles de ocho horas, calculados a partir de datos horarios y actualizados cada 
hora. Cada promedio octohorario así calculado se asignará al día en que dicho promedio 
termina, es decir, el primer período de cálculo para un día cualquiera será el período a partir 
de las 17:00 h del día anterior hasta la 1:00 h de dicho día; el último período de cálculo para 
un día cualquiera será el período a partir de las 16:00 h hasta las 24:00 h de dicho día. 
(2)
 
 Si las medias de tres o cinco años no pueden determinarse a partir de una serie completa 
y consecutiva de datos anuales, los datos anuales mínimos necesarios para verificar el 
cumplimiento de los valores objetivo serán los siguientes: 
- Para el valor objetivo relativo a la protección de la salud humana: datos válidos 
correspondientes a un año. 
 
- Para el valor objetivo relativo a la protección de la vegetación: datos válidos 
correspondientes a tres años. 
 







 El cumplimiento de los valores objetivo se verificará a partir de esta fecha. Es decir, los 
datos correspondientes al año 2010 serán los primeros que se utilizarán para verificar el 
cumplimiento en los tres o cinco años siguientes, según el caso. 
Asimismo, los umbrales de información y de alerta para el ozono quedan establecidos 
como recoge la Tabla 4.4: 
 
Tabla 4.4 - Umbrales de información y de alerta para el ozono 
Objetivo Parámetro Umbral 
Umbral de información Promedio horario 180 µg/m3 
Umbral de alerta Promedio horario 240 µg/m(4) 3 




 La superación del umbral se debe medir o prever durante tres horas consecutivas. 
 
4.2.3    Red de Vigilancia y Control de la Calidad del Aire de Andalucía  
 
La Consejería de Medio Ambiente dispone de una Red de Vigilancia y Control de la 
Calidad del Aire de Andalucía integrada por todos los sistemas de evaluación instalados en 
el territorio de la Comunidad Autónoma de acuerdo con los criterios que se establecen 
reglamentariamente. Entre las principales funciones de la Red de Vigilancia y Control de la 
Calidad del Aire de Andalucía se encuentran: 
 
• Determinación del estado de la calidad del aire y el grado de cumplimiento de 
límites con respecto a los objetivos que establezca la legislación vigente. 
 
• Observación de la evolución de contaminantes en el tiempo. 
 
• Detección rápida de posibles situaciones de alerta o emergencia, así como el 
seguimiento de la evolución de la concentración de contaminantes. 
 
• Informar a la población sobre la calidad del aire. 
 
• Aportar información para el desarrollo de modelos de predicción. 
 
• Proporcionar datos para la formulación, en su caso, de Planes de Mejora de la 
Calidad del Aire y Planes de Acción a Corto Plazo. 
 





La red la componen: a) Red Automática de Vigilancia y Control de la Calidad del Aire y 
Emisiones a la Atmósfera, b) Redes de muestreo auxiliares y c) Unidades Móviles de 
Vigilancia y Control de la Calidad Ambiental. 
 





a) La Red Automática de Vigilancia y Control de la Calidad del Aire y Emisiones a la 
Atmósfera es la de mayor importancia cuantitativa y la que se encuentra más 
consolidada. La conforman una serie de estaciones de medida de la calidad del aire y 
una serie de sensores localizados en diferentes focos de emisiones industriales. En el 
interior de cada una de las estaciones existe un equipo de monitoreo que recoge los 
datos facilitados por los diferentes aparatos de medida en tiempo real, y son enviados 
directamente mediante conexión GPRS o Internet al Centro de Datos de Calidad 
Ambiental. Los datos han de pasar por un sistema de control en el que son 
supervisados, analizados, contrastados y validados, para posteriormente hacerlos 
públicos. Los analizadores para la recogida de datos (partículas de tamaño inferior a 
10, 2,5 y 1 micras, dióxido de azufre, óxidos de nitrógeno, monóxido de carbono, 
ozono, benceno, tolueno, xileno, etilbenceno y ácido sulfhídrico) varían de una 
estación a otra en función de los requerimientos y particularidades de cada ubicación. 
 
Concretamente, la Red de Vigilancia y Control de la Calidad del Aire está constituida 
por estaciones de medida cuya titularidad pertenece a la Consejería de Medio 
Ambiente, o bien a otras instituciones y empresas privadas con las que existe 
convenio de colaboración. Por su parte, las medidas de las emisiones se realizan a 
través de la Red Automática de Emisiones a la Atmósfera, conformada por una serie 
de analizadores localizados en focos concretos de emisiones industriales. Al igual que 
la anterior, el control se realiza a tiempo real.  
 
b) Las Redes de muestreo auxiliares son dos: La Red de fondo de captadores difusivos y 
la Red de BTEX de captadores difusivos. La primera tiene como objetivo integrar 
medidas mensuales en sistemas de información geográfica para estimar la calidad del 
aire de fondo en las áreas rurales de Andalucía. Está compuesta por 26 estaciones 
fijas y 68 móviles lo suficientemente alejadas de las fuentes primarias de emisión. La 
segunda de las Redes aprovecha la Red de Vigilancia y Control de Calidad del Aire 
para realizar mediciones mensuales concretas de benceno, tolueno, etilbenceno y 
xilenos.  
 
c) Las Unidades Móviles de Vigilancia y Control de la Calidad Ambiental tienen como 
finalidad apoyar a la Red Automática aportando flexibilidad en la ubicación de las 
mediciones para adaptarse a eventualidades o circunstancias concretas. En la 
actualidad existen tres unidades móviles de inmisión, dos de emisión, dos de 
contaminación acústica y una destinada a la vigilancia ambiental del campo de 
Gibraltar.    
 
Según los datos publicados por la Consejería de Medio Ambiente, la red cuenta con un 
total de 103 estaciones de control de la calidad del aire, repartidas en un total de 47 
municipios, de las cuales 55 estaban operativas para las mediciones de ozono1
 
 (ver tabla 







                                                          
1 Operativas en el primer trimestre de 2012. 





Tabla 4.5 – Emplazamiento de las estaciones de la Red de Vigilancia y Control de la Calidad del 
Aire de Andalucía 
Provincia Municipio Número de Estaciones 
Número de estaciones 
de medición de ozono 
Almería Almería 2 2 
 Carboneras 5 0 
 Níjar 5 4 
 Cuevas del Almanzora 3 0 
 Benahadux 1 1 
 El Ejido 1 1 
    
Cádiz Cádiz 1 1 
 San Roque 10 2 
 Los Barrios 7 2 
 Arcos de la Frontera 3 0 
 Algeciras 2 1 
 La Línea de la Concepción 2 1 
 Jerez de la Frontera 2 2 
 Prado del Rey 1 1 
 Algar 1 0 
 Puerto Real 1 1 
 San Fernando 1 1 
    
Córdoba Córdoba  2 2 
 Espiel  2 0 
 Villaharta  1 1 
 Villaviciosa  1 0 
 Objeo  1 0 
    
Granada Granada  3 2 
 Armilla  1 0 
 Motril  1 1 
    
Huelva Huelva  8 2 
 Palos de la Frontera  4 1 
 Moguer  3 3 
 Valverde del Camino  1 1 
 Niebla  1 0 
 Almonte  1 1 
 San Juan del Puerto  1 0 
 Cartaya  1 1 
 Punta Umbría  1 1 
    
Jaén Jaén  2 2 
 Torredonjimeno  1 0 
 Bailén  1 1 
 Villanueva del Arzobispo  1 1 
    
Málaga Málaga 3 3 
 Campillos 1 1 
 Marbella 1 1 
    
Sevilla Sevilla  7 5 
 San Nicolás del Puerto  1 1 
 Guillena  1 1 
 Mairena del Aljarafe  1 1 
 Dos Hermanas  1 1 
 Alcalá de Guadaira  1 1 
Fuente: Elaboración Propia a partir de la CMA de la Junta de Andalucía 
 





Las estaciones de medición se encuentran situadas en puntos representativos del territorio 
andaluz con el objeto de optimizar la información sobre la distribución espacial de la 
contaminación dentro de una gran porción del territorio (Figura 4.6). El emplazamiento de 
las estaciones de medición se realiza atendiendo a una serie de criterios. El primero de ellos 
obedece a la atención de las áreas más densamente pobladas, por ello se localizan 
estaciones en las capitales de provincia y, en especial, en las grandes áreas metropolitanas 
de Sevilla y Málaga. El segundo criterio es el de las áreas de especial vigilancia debido a 
actividades económicas tales como las industrias químicas en la Bahía de Algeciras, Huelva 
y Carboneras, así como la extracción minera en Río Tinto y Espiel. El tercer criterio es la 
existencia de Planes concretos de Mejoras de la Calidad del Aire en algunas localidades, 
como por ejemplo en Bailén, Cuevas de Almanzora o Villanueva del Arzobispo.  
 




















Fuente: Consejería de Medio Ambiente de la Junta de Andalucía 
 
 




Esta zona próxima del litoral Atlántico tiene más de 300 días de sol al año, lo que la 
convierte en un área potencialmente vulnerable a la contaminación por ozono, 
principalmente durante el verano, cuando las temperaturas y la radiación solar alcanzan los 
mayores valores de todo el año. Por otra parte, tres zonas industriales relacionadas con la 
producción de energía, la industria química y las refinerías se localizan allí (Castell et al. 
2010a), convirtiendo a la ciudad de Huelva y sus alrededores en una de las áreas de especial 
protección frente a la contaminación.  
   
La tipología climática de la zona es mediterránea con una marcada influencia atlántica, 
caracterizada por temperaturas invernales suaves, siendo Enero el mes más frío con 
temperaturas mínimas alrededor de 6 ºC y que contrasta con los veranos cálidos en los que 
las máximas llegan a rondar los 40 ºC (Julio). Los vientos predominantes en verano tienen 





un origen sinóptico debido a los diferentes gradientes de temperaturas con respecto al 
Océano Atlántico que se combinan con brisas marinas locales (Adame et al. 2010), que 
soplan desde el Atlántico hacia el este de Huelva. En consecuencia, las zonas 
potencialmente más vulnerables a los episodios de ozono son las ubicadas hacia el este de 
la ciudad, debido a las reacciones formativas de ozono que tienen lugar durante el 
transporte de sus precursores desde la ciudad. La media anual de precipitación es de 500 
mm, siendo muy infrecuentes en verano. La humedad del aire suele ser elevada debido a su 
proximidad al océano.    
 
En la costa onubense existen varias estaciones de medición de la calidad del aire debido, 
fundamentalmente, a la presencia de grandes polígonos industriales asociados a actividades 
muy contaminantes, como son la generación de energía, la metalurgia y la refinería, entre 
otras. En la capital (200.000 habitantes) existen dos estaciones de medición, la ubicada en el 
Campus Universitario de El Carmen y la emplazada en el barrio de La Orden. De ambas, la 
seleccionada en esta tesis fue la de El Carmen por la disponibilidad de datos y su 
orientación exclusivamente urbana.  
 
En los núcleos de población que rodean a la capital podemos encontrar estaciones de 
medición en el oeste (Cartaya), sur (Punta Umbría) y este (Moguer). Como estación 
suburbana se seleccionó Moguer (20.000 habitantes) debido a su mayor proximidad a 
Huelva y su emplazamiento al noreste de ésta, dirección hacia la que los vientos 
transportan habitualmente el ozono y sus precursores durante los meses de verano. En el 
sureste, ubicada entre dos áreas industriales (Punta del Sebo y Nuevo Puerto) se encuentra 
la estación de La Rábida. Esta estación suburbana, la cual también ha sido seleccionada 
para esta tesis, posee una orientación industrial y se encuentra ubicada en el Campus 
Universitario de La Rábida. Por último, nos encontramos con la estación de El Arenosillo. 
Se trata de una estación rural de fondo situada a 25 km de Huelva y próxima al Parque 
Nacional de Doñana. En la Figura 4.7 se muestra el emplazamiento de las cuatro estaciones 
de medición de las que se han tomado datos de ozono.  
 
Figua 4.7 – Vista aérea de la costa oriental del Huelva y las estaciones de medición de El Carmen, 






















Fuente: Edición propia. Obtenida de Google Earth. 





En la provincia existen otras estaciones de medición de ozono troposférico, tales como 
Mazagón, Valverde del Camino o Almonte, las cuales no han sido seleccionadas en este 
estudio.  
 
En la tabla 4.6 se recogen las características más destacables de los aparatos de medición de 
Huelva utilizados en este trabajo 
 
Tabla 4.6 – Resumen de los equipamientos de medida de ozono troposférico en Huelva 




La población de la ciudad de Córdoba (37.53ºN, 4.47ºO) asciende a 328.547 habitantes, 
siendo la decimosegunda ciudad más poblada de España. Por razones climáticas esta urbe 
se encuentra sometida a niveles generalmente elevados de ozono, fundamentalmente en 
verano. Asimismo, la acción del viento, las condiciones topográficas y de localización de la 
ciudad en el Valle del Guadalquivir favorecen la acumulación de altas concentraciones de 
ozono en la zona norteste de  la ciudad. Esto es debido a que las altas concentraciones de 
NO2
 
 generadas en la zona centro son desplazadas hacia el noreste siguiendo la dirección 
predominante del viento a través del Valle del Guadalquivir (Lozano et al. 2009). La 
reacción fotoquímica de producción de ozono tiene lugar, precisamente, durante este 
transporte.  
Desde Enero de 2001 hasta el año 2005 estuvieron operativas en Córdoba dos estaciones 
de medición de la calidad del aire situadas en la Avenida Gran Vía Parque y en la Puerta del 
Colodro. Ésta desfasada red estaba exclusivamente orientada al tráfico rodado, por ello las 
estaciones se ubicaban respectivamente en dos avenidas de la ciudad con una alta densidad 
de tráfico (Gran Vía Parque y Avenida de Ollerías). Posteriormente se comprobó que esta 
red de monitoreo mostraba ciertas carencias en su diseño y no se adecuaba a la nueva 
legislación europea sobre estaciones de medición de la calidad del aire. Esta red estuvo 
operativa hasta Junio (Puerta del Colodro) y Diciembre (Gran Vía Parque) de 2005.    
 
De acuerdo con la Directiva 2008/50/CE, se procedió al análisis de datos históricos de 
concentración de contaminantes en Córdoba, entre los que se incluía el ozono. Se entendió 
que, dada la superación de los niveles umbrales de óxidos de nitrógeno, la ciudad requería 
de dos estaciones de monitoreo, una de ellas orientada al tráfico rodado y otra urbana de 
fondo (Lozano et al. 2009). Asimismo, dado que la ciudad de Córdoba posee una población 
entre los 250.000 y los 500.000 habitantes, se requiere de una estación suburbana de 
medición de concentración de ozono localizada donde se registren los niveles más altos 
para la población.  
 
Tras la toma en consideración de los macro y micro-requerimientos para el emplazamiento 
de las estaciones de medición se aceptó la modificación de la Red de Vigilancia y Control 
Estación Municipio Modelo Tipo Fecha de Instalación 
El Carmen Huelva DASIBI 100003 AH Mayo 2003 
Moguer Moguer TAPI 400 E Abril 2010 
La Rábida Palos de la Frontera HORI APOA-360 Agosto 2008 
El Arenosillo Moguer DASIBI 1003 Febrero 2004 





de la Calidad del Aire en Córdoba, adoptándose como nuevo emplazamiento orientado al 
tráfico el de Lepanto (distrito situado al este de la ciudad) y como estación urbana de fondo 
la Asomadilla (parque periurbano en el noreste), la cual también ofrece datos 
representativos de las concentraciones de NO2
 
. La estación de calidad del aire seleccionada 
en la ciudad es la de Lepanto, situada en un distrito del este, la cual está caracterizada por 
una notable influencia del tráfico rodado de la ciudad (ver Fig. 4.8). La estación de Lepanto 
lleva operativa desde Enero de 2006. Los detalles de la estación de medición de Lepanto se 
recogen en la Tabla 4.7.  



















Fuente: Edición propia. Obtenida de Google Earth. 
 
 





Fuente: Elaboración propia a partir de datos facilitados por la CMA 
 





Sevilla alberga una población superior a los 700.000 habitantes, lo que la convierte en la 
cuarta ciudad más poblada de España. A su vez, son varios los municipios que circundan la 
ciudad, habiéndose convertido muchos de ellos en propias extensiones de la urbe. Entre 
ellos destacan por su población los municipios de Dos Hermanas (130.000 habitantes), 
Alcalá de Guadaíra (70.000 habitantes), Utrera (50.000 habitantes) y Mairena del Aljarafe 
(40.000 habitantes). Contabilizando toda la población que la rodea, el área metropolitana se 
sitúa en torno a 1.500.000 habitantes. Además de su elevada población, el área 
metropolitana de Sevilla destaca como núcleo industrial, de transporte y negocio.    
 
Estación Municipio Modelo Tipo Fecha de Instalación 
Lepanto Córdoba THERMO 49 C Septiembre 2005 





La capital se encuentra localizada aproximadamente a 37º23’N, 5º58’E a una altura de 20 m 
sobre el nivel del mar. Su escasa altitud se debe a su proximidad a las marismas del 
Guadalquivir. La ciudad se encuadra en el bajo Valle del Guadalquivir, muy cerca del 
Océano Atlántico, el cual ejerce una notable influencia sobre el régimen local de vientos y 
la climatología. Las características climáticas estivales propias del sur de la Península Ibérica 
(altas temperaturas y radiación solar), unidas a la creciente población, el tráfico rodado y la 
industria, convierten a la ciudad de Sevilla y sus alrededores en una de las zonas de especial 
vigilancia y control del ozono troposférico.  
 
El área metropolitana de Sevilla cuenta con varias estaciones de monitoreo, de las cuales 
siete se encuentran emplazadas en la capital. Por motivos de representatividad y de 
disponibilidad de datos fueron seleccionadas para el estudio cinco de estas estaciones, a 
saber: Centro, Torneo, San Jerónimo, Santa Clara y Los Bermejales. La estación de 
medición del Centro está emplazada en pleno centro histórico de la ciudad. Cercana a ésta, 
hacia el oeste, se localiza la estación de Torneo, próxima a una de las avenidas con mayor 
tráfico de la ciudad y expuesta a una amplia variedad de agentes químicos contaminantes 
que indicen directamente en la concentración de ozono En el norte se localiza la estación 
de San Jerónimo y en el sur la estación de Los Bermejales, ambas ubicadas en barrios muy 
cercanos a la periferia de la ciudad. La diferencia entre ambas es que la estación de San 
Jerónimo tiene una vocación industrial. La cuarta de las estaciones, la de Santa Clara, se 
localiza en un área residencial en el este de la ciudad. En la Figura 4.9 se muestran las 
estaciones seleccionadas. 
 
Figura 4.9 - Vista aérea del área metropolitana de Sevilla y las estaciones de medición de Centro, 





















Fuente: Edición propia. Obtenida de Google Earth. 
 
Con el objetivo de completar el análisis en el área metropolitana, dos estaciones adicionales 
fueron seleccionadas. Una de ellas se localiza en la ciudad de Alcalá de Guadaíra y la 
segunda en la localidad de Mairena del Aljarafe. La estación de Alcalá se encuentra dentro 
del núcleo urbano, por lo que sus mediciones son características de una estación urbana de 
fondo, mientras que la de Alcalá se encuentra a las afueras de la urbe, por lo que se 





considera como suburbana de fondo (ver Fig. 4.9). La utilización de datos procedentes de 
estos siete emplazamientos cubre con bastante rigurosidad el comportamiento del ozono 
troposférico en el área metropolitana de Sevilla.  
 
En la provincia de Sevilla existen otras estaciones de medición que no han sido 
consideradas en esta tesis, tales son Dos Hermanas, Guillena y San Nicolás del Puerto.  
 
En la siguiente Tabla se recogen las características más destacables de los aparatos de 
medición de Sevilla utilizados en este trabajo: 
 
Tabla 4.8 – Resumen de los equipamientos de medida de ozono troposférico en Sevilla 
Fuente: Elaboración propia a partir de datos facilitados por la CMA 
 




4.3   Base de datos 
 
4.3.1 Series temporales de concentración de ozono troposférico 
 
Las series temporales de concentración de ozono a nivel de superficie han sido facilitadas 
por la Consejería de Medio Ambiente y proceden de los datos registrados en la Red de 
Vigilancia y Control de la Calidad del Aire de Andalucía. Los datos facilitados por la 
Consejería son registros tomados con una periodicidad de diez minutos. En algunos casos 
se han utilizado en esta resolución los datos de concentración de ozono, mientras que en 
otros casos se ha calculado el valor medio diario a partir de las fuentes de datos originales.   
 
4.3.2 La Red Agroclimática de Andalucía. Series temporales de variables 
meteorológicas 
 
La Consejería de Agricultura y Pesca de la Junta de Andalucía dispone de una Red de 
estaciones Agroclimáticas dependiente del Instituto de investigación y Formación Agraria y 
Pesquera (IFAPA). La finalidad de esta red es la de conocer en tiempo real diversas 
medidas meteorológicas. En la presente investigación se utilizaron medidas de las siguientes 
variables: temperatura, radiación solar, velocidad del viento, dirección del viento, 
pluviometría y humedad del aire.  
 
La medición de la temperatura se realiza mediante un sensor de temperatura Pt1000, cuyo 
funcionamiento se basa en la variación de la resistencia del Platino ante cambios en la 
temperatura. La medida de la humedad del aire se lleva a cabo mediante un dispositivo 
capacitivo de estado-sólido (sensor HUMICAP 180). Se trata de un polímero con 
Estación Municipio Modelo Type Fecha de Instalación 
Centro Sevilla TAPI 400 A Mayo 2003 
San Jerónimo Sevilla ENVIRONNEMENT 341 M Julio 1998 
Santa Clara Sevilla TAPI 400 A Mayo 2003 
Los Bermejales Sevilla TAPI 400 A Septiembre 2002 
Torneo Sevilla ENVIRONNEMENT O3-14M Marzo 1990 
Alcalá  Alcalá de Guadaíra HORIBA APP0A 359 Agosto 2003 
Mairena  Mairena del Aljarafe THERMO 49 Mayo 2002 





propiedades plásticas que tiene bastante tendencia a la absorción de humedad. 
Dependiendo del grado de absorción de humedad modifica sus características eléctricas en 
sentido inverso, esto es, a mayor retención de humedad menor capacidad eléctrica. Ambas 
mediciones se realizan en el interior de una sonda, la cual lleva un accesorio protector con 
ventilación natural, según modelo URS1. Este dispositivo actúa tanto de pantalla frente a la 
radiación directa y difusa, como de cubierta para evitar las gotas de rocío, de condensación 
o de lluvia que afectarían a las mediciones de temperatura y humedad del aire, 
respectivamente. El piranómetro es el instrumento encargado de la medición de la 
radiación solar. Consiste en una fotocélula de silicio sensible a la radiación solar 
comprendida entre unas longitudes de onda de 350 a 1100 nm. Su orientación es sur, y 
debe estar expuesto siempre a la luz solar, evitando que ningún elemento le proyecte 
sombra. 
 
Se emplea una anemoveleta orientada hacia el norte para la medición de la velocidad y 
dirección del viento. En función de la velocidad del viento, una hélice de cuatro palas se 
pone en movimiento produciendo una señal eléctrica de corriente alterna y de frecuencia 
proporcional a la velocidad del viento. Esta señal eléctrica es inducida a través de una 
bobina estacionaria mediante el giro de un imán permanente de 6 polos, solidario al eje de 
las hélices. La dirección del viento se determina mediante una veleta, cuya posición es 
convertida por un potenciómetro de alta precisión de 10 kW de valor nominal, cuyo cursor 
es solidario al eje de la veleta. Si se aplica un voltaje constante, la diferencia de salida es una 
señal continua proporcional al ángulo medido. Los elementos que componen el cuerpo de 
la anemoveleta, la hélice, la cola y algunas partes internas, están fabricados con polímeros 
resistentes a los rayos UV. La hélice y los ejes verticales se sostienen mediante unos 
cojinetes de acero inoxidable engrasados que proporcionan un bajo par.   
 
El pluviómetro es un conjunto de recipientes basculantes con capacidad por unidad de 0,20 
mm que se encargan de medir la precipitación a lo largo del tiempo. Sobre los recipientes 
se ubica un embudo que evita las pérdidas de deriva por efecto del viento. La precipitación 
recogida por el embudo desciende hasta uno de los recipientes, el cual se va llenando hasta 
que se colma. Una vez que el recipiente está lleno, y debido a su peso, vuelca accionando 
un balancín y emplazando un nuevo recipiente bajo el embudo. Con cada volcado el 
balancín activa una lengüeta durante unos milisegundos. La cantidad de agua caída se mide 
por el número de contactos con la lengüeta.     
 
En algunos apartados se han utilizado datos procedentes de la estación agroclimática de 
Córdoba, localizada a 3 km al suroeste de la ciudad (37º51’42’’N; 4º48’00’’O) a una altitud 
de 117 m. Para la toma de datos meteorológicos en el área metropolitana de Sevilla se ha 
considerado la estación agroclimática de La Rinconada, ubicada al noreste de Sevilla 
(37º27’29’’N; 5º55’25’’O) a una altitud de 37 m. Los datos son representativos de la 
meteorología de la ciudad de Córdoba y el área metropolitana de Sevilla, respectivamente.   
 
Esta red ofrece datos medios diarios, los cuales fueron sometidos a un proceso de 
depuración tal y como se detalla en el siguiente epígrafe.   
 
 
4.3.3 Análisis de calidad de los datos. Depuración y validación  
 
Los datos facilitados por la Consejería de Medio Ambiente pasan un control previo antes 
de su divulgación para fines científicos y estudios de caso. Aún así, los datos fueron 
sometidos a un proceso de control de calidad para un mayor aseguramiento de su calidad. 





Siguiendo las recomendaciones de análisis de trabajos previos realizados con series 
temporales de ozono (Adame 2005; Domínguez 2009) en los que se desaconsejaba que un 
programa o algoritmo realizase las tareas de depuración de los datos (Sancho y Cuevas 
1998; Sancho 2001), esta tarea se desempeñó de manera manual. Si bien, la primera medida 
para evitar una excesiva cantidad de datos anómalos fue la de realizar un estudio previo de 
los valores de las bases de datos para, posteriormente, seleccionar para el estudio aquellos 
periodos (años o meses) en los que estos valores representasen la mínima fracción posible. 
 
Las series temporales pueden mostrar alguna de las siguientes anomalías: a) 
concentraciones de ozono por debajo del umbral de detección de los equipos, b) 
concentraciones aisladas extremadamente elevadas, y c) valores ausentes. Según la anomalía 
detectada se procedió de una manera determinada para su subsanación. Mediante el uso de 
representaciones gráficas de las series temporales, de distribuciones de frecuencias y 
diagramas de cajas se detectaron los valores anómalos. Tras un estudio pormenorizado caso 
por caso se procede a la toma de decisión.  
 
Para la subsanación del primer caso de anomalía (a) se procedió a la eliminación de todos 
los valores de concentración de ozono inferiores al umbral de detección de los equipos (2 
µg m-3
 
). Este es el valor de concentración más bajo que pueden registrar correctamente los 
analizadores de ozono (Domínguez 2009). El porcentaje de datos desechados por esta 
circunstancia no sobrepasó el 0,1% en ninguna de las series temporales analizadas. Los 
picos aislados y anómalos (b) fueron estudiados caso por caso, siendo desechados si los 
datos adyacentes descontextualizaban dicha medición. El porcentaje de datos desechados 
por esta circunstancia no sobrepasó el 0,2% en ninguna de las series temporales analizadas. 
Por último, el estudio de los valores ausentes fue el que presentó un mayor protagonismo 
debido a la crucial necesidad de que las series temporales fuesen lo más continuas posibles 
en el tiempo, debido a las restricciones metodológicas (ver Capítulo 5). El procedimiento 
seguido fue diferente para los casos en los que la periodicidad de los datos utilizados en el 
análisis fuese cada diez minutos o medias diarias. 
En el caso de utilizar datos cada diez minutos, los datos ausentes de manera aislada fueron 
estimados utilizando medias ponderadas con los diez datos anteriores y posteriores, 
otorgando mayor peso a dicha ponderación a los valores más próximos al dato ausente. 
Este procedimiento se empleó siempre que en el intervalo de datos para efectuar la media 
ponderada no se superasen cuatro datos ausentes. Si bien, el principal inconveniente son 
los periodos más o menos prolongados en los que no existen mediciones. Esto se debe, 
principalmente, a las tareas de mantenimiento periódicas que se llevan a cabo en las 
estaciones de medición. Para subsanar estos datos ausentes se procedió a realizar medias 
ponderadas considerando los datos más próximos al ausente, así como los 
correspondientes a dicha franja horaria los días previos y posteriores. El porcentaje de 
datos ausentes susceptibles de efectuar dichos procedimientos no superó el 5% en ninguna 
de las series temporales.  
 
En aquellos casos en los que para el análisis se utilizaron datos medios diarios de ozono se 
procedió a su cálculo siempre que los valores ausentes (frecuencia diez minutos) 
correspondientes a ese día no superasen el 25% del total. Si cada día se compone de 144 
datos, se tomaron en consideración aquellos en los que existiesen más de 108 datos. 
Posteriormente, los datos ausentes de manera aislada fueron estimados utilizando medias 
ponderadas con los cinco datos anteriores y posteriores, otorgando mayor peso para dicha 
ponderación a los valores más próximos al dato ausente. Este procedimiento se empleó 
siempre que en el intervalo de datos para efectuar la media ponderada no se superasen tres 





datos ausentes. El porcentaje de datos ausentes tras efectuar dicho procedimiento no 
superó el 3% en ninguna de las series temporales. 
 
Los datos medios diarios procedentes de las estaciones agroclimáticas son sometidos a un 
proceso previo de validación por parte de la propia Consejería. No obstante, dichas 
medidas han sido sometidas a un proceso minucioso de validación. Los datos ausentes son 
mínimos, no llegando al 0,5%. Estos datos han sido reemplazados por valores medios 
































































































En el presente capítulo se recogen los diferentes métodos y procedimientos empleados 
para el análisis de datos en esta tesis, así como las herramientas que han servido para la 
ejecución, el cálculo, el tratamiento y la gestión de las bases de datos. En los sucesivos 
capítulos se hará referencia al presente en tanto en cuanto la metodología haya sido 











5.1   Análisis multifractal  
 
La metodología para el análisis multifractal que se utiliza en esta tesis está basada en el 
formalismo del “atractor extraño1
 
” desarrollada por Hentschel y Procaccia (1983), 
Grassberger (1983) y Halsey et al. (1986). El procedimiento se subdivide en cinco pasos:  
Paso 1 - División de la serie temporal en intervalos no solapados 
 
El procedimiento exige que la longitud de la serie temporal sea una potencia de 2, con el 
objetivo de que ésta, en su totalidad, pueda ser subdividida en diferentes intervalos no 
solapados de una longitud determinada δ, también llamada resolución temporal que irá 
variando en función del grado de agrupamiento de los valores. La elección de una longitud 
total de la serie de 2n no es trivial y se debe a dos motivos fundamentales. El primero de 
ellos es que todos los valores, independientemente de su posición en la serie, deben quedar 
encuadrados en estos intervalos y, en segundo lugar, porque en cada una de las escalas de 
análisis deben intervenir todos valores que componen la serie.  
 
Obsérvese como la subdivisión de la serie temporal en intervalos de diferentes longitudes 
(δ) es una clara analogía de la división en cajas en el método del “box-counting”, en el cual 
están basados los primeros pasos de este método.  
 
El objetivo de este paso es el de establecer un sistema similar al proceso binomial 
multiplicativo en el que las densidades asignadas dependen, precisamente, de los valores de 
la serie temporal (ver epígrafe 2.10). Del mismo modo, debe apreciarse que el valor del 
parámetro δ es precisamente la escala de observación que se está utilizando.  
 
En la figura 5.1 se representa de forma esquemática como se lleva a cabo este proceso de 
subdivisión sucesiva de la serie temporal. Nótese como a medida que aumenta el tamaño 
del intervalo (δ), disminuye a la mitad el número de intervalos en los que se subdivide la 
serie.  
 
La resolución δ tomará valores (potencias de 2n, desde n=0 hasta n=N) desde un valor δini 
hasta un valor δfinal tal que iguale la longitud total de la serie temporal. El valor de δfinal, por 
tanto, no precisa de mayor consideración pues dependerá simplemente de la longitud de la 
serie analizada. Sin embargo, es necesario exponer varias consideraciones en cuanto al valor 
inicial de δ. δini debe ser el valor mínimo que permita que todos los intervalos en los que se 
subdivide la serie temporal contengan valores no nulos. Se entiende así que la serie 
temporal inicial puede contener, en principio, valores nulos. En el paso 3 retomaremos esta 
cuestión y se comprobará la adecuada elección de un determinado valor de δini, en tanto que 
permita conservar las propiedades de escala a lo largo de los diferentes valores de δ. 
                                                          
1 El Caos es una teoría en auge que sostiene que determinismo y aleatoriedad están vinculados y que, por tanto, no son elementos 
contrapuestos. En determinas disciplinas la estadística es incapaz de resolver o caracterizar procesos en los que interviene el azar, pero a 
su vez, el suceso se rige por unas determinadas leyes. Es en estos casos en los que juega un papel fundamental la teoría del Caos. Su 
nacimiento en la década de los años 60 se atribuye al meteorólogo estadounidense Edward Lorenz, si bien, los primeros esbozos de dicha 
teoría pueden encontrarse en trabajos matemáticos de finales del Siglo XIX y principios del XX.  
 
La representación de la evolución en el largo plazo de un sistema caótico en el denominado espacio de fases se conoce como atractor 
extraño (Subias 1991). De manera general, los atractores fueron utilizados por el matemático Poincaré para representar puntos fijos y 
ciclos límite como soluciones a ciertas ecuaciones diferenciales correspondientes a sistemas dinámicos complejos. Además de los puntos 
y los ciclos límites, existe una tercera modalidad de atractores, denominados atractores extraños, los cuales están caracterizados por 
poseer una dimensión fractal. El descubrimiento del primer atractor extraño se debe también a Edward Lorenz que, mientras realizaba 
un modelo de predicción meteorológico a largo plazo, observó que alteraciones mínimas en las condiciones iniciales de sus variables 





Figura 5.1 – Esquema del proceso de subdivisión de una serie temporal en intervalos no solapados 















Fuente: Elaboración propia 
 
Dividida la serie temporal en segmentos de longitud δini, se procede a asignar un valor 
representativo a cada uno de ellos. Este valor, que denotaremos como Cini, será igual a 
aquel que tenga el único valor no nulo del intervalo o el valor de la media, caso de existir 
más de un valor no nulo en el intervalo.   
 
 
Paso 2 – Cálculo de la Función de Probabilidad de Masa 
 
En este paso se calcula la Probabilidad de Masa para cada uno de los intervalos en función 
de la resolución temporal (δ) considerada. Esta probabilidad de masa es el peso relativo de 
cada intervalo. El cálculo se realiza mediante la siguiente expresión (Kravchenko et al. 
1999): 






Donde Ci representa la suma de los valores de Cini en el intervalo correspondiente. Dado 
que el divisor es la suma total de los valores de la serie, la probabilidad de masa es una 
densidad que cuantifica el peso relativo de cada uno de los intervalos, por consiguiente para 
cada resolución considerada (δ), la suma de las probabilidades de masa de todos los 
intervalos debe cumplir la siguiente expresión: 
 
 




Y en el caso del tamaño de resolución final (δfinal), que abarca la totalidad de la serie se 
obtiene que: 
 







































Paso 3 – Cálculo de la Función de Partición 
 
El siguiente paso tiene como finalidad el estudio de la distribución de la función de 
probabilidad de masa mediante el empleo del método de los momentos (Evertsz y 
Mandelbrot 1992) a diferentes escalas temporales, con el fin de detectar ciertas tendencias 
que confirmen o refuten la existencia de propiedades de escala en la serie.  
 
Se introduce a continuación una nueva variable denominada momento estadístico y 
denotado como q, el cual puede tomar cualquier valor entre - ∞ e ∞. Los valores positivos 
de q magnifican las diferencias observadas entre los intervalos que muestran valores 
relativamente altos en la serie, mientras que los valores negativos de q magnifican las 
diferencias existentes entre los intervalos con valores relativamente bajos.   
  
La función de partición, que dependerá del tamaño del intervalo y del momento estadístico, 
se denota como χ(q,δ) y se calcula para cada tamaño de intervalo como el sumatorio de las 
funciones de probabilidad de masa elevadas al momento q: 
     
 
 (5.4)     
 
 
donde n representa el número de intervalos correspondientes para un determinado valor de 
δ. 
 
Existen algunos valores particulares de la función de partición que procedemos a comentar: 
 
• Si δ = δfinal, χ(q,δ)=1 para todo valor de q, puesto que el sumatorio se limita a elevar la 
unidad (Ci(δ)=1) a una potencia q.   
• Si q = 0, χ(q,δ)=n, puesto que coincide con el número de intervalos para cada valor de 
δ, ya que cada valor de Ci(δ) elevado a cero es la unidad. 
• Si q = 1, χ(q,δ)=1 puesto que la suma de los pesos relativos de todos los intervalos 
para una resolución δ es la unidad. 
 
Para cada valor de q, la representación gráfica de la función de partición χ( q,δ) frente a la 
resolución temporal δ, será una distribución de puntos que se aproxima a una función que 
sigue una ley de potencias. Por consiguiente, si se representa el logaritmo de la función de 
partición respecto al logaritmo del tamaño del intervalo (log χ(q,δ) frente a log δ), los 
puntos obtenidos se disponen de manera alineada, de modo que pueden ser ajustados a un 
segmento mediante una regresión lineal.  
 
En el caso de que la bondad de la regresión lineal sea adecuada, se asume que la serie puede 
mostrar una naturaleza multifractal y que, de constatarse dicha característica, las 
propiedades de escalas subyacentes son reproducibles entre el intervalo de escalas 
temporales considerado (δini, δfinal). Sin embargo, no será hasta el siguiente paso cuando se 
pueda confirmar o rechazar la naturaleza multifractal de la serie temporal.   
 
Si por el contrario, la calidad del ajuste no es adecuada o se observa que algunos de los 
puntos no se muestran alineados con respecto a los demás, se precisa aumentar el tamaño 
del intervalo inicial (δini). Es en este momento en el que hay que reconsiderar la adecuación 
del nivel de resolución inicial, como ya se anticipó en el primer paso.  
[ ]
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Paso 4 – Estimación de la función del exponente de masa 
 
El siguiente paso consiste en la estimación del exponente de masa, denotado como τ(q). La 
representación del exponente de masa frente a los diferentes momentos estadísticos 
permitirá confirmar la naturaleza multifractal de la serie temporal y, por tanto, el rango de 
escalas de observación en el que las propiedades de escalas se conservan.  
 
La función de partición se relaciona con el exponente de masa a través de la siguiente 
propiedad de escala: 
 
                    (5.5)     
 
     
Este exponente se obtiene como la pendiente del ajuste lineal efectuado mediante mínimos 
cuadrados de cada uno de los segmentos lineales de la representación logarítmica de χ( q,δ) 
frente a δ. 
 
τ(q) aglutina todos los valores de la función de partición a través de las diferentes escalas de 
observación, y tiene la ventaja de que sólo depende del valor de q (Feder 1988). El 
exponente de masa tomará valores tanto más negativos cuanto menor es el momento 
estadístico considerado y aumentará su valor al hacerlo el momento.  
 
Se comentan a continuación determinados valores que toma τ(q) en función de particulares 
valores de q: 
 
• Si q = 0, τ(q) = -1 puesto que es consecuencia del valor que toma la pendiente del 
ajuste del segmento del log χ(q,δ) frente al log δ cuando el momento estadístico 
utilizado es 0. Dado que para q=0, el log χ(q,δ) y el log δ están inversamente 
correlacionados, el valor de la pendiente es -1.  
• Si q = 1, τ(q) = 0 dado que el valor de la función de partición es siempre 1 cuando el 
momento considerado es la unidad. De este modo, el logaritmo de la función de 
partición mantiene su valor ante cambios en la resolución y por consiguiente el 
segmento del ajuste lineal posee una pendiente nula.      
  
τ(q) tomará valores positivos siempre que el momento considerado sea superior a 1 y será 
negativo si el momento considerado es inferior a 1. Como ya se ha comentado, para el caso 
en el que el momento estadístico tome el valor q=1, el exponente de masa tomará el valor 
nulo. 
 
En el caso multifractal, la representación del exponente de masa frente al momento 
estadístico q es una curva convexa con dos ramas bien delimitadas y con diferentes 
pendientes. La rama izquierda muestra la influencia de los valores bajos de la serie a la 
naturaleza multifractal de la misma, mientras que la rama derecha representa la influencia 
de los valores altos. Por el contrario, en el caso de que la serie no muestre una naturaleza 
multifractal, la representación de τ(q) frente a q es una línea recta de ecuación: 
        
          
(5.6)    
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El caso particular de que la representación de la función del exponente de masa quede 
determinada por una línea recta, se evidenciará que los valores en la serie están distribuidos 
de tal manera que las leyes de potencia que se establecen en la función de partición no 
permiten discernir diferencias en la distribución de los valores de la serie a través de las 
distintas resoluciones temporales empleadas. Ante esta circunstancia se afirmaría que la 
serie temporal posee una naturaleza (mono-)fractal y que, en consecuencia, una única 
dimensión fractal es suficiente para caracterizarla. De este modo, en la medida en la que la 
función de τ(q) se aleje de la recta monofractal estaremos ante una serie temporal con una 
mayor naturaleza multifractal, lo cual quiere decir que una única dimensión fractal es 
insuficiente para caracterizar la serie, puesto que los valores que la constituyen se escalan de 
manera diferente en cada una de los intervalos (Lee 2002).  
 
Paso 5 – El espectro multifractal 
 
El espectro multifractal, el cual se deriva de la función de exponente de masa, es una 
manera más adecuada de observar las propiedades multifractales que se observan en una 
determinada serie temporal. Esto es debido a la capacidad del espectro multifractal para 
amplificar las diferencias de escala observadas en la serie.  
 
El llamado exponente de singularidad α(q) cuantifica la robustez de las singularidades de la 
medida. Su valor es deducido a partir de la relación de escala cuando 0δ → : 
 
 
                  
(5.7)     
 
 
El valor del exponente de singularidad se calcula a partir de la transformación de Legendre 
de la curva τ(q) (Evertsz and Mandelbrot 1992): 
 
 
                    




Si consideramos N(α,δ) como el número de intervalos en los que para una determinada 
resolución δ se encuentra el mismo valor de α, f(α) puede ser considerado como la 
dimensión fractal del conjunto de intervalos que poseen ese mismo valor de singularidad α. 




                 (5.9)     
 
 
En el caso de que los valores de la serie temporal se encuentren multifractalmente 
distribuidos, el espectro f(α)- α será una parábola invertida. La amplitud del espectro (αmax - 
αmin) será tanto mayor cuanto mayor sea la variabilidad de la distribución de los valores en la 
serie. La parábola alcanza un valor máximo f(α)max para el valor de α correspondiente a         
q = 0. Este valor máximo coincide con la dimensión del soporte geométrico de una serie 
temporal, que es 1. Los valores extremos en la serie están asociados con los extremos de las 
ramas del espectro f(αmax) y f(αmin), de modo que la distribución de los valores altos de la 
( )iC
αδ δ≈
( )( ) d qq
dq
τα =




serie (q>>0) está asociada a la rama izquierda de la parábola, mientras que la distribución 
de los valores bajos (q<<0) se relaciona con la rama derecha. 
 
En el caso en el que la serie analizada fuese monofractal, los puntos que constituyen el 
espectro multifractal convergerían en un único valor, y el espectro, por tanto, se apreciaría 
como una acumulación de puntos (e.g. Kravchenko et al. 1999). Esta zona de acumulación 
de puntos coincidiría con el valor del punto correspondiente a [α(q=0), f(α)max]. 
 
 
5.2 Análisis multifractal conjunto 
 
La teoría anteriormente expuesta para el estudio de una única variable puede ser extendida 
para el análisis conjunto de dos variables que interactúan entre sí (Zeleke y Si 2006). El 
análisis multifractal conjunto, traducción de “joint multifractal analysis”, es un procedimiento 
propuesto por Meneveau et al. en 1990 para llevar a cabo el análisis multifractal simultáneo 
de dos o más variables que coexisten en el mismo soporte geométrico. En nuestro caso, 
son dos variables que comparten la misma dimensión temporal y de las que 
simultáneamente se han tomando valores en el tiempo. La finalidad de este análisis es la de 
determinar las relaciones de escala que existen entre los valores que conforman ambas 
variables. 
 
Este procedimiento también está basado en el concepto anteriormente expuesto de 
“atractor extraño” (Hentschel y Procaccia 1983); Grassberger 1983 y Halsey et al. 1986). El 
formalismo está relacionado con el concepto de dimensiones fractales del conjunto 
geométrico asociado a singularidades en las medidas. El procedimiento del análisis 
multifractal conjunto puede dividirse en cinco etapas, las cuales están íntimamente 
relacionadas con el procedimiento multifractal para una única variable. 
 
Paso 1 - División de la series temporales en intervalos no solapados    
 
El soporte geométrico en el que se encuentran las variables Xt e Yt ha de ser dividido en nini 
intervalos no solapados con una resolución inicial δini, de modo que, como mínimo, cada 
uno de los intervalos contenga un valor no nulo de cada una de las variables. Así, los 
valores de las variables X e Y, para cualquier intervalo j deben ser iguales al valor de dicha 
variable en el intervalo o al valor medio, en el caso de existir varios valores no nulos dentro 
del intervalo. Se entiende así que la serie temporal inicial puede contener, en principio, 
valores nulos.  
 
Una vez que las series temporales han sido divididas en n intervalos no solapados de 
resolución temporal δ>δini, se procede a asignar un valor representativo a cada uno de ellos. 
Este valor, que denotaremos como Cini para la serie Xt y Dini para la serie Yt, coincidirá con 
aquel que tenga el único valor no nulo del intervalo o el valor de la media, en caso de existir 
más de un valor no nulo.   
 
Paso 2 – Cálculo de las Funciones de Probabilidad de Masa 
 
A continuación se determinan las Funciones de Probabilidad de Masa para cada uno de los 
intervalos de las series en función de la resolución temporal (δ) considerada. Esta 
probabilidad de masa es el peso relativo de la densidad de cada uno de los intervalos 
















Paso 3 – Cálculo de la función de partición conjunta 
 
El siguiente paso tiene como finalidad el estudio conjunto de la distribución de las 
funciones de probabilidad de masa de ambas series temporales a diferentes escalas 
temporales mediante la aplicación del método de los momentos (Evertsz y Mandelbrot 
1992). El objetivo es detectar ciertas tendencias que confirmen o refuten la existencia de 
propiedades de escala en las series de datos.  
 
Se introducen a continuación dos nuevas variables denominadas momentos estadísticos, 
denotados como qx, y qy, los cuales pueden tomar cualquier valor entre -∞ e ∞. Los valores 
positivos de q magnifican las diferencias observadas entre los intervalos que muestran 
valores relativamente altos en la serie, mientras que los valores negativos de q magnifican 
las diferencias existentes entre los intervalos con valores relativamente bajos. El momento 
estadístico que se introduce para el estudio de la serie temporal Xt se denota como qx, 
mientras que el relativo a la serie temporal Yt se denota como qy. Estos momentos toman 
valores con independencia entre sí.     
 
La función de partición, que dependerá del tamaño del intervalo y de los momentos 
estadísticos, se denota como χ(qx,qy,δ) y se calcula para cada tamaño de intervalo, tal y como 
se muestra en el ecuación 5.12, como el producto del sumatorio de las funciones de 
probabilidad de masa elevadas cada una de ellas a su respectivo valor de q: 
 
 
               (5.12)                       
 
 
Donde n representa el número de intervalos correspondientes para un determinado valor 
de δ. 
 
Existen algunos valores particulares de la función de partición que procedemos a comentar: 
 
• Si δ = δfinal, χ(qx,qy,δ)=1 para todo valor de qx, y qy, puesto que el sumatorio se limita a 
elevar la unidad (Ci(δ)=1) y (Di(δ)=1) a una potencia q.   
• Si qx = 0 y qy = 0, χ(qx,qy,δ)=n puesto que el valor de cada intervalo elevado a cero es 
uno, es una suma del número de intervalos para cada valor de δ. 
 
La función de partición conjunta tiene la siguiente propiedad de escala para medidas 
multifractales: 
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Donde τ(qx,qy) es conocido como función de exponente de masa conjunto de orden qx/qy. 
 
Paso 4 – Estimación de la función del exponente de masa conjunto 
 
El siguiente paso consiste en la estimación del exponente de masa conjunto, denotado 
como τ(qx,qy). La representación del exponente de masa frente a los diferentes momentos 
estadísticos permitirá confirmar la naturaleza multifractal de la serie temporal y, por tanto, 
el rango de escalas de observación en el que las propiedades de escalas se conservan.  
 
Para cada par de momentos qx, qy, τ(qx, qy) puede ser obtenido como la pendiente del 
segmento lineal de la representación doble logarítimica de la función de partición conjunta 
χ(qx,qy,δ) frente a la resolución temporal δ. El exponente de masa conjunto tomará valores 
tanto más negativos cuanto menores sean los momentos estadísticos considerados y 
aumentará su valor al hacerlo el valor de los momentos. 
 
Paso 5 – El espectro multifractal conjunto 
 
Los exponentes de Lipschiitz-Hölder o de singularidad α[X] y α[Y] cuantifican la robustez de 
las medidas singulares. α[X] y α[Y] son también conocidos como la dimensión fractal local y 
pueden ser determinados mediante la doble transformación de Legendre de la función del 
exponente de masa conjunto. 
 
 










Si consideramos que N(α[X], α[Y],δ) representa el número de intervalos de una determinada 
resolución δ, donde se encuentran los valores α[X] y α[Y], y se define f(α[X], α[Y]) a partir de la 
relación de escala: 
 
 
                       (5.16) 
 
 
f(α[X], α[Y]) puede considerarse como la dimensión fractal del conjunto de intervalos que se 
corresponden con las singularidades α[X] y α[Y], lo que significa que f(α[X], α[Y]) describe la 
abundancia de celdas con valores comunes de α[X] y α[Y] (Kravchenko et al. 2000). Este 
parámetro puede ser calculado a partir de (Chhabra y Jensen 1989; Chhabra et al. 1989; 
Meneveau et al. 1990): 
 
 
                           (5.17) 
 
 
La representación gráfica de f(α[X], α[Y]) frente a α[X] y α[Y] se denomina espectro multifractal 
conjunto. Este espectro es una superficie curva para variables multifractales conjuntamente 
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distribuidas, con un amplio rango de valores de α[X] y α[Y] cuando la heterogeneidad de las 
variables es elevada. El máximo valor de f(α[X], α[Y]) se corresponde con la dimensión de 
box-counting del soporte geométrico. Al tratarse de series temporales el valor máximo de 
f(α[X], α[Y]) será 1. Este máximo se alcanza cuando simultáneamente q[X] y q[Y] son iguales a 
cero. 
 
Cuando uno de los momentos estadísticos toma valor cero, por ejemplo qy=0, la función 
de partición conjunta queda reducida a la función de partición para una única variable:  
 
               
(5.18)                       
 
 
En este caso concreto, la representación del espectro multifractal conjunto queda reducida 
al estudio del espectro multifractal simple para la variable Xt. En los mismos términos se 
puede concluir sobre Yt en el caso de considerarse que el valor que se anula es qx. 
 
 
5.3 Correlación lineal de Pearson 
 
En general, la finalidad del análisis de correlación es cuantificar e interpretar la robustez de 
la relación entre dos variables continuas. Esta relación, en principio, puede ser lineal o no. 
Los análisis de correlación lineales son los más extendidos debido a que muchos 
fenómenos de la naturaleza están linealmente relacionados y a que su aplicación es muy 
sencilla. A pesar de ello, en determinadas ocasiones las variables no muestran una relación 
lineal, sino que su relación está gobernada por ecuaciones algo más complejas. Las 
relaciones no lineales son muy diversas, englobando relaciones polinomiales, exponenciales 
y logarítmicas, ente otras. En esta tesis las asociaciones que se han estudiado han sido 
únicamente lineales, por lo que nos vamos a centrar exclusivamente en ellas. 
 
Dentro de las asociaciones lineales existen tres tipos principales de análisis: a) Correlación 
lineal de Pearson, b) Correlación lineal de Spearman y c) Regresión lineal simple. Las 
correlaciones lineales, tanto la de Pearson como la de Spearman, se utilizan únicamente 
para cuantificar el grado de interdependencia entre dos variables. El coeficiente de 
correlación lineal de Spearman, conocido también como correlación lineal “por rangos”, se 
emplea generalmente para variables ordinales. En nuestro caso, las variables de este estudio 
son en su mayoría variables continuas, por lo que el análisis empelado ha sido el de 
Pearson. Para el estudio de variables categóricas se ha empelado el Test de la Chi-Cuadrado 
mediante tablas de contingencia (ver epígrafe 5.5). Por su parte, la regresión lineal simple 
persigue la obtención de una ecuación lineal que relacione una de las variables (variable de 
entrada) con la otra variable (variable respuesta), con la finalidad de poder conocer 
analíticamente el valor que tomará la variable respuesta ante cambios en la variable de 
entrada (en el epígrafe 5.6 se resumen los conceptos básicos de la regresión lineal múltiple).  
 
La principal diferencia conceptual entre la regresión lineal y la correlación lineal es que en la 
primera es preciso distinguir una relación de causalidad entre ambas variables, mientras que 
en la segunda se procede con el análisis sin considerar el sentido de dicha relación de 
causalidad. Sin embargo, ambos procedimientos están vinculados entre sí. Uno de los 
parámetros más representativos de la regresión lineal es el conocido como coeficiente de 
determinación (R2), el cual representa la proporción de variación en la variable respuesta 
que es explicada por la variación en la variable de entrada.  
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El valor absoluto de la raíz cuadrada del coeficiente de determinación es lo que se 
denomina coeficiente de correlación muestral (r). Este coeficiente determina el grado en el 
que los valores altos de una variable se corresponden con los valores altos o bajos de la 
otra, así como los bajos de la primera con los valores altos o bajos de la segunda. La 
relación entre los coeficientes de correlación y de determinación se establece a través de 
esta ecuación: 
 
         (5.19) 
 
 
El valor del coeficiente de correlación muestral coincide con el coeficiente de correlación 
de Pearson, que es un índice que cuantifica el grado de covariación entre dos variables 
relacionadas linealmente, y puede calcularse directamente a partir de la siguiente expresión: 
 
 
      (5.20)  
 
El coeficiente de correlación se calcula mediante el cociente de la covarianza de las dos 
variables entre el producto de las desviaciones típicas. Este coeficiente toma valores en el 
intervalo [-1, 1]. El signo indica el sentido de la relación, de modo que si el signo es 
positivo, indica que los valores altos y bajos de una variable se relacionan con los valores 
altos y bajos de la otra, respectivamente. En el caso de que el signo sea negativo indica que 
los valores altos y bajos de una variable se relacionan con los bajos y altos de la otra. Por su 
parte, el valor absoluto del coeficiente indica la robustez de la interdependencia. Si el valor 
absoluto de este coeficiente es igual a 1 la correlación es perfecta, si es superior a 0,8 la 
interdependencia es fuerte, si es superior a 0,5 la correlación es moderada, si es superior a 
0,2 la correlación es débil y si el valor es igual a 0 ambas variables están incorrelacionadas.  
 
Además del valor que toma el coeficiente, es necesario evaluar la representatividad o 
significancia de dicha relación, de modo que nos cercioremos de que la correlación 
obtenida se debe a relaciones de interdependencia de las variables y no al azar. Para ello 
habrá que establecer un contraste de hipótesis para refutar que la correlación poblacional 
(ρ) es cero (hipótesis nula). Se entiende que un coeficiente de correlación es significativo si 
se puede afirmar, con cierto grado de certidumbre, que el coeficiente de correlación 
procede de una población cuya correlación es diferente de cero (ρ ≠0).  
 
H0: r = 0 
H1: r = 0 
    r procede de una población cuya correlación es cero (ρ =0) 
r procede de una población cuya correlación es distinta de cero (ρ ≠0) 
 
Bajo la hipótesis nula, la distribución muestral de correlaciones procedentes de una 
población con correlación 0 sigue una distribución t de Student con N-2 grados de libertad. 
Se aceptará la hipótesis nula, con un cierto nivel de significación α, si el va lor del estadístico 
es inferior a tα, y se rechazará si el valor del estadístico supera el valor de tα. En este trabajo 
se toman en consideración los niveles de significancia habituales, esto es, α<0,05 (*) y 
α<0,01 (**).  
















5.4 Regresión lineal múltiple 
 
Se trata de una generalización de la regresión lineal simple empleada en la determinación de 
la relación lineal entre varias variables explicativas (Xi) y una variable respuesta (Y). El 
resultado final es una ecuación formada por una combinación lineal de las variables 
explicativas y un término aleatorio: 
 
               (5.21) 
 
Los coeficientes βi son determinados mediante un ajuste de mínimos cuadrados, de forma 
que se minimice la diferencia de la suma al cuadrado de los valores observados (Y) y los 
valores esperados (Ŷ). Con este procedimiento lo que se pretende es minimizar la varianza 
residual. Los parámetros βi representan el cambio medio en la variable respuesta si se 
modifica una unidad la variable explicativa Xi, siempre que el resto de variables 
permanezcan constantes. El parámetro e es lo que se denomina residuo y aporta a la 
ecuación toda aquella información que las variables explicativas no han podido suministrar 
a la variable respuesta.  
 
Debido a la intervención de varias variables explicativas de manera simultánea, es preciso 
tomar en consideración ciertas cuestiones, de modo que garanticen la calidad del modelo. 
Para ello se requiere que, además de que la relación entre las variables explicativas y la 
variable respuesta sea exclusivamente lineal, se cumplan los siguientes supuestos: 
 
• No colinealidad. Las variables explicativas son independientes entre sí. 
 
• Homocedasticidad. La varianza es constante (σ=cte) para cada valor de la variable 
independiente.   
 
• Independencia de los residuos.  
 
• Normalidad. Los residuos tienen media cero y se distribuyen siguiendo una 
distribución normal. 
 
La bondad del ajuste vendrá determinada por el valor del coeficiente de determinación (R2), 
que como ya se ha comentado con anterioridad, cuantifica el porcentaje de variación de la 
variable respuesta que es explicada a partir de las variaciones en las variables explicativas.   
 
El contraste de hipótesis se establece a partir de la hipótesis nula de que el valor 
poblacional de R es cero. Si se rechaza la hipótesis nula se puede afirmar, con un 
determinado grado de certidumbre α, que las variables explicativas muestran una relación 
lineal significativa con la variable respuesta. Para tal fin se emplea el estadístico F. Las 
pruebas t  se utilizan para el contraste de la hipótesis nula de que los coeficientes de las 
variables explicativas (βi) tienen valor cero en la población.  
 
La regresión lineal múltiple se puede construir utilizando varios procedimientos de 
selección de variables. Uno de los más frecuentemente utlizados para seleccionar las 
mejores variables explicativas es el forward stepwise (pasos hacia adelante). En este método las 
variables se van introduciendo una a una en sucesivos pasos, priorizándose aquellos con un 
mayor coeficiente de correlación parcial con la variable respuesta. En cada nuevo paso se 
comprueba la significancia estadística de cada una de las variables, de modo que, si la 
significancia es mayor y el coeficiente de determinación aumenta, la variable es aceptada y 




se continúa con el siguiente paso. Caso de no cumplirse algunas de las condiciones 
anteriores, la última variable introducida es eliminada en el paso siguiente.     
 
En realidad, se procede a la realización de un contraste de hipótesis de independencia del 
coeficiente de correlación parcial entre la variable explicativa susceptible de incorporarse al 
modelo y la variable dependiente. Esta hipótesis de independencia se comprueba mediante 
un criterio de significación asociado a la probabilidad F, de modo que si el nivel de 
significación del coeficiente de correlación parcial es menor de 0.05 (probabilidad de 
entrada) la variable es introducida en el modelo. Por el contrario, la variable será eliminada 
si el nivel de significación es superior a 0.1 (probabilidad de salida).     
 
Como es habitual en estos procedimientos, el coeficiente de determinación (R2) y el error 
típico de la estimación (EE) fueron utilizados como los principales indicadores de la 
bondad y calidad del ajuste. R2 es una medida de la variabilidad del modelo capaz der ser 
explicada a través de la variabilidad en las variables explicativas. El EE, por su parte, es una 
medida que cuantifica las diferencias entre los valores observados y los valores predichos 
























Capítulo 6.  
Resultados y discusión 
 
 
“Our knowledge can be only finite,  
while our ignorance must necessarily be infinite” 
Karl R. Popper 
 








































Vista del río Guadalquivir y la Mezquita, Córdoba. 
 
 
Los resultados se presentan organizados en cinco epígrafes. El primero de ellos se 
corresponde con un estudio estacional comparativo entre diferentes localizaciones de 
medida urbana, suburbana y rural llevado a cabo en la costa oriental de la provincia de 
Huelva mediante el empleo del análisis multifractal simple. El segundo muestra los 
resultados obtenidos mediante el empleo del análisis multifractal conjunto entre el ozono y 
uno de sus principales precursores, el dióxido de nitrógeno. La tercera parte muestra la 
relación de dependencia entre el ozono y algunas variables meteorológicas, también 
mediante el empleo del análisis multifractal conjunto. Ambas partes desarrolladas en la 
ciudad de Córdoba. La cuarta se basa en un estudio de los patrones de viento (dirección y 
velocidad) sobre el ozono troposférico aplicando el análisis multifractal conjunto. En el 
quinto y último apartado se retoma el análisis multifractal simple para evaluar la capacidad 
de un modelo de predicción de ozono troposférico para reproducir la distribución de los 
datos a través de distintas escalas de observación. La zona de estudio de las dos últimas 
partes es el área metropolitana de Sevilla.    





































6.1 Análisis de la variabilidad  estacional de escala del ozono troposférico en 
emplazamientos urbanos, suburbanos y rurales 
 
El estudio de la variabilidad estacional de escala del ozono troposférico se ha llevado a 
cabo utilizando cuatro estaciones de medición emplazadas en la costa oriental de la 
provincia de Huelva: la estación urbana de El Carmen (Huelva), la estación suburbana de 
Moguer, la estación suburbana industrial de La Rábida y la estación rural de fondo de El 
Arenosillo (ver Fig. 4.7). Los datos utilizados en este estudio se corresponden con 
mediciones de ozono troposférico con una resolución de diez minutos, relativos a los 
meses de Julio y Octubre de 2010 y Enero y Abril de 2011. El método multifractal simple 
empleado se detalla ampliamente en el epígrafe 5.1 de este documento.   
 
 
6.1.1 Caracterización de las series temporales de ozono en Huelva 
 
En las Figuras 6.1 a 6.4 se representan las series temporales analizadas para los 
emplazamientos de Huelva, Moguer, La Rábida y El Arenosillo, respectivamente. En 
general, puede apreciarse el comportamiento cíclico diario del ozono, muy marcado en los 
meses de Julio, Abril y Octubre. En el mes de Enero se aprecian en determinados periodos 
algunas anomalías en la tendencia cíclica, las cuales, se manifiestan en los cuatro 
emplazamientos de medida. Este hecho hace intuir que estas perturbaciones deben estar 
motivadas por acciones que afectan a toda el área de estudio, las cuales serán, 
fundamentalmente, condiciones meteorológicas concretas. En el mes de Julio se observa 
una mayor amplitud en la oscilación de los valores, desde valores bajos de concentración de 
ozono hasta valores muy altos. Este hecho se manifiesta con mayor claridad en los 
emplazamientos de medición urbanos y suburbanos. En la estación de medición rural (El 
Arenosillo), la influencia de la actividad antropogénica urbana está mitigada, y como 
consecuencia, los valores de concentración de ozono a nivel superficial en los meses de 
Abril, Julio y Octubre muestran ciertas similitudes entre sí.     
 












Figura 6.2 – Series temporales de concentración de ozono en Moguer (Huelva). Julio-Octubre 














Figura 6.3 – Series temporales de concentración de ozono en La Rábida (Huelva). Julio-Octubre 











Figura 6.4 – Series temporales de concentración de ozono en El Arenosillo (Huelva). Julio-












En la Tabla 6.1 se recogen los resultados obtenidos a partir del análisis estadístico en los 
cuatro emplazamientos de análisis disgregado para cada una de las estaciones del año.      
 
Tabla 6.1 Resultados obtenidos a partir del análisis estadístico de las series temporales 
correspondientes a Julio-Octubre 2010 y Enero-Abril 2011. 
Meses Estaciones Media                       (µg m-3) 
Máxima      
(µg m-3) 









Huelva 41,74 98 1 22,93 0,005 -1,201 
Moguer 45,29 89 2 21,39 -0,432 -0,923 
La Rabida 40,97 95 1 23,30 -0,127 -1,061 
El Arenosillo 54,36 101 5 18,92 -0,042 -0,751 
Abril 2011 
Huelva 78,82 130 6 25,65 -0,635 -0,105 
Moguer 66,54 121 4 22,94 -0,615 0,163 
La Rabida 71,13 133 1 21,95 -0,301 -0,083 





Huelva 81,31 158 8 28,54 -0,078 -0,532 
 Moguer 82,26 
 
168 6 28,12 0,094 -0,478 
La Rabida 71,51 140 3 27,76 -0,082 -0,728 
El Arenosillo 80,68 153 17 26,12 0,168 -0,444 
Octubre 2010 
Huelva 59,42 125 4 25,24 -0,397 -0,640 
Moguer 65,48 152 2 23,82 -0,350 -0,173 
La Rabida 58,07 121 1 24,24 -0,269 -0,520 
El Arenosillo 70,69 123 16 21,64 -0,145 -0,565 
 
 
En general, los valores medios más altos de ozono se alcanzan en el mes de Julio, seguidos 
de Abril y Octubre, y finalmente, los valores medidos en Enero. Sin embargo, esta 
secuencia no es seguida en la estación de El Arenosillo, en la cual, los valores medios de 




concentración más altos se registran en Abril. En el Arenosillo, condicionado por su 
emplazamiento, no encontramos actividades antropogénicas que promuevan las típicas 
dinámicas de ozono troposférico características de las ciudades.  
 
Lo comentado anteriormente no es óbice para que las concentraciones máximas siempre se 
alcancen en todos los emplazamientos el mes de Julio (superiores a 135 µg m-3). Las 
máximas en Enero, por el contrario, nunca sobrepasan los 101 µg m-3. El valor máximo es 
recogido en Moguer (168 µg m-3) en Julio y el mínimo en La Rábida y Huelva (1 µg m-3
 
). 
Estas concentraciones concuerdan con los patrones cíclicos del ozono descritos en trabajos 
previos (e.g. Sebald et al. 2000). La desviación típica es mayor en Julio, intermedia en Abril 
y Octubre, alcanzando su valor mínimo en el mes de Enero.  
En la Tabla 6.1 también se muestra el valor de los coeficientes de asimetría, los cuales son 
generalmente negativos. Concretamente, este coeficiente muestra valores bastante 
negativos en los meses de Abril y Octubre debido a que existe una notable concentración 
de valores altos de ozono en combinación con valores bajos bastante dispersos, como 
puede constatarse si se observa la forma de la distribución de frecuencias en estos meses 
(Figura 6.5).  
 
Figura 6.5 – Distribuciones de frecuencia de las concentraciones de ozono en el área 





































Por el contrario, en el mes de Julio, los coeficientes de asimetría se sitúan alrededor de cero 
indicando que bajo regímenes de alta radiación solar y temperaturas los valores altos y bajos 
de concentración de ozono se distribuyen a ambos lados de la media aproximándose a una 
distribución normal. La concentración de datos alrededor de la media y su dispersión a 
ambos lados de ésta son evidentes en las distribuciones de frecuencias en el mes de Julio de 
la Figura 6.5.    
 
Por su parte, el coeficiente de curtosis es también negativo para cada uno de los casos, 
alcanzando los menores valores en Enero, debido a que las condiciones meteorológicas 
promueven un incremento en la frecuencia en la que se registran valores bajos y altos de 
ozono en estas series temporales (ver Figura 6.5), teniendo en cuenta que las altas 
concentraciones de ozono en invierno son ya de por sí, comparativamente, más bajas 
respecto a otras estaciones del año. Este hecho se debe a una distribución platicúrtica en la 
que existe un bajo grado de concentración de valores de ozono alrededor de la media.  
 
Por otra parte, como ya se ha comentado en capítulo 3, las series temporales de ozono 
muestran un comportamiento cíclico diario asociado a la radiación solar. Por ello, con el 
objeto de confirmar la existencia de patrones repetitivos en las series temporales de ozono 
estudiadas en el área metropolitana de Huelva se han calculado y representado en la Figura 
6.6 las funciones de autocorrelación de las series temporales estudiadas para sucesivos 
desfases de tiempo diez minutales. La existencia de patrones diarios en las concentraciones 
de ozono se confirma con el comportamiento cíclico que se aprecia en las funciones de 
autocorrelación cada desfase de 144 datos, que corresponde a 1 día. Las características de 
persistencia temporal halladas en las series temporales de ozono podrían compartir 
similitudes con las propiedades autosimilares descritas en las series de lluvia por Rodríguez-
Iturbe et al. (1989).  
 
 
Figura 6.6 – Funciones de autocorrelación de las concentraciones de ozono en el área 


























Ciertas diferencias respecto a lo comentado anteriormente pueden deducirse a partir de las 
funciones de autocorrelación de los meses de Enero, las cuales no muestran ciclos de 
repetición, sino una función que decrece suavemente. Este hecho demuestra que en Enero 
los valores de la serie no guardan memoria y que existe un mayor grado de aleatoriedad en 
los datos que la componen.   
 
Como se ha descrito a lo largo de este epígrafe, tanto el análisis estadístico como las 
distribuciones de frecuencias y las funciones de autocorrelación corroboran que las series 
temporales de concentración de ozono en el área metropolitana de Huelva muestran una 
mayor similitud cuando éstas son estudiadas por estaciones del año. De este modo, las 
series temporales en Enero reflejan un mayor grado de aleatoriedad debido a su escasa 
autocorrelación, así como un coeficiente de curtosis muy negativo causado por la mayor 
proporción de valores bajos y altos de ozono respecto al resto de épocas del año. Las series 
temporales en los meses de otoño y primavera están caracterizadas por una acumulación de 
valores altos de concentración de ozono alrededor del valor medio y una elevada dispersión 
de valores bajos, lo cual se ha corroborado con la forma de los histogramas y el valor 
positivo del coeficiente de asimetría. Ambas estaciones del año se diferencian por el valor 
de la media más elevada que se registra en Abril respecto a Octubre, y que unido a la 
similitud de valores de la desviación típica, hacen que el coeficiente de variación en el mes 
de Octubre sea, en general, más elevado. En verano el coeficiente de asimetría se aproxima 
a cero, lo que indica que los valores altos y bajos de concentración de ozono se reparten 
aproximadamente alrededor de la media con unas frecuencias similares.  
 
Por todo ello, desde el punto de vista estadístico, el agrupamiento de las series temporales 
en función de la estación del año es mucho más evidente que el agrupamiento en función 
de la localización de la estación de medida, puesto que los parámetros estadísticos ofrecen 
una adecuada descripción que interrelaciona los valores medidos en función de la estación 
del año. La cuestión que se plantea a continuación es si la aplicación de la metodología del 
análisis multifractal es capaz de añadir nueva información y de enfatizar diferencias entre 
los emplazamientos de medición.  
 
 
6.1.2 Análisis multifractal de las series temporales de ozono 
 
La aplicación de la metodología del análisis multifractal fue llevada a cabo utilizando un 
intervalo de resolución temporal que oscilaba desde un intervalo inicial δ = δ ini = 24 datos 
(160 minutos) hasta una resolución final que abarcaba la totalidad de la longitud de la serie, 
a saber δ = 212 (40,96 x 103
 
 minutos) que equivalen aproximadamente a los 29 primeros días 
de cada uno de los meses de estudio. La elección del intervalo se basa en maximizar la 
bondad del ajuste lineal para la estimación del exponente de masa. 
El logaritmo de la función de partición χ(q,δ) frente a la resolución temporal para cada una 
de las series temporales fue representada con el objetivo de comprobar si el ozono 
mostraba una relación en forma de ley de potencias y, por tanto, podría efectuarse un ajuste 
mediante regresión lineal para cada uno de los órdenes de los momentos estadísticos 
considerados.   
 
En las Figuras 6.7 a 6.10 se representan los logaritmos de la función de partición frente al 
logaritmo de los intervalos de tiempo para las series temporales de Huelva, Moguer, La 
Rábida y El Arenosillo, respectivamente, donde las rectas de los ajustes lineales aparecen 
representadas como líneas continuas.  





Figura 6.7 – Representación logarítmica de la función de partición frente a la resolución temporal 





















Figura 6.8 – Representación logarítmica de la función de partición frente a la resolución temporal 




























Figura 6.9 – Representación logarítmica de la función de partición frente a la resolución temporal 





























Figura 6.10 – Representación logarítmica de la función de partición frente a la resolución temporal 



















Los coeficientes de determinación obtenidos para cada uno de los ajustes lineales fueron 
mayores de 0,95. Este valor es considerado apropiado para aceptar los ajustes lineales como 
válidos. Por tanto, se confirma que los valores mínimos y máximos del intervalo de estudio 
son adecuados y que, de confirmarse que las series temporales muestran características 
multifractales, las propiedades que se deducen de este hecho se mantienen dentro del 
intervalo temporal descrito anteriormente (δ ini = 24 datos hasta δfinal = 212
 
). Los procesos 
reales muestran auto-similitud solo en un rango de escalas (Stach and Cybo 2003). 
Siguiendo con el proceso metodológico descrito en el epígrafe 5.1 de esta tesis, el 
exponente de masa τ(q) se estima como la pendiente de los ajustes lineales realizados en el 
paso anterior para cada uno de los momentos estadísticos considerados. La representación 
de los valores de τ(q) frente a q será una función en forma de curva creciente, que se alejará 
de la recta de ecuación τ(q) = q – 1 en la medida en la que la serie temporal muestre una 
naturaleza multifractal más acusada.  
 
A continuación, en la Figura 6.11, se representan los exponentes de masa para cada una de 
las series temporales del análisis agrupadas por meses. 
 
Figura 6.11 – Función del exponente de masa para las series temporales de concentración de 





























Como puede apreciarse, las curvas de τ(q) frente a q son convexas y alejadas del caso 
monofractal, el cual se representa como una línea continua. Para constatar que el 
procedimiento se ha realizado correctamente se comprueba que el exponente de masa 




alcanza el valor cero para el momento estadístico q = 1. En todos los casos se aprecia que 
las curvas muestran diferentes pendientes para los valores superiores e inferiores a cero, lo 
cual confirma la naturaleza multifractal de las series temporales estudiadas.  
 
En general, las ramas derechas de la funciones se encuentran solapadas entre sí y cercanas 
al caso monofractal. Las pendientes de estas ramas se encuentran relacionadas con los 
momentos estadísticos de orden positivo, por lo que se está amplificando la contribución 
de los valores altos de concentración de ozono al comportamiento multifractal de la serie. 
Por el contrario, las ramas izquierdas muestran comportamientos diferentes para cada uno 
de los emplazamientos de estudio. Dado que los momentos de órdenes negativos 
amplifican la contribución de los valores bajos de concentración de ozono, se puede 
afirmar que la variabilidad de estos valores en la distribución es la que promueve en mayor 
medida que existan comportamientos de escala diferentes en cada uno de los 
emplazamientos de medición. Este hecho es especialmente detectable en los meses de 
Enero y Octubre (ver Figuras 6.11b y 6.11c), mientras que en Julio las diferencias son poco 
perceptibles. Obsérvese en la Figura 6.11a como las ramas izquierdas para los diferentes 
emplazamientos se encuentran solapadas. La situación en Abril puede considerarse como 
intermedia (Fig. 6.11d). 
 
El espectro multifractal amplifica la no-linealidad detectada en las curvas τ(q) y, además, se 
basa en unos parámetros más robustos que resumen la naturaleza de escala de la serie 
temporal. De este modo, se obtiene una descripción más detallada a partir de la 
representación de los parámetros f(α) frente a α. Por todo ello, las características 
multifractales detectadas en la señal pueden ser explicadas con mayor facilidad 
apoyándonos en los espectros multifractales, los cuales se encuentran representados en la 
Figura 6.12. 
 
Como era previsible, los espectros son parábolas convexas que alcanzan su valor máximo 
cuando f(α) toma el valor de 1, coincidiendo con la dimensión del soporte geométrico de 
una serie temporal. La principal evidencia de los espectros es que muestran una acusada 
asimetría, siendo las ramas derechas mucho más largas que las ramas izquierdas. La parte 
derecha del espectro se relaciona con los órdenes de q negativos, por tanto, representan la 
aportación de los valores bajos de concentraciones de ozono a las propiedades de escala de 
la serie temporal. Análogamente, las ramas izquierdas muestran el comportamiento de los 
valores altos de ozono a través de las diferentes escalas de observación utilizadas. 
 
Siguiendo las directrices marcadas por la estadística descriptiva, los espectros multifractales 
han sido agrupados por estaciones del año. En principio, parece ser que este agrupamiento 
es también coherente desde el punto de vista multifractal. Si nos centramos en la longitud y 
distribución de los puntos que componen las ramas izquierdas de los espectros se puede 
afirmar que la mayoría de éstas se encuentran solapadas, o en el caso más desfavorable, 
muestran un parecido bastante elevado. Esta circunstancia confirma la existencia de un 
comportamiento estacional similar en las estaciones de medición, lo cual era esperable 
atendiendo a la descripción estadística inicial. Sin embargo, estas similitudes en el 
comportamiento de escala sólo son seguidas por los valores altos de las series temporales, 
pero no por los valores bajos. Por tanto, solamente la distribución de los valores altos de 
ozono están en concordancia con los resultados del análisis estadístico, mientras que por el 
contrario, el agrupamiento por estaciones del año de las ramas derechas no es tan obvio 
debido a que su longitud, las distribución de los puntos y la amplitud de las mismas es 
completamente diferente para cada uno de los emplazamientos de medida.  
 
 





Figura 6.12 – Espectro Multifractal f(α) de las series temporales de concentración de ozono en el 






























Atendiendo a continuación a las ramas derechas de los espectros, las cuales muestran 
formas diferentes, su descripción se torna algo más compleja. Esta circunstancia es clave en 
este proceso ya que la aproximación multifractal puede revelar más información acerca de 
las diferencias en cuanto a la distribución de los valores altos y bajos de ozono, situación 
que ha pasado inadvertida para la estadística descriptiva realizada inicialmente.   
 
Por otra parte, con el objetivo de discernir el grado de variabilidad en la distribución de los 
valores altos y bajos de concentración de manera separada, se define el parámetro α0 como 
el valor del exponente de singularidad cuando f(α) iguala su valor al del soporte geométrico 
en el que se insertan las series temporales. En consecuencia, los valores de (αmax - α0) y (α0 - 
αmin
 
) permiten evaluar separadamente el grado de variabilidad de la distribución de los 
valores bajos y altos, respectivamente.   
En la Tabla 6.2 se recogen los parámetros multifractales obtenidos a partir de los espectros. 
En general, los que muestran una mayor amplitud (αmax - αmin) se corresponden con los 
meses de Enero, confirmando que es durante las épocas más frías cuando existe una mayor 
variabilidad en la distribución de los valores altos y bajos de las series. Dado que la 
diferencia entre α0 y αmin es también mayor en el mes de Enero es posible deducir que las 
condiciones atmosféricas imperantes durante el invierno promueven una mayor 
variabilidad en la distribución de los valores altos de concentración de ozono.  




Tabla 6.2 – Parámetros obtenidos a partir del análisis multifractal para las series temporales de 
concentración de ozono en el área metropolitana de Huelva. 
Meses Estaciones αmax αmin f(αmax) f(αmin) αmax - 
 
α0 αmax - α0 α0 - αmin 
Enero 2011 
Huelva 1,394 0,890 0,218 0,719 0,504 1,039 0,355 0,149 
Moguer 1,422 0,920 0,093 0,779 0,502 1,033 0,389 0,113 
La Rabida 1,615 0,884 0,074 0,672 0,731 1,057 0,558 0,173 
El Arenosillo 1,253 0,914 0,200 0,692 0,339 1,014 0,239 0,099 
Abril 2011 
Huelva 1,353 0,941 0,021 0,790 0,412 1,012 0,341 0,071 
Moguer 1,426 0,925 0,000 0,709 0,501 1,015 0,411 0,091 
La Rabida 1,325 0,931 0,092 0,730 0,394 1,010 0,315 0,078 
El Arenosillo 1,223 0,947 0,179 0,805 0,276 1,008 0,215 0,061 
 
Julio 2010 
Huelva 1,248 0,922 0,123 0,714 0,327 1,012 0,237 0,090 
Moguer 1,249 0,916 0,110 0,674 0,334 1,011 0,238 0,096 
La Rabida 1,300 0,918 0,145 0,722 0,382 1,016 0,285 0,097 
El Arenosillo 1,245 0,928 0,087 0,735 0,317 1,010 0,235 0,082 
Octubre 2010 
Huelva 1,376 0,913 0,138 0,716 0,462 1,022 0,354 0,109 
Moguer 1,435 0,921 0,000 0,712 0,514 1,016 0,420 0,094 
La Rabida 1,399 0,909 0,054 0,685 0,490 1,021 0,378 0,111 
El Arenosillo 1,173 0,937 0,424 0,761 0,236 1,009 0,164 0,071 
 
 
Como puede apreciarse en la Figura 6.12a, Julio es el único mes en el que los valores bajos 
de ozono muestran un comportamiento de escala similar caracterizado por una distribución 
bastante uniforme de los valores altos y bajos, como puede apreciarse en las cuasi-
solapadas ramas de sus espectros. Debe considerarse que los valores bajos están también 
uniformemente distribuidos en comparación con los de otras épocas del año. De este 
modo, no se aprecian diferencias relevantes entre la distribución de los valores de ozono en 
las estaciones urbana, suburbanas y rural. Las condiciones meteorológicas promueven una 
fuerte formación de ozono durante el día, el cual es destruido siguiendo también un fuerte 
gradiente durante la noche. Este descenso en las concentraciones nocturnas es más regular 
y predecible que en otros meses del año y, por tanto, los valores bajos estarán 
caracterizados por una distribución uniforme para cada escala temporal.  
 
Esta ausencia de diferencias en el comportamiento de escala de los valores bajos de las 
series en todos los emplazamientos sujetos a estudio puede deberse a las condiciones de 
estabilidad predominantes durante esta época del año en el sur de la Península Ibérica. Las 
condiciones de alta radiación solar y temperaturas gobiernan el comportamiento de los 
valores bajos de ozono, incluso cuando este análisis se centra en diferentes escalas 
temporales de observación.  
 
Cuando las condiciones meteorológicas están gobernadas por temperaturas más suaves que 
en verano, otras variables, caso de los precursores químicos, comienzan a desarrollar un 
papel más importante que permite matizar diferencias en el comportamiento de escala de 
los diferentes emplazamientos de medición. En invierno, por ejemplo, las concentraciones 
de ozono muestran una frecuencia bastante más similar a lo largo de toda la serie temporal, 
como puede apreciarse en la forma platicúrtica de los histogramas (Fig. 6.5). Sus espectros 
multifractales (Fig. 6.12c) también expresan esta mayor incertidumbre, principalmente en la 
distribución de los valores altos de la serie, debido la mayor amplitud de sus ramas 
izquierdas (α0 - αmin
 
) en comparación con el resto de meses (Tabla 6.2).  





En La Rábida, los valores bajos de ozono se encuentran organizados siguiendo una 
distribución con una mayor variabilidad (αmax - α0
 
 = 0,558). La presencia de emisiones 
procedentes de los complejos industriales que la rodean promueven una mayor destrucción 
de ozono, dando como resultado una mayor variabilidad en la distribución de los valores 
bajos de concentración de ozono. Huelva y Moguer muestran las ramas derechas solapadas, 
confirmando la existencia de bastantes similitudes en las propiedades de escala de los 
valores bajos de ozono cuando la meteorología está gobernada por las bajas temperaturas y 
la menor radiación solar. Por el contrario, la situación en El Arenosillo es completamente 
diferente. Esta estación rural, situada ajena a las emisiones químicas que promueven la 
destrucción de ozono, no se ve afectada del mismo modo que en las ciudades por los 
descensos de ozono. Su menor amplitud se relaciona con una menor variabilidad en la 
distribución de los valores bajos de ozono.             
A pesar de que los histogramas de Abril y Octubre (Fig. 6.5) mostraban que las series 
temporales exhibían una asimetría negativa y unas formas menos aplanadas (el coeficiente 
de curtosis no es muy negativo), los espectros multifractales revelan destacadas diferencias. 
Los espectros de Abril y Octubre muestran diferentes amplitudes y longitudes en sus ramas 
derechas (Fig. 6.12b y 6.12d). En las estaciones de Huelva y La Rábida los valores de ozono 
se distribuyen de una manera muy similar en ambos meses. Moguer muestra más 
similitudes con la estación urbana en Octubre. Por otra parte, los puntos de estas ramas en 
las estaciones urbana y suburbanas no están uniformemente distribuidos, significando que 
los valores de concentración bajos en Abril y Octubre son mucho más heterogéneos y 
caóticos para todas las escalas temporales de análisis.  
 
Para finalizar, se centra la atención sobre los histogramas de El Arenosillo (Figura 6.5). Si 
se establece una comparativa se pueden apreciar notables similitudes en la series entre los 
distintos meses de estudio, mientras que las similitudes con el resto de estaciones de 
medición no son, en algunos casos, tan evidentes. Esto es debido a que los motivos que 
inducen a las concentraciones bajas de ozono en El Arenosillo son diferentes a las del resto 
de emplazamientos de medida debido a la ausencia de actividades antropogénicas cercanas. 
La destrucción de ozono durante la noche en un emplazamiento remoto es escasa porque 
la concentración de compuestos químicos es considerablemente menor que en las zonas 
urbanas y más cercanas a éstas (e.g. Saitanis 2003). Por esta razón, en El Arenosillo se han 
encontrado los espectros multifractales más estrechos en comparación con el resto de 
emplazamientos. Este hecho confirma que aquellas áreas sin contaminantes químicos 
implicados en la destrucción de ozono muestran un comportamiento de escala de ozono 
mucho más homogéneo a lo largo del año y, en consecuencia, la organización de los 
valores de ozono a lo largo de las diferentes escalas temporales de estudio son 
independientes de las condiciones meteorológicas en cada una de los meses del año. 
Obsérvese como este hecho es constatable al representar conjuntamente los espectros 
correspondientes a cada uno de los meses de estudio en El Arenosillo (Figura 6.13).   
 
Por otra parte, otra de las circunstancias que pasan desapercibidas en el análisis estadístico y 
que pone de relieve la descripción de los espectros multifractales es la que se deduce de la 
acumulación de puntos en los extremos de las ramas de los espectros. Esta acumulación de 
puntos en los valores próximos a f(αmin) y f(αmax) se relaciona con la ocurrencia de valores 
extremadamente altos y bajos en las series temporales, respectivamente. En las Figuras 
6.12b y 6.12d se aprecia una destacable acumulación de puntos al final de la rama derecha 
de los espectros de Huelva, Moguer y La Rábida, no así en El Arenosillo. En estadística, un 
procedimiento sencillo y visual para la detección en una distribución de valores extremos 
alejados del valor medio es la representación de los diagramas de cajas. Esta representación  























permite observar visualmente los denominados “valores atípicos”, los cuales se desvían del 
valor medio en un determinado porcentaje. Si los espectros multifractales han detectado la 
presencia de valores extremadamente bajos en Abril y Octubre será de esperar que, a priori, 
la representación de los diagramas de cajas de estas distribuciones muestre valores atípicos. 
Para tal fin se procede a la representación de dichos diagramas en la Figura 6.14. 
 
Figura 6.14 – Diagramas de cajas de las series temporales de concentración de ozono en el área 































Como puede apreciarse, la presencia de valores extremadamente bajos de concentración de 
ozono (valores atípicos) se producen exclusivamente en los meses de Abril y Octubre. Sin 
embargo, al contrario de lo que cabría esperar, la presencia de valores atípicos no se localiza 
en todas los emplazamientos en los que los espectros multifractales nos indicaban. En el 
mes de Octubre no aparecen valores atípicos en Huelva y La Rábida. Este hecho parece 
estar en aparente disonancia con la constatación de valores extremadamente bajos en todos 
los emplazamientos de medición cercanos a la capital, como mostraba la acumulación de 
puntos cercanos a los valores de f(αmax
 
).         
La explicación a esta aparente incongruencia reside en que los diagramas de cajas muestran 
la presencia de valores atípicos en la serie temporal sin considerar la periodicidad de 
ocurrencia de los mismos. Por el contrario, el espectro multifractal tiene la particularidad de 
que sus parámetros son independientes de la escala temporal utilizada, por lo que la 
acumulación de puntos se evidencia sólo si este proceso es repetitivo en el tiempo y 
reproducible para todas las escalas temporales de análisis.  
 
Por tanto, podemos afirmar que aquellos emplazamientos que muestran simultáneamente 
valores atípicos en el diagrama de cajas y una acumulación de valores en el extremo de la 
rama derecha del espectro multifractal, poseen valores extremadamente bajos de 
concentración de ozono que se distribuyen a lo largo de la serie temporal de manera 
reproducible a diferentes escalas temporales. Tal es el caso de las series temporales de 
Huelva, Moguer y La Rábida en el mes de Abril. Por contra, la ausencia de acumulación de 
puntos al final de la rama derecha en el espectro de El Arenosillo combinado con la 
presencia de valores atípicos en el diagrama de cajas para el mes de Abril, sugiere que los 
valores de concentración de ozono extremadamente bajos en El Arenosillo son 




6.1.3 Análisis multifractal de datos de ozono sometidos a un proceso de barajado 
 
Como se ha puesto de relieve, el análisis multifractal ofrece una detallada descripción del 
comportamiento de las series temporales de ozono a través de diferentes escalas. Por su 
parte, la estadística descriptiva sólo proporciona resultados relacionados con los propios 
valores, obviando la memoria y distribución de éstos dentro de la serie temporal. Por el 
contrario, en el análisis multifractal los valores que componen las series son tan 
importantes como la propia organización de estos datos a lo largo de la misma. Esto se 
debe a que el análisis multifractal se centra en la correlación y la estructura de los datos con 
la ventaja adicional de que los resultados obtenidos son independientes de la escala para 
este rango concreto de análisis. Por ello, con el objetivo de profundizar en el conocimiento 
de las series temporales de ozono se procede a llevar a cabo, una vez más, el procedimiento 
de análisis multifractal cuando la organización de la serie se ve afectada mediante un 
proceso controlado consistente en el barajado aleatorio de los datos. El procedimiento de 
barajado se llevó a cabo con la serie temporal de Moguer correspondiente al mes de Abril.  
 
El barajado consistió en la elección de un número determinado de datos a los que se les 
sometía a cada uno de ellos a 25 intercambios de posición por parejas. Con este método se 
obtuvieron seis series temporales “alteadas”. La primera de las series se obtuvo 
seleccionando el 10% de los valores más altos de la serie como susceptibles de barajado, 
permaneciendo inalterados el 90% restante. Para la segunda de las series se seleccionaron el 
25% de los datos de concentración más altos y para la tercera el 50%. Posteriormente, el 




mismo procedimiento y porcentajes fueron aplicados a los valores más bajos de la serie 
para obtener las otras tres series temporales. El resultado final son seis nuevas series 
temporales a las que se les han sometido a un barajado con diferentes grados de intensidad, 
controlando qué grupo de valores alteran su posición y cuales permanecen inmóviles. La 
aleatoriedad del proceso se aseguró partiendo de una semilla aleatoria a partir de la cual se 
generaba todo el proceso de barajado mediante una programación realizada para tal fin. 
 
En un barajado aleatorio, los parámetros estadísticos y su distribución de frecuencias 
permanecen intactos, y sólo la estructura temporal de la distribución de los datos se ve 
modificada (Kravchenko et al. 1999), permitiéndonos observar los cambios que se aprecian 
en el espectro multifractal al producirse cambios en el orden de los valores con distintos 
grados de intensidad.   
 
 
Tabla 6.3 – Procedimientos de barajado aleatorio de los datos para la obtención de nuevas series 
temporales a partir de los datos de concentración de ozono en Moguer. (Abril 2011). 
 
 % de valores Valores afectados 
Serie temporal 1 10 Máximos 
Serie temporal 2 25 Máximos 
Serie temporal 3 50 Máximos 
Serie temporal 4 10 Mínimos 
Serie temporal 5 25 Mínimos 
Serie temporal 6 50 Mínimos 
 
 
Estas seis nuevas series temporales poseen la particularidad de estar caracterizadas por los 
mismos parámetros estadísticos que la serie original de las que proceden. Asimismo, el 
histograma de la serie original es idéntico para cada una de las series barajadas (ver Fig. 6.5). 
Este hecho tan obvio no debe hacernos perder la perspectiva de que las series temporales 
obtenidas son, en realidad, diferentes entre sí, así como distintas a la serie original, puesto 
que los valores se encuentran distribuidos en distinto orden dentro de la serie.  
 
En la Figura 6.15 se representan las series temporales obtenidas tras el proceso de barajado. 
Como puede apreciarse, conforme aumenta el porcentaje de valores barajados el parecido 
con la serie original va decreciendo. Cuando el proceso de barajado afecta al 50% de los 
datos se aprecia una redistribución de los valores tal que conlleva una homogenización de 
los mismos a lo largo del tiempo, desapareciendo periodos puntuales de altas o bajas 
concentraciones.     
 
En la Figura 6.16 se muestran las funciones de autocorrelación para estas siete series 
temporales.  Al producirse cambios en el orden de los valores la función de autocorrelación 
puede verse afectada. Sin embargo, los cambios en su representación gráfica son mínimos, 
y prácticamente imperceptibles. La causa estriba en el procedimiento efectuado para llevar 
a cabo el barajado, en el que los valores se intercambiaban por pares, de modo que lo que 










Figura 6.15 – Series temporales de concentración de ozono en Moguer sometidas a distintos 






























Figura 6.16 – Funciones de autocorrelación de las concentraciones de ozono en Moguer, 
























El comportamiento de escala de estas series temporales también ha sido analizado 
utilizando los mismos términos e intervalos temporales que en el procedimiento de análisis 
multifractal simple del apartado anterior, mostrándose los resultados de las mismas en la 
Figura 6.17. El logaritmo de la función de partición frente al logaritmo de la resolución 
temporal se ajustaba a una recta de regresión con un coeficiente de regresión superior a 
0,95 para cada unos de los momentos q considerados para las siete series temporales.   
 
Figura 6.17 – Función del exponente de masa y espectro multifractal de las series temporales de 




























Como puede apreciarse en la gráfica de la función del exponente de masa correspondiente 
al barajado de los valores bajos de ozono (Fig. 6.17c), la reorganización de éstos valores 
afecta notablemente al comportamiento de escala de la serie temporal. Las ramas de la 
función de τ(q) situadas a la izquierda del valor del momento q=0 ven severamente 
afectadas su pendiente conforme aumenta el porcentaje de valores afectados por el proceso 
de barajado. Las pendientes se van reduciendo hasta aproximarse a la unidad (caso 
monofractal). Esta aproximación paulatina al caso monofractal indica que la organización 
de los valores bajos de la serie, en comparación con los valores más altos, determinada 
principalmente las propiedades multifractales de las series temporales de ozono.  
 
Asimismo, si nos centramos en el espectro multifractal (Fig. 6.17d) las ramas derechas del 
mismo se van acortando conforme aumenta la severidad del proceso de barajado indicando 
que se produce una pérdida de heterogeneidad en la distribución a diferentes escalas 
temporales de los valores más bajos. En el extremo de someter a la serie a un barajado del 
50% de los valores más bajos la homogeneidad de estos valores en la serie llega a superar a 
la de los valores altos, hecho que se deduce del cambio de tendencia en la asimetría del 





espectro. Por otra parte, cuando son los valores más altos los que se someten al proceso de 
barajado son las ramas izquierdas del espectro multifractal las que se acortan (Fig. 6.17b).  
 
En consecuencia, conforme aumenta el grado de severidad del barajado se produce un 
descenso en la heterogeneidad de la distribución de los valores altos, aunque en un grado 








6.2   Caracterización de la relación entre los precursores químicos y el ozono  
 
6.2.1 Descripción del comportamiento estacional del ozono en la ciudad de 
Córdoba 
 
Para el desarrollo del siguiente apartado descriptivo fueron seleccionadas las mediciones 
cada diez minutos de ozono en Lepanto (Córdoba), utilizándose para ello el intervalo 
comprendido entre los años 2006 a 2011. Las características de este emplazamiento han 
sido ampliamente detalladas en el epígrafe 4.2.4.b de este documento. Como puede 
apreciarse en la Tabla 6.4, los valores medios de ozono alcanzan su valor medio más 
elevado en el mes de Julio, seguido de Abril, Octubre y Enero. Del mismo modo, los 
valores máximos siguen ese mismo orden. Los valores mínimos, por su parte, coinciden 
con el valor umbral de medición de los equipos utilizados (2 μg m-3
 
) y se registran en todos 
los meses considerados. Como consecuencia de esto, esperable una mayor dispersión de 
valores en el mes de Julio debido a la mayor amplitud del rango de valores. Por similitud, 
en el mes de Enero cabría esperarse el menor valor de desviación típica. 
Tabla 6.4 – Estadísticos descriptivos básicos sobre la concentración de ozono en las estaciones de 
Lepanto, Córdoba. 2006-2011. 
 N Datos Media Máximo Mínimo Desv. Típica CV Asimetría Curtosis 
  (%) µg m µg m
-3 µg m-3 µg m-3  -3   
Enero 3345 90 24,71 86 2 21,121 0,855 0,670 -0,779 
Abril 3112 86 62,37 148 2 30,220 0,485 -0,086 -0,692 
Julio 3179 85 77,47 168 2 33,049 0,427 -0,111 -0,603 
Octubre 3531 95 42,06 125 2 28,085 0,668 0,373 -0,714 
 
 
La mayor dispersión de valores está relacionada con la temperatura y la radicación solar, 
por lo que el orden según la desviación típica es Julio, Abril, Octubre y Enero. Sin 
embargo, si nos centramos en el Coeficiente de Variación (CV) podemos comparar entre 
meses. La mayor dispersión en relación a la media se obtiene en Enero, seguido de 
Octubre, Abril y Julio. Esta circunstancia se debe a que en los meses más calurosos los 
valores muestran una menor oscilación respecto a su media.  
 
El coeficiente de asimetría nos muestra que en los meses fríos, especialmente en Enero, los 
valores de concentración de ozono se muestran sesgados hacia la izquierda, lo que indica 
que la mayoría de los valores son bajos y se encuentran en torno a la media, mientras que 
los valores altos se encuentran dispersos. En Abril y Julio la distribución, aunque negativa, 
se aproxima a cero, lo que indica que los valores se distribuyen casi homogéneamente y con 
la misma dispersión a ambos lados de la media, aunque prevalece cierta acumulación de 
valores altos. El coeficiente de curtosis indica que todas las distribuciones siguen una 
distribución platicúrtica, más acusada en Enero.       
  
En la Figura 6.18 se representa la comparación estacional de la evolución diaria de las 
concentraciones medias horarias en la estación céntrica de Córdoba (Lepanto). Como 
puede observarse, el comportamiento del ozono exhibe una evolución cíclica diaria 
asociada a la radiación solar, con un marcado carácter estacional. La evolución cíclica ha 
sido ampliamente detallada en trabajos previos sobre el ozono troposférico en ciudades y 
se asocia a la radiación solar y a las emisiones antropogénicas (e.g. Leighton 1961). De este 





modo, la concentración de ozono asciende conforme la radiación se hace más intensa, 
alcanzándose un valor máximo entre las 15:00 y las 20:00 horas, según la época del año. 
Antes del anochecer la concentración comienza a decaer hasta que permanece más o 
menos estable a lo largo de la noche y la madrugada, debido a la estabilidad que predomina 
como consecuencia de la inversión térmica nocturna. A primera hora de la mañana (7.00 – 
9.00 horas) se produce un descenso muy acusado en los niveles de ozono, llegando a 
registrarse el mínimo diario como consecuencia del aumento de las emisiones de NO 
debido al tráfico rodado, que reacciona rápidamente con el ozono. 
 


















Este ciclo diario se ve notablemente matizado en función de la estación del año. Así, 
durante el invierno, la baja radiación solar y temperatura minimizan los ascensos de ozono, 
registrándose los mínimos valores del año. Por el contrario, durante el verano se produce 
un fuerte ascenso de los niveles de ozono troposférico, llegando a sobrepasarse los 100 μg 
m-3
 
 durante la tarde.  
Obsérvese, además, como las máximas de ozono durante la tarde se producen antes y se 
prolongan durante más tiempo en los meses de Julio y Abril, frente a Octubre y Enero, en 
los que el valor máximo se alcanza de manera más puntual. Asimismo, la destrucción de 
ozono durante la noche es mucho más acusada en los meses más calurosos como 
consecuencia de la elevada concentración alcanzada durante las horas previas. A primera 
hora de la mañana el descenso en los niveles de ozono es también más acusado en los 
meses calurosos frente a los meses fríos.  
 
Con el objetivo de establecer posibles diferencias en cuanto a la distribución de los valores 
horarios se representa a continuación los diagramas de cajas para la estación de Lepanto 
(ver Figura 6.19). Como se había anticipado cuando se estudió el coeficiente de asimetría, 
en el mes de Enero los cuartiles tercero y cuarto muestran una mayor dispersión, llegando 
al extremo de localizarse ciertos valores atípicos muy elevados. Estos valores se concentran 
a primeras horas de la mañana. En el mes de Julio los valores más altos de ozono se 
prolongan desde las 14.00 hasta las 20.00 horas mostrando una mayor dispersión en los 
valores bajos de ozono. El mes de Abril es bastante similar a Julio, aunque no se alcanzan 
valores tan altos durante la tarde, mientras que durante la noche los valores suelen ser algo 
más bajos. El mes de Octubre es una transición entre Abril y Enero.  




Figura 6.19 – Diagrama de cajas para el estudio estacional de las concentraciones de ozono en 























































6.2.2 Análisis estadístico de la influencia del dióxido de nitrógeno sobre el ozono 
troposférico  
 
La estación de medición de la calidad del aire de Lepanto registra, además de las 
preceptivas mediciones de ozono, las concentraciones de varios contaminantes primarios 
en intervalos de diez minutos, como son el dióxido de nitrógeno (NO2), el dióxido de 
azufre (SO2), el monóxido de carbono (CO) y las partículas en suspensión (PM10
 
).  
De estos contaminantes, ha sido seleccionado en este estudio el NO2, debido a su 
implicación directa en los procesos de formación y destrucción de ozono, tal y como se 
puso de relieve en el capítulo 3 de este documento. Los datos utilizados fueron registrados 
cada diez minutos en el intervalo 2006-2011. Como bien es sabido, a consecuencia de la 
intervención del NO2 en la reacción de formación de ozono, y a su vez, de la participación 
del ozono en la formación de NO2
 
, entre ambas variables existe una relación inversa (e.g. 
Graedel y Crutzen 1993), de modo que cuanto más altas son las concentraciones en el aire 
de un compuesto, más bajas son las del otro. 
Por este motivo, y según la Tabla 6.5, las concentraciones medias más elevadas de NO2
 
 se 
registran en el mes de Enero, mientras que las más bajas se producen en Julio y Abril.  
 
Tabla 6.5 – Estadísticos descriptivos básicos sobre la concentración de NO2
 
 en la estación de 







El coeficiente de asimetría es bastante positivo, lo que indica que los datos más bajos NO2 
 
se concentran en torno a la media y existe una elevada dispersión de valores altos. El 
coeficiente de curtosis también es muy elevado, lo que se relaciona con una forma 
leptocúrtica en la distribución de los valores, que indica que los valores cercanos a la media 
se producen con bastante frecuencia. El valor de curtosis es especialmente alto en el mes de 
Julio.  
Si se representan los diagramas de dispersión entre ambas variables para cada uno de los 
meses de estudio (ver Fig. 6.20), puede observarse con bastante evidencia como ambas 
variables se encuentran inversamente correlacionadas. Obsérvese como en los meses de 
Abril y Julio se evidencia una relación inversa más evidente. 
 
Figura 6.20 – Diagrama de dispersión de concentraciones de O3 frente a NO2
 
 en las estaciones de 











6.2.3 Evaluación de la influencia del dióxido de nitrógeno sobre el ozono usando 
el análisis multifractal conjunto. 
 
This is based on the paper (Anejo 1):  
Exploring the relationship between nitrogen dioxide and ground-level ozone by applying the joint 
multifractal analysis (2010). Environmental Monitoring and Assessment 167, 676-684. 
 
Como se ha comentado con anterioridad, existe una relación inversa entre las 
concentraciones de ozono y dióxido de nitrógeno, lo cual puede ponerse de relieve 
mediante el análisis estadístico bivariante. Las relaciones que de ellas se pueden deducir se 
encuentran limitadas por la escala de medida que se está utilizando. A continuación, se 
propone el análisis multifractal conjunto para detectar las relaciones entre ambas variables a 
diferentes escalas temporales, evitando la limitación anteriormente comentada. 
 
Los datos de concentración de ozono y dióxido de nitrógeno registrados cada diez minutos 
han sido considerados para los meses de Enero, Abril, Julio y Octubre en la estación de 
medición de la calidad del aire ubicada en Lepanto (Córdoba) en el año 2007. Esta estación 
urbana orientada al tráfico forma parte de la Red de Vigilancia y Control de la Calidad del 
Aire de Andalucía gestionada por la Consejería de Medio Ambiente. La altitud de Córdoba 
es de 117 m y sus características climáticas pueden ser definidas como las de un clima 
mediterráneo con cierta influencia continental. La media mensual de la temperatura y la 
humedad relativa durante este periodo fue de 8ºC y 80% (Enero); 15ºC y 72% (Abril); 28ºC 
y 37% (Julio); 18ºC y 64% (Octubre), respectivamente. La metodología empleada en este 
capítulo se encuentra ampliamente detallada en el epígrafe 5.2 de este documento. Las 
correspondientes medias, coeficientes de variación, asimetría y curtosis, y coeficientes de 
correlación relativas a las series temporales de ozono y dióxido de nitrógeno se recogen en 
la Tabla 6.6, mientras que las series temporales se muestran en las Figuras 6.21 y 6.22. 
 
Tabla 6.6 - Resultados obtenidos a partir del análisis estadístico de las series temporales de ozono y 
dióxido de nitrógeno. Lepanto, Córdoba. 2007.  
 
 
El comportamiento estacional del ozono es muy similar al descrito por Adame et al. (2008) 
en Sevilla (37.23ºN 5.59ºO), ciudad que dista unos 100 km de Córdoba en dirección 
suroeste. Siguiendo a estos autores, las condiciones en otoño e invierno no son favorables 
para la formación de ozono porque las temperaturas son las menores de todo el año y la 
humedad relativa aumenta considerablemente. Las condiciones atmosféricas son 
progresivamente más propicias para la formación fotoquímica de ozono desde finales de 
Enero. A finales del invierno comienzan a aumentar las horas de sol, la radiación solar y la 
temperatura, y como consecuencia, los procesos de mezcla en la atmósfera se vuelven más 
intensos. Los niveles medios de ozono aumentan paulatinamente durante el primer 
semestre del año. En verano, cuando las condiciones para la formación de ozono son 
Meses 
Media                
(µg m-3) 





Curtosis Coeficiente de 
Correlación O3 NO2 O3 NO2 O3 NO2 O NO3 2 
Enero 22,36 35,94 0,783 0,456 1,298 0,537 0,484 0,066 -0,516 
Abril 59,41 24,41 0,483 0,573 -0,021 1,418 -0,864 2,097 -0,634 
Julio 73,42 23,09 0,459 0,862 -0,119 1,771 -0,699 2,982 -0,625 
Octubre 42,99 19,72 0,690 0,746 0,354 1,479 -1,029 2,425 -0,585 





óptimas, se registran los niveles más altos de este contaminante. Desde finales de verano la 
tendencia se invierte y se produce un paulatino descenso en la formación de ozono debido 
a la reducción de la temperatura y la radiación solar.     
 












































Si nos centramos en la descripción de los patrones diarios, durante la noche las 
concentraciones de ozono descienden principalmente debido a los depósitos secos (e.g. 
Garland and Derwent, 1979) y la destrucción química de ozono al reaccionar con el oxido 
de nitrógeno (NO) residual del día anterior. Durante el invierno y el otoño, las 




concentraciones nocturnas de ozono permanecen constantes debido a la estabilidad 
atmosférica; pero en primavera, y especialmente en verano, se producen descensos muy 
acusados durante la noche, de acuerdo con Adame et al. 2008. El óxido de nitrógeno es 
emitido principalmente por los vehículos a primera hora de la mañana, coincidiendo con el 
comienzo de las actividades humanas. Durante este periodo, el ozono residual de la noche 
anterior se destruye al reaccionar con el NO, dando como resultado NO2
 
.  
Una vez alcanzada la mínima concentración de ozono (7.00–9.00 h), la reacción se invierte 
y comienza a aumentar la concentración de ozono, a consecuencia de que el ratio 
[NO2
 
]/[NO] es muy elevado. Además, debido a la formación de una capa de mezcla, se 
crean las condiciones óptimas para la actuación de los mecanismos fotoquímicos de 
producción de ozono. Por tanto, las concentraciones de este gas aumentan a lo largo de la 
mañana hasta alcanzar su máximo entre las 16:00–17:00 h en los meses fríos y las 12:00–
18:00 h en los meses cálidos (Adame et al. 2008). Tras alcanzar la máxima concentración de 
ozono durante la tarde, la disminución de la temperatura y la radiación solar, junto con una 
reducción de la capa de mezcla gaseosa, provocan un descenso en las concentraciones de 
ozono. Además, coincide con un aumento de las emisiones de NO debidas al tráfico 
rodado como consecuencia de las emisiones de los vehículos al concluir la actividad 
antropogénica. Hasta la llegada de la noche las concentraciones de ozono muestran pocas 
variaciones y se mantienen bastante estables.       
 
Figura 6.23 – Espectros multifractales conjuntos entre ozono y dióxido de nitrógeno obtenidos 


































La Figura 6.23 muestra los espectros multifractales conjuntos obtenidos para los cuatro 
meses analizados. La resolución temporal osciló entre δ = δini = 2 datos (20 minutos) hasta 
δ = 212
 
 datos (40.960 minutos, que equivalen a 28,4 días), mientras que los órdenes 
estadísticos de los momentos oscilaron desde q = −10 hasta q = 10, mediante incrementos 
de 0,5. 
Como puede comprobarse, los espectros multifractales son superficies convexas, 
confirmándose la presencia de una naturaleza fractal en las series temporales analizadas. 
Este hecho pone de manifiesto la influencia del dióxido de nitrógeno sobre el patrón 
estacional del ozono. De acuerdo con la Fig. 6.23, se verifica una similitud en la forma de 
los espectros multifractales correspondientes a los meses de primavera y verano. Una 
comparación similar puede apreciarse en los meses de otoño e invierno.  
 
Según la ya comentada Tabla 6.5, las concentraciones de ambas variables muestran una 
correlación negativa, como consecuencia de la asociación de valores de concentración altos 
y bajos de ozono para valores bajos y altos de dióxido de nitrógeno, respectivamente. Esta 
interrelación inversa también se refleja en la forma de los espectros multifractales conjuntos 
(ver Fig. 6.23). En todos los casos, los espectros muestran una evidente orientación desde 
la región superior izquierda, donde se acumulan los valores bajos de α[NO2] y altos de α[O3] 
(esto es, altas concentraciones de NO2 y bajas de O3), hacia la región inferior derecha, 
correspondiente a altos valores de α[NO2] y bajos de α [O3] (los valores de concentración bajos 
de NO2 se relacionan con valores altos de O3
 
). 
Los espectros multifractales mostrados en las Fig. 6.24, 6.25 y 6.26 fueron obtenidos a 
partir de los espectros multifractales conjuntos, para valores de q [NO2] = 0, 5 y -5, 
respectivamente. El caso de de q[NO2]  = 0 se corresponde con el estudio multifractal de la 
serie temporal de ozono como una única variable. Como puede comprobarse, en la Figura 
6.24, los espectros muestran unas ramas de mayor longitud hacia la derecha del valor 
máximo de f(α[O3]
 
) para todos los meses, indicando que existe una mayor heterogeneidad en 
la distribución de los valores más pequeños de concentración de ozono en estas series 
temporales. Esta heterogeneidad es menor para los meses de otoño e invierno, y 
concretamente en Enero, debido a que la longitud de su rama derecha es bastante más 
corta, en comparación con aquellas obtenidas para el resto de meses.   
















Las ramas izquierdas de los espectros de primavera-verano y otoño-invierno tienden a 
solaparse, confirmando, a su vez, que existe una similitud estacional en el comportamiento 




de los valores altos de concentración de ozono. Sin embargo, la presencia de unas ramas 
izquierdas con una longitud considerablemente menor respecto a las ramas derechas denota 
una menor heterogeneidad en la distribución de los valores altos de la serie. Es 
precisamente en el mes de Julio cuando se evidencia una menor heterogeneidad en la 
distribución de los valores altos de ozono. 
Para q [NO2]  
 
= 5 (ver Fig. 6.25), que se asocia al comportamiento de escala del ozono cuando 
existe una concentración elevada de dióxido de nitrógeno, puede verificarse que los 
espectros para los meses de primavera y verano muestran una clara asimetría con unas 
ramas derechas de mayor longitud.  
Además, puede apreciarse una acumulación de puntos al final de de las ramas derechas de 
los espectros de los meses de Abril y Julio, correspondiéndose con los menores valores de 
f(α[O3]), lo que demuestra el fuerte vínculo entre los valores altos de dióxido de nitrógeno y 
los valores extremadamente bajos de ozono, los cuales se producen con bastante frecuencia 
bajo estas condiciones de elevada concentración de NO2
       
. Los resultados descritos 
previamente están relacionados con los coeficientes de correlación que se muestran en la 
Tabla 6.5, donde se aprecia que los valores más negativos de este coeficiente se obtienen 
para los meses de primavera-verano. 
















Si se centra la atención sobre los espectros multifractales para los meses de Enero y 
Octubre puede observarse que las ramas izquierdas son más largas que las obtenidas para 
los meses de Abril y Julio (Fig 6.25). Esto implica que, a pesar de que las altas 
concentraciones de dióxido de nitrógeno contribuyen principalmente a la heterogeneidad 
en las distribuciones de los valores bajos de concentración de ozono, durante  los meses 
más fríos se promueve una mayor variabilidad en las concentraciones de ozono.  
 
Considerando a continuación la influencia de las concentraciones bajas de NO2, los 
espectros multifractales simples correspondientes a q [NO2]  = -5 se muestran en la Figura 
6.26. En ellas también se aprecia la existencia de valores extremadamente altos de 
concentración de ozono, como puede deducirse de la gran cantidad de puntos localizados 
en los extremos de las ramas izquierdas de estos espectros. Esta circunstancia es mucho 
más evidente en los meses de Enero y Octubre y guarda una relación directa con el valor 
positivo del coeficiente de asimetría en las series temporales mostradas en la Tabla 6.5. Por 
el contrario, la menor acumulación de puntos altos al final de las ramas izquierdas en los 
meses de primavera y verano (Fig. 6.26) se traduce en coeficientes de asimetría próximos a 
cero (Abril) y algo negativo (Julio), de acuerdo con la Tabla 6.5.      






Consecuentemente, los puntos que componen estos espectros muestran una distribución 
mucho más uniforme y la acumulación de puntos al final de las ramas es cualitativamente 
menos importante. Esta situación se relaciona con un menor valor del coeficiente de 
correlación en las estaciones de otoño e invierno (ver Tabla 6.5). Asimismo, este hecho 
también influye en la forma de los espectros multifractales simples de ozono obtenidos 
cuando q [NO2]  
 
= 0. Si consideramos la Fig 6.24 y la Tabla 6.5, se puede comprobar que 
durante los meses de primavera y verano el valor del coeficiente de variación es menor, 
coincidiendo con unos espectros más parecidos entre sí, al ser comparados con los 
espectros de las estaciones de otoño e invierno, estaciones precisamente, que muestran un 
valor más alto del coeficiente de variación.  

















En el caso de valores altos de concentración de dióxido de nitrógeno, q [NO2]  = 5 (Fig. 6.25), 
puede apreciarse que la longitud de las ramas de los espectros, tanto las izquierdas como las 
derechas, son bastante similares en los meses de primavera y verano. Sin embargo, las 
ramas correspondientes al espectro de Enero son notablemente más cortas que las 
obtenidas en el mes de Octubre. Este resultado demuestra que la presencia de valores de 
concentración de ozono alrededor de la media es más relevante en Enero. Los valores del 
coeficiente de curtosis (Tabla 6.5) están de acuerdo con estos resultados. Cuando se 
consideran valores bajos de concentración de dióxido de nitrógeno q [NO2]  
 
= -5 (Fig. 6.26) 
los espectros correspondientes a los meses de otoño e invierno muestran ramas muy 
similares en cuanto a longitud. La situación es completamente diferente en las estaciones de 
primavera y verano, donde las ramas de mayor longitud se corresponden con el espectro de 
Abril. En consecuencia, cuando las condiciones químicas están gobernadas por niveles de 
concentraciones bajas de dióxido de nitrógeno los valores de concentración de ozono se 
disponen con mayor frecuencia alrededor de la media en el mes de Julio. Este resultado 
está vinculado con el menor coeficiente de curtosis mostrado en la Tabla 6.5 para los meses 











6.3 Caracterización de la relación entre variables meteorológicas y el ozono  
 
6.3.1 Análisis estadístico de la influencia de las variables meteorológicas sobre 
el ozono troposférico 
 
En este epígrafe se describen algunas variables meteorológicas relacionadas con las 
dinámicas de ozono troposférico: temperatura del aire, radiación solar y humedad del 
aire. La velocidad y dirección del viento se detallan posteriormente en el epígrafe 6.4. 
 
Las series temporales fueron tomadas en la estación agroclimática de Córdoba en el 
periodo 01/09/2006 – 20/06/2009. Se corresponden con valores medios diarios de 
temperatura, radiación solar y humedad del aire. Todas estas variables muestran una 
fuerte componente estacional, como puede apreciarse en la Figura 6.27. 
 
 



























La temperatura y la radiación solar alcanzan sus valores máximos durante el verano, 
mientras que la humedad del aire desciende en esta época a los mínimos del año. De 
manera inversa, la humedad es máxima durante el otoño y el invierno, coincidiendo 
con los valores más bajos de temperatura y radiación solar.  
 
En la Figura 6.28 se representan los diagramas de dispersión de estas variables frente al 
ozono troposférico. Como puede apreciarse, tanto la temperatura como la radiación 
mantienen una estrecha relación directa con el ozono, mientras que la relación se 
invierte cuando se relaciona con la humedad relativa. En cualquier caso, el valor 
absoluto del coeficiente de correlación lineal de Pearson  superior a 0,7, indicando que 





todas las variables muestran un fuerte grado de correlación lineal con el ozono, siendo 
ésta significativa con un nivel de α < 0,01.  
 
Figura 6.28 – Diagrama de dispersión entre las variables meteorológicas y la concentración de 















6.3.2 Evaluación de la influencia de los agentes meteorológicos sobre el ozono 
usando el análisis multifractal conjunto 
 
Como se ha puesto de manifiesto en el epígrafe anterior, son muchas las variables 
meteorológicas (no referiremos de modo genérico a todas ellas como MET) que inciden 
sobre las concentraciones de ozono. A continuación, nos valdremos del análisis multifractal 
conjunto para profundizar en las relaciones que se establecen entre variables como la 
temperatura (TEMP), la humedad del aire (HUM) y la radiación solar (RAD) sobre el 
ozono troposférico.   
 
Los datos meteorológicos y de concentración de ozono fueron tomados en el periodo 
comprendido entre el 1 de Septiembre de 2006 y el 20 de Junio de 2009, coincidiendo con 
el periodo de análisis del epígrafe anterior. Se tomaron valores medios diarios para cada una 
de las variables, obteniéndose un total de 1024 datos. Los datos de ozono de Córdoba se 
corresponden con los medidos en la estación de Lepanto, mientras que las variables 
meteorológicas consideradas fueron registradas en la estación agroclimática de la ciudad. 
Las series temporales de las variables meteorológicas se encuentran representadas en la 
Figura 6.27.  
 
La Figura 6.29 representa el espectro multifractal conjunto y sus correspondientes 
espectros simples para las tres variables meteorológicas estudiadas frente a la concentración 
diaria de ozono. La resolución temporal oscilaba entre un valor inicial δ ini = 23 datos (8 días) 
hasta un máximo correspondiente a 210 = 1024 datos (≈34 meses), considerando 
momentos estadísticos desde q = 10 y q = -10 en intervalos de 0,5. La única excepción es la 
variable radiación solar, para la que se consideró un intervalo inicial de partida superior (25
 
 
datos correspondientes a 32 días) debido a restricciones en la bondad del ajuste lineal de la 
función de partición conjunta. La radiación solar mantiene sus propiedades de escala en 
relación con el ozono en un rango de intervalos temporales más restrictivo, siendo 
necesaria una resolución temporal mayor para que dichas propiedades se mantengan.  
Puede verificarse que los espectros multifractales conjuntos son superficies convexas que 
confirman la presencia de una naturaleza multifractal que vincula las variables 




meteorológicas analizadas con las concentraciones de ozono troposférico (Fig. 6.29). La 
cota máxima de f(α[MET], α[Ozono]), cuyo valor es 1, se alcanza cuando de manera simultánea 
q [MET] y q [Ozono]
 
 toman el valor cero.  
Los espectros multifractales simples se obtienen a partir de los valores que toma α[Ozono] en 
cada uno de los espectros conjuntos cuando los momentos estadísticos considerados son 
q [MET] = 5, 0 y -5. El caso para q [MET] = 0, que se representa mediante cuadrados, representa 
el espectro multifractal de ozono como una única variable, esto es, cuando no se considera 
la influencia de ninguna variable sobre el ozono. Como consecuencia, todos los espectros 
simples para q [MET]
 
 = 0 poseen la misma forma, independientemente del espectro 
multifractal conjunto del que proceda.  































El espectro multifractal conjunto de la temperatura frente al ozono troposférico (Fig. 
6.29a) muestra una marcada relación directa entre ambas variables. En general, los valores 
más bajos de de α[TEM] y α[O3] aparecen muy interrelacionados, como puede apreciarse en la 
forma puntiaguda que toma la parte inferior izquierda del espectro. Esto implica que de 





forma muy específica, los valores muy elevados de temperatura se relacionan con los 
valores muy elevados de ozono. En esta misma línea, los valores más altos de α[TEM] se 
relacionan con los valores altos de α[O3]
 
, implicando que desde el punto de vista del análisis 
de escalas temporales los valores bajos de temperatura se relacionan con los valores bajos 
de ozono, aunque esta relación está sujeta a una mayor variabilidad de valores frente a la 
relación entre los valores altos anteriormente mencionada. 
La superficie del espectro es más ancha para valores intermedios de α[TEM], 
 
implicando que 
la mayor variabilidad de valores de ozono se experimenta cuando las temperaturas toman 
valores medios, mientras que se reduce si la temperatura aumenta o desciendo 
ostensiblemente. 
La Figura 6.30 representa mediante cuadrados el espectro multifractal simple del ozono 
cuando no se considera la influencia de la temperatura, y que, como ya se comentó 
anteriormente, representa el espectro del ozono en el caso de realizar un análisis 
multifractal simple. Una de las principales ventajas de dicha Figura es la posibilidad de 
establecer una comparación entre el comportamiento de escala del ozono cuando no se 
considera la influencia de la temperatura (q [MET] = 0) y cuando, al considerarse ésta, 
prevalecen los valores altos (q [MET] = 5) o bajos (q [MET]
 
 = -5). 
Figura 6.30 – Espectro multifractal siempre para los valores de q [TEM]
 





















Ambas ramas derechas de los espectros correspondientes a q [MET] = 5 y -5 están solapadas, 
significando que el comportamiento de escala de los valores bajos de ozono son 
independientes de los valores que tome la temperatura. Sin embargo, sí que existen 
diferencias si nos centramos en la distribución de los valores altos de ozono en ambos 
casos (ramas izquierdas). Como puede observarse, la forma del espectro correspondiente a 
q [MET] = 5 (condiciones en verano) es bastante similar al de q [MET] = 0, mientras que el 
espectro para q [MET] = -5 (invierno) carece de rama izquierda. Ello significa que el 
comportamiento de escala de las concentraciones altas de ozono se ve altamente afectado 
por los niveles de temperatura. Las temperaturas más bajas son las que ejercen una mayor 




influencia sobre la variabilidad de escala del ozono, reduciéndose la heterogeneidad de los 
valores altos de ozono.   
 
• Radiación solar 
 
El espectro multifractal conjunto de la radiación solar frente al ozono troposférico es muy 
estrecho, lo muestra una estrecha relación directa entre ambas variables (Fig. 6.29b). La 
relación de ambas variables a distintas escalas temporales es muy fuerte, siendo 
especialmente sólida entre los niveles bajos de α[RAD] y α[O3]
 
, donde los valores muy altos de 
insolación se relacionan con concentraciones muy elevadas de ozono. 
En la Figura 6.28 se mostraban los valores del coeficiente de correlación entre la 
temperatura y la radiación solar frente al ozono. Asimismo, los diagramas de dispersión 
mostraban una relación muy parecida. Como puede observarse, los valores son bastante 
similares, sin embargo, el modo en el que las variables se relacionan a través de distintas 
escalas temporales es bastante diferente. Por tanto, aunque el análisis estadístico 
proporciona resultados muy similares, el análisis multifractal permite discernir ciertas 
diferencias que no son evidentes utilizando otras herramientas que obvian las relaciones de 
escala entre las variables.  
 
Como consecuencia de la forma tan estrecha que adopta el espectro multifractal conjunto, 
los espectros simples que se deducen de él para los valores de q[RAD]
 
 = 0, 5 y -5 se solapan 
entre sí (Fig. 6.31).  
Figura 6.31 – Espectro multifractal siempre para los valores de q [RAD]
 





















Esta similitud en la forma de los espectros indica que, debido a la relación directa que existe 
entre ambas variables, los niveles de radiación solar no afectan al comportamiento de escala 









• Humedad del aire 
 
Como puede observarse, desde un punto de análisis de escalas, la humedad del aire se 
relaciona inversamente con la concentración de ozono (al igual que sucedía con el 
coeficiente de correlación de Pearson, ver Fig. 6.28). El espectro multifractal conjunto 
representado en la Figura 6.29c muestra una forma triangular con una tendencia inversa 
desde los valores altos de humedad del aire y bajos de ozono con valores bajos de humedad 
y altas concentraciones de ozono.  
 
Como puede observarse, los valores bajos de α[HUM] están relacionados con una amplia 
variedad de valores de α[O3]
 
, indicando que cuando la humedad del aire es alta los valores de 
concentración de ozono muestran una elevada heterogeneidad en su distribución, oscilando 
entre valores de concentración de ozono medios hasta valores muy bajos. Conforme nos 
desplazamos hacia la parte derecha del espectro, los valores de concentración de ozono van 
aumentando al mismo tiempo que disminuyen los valores de humedad del aire. En el 
extremo puede comprobarse como los niveles muy bajos de humedad del aire se 
corresponden exclusivamente con concentraciones muy altas de ozono troposférico.   
Por otra parte, analizando los espectros multifractales simples puede comprobarse como el 
comportamiento de escala de los valores bajos de ozono es muy similar para los casos 
q [HUM] = 0, 5 y -5 estudiados (las ramas derechas se encuentran solapadas). Esto indica que 
el comportamiento de escala de los valores bajos de ozono es independiente de las 
condiciones de humedad del aire (ver Fig. 6.32). Las diferencias se observan en las ramas 
izquierdas. Para q [HUM] = 5 se exhibe una acumulación de puntos al final de una rama 
izquierda muy corta lo cual se relaciona con una escasa heterogeneidad en la distribución de 
valores altos de ozono cuando la humedad del aire es muy elevada. Por el contrario, cuando 
se considera q [HUM]
 
 = -5 aparece una elevada heterogeneidad en las concentraciones altas de 
ozono.   
 
Figura 6.32 – Espectro multifractal siempre para los valores de q [HUM]
 



























6.3.3 Evaluación de la influencia de la dirección del viento sobre la temperatura 
usando el análisis multifractal conjunto 
 
This is based on the paper (Anejo 2): 
Joint multifractal description of the relationship between wind patterns and land 
surface air temperature (2011). Atmospheric Research 99 366-376. 
 
Como se mostrará en el siguiente apartado, el régimen de vientos en el Valle del 
Guadalquivir muestra un marcado patrón estacional, en el que los vientos procedentes del 
SO son cálidos y predominantes en verano, mientras que los fríos soplan desde el NE 
fundamentalmente durante el invierno. Por tanto, con el objeto de profundizar en las 
relaciones entre la dirección del viento [WD] y la temperatura [SAT], como consecuencia 
de la alta estacionalidad que ambas variables implicadas en las dinámicas del ozono 
presentan, se procede a efectuar un análisis multifractal conjunto entre ambas variables.  
 
Conceptualmente, la temperatura del aire a nivel de superficie (1,25 – 2 m) es consecuencia 
de un balance de energía local entre la radiación sola solar incidente y los flujos de calor 
sensible, latente y de onda larga (e.g. Hughes et al. 2007). Sin embargo, la existencia de 
patrones estacionales de viento cálidos y fríos afectan a la temperatura modificando este 
balance (Jonsson y Holmquist 1995; Conil y Hall 2006). Como resultado, todos los 
fenómenos influenciados por la temperatura superficial del aire, como los procesos de 
formación de contaminantes atmosféricos se ven alterados (Sillman 1999). Por esta razón, 
es interesante completar la información existente sobre la influencia de la circulación del 
viento sobre la temperatura aplicando el análisis multifractal conjunto. 
 
Los datos diarios de dirección del viento y temperatura fueron tomados en la ciudad de 
Córdoba entre los años 2001 a 2008 (Estación de Agroclimática). Ambas series temporales 
consisten en 2922 datos.      
 
Las rosas de los vientos obtenidas en Córdoba se muestran en las Figuras 6.33 a 6.36. 
Durante el periodo invernal (Diciembre-Febrero) los vientos fríos usualmente proceden del 
NE (primer cuadrante), con preponderancia de su origen sinóptico como consecuencia del 
desplazamiento de grandes masas de aire desde el norte de Europa.  
 
En primavera (Marzo-Mayo) y otoño (Septiembre-Noviembre) existe un escenario 
meteorológico caracterizado tanto por escalas sinóptocas y locales, soplando los vientos 
desde el NE (fundamentalmente durante el otoño) y del SO (principalmente en primavera), 
que se corresponden con el primer y tercer cuadrante, respectivamente, a través del eje que 
forma el Valle del Guadalquivir.  
 
En verano (Junio-Agosto) los vientos cálidos procedentes del Atlántico (SO) son muy 
frecuentes y se introducen a través del Valle del Guadalquivir hacia el interior. Estos meses 
se corresponden con una alta radiación solar, condiciones anticiclónicas y cielos 
despejados, provocando un aumento de la temperatura. Si se considera la velocidad del 
viento, existe una tendencia al alza de sus valores medios en primavera y verano, aunque 
una mayor heterogeneidad caracteriza al otoño y al invierno, con velocidades que oscilan 
entre los 0,5 y los 5  ms-1
 
      
La distribución encontrada para la temperatura del aire puede apreciarse en los diagramas 
de cajas de las gráficas mostradas en la Figura 6.37.  
 















































Figura 6.37 – Diagrama de cajas para las series temporales de temperatura superficial del aire 








En estos gráficos, la parte superior e inferior representan los valores extremos, mientras 
que la caja central queda definida por los cuartiles segundo y tercero, siendo la línea 
horizontal intermedia el valor de la mediana. Como puede observarse, los valores más altos 
de temperatura se alcanzan en primavera, aunque más concretamente en verano, cuando 
los valores medios diarios alcanzan los 30-35 oC. Los valores más bajos de temperatura se 
corresponden con los meses de otoño e invierno, con mínimas oscilando entre los 0 y los 5 
o
La Figura 6.38 muestra el espectro multifractal conjunto obtenido para las series 
temporales analizadas, considerando momentos estadísticos desde q = -10 hasta q = 10, 
testeados mediante incrementos de 0,5. Se puede verificar que el espectro multifractal 
conjunto es una superficie convexa confirmando la presencia de una naturaleza multifractal 
entre las variables aquí analizadas.  
C. Las estaciones del año que muestran una mayor heterogeneidad para la temperatura son 
los meses de otoño y primavera, que contrasta con la mayor homogeneidad en invierno y 
verano. 























El espectro muestra una clara orientación desde la región superior derecha, donde los 
valores de α[WD] y  α[SAT] se encuentran (vientos fríos del NO y bajas temperaturas) hacia la 
región inferior izquierda, que se corresponde con los valores bajos de α[WD] y  α[SAT]
 
 (esto es, 
vientos cálidos procedentes del SO y altas temperaturas). Este hecho concuerda con el 
coeficiente de correlación positivo r =0,465 encontrado entre ambas variables.  
El espectro multifractal simple mostrado en la Figura 6.39 se obtiene a partir del espectro 
mutifractal conjunto (Fig. 6.38) cuando el momento estadístico correspondiente a la 
dirección del viento toma los valores q [WD] = 0, 5 y -5. El caso de q [WD] = 0 se corresponde 
con el estudio de la temperatura como una única variable. Como puede confirmarse en la 
Figura 6.39, este espectro muestra una rama de mayor longitud hacia la derecha del valor 
máximo de f(α[SAT]) indicando que existe una mayor heterogeneidad en la distribución de los 
valores bajos de temperatura. La contribución a esta mayor heterogeneidad se debe 
principalmente a los valores medidos en otoño y primavera, épocas que mostraban una 
mayor variabilidad (ver Fig. 6.37).    





Figura 6.39 – Espectro multifractal obtenido para q [WD] = 0, cuando la temperatura es considerada 
con una única variable, y q [WD] = 5 y q [WD]
 
 = -5, cuando la influencia de los vientos procedentes del 














Además, se observan pocos puntos al final de la rama derecha del espectro, revelando la 
inexistencia de valores extremadamente bajos de temperatura, los cuales son frecuentes en 
invierno. La rama izquierda del espectro es bastante más corta como consecuencia de una 
menor heterogeneidad en la distribución de los valores altos de temperatura 
(principalmente en verano). Esta heterogeneidad se explica principalmente por los valores 
de temperatura registrados en primavera que muestran una mayor variabilidad que los 
registrados en invierno. Sin embargo, el número de puntos localizados al final de la rama 
izquierda denota una presencia relevante de valores extremadamente altos de temperatura 
en verano.  
 
Para q [WD] = 5 (Fig. 6.39), que se relaciona con el comportamiento de la temperatura 
cuando el viento sopla desde el SO, puede corroborarse que el espectro se parece al 
espectro de temperatura como una única variable (q[WD]
 
 = 0), mostrando una clara asimetría 
con una rama derecha de mayor longitud. Por tanto, los vientos que soplan desde el tercer 
cuadrante (SO) se relacionan con la distribución detectada tanto en los valores de 
temperatura altos como en los bajos. Este hecho concuerda con los regímenes descritos en 
las Figuras 6.33-6.36 que muestran la presencia de vientos procedentes del SO en todas las 
estaciones. Como puede apreciarse existe acumulación de puntos al final de la rama 
izquierda. Estos puntos se relacionan con los valores extremadamente altos  registrados en 
verano. Sin embargo, no hay acumulación de puntos al final de la rama derecha del 
espectro, implicando que los vientos que soplan del SO no influyen significativamente en 
los valores extremadamente bajos de la temperatura.    
Cuando se estudian los efectos de los vientos proceden del NE sobre la temperatura (q [WD] 
= -5), el espectro multifractal obtenido es completamente diferente, especialmente en su 
rama izquierda, por lo que no se asemeja al espectro del caso de q [WD] = 0. La parte 
izquierda del espectro es muy corta y muestra pequeñas variaciones para  f(α[SAT]), 
reflejando que los vientos que soplan del primer cuadrante tienen una menor influencia en 




los valores altos de temperatura. Este hecho concuerda con las Figuras 6.33-6.36 donde la 
presencia de vientos soplando desde el NE no es frecuente ni en primavera ni en verano, 
precisamente aquellas épocas del año con temperaturas más elevadas. Por el contrario, el 
espectro simple obtenido para q [WD] = -5 muestra una rama derecha muy larga, remarcando 
la profunda relación existente entre los vientos procedentes del NE y la variabilidad de 
escala mostrada por los valores bajos de temperatura, combinación que tiene lugar 
preferentemente en los meses de otoño e invierno. Sin embargo, no existe una acumulación 
de puntos al final de la rama derecha, siguiendo la tendencia marcada por la infrecuente 
presencia de valores extremadamente bajos cuando q [WD]
 














6.4 Análisis multifractal conjunto de los patrones de viento. Influencia sobre el 
ozono troposférico 
 
En este epígrafe se utiliza como zona de estudio el área metropolitana de Sevilla debido a 
que es una ciudad muy representativa de las dinámicas del viento en el Valle del 
Guadalquivir y a que, por otra parte, posee un número elevado de estaciones de medición, 
lo que nos va a permitir tener una muestra amplia de lo que acontece en diversos puntos de 
la misma.  
 
El estudio ha sido desarrollado utilizando valores medios diarios de concentración de 
ozono, velocidad y dirección del viento desde el 1 de Enero de 2006 hasta el 10 de Agosto 
de 2011, lo cual se corresponde con un total de 2048 días (211
 
 datos por variable). Los 
valores de concentración de ozono facilitados por la Consejería de Medio Ambiente tienen 
un periodo de diez minutos, por lo que se procedió al cálculo de los valores medios diarios 
mediante el promedio de los 144 datos diez-minutales correspondientes a cada día.  
Para la obtención de datos referentes a la velocidad y dirección del viento existían 
potencialmente tres estaciones de medición susceptibles de ser seleccionadas: La 
Rinconada, Las Torres-Tomejil y Los Molares. De la estación de la Puebla, aunque cercana 
a Sevilla, no se disponía de datos suficientes para el análisis. Finalmente se optó por la 
estación de La Rinconada por dos motivos fundamentales: el primero de ellos debido a la 
mayor disponibilidad de datos y el segundo, por su mayor proximidad a la mayoría de las 
estaciones de medición de ozono. La estación agroclimática de La Rinconada (37º27’29’’N; 
5º55’25’’E) se localiza al noreste de la ciudad, aproximadamente a 10 km. En la Figura 6.40 
se muestra el emplazamiento de estas tres estaciones.  
 

















Fuente: Edición propia a partir de Google Earth. 
 
Con el objeto de comprobar la calidad y consistencia de los datos sobre velocidad y 
dirección del viento obtenidos en La Rinconada, se procedió al cálculo del coeficiente de 
correlación de Pearson respecto a las otras dos estaciones descartadas. Los resultados del 
coeficiente de correlación, todos con un nivel de significación superior al 99%, se muestran 
en la Tabla 6.7.   
 




Tabla 6.7 – Coeficiente de correlación entre los datos de velocidad y dirección del viento en las 








Los resultados muestran que los datos de velocidad y dirección del viento en La Rinconada 
poseen una elevada coherencia con los registrados en las otras dos estaciones. Los valores 
del coeficiente de correlación más alto para ambas variables se producen con la estación de 
Las Torres-Tomejil, lo cual es esperable puesto que es la estación más próxima a La 
Rinconada. La estación de Los Molares, pese a localizarse al sureste del área metropolitana 
de Sevilla, también muestra un alto grado de correlación (superior a 0,7) con La Rinconada. 
Los resultados indican que la velocidad y la dirección del viento son variables que actúan 
sobre todo el área de estudio, y que, por tanto, la elección de La Rinconada puede 
considerarse como representativa del régimen de vientos existente en la zona. Los datos 
medios diarios de velocidad y dirección del viento fueron facilitados por la Consejería de 
Agricultura y Pesca de la Junta de Andalucía.     
 
 
6.4.1 Caracterización de los niveles de ozono en Sevilla 
 
El comportamiento del ozono troposférico en el área metropolitana de Sevilla sigue el 
típico patrón anual ligado al ciclo de radiación solar (ver Fig 6.41). Los valores medios 
mensuales más bajos del año se registran en los meses de invierno. Durante la primavera se 
produce un fuerte ascenso de los valores, que alcanzan los valores más altos del año en los 
meses de Julio y Agosto. A partir del verano se produce un paulatino descenso durante el 
otoño hasta que, de nuevo, se registran los valores mínimos en invierno.    
 
Para realizar una comparación entre las concentraciones de ozono registradas en las 
diferentes estaciones de medición se representa en la Fig 6.42 los valores medios mensuales 
a lo largo del periodo de estudio.    
 
La existencia de este marcado patrón anual no es óbice para que puedan establecerse 
algunas diferencias notables entre las estaciones de monitoreo. En concordancia con la 
caracterización del ozono troposférico realizado por Adame et al. en 2008, los valores más 
altos de concentración de ozono se registran en las estaciones más alejadas de la ciudad 
(Alcalá de Guadaíra y Mairena del Aljarafe). Este hecho se debe a las menores emisiones de 
óxidos de nitrógeno en estas zonas, así como al movimiento del ozono y sus precursores 
desde la ciudad hacia la periferia. Por el contrario, las zonas que muestran menores 
concentraciones de ozono son las estaciones de Los Bermejales y San Jerónimo, localizadas 
en el sur y el norte de la ciudad Sevilla, respectivamente. A pesar de la distancia que las 
separa, ambas estaciones muestran un comportamiento de ozono similar como 
consecuencia de sus respectivos emplazamientos próximos a grandes avenidas en la ciudad 
de Sevilla, así como a la ronda de circunvalación para vehículos (SE-30). Las emisiones de 
óxidos de nitrógeno procedentes de los vehículos actúan descomponiendo el ozono 





meteorológica Los Molares  Torres-Tomejil 
La Rinconada 
Dirección 0,730 0,763 
Velocidad 0,712 0,870 





Figura 6.41 – Valores medios diarios de concentración de ozono en las estaciones del área 























































Durante los meses de otoño e invierno los valores medios horarios registrados en la ciudad 
de Sevilla son muy similares en todas las estaciones, sin embargo, conforme avanzan los 
meses de primavera y, sobre todo, en los meses de verano se acentúan las diferencias. 
Durante el estío la estación en la que se registran las concentraciones más altas dentro de la 
ciudad es Santa Clara, seguida de la estación de Centro y por último San Jerónimo y Los 
Bermejales. Las estaciones periféricas registran durante todo el año valores más altos que 




En la Tabla 6.8 se resumen algunos parámetros estadísticos básicos sobre las series 
temporales de ozono troposférico en las seis estaciones de medición  
 
Tabla 6.8 – Estadísticos descriptivos de las series temporales de ozono en cada una de las 
estaciones del área metropolitana de Sevilla. 2006-2011. 
 
 
Como era de esperar, los valores medios diarios más bajos son los registrados en San 
Jerónimo y en Los Bermejales, mientras que los más altos corresponden a Alcalá de 
Guadaíra y Mairena del Aljarafe. Las estaciones más céntricas de la ciudad (Centro y Santa 
Clara) están caracterizadas por una elevada dispersión de sus valores, como puede 
apreciarse por los valores superiores a 22 que toman sus respectivos coeficientes de 
variación. La distribución de los valores de ozono en las estaciones está caracterizada por 
ausencia de sesgo o ligeramente negativo, como se deduce del valor cercano a cero que 
toma el coeficiente de Asimetría. El valor negativo del coeficiente de curtosis evidencia la 
forma achatada de la distribución de frecuencias.   
 
 
6.4.2 Caracterización de los patrones de viento 
 
El régimen de vientos al que se ve sometida el área metropolitana de Sevilla es 
consecuencia del discurrir de masas de aire procedentes del noreste y del suroeste a través 
del eje que forma el Valle del Guadalquivir. Como puede apreciarse en la Fig. 6.43, los 
vientos predominantes soplan cerca del 80% de los días en esta dirección (SO-NE). Los 
vientos suelen atravesar la ciudad con una velocidad relativamente baja, no siento habitual 
sobrepasar los 3 m s-1
 
.      
Si se establece una comparación estacional, puede apreciarse que durante los meses de 
verano, en prácticamente la totalidad de los días, el viento sopla desde el SO (ver Fig. 6.43). 
Las masas de aire cálidas procedentes del Océano Atlántico se introducen a través del 
Golfo de Cádiz atravesando el Valle del Guadalquivir.  
 
Estación 





µg m µg m-3 µg m-3  -3   
Centro  53.60 3.17 122.05 22.44 -0.019 -0.737 
San Jerónimo 49.65 6.44 115.87 20.87 0.034 -0.737 
Santa Clara 56.43 5.26 134.63 22.92 -0.055 -0.815 
Los Bermejales 50.06 3.32 109.16 21.36 -0.140 -0.843 
Alcalá de Guadaíra 63.34 4.95 124.27 21.68 -0.146 -0.626 
Mairena del 
Aljarafe 63.23 7.50 130.09 21.99 -0.125 -0.671 
























Los procesos locales son los que predominan durante buena parte del tiempo (Adame et 
al., 2008). Según estos autores, durante los días de verano el viento predominante es de 
componente SO, aunque durante la noche la dirección se invierte y se produce un 
movimiento de las masas de aire desde tierra adentro hacia el Océano., siendo los vientos 
nocturnos de componente NE más débiles que los procedentes de las brisas marinas. El 
caso opuesto lo encontramos durante el invierno (Fig. 6.44), en el que la dirección 
predominante es la procedente del primer cuadrante, esto es, NE.  
 
El origen de estos vientos también es diferente, puesto que en esta época del año los 
procesos tienen un origen eminentemente sinóptico. Se trata de grandes masas de aire frío 
que, procedentes de las regiones más septentrionales de Europa, atraviesan la Península 
Ibérica (Adame et al., 2008).  
 
Las estaciones de primavera y verano muestran una combinación de procesos de 
mesoescala y sinópticos, lo que los convierte en épocas de transición. En primavera los 
vientos predominantes proceden del SO, asemejándose a lo que sucede en verano, sin 
embargo, los vientos procedentes del NO predominan en un 20-25 % de los días. Durante 
el otoño el régimen de vientos en muy similar al que se produce en invierno.   
 
Como es bien sabido, la velocidad del viento es una variable muy importante en cuanto a la 
formación y transporte de ozono (e.g. Kalabokas et al. 2000). El movimiento de masas de 
aire a relativamente altas velocidades entremezcla las capas de la atmósfera y facilita las 
reacciones de los precursores de ozono.  
 
Asimismo, el propio ozono se verá desplazado a mayores distancias cuando el viento sopla 
con cierta intensidad. Por el contrario, los vientos en calma producen estabilidad en las 
capas de la atmósfera, así como el estancamiento del ozono. A continuación vamos a 






































En la Figura 6.45 se representan los valores de la velocidad del viento agrupados en 
diagramas de cajas según (a) estación del año y (b) según procedencia del viento. Lo más 
destacable es la presencia de una elevada cantidad de valores atípicos, todos ellos altos. La 
distribución de valores de esta variable muestra un marcado sesgo positivo en el que existe 
una acumulación muy elevada de valores bajos de velocidad del viento alrededor de la 
media, mientras que los valores de velocidad altos se encuentran muy dispersos.  
 
Figura 6.45 – Diagrama de cajas de la velocidad del viento en función (a) de la estación del año y 



















Un análisis más detallado de la Fig. 6.45 será de utilidad para determinar si la influencia que 
puede tener la velocidad del viento sobre las concentraciones de ozono se debe a la 
incidencia exclusiva de ésta o si tras ésta subyacen otras variables meteorológicas 
enmascaradas, como la propia dirección del viento o la radiación solar. Por tanto, es 
importante discernir si la velocidad del viento está asociada a patrones estacional o sus 
valores son independientes de la época del año considerada. Como puede apreciarse en la 
Fig. 6.45a, durante los meses de verano se produce un considerable descenso en la 
velocidad del viento, mientras que en primavera, otoño e invierno las velocidades 
registradas suelen ser similares. Centrándonos en la distribución de la velocidad del viento 
en función de su procedencia (Fig. 6.45b), en las direcciones más características (NE y SO) 
los registros de velocidad son bastante parecidos.  
  
La Figura 6.45a revela que durante los meses de primavera, otoño e invierno la distribución 
de los cuartiles es bastante similar, por lo que se puede afirmar que la velocidad del viento 
es independiente en estas estaciones del año. Sin embargo, en verano se aprecia una notable 
disminución de la velocidad del viento y, por consiguiente, los altos niveles de radiación 
solar y temperaturas favorecen la formación de ozono, viéndose a su vez este fenómeno 
reforzado por la presencia de velocidades del viento relativamente bajas. Asimismo habrá 
de considerarse que una posible asociación entre velocidad del viento baja y alta 
concentración de ozono puede estar enmascarando que esta situación se produce en 
verano, cuando otras variables como la temperatura y la insolación favorecen los niveles 
altos de ozono.  
 
 
6.4.3 Influencia de los patrones de viento sobre el ozono troposférico: análisis 
estadístico 
 
Los diagramas de dispersión representados en la Fig. 6.46 muestran unas formas muy 
similares entre las seis estaciones de medición de ozono.  
 
En general, se esboza una forma triangular que asocia los niveles de velocidad del viento 
relativamente bajos con una amplísima variedad de concentraciones de ozono (10-100 µg 
m-3). Conforme nos vamos desplazando hacia la derecha la velocidad del viento se 
incrementa, y en cada uno de los diagramas de dispersión se aprecia como los niveles de 
ozono comienzan a rondar valores medios de concentración (≈60 µg m-3
 
).  
De esta forma triangular se deduce que en momentos de calma o velocidades del viento 
relativamente bajas, las concentraciones de ozono toman cualquier valor, por lo que en 
estos casos la velocidad del viento no es una variable determinante en los niveles de 
concentración.  
 
Sin embargo, cuando la velocidad del viento es relativamente alta se produce una 
modulación en los niveles de ozono sin que aparezcan concentraciones excesivamente altas 
o bajas. Las velocidades medias y altas del viento (>3 ms-1) actúan concentrando los valores 
de ozono alrededor de niveles medios. Asimismo, los diagramas de dispersión muestran 
que la mayoría de los valores de ozono se concentran en un intervalo de velocidades que 









Figura 6.46 – Diagrama de dispersión entre la velocidad del viento y la concentración de ozono 
































En los diagramas de dispersión se muestran los correspondientes valores del coeficiente de 
correlación de Pearson. En todos los casos se observa una total incorrelación entre ambas 
variables. Este hecho no contradice lo anteriormente expuesto sobre la forma triangular de 
los diagramas, sino que hace hincapié en la ausencia de una relación lineal entre ambas 
variables. A continuación se muestra en la Tabla 6.9 los valores del coeficiente de Pearson 
disgregados por estaciones del año.  
 
Tabla 6.9 – Coeficiente de correlación de Pearson entre la velocidad del viento y la concentración 
de ozono (medias diarias) en el área metropolitana de Sevilla. 2006-2011.  
 
 Concentración media diaria de O3 













Total 0,053 0,091*      0,053** 0,098* 0,105** 0,026 ** 
Primavera      0,058 0,133      0,074 **        0,103 0,102* 0,067 * 
Verano     -0,071      -0,015      -0,101       -0,020 *   -0,118 -0,103** * 
Otoño 0,282 0,348** 0,312** 0,361** 0,336**    0,216** ** 
Invierno 0,543 0,558** 0,564** 0,588** 0,604**    0,473** ** 





La Tabla 6.9 confirma la hipótesis de que bajo determinadas circunstancias la influencia de 
la velocidad del viento sobre la concentración de ozono podría estar supeditada a la acción 
de otras variables más determinantes, tal es el caso de la radiación solar y la temperatura. Es 
por ello que durante las estaciones de primavera y verano ambas variables muestran un 
elevado grado de incorrelación. Conforme las temperaturas se suavizan y disminuyen las 
horas de radiación solar, como sucede durante el otoño, la velocidad del viento comienza a 
mostrar una correlación positiva con el ozono. El invierno es el periodo en el que se 
encuentra el grado de correlación más elevado como consecuencia de las condiciones 
mencionadas con anterioridad. 
 
Conforme se produce un descenso de las temperaturas y una disminución de las horas de 
insolación, las concentraciones de ozono comienzan a verse más afectadas por otras 
variables, como es el caso de la velocidad del viento. Esta acción de la velocidad del viento 
comienza a ser considerable en otoño, alcanzándose en invierno su mayor importancia. La 
relación entre la velocidad del viento y la concentración de ozono durante los meses fríos 
es positiva. Por tanto, a mayor velocidad del viento durante el día, mayor concentración de 
ozono se registrará.  
 
En la Figura 6.47, y a modo de ejemplo representativo, se muestran los diagramas de 
dispersión de la velocidad del viento frente a la concentración de ozono en la estación de 
Centro, subdivididos por estaciones del año. 
 
Figura 6.47– Diagramas de dispersión de velocidad del viento frente a concentración de ozono 
























Esta Figura es esclarecedora sobre las cuestiones planteadas. Como puede observarse, la 
velocidad del viento ejerce influencia sobre la concentración de ozono troposférico, aunque 
ésta depende de la época del año, esto es, de las condiciones atmosféricas imperantes en 
cada momento. Así, en los meses fríos (otoño e invierno), la velocidad del viento muestra 




una relación positiva, en la que el movimiento de las masas de aire superficiales fomenta la 
producción de ozono cuando la velocidad es elevada. En primavera esta tendencia se ha 
perdido por completo, y la velocidad del viento se comporta como una variable 
independiente frente al ozono. Por el contrario, cuando las condiciones meteorológicas se 
rigen por una elevada insolación y altas temperaturas la velocidad del viento se relaciona 
inversamente con la concentración de ozono. Así, durante el verano, la estabilidad 
atmosférica y los vientos suaves son las circunstancias más propias para la formación de 
ozono.     
 
En la Fig. 6.48 se representa el diagrama de dispersión que relaciona la dirección del viento 
con las concentraciones de ozono. Los diagramas vuelven a ser muy parecidos entre ellos. 
El principal hecho destacable es la fuerte componente direccional que muestra la dirección 
del viento, tal y como ya se anticipó en la Fig. 6.43 referente a la rosa de los vientos.  
 
Figura 6.48 – Diagrama de dispersión entre la dirección del viento y la concentración de ozono 


































Cuando los vientos proceden del norte (0o – 20o), las concentraciones de ozono, aunque 
dispersas, tienden a acumularse en la zona inferior; mientras que los vientos cercanos a 70o 
– 90o se relacionan con un aumento en las concentraciones de ozono. Si nos centramos a 
Dirección del viento (grados) Dirección del viento (grados) 





continuación en los vientos procedentes del tercer cuadrante (180o - 270o
 
) se puede apreciar 
como buena parte de los valores se acumulan en las zonas más altas del diagrama, esto es, 
se relacionan con concentraciones de ozono medias y altas. Evidentemente, estas 
circunstancias no obedecen per se a la acción de la dirección del viento, sino que son 
consecuencias del régimen estacional del viento, que sopla de componente noreste durante 
el otoño y el invierno (bajas concentraciones de ozono) y de componente suroeste en 
verano (altas concentraciones de ozono).  
 
6.4.4 Influencia de los patrones de viento sobre el ozono troposférico: análisis 
multifractal conjunto 
 
El análisis multifractal conjunto se llevó a cabo utilizando los datos de ozono, velocidad y 
dirección del viento recogidos en las estaciones de la Red de vigilancia y control de la 
calidad del aire en Andalucía y de la Red de estaciones agroclimáticas, respectivamente, 
pertenecientes ambas a la Junta de Andalucía. El procedimiento metodológico se detalla 
ampliamente en el epígrafe 5.2 de este documento.   
 
El análisis multifractal conjunto permite poner de relieve las relaciones temporales entre 
variables que comparten el mismo soporte geométrico, en nuestro caso los patrones de 
viento y la concentración de ozono troposférico en diferentes localizaciones del área 
metropolitana de Sevilla. La estadística descriptiva ha mostrado las relaciones existentes 
entre ambas variables. Sin embargo, en ocasiones, las relaciones entre dos variables 
dependen de la escala de observación, como es el caso de los patrones de viento y la 
concentración de ozono. El análisis multifractal conjunto permitirá estudiar las variaciones 
de ambas variables a través de diferentes escalas de observación.   
 
Los espectros multifractales conjuntos entre la velocidad del viento y la concentración de 
ozono fueron calculados para cada una de las estaciones de medición considerando órdenes 
estadísticos q en el intervalo (-10, 10), y usando incrementos de 0,5. La resolución temporal 
utilizada osciló entre δ = δ ini = 23, que se corresponde con 8 días, hasta δ = 211 datos (2048 
días). La elección de este intervalo se llevó a cabo con el objetivo de maximizar el 
coeficiente de determinación R2
 
 de los ajustes lineales llevados a cabo en la representación 
logarítmica de la función de partición frente al logaritmo de la escala temporal. Los 
coeficientes de determinación fueron superiores a 0,81 en todos los casos.  
En la figura 6.49 se representan los espectros multifractales simples correspondientes a las 
concentraciones diarias de ozono para cada una de las seis estaciones de medición. El 
espectro multifractal simple, que coincide con el que se obtendría al aplicar el análisis 
multifractal a una única variable, se obtiene a partir de los valores de α [Ozono] cuando el 
momento estadístico de la variable [VELO] toma valor cero (q[VELO]
 
=0), esto es, en 
ausencia de la variable velocidad del viento.  
Como puede apreciarse, los espectros multifractales son parábolas invertidas en las que 
destacan unas ramas derechas de longitud considerablemente superior a las ramas 
izquierdas. Esta asimetría ya ha sido ampliamente descrita en esta tesis para series 
temporales de resolución diez-minutal, y se muestra de nuevo cuando la resolución 
temporal es de datos medios diarios. La mayor longitud de la rama derecha se relaciona con 
una mayor heterogeneidad en la distribución de los valores de concentración bajos de 
ozono.  
 




Figura 6.49 – Espectro multifractal simple obtenido para q[VELO]
 
=0, cuando la influencia de la 


















La existencia de intervalos temporales (δ) con concentraciones extremadamente bajas de 
ozono se relaciona con valores altos del exponente de singularidad αmax. Por su parte, el 
valor de f(αmax) asociado a dichas singularidades se relaciona con la frecuencia con la se 
suceden esos intervalos temporales con valores muy bajos de ozono, decreciendo la 
frecuencia al disminuir el valor de f(αmax). En la Fig. 11.11 se observa que los 
emplazamientoS que alcanzan las menores concentraciones de ozono en sus intervalos son 
las de Centro (αmax =1,32) y San Jerónimo (αmax =1,29), siendo además la frecuencia con las 
que éstos se producen bastante reducida f(αmax)=0,04 y f(αmax
 
)=0,14, respectivamente. 
Ambos emplazamientos son los que presentan una mayor heterogeneidad en la distribución 
de los valores bajos de concentración de ozono. 
Los valores de α en los emplazamientos de Santa Clara y Alcalá de Guadaíra son muy 
similares (αmax ≈ 1,22), sin embargo, la frecuencia con la que estos valores bajos se 
encuentran en los diferentes tamaños de intervalos considerados es mucho mayor en Santa 
Clara respecto a Alcalá de Guadaíra, donde son más infrecuentes. La distribución de los 
valores extremadamente bajos de ozono en Los Bermejales es una situación intermedia 
entre lo descrito en San Jerónimo y Santa Clara. En Mairena del Aljarafe los intervalos 
considerados en este capítulo no albergan valores bajos de ozono, motivo por el cual su 
valor de αmax es el menor de todos los emplazamientos. 
 
En la Figura 6.50 se representan los seis espectros multifractales conjuntos. Para cada una 
de las estaciones se muestra en la parte izquierda el espectro en tres dimensiones, el cual se 
proyecta sobre el plano XY. Esta misma proyección bidimensional se muestra en la parte 
derecha. A su vez, sobre éstos se representan los valores de α[Ozono] correspondientes a los 
momentos estadísticos q[VELO] 5, 0, y -5, esto es, los correspondientes a la mayor influencia 
de velocidades elevadas de viento, ausencia de influencia de la velocidad y mayor 
protagonismo de la velocidades bajas del viento, respectivamente.  
 
Puede comprobarse que los espectros multifractales conjuntos son superficies convexas, lo 
que confirma la presencia de una naturaleza multifractal en las series temporales estudiadas. 
El máximo valor de f(α[VELO], α[OZONO]) es 1, de acuerdo con la dimensión de capacidad del 
soporte geométrico de una serie temporal. Los valores de α[VELO] y α[OZONO] 





correspondientes al máximo valor de f(α[VELO], α[OZONO]) se representan en la proyección de 
los espectros como el origen de coordenadas de unos ejes que dividen en cuatro regiones 
dichas proyecciones. La región superior derecha describe las relaciones entre los valores 
bajos de velocidad y de ozono, la inferior derecha las correspondientes a valores bajos de 
velocidad y altos de ozono, la inferior izquierda a valores altos de velocidad y ozono, y la 
región superior izquierda las correspondientes a valores altos de velocidad y bajos de 
ozono.  
 
Las proyecciones de los seis espectros muestran en su parte más baja una base ancha, lo 
cual indica que las concentraciones más altas de ozono se producen con independencia de 
la velocidad del viento.  Si bien,  si observamos  la forma  de la  base del  espectro, se puede 
apreciar cierta pendiente, de modo que al disminuir el valor de α[VELO] los valores de α[OZONO] 
tienden a ser más elevados. Esta circunstancia es indicativa de que conforme aumenta la 
velocidad del viento dejan de producirse concentraciones altas de ozono. Estas pendientes 
son más acusadas en las estaciones de Sevilla (Centro, San Jerónimo y Los Bermejales), 
mientras que está más suavizada en las estaciones de la periferia (Alcalá y Mairena).  
 
Figura 6.50 – Espectro multifractal de la distribución conjunta de la velocidad media diaria del 
viento y la concentración media diaria de ozono. (i) 
 




Figura 6.50 – Espectro multifractal de la distribución conjunta de la velocidad media diaria del 
























































Si realizamos el análisis desplazándonos en el sentido decreciente del eje de ordenadas (altas 
velocidades del viento) se observa cómo, al mismo tiempo que se reducen los valores altos 
de ozono, se produce un drástico decremento de los valores bajos. Se esboza de este modo 
la forma triangular que exhibían ambas variables en los diagramas de dispersión.  
 
En el caso de los espectros multifractales, el triángulo se muestra “sometido” a dos 
simetrías, una respecto a un eje vertical y otra respecto a uno horizontal, debido a que los 
valores altos y bajos de las variables están relacionados en sentido inverso a los valores de 




Figura 6.51 – Analogía entre el diagrama de dispersión y el espectro multifractal conjunto.  














La región que muestra mayores diferencias en las seis estaciones es la superior derecha, la 
cual finaliza en formas punteadas o planas, y alcanza valores de α[OZONO] entre 1,2 y 
superiores a 1,3. Las formas puntiagudas se vinculan a la existencia, aunque poco frecuente, 
de valores extremadamente bajos de velocidad del viento relacionados con concentraciones 
de ozono extremadamente bajas.  
 
Cuando la forma de la parte superior del espectro es plana es como consecuencia de una 
relación de valores extremadamente bajos de ozono para unos valores de velocidad del 
viento medios y bajos. El primer caso caracteriza las estaciones de Centro, San Jerónimo y 
Alcalá de Guadaíra, mientras que el segundo caso es más evidente en Los Bermejales, Santa 
Clara y Mairena. El resto de las regiones de los espectros conjuntos son muy similares, 
demostrándose así que las velocidades altas de viento tienen un comportamiento de escala 
sobre el ozono muy similar en todas las ubicaciones de medición. La diferencia entre las 
formas puntiagudas radica en el valor máximo que toma α[OZONO].  
 
Obsérvese como en la estación periférica (Alcalá) no se llegan a producir concentraciones 
tan bajas de ozono, como sí sucede en las estaciones de Centro y San Jerónimo. Esta 
diferencia puede estribar en los diferentes entornos químicos al que se ve sometida la 
estación periférica, frente a las de la capital. Algo similar sucede en la estación periférica de 
Mairena respecto a las de Santa Clara y Los Bermejales.     
 
En la Figura 6.52 se representan los espectros multifractales simples para los valores de 
q[VELO]=5 y q[VELO]=-5.   
 




Figura 6.52 – Espectros multifractales simples de medias diarias de ozono para velocidades de 

















El espectro multifractal correspondiente a valores altos de velocidad del viento (q[VELO]=5) 
muestra unas ramas izquierdas muy cortas, indicando que se produce una modulación de 
los valores altos de ozono y que éstos se caracterizan por un elevado grado de 
homogeneidad en su distribución. Dado que las ramas izquierdas de todos los espectros 
continúan solapados entre sí es posible afirmar que las concentraciones altas de ozono 
muestran un comportamiento de escala similar en todo el área metropolitana de Sevilla 
cuando predominan las velocidades altas de viento.  
 
La longitud de las ramas derechas también se ven drásticamente reducidas si se comparan 
con el espectro multifractal simple para q[VELO]=0 (Fig. 6.52). Se evidencia que bajo 
condiciones de alta velocidad del viento las concentraciones de ozono disminuyen su 
variabilidad y heterogeneidad a distintas escalas temporales, registrándose valores más 
próximos a la media y más predecibles. La longitud relativa de las ramas derechas y la 
distribución de sus puntos es prácticamente idéntica a la descrita anteriormente para 
q[VELO]=0. 
 
Por el contrario, cuando la situación se encuentra gobernada por regímenes de vientos 
débiles, las concentraciones de ozono vuelven a ganar en heterogeneidad en su 
distribución, tanto los valores altos como los bajos de ozono. La estación de Centro es la 
que muestra una mayor variabilidad en la distribución de sus valores, llegando a registrarse 
valores extremadamente bajos de ozono con cierta frecuencia (acumulación de puntos en el 
extremo de la rama derecha). Una acumulación similar se produce en la estación de San 
Jerónimo. Se recuerda que ambas estaciones, la primera por su ubicación en el centro y la 
segunda por su proximidad a un polígono industrial, están sometidas a una mayor 
influencia de las variables químicas. Obsérvese como, de nuevo, las estaciones con una 
menor variabilidad son las de Mairena y Alcalá. 
 
Descritas las dinámicas relativas a la velocidad del viento, se procede a continuación a 
explorar y describir los espectros multifractales conjuntos entre la dirección del viento y la 
concentración de ozono. En la Figura 6.53 se representan los seis espectros multifractales 
conjuntos. 
 
Para cada una de les estaciones de medida se representa en un gráfico tridimensional el 
espectro multifractal conjunto, el cual es una superficie convexa que alcanza su valor 





máximo de f(α[OZONO], α[DIR]) tomando el valor 1, para los valores de α[OZONO] y α[DIR] 
correspondientes a q[OZONO] y q[DIR] igual a cero, respectivamente. Sobre el plano XY se 
proyecta el espectro, el cual se representa en un gráfico bidimensional en la derecha. En 
esta proyección se señalan los valores de α [OZONO] correspondientes a los valores de q[DIR] = 
5, q[DIR] = -5 y q[DIR] = 0, esto es, considerando vientos fundamentalmente procedentes del 
SO, procedentes del NE y ausencia de la variable dirección del viento, respectivamente. 
 
Los espectros multifractales conjuntos muestran una clara orientación desde la parte 
inferior izquierda donde coinciden los valores bajos de α[OZONO] y α[DIR] (altas 
concentraciones de ozono y dirección del viento SO), hacia la región superior derecha en la 
que los valores altos de α[OZONO] y α[DIR] se relacionan (bajas concentraciones de ozono y 
dirección del viento NE). En general, esta asociación es coherente con lo descrito 
anteriormente sobre el modo en el que ambas variables se encuentran relacionadas.  
 
La primera de las diferencias que puede establecerse es que el tamaño de la proyección de 
los espectros es ostensiblemente menor en las estaciones periféricas (Alcalá y Mairena), 
estando, además sus puntos agrupados y cercanos. Esta circunstancia se relaciona con una 
menor dependencia de escala de la variable dirección del viento frente a la concentración 
de ozono, mostrando una menor variabilidad en la distribución de sus valores de ozono 
ante eventuales cambios de la velocidad del viento. Obsérvese como en las estaciones 
periféricas el valor más alto de α[OZONO] es inferior a 1,2. En ambos casos, al tratarse de 
estaciones periféricas, los valores de ozono no se reducen tanto como en las estaciones de 
la capital.         
 
Las regiones del espectro que muestran mayores diferencias son los que se corresponden 
con los cuadrantes superiores e inferiores derechos (vientos procedentes del NE), mientras 
que las partes superiores e inferiores izquierdas son muy similares entre sí (dirección SO del 
viento). Este hecho vuelve a incidir en la idea de que durante los meses cálidos, 
fundamentalmente en verano, la situación está gobernada por unas condiciones 
atmosféricas que homogenizan la variabilidad de escala de las concentraciones de ozono en 
toda el área metropolitana de Sevilla. En los meses fríos (preponderancia de viento del NE) 
se aprecian algunas diferencias reseñables.  
 
En la parte superior derecha (valores altos de α[OZONO] y α[DIR]) los espectros toman dos 
formas bien definidas. Una de ellas es la relación directa apreciable en San Jerónimo y 
Centro (Figuras 6.53 b y d), en la que valores de dirección del viento de componente cada 
vez más N se relacionan con acusados descensos en los valores de ozono, siendo esta 
relación bastante más evidente (espectro más estrecho) en el caso de San Jerónimo. Esta 
estación se encuentra localizada en el norte de Sevilla y los vientos de componente N-NE 
empujan las masas de ozono hacia la ciudad, disminuyendo la concentración en el norte. La 
otra de las formas que se puede describir en la parte superior del espectro es plana o con 
una ligera pendiente.  
 
Estos casos se aprecian en Santa Clara y Mairena. La relación que se produce en estas 
estaciones es que los niveles de ozono extremadamente bajos se producen con cierta 
independencia de la componente NE con la que esté soplando el viento.  
 
Los espectros multifractales simples mostrados en la Figura 6.54 se obtienen a partir de la 
Figura 6.53 tomando como valores q[DIR] = 0, q[DIR] = 5 y q[DIR] = -5. 




Figura 6.53 – Espectro multifractal de la distribución conjunta de la dirección media diaria del 























































Figura 6.53 – Espectro multifractal de la distribución conjunta de la dirección media diaria del 































Los espectros correspondientes a q[DIR] = 0 se corresponden con el estudio de la 
concentración media diaria de ozono como una única variable, por ello, coincide con los 
representados en la Fig. 6.54. Para valores de q[DIR] = 5 (dirección del viento SO) se aprecia 
una notable reducción de la longitud de las ramas izquierdas debido a que se produce una 
pérdida en la heterogeneidad de la distribución de los valores bajos de ozono. Por el 
contrario, las ramas izquierdas mantienen prácticamente sus dimensiones, por lo que la 
distribución de los valores altos de ozono se mantiene igual que si no se considerase la 
acción de la dirección del viento (q[DIR] = 0).  
 
En general, los espectros se contraen, pierden anchura y se asemejan unos a otros como 
consecuencia de una homogenización en la distribución de los datos de ozono en toda el 
área metropolitana de Sevilla. Cuando se consideran los efectos del viento procedente del 
NE (q[DIR] = -5) las ramas izquierdas de los espectros se reducen drásticamente debido a 
que los valores altos de ozono se distribuyen con bastante homogeneidad mientras que los 
valores extremadamente bajos de ozono se producen con bastante frecuencia (acumulación 








Figura 6.54 – Espectros multifractales simples de medias diarias de ozono para velocidades de 





















































6.5 Evaluación de la variabilidad temporal de escala de datos procedentes de 
modelos de predicción de ozono troposférico obtenidos a partir de regresión lineal 
múltiple  
 
A lo largo de los capítulos anteriores se ha caracterizado, estudiado y constatado la 
naturaleza multifractal de las series temporales de ozono. Dicha naturaleza intrínseca puede 
ser fácilmente expresada mediante la representación del espectro multifractal. En el 
presente capítulo se propone el análisis multifractal para la comprobación de la capacidad 
de los modelos de predicción para reproducir la naturaleza multifractal existente en las 
series temporales reales de ozono. Esta puede ser una interesante vía de aplicación del 
análisis multifractal, sirviendo como una herramienta eminentemente práctica. 
 
El análisis se ha desarrollado utilizando los valores máximos de ozono diarios en la estación 
de Tornero (Sevilla) desde el 1 de Enero de 2006 hasta el 31 de Diciembre de 2008 para el 
desarrollo del modelo, y desde el 1 de Enero de 2009 hasta el 31 de Diciembre de 2011 
para su evaluación. Estas series temporales fueron generadas a partir de las series de datos 
diez-minutales facilitadas por la Consejería de Medio Ambiente, asignando a cada uno de 
los días el valor de ozono máximo registrado. La primera de las series, al incorporar un año 
bisiesto, está compuesta por un total de 1096 datos, mientras que la segunda por 1095. El 
valor diario de concentración máxima de ozono se utiliza como variable dependiente en el 
modelo. 
 
Las variables explicativas (independientes) fueron seleccionadas siguiendo las 
recomendaciones propuestas en trabajos previos (e.g. Lengyel et al. 2004; Barrero et al. 
2006; Ghazali et al. 2010). Como variables químicas se consideraron las concentraciones de 
ozono y dióxido de nitrógeno a las 4 h y las 7 h. La concentración de fondo o residual, 
medida a las 4 h, es aquella que permanece en las capas más bajas de la atmósfera al 
concluir todo el proceso fotoquímico de formación y destrucción de ozono troposférico 
del día anterior. Por su parte, la concentración primaria o de partida de contaminantes se 
toma a las 7 h. Las variables meteorológicas seleccionadas (temperatura, humedad del aire, 
velocidad del viento, dirección del viento, radiación solar y lluvia) fueron tomadas en la 
estación meteorológica de La Rinconada. 
 
Como puede observarse, la serie temporal de máximas de ozono también muestra un 
marcado patrón estacional, alcanzando sus valores más altos durante el verano y los más 
bajos durante el invierno. Esta estacionalidad ha sido ajustada a una función seno con el 
objetivo de obtener una variable explicativa adicional que exprese la componente estacional 
asociada al día del año, la cual será introducida también en la regresión. El ajuste de la 
función seno ha sido realizado siguiendo el procedimiento desarrollado en trabajos previos 
(Gardner y Dorling 2000; Barrero et al. 2006).  
 
6.5.1 Desarrollo del modelo de predicción mediante el uso de la regresión lineal 
múltiple 
 
En la Figura 6.55 se representa las concentraciones máximas diarias de ozono en Sevilla 










Figura 6.55 – Concentración máxima diaria de ozono y función seno ajustada al día Juliano. 


















La curva ajustada se representa superpuesta a la serie temporal de máxima de ozono de la 
Figura 6.55 y tiene la siguiente ecuación, en la que la como variable independiente se 
emplea el día Juliano (d): 
 
                                                                      (12.1)  
 
 
Los coeficientes de correlación de Pearson fueron calculados con el objetivo de evaluar el 
grado en el que las variables explicativas están linealmente relacionadas con las 
concentraciones máximas de ozono. La Tabla 6.10 recoge las variables consideradas para el 
modelo de regresión múltiple y expresa el valor del coeficiente de correlación con las 
concentraciones máximas de ozono. 
 
Tabla 6.10 – Variables independientes propuestas para la regresión lineal múltiple de concentración 
máxima diaria de ozono y sus correspondientes coeficientes de correlación de Pearson.  
Variable Descripción Coef. Correlación 
lag([O3]max) Concentración máxima de O3 del día anterior 0,793** 
O3(4h) Concentración de O3  a las 4 h. 0,550
O3(7h) 
** 
Concentración de O3  a las 7 h. 0,312
NO2(4h) 
** 
Concentración de NO2  a las 4 h. -0,097
NO2(7h) 
** 
Concentración de NO2  a las 7 h. 0,178
Tmax 
** 
Temperatura máxima del día anterior 0,745
Tmin 
** 
Temperatura mínima del día anterior 0,615
Tmed 
** 
Temperatura media del día anterior 0,731
HMmax 
** 
Humedad relativa máxima del día anterior -0,372
HMmin 
** 
Humedad relativa mínima del día anterior -0,627
HMmed 
** 
Humedad relativa media del día anterior -0,638
VELO 
** 
Velocidad del viento media del día anterior -0,129
DIRE 
** 
Dirección del viento media del día anterior 0,313
RAD 
** 
Radiación solar media del día anterior 0,722
RAIN 
** 
Precipitación del día anterior -0,106
DAY 
** 
Función seno del día Juliano 0,732** 
 
[ ] sen (2 / 365) 1.553DAY dπ= −




Como puede observarse, todas la variables seleccionadas para el modelo están 
significativamente correlacionadas con las variable dependiente (p<0,01). Como cabría 
esperar, los datos máximos de ozono muestran una fuerte autocorrelación entre sí, como se 
desprende del valor que toma el coeficiente de correlación de la variable lag([O3]max) 
(r2
 
=0,793). Esto significa que un día con una concentración muy elevada de ozono es 
frecuentemente seguido por un día con una alta concentración de ozono y vice-versa.    
Las temperaturas máximas y medias están también fuertemente correlacionadas con las 
máximas de ozono (r2>0,7), así como la radiación solar (r2>0,7). Este hecho evidencia la 
importancia de la insolación y la temperatura tanto en la formación de ozono como en el 
registro de niveles extremadamente elevados. El día Juliano (r2
 
=0,732), introducido como 
una función seno en el modelo, también muestra un alto grado de interdependencia con la 
variable dependiente, coincidiendo con lo descrito en trabajos previos (e.g. Fuentes y Dann 
1994; Tsai et al. 2008). 
La ecuación que define el modelo final fue generada en 8 pasos, introduciendo las variables 
independientes en este orden: lag([O3]max), Tmax, O3(4h), NO2(4h), Tmin y DAY. La variable 
RAD fue introducida en el paso quinto, pero finalmente eliminada en el octavo.  
 
Las variables explicativas guardan coherencia con las descripciones realizadas sobre el 
ozono troposférico. Por ello, aparecen variables que enfatizan la marcada autocorrelación y 
estacionalidad del ozono, como son lag([O3]max) y DAY, respectivamente. Como variables 
químicas aparecen las concentraciones residuales tanto de ozono como de su principal 
precursor, el dióxido de nitrógeno. La variable meteorológica seleccionada por el modelo 
ha sido la temperatura. La temperatura máxima guarda una relación positiva, mientras que 
la mínima es negativa. El modelo final contiene seis variables: 
 
 
[O3]max = 7,424 + 0,43*lag([O3]max) + 1,317*Tmax + 0,262*O3(4h) 
+ 0,172*NO2(4h) – 0,787*Tmin + 4,749*DAY                                                                                           
 
 
Los resultados referentes a la regresión lineal múltiple están recogidos en la Tabla 12.2. 
Cada uno de los coeficientes βi muestran la variación media que se produciría en la variable 
dependiente ([O3]max) si se produjese un cambio unitario en el valor de la variable 
explicativa (Xi), considerando que el resto de variables permaneciesen constantes.  
 
Nótese que estos coeficientes son ajustados en la ecuación considerando la presencia del 
resto de variables explicativas, por tanto, los coeficientes no son independientes entre sí. 
Consecuentemente, en algunos casos los signos de los coeficientes varían respecto al signo 
que toma el coeficiente de correlación simple entre la variable dependiente y la variable 
explicativa. En nuestro caso, las variables que cambian su signo son NO2(4h) y Tmin (ver 
Tablas 6.10 y 6.11). La primera de ellas mostraba un coeficiente de correlación lineal 
próximo a cero, por lo que el cambio de signo podría ser matizable. Por el contrario, la 
variable  Tmin  muestra  para  la regresión lineal múltiple un signo negativo en su coeficiente, 
mientras que su coeficiente de correlación simple es positivo. Una de las causas que pueden 
motivar esta circunstancia es la existencia de colinealidad entre algunas de las variables 
explicativas del modelo. Retomaremos esta cuestión en detalle más adelante. 
 
(12.2) 












estandarizados t Sig. 
1 R2 Constant  = 0,628 16,900 1,593  10,611 0,000 
 
EE = 16,103 lag([O3]max)   0,794 0,018 0,793 43,027 0,000 
2 
R2
EE = 14,630 
 = 0,694 
Constant 8,108 1,558  5,205 0,000 
 
lag([O3]max)   0,533 0,024 0,532 22,262 0,000 
 
Tmax 1,231 0,081 0,365 15,244 0,000 
3 
R2
EE = 14,253 
 = 0,710 
Constant 7,072 1,523  4,642 0,000 
 
lag([O3]max)   0,467 0,025 0,466 18,788 0,000 
 
Tmax 1,167 0,079 0,346 14,760 0,000 
 
O3(4h) 0,187 0,024 0,149 7,719 0,000 
4 
R2
EE = 14,016 
 = 0,719 
Constant 0,141 1,870  0,075 0,940 
 
lag([O3]max)   0,454 0,025 0,453 18,507 0,000 
 
Tmax 1,123 0,078 0,333 14,387 0,000 
 
O3(4h) 0,281 0,028 0,225 9,949 0,000 
 
NO2(4h) 0,201 0,032 0,119 6,194 0,000 
5 
R2 = 0,726 
EE = 13,854 
Constant 3,212 1,942  1,654 0,098 
 
lag([O3]max)   0,431 0,025 0,431 17,494 0,000 
 
Tmax 0,771 0,103 0,228 7,484 0,000 
 
O3(4h) 0,261 0,028 0,209 9,268 0,000 
 
NO2(4h) 0,180 0,032 0,107 5,596 0,000 
 
RAD 0,479 0,093 0,152 5,164 0,000 
6 
R2
EE = 13,825 
 = 0,728 
Constant 1,316 2,097  0,628 0,530 
 
lag([O3]max)   0,438 0,025 0,437 17,685 0,000 
 
Tmax 1,069 0,163 0,317 6,569 0,000 
 
O3(4h) 0,270 0,028 0,216 9,528 0,000 
 
NO2(4h) 0,172 0,032 0,102 5,296 0,000 
 
RAD 0,373 0,103 0,119 3,622 0,000 
 
Tmin -0,386 0,163 -0,081 -2,365 0,018 
7 
R2
EE = 13,805 
 = 0,729 
Constant 6,158 3,184  1,934 0,053 
 
lag([O3]max)   0,429 0,025 0,429 17,113 0,000 
 
Tmax 1,165 0,169 0,345 6,880 0,000 
 
O3(4h) 0,261 0,029 0,209 9,110 0,000 
 
NO2(4h) 0,171 0,032 0,101 5,280 0,000 
 
RAD 0,181 0,140 0,057 1,289 0,198 
 
Tmin -0,619 0,200 -0,130 -3,099 0,002 
 
DAY 3,312 1,641 0,089 2,018 0,044 
8 
R2
EE = 13,809 
 = 0,728 
Constant 7,424 3,030  2,450 0,014 
 
lag([O3]max)   0,430 0,025 0,430 17,166 0,000 
 
Tmax 1,317 0,122 0,390 10,791 0,000 
 
O3(4h) 0,262 0,029 0,210 9,145 0,000 
 
NO2(4h) 0,172 0,032 0,102 5,325 0,000 
 
Tmin -0,787 0,151 -0,166 -5,215 0,000 
 
DAY 4,749 1,204 0,127 3,944 0,000 




Por otra parte, es posible afirmar que todas las variables explicativas están 
significativamente relacionadas con la variable dependiente ya que el test t es significativo 
para un valor de p<0,05 (ver Tabla 6.11). Se observa en esta Tabla que el valor de la 
variable RAD fue de 1,289 en el paso séptimo. Este valor se corresponde con un nivel de 
significancia que supera el umbral fijado para la probabilidad de salida de una variable 
explicativa en el modelo, motivo que justifica que esta variable fuese eliminada en el 
siguiente paso.      
 
Con la ecuación propuesta, más de un 72% de la variación en la variable dependiente puede 
ser explicada con las variaciones de las variables independientes (R2 = 0,728). Sin embargo, 
este coeficiente alcanza porcentajes muy similares desde el paso 5 hasta el paso 8, indicando 
que la adicción de nuevas variables al modelo no aumenta considerablemente la variabilidad 
explicada por éstas. Por su parte, el error típico de la estimación (EE), que representa la 
variabilidad que no es explicada por el modelo toma el valor de 13,809 µg m-3. Desde el 
punto de vista estadístico, el mejor modelo de regresión lineal es aquel que maximiza el 
valor de R2
 
, pero, al mismo tiempo, utiliza el menor número de variables explicativas 
posibles. Por lo tanto, la pregunta procedente que se plantea a continuación es si los 
sucesivos pasos en el modelo lo están haciendo cada vez más complejo sin que las nuevas 
variables añadan cualitativamente más información. 
Los valores de R2
 
 y EE crecen y decrecen respectivamente desde los pasos iniciales (ver 
Figura 6.56) hasta que alcanzan un determinado nivel en el que siguen una recta horizontal 
asintótica. La cantidad de información añadida en cada uno de los pasos decrece 
considerablemente conforme se avanza en el modelo, hecho que sucede aproximadamente 
a partir del paso 5.   
Figura 6.56 – Coeficiente de determinación (R2
  
) y error típico de la estimación (EE) para cada uno 
de los pasos del modelo 


















En la Figura 6.57 se representan las series temporales para el periodo de validación del 
modelo (2009-2011) junto con las series temporales para cada uno de los pasos del modelo. 
Como puede observarse, los valores observados que se sitúan en torno a la medida, que 
son precisamente los más usuales, se ajustan bastante bien a los valores predichos. Sin 
embargo, como consecuencia del método utilizado en el modelo, los valores más altos de 




ozono son subestimados mientras que los mínimo son sobreevaluados (Barrero et al. 2006). 
Este hecho se debe tanto al método de construcción de la ecuación como a las propias 
restricciones estadísticas del modelo, los cuales enfatizan la minimización de los errores 
cuadráticos y la maximización del porcentaje de variabilidad que es explicada por las 




Figura 6.57 – Comparación entre las concentraciones máximas diarias de ozono (círculos y líneas 















































6.5.2 Cumplimiento de los supuestos para la regresión lineal múltiple 
 
• Supuesto de linealidad 
 
Para llevar a cabo un modelo de regresión lineal múltiple es imprescindible que entre las 
variables explicativas que intervienen en el modelo y la variable dependiente exista una 
relación lineal de interdependencia. Para determinar si existe dicha relación se procedió a 
representar la variable independiente ([O3]max) frente a cada una de las variables propuestas 
para el modelo mediante diagramas de dispersión. En la mayoría de los casos, los diagramas 
de dispersión mostraron una interrelación lineal que fue posteriormente constatada con el 
cálculo de los coeficientes de correlación (Tabla 6.10). En algunos de los casos, tales como 
la precipitación (RAIN) y los patrones de viento (VELO) y (DIR), la relación lineal no era 
muy evidente. Sin embargo, ninguna de estas variables fue seleccionada para formar parte 
en el modelo final. 
 
Figura 6.58 – Diagramas de regresión parcial entre la variable dependiente y cada una de las 






































Una vez construido el modelo con las variables lag[O3]max, Tmax, O3(4h), NO2(4h), Tmin y 
DAY, se procedió a corroborar el supuesto de linealidad mediante los diagramas de 
regresión parcial para cada una de estas variables con la variable dependiente. Este análisis 
posibilita el estudio de la relación existente entre la variable dependiente y cada una de las 
variables explicativas tras eliminar el efecto del resto de variables incluidas en el modelo.  
 
En realidad, se trata de un análisis de dispersión de los residuos obtenidos tras realizar dos 
análisis de regresión múltiple: el primero de ellos entre la variable dependiente y el resto de 
variables independientes salvo la variable independiente en cuestión, y la segunda entre la 
variable independiente en cuestión frente al resto de variables independientes involucradas 
en el modelo. En la Figura 6.58 se representan los seis diagramas de regresión parcial. 
 
Como puede apreciarse, todos los diagramas muestran una interrelación lineal, siendo 
marcadamente positiva para las variables lag[O3]max, Tmax, O3(4h), ligeramente positiva para 
NO2(4h) y DAY; y negativa para Tmin. 
 
• Supuesto de independencia de los residuos 
 
Este supuesto exige que los residuos se comporten como una variable aleatoria cuyos 
valores son independientes entre sí, no existiendo, por tanto, tipo alguno de relación entre 
ellos. En nuestro caso, al trabajar con series temporales de ozono que muestran una 
marcadísima autocorrelación, se debe prestar particularmente atención a este supuesto y 
constatar que los residuos no heredan dicha propiedad.  
 
Para corroborar la independencia de los residuos se suele recurrir al estadístico de Durbin-
Watson (Durbin y Watson 1951). Este estadístico, que toma valores en el intervalo [0, 4], se 








Cuando la relación entre los residuos es totalmente de independencia, este estadístico toma 
el valor de 2. Dado que no es habitual obtener con exactitud este valor central del intervalo, 
se amplía a la horquilla (1,5, 2,5) para concluir que los residuos son independientes. Tras 
efectuar el test al modelo de regresión lineal múltiple se obtiene un valor para el estadístico 
DW de 2,234, lo que permite concluir que los residuos son independientes.   
 
• Supuesto de homocedasticidad 
 
Este supuesto presupone que la varianza de los residuos es constante para cada valor o 
combinación de valores de las variables independientes. Para su estudio es necesario acudir 
a un diagrama de dispersión en el que se sitúa en el eje de ordenadas los pronósticos 
tipificados y en el eje de abscisas los residuos tipificados. En el caso de que se viole el 
supuesto de homocedasticidad, el diagrama de dispersión refleja alguna tendencia o 
asociación. En la Figura 6.59 se muestra el diagrama de dispersión en el que puede 














































• Supuesto de normalidad 
 
Esta hipótesis de partida para un modelo de regresión múltiple sostiene que los residuos se 
distribuyen siguiendo una distribución normal con media cero y desviación típica unitaria. 
Para comprobar dicho supuesto se recurre al histograma de residuos tipificados y al gráfico 
de probabilidad normal de los residuos. En la Figura 6.60 se representan ambos gráficos. 
 

















Como puede observarse, los residuos tipificados se distribuyen siguiendo con bastante 
precisión una normal con media de valor 0 y con desviación típica 1 (Fig. 6.60a). La 
probabilidad acumulada esperada se ajusta bastante bien a la diagonal de la Figura 6.60b, 
confirmando que los residuos siguen la probabilidad acumulada de una curva normal 
teórica con media nula y desviación típica unitaria.    
 
• Supuesto de no colinealidad 
 
En este último supuesto se espera que no exista relación lineal entre las variables 
independientes de la ecuación del modelo. En principio, cabría la sospecha de que puede 
a b 




existir colinealidad en un modelo en el que intervienen variables como la temperatura 
máxima y la temperatura mínima, las cuales están relacionadas entre sí. A diferencia de los 
supuestos anteriores, en este caso no existe una única prueba que permita discernir si existe 
o no colinealidad, sino que se observan diferentes valores estadísticos obtenidos en el 
modelo. Por ejemplo, se comprueba que tanto el estadístico F como los coeficientes de 
regresión son significativos. Por otra parte, ninguno de los coeficientes parciales 
estandarizados se salen del intervalo (-1, 1). Ambos hechos son indicios de la inexistencia 
de colinealidad. Si bien, se comentó anteriormente que el cambio de signo en la ecuación 
de lo modelo de la Tmin respecto al signo del coeficiente de correlación simple podía ser 
indicativo de colinealidad.  
 
Se procede a continuación al diagnóstico de colinealidad mediante el análisis de la 
tolerancia1 y los índices de condición2
 
. En la Tabla 6.12 puede observarse como los valores 
de tolerancia no son excesivamente bajos, siendo el más bajo el correspondiente a la 
temperatura máxima (Tmax). En la Tabla 6.13 puede observarse como el índice de condición 
supera el valor de 15, lo cual es un indicio de colinealidad.   
 




















A pesar de que no es concluyente, existen algunos indicios de existencia de colinealidad 
entre las variables independientes. En cualquier caso, el objetivo de este epígrafe es el de 
evaluar la capacidad de un modelo de predicción de ozono para reproducir la variabilidad 
existente en las series reales a través de diferentes escalas temporales y, por consiguiente, no 




                                                          
1 Tolerancia. La tolerancia de una variable independiente es la diferencia hasta llegar a la unidad del valor del coeficiente de 
determinación que se obtiene al efectuar una regresión lineal múltiple con el resto de variables independientes. El valor inverso de la 
tolerancia representa en tanto por uno el porcentaje de varianza de la variable independiente que comparte con el resto de variables 
independientes. Los valores muy bajos de tolerancia indican que la variable es una combinación lineal del resto de variables. 
 
2 Índices de condición. En el caso de no colinealidad, estos índices deben ser inferiores a 15.     






6.5.3 Estudio de la variabilidad temporal de escala de las series de predicción  
 
El análisis multifractal de las serie de validación (2009-2011) y de las estimaciones 
proporcionadas por los 8 pasos del modelo fue desarrollado utilizando una resolución 
temporal comprendida entre δ = δini = 23 (8 días) hasta δ = 210
 
 (1024 días). Posteriormente, 
la representación doble logarítmica de la función de partición frente a la resolución 
temporal fue analizada para cada una de las series con el objetivo de discernir si para cada 
momento q se podía proceder a efectuar un ajuste lineal. En este caso el orden de los 
momentos osciló entre q = -10 y q = 10.    
Los coeficientes de determinación para el ajuste lineal de las gráficas fue superior a 0,98 
para todos los casos, por lo que, en caso de verificarse posteriormente las propiedades 
multifractales de las series temporales, los límites inferior y superior entre los que dichas 
propiedades se mantendrían oscilaría entre los 8 y 1024 días (≈3 años). Por tanto, la 
invariabilidad de escala que caracteriza a los parámetros multifractales quedará confirmada 
en este intervalo temporal.  
 
Figura 6.61 – Funciones del exponente de masa τ(q) para la concentración máxima diaria de ozono 

















La estimación de τ(q) como la pendiente del ajuste lineal es verificado y es posible 
representar el exponente de masa frente a q. A modo de ejemplo, en la Figura 6.61 se 
representa el exponente de masa de las series temporales observada y estimada para el paso 
octavo del modelo. Las curvas τ(q) son convexas y alejadas del caso monofractal, el cual se 
representa mediante una línea continua. Asimismo, las curvas de los exponentes de masa 
alcanzan el valor de cero cuando el momento estadístico q es igual a 1 y muestran a ambos 
lados dos ramas con diferentes pendientes. La rama derecha se relaciona con la distribución 
de escala de los valores altos de la serie, mientras que la rama izquierda muestra el 
comportamiento de la distribución de escala de los valores bajos 
 
La representación del espectro f(α) amplifica las características multifractales, y por tanto, 
pueden observarse mejor las diferencias respecto a la representación del exponente de 
masa. Los espectros se muestran en la Figura 6.62. En cada una de las 8 gráficas que 




componen la figura se representa mediante círculos el espectro multifractal correspondiente 
a los valores máximos de ozono observados, esto es, los valores de la serie temporal real. 
Sobre éstos se superpone el espectro procedente de las estimaciones máximas de ozono 
para cada uno de los pasos del modelo. Todos ellos son parábolas convexas que alcanzan 
su máximo cuando f(α) toma el valor de la dimensión de capacidad del soporte geométrico 
de una serie temporal (1 dimensión). 
 
Figura 6.62 – Comparación entre los espectros multifractales de la concentración máxima de 
















































El espectro multifractal procedente de la serie de datos observados es una parábola 
asimétrica en la que la rama derecha es considerablemente superior en longitud a la rama 
izquierda, significando que los valores bajos de la serie, frente a los valores altos, muestran 
una mayor variabilidad en su distribución a distintas escalas temporales. Algunos de los 
intervalos temporales considerados están caracterizados por valores muy bajos, aunque 
poco frecuentes. Por este motivo, la rama izquierda decae bastante más que la derecha. En 
general, la distribución de los valores es bastante homogénea, lo cual se deduce de la 
distribución equidistante de los puntos en ambas ramas. Debido a la ausencia de 
acumulación de puntos al final de las ramas es posible confirmar la inexistencia de valores 
extremos reproducibles frecuentemente. 
 
Así, en la medida en la que los espectros de las series temporales generadas para cada paso 
del modelo se asemejen al espectro de la serie temporal observada, se podrá afirmar que el 
modelo reproduce con un mayor grado de precisión las propiedades de escala de la 
distribución de los valores máximos diarios de ozono.      
 
Con el propósito de establecer dicha comparación, el espectro de cada una de las series 
estimadas se representa junto al espectro procedente de la serie original. Estos espectros 
también muestran una marcada asimetría, siendo la rama izquierda de mayor longitud que 
la derecha, tendiendo siempre a solaparse con el espectro original. Sin embargo, ninguna de 
las ramas de los espectros procedentes del modelo alcanzan la longitud de las ramas del 
espectro de la serie original. Esta circunstancia es indicativa de que, aunque el modelo es 
capaz de reproducir gran parte de las diferencias en la variabilidad detectada en la 
distribución de los valores altos y bajos, ninguno de los pasos del modelo es capaz de 
estimar los valores extremadamente altos y bajos de máximas de ozono. El análisis 
estadístico puede mostrar la distribución de los valores en estas series temporales a través 
de los diagramas de cajas (ver Figura 6.63). 
 
Figura 6.63 -  Diagrama de cajas de las concentraciones máximas diarias de ozono y las 





















Como puede observarse, ninguna de las series temporales estimadas por el modelo en cada 
uno de los pasos para su construcción es capaz de reproducir la distribución de valores 




existente en la serie temporal real. Obsérvese como los sucesivos pasos del modelo no 
mejoran la reproducibilidad de los valores extremos, sino que las distribuciones 
permanecen prácticamente constantes desde el paso 3 al 8. Sin embargo, utilizando el 
análisis multifractal es posible profundizar en esta limitación del modelo de regresión lineal 
múltiple, ya que nos permite discernir la variabilidad de la distribución de los valores altos y 
bajos de las series estimadas, teniendo la ventaja de ser un análisis reproducible a diferentes 
escalas temporales.  
      
Retornando a la Figura 6.62, en la gráfica 6.62a se representa el espectro de la 
concentración máxima de ozono estimada cuando en el modelo sólo interviene como 
variable explicativa la concentración máxima de ozono del día anterior (lag([O3]max)). En 
este primer paso de construcción del modelo la variable seleccionada es aquella que 
muestra el mayor coeficiente de correlación parcial. Si se comparan ambos espectros es 
fácilmente apreciable que el procedente de datos estimados es bastante diferente respecto al 
de valores observados. El espectro es mucho más estrecho, indicando que la serie es 
incapaz de reproducir la variabilidad de escala de los datos originales. Además, ambas 
ramas son más cortas, lo cual se relaciona con la incapacidad del modelo de generar datos 
altos y bajos.  
 
La gráfica b, por su parte, representa el espectro de la serie obtenido al estimar los valores 
con la ecuación obtenida en el segundo paso de creación del modelo. En esta etapa la 
temperatura máxima del día anterior (Tmax) es introducida en el modelo como una variable 
explicativa adicional. En este paso el coeficiente de determinación (R2
  
) aumenta 
considerablemente su valor y el error típico de la estimación (EE) se reduce (ver Fig. 6.56). 
El espectro correspondiente es considerablemente más ancho, indicando que mediante la 
introducción de esta nueva variable el modelo comienza a reproducir de una forma más 
precisa la variabilidad en la distribución de los valores altos y bajos. La rama izquierda, la 
cual se relaciona con el comportamiento de escala de los valores altos de la serie, se solapa 
con la rama homóloga del espectro de datos observados, evidenciando que la distribución 
de los valores altos de la serie sintética se ajusta bastante bien, aunque el modelo sigue 
adoleciendo de capacidad para reproducir los valores más extremos. Introduciendo la 
concentración de ozono residual (O3(4h)) como tercera variable explicativa en el modelo, 
los valores de R2
 
 y EE continúan aumentando y disminuyendo, respectivamente, indicando 
que, con cada nuevo paso el modelo es más consistente desde el punto de vista estadístico.  
Centrándonos en su espectro correspondiente (representado en el gráfico 6.62c), se 
observa que su forma ha variado bastante poco con respecto al paso anterior. La adicción 
de esta nueva variable tiene bastante impacto sobre la calidad estadística del modelo pero 
su aportación es escasa en la reproducibilidad del comportamiento de escala de los datos 
estimados.  
 
En el cuarto paso de creación del modelo se incluyó la concentración de dióxido de 
nitrógeno residual (NO2(4h)). De nuevo, el coeficiente de determinación aumenta su valor, 
sin embargo, el incremento es cada vez menor si se compara con los pasos previos. Lo 
mismo se podría decir sobre el descenso en el nivel de del error típico de la estimación (ver 
Fig. 6.56). Por el contrario, analizando el espectro multifractal obtenido a partir de la 
ecuación propuesta para el paso 4 (Fig. 6.62) puede comprobarse que es el que mejor se 
ajusta a la forma, amplitud y longitud del espectro de la serie temporal real. Las ramas de 
ambos espectros se muestran casi solapadas. La distribución de los valores bajos en la serie 
sintética (rama derecha) es bastante similar a la de la serie real. Además, los valores 




extremadamente bajos y altos son los que más fielmente son reproducidos en todos los 
pasos del modelo, dado que es en este espectro donde se alcanzan los valores más bajos de 
f(αmax) y f(αmin).  
 
En la Tabla 6.14 se recogen los parámetros multifractales de las series temporales estimadas 
y real. La amplitud del espectro (αmax - αmin) alcanza su máximo valor en el cuarto paso y los 
valores de f(αmax) y f(αmin) son mínimos. Por tanto, los parámetros multifractales para el 
cuarto paso son los más cercanos posibles a los parámetros obtenidos a partir de la serie de 
datos reales. Desde un punto de vista multifractal se puede afirmar que la distribución de 
las concentraciones máximas diarias de ozono a diferentes escalas temporales son 
estimadas con la mayor exactitud posible en el cuarto paso de creación del modelo.  
 
Tabla 6.14 – Parámetros multifractales para cada uno de los pasos en el modelo de regresión lineal 
múltiple 
Serie αmin αmax αmax - αmin f(αmax) f(αmin) 
Observada 0,927 1,137 0,210 0,703 0,530 
Paso 1 0,947 1,093 0,146 0,775 0,642 
Paso 2 0,936 1,112 0,176 0,760 0,637 
Paso 3 0,936 1,115 0,178 0,761 0,619 
Paso 4 0,936 1,126 0,190 0,757 0,567 
Paso 5 0,937 1,124 0,187 0,767 0,591 
Paso 6 0,936 1,124 0,187 0,763 0,595 
Paso 7 0,936 1,125 0,188 0,765 0,598 
Paso 8 0,936 1,125 0,189 0,763 0,598 
 
La ecuación del modelo en el cuarto paso quedaría definida de la siguiente manera: 
 
 
[O3]max = 0,141 + 0,454*lag([O3]max) + 1,123*Tmax + 0,281*O3(4h) + 0,201*NO2(4h)   (12.4)     
 
 
Sin embargo, siguiendo las reglas de elaboración y cumpliendo las restricciones estadísticas, 




En el quinto paso la radiación solar media del día anterior (RAD) es añadida como nueva 
variable explicativa en el modelo. Obviamente, tanto el coeficiente de determinación como 
el error típico de la estimación mejoran sus valores, aunque comienzan a estancarse 
bastante (ver Fig. 6.56). A partir de este paso hasta el último, los espectros multifractales 
(gráficos e, f, g y h de la Fig. 6.62) se retraen y pierden anchura, indicando que la 
introducción de nuevas variables en el modelo afectan negativamente a la reproducibilidad 
de las propiedades de escala de los datos de ozono estimados.  
 
Conforme se avanza en los sucesivos pasos, el modelo se hace cada vez más complejo 
debido a la adicción de nuevas variables, los valores de R2 
 
y EE comienzan a estancarse y 
los espectros multifractales se alejan de la forma del espectro de la serie temporal 
observada. A su vez, se seleccionan variables que pueden violar el supuesto de no 









“Incluso un camino sinuoso, difícil,  
nos puede conducir a la meta  

















































This chapter, which is the last one of the document, shows the main contributions and the 






































7. Conclusions   
 
1. Multifractal analysis has successfully described the differences in the distribution of 
ozone data at different temporal scales measured in urban, suburban and rural places. 
Multifractal spectra reveal a greater heterogeneity in the distribution of low ozone 
concentrations. This methodology provides new information which confirms, 
clarifies and refines the results obtained from traditional statistical analyzes of ozone 
pollution. 
 
2. The shuffling procedure has confirmed that the distribution of low concentrations is 
the main protagonist of the multifractal nature of ozone time series. It also has 
revealed that the order of the data in the time series is a key to maintaining the scale 
properties. 
 
3. During the hottest months, the location and photochemical reactions play a minor 
role in the distribution of ozone data in time series. Under these conditions, the 
multifractal spectrum in rural areas is very similar to the urban and suburban areas. 
Atmospheric stability reduces the variability of the concentrations of ozone and 
homogenizes the scaling behaviour data throughout the study area. Conversely, when 
temperatures and solar radiation decreases, in the monitoring sites differences are 
evident. 
 
4. Joint multifractal analysis has proven to be an appropriate tool to describing the 
influence of nitrogen dioxide on ozone seasonal patterns. The joint multifractal 
spectrum determines the heterogeneity of the high and low values of ozone 
concentration for different concentrations of nitrogen dioxide, allowing to check the 
presence of extreme data, as well as offering a detailed explanation of the correlation 
between these pollutants by detecting the [NO2] and [O3] values that have major 
influence to this relationship in autumm-winter and spring-summer seasons.  
 
5. Joint multifractal analysis is also capable to characterize the scaling behaviour 
established between meteorological variables and ozone. It shows that solar radiation 
is closely related to ground-level ozone concentrations, although temperature is the 
variable which more affect to the heterogeneity of ozone distribution. The humidity 
level shows a reverse relationship with tropospheric ozone. 
 
6. The joint multifractal spectrum also describes the heterogeneity in the high and low 
temperature values related to seasonal wind patterns. Winds blowing from the SW 
are related to the heterogeneity detected in both, low and high values of temperature. 
In contrast, winds blowing from NE have only influence on low temperature. 
 
7. The study of the relationship between wind patterns and ozone concentration by 
using the joint multifractal analysis has led to obtain several conclusions. Respect to 
the scale relation between wind velocity and ozone, it has been found that high wind 
velocities produce a higher order and a loss of variability in the ozone distribution, by 
extending this situation the whole area of study. The low wind velocity emphasizes 
the influence of chemical pollutants in the monitoring stations, thus greater 
differences between the spectra simple for q[VELO] = -5 are founded. Regarding wind 
direction, winds blowing from SO act homogenizing the distribution of ozone values 
in the study area, whereas NE winds allow the influence on ozone of other variables, 







8. In general, wind patterns affect over the whole metropolitan area of Seville 
(especially in summer). Measuring stations are not affected by the displacement of air 
masses with high ozone concentrations from source areas. The characteristics that 
homogenizing the variability of ozone are high wind velocity and SO wind direction, 
which could only occur during summer. However, during this season wind velocity is 
usually low. The greatest differences in ozone behaviour have been found in the 
regime characteristic of cold months (NE, but associated with low winds), which is 
very common across the Guadalquivir Valley. 
 
9. Despite of the wind patterns, the outskirts monitoring stations are characterized by a 
greater degree of homogeneity and low variability in the distribution of ozone values, 
compared to other stations in the capital. 
 
10. Time series of daily maximum ozone concentrations obtained from multiple linear 
regression, as well as real data, have a multifractal nature. This fact has allowed 
obtain an alternative and complementary tool to assess the quality of result provide 
by simulated time series. 
 
11. The application of multifractal analysis as an additional method to ensure quality and 
accuracy of a prediction model is a novel line of research that can improve estimates 
of the predictive models of tropospheric ozone. Multifractal analysis allows 
determining the appropriate number of variables to be introduced into the model to 
better reproduce the scaling variability of the ozone data. It also show additional 
benefits, such as the insistence of collinearity between the independent variables 
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