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Introduction
This paper is devoted to the theory of WDVV equations of associativity. This re-
markable system of nonlinear differential equations was discovered by E.Witten [Wi1] and
R.Dijkgraaf, E.Verlinde and H.Verlinde [DVV] in the beginning of ’90s. It was first derived
as equations for the so-called primary free energy of a family of two-dimensional topological
field theories. Later it proved to be an efficient tool in solution of problems of the theory
of Gromov - Witten invariants, reflection groups and singularities, integrable hierarchies.
Here we mainly consider the relationships of WDVV to the theory of Painleve´ equa-
tions. This is a two-way connection. First, any solution to WDVV satisfying certain
semisimplicity conditions, can be expressed via Painleve´-type transcendents. Conversely,
theory of WDVV works as a source of remarkble particular solutions of the Painleve´ equa-
tions.
The paper is an extended version of the lecture notes of a course given at 1996 Carge`se
summer school “The Painleve´ property: one century later”. It is organized as follows.
In Lecture 1 we give a sketch of the ideas of two-dimesnional topological field theory,
we formulate WDVV and give main examples of solutions coming from quantum cohomol-
ogy and from singularity theory. In Lecture 2 we give a coordinate-free reformulation of
WDVV introducing the notion of Frobenius manifold. We also construct the first main
geometrical object, namely, the deformed affine connection on a Frobenius manifold. The
monodromy at the origin of the deformed connection gives us the first set of important
invariants of Frobenius manifolds. In Lecture 3 we define the class of semisimple Frobe-
nius manifolds. In physics they correspond to two-dimensional topological field theories
with all relevant perturbations. We construct the so-called canonical coordinates on such
manifolds. In Lecture 4 we complete the classification of semisimple Frobenius manifolds
in terms of monodromy data of certain universal linear differential operator with ratio-
nal coefficients. We give a nontrivial example of computation of the monodromy data in
quantum cohomology. In the last Lecture we develop a “mirror construction” represent-
ing the principal geometrical objects on a semisimple Frobenius manifold by residues and
oscillatory integrals of a family of analytic functions on Riemann surfaces.
Acknowledgment. I would like to thank the organizers of the Carge`se summer school
for the invitation and generous support. I thank A.B.Givental for fruitful discussion of
Theorem 3.2.
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Lecture 1.
Algebraic properties of correlators in 2D topological field theories.
Moduli of a 2D TFT and WDVV equations of associativity
By definition, a quantum field theory (QFT) on a D-dimensional oriented manifold Σ
(in our case D = 2) consists of:
1) Local fields φα(x), x ∈ Σ. The metric gij(x) on Σ could be one of the fields. It is
called gravity.
2) Lagrangian
L = L(φ, ∂xφ, . . .).
The equations of motion of the classical field theory have the form
δS
δφα(x)
= 0
where
S[φ] =
∫
Σ
L(φ, ∂xφ, . . .)
is the classical action.
3) In the path-integral quantization we are interested in the partition function
ZΣ =
∫
[dφ]e−S[φ]
and, more generally, in the (non-normalized) correlation functions
< φα(x)φβ(y) . . . >Σ=
∫
[dφ]φα(x)φβ(y) . . . e
−S[φ].
The integration in both cases is over the space of local fields φ on Σ with an appropriate
measure [dφ]. In the full theory we are also to take an integration over the space of
manifolds Σ.
4) The theory admits topological invariance if an arbitrary change of the metric on Σ
preserves the action
δS
δgij(x)
≡ 0.
In D = 2 case such a theory will be called 2D topological field theory (TFT). For example,
in the 2D case the total curvature functional
S =
1
2π
∫
Σ
R
√
gd2x
is topologically invariant. Indeed, due to Gauss - Bonnet theorem it is equal to the Euler
character of the surface Σ.
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For a topological field theory the partition function gives a topological invariant of Σ.
The correlation functions depend only on the topology of Σ and on the fields (but not on
their positions). Particularly, in the 2D case we have
< φα(x)φβ(y) . . . >Σ≡< φαφβ . . . >g .
In the r.h.s. there are just numbers depending on the genus g of the surface Σ and on the
labels α, β, . . . of the fields.
5) In the matter sector of the QFT we integrate over the space of all fields but the
metric (gij(x)). For a TFT the correlators of the matter sector have a nice algebraic
description to be presented in a moment. To describe coupling of the QFT to gravity one
is to integrate over the space of metrics. In TFTs coupling to gravity can be reduced to
integration over the space of conformal classes of the metrics on Σ, i.e., over the moduli
space of Riemann surfaces of the genus g = g (Σ). This is a much more complicated
procedure by now fixed only for the genera g = 0, 1.
We describe now the algebraic properties of the matter sector correators in a 2D TFT.
We will consider simple theories having a finite number of observables in the matter sector
φ1, . . . , φn
(the so-called primary chiral fields). One can easily derive all algebraic properties of the
correlators using the general Atiyah axioms of a topological field theory. We present here
only the summary of the properties.
Definition 1.1. A Frobenius algebra is a pair (A, < , >) where A is a commutative
associative algebra (over C) with a unity and < , > stands for a symmetric non-degenerate
invariant bilinear form on A. The invariance means validity of the following identity
< a b, c >=< a, b c > (1.1)
for arbitrary 3 vectors a, b, c ∈ A.
Theorem 1.1 (see [Dij1, Dij1, Du7]). The matter sector correlators of any 2D TFT
with n observables can be encoded by a Frobenius algebra (A,< , >) with a marked basis
e1, . . . , en. The genus g correlators of the observables have the form
< φα1φα2 . . . φαk >g=< eα1 · eα2 · . . . · φαk , Hg >
where
H = ηαβeα · eβ ∈ A(
ηαβ
)
= (ηαβ)
−1
, ηαβ :=< eα, eβ > .
Physicists call (A,< , >) the primary chiral algebra of the TFT. Observe that the struc-
ture of the Frobenius algebra is uniquely determined by the genus zero two- and three-point
correlators
< eα, eβ >=< φαφβ >0, < eα · eβ , eγ >=< φαφβφγ >0 .
4
Usually the observables are chosen in such a way that the vector e1 coincides with the
unity of the algebra A. Then
< eα, eβ >=< φ1φαφβ >0 .
We give now the two main “physical” examples of Frobenius algebras.
Example 1.1. Let X be a 2d-dimensional closed oriented manifold without odd-
dimensional cohomologies. Take the full cohomology algebra
A = H∗(X)
with the bilinear form
< ω1, ω2 >=
∫
X
ω1 ∧ ω2, ω1, ω2 ∈ H∗(X) (1.2)
(we realize cohomologies by classes of closed differential forms). Symmetry and invariance
of this bilinear form are obvious. Nondegeneracy follows from the Poincare´ duality theorem.
This Frobenius algebra describes the matter sector of the topological sigma model (X is
the target space).
Actually, in this example we have a certain graded structure on (A,< , >). General-
izing, we give
Definition 1.2. The Frobenius algebra is called graded if a linear operator Q : A→ A
and a number d are defined such that
Q(a b) = Q(a)b+ aQ(b), (1.3a)
< Q(a), b > + < a,Q(b) >= d < a, b > (1.3b)
for any a, b ∈ A. The operator Q is called grading operator and the number d is called
charge of the Frobenius algebra. We will consider only the case of diagonalizable grading
operators. Then we may assign degrees to the eigenvectors eα of Q
deg(eα) = qα if Q(eα) = qαeα. (1.4a)
For the topological example the vectors of a homogeneous basis are chosen in such a way
that
eα ∈ H2qα (X) , deg(eα) = qα. (1.4b)
The charge d is equal to the half of the dimension of X .
Particular example: X = CPd. The full cohomology space has dimension n = d+ 1.
The natural basis in A = H∗
(
CPd
)
is
1, ω, ω2, . . . , ωd
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where ω is the standard Ka¨hler form on the projective space. We normalize it by the
condition ∫
CPd
ωd = 1.
Then (A,< , >) is isomorphic to the quotient of the polynomial algebra
A = C[ω]/
(
ωd+1
)
with the bilinear form
< ωk, ωl >= δk+l,d.
Remark 1.1. We will consider below also graded Frobenius algebras (A,< , >)
over graded commutative associative rings R. In this case we have two grading operators
QR : R→ R and QA : A→ A satisfying the properties
QR(αβ) = QR(α)β + αQR(β), α, β ∈ R (1.5a)
QA(ab) = QA(a)b+ aQA(b), a, b ∈ A (1.5b)
QA(αa) = QR(α)a+ αQA(a), α ∈ R, a ∈ A (1.5c)
QR < a, b > +d < a, b > =< QA(a), b > + < a,QA(b) >, a, b ∈ A. (1.5d)
The number d is called the charge of the graded Frobenius algebra.
Example 1.2. of Frobenius algebra. Let f(x) be a polynomial of x ∈ CN with an
isolated singularity at x = 0. This means that
df(x)|x=0 = 0
(we may also assume that f(0) = 0),
df(x)|x6=0 6= 0
for x sufficiently close to the origin. Take the quotient of the polynomial algebra
A = C[x]
/(
∂f
∂x1
,..., ∂f
∂xN
). (1.6)
This is called the Jacobi ring, or the local algebra of the singularity. This is a finite-
dimensional algebra if the singularity has finite multiplicity n. (The number n = dimA
is also called Milnor number of the singularity.) We define bilinear form on A taking the
residue
< p, q >=
1
(2πi)
N
∫
∩i| ∂f∂xi |=ǫ
p(x)q(x)dNx
∂f
∂x1
. . . ∂f∂xN
. (1.7)
Here ǫ is sufficiently small positive number. Again, symmetry and invariance of the bilinear
form are trivial. Nodegeneracy is less trivial; see the proof in [AGV], Volume 1, Section 5.
To obtain a graded Frobenius algebra one is to take a quasihomogeneous polynomial f(x).
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This Frobenius algebra describes the matter sector of a topological Landau - Ginsburg
model. The function f(x) is called superpotential of the theory.
Particular example: the simple singularity of the An type. Here N = 1, f(x) = x
N+1.
The local algebra
A = C[x]
/ (
xN+1
)
= span
(
1, x, x2, . . . , xn−1
)
xk · xl =
{
xk+l, k + l < n
0, k + l ≥ n
< xk, xl >= res
xk+l
(n+ 1)xn
=
{
0, k + l 6= n− 1
1
n+1 , k + l = n− 1.
The grading operator is determined by
Q(x) =
1
n+ 1
x,
the charge is
d =
n− 1
n+ 1
.
We have already said that the procedure of coupling to gravity of a 2D TFT is more
complicated (not settled in full generality). For the genus zero case it can be done still in
an axiomatic way. It turns out that the axioms of coupling to gravity can be reduced to
WDVV equations of associativity. Here WDVV stands for Witten - Dijkgraaf - E.Verlinde
- H.Verlinde. In the paper [Wi1] the equations of associativity were derived in the setting
of topological sigma models. In [DVV] they were derived in a more general class of TFTs
obtained by the so-called twisting from N = 2 supersymmetric QFTs. Basically, the idea
was to consider correlators of a particular n-dimensional family of TFTs
S 7→ S −
n∑
α=1
∫
Σ
φ(2)α
as functions of the coupling constants t =
(
t1, . . . , tn
)
. Here φ
(2)
1 , . . . , φ
(2)
n are certain
two-forms on Σ being in one-to-one correspondence with the observables φ1, . . . , φn. The
deformation preserves the topological invariance (not the grading!). So one obtains a n-
dimensional deformation (At, < , >t) of n-dimensional Frobenius algebra (A,< , >) =
(A0, < , >0). A basis e1 = 1, e2, . . . , en corresponding to the chosen system of observables
φ1, . . . , φn is marked in all of the algebras At. The following properties of the family of
Frobenius algebras (At, < , >t) were proved by WDVV:
< eα, eβ >t≡< eα, eβ > (WDV V 1)
cαβγ(t) :=< eα · eβ , eγ >t= ∂
3F (t)
∂tα∂tβ∂tγ
. (WDV V 2)
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Here F (t) = logZ0(t) is the genus zero free energy of the family of TFTs (the so-called
primary free energy).
The last is the quasihomogeneity condition: the structure constants cαβγ(t) of the
algebras At are weighted homogeneous functions of the degree qα + qβ + qγ − d where we
assign degree 1− qα to the variable tα for each α = 1, . . . , n:
cαβγ
(
λ1−q1t1, . . . , λ1−qntn
)
= λqα+qβ+qγ−dcαβγ
(
t1, . . . , tn
)
for an arbitrary λ 6= 0. Observe that q1 = 0 if e1 = 1. All the quasihomogeneity equations
can be written as a one for the primary free energy
F
(
λ1−q1t1, . . . , λ1−qntn
)
= λ3−dF
(
t1, . . . , tn
)
+ quadratic (WDV V 3)
where “quadratic” stands for at most degree two polynomial in t1, . . . , tn. (Later we will
slightly modify the quasihomogeneity requirement for those tα where qα = 1 - see the
beginning of Lecture 2.)
The WDVV equations of associativity is the problem of classification of n-dimensional
families of n-dimensional Frobenius algebras satisfying the above properties WDVV1 -
WDVV3. One can consider this problem as the first approximation to the problem of
classification of 2D TFTs, at least of those obtained by twisting from N=2 supersym-
metric theories. We do not present here other stores of the whole building of a 2D TFT
(coupling to gravity [Wi2, Du3, Du7], Zamolodchikov-type Hermitean metric on the space
of parameters t [CV1, Du4]). Probably, the upper stores can be put not on an arbitrary
solution of WDVV as on the basement. However, before proceeding to the upper stores we
will study the structure of the eventual basement, i.e., of a solution of WDVV. These my
lectures are devoted just to this problem of classification of solutions of WDVV equations
of associativity.
We finish this section with a sketch of construction of the deformed 2D TFTs for the
two above examples. Observe first that for a graded Frobenius algebra (A0, < , >,Q, d)
one can construct a trivial cubic solution of WDVV
F0 =
1
6
< 1, (t)3 >, t = tαeα ∈ A0. (1.8)
In all the physical examples the free energy F (t) is constructed as an analytic perturbation
of a cubic F0.
Example 1.3. We will additionally assume the 2d-dimensional target space X to be
Ka¨hler. The deformation of F0 is defined as the generating function of Gromov - Witten
invariants. Let us consider the moduli space of instantons
X[β],l :=
{
holomorphic β :
(
S2, p1, . . . , pl
)→ X, given homotopy class [β] ∈ H2 (X ;Z)} .
(1.9)
The holomorphic maps β of the Riemann sphere S2 with marked points p1, . . . , pl are
considered up to holomorphic change of parameter. Under certain assumptions about the
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manifold X (see [KM, RT]) it can be shown that X[β],l can be compactified to produce an
orbifold of the complex dimension
dimCX[β],l = d+
∫
S2
β∗ (c1(X)) + l − 3.
Here c1(X) ∈ H2(X) is the first Chern class of X .
Observe that any of the marked points pi defines the evaluation map that we denote
by the same symbol
pi : X[β],l → X, (β, p1, . . . , pl) 7→ β(pi). (1.10)
For an element
a1 ⊗ a2 ⊗ . . .⊗ ak ∈ (H∗(X))⊗k
define the number
< a1 ⊗ . . .⊗ ak >[β],l=
{
0, k 6= l∫
X[β],l
p∗1(a1) ∧ . . . ∧ p∗l (al), k = l (1.11)
We extend this symbol linearly onto the infinite direct sum
C⊕H∗ ⊕H∗ ⊗H∗ ⊕ (H∗)⊗3 ⊕ . . .
with H∗ := H∗(X).
Define now the function F (t),
t = (t′, t′′) ∈ H∗(X) (1.12a)
t′ ∈ H2(X)/2πiH2(X,Z), t′′ ∈ H∗6=2(X), (1.12b)
F (t) = F0(t) +
∑
[β] 6=0,l
〈
et
′′
〉
[β],l
e
∫
S2
β∗(t′)
. (1.13)
Here F0(t) is the cubic (1.8) for the Frobenius algebra A0 = H
∗(X). The exponential
et := 1 +
t
1!
+
1
2!
t⊗ t+ . . .
is considered as an element of the infinite direct sum.
The numbers < a1 ⊗ . . . ⊗ ak >[β],l can be nonzero only if the following dimension
condition holds true
dega1 + . . .degal = dimX[β],l = d+
∫
S2
β∗ (c1(X)) + l − 3.
This can be written in the form
l∑
i=1
(1− deg ai) = 3− d−
∫
S2
β∗ (c1(X)) . (1.14)
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We see from this dimension condition that for any [β], l the coefficient〈
et
′′
〉
[β],l
is a polynomial in t′′ ∈ H∗6=2(X). The coefficients of these polynomials proved to be
independent on the complex structure on X [Gr, MS, RT] but only on the homotopy class
of the symplectic structure on X given by the imaginary part Ω of the Ka¨hler metric.
They are called Gromov - Witten invariants of (X,Ω). (Actually, one can start with more
general situation to define GW invariants of a compact symplectic manifold (X,Ω). To
this end one is to consider pseudoholomorphic maps β : S2 → X w.r.t. an appropriate
almost complex structure on X . See details in [Gr, MS, RT].)
The family of algebras At with the parameter
t ∈ H∗(X)/2πiH2(X,Z)
is called quantum cohomology of X . Sometimes they considered quantum cohomology in
the restricted sense where the parameter t = t′ of the deformation belongs to
t ∈ H1,1(X)/2πiH2(X,Z).
This restricted quantum cohomology is closely related to Floer symplectic cohomology of
(X,Ω) (see [Sad, Pi, MS]). In the point of classical limit t′ → −∞ (i.e., ∫
S2
β∗(t′) → −∞
for any [β] 6= 0) F (t)→ f0(t), so the quantum cohomology goes to the classical ones.
Particular example. Quantum cohomology of the projective plane CP2. For t =
t1 + t2ω + t3ω2 ∈ H∗(CP2) the cubic function F0(t) is
F0(t) =
1
2
(
t1
)2
t3 +
1
2
t1
(
t2
)2
.
Here t′ = t2ω, t′′ = t1 + t3ω2. The series F (t) has the form [KM1]
F (t) = F0(t) +
∞∑
k=1
Nk
(3k − 1)!
(
t3
)3k−1
ekt
2
. (1.15)
Here
Nk = #
{
rational curves of degree k on CP2
passing through 3k − 1 generic points.}
E.g., N1 = 1 (one line through 2 points), N2 = 1 (one conic through 5 points). One can
see that the quasihomogeneity condition WDVV3 must be modified: the function F (t) has
degree 1 = 3− 2 (up to quadratic terms) if t1 has degree 1, t3 has degree -1, t2 has degree
0 but exp t2 has degree 3. This quasihomogeneity anomaly comes from the term∫
S2
β∗
(
c1
(
CP2
))
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in the dimension condition (1.14).
The series F (t) has nonempty domain of convergence
Re
(
t2 + 3 log t3
)
< R (1.16)
for some positive R. Numerical estimation for R was obtained by [DI]
R ≃ 1.981.
Actually, the following asymptotic ansatz was proposed in [DI]
Nk
(3k − 1)! ≃ a
kbk−
7
2 , k− >∞
with a ≃ 0.138, b ≃ 6.1. The exact values of the constants a, b are not known.
The structure constants of the restricted quantum cohomology ring are obtained by
triple differentiation of F (t) and setting t1 = t3 = 0. The resulting ring has very simple
structure: this is the quotient of the polynomial ring
QH∗
(
CP2
)
= C[e2]/
(
e32 = q
)
with
q = et
2
.
Clearly, at the point of classical limit q → 0 one obtains the classical cohomology ring of
the projective plane.
The function F (t) proves to solve the WDVV equatons of associativity [KM1]. It was
observed by Kontsevich that, plugging the ansatz (1.15) with N1 = 1 into the equations of
associativity one can compute recursively all the coefficients Nk. We leave as an exercise
for the reader to derive these recursion relations for Nk.
Remark 1.2. Denote
φ(x) =
∞∑
k=1
Nk
(3k − 1)!e
kx
and
ψ(x) =
φ′′′ − 27
8(27 + 2φ′ − 3φ′′)
(the prime stands for the x-derivative). Then the coefficients N
(1)
K of the expansion
ψ(x) = −1
8
+
∞∑
k=1
k N
(1)
k
(3k)!
ekx
are the elliptic Gromov - Witten invariants of CP2, i.e., they are the numbers of elliptic
curves of the degree k passing through 3k generic points on CP2. This was proved in
[DZ2].
11
Also in the general situation of quantum cohomology of a manifold X one can prove
validity of WDVV for a vast class of manifolds X [KM, MS, RT]. The quasihomogeneity
conditions have the form WDVV3 for the dependence of F (t) on the coordinates of the
component t′′ ∈ H∗6=2 (X). For the other component t′ =∑ t′αe′α ∈ H2 (X) of t = (t′, t′′)
the coordinates t′α are dimensionless. We assign then the degrees to the exponentials
deg et
′α
= rα (1.17)
if
c1 (X) =
∑
rαe
′
α. (1.18)
Clearly, for X = CP2 we obtain the above condition deg exp t2 = 3. For Calabi - Yau (CY)
varieties X also the exponentials exp t′α are dimensionless since c1 (X) = 0. Particularly,
for CY 3-folds all the GW polynomials
〈
et
′′
〉
[β],l
are just numbers, as it follows from the dimension condition (1.14). That means that, es-
sentially, the full quantum cohomology of a CY 3-fold is reduced to the restricted one (we
do not consider here the contributions from the odd-dimensional classes of th CY). Accord-
ing to mirror conjecture [COGP], the free energy of a CY 3-fold X can be expressed via
certain generalized hypergeometric functions. These hypergeometric functions are periods
of the holomorphic three-form on the so-called dual CY 3-fold X∗. The mirror conjecture
has been proved in [Gi2 - Gi4] for CY complete intersections in projective spaces. A general
geometrical setting justifying mirror conjecture was proposed in [Wi4].
In the opposite case of Fano varieties, where c1 (X) > 0, nothing is known about the
analytic structure of the free energy (besides the trivial example of the projective line where
the full quantum cohomology is reduced to the restricted one). The restricted quantum
cohomology can be often computed (actually, they are computed for all Fano complete
intersections in [Beau]). For many examples of Fano varieties it was shown that, like in
the above example of CP2, one can reconstruct all the GW invariants from the restricted
quantum cohomology just solving recursively the WDVV equations of associativity. The
restricted quantum cohomology serve as the initial data to specify uniquely the solution
of WDVV.
We suggest that the success of this reconstruction of GW invariants of Fano varieties,
unlikely CY varieties, where WDVV gives essentially no information about the GW in-
variants, is based on the following conjectural property [TX] of quantum cohomology of
Fano varieties: the deformed Frobenius algebra At is semisimple for generic value of the
parameter t. In these lectures we describe the general solution of WDVV satisfying the
semisimplicity condition. We will show that they can be expressed via certain Painleve´-
type transcendents. We will also discuss the problem of selection of the particular solutions
of WDVV corresponding to free energies of physically motivated models of 2D TFT.
Example 1.4. In the topological Landau - Ginsburg models with the superpotential
f(x) the deformed Frobenius algebra is given by the formulae similar to (1.6), (1.7) where
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one is to use the versal deformation [AGV, Ar2]
fs(x) = f(x) +
n∑
i=1
sipi(x) (1.19)
of the singularity. Here p1(x) = 1, p2(x), . . . , pn(x) is a basis of the local algebra of
the singularity. (Actually, one is to choose properly the volume form dNx in (1.7). The
construction of the needed volume form is given in [Sai2].) The metric
∑
ηij(s) ds
idsj
on the space of the parameters s =
(
s1, . . . , sn
)
has the form
ηij(s) =
1
(2πi)N
∫
∩j | ∂fs(x)∂xj |=ǫ
pi(x)pj(x)d
N (x)
∂fs(x)
∂x1
. . . ∂fs(x)∂xn
. (1.20)
Under certain assumptions [Sai2] one can prove that this metric has zero curvature. Thus
one can introduce new coordinates
(
t1, . . . , tn
)
on the space of parameters such that
ηijds
idsj = ηαβdt
αdtβ
with a constant matrix ηαβ . In these coordinates
cαβγ(t) =
1
(2πi)N
∫
∩j | ∂fs(x)∂xj |=ǫ
∂fs(x)
∂tα
∂fs(x)
∂tβ
∂fs(x)
∂tγ d
N (x)
∂fs(x)
∂x1
. . . ∂fs(x)
∂xn
. (1.21)
The explicit formulae for the A-D-E simple singularities see in [BV].
Particular case. Simple singularity of A3 type. Here p1 = 1, p2 = x, p3 = x
2 is a basis
in the local algebra. So
fs = x
4 + s1 + s2x+ s3x
2
(I use all lower indices in concrete examples). The metric (1.7) in the coordinates s1, s2,
s3 has the matrix depending on s
< pi, pj >s= −4 res
x=∞
pi(x)pj(x)
4x3 + 2s3x+ s2
.
We obtain the following matrix of the metric
ηij(s) =

 0 0 10 1 0
1 0 −12s3

 .
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Introducing the new coordinates
s1 = t1 +
1
8
t23
s2 = t2
s3 = t3
we obtain the constant matrix
ηαβ =

 0 0 10 1 0
1 0 0

 .
The new parametrization of the versal deformation has the form
Pt(x) ≡ fs(x) = x4 + t1 + 1
8
t23 + t2x+ t3x
2.
The only nontrivial “three-point functions”
cαβγ = − res∞
∂αPt∂βPt∂γPt
∂xPt
dx
are
c113 = c122 = 1, c223 = −1
4
t3, c233 = −1
4
t2, c333 =
1
16
t23.
This gives a polynomial solution of WDVV
F (t1, t2, t3) =
1
2
t21t3 +
1
2
t1t
2
2 −
1
16
t22t
2
3 +
1
960
t53. (1.22)
We can continue our experiments with WDVV and try to find all polynomial solutions
F (t1, t2, t3). This simple exercise gives only 4 polynomial solutions [Du6, Du7]! Besides
(1.22) they are
F =
1
2
t21t3 +
1
2
t1t
2
2 +
1
6
t32t3 +
1
6
t22t
3
3 +
1
210
t73 (1.23)
F =
1
2
t21t3 +
1
2
t1t
2
2 +
1
6
t32t
2
3 +
1
20
t22t
5
3 +
1
3960
t113 (1.24)
F =
1
2
t21t3 +
1
2
t1t
2
2 + t
4
2.
The last polynomial does not satisfy the semisimplicity condition. It turns out that the
first two can be described in terms of singularities of the type B3 and H3 respectively.
In Lecture 5 I will explain the construction of the polynomials (1.22) - (1.24) in terms
of invariants of the Coxeter groups of the type A3, B3, H3 resp. and the generalization
of this construction to higher dimensions. Observe that the Coxeter groups A3, B3, H3
are just all the groups of symmetries of Platonic solids (of tetrahedron, octahedron, and
icosahedron resp.). So, WDVV equations of associativity “know” not only enumeration of
rational plane curve, but they also “know” the list of Platonic solids! See also Conjecture
of Lecture 5 below regarding polynomial solutions of WDVV.
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Lecture 2
Equations of associativity and Frobenius manifolds
Deformed flat connection and its monodromy at the origin
We give first the precise formulation of WDVV equations of asociativity. Next, we
will reformulate them in a coordinate-free form.
We look for a function F
(
t1, . . . , tn
) ≡ F (t), a constant symmetric nondegenerate
matrix
(
ηαβ
)
, numbers q1, . . . , qn, r1, . . . , rn, d such that
∂α∂β∂λF (t)η
λµ∂µ∂γ∂δF (t) = ∂δ∂β∂λF (t)η
λµ∂µ∂γ∂αF (t) (WDV V 1)
for any α, β, γ, δ = 1, . . . , n. (We denote
∂α :=
∂
∂tα
etc., summation over repeated indices is assumed.) Equivalently, the algebra
At = span (e1, . . . , en)
with the multiplication law
eα · eβ = cγαβ(t)eγ
cγαβ(t) : = η
γǫ∂ǫ∂α∂βF (t)
(2.1)
is to be associative for any t. The algebra will automatically be commutative.
The symmetric nondegenerate bilinear form < , > on At defined by
< eα, eβ >:= ηαβ (2.2)
where the matrix (ηαβ) is the inverse one to
(
ηαβ
)
, is invariant (in the sense of (1.1)) since
the expression
< eα · eβ , eγ >= ∂α∂β∂γF (t) (2.3)
is symmetric w.r.t. any permutation of α, β, γ.
The variable t1 will be marked and we require that
∂α∂β∂1F (t) ≡ ηαβ . (WDV V 2)
This means that the first basic vector e1 will be the unity of all the algebras At. From
(WDVV1,2) we conclude that (At, < , >) is a Frobenius algebra for any t.
The last one is the quasihomogeneity condition that we write down in the infinitesimal
form using the Euler identity for the quasihomogeneous functions. Introducing the Euler
vector field
E =
n∑
α=1
[(1− qα)tα + rα] ∂α (2.4)
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we require the function F (t) to satisfy
LEF (t) :=
n∑
α=1
[(1− qα)tα + rα] ∂αF (t) = (3−d)F (t)+ 1
2
Aαβt
αtβ+Bαt
α+C (WDV V 3)
for some constants Aαβ, Bα, C. The numbers qα, rα, d must satisfy the following normal-
ization conditions
q1 = 0, rα 6= 0 only if qα = 1. (2.5)
Loosely speaking, we assign the degree 1 − qα to the variable tα. But if qα = 1 then the
degree rα is assigned to exp t
α. With respect to this assignment the function F (t) has
degree 3− d up to quadratic terms.
We will consider the class of equivalence of solutions modulo additions of quadratic
polynomials in t.
Exercise 2.1. For any α, β prove that
(qα + qβ − d)ηαβ = 0. (2.6)
Exercise 2.2. Prove that, by adding a quadratic polynomial to F (t), the coefficients
Aαβ, Bα, C in (WDVV3) can be normalized in such a way that
Aαβ 6= 0 only if qα + qβ = d− 1
A1α =
∑
α
ηαǫrǫ
Bα 6= 0 only if qα = d− 2
B1 = 0
C 6= 0 only if d = 3.
(2.7)
Normalized in such a way coefficients Aαβ, Bα, C must also be considered as the
unknown parameters of the WDVV problem.
Trivial solutions are cubics corresponding to graded Frobenius algebras (A0, < , >)
cubic =
1
6
cαβγt
αtβtγ =
1
6
< 1, (t)3 > . (2.8)
Solutions needed are analytic perturbations of cubics. That means that
F (t) = cubic +
∑
k,l≥0
ak,l (t
′′)l ekt
′
(2.9)
where the vector argument t is subdivided in two parts
t = (t′, t′′) , deg t′ = 0, deg t′′ 6= 0, (2.10)
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k, l are multiindices with all nonnegative coordinates. For
t′′ → 0, t′ → −∞ (2.11)
F (t) goes to the cubic. In quantum cohomology this is called the point of classical limit.
There are two main approaches in the theory WDVV.
1. Algebraic approach. We study the formal series solutions (2.9) to WDVV analyzing,
say, the recursion relations for the coefficients ak,l. An example of the algebraic approach
are Kontsevich’s recursion relations for the numbers of plane curves, and also our discovery
of Platonic solids when classifying polynomial solutions to WDVV. A general approach
to construct solutions of WDVV in the class of formal series was recently proposed in
[BS]. Some family of formal power series solutions (not satisfying the quasihomogeneity
(WDVV3)) was very recently constructed in [Los].
2. Analytic approach. First to describe all solutions to WDVV and then to select the
solutions of the needed class (2.9).
In my lectures I will speak on the analytic approach to WDVV. This can be applied
to the solutions of the form (2.9) only if the series converges near the point of classical
limit (2.11). The convergence can be easily verified in concrete examples of quantum
cohomologies. However, the general proof of convergence is still missing.
Let me first be more specific about the explicit form of WDVV.
Exercise 2.3. Let Q be the grading operator in Cn = span (e1, . . . , en) defined by
Q(eα) = qαeα, α = 1, . . . , n.
Show that WDVV remain invariant under the linear transformations of the variables t
t 7→Mt, t = (t1, . . . , tn)T
(e1, . . . , en) 7→ (e1, . . . , en)M−1
(the upper label T stands for the transposition) where the matrix M satisfies the two
conditions
Me1 = e1
MQ = QM.
Prove that, if d 6= 0 then the matrix η = (ηαβ) by a transformation of the above form can
be reduced to the antidiagonal form
ηαβ = δα+β, n+1. (2.12)
Derive from (WDVV2) that, in these coordinates, the function F (t) can be represented in
the form
F (t) =
1
2
t1
2
tn +
1
2
t1
n−1∑
α=2
tαtn−α+1 + f
(
t2, . . . , tn
)
(2.13)
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for some function f of n− 1 variables. WDVV can be written as a system of differential
equations for this function.
We will usually consider only the case d 6= 0, although this is not important for the
mathematical theory of WDVV.
Example 2.1. n = 2. Here f = f(t2). The equations WDVV1 are empty. The
quasihomogeneity condition WDVV3 gives that
f = t2
3−d
1−d , d 6= 1
f = e
2t2
r , d = 1, E = t1∂1 + r∂2,
f = −1
2
c log t2, d = 3, E = t1∂1 − 2t2∂2, LEF = F + c.
Example 2.2. For n = 3 the function f = f(x, y), x = t2, y = t3 must satisfy the
following PDE
f2xxy = fyyy + fxxxfxyy.
For generic d the variables t1, t2, t3 have the scaling dimensions 1, 1− d2 , 1−d respectively,
and the scaling dimension of the function f is 3− d. So
f(x, y) =
x4
y
φ (log(yxq)) , q = 2
d− 1
2− d .
Plugging this to the above PDE one obtains the following complicated 3d order ODE for
the function φ
−6φ+ 48φ2 + 11φ′ + 88 q φφ′ − (144 + 144 q − 3 q2)φ′2 − 6φ′′ + 48(2 + 2 q + q2)φφ′′
−4 q(16 + 16 q + q2)φ′ φ′′ − (13 q2 + 13 q3 + q4)φ′′2
+φ′′′ + 8q(3 + 3q + q2)φφ′′′ + 2 q2(1 + q + q2)φ′ φ′′′ − q3(1 + q)φ′′ φ′′′ = 0.
The nongeneric are the integer values −2 ≤ d ≤ 4. In this case the ansatz for f is to be
modified. For example, for d = 2, r2 = r
f(x, y) =
1
y
φ(x+ r log y)
where the function f satisfies the ODE
φ′′′[r3 + 2φ′ − rφ′′]− (φ′′)2 − 6r2φ′′ + 11rφ′ − 6φ = 0. (2.14)
The case of quantum cohomology of CP2 corresponds to r = 3 (see Lecture 1 above). In
this case the equation (2.14) has a unique solution φ = φ(x) of the form
φ =
∑
k≥1
Ake
k x (2.15)
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normalized by the condition A1 =
1
2 . Plugging the series (2.15) into the equation (2.14)
one obtains the recursion relations for the numbers
Nk = (3k − 1)!Ak
of rational curves of degree k on CP2 passing through 3k − 1 generic points.
Exercise 2.4. Derive from the recursion relations that the series (2.15) converges if
Rex < log
6
5
.
Recall that the numerical estimate of [DI] guarantees convergence for
Rex < 1.981.
We conclude that in the first nontrivial case n = 3 the general solution of WDVV
depends on 3 arbitrary parameters. However, this parametrization does not say anything
about the analytic properties of solutions. For the next case n = 4 the situation looks to
be even worse: the function f = f(t2, t3, t4) is to be found from an overdetermined system
of 6 PDEs. With n growing the overdeterminancy of the system WDVV1 grows rapidly.
In these lectures we will give complete classification of the solutions of WDVV sat-
isfying the semisimplicity condition. Recall that this condition means that the algebra
At is semisimple for generic t. The solution will be expressed via certain Painleve´-type
transcendents (via particular transcendents of the Painleve´-VI type in the first nontrivial
case n = 3).
In this lecture we will develop some preliminary geometric constructions of the the-
ory of WDVV. First we will give a coordinate-free reformulation of WDVV equations of
asociativity. The basic idea is to identify the algebra At with the tangent space TtM to
the space of the parameters t ∈M ,
At ∋ eα ↔ ∂α ∈ TtM, α = 1, . . . , n.
The space of parameters M acquires a new geometrical structure: the tangent spaces TtM
are Frobenius algebras w.r.t. the multiplication
∂α · ∂β = cγαβ(t)∂γ (2.16)
and metric
< ∂α, ∂β >= ηαβ (2.17)
We arrive [Du5] at the following main
Definition 2.1. (Smooth, analytic) Frobenius structure on the manifoldM is a struc-
ture of Frobenius algebra on the tangent spaces TtM = (At, < , >t) depending (smoothly,
analytically) on the point t. This structure must satisfy the following axioms.
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FM1. The metric on M induced by the invariant bilinear form < , >t is flat. Denote
∇ the Levi-Civita connection for the metric < , >t. The unity vector field e must be
covariantly constant,
∇ e = 0. (2.18)
We use here the word ‘metric’ as a synonim of a symmetric nondegenerate bilinear form on
TM , not necessarily a positive one. Flatness of the metric, i.e., vanishing of the Riemann
curvature tensor, means that locally a system of flat coordinates (t1, . . . , tn) exists such
that the matrix < ∂α, ∂β > of the metric in these coordinates becomes constant.
FM2. Let c be the following symmetric trilinear form on TM
c(u, v, w) :=< u · v, w > . (2.19)
The four-linear form
(∇zc)(u, v, w), u, v, w, z ∈ TM
must be also symmetric.
Before formulating the last axiom we observe that the space V ect(M) of vector fields
on M acquires a structure of a Frobenius algebra over the algebra Func(M) of (smooth,
analytic) functions on M .
FM3. A linear vector field E ∈ V ect(M) must be fixed on M , i.e.,
∇∇E = 0. (2.20)
The operators
QFunc(M) := E
QV ect(M) := id + adE
(2.21)
introduce in V ect(M) a structure of graded Frobenius algebra of a given charge d over the
graded ring Func(M) (see above Remark 1.1 after Definition 1.2).
Lemma 2.1. Locally a Frobenius manifold with diagonalizable ∇E is described by a
solution of WDVV and vice versa.
Proof. 1. Starting from a solution of WDVV define the multiplication (2.16) and the
metric (2.17) on the tangent planes to the parameter space. In the original coordinates
(t1 . . . , tn) the metric is manifestly flat. In these coordinates the covariant derivatives
coincide with the partial ones
∇α = ∂α.
Since e = ∂1 we have ∇ e ≡ 0. The first axiom FM1 is proved. The tensor c in (2.19) has
the components
cαβγ(t) ≡ c(∂α, ∂β, ∂γ) = ∂α∂β∂γF (t).
So
(∇∂δc) (∂α, ∂β, ∂γ) = ∂α∂β∂γ∂δF (t)
is totally symmetric. This proves FM2.
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Let us now prove FM3. The equations
QV ect(M)(a · b) = QV ect(M)(a) · b+ a ·QV ect(M)(b)
QFunc(M) < a, b > +d < a, b > =< QV ect(M)(a), b > + < a,QV ect(M)(b) >
can be recasted in the form
LE(a · b)− LE(a) · b− a · LE(b) = a · b (2.22)
LE < a, b > − < LEa, b > − < a,LEb > = (2− d) < a, b > . (2.23)
We will prove the last two equations.
The Euler vector field is clearly a linear one. The gradient ∇E is a diagonal constant
matrix
∇E = diag (1− q1, . . . , 1− qn) . (2.24)
Triple differentiating of the quasihomogeneity equation (WDVV3) w.r.t. tα, tβ , tγ gives∑
ǫ
[(1− qǫ)tǫ + rǫ] ∂ǫ (cαβγ(t)) = (qα + qβ + qγ − d)cαβγ(t). (2.25)
From this and from (2.6) easily follow the identities (2.22), (2.23) of the definition of the
graded Frobenius algebra over graded ring of functions.
2. Choose locally flat coordinates (t1, . . . , tn) on a Frobenius manifold. We can choose
them in a particular way such that ∂1, . . . , ∂n are the eigenvectors of the linear operator
∇E : TM → TM
(∇E)∂α = λα∂α
for some constant λα (in the flat coordinates the matrix of the covariantly constant tensor
∇E is constant). This will be the homogeneous basis for the grading operator QV ect(M)
QV ect(M)∂α = (1− λα)∂α.
So
E =
n∑
α=1
(λαt
α + rα)∂α
for some constants rα. We can kill by a shift all these constants but those for which λα = 0.
This gives the form (2.4) of the Euler vector field with
qα := 1− λα.
From the obvious equation
QV ect(M)e = 0
we immediately obtain that λ1 = 1, i.e., q1 = 0.
From the symmetry w.r.t. α, β, γ, δ of partial derivatives
∂δcαβγ(t)
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of the symmetric tensor
cαβγ(t) =< ∂α · ∂β , ∂γ >
we conclude that locally a function F (t) exists such that
cαβγ(t) = ∂α∂β∂γF (t).
For the invariant metric we obtain
ηαβ =< ∂α, ∂β >=< ∂α · ∂β, ∂1 >= ∂1∂α∂βF (t).
We have proved WDVV1 and WDVV2.
Spelling the last axiom FM3 out we obtain the following two formulae
LEηαβ = ∂αEǫηǫβ + ∂βEǫηαǫ = (2− d)ηαβ
LEcγαβ = Eǫ∂ǫcγαβ − ∂ǫEγcǫαβ + ∂αEǫcγǫβ + ∂βEǫcγαǫ = cγαβ
From this it follows
(qα + qβ − d)ηαβ = 0 (2.26)
Eǫ∂ǫc
γ
αβ = (qα + qβ − qγ)cγαβ . (2.27)
Using (2.6) we lower the index γ in the last equation to obtain
Eǫ∂ǫcαβγ = (qα + qβ + qγ − d)cαβγ, α, β, γ = 1, . . . , n.
Triple integration gives
Eǫ∂ǫF = (3− d)F + quadratic.
Lemma is proved.
Remark 2.1. The definition of Frobenius manifold can be easily translated into
algebraic language as a graded Frobenius algebra structure on the module of derivations
of a graded commutative associative algebra. An important extension of this definition for
the case of Z2-graded algebras was done by Kontsevich and Manin [KM1]. Such Frobenius
supermanifolds are necessary to deal with Gromov - Witten invariants of manifolds with
nontrivial odd-dimensional cohomologies. In this paper we will not discuss this extension.
Exercise 2.5. Prove that the direct product M ′×M ′′ of two Frobenius manifolds of
the same charge d carries a natural structure of a Frobenius manifold of the charge d, the
unity vector field e′ ⊕ e′′, and the Euler vector field E′ ⊕ E′′.
We now address the problem of (local) classification of Frobenius manifolds coinciding
with local clasification of solutions of WDVV. To be more specific we give
Definition 2.2. A (local) diffeomorphism
φ :M → M˜
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of two Frobenius manifolds is called (local) equivalence if the differential
φ∗ : TtM → Tφ(t)M˜
is an isomorphism of algebras for any t ∈M and
φ∗ < , >M˜= c
2 < , >M
where c is a nonzero constant not depending on the point of M .
The corresponding free energies F and F˜ are related by
F˜ (φ(t)) = c2F (t) + quadratic.
Definition 2.3. A Frobenius manifold is called reducible if it is equivalent to the
direct product of two Frobenius manifolds (see Exercise 2.5 above).
The first main tool in dealing with Frobenius manifolds is a deformation of the Levi-
Civita connection ∇. We put
∇˜uv := ∇uv + z u · v. (2.28a)
Here u, v are two vector fields on M , z is the parameter of the deformation. We extend
this up to a meromorphic connection on the direct product M ×C by the formulae
∇˜u d
dz
= 0
∇˜ d
dz
d
dz
= 0
∇˜ d
dz
v = ∂zv +E · v − 1
z
µ v
(2.28b)
where
µ :=
2− d
2
−∇E = diag (µ1, . . . , µn) (2.29a)
µα := qα − d
2
. (2.29b)
Here u, v are tangent vector fields on M × C having zero component along C. Observe
that ∇˜ is a symmetric connection.
Proposition 2.1. For a Frobenius manifold M the curvature of the conection ∇˜
equals zero. Conversely, if on the tangent spaces to M a structure of a Frobenius algebra
is defined satisfying FM1, and the curvature of the connection ∇˜ vanishes and the Euler
vector field E satisfies
LE < , >= (2− d) < , > (2.30)
with a constant d, then M is a Frobenius manifold.
Proof. For a covector
ξ = ξαdt
α + 0 dz
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one has
∇˜αξβ = ∂αξβ − z cγαβξγ
∇˜ d
dz
ξβ = ∂zξβ −Eγcαγβξα +
1
z
M ǫβξǫ
where we denote M ǫβ the matrix entries of the linear operator µ =
1
2 (2 − d) − ∇E. Any
solution of the system ∇˜ξ = 0 is a (local) horizontal section of T ∗ (M ×C) for the con-
nection ∇˜. A basis of horizontal sections is given by dz and by n linearly independent
solutions of the system
∂αξβ = z c
γ
αβξγ (2.31)
∂zξβ = E
γcαγβξα −
1
z
M ǫβξǫ. (2.32)
Such a basis exists iff the compatibility conditions
∂α∂γ = ∂γ∂α, ∂α∂z = ∂z∂α
hold true. Differentiating (2.31) w.r.t. tγ and subtracting the same expression with α and
γ permuted we obtain the first compatibility condition in the form
z
(
∂γc
ǫ
αβ − ∂αcǫγβ
)
ξǫ + z
2
(
cλαβc
ǫ
λγ − cλγβcǫλα
)
ξǫ = 0.
This must vanish for arbitrary ξ. We obtain
cλαβc
ǫ
λγ = c
λ
γβc
ǫ
λα
(associativity) and
∂γc
ǫ
αβ = ∂αc
ǫ
γβ
(local existence of F (t)). Similarly, from compatibility of (2.31) and (2.32) we obtain, first,
that
∂αM
ǫ
β = 0.
So ∇E is a constant matrix. Assume, for simplicity, ∇E to be diagonal, ∇E = diag (1−
q1, . . . , 1− qn). Then we further obtain
Eǫ∂ǫc
γ
αβ = (qα + qβ − qγ)cγαβ .
As we already know, this together with (2.30) (i.e., with (2.6)) is equivalent to FM3.
Proposition is proved.
Remark 2.2. Due to Proposition, one can alternatively define Frobenius manifolds as
those carrying a metric and a linear pencil of affine connections (2.28a) satisfying the above
conditions (such a definition was explicitly used in [Du4]). It is interesting that manifolds
with a metric and a linear pencil of affine connections deforming the Levi-Civita connection
are known also in mathematical statistics - see the book [Ama]. This structure appeares
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in the parametric statistics that studies families of probabilistic measures depending on
a finite number of parameters. The metric was introduced by Rao about 1945 using the
classical Fischer matrix of the family. The deformed Levi-Civita connection was discovered
by N.N.Chentsov in 1972. It has the form (2.28a). However, the curvature of the deformed
connection does not vanish identically but it vanishes for two values of the parameter z.
Exercise 2.6. Prove that the solutions of the linear system (2.31), (2.32) are all
closed differential forms
ξαdt
α = d t˜
(the differential along M only).
Choosing a basis of n linearly independent solutions ξ
(1)
α , . . . , ξ
(n)
α of the system we
obtain n functions t˜1(t, z), . . . , t˜n(t, z). Together with z they give a system of flat coordi-
nates for the connection ∇˜ on a domain in M ×C. This means that, in these coordinates,
the covariant derivatives coincide with partial ones.
How to choose a basis of the deformed flat coordinates t˜1(t, z), . . . , t˜n(t, z)? Let us
forget first about the last component (2.28b) of the connection ∇˜. The first part (2.28a)
can be considered as a deformation of the affine structure onM with z being the parameter
of the deformation. We can look for the deformed flat coordinates in the form of the series
t˜α =
∞∑
p=0
hα,p(t)z
p =: hα(t; z), α = 1, . . . , n. (2.33)
Lemma 2.2. The coefficients hα,p(t) can be determined recursively from the relations
hα,0 = tα ≡ ηαǫtǫ
∂β∂γhα,p+1 = c
ǫ
βγ∂ǫhα,p, p = 0, 1, 2, . . .
(2.34)
uniquely up to a transformation of the form
t˜α 7→
n∑
β=1
t˜βG
β
α(z)
where the coefficients G1, G2, . . .of the matrix-valued series
G(z) =
(
Gβα(z)
)
= 1 + z G1 + z
2G2 + . . .
do not depend on t.
Proof. We are only to show that the right-hand sides of (2.34) are second derivatives
along tβ and tγ . This can be proved inductively using the identity
∂α
(
cǫβγ∂ǫhλ,p
)− ∂β (cǫαγ∂ǫhλ,p) = (cǫβγcρǫα − cǫαγcρǫβ) ∂ρhλ,p−1 = 0
due to associativity.
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The gradients ∇hα,p(t) and their inner products < ∇hα,p,∇hβ,q > play a very im-
portant role in the theory and applications of Frobenius manifolds. Before discussing how
to normalize them uniquely I will give here two important identities for these coefficients.
Exercise 2.7. Prove that
tα =< ∇hα,0,∇h1,1 > (2.35)
F (t) =
1
2
{
< ∇hα,1,∇h1,1 > ηαβ < ∇hβ,0,∇h1,1 >
− < ∇h1,1,∇h1,2 > − < ∇h1,3,∇h1,0 >} . (2.36)
Exercise 2.8. Prove the identity
∇〈∇hα(t; z),∇hβ(t;w)〉 = (z + w)∇hα(t; z) · ∇hβ(t;w).
Observe that 〈∇hα(t; z),∇hβ(t;−z)〉 does not depend on t.
To choose canonically the system of deformed flat coordinates t˜1(t; z), . . . , t˜n(t; z) we
will now use the last equation (2.32) of the horizontality of the gradients ξα = ∂αt˜(t; z)
∂zξα = Uβαξβ −
1
z
µαξα. (2.37)
Here
Uβα (t) := Eǫcβǫα (2.38)
is the matrix of multiplication by the Euler vector field. The choice of the basis can be
done by carefully looking at the behaviour of the solutions at z = 0 where the connection
∇˜ has logarithmic singularity. The analysis of this behaviour will provide us with some
numerical invariants of the Frobenius manifold.
Let us introduce the numbers
µα = qα − d
2
, α = 1, . . . , n.
Recall that they are the entries of the diagonal matrix
µ =
2− d
2
1−∇E = diag (µ1, . . . , µn). (2.39)
The operator µ is antisymmetric w.r.t. the metric < , >
< µa, b > + < a, µ b >= 0. (2.40)
We say that the operator µ is resonant if some of the differences µα−µβ is a nonzero integer.
Otherwise it is called nonresonant. We will also use expressions resonant/nonresonant
Frobenius manifold if the correspondent operator µ is resonant/nonresonant. For example,
any Frobenius manifold related to quantum cohomology is resonant (all the numbers qα
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are integers). The Frobenius manifold on the space of versal deformations of A3 singularity
is nonresonant one
µ = diag
(
−1
4
, 0,
1
4
)
.
We consider first the nonresonant case. In this case the system of the deformed flat
coordinates can be uniquely chosen in such a way that
t˜α(t; z) = [tα +O(z)] z
µα , α = 1, . . . , n
(here, as usual, tα = ηαǫt
ǫ). The coordinates are multivalued analytic functions of z
defined for sufficiently small z 6= 0. Going along a closed loop around z = 0 one obtains
the monodromy transformation
(
t˜1, . . . , t˜n
) 7→ (t˜1, . . . , t˜n) M0,
M0 = diag
(
e2πiµ1 , . . . , e2πiµn
)
.
For the resonant case such a choice is not possible. The monodromy matrixM0 cannot
be diagonalized.
We will first rewrite the equation (2.32) in the matrix form. Doing the linear change
ξ = (ξ1, . . . , ξn) 7→ η−1ξT
rewrite (2.31), (2.32) as follows
∂αξ = z Cαξ (2.41a)
∂zξ =
(
U + 1
z
µ
)
ξ (2.41b)
where
(Cα)
γ
β = c
γ
αβ .
The matrix U is η-symmetric
UT η = η U (2.42)
and µ is η-antisymmetric
µ η + η µ = 0. (2.43)
The solutions of the system (2.41) are gradients of the deformed flat coordinates ξ = ∇ t˜.
Lemma 2.3. The bilinear form
〈ξ1, ξ2〉 := ξT1 (−z) η ξ2(z) (2.44)
on the space of solutions of (2.41b) does not depend on z.
Proof is obvious.
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Let us study the classes of equivalence of the system (2.41b) under gauge transforms
ξ 7→ G(z) ξ (2.45a)
of the form
G(z) = 1 + z G1 + z
2G2 + . . . (2.45b)
GT (−z)ηG(z) ≡ η. (2.45c)
Lemma 2.4. After an arbitrary gauge transform (2.45) the vector-function
ξ˜ = G(z)ξ (2.46)
satisfies the system
∂z ξ˜ =
(
1
z
µ+ U˜1 + z U˜2 + . . .
)
ξ˜
where the matrices U˜2k+1 are η-symmetric and the matrices U˜2k are η-antisymmetric.
Proof. After the gauge transform the vector function ξ˜ satisfies
∂z ξ˜ = A(z)ξ˜
with
A(z) = G(z)
(
1
z
µ+ U
)
G−1(z) +G′(z)G−1(z)
=:
1
z
µ+ U˜1 + z U˜2 + . . .
where the matrix coefficients U˜k are defined by this equation. Using (2.42), (2.43) and
(2.45c) one obtains
AT (−z) = η A(z) η−1.
This gives
U˜Tk = (−1)k+1η U˜k η−1, k = 1, 2, . . . .
Lemma is proved.
In the nonresonant case one can choose the gauge transform in such a way that all
U˜1 = U˜2 = . . . = 0. The only gauge invariant of the system (2.41b) near the logarithmic
singularity z = 0 is the diagonal matrix µ.
Let us consider slightly more general system
∂zξ =
(
1
z
µ+ U1 + z U2 + z
2 U3 + . . .
)
ξ (2.47)
with the coefficients satisfying
UTk = (−1)k+1η Uk η−1, k = 1, 2, . . . . (2.48)
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Lemma 2.5. By a gauge transformation of the form (2.45) the system (2.47) can be
reduced to the canonical form
∂z ξ˜ =
(
1
z
µ+R1 + z R2 + z
2R3 + . . .
)
ξ˜ (2.49)
where the matrices R1, R2, . . . satisfy
RTk = (−1)k+1η Rk η−1 (2.50)
(Rk)
α
β 6= 0 only if µα − µβ = k, k = 1, 2, . . . . (2.51)
Observe that there is only a finite number of nonzero matrices Rk.
Proof. Gauge equivalence of the system (2.47) to a system (2.49) with the matrices
Rk satisfying (2.51) is a wellknown fact (see, e.g. [Ga]). Namely, from the recursion
relations
Rn = Un + nGn + [Gn, µ] +
n−1∑
k=1
(Gn−kUk −RkGn−k) (2.52)
we determine uniquely the matrix entries
(Rn)
α
β for µα − µβ = n
and
(Gn)
α
β for µα − µβ 6= n
and we put
(Gn)
α
β = 0 for µα − µβ = n.
Using induction it can be easily seen that the matrices Rn satisfy the η-symmetry/antisym-
metry conditions (2.50) and the matrices Gn satisfy the orthogonality conditions (2.53)
GTn = (−1)n+1η Gn η−1 +
n−1∑
k=1
(−1)n+k+1GTk η Gn−kη−1. (2.53)
Lemma is proved.
We will call (2.49) the normal form of the system (2.47). The ambiguity in the choice
of the normal form will be described below.
Lemma 2.6. The matrix solution of the system (2.49) is
ξ = zµzR (2.54)
where
R := R1 +R2 + . . . . (2.55)
29
Proof. From (2.51) we obtain the identity
zµRkz
−µ = zkRk, k = 1, 2, . . . . (2.56)
So, differentiating the matrix-valued function (2.54) one obtains
∂zξ =
µ
z
zµzR +
1
z
zµRzR
=
(µ
z
+R1 +R2z
2 + . . .
)
zµzR.
Lemma is proved.
Exercise 2.9. Prove that the monodromy around z = 0 of the solution
Ξ0 := z
µzR
has the form
Ξ0
(
z e2πi
)
= Ξ0(z)M0
M0 = exp 2πi(µ+R). (2.57)
We will now represent the parameters of the normal form (2.49) in a geometric way.
Let V be a linear space equipped with a symmetric nondegenerate bilinear form < , > and
an antisymmetric operator
µ : V → V, < µ a, b > + < a, µ b >= 0.
Let us assume, for simplicity, the operator µ to be diagonalizable. Let
spec := {µ1, . . . , µn}
be the spectrum of µ. Denote e1, . . . , en the correspondent eigenvectors. We define a
filtration on V
0 = F0 ⊂ F1 ⊂ F2 ⊂ . . . ⊂ V
Fk := span {eα|µα + k 6∈ spec}. (2.58)
Obviously, for a non-resonant µ the filtration consists of two terms 0 = F0 ⊂ F1 = V.
The asociated graded space
V∗ = ⊕k≥1Vk
Vk = Fk/Fk−1
is isomorphic to V due to the natural isomorphism
Vk ≃ Ker (µ+ k − 1) ∩ Fk ⊂ V.
A linear operator
R : V → V
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is called µ-nilpotent if it commutes with exp 2πiµ
R e2πiµ = e2πiµR (2.59)
and
R(Fk) ⊂ Fk−1, k = 1, 2, . . . . (2.60)
The associated operator
R∗ : V∗ → V∗
has a natural grading
R∗ = ⊕k≥1Rk (2.61)
where the operator Rk shifts the grading by −k
Rk (Vm) ⊂ Vm−k for any m > k. (2.62)
Writing all the operators by matrices in the basis of eigenvectors of µ one obtains
(Rk)
α
β =
{
Rαβ if µα − µβ = k
0 otherwise.
(2.63)
We say that the µ-nilpotent operator is µ-skew-symmetric if
{Rx, y}+ {x,R y} = 0 for any x, y ∈ V (2.64)
where
{x, y} := 〈eπiµx, y〉 . (2.65)
The corresponding graded components Rk satisfy the following conditions
〈Rkx, y〉 = (−1)k+1 〈x,Rky〉 for any x, y ∈ V. (2.66)
We conclude that the normal form of the system (2.47) is a quadruple
(V, < , >, µ, R) (2.67)
where
V = span (e1, . . . , en)
is n-dimensional space with a bilinear symmetric form
< eα, eβ >= ηαβ
and an antisymmetric operator
µ = diag (µ1, . . . , µn)
and a µ-nilpotent µ-skew-symmetric operator R : V → V.
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Let us describe now the ambiguity in the choice of the normal form data. We say that
G : V → V (2.68)
is a µ-parabolic orthogonal operator if
G = 1 +∆ (2.69)
where ∆ is a µ-nilpotent operator and G satisfies the following orthogonality condition
w.r.t. the bilinear form (2.65)
{Gx,Gy} = {x, y}. (2.70)
Representing ∆ as a sum of the graded components
∆ ≃ ∆∗ = ⊕k≥1∆k (2.71)
one rewrites the orthogonality condition in the form
(
1−∆T1 +∆T2 − . . .
)
η (1 +∆1 +∆2 + . . .) = η. (2.72)
Exercise 2.10. Prove that the monodromy operator (2.57) is orthogonal w.r.t. the
bilinear form (2.65).
Clearly all µ-parabolic orthogonal operators G form a group denoted G (µ,< , >).
The space of all µ-nilpotent µ-skew-symmetric operators R coincides with the Lie algebra
of the nilpotent group. The group G (µ,< , >) acts on this space by conjugations
R 7→ G−1RG. (2.73)
In the grading components one has
R1 7→ R1
R2 7→ R2 + [R1,∆1]
R3 7→ R3 + [R2,∆1]−∆1R1∆1 + [R1,∆2] + ∆21R1
(2.74)
etc. Two µ-nilpotent µ-skew-symmetric operators related by a conjugation (2.73) will be
called equivalent.
Lemma 2.7. The set of all normal forms at z = 0 of a given system (2.47) is in
one-to-one correspondence with the orbit of one normal form w.r.t. the action (2.73) of
the group G (µ,< , >).
Proof. Let us consider two normal forms of the same system (2.47)
∂zξ =
(µ
z
+R1 +R2z + . . .
)
ξ
∂z ξ˜ =
(µ
z
+ R˜1 + R˜2z + . . .
)
ξ˜.
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They must be related by a gauge transformation
ξ˜ = G(z)ξ
where
G(z) = 1 + ∆1z +∆2z
2 + . . .
satisfies (2.45c). Explicitly we obtain a system of relations identical to (2.53)
R˜n = Rn + n∆n + [∆n, µ] +
n−1∑
k=1
(
∆n−kRk − R˜k∆n−k
)
, n = 1, 2, . . .
From this system we recursively prove that
(∆n)
α
β = 0 unless µα − µβ = n.
So
G := G(1) = 1 + ∆1 +∆2 + . . .
is a µ-parabolic orthogonal operator G : V → V. From (2.45c) we derive the orthogonality
condition (2.70) in the form (2.72).
Let us derive the relation (2.73) for the operators
R = R1 +R2 + . . . , R˜ = R˜1 + R˜2 + . . . .
Since ξ = zµzR is a solution to (2.49) (see Lemma 4),
ξ˜ = G(z)zµzR
must be a solution to the system with tilde. So we must have
G(z)zµzR = zµzR˜C
for an invertible matrix C. Let us rewrite the last equation in the form
z−µG(z)zµzR = zR˜C.
Using the identities
z−µ∆kzµ = z−k∆k
we finally obtain
(1 + ∆1 +∆2 + . . .) z
R = GzR = zR˜.
Expanding
GzR = G
(
1 +R log z +
R2
2!
log2 z + . . .
)
= zR˜C =
(
1 + R˜ log z +
R˜2
2!
log2 z + . . .
)
C
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and equating the coefficients in front of various powers of log z we obtain
C = G
GR = R˜G.
Lemma is proved.
Definition 2.4. A quadruple
(V, < , >, µ, [R]) (2.75)
where V is n-dimensional linear space with a bilinear symmetric form < , >, an antisym-
metric diagonalizable operator µ and a class of equivalence [R] of normal forms (2.49) of
the system (2.47) will be called monodromy data at z = 0 of this system.
Lemma 2.8. Two systems of the form
∂zξ
(i) =

µ
z
+
∑
k≥1
U
(i)
k z
k−1

 ξ(i), i = 1, 2 (2.76)
satisfying
U
(i)
k
T
= (−1)k+1η U (i)k η−1
are equivalent w.r.t. a gauge transform of the form (2.45) iff they have the same monodromy
data (2.75).
Proof. Let the gauge transformations
ξ˜(i) = G(i)(z)ξ(i), i = 1, 2
reduce the systems (2.76) to the normal forms
∂z ξ˜
(i) =

µ
z
+
∑
k≥1
R
(i)
k z
k−1

 ξ˜(i), i = 1, 2.
If
R(1) = GR(2)G−1
with
G = 1 +∆1 + . . . ∈ G (µ,< , >)
then the gauge transformation
ξ˜(2) = (1 + z∆1 + z
2∆2 + . . .) ξ˜
(1)
establishes a gauge equivalence of the systems (2.76) for i = 1 and i = 2. Thus the systems
(2.76) are gauge equivalent with
ξ(2) = G(2)
−1
(z)
(
1 + z∆1 + z
2∆2 + . . .
)
G(1)(z) ξ(1).
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Conversely, from Lemma 2.7 it follows that gauge equivalent systems have the same mon-
odromy data. Lemma is proved.
We will now return to Frobenius manifolds. The last component (2.41b) of the system
determining horizontal sections of the connection ∇˜ is a linear system of ODEs with
rational coefficients of the form (2.47). The coefficients Uαβ (t) = Eǫ(t)cαǫβ(t) depend on
the point t of the Frobenius manifold as on the parameter. The solutions ξ take values
in the space V = TtM . We may identify the tangent planes at different points t using
the Levi-Civita connection ∇ on M . Actually, the space V is equipped with an additional
structure, namely, a marked vector e ∈ V. This is an eigenvector of the linear operator µ
with the eigenvalue −d/2.
We now show
Isomonodromicity Theorem (first part). The monodromy data at z = 0 of the
system (2.41b) do not depend on t ∈M .
Proof. The matrix µ and the bilinear form < , > are t-independent by construction.
We will now construct a t-independent representative R of the normal form (2.49) of the
equation (2.41b)
∂zξ =
(
U + µ
z
)
ξ
Uαβ (t) = Eǫ(t)cαǫβ(t).
Let us choose a basis h1(t; z), . . . , hn(t; z) of solutions of the system
∂α∂βhγ(t; z) = z c
ǫ
αβ(t)∂ǫhγ(t; z)
of the form (2.33), (2.34). Multiplying, if necessary, the series
hα(t; z) = tα +
∑
p≥1
hα,p(t)z
p
by a matrix-valued series
M(z) ≡ (Mαβ (z)) = 1 +∑ zkMk
hα(t; z) 7→
∑
ǫ
hǫ(t; z)M
ǫ
α(z)
with t-independent coefficients M1, M2, . . .we obtain the identity
〈∇hα(t;−z),∇hβ(t; z)〉 = ηαβ
(see Exercise 2.8). Let us construct a n× n-matrix series G(t; z) =
(
Gαβ (t; z)
)
Gαβ (t; z) = η
αǫ∂ǫhβ(t; z)
G(t; z) = 1 +
∑
k≥1
Gk(t)z
k.
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The identity (2.45c) reads
GT (t;−z) η G(t; z) ≡ η.
We do now a gauge transform in the system (2.41)
ξ = G(t; z) ξ˜.
Since G is a matrix solution of the equations
∇˜αG = 0, α = 1, . . . , n,
we obtain
∂αξ˜ = 0, α = 1, . . . , n.
The system (2.41b) after the gauge transform will read in a form (2.47) with the matrices
U1, U2, . . . satisfying the symmetry/antisymmetry conditions (2.48)
∂z ξ˜ =
(µ
z
+ U1 + z U2 + . . .
)
ξ˜.
The full system of the last two equations remains to be compatible after the gauge trans-
form. This implies t-independency of the coefficients U1, U2, . . . . Hence the normal form
of the system (2.41b) does not depend on t. Theorem is proved.
Definition 2.5. The monodromy data (2.75) of the system (41b) are called mon-
odromy data of the Frobenius manifold at z = 0.
Explicitly,
R1
α
β = Uαβ for µα − µβ = 1 (2.77a)
R2
α
β =
∑
µα−µγ 6=1
Uαγ Uγβ
µα − µγ − 1 for µα − µβ = 2 (2.77b)
etc.
Exercise 2.11. Prove, using the formula (2.36), that the normalized coefficients Aαβ,
Bα, C in the quasihomogeneity equation (WDVV3) for the free energy F (t) have the form
Aαβ = R1
ǫ
αηǫβ , (2.78)
particularly,
rα = R1
α
1 , (2.79)
Bα = R2
ǫ
αηǫ1 (2.80)
C = −1
2
R3
ǫ
1ηǫ1. (2.81)
Remark 2.3. We defined our monodromy data as formal invariants, i.e., all the
gauge transforms (2.45) were defined by formal power series G(z) = 1 + G1z + . . .. It is
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wellknown, however, that at a regular singularity of the system (2.41b) formal invariants
coincide with analytic ones [CL]. In other words, all the normalizing transformations are
convergent series for sufficiently small |z|.
We obtain
Theorem 2.1. For any Frobenius manifold with the monodromy data (V, < >, µ, [R])
there exists a fundamental matrix
Ξ0(t; z) = H(t; z)zµzR
H(t; z) = 1 +H1(t)z +H2(t)z
2 = . . .
(2.82)
for the system (2.41) defining horizontal sections of ∇˜. The power series converges for
sufficiently small |z|. Here R is a representative of the class [R].
A change of the representative
R 7→ R˜ = G−1RG
where
G = 1 +∆1 +∆2 + . . .
is a µ-parabolic orthogonal operator, transforms
Ξ0 7→ Ξ˜0 = Ξ0G.
The power series transforms as follows
H˜(t; z)
(
1 + z∆1 + z
2∆2 + . . .
)
= H(t; z).
A choice of the fundamental matrix Ξ0(t; z) determines a system of deformed flat
coordinates t˜1(t; z), . . . , t˜n(t; z) such that the gradients ∇ t˜1, . . . , ∇ t˜n are the columns of
the matrix Ξ0 (
t˜1(t; z), . . . , t˜n(t; z)
)
= (h1(t; z), . . . , hn(t; z)) z
µzR. (2.83)
The functions t˜α(t; z) are determined uniquely up to t-independent shifts and µ-parabolic
transformations.
We will call the functions t˜α(t; z) the normalized deformed flat coordinates on the
Frobenius manifold. Recall that the columns of the matrix H(t; z) are gradients of the
functions h1(t; z), . . . , hn(t; z). The Taylor expansions of these functions for small |z| have
the form
hα(t; z) = tα +
∞∑
p=1
hα,p(t)z
p
with the coefficients hα,p(t) satisfying the system of recursion relations (2.34). But now
the coefficients are determined uniquely within the ambiguity given by the action of the
group of µ-parabolic orthogonal transformations and up to a t-independent shift.
37
Exercise 2.12. For a µ-nilpotent operator
R = R1 +R2 + . . .
define the operators Rk,l putting
R0,0 = 1
Rk,0 = 0, k > 0
Rk,l =
∑
i1+...il=k
Ri1 . . .Ril
(2.84)
Prove that the normalized deformed flat coordinates have the following expansion near
z = 0:
t˜α(t; z) =
∑
k, l≥0
k∑
p=0
∑
ǫ
hǫ,p(t) (Rk−p,l)
ǫ
α z
k+µα
logl z
l!
. (2.85)
Exercise 2.13. Derive the following quasihomogeneity conditions for the gradients
of the functions hα,k(t)
LE∇hα,k =
(
k +
1
2
(d− 2) + µα
)
∇hα,k +
∑
ǫ, p
∇hǫ,k−p (Rp)ǫα . (2.86)
These quasihomogeneity conditions together with the relations (2.34) can serve as the
recursive definition of the functions hα,k starting from hα,0 = tα.
We conclude this Lecture with descrption of the monodromy data of Frobenius man-
ifold with good analytic properties (partuclarly, of quantum cohomologies).
Proposition 2.2. For the Frobenius manifold of the form (2.9) all the matrices R2,
R3, . . . vanish and
(R1)
α
β =
∑
ǫ
rǫc
α
ǫβ . (2.87)
Here the numbers rǫ enter into the Euler vector field (2.4), c
γ
αβ are the structure constants
of the cubic part of F (t) (2.9).
Proof. Due to Isomonodromicity Theorem it is sufficient to compute the monodromy
data of the operator (2.41b) at the point t = t0 of “classical limit”. We have
Uαβ (t0) =
∑
ǫ
rǫc
α
ǫβ .
The algebra At0 is graded by the degree
deg eα = qα.
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On the other hand, the vector ∑
ǫ
rǫeǫ
has degree one. Thus the operator (2.38) of multiplication in At0 by this vector increases
degrees by one.Hence
Uαβ 6= 0 only if qα − qβ = 1,
and the system
∂zξ =
(
U(t0) + µ
z
)
ξ
is already in the normal form (2.49) with R = R1 = U(t0). Proposition is proved.
Corollary. In the quantum cohomology of a manifold X the monodromy data at
z = 0 is the operator R = R1 of multiplication by the first Chern class c1(X) acting in the
classical cohomologies H∗(X).
Example 2.3. Let us explain who is the deformed connection (2.28) in the case
of quantum cohomology of a “sufficiently good” (for example, smooth projective) 2d-
dimensional manifold X (the assumptions and notations are as in Lecture 1 above). Let
φ ∈ H∗(X ;C) be an arbitrary element. We will construct function t˜φ(t; z), t = (t′, t′′) as
in (2.10), such that for any φ it satisfies
∇˜dt˜φ = 0. (2.88)
Taking φ = φ1, . . . , φ = φn for a basis in H
∗(X,C) we will obtain a system of flat
coordinates of the deformed connection.
Denote Q the grading operator (1.4). We introduce a line bundle L on the moduli
space X[β],l. The fibre of this bundle in the point (β, p1, . . . , pl) ∈ X[β],l is the cotangent
line to the Riemann sphere at the first marked point p1. Let
σ1 := c1 (L) ∈ H2
(
X[β],l
)
.
Put
t˜φ(t; z) = z
− d2
∑
[β],l
〈
zQzc1(X)φ
1− zσ1 ⊗ 1⊗ e
t′′
〉
[β],l
e
∫
S2
β∗(t′)
. (2.89)
Here we define the symbols
〈
a1
1− zσ1 ⊗ a2 ⊗ . . .⊗ ak
〉
[β],l
as the formal series in z using the expansion
1
1− zσ1 = 1 + zσ1 + z
2σ21 + . . . ,
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and
〈a1σm1 ⊗ a2 ⊗ . . .⊗ ak〉[β],l =
{
0, k 6= l∫
X[β],l
σm1 ∧ p∗1(a1) ∧ p∗2(a2) ∧ . . . ∧ p∗l (al), k = l. (2.90)
These are particular gravitational descendants arising in the description of coupling of the
topological sigma-model (=quantum cohomology) to topological gravity [Wi2, Dij1, Dij2,
Du3].
Theorem 2.2. The function t˜φ(t; z) for any φ ∈ H∗(X) satisfies the equation (2.88).
Proof. Let us choose some basis φ1, . . . , φn in H
∗(X). The formula (2.89) for the
functions
(
t˜φ1(t; z), . . . , t˜φn(t; z)
)
can be rewritten in the form
(
t˜φ1(t; z), . . . , t˜φn(t; z)
)
= (h1(t; z), . . . , hn(t; z)) z
µzR
where the formal series hα(t; z) have the form
hα(t; z) = tα +
∞∑
p=1
hα,p(t)z
p, α = 1, . . . , n
hα,p(t) =
∑
[β],l
〈
σp1φα ⊗ 1⊗ et
′′
〉
[β],l
e
∫
S2
β∗(t′)
, (2.91)
µ = diag (µ1, . . . , µn), µα = qα − d
2
, φα ∈ H2qα(X),
R is the matrix of the operator of multiplication by the first Chern class c1(X) (cf. (2.83)
above). To demonstrate (2.88) it is sufficient to prove that the coefficients Hα,p(t) satisfy
the recursion relations
∂λ∂µhα,p(t) = c
ν
λµ∂νhα,p−1(t), p ≥ 1, (2.92)
(see (2.34)) and
LE∇hα,p =
(
p+
d− 2
2
+ µα
)
hα,p +∇hǫ,p−1(R)ǫα. (2.93)
The last equation is the particular case of (2.86) for the case of quantum cohomology where
R = R1 is the matrix of multiplication by the first Chern class and R2 = R3 = . . . = 0 (see
above Corollary from Proposition 2.2). The first relation (2.92) follows from the genus 0
topological recursion relations of Dijkgraaf and Witten [DW] (see the derivation in [Du3,
Du7]). The second follows from the recursion relations of Hori [Ho]. Theorem is proved.
In general we do not know anything about analytic properties of the series (2.89) for
big |z|. But if the quantum cohomology algebra is semisimple (conjecturally, this is the
case for Fano varieties X , see below Lecture 3) then the asymptotic behaviour of the series
(2.89) for big |z| is under control. The Stokes parameters of this asymptotic behaviour
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will give us in Lecture 4 additional parameters of the Frobenius manifold to determine it
uniquely.
Example 2.4. We will now compute the flat coordinates of the deformed connection
∇˜ for the Frobenius manifolds arising in the singularity theory. We consider here only the
case of simple singularities f(x) (see the definition in [AGV, Ar2]). (The formulation of
K.Saito’s theory of primitive forms in the setting of Frobenius manifolds for more general
singularities can be found in [Sab], [Man3], [Ta].) Simple singularities are labelled by the
simply-laced Dynkin diagrams An, Dn, E6, E7, E8. Denote ft(x) the correspondent versal
deformation. The variable x is one-dimensional for An or x = (x1, x2) for other simple
singularities. The parameters t = (t1, . . . , tn) for An, Dn, En. Explicitly
An : ft(x) = x
n+1 + anx
n−1 + . . .+ a1
Dn : ft(x) = x
n−1
1 + x1x
2
2 + an−1x
n−2
1 + . . .+ a1 + b x2
E6 : ft(x) = x
4
1 + x
3
2 + a6x
2
1x2 + a5x1x2 + a4x
2
1 + a3x2 + a2x1 + a1
E7 : ft(x) = x
3
1x2 + x
3
2 + a1 + a2x2 + a3x1x2 + a4x1x
2
2 + a5x1 + a6x
2
1 + a7x
2
2
E8 : ft(x) = x
5
1 + x
3
2 + a8x
3
1x2 + a7x
2
1x2 + a6x
3
1 + a5x1x2 + a4x
2
1 + a3x2 + a2x1 + a1.
The coefficients ai are certain polynomials of the flat coordinates t
1, . . . , tn. The depen-
dence on the flat coordinates satisfies the following two remarkable identities [EYY2]
φα(x; t)φβ(x; t) = c
γ
αβ(t)φγ(x; t) +K
a
αβ(x; t)
∂ft(x)
∂xa
(2.94)
∂αφβ(x; t) =
∂Kaαβ(x; t)
∂xa
. (2.95)
Here
φα(x; t) =
∂ft(x)
∂tα
, α = 1, . . . , n,
Kaαβ(x; t) are certain polynomials, the index a takes only one value for An or two values for
Dn, En. The coefficients c
γ
αβ(t) coincide with the structure constants of the correspondent
Frobenius manifold.
Theorem 2.3. The oscillatory integrals
t˜C(t; z) = z
N−2
2
∫
C
ez ft(x)dNx (2.96)
(N = 1 for An and N = 2 for Dn, En) are flat coordinates of the deformed connection ∇˜.
Here C is any N -dimensional cycle in CN that goes to infinity along the directions where
Re z ft(x)→ −∞.
Proof. We are to prove that the functions
ξα = ∂αt˜(t; z) = z
N
2
∫
C
φα(x; t)e
z ft(x)dNx
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satisfy the system (2.88). Using (2.94), (2.95) we obtain
∂αξβ = z
N
2
∫
C
∂Kaαβ(x; t)
∂xa
ez ft(x)dNx
+ z
N+2
2
∫
C
[
cγαβ(t)φγ(x; t) +K
a
αβ(x; t)
∂ft(x)
∂xa
]
ez ft(x)dNx
= z cγαβ(t)ξγ + z
N
2
∫
C
∂
∂xa
[
Kaαβ(x; t)e
z ft(x)
]
dNx
= z cγαβ(t)ξγ
(we used Stokes formula ∫
C
∂
∂xa
vadNx = 0
for any vector field va vanishing on the boundary of C at infinity).
To demonstrate the second equation (2.41b) it is sufficient to prove that
z∂z t˜C = LE t˜C + d− 2
2
t˜C .
Here the Euler vector field and d have the form
E =
n∑
α=1
dα
h
tα∂α, dα = mα + 1
d = 1− 2
h
where h is the Coxeter number and mα are the exponents of the correspondent Weyl group
W (An), W (Dn), W (En) (see Lecture 5 below). One can assign certain degrees r1, r2 to
the variables x1, x2 (r1 only for An) in such a way that the whole deformation ft(x) be a
quasihomogeneous function of t1, . . . , tn, x1, x2 of the degree 1. Explicitly,
An : r1 =
1
n+ 1
Dn : r1 =
1
n− 1 , r2 =
n− 2
2n− 2
E6 : r1 =
1
4
, r2 =
1
3
E7 : r1 =
2
9
, r2 =
1
3
E8 : r1 =
1
5
, r2 =
1
3
Note that the coefficients aα of the versal deformations are quasihomogeneous polynomials
of t1, . . . , tn of the degrees dα/h = deg t
α. The quasihomogeneity can be recasted in the
form of the following Euler identity∑
a
rax
a ∂ft(x)
∂xa
+
∑
α
dα
h
tα
∂ft(x)
∂tα
= ft(x).
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Using this identity we obtain
∂z t˜C =
N − 2
2z
t˜C + z
N−2
2
∫
C
ft(x)e
z ft(x)dNx
=
N − 2
2z
t˜C + z
N−2
2
∫
C
[∑
a
rax
a ∂ft(x)
∂xa
+
∑
α
dα
h
tα
∂ft(x)
∂tα
]
ez ft(x)dNx
=
N − 2
2z
t˜C +
1
z
LE t˜C + z
N−4
2
∫
C
∑
a
∂
∂xa
(
rax
aez ft(x)
)
dNx− r1 + r2
z
t˜C
=
N − 2
2z
t˜C − 1
z
(
r1 + r2 − N − 2
2
)
t˜C .
It remains to check that in all these cases
r1 + r2 − N − 2
2
=
2− d
2
=
h+ 2
2h
.
Theorem is proved.
Let us show that, for some cycles C1, . . . , Cn the oscillatory integrals t˜C1(t; z), . . . ,
t˜Cn(t; z) give independent flat coordinates of the deformed connection ∇˜. First we will
rewrite, following [AGV], the integral (2.96) as a Laplace-type transform of an appropriate
function pC(λ; t):
t˜C(t; z) = z
N−2
2
∫ ∞
0
ezλpC(λ; t) dλ (2.97)
where the integration is to be taken along any ray in the half-plane Re zλ < 0. Put
pC(λ; t) :=
∮
C(λ)
dNx
dft(x)
. (2.98)
Here the Gelfand - Leray form dNx/dft(x) is defined by the equation
dNx = dft(x) ∧ d
Nx
dft(x)
,
the (N − 1)-cycle C(λ) is the intersection of C with the level surface
Vλ(t) = {x | ft(x) = λ}. (2.99)
Fixing a noncritical for ft(x) value λ0 we obtain the period map
t 7→
[
dNx
dft(x)
]
∈ HN−1 (Vλ0(t)) (2.100)
where the square brackets denote the cohomology class of the form. The map is defined
for those t when λ0 is not a critical value of ft(x). In the coordinates the map reads
t 7→ (pσ1(λ0; t), . . . , pσn(λ0; t)) (2.101)
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for a basis
σ1, . . . , σn ∈ HN−1 (Vλ0(t);Z) .
The period map is known to be a local diffeomorphism [Loo]. Now, choosing a basis of N -
cycles C1, . . . , Cn such that the (N − 1)-cycles C1(λ), . . . , Cn(λ) are linearly independent
we obtain independent flat coordinates t˜C1(t; z), . . . , t˜Cn(t; z).
Finally, we note that nodegeneracy of the period map was not essential to prove
independency of the oscillatory integrals. One could use, instead, the analysis of the
asymptotic behaviour of the integrals when the λ goes to one of the critical values of ft(x)
and C is the correspondent vanishing cycle. We hope, however, that this digression into
the singularity theory would help to understand the constructions of Lecture 5.
Remark 2.4. The two main classes of examples of Frobenius manifolds look so
different. There are, however, some unexpected relationships between these two classes
of two-dimensional topological field theories. That is, main playing characters of a two-
dimensional topological field theory constructed from quantum cohomology turn out to
coincide with those coming from singularity theory. This phenomenon was first discovered
in quantum cohomologies of Calabi - Yau varieties [COGP]. It was called mirror conjecture
(now partially proved [Gi2 - Gi4]). In the last lecture we will present our version of
mirror construction for semisimple Frobenius manifolds. Particularly, we will express the
deformed flat coordinates of ∇˜ on any semisimple Frobenius manifold satisfying certain
nondegeneracy condition by oscillatory integrals, and we also obtain an analogue of the
residue formulae (1.20), (1.21). Some general approaches to mirror conjecture were recently
proposed in [Wi4, Gi3, LLY, BK].
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Lecture 3
Semisimplicity and canonical coordinates.
In this Lecture we introduce the class of semisimple Frobenius manifolds and obtain
the main geometrical tool of dealing with them: the canonical coordinates [Du3].
We recall that a commutative associative algebra A is called semisimple if it contains
no nilpotents, i.e., nonzero vectors a ∈ A such that
am = 0
for some positive integer m. If all vectors a ∈ A are nilpotents then the algebra A is called
nilpotent.
Lemma 3.1. Any finite-dimensional Frobenius algebra over C is isomorphic to or-
thogonal direct sum
A ≃ A0 ⊕C⊕ . . .⊕C (3.1)
where A0 is a nilpotent algebra.
Proof. Let λ0, λ1, . . . , λk ∈ A∗ be the roots of the commutative algebra A, i.e.,
such linear functions λi : A → C that for any a ∈ A the eigenvalues of the operator
of multiplication by a are λ0(a), . . . , λk(a). If λ0 ≡ 0 is not a root then the algebra is
semisimple. Let
Aj := ∩aKer (a · −λj(a))n , j = 0, 1, . . . , k
be the correspondent root subspaces. Particularly, A0 consists of all nilpotent vectors of
A. It is easy to see that the algebra is decomposed into the orthogonal direct sum of the
root subspaces
A = ⊕kj=0Aj
Aj ·Ai = 0 for i 6= j (3.2)
and, thus,
λi (Aj) = 0, for i 6= j.
For i > 0 let 0 6= vi ∈ Ai be an eigenvector, i.e., such a vector that
v vi = λi(v) vi
for any v ∈ A. If λi(vi) = 0 then
v2i = 0.
So the vector vi is nilpotent. Thus it must belong to A0. But A0 ∩ Ai = 0. Hence
λi(vi) 6= 0. Put
πi =
vi
λi(vi)
.
We obtain that
π2i = πi.
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Let us prove that each Ai is one-dimensional for i 6= 0. If wi 6= 0 is another eigenvector
in Ai then
wi πi = λi(wi)πi = λi(πi)wi = wi.
So wi is proportional to πi. Similarly, one can see that in Ai there are no vectors adjoint
to πi. Indeed, if π
′
i is an adjoint vector of the height one, i.e.,
(πi − λi(πi)) π′i = πi
then
πi π
′
i = πi + π
′
i
= λi(π
′
i) πi.
This contradicts to linear independence of πi and π
′
i. So, any of Ai for i = 1, . . . , k is a
one-dimensional subalgebra in A generated by the vector πi such that
π2i = πi. (3.3)
From (3.2) it follows that
πiπj = 0 for i 6= j. (3.4)
So π1, . . . , πk are the basic idempotents of the semisimple part A1⊕ . . .⊕Ak of A. Lemma
is proved.
Corollary 3.1. Any n-dimensional semisimple Frobenius algebra over C is isomor-
phic to an orthogonal direct sum of n copies of C. The basic idempotents π1 . . . , πn of the
algebra are determined uniquely up to reordering.
Definition 3.1. A Frobenius manifold M is called semisimple if the algebras TtM
are semisimple for generic t ∈M .
Semisimplicity of an algebra is an open property. So, if at some point t = t0 ∈M the
algebra TtM is semisimple then it remains semisimple in some neighborghood of t0.
Exercise 3.1. Prove that the function
F (t1, t2, t3, t4) =
1
2
t21t4 + t1t2t3 + f(t2)
and the Euler vector field
E = t1∂1 − t3∂3 − 2t4∂4
give a solution of WDVV (with d = 3) for an arbitrary function f(t2).
So, nonsemisimple Frobenius manifolds may depend on functional parameters. This
fact is wellknown to experts in mirror symmetry: WDVV equations of asociativity provide
no information about GW invariants of Calabi - Yau three-folds. For a Calabi - Yau
three-fold the Frobenius structure is identicaly nilpotent.
In the opposite case semisimple Frobenius manifolds depend on finite number of pa-
rameters. Part of these parameters were described in Lecture 2: they are monodromy data
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at z = 0 of the connection ∇˜. In Lecture 4 for semi-simple Frobenius manifolds we will
define also monodromy data at z =∞. We will show that the full list of the monodromy
data is a complete local invariant of a semisimple Frobenius manifold. We will also de-
scribe the global structure of these manifolds (i.e., the analytic continuation of the local
structure) in terms of the monodromy data.
Conjecturally, semisimplicity holds true for quantum cohomology of Fano varieties
(see below the example for CP2). This conjecture is partially supported by the results of
[TX].
Theorem 3.1. Let u1(t), . . . , un(t) be the eigenvalues of the operator of multiplication
by the Euler vector field
det (U(t)− λ · 1) = (−1)n
n∏
i=1
(λ− ui(t)) , (3.5)
Uαβ (t) = Eǫ(t)cαǫβ(t). (3.6)
Near a semisimple point t0 ∈M they can serve as local coordinates. In these coordinates
∂
∂ui
· ∂
∂uj
= δij
∂
∂ui
(3.7)
e =
n∑
i=1
∂
∂ui
(3.8)
E =
n∑
i=1
ui
∂
∂ui
(3.9)
< , >=
n∑
i=1
ηii(u)du
2
i where ηii(u) =
∂t1
∂ui
, t1 := ηiǫt
ǫ. (3.10)
Main Lemma. Let M be a complex-analytic manifold with a structure of Frobenius
algebras on the tangent planes TtM depending analytically on t and satisfying FM1 and
FM2 (the quasihomogeneity FM3 not included). Then local coordinates u1, . . . , un exist
near a semisimple point t0 ∈M such that
∂
∂ui
· ∂
∂uj
= δij
∂
∂ui
. (3.11)
Proof. Near a semisimple point t0 one can choose a frame of basic idempotents π1,
. . . , πn
πi · πj = δijπi
depending analytically on the point. It is sufficient to show that the Lie brackets [πi, πj]
of these vector fields vanish. Let us use the deformed flat connection
∇˜uv = ∇uv + z u · v
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(no ∇˜d/dz component since we do not assume quasihomogeneity). Let us introduce the
coefficients Γkij and f
k
ij from the expansions
∇πjπi =
∑
k
Γkijπk
[πi, πj] =
∑
k
fkijπk.
Computing linear in z terms of the curvature
∇˜πi∇˜πj − ∇˜πj ∇˜πi − ∇˜[πi,πj] = 0
we obtain the equation
Γlkjδ
l
i + Γ
l
kiδkj − Γlkiδlj − Γlkjδki = f lijδlk
valid for arbitrary four indices i, j, k, l (no summation w.r.t. repeated indices in these
formulas!). For l = k we obtain
fkij = 0.
Lemma is proved.
Proof of Theorem. Let us prove that
LE
(
∂
∂ui
)
= − ∂
∂ui
(3.12)
where u1, . . . , un are the local coordinates constructed in Main Lemma. We use the
equation (2.23) of the axiom FM3. This reads
LE(a · b)−LE(a) · b− a · LEb = a · b (3.13)
for any vector fields a and b. Applying this to the basic idempotents πi = ∂/∂ui for a = πi,
b = πj, i 6= j we obtain
LE(πi) · πj + πi · LE(πj) = 0.
Hence
LE(πi) · πj = 0 for i 6= j.
So LE(πi) = λi πi with some factor λi. Applying now (3.13) to the case a = b = πi we
obtain
λiπi − 2λiπi = πi.
So λi = −1. This proves (3.12). Writing the vector-field E in the coordinates (u1, . . . , un)
E =
n∑
i=1
Ei(u)
∂
∂ui
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we obtain from (3.12)
∂Ei
∂uj
= 0, i 6= j, ∂E
i
∂ui
= 1.
Doing, if necessary, a shift of the coordinates (u1, . . . , un) we arrive at the formula (3.9).
The eigenvectors of the operator of multiplication by this vector-field are ∂/∂u1, . . . ,
∂/∂un. The correspondent eigenvalues are u1, . . . , un. To complete the proof of Theorem
we observe that the basic idempotents of a Frobenius algebra are pairwise orthogonal
< πi, πj >=< e, πi · πj >= 0 for i 6= j.
Consider the 1-form dt1. By definition for any vector v
∂vt1 = dt1(v) =< e, v >
where e is the unity of the algebra. Hence
< πi, πi >=< e, πi · πi >=
〈
e,
∂
∂ui
〉
=
∂t1
∂ui
.
Theorem is proved.
Corollary 3.2. All the points t ∈ M where the eigenvalues of (E(t)·) are pairwise
distinct are semisimple.
Definition 3.2. The coordinates (u1, . . . , un) constructed in Theorem 1 are called
canonical coordinates of the Frobenius manifold.
The canonical coordinates near any point are defined uniquely up to permutations.
We will use Latin indices for canonical coordinates and we put
∂i :=
∂
∂ui
.
We will also show explicitly all the sums w.r.t. Latin indices not distinguishing between
upper and lower indices. Recall that Greek indices are used for flat coordinates and
∂α =
∂
∂tα
.
The rules of tensor algebra (raising and lowering indices using ηαβ and ηαβ , the Einstein
summation rule etc.) will be applied only to Greek indices.
We make now an algebraic digression about semisimple Frobenius algebras over C.
Let (A,< , >) be such an algebra with a basis e1 = e, e2, . . . , en and the multiplication
table
eα · eβ = cγαβeγ .
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Let π1, . . . , πn be the idempotents of A. Introduce the basis of normalized idempotents
fi =
πi√
< πi, πi >
, i = 1, . . . , n
choosing arbitrary signs of the square roots. Let us introduce the matrix Ψ = (ψiα) putting
eα =
n∑
i=1
ψiαfi, α = 1, . . . , n.
Exercise 3.2. Prove the following formulae
ΨTΨ = η (3.14)
ψi1 =
√
< πi, πi > (3.15)
fi =
n∑
α, β=1
ψi1ψiβη
βαeα (3.16)
cαβγ =
n∑
i=1
ψiαψiβψiγ
ψi1
. (3.17)
On a semisimple Frobenius manifold the matrix Ψ depends on the point. The above
formula give
< , > =
n∑
i=1
ψ2i1(u)du
2
i (3.18)
∂α =
n∑
i=1
ψiα(u)
ψi1(u)
∂i (3.19)
∂i =
∑
α, ǫ
ηαǫψiǫ(u)ψi1(u)∂α (3.20)
or, equivalently,
dtα =
n∑
i=1
ψαi (u)ψi1(u)dui, where ψ
α
i := η
αǫψiǫ. (3.21)
We will now rewrite the connection ∇˜ in the frame of normalized idempotents
fi =
∂i√
< ∂i, ∂i >
. (3.22)
We recall that the horizontal sections ξ satisfy the compatible system
∂αξ = z Cαξ, (Cα)
β
γ := c
β
αγ (3.23)
∂zξ =
(
U + µ
z
)
ξ, Uβγ := Eǫcβǫγ , µ = diag (µ1, . . . , µn). (3.24)
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The operator U of multiplication by the Euler vector field becomes diagonal in the basis
f1, . . . , fn
ΨU Ψ−1 =: U = diag (u1, . . . , un). (3.25)
We introduce also the matrix
V := ΨµΨ−1 (3.26)
of the operator µ in the same basis. From antisymmetry
< µa, b > + < a, µ b >= 0
it follows antisymmetry of the matrix V
V T + V = 0. (3.27)
Lemma 3.2. After the gauge transformation
y = Ψξ (3.28)
the system (2.41) reads
∂iy = (z Ei + Vi) y, i = 1, . . . , n (3.29)
∂zy =
(
U +
V
z
)
y. (3.30)
Here Ei are the matrix unities
(Ei)ab = δiaδib, (3.31)
Vi are skew-symmetric matrices uniquely determined by the equations
[U, Vi] = [Ei, V ]. (3.32)
The matrices V and Ψ satisfy the differential equations
∂iΨ = ViΨ (3.33)
∂iV = [Vi, V ]. (3.34)
Observe that the matrices Vi are defined in those points where the canonical coordi-
nates are pairwise distinct. Symbolically, (3.32) can be recasted in the form
Vi = adEiadU
−1 (V ) . (3.35)
Proof. Using (3.25) one obtains
∂iξ = zΠiξ
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where Πi is the operator of multiplication by πi. By definition of Ψ
ΨΠiΨ
−1 = Ei.
So
∂iy = z Eiy + V˜iy
where
V˜i := ∂iΨ ·Ψ−1. (3.36)
Using the orthogonality (3.14) we obtain antisymmetry of V˜i. From compatibility
∂i∂jy = ∂j∂iy
it follows [
Ei, V˜j
]
=
[
Ej , V˜i
]
for any i, j. This implies existence of a symmetric matrix Γ such that
V˜i = [Ei,Γ] , i = 1, . . . , n.
The off-diagonal entries of Γ are determined uniquely. In the points of M where ui 6= uj
for any i 6= j we thus obtain a uniquely determined skew-symmetric matrix V˜ such that[
U, V˜i
]
=
[
Ei, V˜
]
, i = 1, . . . , n.
Doing the gauge transformation (3.28) in the system (2.41b) we obtain
∂zy =
(
U +
V
z
)
y.
The compatibility ∂i∂z = ∂z∂i implies
V = V˜ ,
∂iV = [Vi, V ], i = 1, . . . , n.
The definition (3.36) of the matrix V˜i = Vi reads
∂iΨ = ViΨ.
Lemma is proved.
Exercise 3.3. Let us consider V = (Vij(u)) as a function of u = (u1, . . . .un) with
the values in the Lie algebra so(n). Prove that the equations (3.34) can be considered as
time-dependent Hamiltonian systems
∂V
∂ui
= {V,Hi(V ; u)} , i = 1, . . . , n (3.37)
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with the quadratic Hamiltonians
Hi(V ; u) =
1
2
∑
j 6=i
V 2ij
ui − uj , i = 1, . . . , n (3.38)
w.r.t. the standard linear Poisson bracket on so(n)
{Vij , Vkl} = Vilδjk − Vjlδik + Vjkδil − Vikδjl. (3.39)
The canonical coordinates u1, . . . , un play the role of the time variables of these Hamilto-
nian systems.
Exercise 3.4. Prove that {Hi, Hj} = 0 for any i, j. From this and from commuta-
tivity of the flows (3.37) derive that the form
n∑
i=1
Hi(V ; u)dui
is closed for any solution V (u) of the system (3.34). That means that (locally) there exists
a function τ(u) such that
∂ log τ(u)
∂ui
= Hi(V (u); u), i = 1, . . . , n. (3.40)
This is called tau-function of the solution of the system V (u). In the next Lecture we
will show that the system (3.33), (3.34) can be solved by reducing to certain linear Riemann
- Hilbert boundary value problem. The tau-function will coincide with the Fredholm
determinant of the correspondent system of integral equations (see [JM, Mi]).
Importance of the tau-function in topological field theory is clear from the following
Theorem 3.2 [DZ2]. Let X be a smooth projective manifold such that the quantum
cohomology of X is semisimple. Then the generating function F (1)(t) of elliptic Gromov -
Witten invariants of X is given by the formula
F (1)(t) = log
τ(u)
J1/24
|u=u(t)
where τ(u) is the above tau-function and
J = det
(
∂tα
∂ui
)
= ψ11 . . . ψn1.
Particularly, from this theorem it follows validity of Conjectures 0.1 and 0.2 of recent
paper of Givental [Gi5].
We prove now the converse to Lemma 2 statement.
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Let V (u), Ψ(u) be a solution of the system (3.33), (3.34) with a diagonalizable matrix
V (u). We observe first that the product
Ψ−1(u)V (u)Ψ(u)
does not depend on u. We can therefore find a constant matrix C in such a way that
Ψ−1(u)V (u)Ψ(u) = C µC−1
where
µ = diag (µ1, . . . , µn)
is a constant diagonal matrix. Doing a change
Ψ(u) 7→ Ψ(u)C
we obtain another solution of the linear system (3.33) such that
Ψ−1(u)V (u)Ψ(u) = diag (µ1, . . . , µn). (3.41)
After these preliminaries we formulate
Lemma 3.3. Let V (u) = (Vij(u)), Ψ(u) = (ψiα(u)) be a solution of the system
(3.33), (3.34) satisfying (3.41). Then the formulae (3.18), (3.21), (3.17) define a Frobenius
structure on the domain
ui 6= uj for i 6= j, ψ11(u) . . . ψn1(u) 6= 0. (3.42)
Proof. From the antisymmetry of the matrices Vi it follows that
∂i
(
ΨTΨ
)
= 0, i = 1 . . . , n.
Put
η = (ηαβ) = Ψ
TΨ,
(
ηαβ
)
= η−1. (3.43)
Next step is to prove that the 1-forms
n∑
i=1
ψαi ψi1dui, where ψ
α
i = η
αǫψiǫ
are closed. From (3.33) we obtain
∂jψiα =
Vij
uj − uiψjα for any i 6= j, any α.
From this the identity
∂j (ψ
α
i ψi1) = ∂i
(
ψαj ψj1
)
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follows. This proves local existence of the functions tα such that
dtα =
n∑
i=1
ψαi ψi1dui.
The differentials dt1, . . . , dtn are independent on the domain (3.42). So t1, . . . , tn serve as
local coordinates on the domain. From the orthogonality (3.14) we obtain that
∂α =
n∑
i=1
ψiα
ψi1
∂i.
The last step is to prove the symmetry
∂δ
(
n∑
i=1
ψiαψiβψiγ
ψi1
)
= ∂γ
(
n∑
i=1
ψiαψiβψiδ
ψi1
)
.
To prove this we are to use another consequence of (3.33)
∂iψiα = −
∑
k 6=i
∂kψiα
valid for any i, any α. We leave this computation as an exercise for the reader. Lemma is
proved.
Corollary 3.3. Classes of local equivalence of semisimple Frobenius manifolds such
that 1 is an eigenvalue of ∇E of the multiplicity k depend on
k − 1 + n(n− 1)
2
parameters.
Proof. Take the initial data
V (u0) =
(
Vij(u
0)
)
(3.44)
of the antisymmetric matrix V in a point u0 = (u01, . . . , u
0
n) with
u0i 6= u0j for i 6= j.
Solving the system (3.34) of commuting ODEs we obtain locally uniquely the matrix-valued
function V (u) and, therefore, the matrices Vi(u). The solution Ψ(u) of the linear system
(3.33) such that
Ψ−1(u)V (u)Ψ(u) = diag (µ1, . . . , µn) = µ
is determined uniquely up to multiplication by a matrix
Ψ(u) 7→ Ψ(u)C
C−1µC = µ.
The matrices C preserving the direction of the eigenvector e of µ with the eigenvalue
µ1 = −d/2 produce equivalences of the Frobenius manifolds. The assumption about the
multiplicity of the eigenvalue 1 of ∇E means that the eigenvalue µ1 = −d/2 of µ has
also the multiplicity k. The vectors C e considered up to rescalings must be eigenvectors
of µ with the same eigenvalue µ1. The directions of these vectors give k − 1 parameters
additional to the initial data (3.44). Corollary is proved.
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Lecture 4
Stokes matrices and classification of semisimple Frobenius manifolds.
In the previous Lecture we parametrized semisimple Frobenius manifolds M by initial
data of the system (3.33), (3.34) of differential equations in a point t ∈ M such that
ui(t) 6= uj(t) for i 6= j. Typically, however, one has no “natural” point in the Frobenius
manifold to specify the initial data (3.44). E.g., for Frobenius manifolds with good analytic
properties the “natural” point would be t0 = (t
′′ = 0, t′ = −∞). But in this point
the Frobenius algebra Tt0M typically is nilpotent (one can keep in mind the example of
quantum cohomology where t0 is the point of classical limit). So in this point u1(t0) =
u2(t0) = . . . = un(t0). This is a singular point for the system (3.33), (3.34).
Instead, we will use [Du3, Du7] the monodromy data of the system (3.30) as the pa-
rameters. Recall that the system is gauge equivalent to the equations (2.41) determinining
the horizontal sections of the connection ∇˜. Part of the monodromy data has already been
defined in Lecture 2. Namely, this part is the monodromy at z = 0 of the system (3.30)
gauge equivalent to (2.41b). Recall that for a system (3.30) with the monodromy data at
z = 0 of the form (V, < , >, µ, [R]) a fundamental matrix solution Y0(z) exists such that
Y0 = Φ(z)z
µzR (4.1)
where
Φ(z) = Ψ + z Φ1 + z
2Φ2 + . . . (4.2)
is an invertible matrix holomorphic for small |z| satisfying
ΦT (−z)Φ(z) = η. (4.3)
Let us describe the ambiguity in the choice of the normalized solution (4.1).
Let C0(µ,R) be the group of all invertible matrices C such that
zµzRC z−Rz−µ = C0 + z C1 + . . . (4.4)
is a matrix-valued polynomial in z.
Lemma 4.1. Two solutions Y (z), Y˜ (z) of the system (3.30) have the same form
(4.1) iff they are related by a right multiplication by a matrix C ∈ C0(µ,R).
Proof. If
Y = Φ(z)zµzR, Y˜ = Φ˜(z)zµzR
satisfy (3.30) then
Y˜ (z) = Y (z)C
for a constant matrix C. We have
Φ−1(z)Φ˜(z) = zµzRC z−Rz−µ.
Hence the r.h.s. must be a polynomial. The converse statement is obvious. Lemma is
proved.
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Exercise 4.1. Show that the matrices in C0(µ,R) commute with exp 2πiµ and that
they must have the form
C = C0 + C1 + C2 + . . .
with
(Ck)
α
β 6= 0 only if µα − µβ = k, k = 0, 1, . . . .
Particularly, the matrix C0 commutes with µ.
Remark 4.1. In the case of a Frobenius manifold we have an additional structure of
the monodromy data of (3.30) at z = 0. Namely, an eigenvector e of the matrix V with
the eigenvalue µ1 = −d/2 must be marked. It corresponds to the unity of M . We must
therefore to impose an additional constraint on the matrix C in (4.4): the component C0
must preserve the marked vector. Observe that the marked vector corresponds to the first
column ψi1 of the matrix Ψ.
The second part is the monodromy data at z =∞ that we are going to define now.
We first describe the monodromy data at z =∞ of the system
dy
dz
=
(
U +
1
z
V
)
y (4.5)
with arbitrary n× n matrices of the form
U = diag (u1, . . . , un), ui 6= uj (4.6)
V T = −V (4.7)
being a diagonalizable matrix
Ψ−1V Ψ = µ = diag (µ1, . . . , µn). (4.8)
The point z = ∞ is an irregular singularity of the system (3.30). So in the problem of
normal form of the system (3.30) we are to distinguish formal gauge equivalences
y 7→ G
(
1
z
)
y
G
(
1
z
)
= 1 +
G1
z
+
G2
z2
+ . . .
and analytic ones, where the series converges for sufficiently large |z|.
Definition 4.1. Two systems
dy(i)
dz
=
(
U +
1
z
V (i)
)
y(i), i = 1, 2 (4.9)
are called analytically equivalent at z =∞ if there exists a gauge transform
y(2) = G (z) y(1) (4.10)
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with the matrix-valued function G (z) analytic at z = ∞ satisfying G(∞) = 1 and the
orthogonality condition
GT (−z)G (z) = 1.
The monodromy at z =∞ of the system (3.30) is the class of analytic equivalence of this
system.
Below we will explain how one can parametrize the monodromy at infinity by Stokes
matrices of the system (3.30). But first we will show that the system is, to some extent,
uniquely determined by the monodromy at z = 0 and z =∞.
Lemma 4.2. Let (4.9) be two systems analytically equivalent at z = ∞. Then the
matrix G establishing the gauge equivalence is a rational function of z of the form
G = 1 +
G1
z
+
G2
z2
+ . . .+
Gm
zm
. (4.11)
Proof. Let the given gauge transform (4.10) be analytic for |z| > M for some constant
M . Choose a point z0 with |z0| > M and the fundamental matrix solutions Y (i)(z) of the
systems (4.9) with the initial data
Y (i)(z0) = 1, i = 1, 2.
For any z with |z| > M we must have
G(z)Y (1)(z) = Y (2)(z)C
for some constant nondegenerate matrix C. The solutions Y (1, 2)(z) can be continued
analytically along any path in C \ 0. The formula
G(z) = Y (2)(z)C Y (1)(z)
−1
gives analytic continuation of G(z) (recall that detY (i)(z) = exp(z − z0)
∑
i ui 6= 0). We
obtain a single-valued analytic function in C¯ \ 0 such that G(∞) = 1. Near the point of
regular singularity z = 0 the entries of the matrices Y (1, 2)(z) grow not faster than some
power of |z|. Hence also G(z) has at most power growth at z = 0. So it must be a rational
function having a pole only at z = 0. Lemma is proved.
Exercise 4.2. Prove that the determinant of the matrix (4.11) is identically equal to
1.
Remark 4.2. Gauge transformations with rational G(z) are called Schlesinger trans-
formations [JM]. For the case of Frobenius manifolds they induce certain symmetries of
WDVV, i.e., changes of variables
t 7→ tˆ
F 7→ Fˆ
mapping solutions to solutions. We give here the explicit form [Du7] of such symmetries
for the case m ≤ 1 in (4.11).
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Type 1. G =const, Gµ = µG, G permutes the two eigenvectors of µ with the numbers
1 and κ. Then
tˆα = ∂α∂κF (t)
∂2Fˆ
∂tˆα∂tˆβ
=
∂2F
∂tα∂tβ
ηˆαβ = ηαβ .
(4.12)
Type 2.
G = 1 +
A
z
where
Aij =
ψi1ψj1
t1
.
Then
tˆ1 =
1
2
tσt
σ
t1
tˆα =
tα
t1
, α 6= 1, n
tˆn = − 1
t1
Fˆ = t−21
[
F − 1
2
t1tσt
σ
]
ηˆαβ = ηαβ .
(4.13)
Also one may take superposition of (4.13) with any transformation of the form (4.12)
We classify now the systems of the form (3.30) having the same monodromies at z = 0
and z = ∞. We will show that, generically, these systems must coincide. There remain,
however, some subtleties in the nongeneric situation. The ambiguity of the reconstruction
of the system (3.30) starting from the monodromy data at z = 0 and z = ∞ will be
completely described in terms of the monodromy at z = 0.
Let us choose a representative R in the class of equivalence [R] of the monodromy
data at z = 0 of the system (3.30). Let us consider the centralizer of the monodromy
matrix
M0 = exp2πi(µ+R) (4.14)
in the group of invertible matrices, i.e., the matrices C commuting with M0
C−1M0C =M0. (4.15)
For any such a matrix C the product
zµzRCz−Rz−µ =
∑
k
Akz
k (4.16)
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is a matrix-valued Laurent polynomial in z. Particularly, for the matrix C ∈ C0(µ,R) the
r.h.s. of (4.16) contains only nonnegative powers of z. Denote C(µ,R) the quotient group
of the centralizer (4.15) over the subgroup C0(µ,R).
Example 4.1. For a nonresonant µ the group C(µ,R) consists of one element.
Example 4.2. The group C(µ,R) with a resonant µ and R = 0 is not trivial. It is
isomorphic to the subgroup of “upper triangular” parabolic matrices in the centralizer of
exp 2πiµ
C = . . .+ C−2 + C−1 + 1 (4.17)
where
(Ck)
α
β 6= 0 only if µα − µβ = k, k = −1, −2, . . . . (4.18)
Let the two systems of the form (4.9) have the same monodromy data at z = 0 and
z = ∞. We will asociate with such a pair a matrix C ∈ C(µ,R) where µ, R are the
monodromy data of the systems (4.9) at z = 0. Let Y (1)(z) be the matrix solution of the
system
∂zY
(1) =
(
U +
1
z
V (1)
)
Y (1) (4.19)
of the form
Y (1)(z) = Φ(z)zµzR.
Let G0(z) = 1+O(z) and G∞(z) = 1+O (1/z) be the gauge transformations of the system
(4.19) to another system of the same form
∂zY
(2) =
(
U +
1
z
V (2)
)
Y (2). (4.20)
The matrix-valued functions G0(z) and G∞(z) are assumed to be analytic near z = 0 and
z =∞ resp. Near z = 0 we obtain a solution
Y
(2)
0 (z) = G0(z)Y
(1)(z)
of (4.20). Continuing Y (1)(z) analytically along a ray ρ in the neighborhood of infinity we
produce another solution of the system (4.20)
Y (2)∞ (z) = G∞(z)Y
(1)(z).
Continuing Y
(2)
∞ (z) back along the same ray ρ, we obtain two matrix solutions of (4.20)
defined in a neighborhood of z = 0. They must be related by a multiplication by an
invertible matrix C12
Y (2)∞ (z) = Y
(2)
0 (z)C12.
We rewrite the last equation in the form
G−10 (z)G∞(z) = Φ(z)z
µzRC12z
−Rz−µΦ−1(z). (4.21)
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The r.h.s. must be a meromorphic function near z = 0. That means, particularly, that
the matrix C12 commutes with the monodromy matrix M0. We arrive at
Theorem 4.1. The set of all systems
∂zY˜ =
(
U +
1
z
V˜
)
Y˜
of the form (3.30) having the monodromy data at z = 0 and z =∞ coinciding with those
of the given system
∂zY =
(
U +
1
z
V
)
Y
is in one-to-one correspondence with the elements of the group C(µ,R).
Proof. The above construction associates with the pair of this systems an element
C = C12 of the centralizer of M0. It remains to show that the two systems coincide iff
zµzRC z−Rz−µ
is a polynomial in z. Indeed, if this is the case then the r.h.s. of (4.21) is analytic at z = 0.
Hence G∞(z) is analytic at z = 0. Using the normalization G∞(∞) = 1 we conclude that
G∞(z) ≡ 1. The converse statement is obvious. Theorem is proved.
We proceed now to a “quantative” description of the monodromy at infinity of systems
of the form (3.30). We first show that all the systems (3.30) with given pairwise distinct
values of u1, . . . , un are gauge equivalent at z = ∞ w.r.t. formal gauge transformations.
It is sufficient to construct a gauge transformation
Y˜ = G(z)Y (4.22)
of the system (3.30) to the system with constant coefficients
∂zY˜ = U Y˜ . (4.23)
Lemma 4.3. For any system (3.30) there exists a unique formal series
G(z) = 1 +
A1
z
+
A2
z2
+ . . . (4.24)
satisfying
GT (−z)G(z) = 1 (4.25)
such that (4.22) transforms (3.33) to the system (4.23) with constant coefficients.
Proof. For the coefficients of the formal series (4.24) one obtains the recursion rela-
tions
[U,A1] = V
[U,Ak+1] = AkV − k Ak, k = 1, 2, . . . .
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Representing
Ak = Bk +Dk
with an off-diagonal matrix Bk and a diagonal one Dk we obtain
B1 = adU
−1(V )
Dk =
1
k
diag (BkV )
Bk+1 = adU
−1 (AkV − k Ak)
where ‘diag ’ stands for the diagonal part of the matrix. This proves existence and unique-
ness of the series G(z).
Let us choose a fundamental matrix Y (z) for the system (3.30) such that
Y T (−z)Y (z) ≡ 1.
Then
G(z)Y (z)
is a formal solution of the system (4.23). Hence for an appropriate constant invertible
matrix C
G(z)Y (z) = ez UC.
Computing the product
(
G−1(z)
)T
G−1(−z) = ez U (C CT )−1 e−z U
we conclude that C CT = 1 since the l.h.s. is a formal series in inverse powers of z of the
form 1 +O(1/z). This proves the orthogonality relation (4.25). Lemma is proved.
The series G(z) typically diverges. However, in certain sectors of the complex z-plane
near z = ∞ it serves as the asymptotic development of an actual solution of the original
system.
We recall that a series
a0 +
a1
z
+
a2
z2
+ . . .
is an asymptotic expansion of the function f(z) for |z| → ∞ in the sector
α < arg z < β
if for any n
zn
[
f(z)−
n∑
k=0
ak
zk
]
→ 0
as |z| → ∞ uniformly in the sector
α+ ε < arg z < β − ε
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for any sufficiently small positive ε. This fact will be denoted briefly
f(z) ∼ a0 + a1
z
+
a2
z2
+ . . . , |z| → ∞, α < arg z < β.
Let us denote
Yformal(z) =
(
1 +
A1
z
+
A2
z2
+ . . .
)
ez U (4.26)
where the coefficients of the formal series are defined in Lemma 4.3. We say that a matrix
solution Y (z) of the system (3.30) has asymptotic development
Y (z) ∼ Yformal(z), |z| → ∞, α < arg z < β
if in the same sector
Y (z) e−z U ∼ Yformal(z) e−z U = 1 + A1
z
+
A2
z2
+ . . . .
Definition 4.2. A line ℓ through the origin in the complex z-plane is called admissible
for the system (3.30) if
Re z (ui − uj)|z∈ℓ\0 6= 0 for any i 6= j. (4.27)
Let us fix an admissible line ℓ and an orientation on it. According to the orientation
the line splits into the negative and positive parts ℓ− and ℓ+ resp. Let the parts have the
equations
ℓ+ = {z |arg z = φ}
ℓ− = {z |arg z = φ− π}.
(4.28)
We construct two sectors
Πright : φ− π − ε <arg z < φ+ ε
Πleft : φ− ε <arg z < φ+ π + ε
(4.29)
for sufficiently small positive ε.
Theorem 4.2. There exist unique solutions Yright/left(z) of (3.30) analytic in the
sectors Πright/left resp. having the asymptotic development
Yright/left(z) ∼ Yformal(z) (4.30)
as |z| → ∞ in these sectors.
Proof see in [BJL1].
We are now ready to define Stokes matrices of the system (3.30). In the narrow sector
Π+ : φ− ε < arg z < φ+ ε (4.31)
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we have two solutions. They must be related by multiplication by a matrix
Yleft(z) = Yright(z)S, z ∈ Π+. (4.32)
Similarly, in the opposite narrow sector Π−
Yleft(z) = Yright(z)S−, z ∈ Π−. (4.33)
Definition 4.3. The matrices S, S− are called Stokes matrices of the system (3.30).
Lemma 4.4. Two systems with equal Stokes matrices w.r.t. the same admissible
oriented line ℓ are analytically equivalent near z =∞.
Proof. Let Y
(1)
left/right(z), Y
(2)
left/right(z) be the solutions of the correspondent systems
with the needed asymptotic developments in the sectors Πleft/right resp. Let us consider
the following piecewise analytic matrix-valued function G(z) defined for sufficiently large
|z| such that
G(z) =

Y
(2)
right(z)Y
(1)
right
−1
(z), z ∈ Πright
Y
(2)
left (z)Y
(1)
left
−1
(z), z ∈ Πleft.
In the sectors Π+, Π− we have
Y
(1, 2)
left (z) = Y
(1, 2)
right (z)S, z ∈ Π+
Y
(1, 2)
left (z) = Y
(1, 2)
right (z)S−, z ∈ Π−.
So G(z) is a single-valued analytic function for |z| > M for some big constant M . In the
sectors Πright/left
G(z) ∼ 1 +O
(
1
z
)
.
Hence z =∞ is a removable singularity for this function, and
G(∞) = 1.
This function G(z) establishes the needed gauge transformation between the systems.
Lemma is proved.
We will now describe the algebraic properties of the Stokes matrices. We first describe
explicitly all non-admissible lines. Each of them consists of two Stokes rays
Rij := {z |z = −ir(u¯i − u¯j), r ≥ 0} , i 6= j (4.34)
(some of them may coincide). We explain: for z ∈ Rij∣∣ez ui ∣∣ = ∣∣ez uj ∣∣;
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on the right of Rij ∣∣ez ui ∣∣ < ∣∣ez uj ∣∣
and on the left of Rij ∣∣ez ui ∣∣ > ∣∣ez uj ∣∣.
The ray Rji is the opposite one to Rij . An admissible line ℓ must contain no Stokes rays.
The sectors Πright/left can be extended up to the first nearest Stokes ray (see [BJL1]).
Theorem 4.3. The Stokes matrices S = (sij), S− of the system (3.30) satisfy the
following properties
S− = ST . (4.35)
sii = 1, i = 1, . . . , n (4.36a)
sij 6= 0 only if Rij ⊂ Πleft. (4.36b)
Proof. We know that, for any two matrix solutions Y1(z), Y2(z) of the system (3.30),
the product
Y T1 (−z)Y2(z)
does not depend on z. Let us choose for z ∈ Πright Y2(z) = Yright(z), Y1(z) = Yleft(z).
Using the asymptotic developments
Yright(z) ∼ G(z) ez U
Yleft(−z) ∼ G(−z) e−z U
valid for z ∈ Π+, with G(z) being defined in Lemma 4.3, and the orthogonality condition
(4.25) we obtain
Y Tleft(−z)Yright(z) ≡ 1, z ∈ Π+.
Let us continue analytically this formula in the counter-clockwise direction through the
ray ℓ+. We obtain after the analytic continuation
Yright(z) 7→ Yleft(z)S−1
Yleft(−z) 7→ Yright(−z)S−.
So
ST−Y
T
right(−z)Yleft(z)S−1 ≡ 1, z ∈ Π−.
As above we show that
Y Tright(−z)Yleft(z) ≡ 1, z ∈ Π−.
Hence
ST− = S.
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Let us now prove (4.36). Comparing the asymptotic developments of the both sides
of (4.32) for z ∈ Π+ we conclude that
ez US e−z U ∼ 1, |z| → ∞, z ∈ Π+.
This means that
ez(ui−uj)sij ∼ δij , |z| → ∞, z ∈ Π+.
For the diagonal terms this implies sii = 1. For the off-diagonal terms we have∣∣ez(ui−uj)∣∣→∞ for |z| → ∞, z ∈ Π+
if Rij ⊂ Πright. So, for those pairs i 6= j for which Rij ⊂ Πright we must have sij = 0. The
opposite ray Rji ⊂ Πleft. And
∣∣ez(uj−ui)∣∣→ 0 for |z| → ∞, z ∈ Π+.
So sji need not to be zero. Lemma is proved.
We see that the Stokes matrix S contains n(n− 1)/2 independent parameters.
To complete the list of the monodromy data we define the central connection matrix
Y0(z) = Yright(z)C, z ∈ Π+ (4.37)
(observe: the branchcut in the definition of Y0(z) is to be chosen along ℓ−).
The monodromy (µ,R) at z = 0, the monodromy S at z = ∞, and the central
connection matrix C are not independent. First of all, we have the following cyclic relation
C−1STS−1C =M0 = exp2πi(µ+R). (4.38)
This expresses a simple topological fact: on the punctured planeC\0 a loop around infinity
is homotopic to a loop around the origin. Another property comes from the orthogonality
relations
S = C e−πiRe−πiµη−1CT
ST = C eπiReπiµη−1CT .
(4.39)
We leave the proof of these identities as an exercise for the reader.
The matrix C is defined up to transformations of the form
C 7→ BC, B S BT = B (4.40a)
preserving the relations (4.38), (4.39), and
C 7→ C C0, C0 ∈ C0(µ,R) (4.40b)
corresponding to a change of the solution Y0(z).
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Exercise 4.3. Prove that classes of equivalence (4.40) of central connection matrices
of systems (3.30) with a given monodromy (µ,R) at the origin and a given monodromy S
at infinity are in one-to-one correspondence with the group C(µ,R).
The properties (4.38) and (4.39) typically specify the central connection matrix C of
the system with given µ, R, S essentially uniquely with an ambiguity (4.40) that does not
affect the Frobenius structure. This reflects the claim of Theorem 4.1 (here “typically”
means triviality of the group C(µ,R)). Anyhow, the following uniqueness theorem holds.
Lemma 4.5. If two systems
∂zY
(1, 2) =
(
U +
1
z
V (1, 2)
)
Y (1, 2)
have the same matrices µ, R, S (w.r.t. the same admissible oriented line ℓ), C then
V (2) = V (1).
The proof is similar to that of Lemma 4.4. We leave it as an exercise.
Let us return to semisimple Frobenius manifolds. Starting from a point t0 ∈ M
such that the eigenvalues u1(t0), . . . , un(t0) of the operator U(t0) = (E(t0)·) are pairwise
distinct, ordering these eigenvalues, and choosing signs of the square roots of < ∂i, ∂i >,
and fixing an oriented line ℓ on the complex z-plane admissible for the points u1(t0), . . . ,
un(t0) we define the Stokes matrix S = S(t0) and the central connection matrix C = C(t0).
We will now prove that these matrices do not change under small variations of t0. Observe
that the property of admissibility of the line ℓ is stable under small perturbations of t0.
Isomonodromicity Theorem (second part). The Stokes matrix S and the central
connection matrix C do not depend on the point of a semisimple Frobenius manifold.
Proof. Due to Lemma 4.3 the coefficients A1, A2, . . . of the solution Yformal(z; u) are
analytic functions on u. From the uniqueness of Yformal(z; u) it easily follows that
∂iYformal(z; u) = (z Ei + Vi)Yformal(z; u), i = 1, . . . , n.
The same statements are true for the solutions Yright/left(z; u) and, as we already know
from Lecture 2, for the solution Y0(z; u). Using the definitions
S = Y −1right(z; u)Yleft(z; u), z ∈ Π+
C = Y −1right(z; u)Y0(z; u), z ∈ Πright
we obtain
∂iS = 0, ∂iC = 0.
Theorem is proved.
Together with the results of Lecture 2 we conclude that the monodromy data µ, R,
S, C do not depend on the point of the Frobenius manifold.
We will now show how to reconstruct the semisimple Frobenius manifiold starting
from the monodromy data.
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To reconstruct the operator (3.30) and the solutions Yright/left, Y0 for given u1, . . . ,
un, (µ,R, S, C) one is to solve certain Riemann - Hilbert boundary value problem . Let D
be the disk
|z| < ρ
for some ρ > 0, Pright and Pleft the two components of C \ ℓ intersected with the external
parts of the disk. We are to construct a piecewise-analytic function
Φ(z) =


Φright(z), z ∈ Pright
Φleft(z), z ∈ Pleft
Φ0(z), z ∈ D
continues in the closures of Pright, Pleft, D resp. such that:
1). on the positive (i.e., that belonging to ℓ+) part of the common boundary of Pright
and Pleft the boundary values of the functions are related by
Φleft(z) = Φright(z)e
z US e−z U . (4.41)
2). on the negative part of the common boundary of Pright and Pleft the boundary
values of the functions are related by
Φleft(z) = Φright(z)e
z UST e−z U . (4.42)
3). on the common boundary of D and Pright the boundary values of the functions
are related by
Φ0(z) = Φright(z)e
z UCz−Rz−µ. (4.43)
4). on the common boundary of D and Pleft the boundary values of the functions are
related by
Φ0(z) = Φleft(z)e
z US−1Cz−Rz−µ. (4.44)
5). for |z| → ∞ within Pright/left
Φright/left(z)→ 1. (4.45)
Theorem 4.4. If the Riemann - Hilbert boundary value problem 1 - 5 has a unique
solution at a point u0 =
(
u01, . . . , u
0
n
)
, u0i 6= u0j for i 6= j, then the unique solution Φ =
Φ(z; u1, . . . , un) exists for u sufficiently close to u
0 and it is an analytic function of u. It
can be continued analytically to a meromorphic function on the universal covering of the
space
Cn \ diag := {(u1, . . . , un) | ui 6= uj for i 6= j}. (4.46)
Proof follows from the general theory of Riemann - Hilbert boundary value problems
(see in [Mi, Ma]).
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Having a solution Φ = (Φright(z; u),Φleft(z; u),Φ0(z; u)) of the Riemann - Hilbert
boundary value problem we can reconstruct the solutions
Yright/left(z; u) = Φright/left(z; u)e
z U
Y0(z; u) = Φ0(z; u)z
µzR.
(4.47)
Let us introduce notations for the coefficients of the expansion of the matrix Φ0(z; u) =
(Φ0iα(z; u)) near z = 0
Φ0iα(z; u) =
∞∑
p=0
φiα, p(u)z
p. (4.48)
Observe
φiα, 0(u) = ψiα(u). (4.49)
Isomonodromicity Theorem (third part). Let the Riemann - Hilbert boundary
value problem (4.41) - (4.45) for given µ, R, S, C satisfying (4.36), (4.38), (4.39) have a
unique solution Φ = Φ(z; u0) at a point u0 = (u01, . . . , u
0
n), u
0
i 6= u0j for i 6= j such that
n∏
i=1
φi1, 0(u
0) 6= 0. (4.50)
Then the formulae
ηαβ =
n∑
i=1
φiα, 0(u)φiβ, 0(u) (4.51)
e =
n∑
i=1
∂i (4.52)
E =
n∑
i=1
ui∂i (4.53)
tα =
n∑
i=1
φi1, 1(u)φiα, 0(u) (4.54)
cαβγ =
n∑
i=1
ψiαψiβψiγ
ψi1
(4.55)
F =
1
2
n∑
i=1
[
ηαβφiα, 1φiβ, 0φ
2
i1, 1 − φi1, 2φi1, 1 − φi1, 0φi1, 3
]
(4.56)
define a semisimple Frobenius structure on a small neighborhood of u0.
Proof. Let us define the matrix-valued functions Yright/left(z; u), Y0(z; u) by the
formulae (4.47) and prove that they satisfy the linear system (3.29), (3.30) with
V (u) = [U,A1(u)] (4.57)
Vi(u) = [Ei, A1(u)] (4.58)
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where the matrix A1(u) is defined from the asymptotic development
A1(u) := lim|z|→∞, z∈Π+
z (Φright(z; u)− 1) . (4.59)
Let us consider the piecewise-analytic function
Y (z; u) =


Yright(z; u), z ∈ Πright
Yleft(z; u), z ∈ Πleft
Y0(z; u), z ∈ D.
We prove first that the matrix Y (z; u) is invertible for any z, u. Indeed, detY (z; u) e−z
∑
ui
is a piecewise-analytic function of z having no jumps on the intersections of the domains
Πright, Πleft, D and going to 1 when |z| → ∞. Thus
detY (z; u) ≡ ez(u1+...+un).
We introduce now piecewise-analytic functions
Gi(z; u) := ∂iY (z; u) · Y −1(z; u).
From construction of S, C it follows that Gi(z; u) has no jumps on the intersections of the
domains Πright, Πleft, D. So it is an analytic matrix-valued function on C \ 0. At |z| → ∞
it has the asymptotic development
Gi(z; u) = ∂i
[(
1 +
A1
z
+ . . .
)
ez U
]
e−z U
(
1− A1
z
+ . . .
)
∼ z Ei + Vi +O
(
1
z
)
.
At z = 0 the function Gi(z; u) goes to a finite limit
Gi(z; u) = ∂i
[
(Ψ(u) +O(z)) zµzR
]
z−Rz−µ
[
Ψ−1(u) +O(z)
]
= ∂iΨ(u) ·Ψ−1(u) +O(z)
due to constancy of µ, R. Hence
Gi(z; u) = z Ei + Vi
and
∂iY = (z Ei + Vi) Y, i = 1, . . . , n.
Particularly,
∂iΨ = ViΨ.
Similarly, considering the piecewise-analytic function
Gz := ∂zY (z; u) · Y −1(z; u)
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we obtain that
Gz = U +
V
z
where the matrix V = V (u) is defined in (4.57).
To prove the orthogonality conditions
ΦTright/left(−z; u)Φright/left(z; u) ≡ 1
ΦT0 (−z; u)Φ0(z; u) ≡ η
we will consider the piecewise-analytic matrix-valued function
G(z) :=
{
Yright(z; u)Y
T
left(−z; u), z ∈ Πright
Yleft(z; u)Y
T
right(−z; u), z ∈ Πleft.
For z ∈ Π+ ∩ Πright
G(z) = Yright(z; u)Y
T
left(−z; u)
= Yright(z; u)SY
T
right(−z; u).
For z ∈ Π+ ∩ Πleft
G(z) = Yleft(z; u)Y
T
right(−z; u)
= Yright(z; u)SY
T
right(−z; u).
So, G(z) has no jumps on ℓ+. Similarly, it has no jumps on ℓ−. Using (4.39) one obtains
that for z ∈ Πright near z = 0
G(z) = Y0(z; u)e
πiReπiµη−1Y T0 (−z; u) = Φ0(z; u)η−1ΦT0 (−z; u)
= 1 +O(z).
A similar computation gives the same behaviour of G(z) at z → 0, z ∈ Πleft. So G(z) ≡ 1.
This proves the orthogonality conditions.
The equations (4.54), (4.56) is the spelling of (2.35), (2.36). Note that the functions
t1(u), . . . , tn(u) are independent coordinates in the points u where the product
n∏
i=1
ψiα(u) 6= 0.
Theorem is proved.
Exercise 4.4. Show that the product (4.50) does not vanish identically unless the
matrix
ez US e−z U
is independent on one of the variables (u1, . . . , un).
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The Isomonodromicity Theorem gives a structure of semisimple Frobenius manifold
on small domains in the space of isomonodromy deformations of the operator
L =
d
dz
−
(
U +
V
z
)
with rational coefficients. The parameters of these Frobenius manifold are the monodromy
data
(µ, e, R, S, C) (4.60)
of the operator satisfying the above properties (4.6), (4.7). Here e is a marked eigenvector
of the matrix V with the eigenvalue µ1 (µ1 being the marked diagonal entry of the matrix
µ). The choice of e corresponds to the choice of the first column of the matrix Ψ in the
formulae (4.50) - (4.56). (We need not to fix the bilinear form < , >. It is given by (4.51).)
It also demonstrates that, locally, any semisimple Frobenius manifold can be realized in
such a way.
Exercise 4.5. We say that the Stokes matrix S is reducible if it has the form S =
S′⊕S′′ w.r.t. some decomposition of the set of indices {1, . . . , n} = I ′ ∪ I ′′ into a union of
two non-empty non-intersecting subsets. Prove that a reducible matrix S can make a part
of the monodromy data only if exp 2πiµ1 is the eigenvalue of both the matrices S
′TS′−1
and S′′TS′′−1. Prove that the Stokes matrix of a reducible Frobenius manifold is reducible
(see Exercise 2.5).
We will now describe the structure of analytic continuation of semisimple Frobenius
manifolds. According to Theorem 4.4 and due to the formulae (4.54), (4.56) the functions
tα and F can be continued analytically to meromorphic functions on the universal covering
of Cn \ diag . Since the canonical coordinates are defined up to reordering, the structure
of analytic continuation of the Frobenius manifold with given monodromy data (4.60) is
described by an action of the fundamental group
π1
(
(Cn \ diag ) /Sn, (u01, . . . , u0n)
)
= Bn
(the braid group) on the monodromy data computed at a given point u0. The global
structure of the Frobenius manifold is described by the stationary subgroup Bn0 ⊂ Bn of
the given monodromy data (4.60).
To compute the action of the braid group Bn on the monodromy data, and also to
describe the dependence of the monodromy data on the admissible oriented line ℓ, we will
briefly present here the theory of Stokes factors (see [BJL1]).
Let us label all the Stokes rays (4.34) of the system (3.30) in the counter-clockwise
order starting from the first one in Πright. We obtain the rays
R(1), . . . , R(m) in Πright
R(m+1), . . . , R(2m) in Πleft.
(4.61)
We will use the cyclic labelling R(k±2m) = R(k). Observe that the narrow sectors Π+ and
Π− contain no Stokes rays. For generic (u1, . . . , un) one has
m =
n(n− 1)
2
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but some coincidences of the Stokes rays may happen in the nongeneric situation when
there are three ui, uj , uk on a line or two pairs ui, uj and uk, ul on two parallel lines.
Let us consider the sector of z-plane from R(k)e
−iε
2 to R(m+k)e−iε. According to Theorem
4.2 there exists a unique solution Y (k)(z) of (3.30) such that
Y (k)(z) ∼ Yformal(z), |z| → ∞ (4.62)
within the above sector. This solution can be extended preserving the asymptotics into
the open sector
Πk : from R
(k−1) to R(m+k). (4.63)
On the intersection of two subsequent sectors one has a constant matrix Kj defined by
Y (j+1)(z) = Y (j)(z)Kj , z ∈ Πj ∩Πj+1. (4.64)
Lemma 4.6.
Yright = Y
(1), Yleft = Y
(m+1) (4.65)
S = K1 . . .Km. (4.66)
Proof is obvious.
Definition 4.4. The matrices Kj are called Stokes factors of the matrix S.
Exercise 4.6. Prove that
Km+jK
T
j = 1. (4.67)
How to find the Stokes factors knowing the Stokes matrix S and the configuration of
pairwise distinct complex numbers u1, . . . , un? The clue is in the following property of
Stokes factors (see [BJL1]).
Lemma 4.7. All the diagonal entries of Kj equal 1. Of the off-diagonal entries
(Kj)ab all equal zero but those for which the Stokes ray Rba coincides with R
(j).
Proof. On z ∈ Πj ∩ Πj+1 one must have
ez UKje
−z U → 1 as |z| → ∞.
Hence (Kj)aa = 1 (as in the proof of Theorem 4.3). On the intersection the absolute values∣∣ez(ua−ub)∣∣
can go to either +∞ or 0 for any pair a 6= b but those for which Rab or Rba coincides with
R(j). Indeed, the whole intersection Πj ∩Πj+1 lies on the right from the oriented line
R(m+j) ∪
(
−R(j)
)
.
If
Rab = R
(m+j), Rba = R
(j)
73
then on the right from the oriented line one has∣∣ez(ua−ub)∣∣→ 0 as |z| → ∞.
Lemma is proved.
Theorem 4.5. Any Stokes matrix S with the above properties can be uniquely fac-
torized into the product S = K1 . . .Km of Stokes factors of the above form.
Proof see in [BJL1].
From the factorization (4.66) it follows that the Stokes matrix does not change if one
deforms the admissible line ℓ not intersecting any of the Stokes rays. We describe now
what happens if the oriented admissible line ℓ = ℓ+ ∪ (−ℓ−) passes through the Stokes ray
R moving counter-clockwise. Instead, one may consider a deformation of one of the Stokes
rays R passing through ℓ+ moving clockwise.
Lemma 4.8. After the above deformation the new solutions Y ′right/left, the new Stokes
matrix S′, and the new connection matrix C′ have the form
Yright = Y
′
rightK
T
R (4.68a)
Y ′left = YleftKR (4.68b)
S′ = KTRS KR (4.68c)
C′ = KTRC (4.68d)
(the last formula holds true modulo the ambiguity (4.40). Here KR is the Stokes factor
corresponding to the Stokes ray R.
Proof follows from Lemma 4.6 and from Exercise 4.6.
We are now ready to compute the action of the braid group Bn on the monodromy
data describing the analytic continuation of the Frobenius manifold. First, the action of
Bn on the monodromy at z = 0 is trivial. We now compute the action on the Stokes matrix
S. Let us assume that the canonical coordinates (u1, . . . , un) are ordered in such a way
that S is an upper triangular matrix. We choose the standard generators σ1, . . . , σn−1 of
the braid group Bn. The generator σi is given by a deformation of (u1, . . . , un) such that:
1). uk remains fixed for k 6= i, i+ 1.
2). ui and ui+1 are permuted moving counterclockwise.
Let us deform (u1, . . . , un) in the coefficients of the operator
L =
d
dz
−
(
U +
V (u)
z
)
.
Due to isomonodromicity the matrices S and C remain unchanged until some of the Stokes
rays passes through ℓ. After this we are to reorder the canonical coordinates to preserve
upper triangularity of the Stokes matrix and, then, to compute the new matrices S′ and
C′ using Lemma 4.8. We are to recall here that the operator L for a given ordering of the
canonical coordinates (u1, . . . , un) is determined up to a transformation
L 7→ J LJ (4.69)
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where J is an arbitrary diagonal matrix of the form
J = diag (±1, . . . ,±1). (4.70)
Thus the matrices
S and J S J, C and J C (4.71)
must be identified. So what we need is actually an action of Bn on the classes of equivalence
of the matrices S and C w.r.t. the identifications (4.71).
The result is given by
Theorem 4.6. The analytic continuation of a semisimple Frobenius manifold is
described by the following action
S 7→ β(S)
C 7→ β(C) (4.72)
of the braid group Bn ∋ β on the Stokes matrix S = (sij) and the central connection matrix
C. For the standard generator β = σi the action has the form
σi(S) = K
(i)(S)SK(i)(S)
σi(C) = K
(i)(S)C
(4.73)
where (
K(i)(S)
)
kk
= 1, k = 1, . . . , n, k 6= i, i+ 1(
K(i)(S)
)
i+1, i+1
= −si, i+1(
K(i)(S)
)
i, i+1
=
(
K(i)(S)
)
i+1, i
= 1
(4.74)
all other entries of the matrix K(i)(S) are equal to zero.
Proof. Let us assume that, during the deformation σi, the coordinates ui and ui+1
remain sufficiently close to each other. Then all the Stokes rays but Ri, i+1 and Ri+1, i will
be only slightly deformed and they will return to their original positions (with renumbering
i ↔ i + 1) after the end of the deformation. But the rays Ri, i+1 and Ri+1, i interchange
their positions rotating clockwise. Particularly, it is the ray R = Ri+1, i who passes through
the positive half-line ℓ+ rotating clockwise. At the very last moment before the collision
the configuration of the Stokes rays is such that R(1) = Ri+1, i and R
(m+1) = Ri, i+1, and
we may assume that R(1) and R(m+1) contain no other Stokes rays. From Theorem 4.5 we
obtain a factorization of S into the product of upper triangular Stokes factors
S = K1K2 . . .Km
where the only nonzero off-diagonal entry of the matrix K1 sits in the (i, i + 1) box, and
all the factors K2, . . . , Km have zero on the (i, i+ 1) place. From this we obtain that
(K1)i, i+1 = si, i+1.
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We are now to apply the formulae (4.68) to compute the new matrices S′, C′ with
KR = Km+1 =
(
KT1
)−1
.
After this applying the permutation i↔ i+ 1 we arrive at the formulae (4.74). Theorem
is proved.
Example 4.3. For n = 3 the generators σ1, σ2 of B3 act as follows in the space of
Stokes matrices
S =

 1 x y0 1 z
0 0 1


σ1(x, y, z) = (−x, z, y − x z), σ2(x, y, z) = (y, x− y z,−z). (4.75)
Exercise 4.7. Prove that the braid
ζ = (σ1 . . . σn−1)n (4.76)
acts trivially on Stokes matrices.
The braid ζ generates the center of Bn (see [Bi]). So the quotient Bn/center acts on
the space of Stokes matrices. For n = 3 the quotient is isomorphic to the modular group
PSL2(Z) [ibid].
Let Bn(S,C) ⊂ Bn be the stationary subgroup of the class of equivalence (4.71) of the
pair S, C. We realize it as a subgroup in the fundamental group
π1
(
[Cn \ diag ] /Sn, (u01, . . . , u0n)
)
and construct the corresponding covering
M(S,C)→ [Cn \ diag ] /Sn
i.e., such a covering that the group of deck transformations of the fiber is isomorphic to
Bn(S,C). From Theorem 4.6 it follows
Theorem 4.7. 1). For a given monodromy data (µ, e, R, S, C) the Frobenius structure
extends from a small neighborhood of u0 to a dense open subset in the manifold M(S,C).
This Frobenius structure on M(S,C) we denote Fr(µ, e, R, S, C).
2). Let (µ, e, R, S, C) be the monodromy data of a semisimple Frobenius manifold M
computed at the point u0 = (u01, . . . , u
0
n) w.r.t. an admissible oriented line ℓ. Let M
0 be
the open part of the Frobenius manifold M consisting of all points t ∈M such that all the
eigenvalues u1(t), . . . , un(t) of the operator of multiplication by the Euler vector field are
pairwise distinct. Then the map
M0 → Fr(µ, e, R, S, C)
is well-defined and it is an equivalence of Frobenius manifolds.
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Example 4.4. Let us compute the monodromy data of quantum cohomology of CP2,
i.e., of the solution (1.15) of WDVV equations of asociativity . The monodromy at z = 0
is completely determined by the classical cohomology H∗
(
CP2
)
together with the first
Chern class c1
(
CP2
)
(see Lecture 2). We obtain
µ = diag (−1, 0, 1), R =

 0 0 03 0 0
0 3 0

 .
Let us compute the Stokes matrix in the semisimple point
t1 = t3 = 0, arbitrary t2 with Re t2 < R. (4.77)
Here R is the radius of convergence (1.16). Let us denote q = exp t2. The system (2.41)
for horizontal sections (ξ1, ξ2, ξ3) =
(
∂1t˜, ∂2t˜, ∂3t˜
)
of the connection ∇˜ can be reduced to
two third-order equations
∂32φ = z
3q φ
(z∂z)
3φ = 27z3q φ
(4.78)
for the function
φ = φ(t2z) =
ξ1
z
,
(ξ1, ξ2, ξ3) =
(
z φ,
1
3
z∂zφ,
1
9
∂z(z∂zφ)
)
.
The system (4.78) is equivalent to one equation
(z∂z)
3Φ = 27z3Φ (4.79)
using the quasihomogeneity
φ(t2, z) = Φ
(
z q1/3
)
. (4.80)
The problem is reduced to computation of the Stokes matrix of the generalized hyperge-
ometric equation (see [DM]). We are to carefully select the basis of formal solutions of
(4.79) at z →∞ correspondent to the basis of columns of Yformal(z) of the solution (4.26)
of the gauge-equivalent system (3.30).
The operator U of multiplication by the Euler vector field in the basis e1 = ∂1, e2 = ∂2,
e3 = ∂3 has the matrix
U(t) =

 0 0 3q3 0 0
0 3 0

 t = (0, t2, 0), q = et2 . (4.81)
The canonical coordinates (i.e., the eigenvalues of U) in the point (4.77) take the values
u1 = 3q
1/3, u2 = 3ǫ¯
2q1/3, u3 = 3ǫ
2q1/3 (4.82)
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where
ǫ = exp
πi
3
.
The correspondent idempotents of the quantum cohomology algebra are
π1 =
1
3
(
e1 + q
−1/3e2 + q−2/3e3
)
π2 =
1
3
(
e1 + ǫ
2q−1/3e2 + ǫ¯2q−2/3e3
)
π3 =
1
3
(
e1 + ǫ¯
2q−1/3e2 + ǫ2q−2/3e3
) .
The invariant metric
< π1, π1 >=
1
3
q−2/3, < π2, π2 >=
1
3
ǫ¯2q−2/3, < π3, π3 >=
1
3
ǫ2q−2/3.
Evaluating the square root we obtain the normalized idempotents
f1 =
1√
3
(
q1/3e1 + e2 + q
−1/3e3
)
f2 =
1
ǫ¯
√
3
(
q1/3e1 + ǫ
2e2 + ǫ¯
2q−1/3e3
)
f3 =
1
ǫ
√
3
(
q1/3e1 + ǫ¯
2e2 + ǫ
2q−1/3e3
) .
This gives the matrix Ψ = (ψiα)
Ψ =
1√
3

 q−1/3 1 q1/3ǫ¯q−1/3 −1 ǫq1/3
ǫq−1/3 −1 ǫ¯q1/3

 . (4.83)
We can easily compute the matrix V in the point of interest (cf. [MM]). But what we need
is to determine the asymptotic structure of the solutions of (4.79) at z → ∞. We must
choose the basis t˜∞1 , t˜
∞
2 , t˜
∞
3 of the coordinates t˜ such that the matrix
Yij :=
∂it˜
∞
j
ψi1
has the development (4.26), i.e.,
Yij ∼
(
δij +O
(
1
z
))
ez uj , i, j = 1, 2, 3. (4.84)
This gives the three solutions φ1, φ2, φ3 of the system (4.78) such that
φj =
1
z
∂
∂t1
t˜∞j =
1
z
3∑
i=1
∂it˜
∞
j =
1
z
3∑
i=1
ψi1Yij .
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For the correspondent basic solutions of (4.79) we obtain the needed developments
Φ1 ∼ 1√
3
e3z
z
(
1 +O
(
1
z
))
Φ2 ∼ ǫ¯√
3
e3ǫ¯
2z
z
(
1 +O
(
1
z
))
Φ3 ∼ ǫ√
3
e3ǫ
2z
z
(
1 +O
(
1
z
))
.
(4.85)
We are now to compute the Stokes matrix of the equation (4.79) with respect to the bases of
solutions having the asymptotic developments (4.85) in the right/left half-planes Πright/left
with some admissible oriented line ℓ.
The Stokes rays of equation (4.79) have the form
R12 = {−ρ ǫ | ρ ≥ 0}
R13 = {ρ ǫ¯ | ρ ≥ 0}
R23 = {ρ | ρ ≥ 0}
(4.86)
the rays R21, R31, R32 are the opposite to the above. We choose the admissible line
ℓ = {r eiα | −∞ < r <∞} (4.87)
for a fixed small α > 0 oriented according to the positive direction of r. We will use now
a suitable Meijer function [Lu] to compute the Stokes matrix.
Lemma 4.9. The function
g(z) =
1
(2π)2i
∫ −c+i∞
−c−i∞
Γ3(−s)eπisz3sds (4.88)
defined for z 6= 0,
−5π
6
< arg z <
π
6
(4.89)
where c is any positive number, satisfies (4.79). The analytic continuation of this function
has the asymptotic development
g(z) ∼ 1√
3
ǫ¯
e3ǫ¯
2z
z
= Φ2(z), |z| → ∞ (4.90)
in the sector
−5π
3
< arg z < π. (4.91)
It satisfies the identity
g
(
z e2πi
)− 3 g (z e 4pii3 )+ 3 g (z e 2pii3 )− g (z) = 0. (4.92)
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Proof (cf [Lu]). Using the Stirling formula
log Γ(z) =
(
z − 1
2
)
log z − z + 1
2
log(2π) +O
(
1
z
)
and
lim
|y|→∞
|Γ(x+ iy)|epi2 y|y| 12−x =
√
2π, x, y real
we prove uniform convergence of the integral in the domain (4.89) and independence it on
c. Differentiation gives
(z∂z)
3g =
27
(2π)2i
∫ −c+i∞
−c−i∞
s3Γ3(−s)eπisz3sds.
Using the property of gamma-function
sΓ(−s) = −Γ(1− s)
and doing a shift s→ s+ 1 we obtain for the r.h.s. the integral
27
(2π)2i
∫ −c+i∞
−c−i∞
Γ3(−s)eπisz3(s+1)ds = 27z3g.
To derive the asymptotic development we use Laplace method. Representing the integrand
in the form exp phase and using Stirling formula one obtains the following asymptotic
development for
phase = 3 log Γ(−s) + πis+ 3s log z
∼ −3
(
s+
1
2
)
log s+ 3s log z + (3− 2πi)s
valid for
−3π
2
< arg s < −π
2
. (4.93)
For big |z| the phase has critical point at
s ∼ z e− 2pii3 − 1
2
.
This critical point is in the domain (4.89) if
−5π
6
< arg z <
π
6
.
In the critical point the value of the phase is
phase0 ∼ −3
2
log z + 3ze−
2pii
3 +
3
2
log 2π + πi
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and the second s-derivative at this point
phase′′0 ∼ −
3e
2pii
3
z
.
Applying Laplace formula for the integral
g(z) ∼ 1
(2π)2i
1√
2π
ephase0√
phase′′0
we obtain the asymptotics (4.90). The asymptotics remains valid in a wider sector
−5π
3
< arg z < π.
Indeed, during this analytic continuation, i.e., counterclockwise until R32 and clockwise
until R21 the exponential e
z u2 remains dominant.
To derive the identity (4.92) we observe that the equation is invariant w.r.t. the
rotation
z 7→ z e 2pii3 .
This generates a linear operator, A, in the 3-dimensional space of solutions of (4.79). Let
us prove that all the eigenvalues of A are equal to 1. Indeed, near z = 0 all the solutions
have the form
Φ(z) =
∞∑
m=0
z3m
(m!)3
[
am + bm log z + cm log
2 z
]
(4.94)
where a0, b0, c0 are arbitrary parameters and the coefficients am, bm, cm for m > 0 are
uniquely determined from the recursion relations
cm = cm−1
bm +
2
m
cm = bm−1
am +
1
m
bm +
2
3m2
cm = am−1.
The operator
(Aφ) (z) = Φ
(
z e
2pii
3
)
in the basis of solutions of the form (4.94) with only one nonzero of a0, b0, c0 is given by
a triangular matrix with all 1 on the diagonals. Writing Cayley - Hamilton theorem
(A− 1)3 = 0
we obtain
A3g − 3A2g + 3A g − g = 0.
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This gives the identity (4.92). Lemma is proved.
Let us construct the three solutions Φright(z) =
(
Φright1 (z),Φ
right
2 (z),Φ
right
3 (z)
)
having
the asymptotic behaviour of the form (4.85)
Φrightj (z) ∼ Φj(z), |z| → ∞, −π < arg z <
π
3
, j = 1, 2, 3.
We can take
Φright(z) =
(
−g
(
e
2pii
3 z
)
, g (z) , g
(
e−
2pii
3 z
))
. (4.95)
Similarly, the components of the vector-function Φleft(z) must have the asymptotics
Φleftj (z) ∼ Φj(z), |z| → ∞, 0 < arg z <
4π
3
, j = 1, 2, 3.
We take
Φleft(z) =
(
−g
(
e−
4pii
3 z
)
, g
(
e−2πiz
) − 3g (e− 4pii3 z) , g (e− 2pii3 z)) . (4.96)
The only novelty to be proved is the formula for Φleft2 . Indeed, from Lemma 4.9 it follows
that
Φleft2 (z) = g
(
e−2πiz
) − 3g (e− 4pii3 z) ∼ Φ2(z), |z| → ∞, π
3
< arg z <
4π
3
.
Using the identity (4.92) we may rewrite this function as
Φleft2 (z) = g (z)− 3g
(
e−
2pii
3 z
)
∼ Φ2(z), |z| → ∞, 0 < arg z < π
3
.
Applying again the identity (4.92) we obtain that in the sector
0 < arg z <
π
3
(
Φleft1 (z),Φ
left
2 (z),Φ
left
3 (z)
)
=
(
Φright1 (z),Φ
right
2 (z),Φ
right
3 (z)
)
S
with
S =

 1 0 03 1 0
−3 −3 1

 . (4.97)
This is the Stokes matrix of the quantum cohomology of CP2. Changing the sign of the
normalized idempotent f3 we can reduce S to the form
S =

 1 0 03 1 0
3 3 1

 . (4.97′)
82
The matrix (4.97) was obtained from physical considerations in [CV2]. The main
argument was that, in Landau - Ginzburg models of 2D topological field theory the entries
of the Stokes matrix must be integers. Then, since the eigenvalues of STS−1 must all be
1, one arrives at the following Diophantine equation for the entries
x2 + y2 + z2 − xyz = 0
where
S =

 1 x y0 1 z
0 0 1

 .
All the integer solutions to the equation have the form
x = 3x1, y = 3y1, z = 3z1
where x1, y1, z1 are integer solutions to Markoff equations
x21 + y
2
1 + z
2
1 − 3x1y1z1 = 0.
The solutions of Markoff equation are known to be all equivalent to (1, 1, 1) modulo the
action (4.75) of the braid group. This solution of Markoff equation just corresponds to the
Stokes matrix (4.97’)
In the next Lecture we will construct polynomial Frobenius manifolds starting from
an arbitrary finite Coxeter group. Particularly, for the Coxeter groups with simply-laced
Dynkin diagrams these coincides with the Frobenius manifolds of the singularity theory. It
can be shown, using this construction, that, in this examples, S is the variation operator
of the singularity computed in the so-called marked basis of vanishing cycles [AGV].
Here we define a remarkable operation of tensor product of Frobenius manifolds. We
are motivated by the results of Kaufmann, Kontsevich, and Manin [KM, Ka] describing
quantum cohomology of the direct product of two varieties.
Let M ′, M ′′ be two Frobenius manifolds of the dimensions n′ and n′′ resp. We say
that a Frobenius manifold M of the dimenion n′ n′′ is the tensor product M = M ′ ⊗M ′′
if it has the following structure.
1). The tangent planes TM with the bilinear form < , > and the unity vector field e
are represented as
(TM,< , >, e) = (TM ′ ⊗ TM ′′, < , >′ ⊗ < , >′′, e′ ⊗ e′′)
(as usually, we identify the tangent planes in different points using the Levi-Civita flat
connection). Thus, the flat coordinates on M have double labels
t =
(
tα
′ α′′
)
, 1 ≤ α′ ≤ n′, 1 ≤ α′′ ≤ n′′.
The unity vector field is
e =
∂
∂t1′ 1′′
.
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The matrix of < , > has the form
ηα′α′′ β′β′′ = ηα′β′ηα′′β′′ .
2). In the points
t ∈M, tα′α′′ = 0 for α′ > 1, α′′ > 1 (4.98)
the algebra TtM is the tensor product
TtM = Tt′M
′ ⊗ Tt′′M ′′,
t′ =
(
t2
′1′′ , . . . , tn
′1′′
)
t′′ =
(
t1
′2′′ , . . . , t1
′n′′
)
i.e.,
cγ
′γ′′
α′α′′ β′β′′(t) = c
γ′
α′β′(t
′)cγ
′′
α′′β′′(t
′′).
In these formulae ηα′β′ , c
γ′
α′β′ and ηα′′β′′ , c
γ′′
α′′β′′ are the invariant bilinear form and the
structure constants of the Frobenius manifolds M ′ and M ′′ resp.
3). The charge
dM = dM ′ + dM ′′
and the Euler vector field on M has the form
E =
∑
α′, α′′
tα
′α′′ (1− qα′ − qα′′) ∂
∂tα′α′′
+
∑
rα′
∂
∂tα′1′′
+
∑
rα′′
∂
∂t1′α′′
. (4.99)
Here
E′ =
n′∑
α′=1
[
(1− qα′)tα
′
+ rα′
]
∂α′
E′′ =
n′′∑
α′′=1
[
(1− qα′′)tα
′′
+ rα′′
]
∂α′′
are the Euler vector fields on M ′ and M ′′ resp.
For any two semisimple Frobenius manifoldsM ′,M ′′ we will now describe their tensor
product M =M ′ ⊗M ′′ in terms of the monodromy data of the factors.
Lemma 4.10. 1). If M = M ′ ⊗ M ′′ with semisimple M ′ and M ′′ then M is
semisimple.
2). Let t′0 ∈ M ′, t′′0 ∈ M ′′ be two points such that a) t10′ = t10′′, and b) the values of
the canonical coordinates ui′ = ui′(t
′
0), i
′ = 1, . . . , n′, ui′′ = ui′′(t′′0), i
′′ = 1, . . . , n′′ satisfy
the properties
ui′ 6= uj′ , i′ 6= j′
ui′′ 6= uj′′ , i′′ 6= j′′
ui′ + ui′′ 6= uj′ + uj′′ , (i′, i′′) 6= (j′, j′′).
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Let ℓ be a line on the z-plane such that for any z ∈ ℓ \ 0
Re [z (ui′ − uj′)] 6= 0, i′ 6= j′
Re [z (ui′′ − uj′′)] 6= 0, i′′ 6= j′′
Re [z (ui′ − uj′)] + Re [z (ui′′ − uj′′)] 6= 0, (i′, i′′) 6= (j′, j′′).
Then the Stokes matrix S of M in the point t0 with the coordinates
tα
′1′′ = tα
′
0 , α
′ = 1, . . . , n′
t1
′α′′ = tα
′′
0 , α
′′ = 1, . . . , n′′
tα
′α′′ = 0, α′ > 1, α′′ > 1
(4.100)
is the tensor product of the Stokes matrices S′ of M ′ in the point t′0 and S
′′ of M ′′ in the
point t′′0
S = S′ ⊗ S′′.
Proof. If t′0 ∈ M ′, t′′0 ∈ M ′′ are semisimple points of the Frobenius manifolds then
the point (4.100) will be a semisimple point of M . The idempotents of the algebra
Tt′0M
′ ⊗ Tt′′0 M ′′
are tensor products πi′ ⊗ πi′′ , i′ = 1, . . . , n′, i′′ = 1, . . . , n′′. The operator of multiplication
by the Euler vector field (4.99) in the point (4.100) has the form
U = 1′ ⊗ U ′′ + U ′ ⊗ 1′′ − t1 1′ ⊗ 1′′
where t1 = t1
′
0 = t
1′′
0 . The eigenvalues of this operator are
ui′ + ui′′ − t1, 1 ≤ i′ ≤ n′, 1 ≤ i′′ ≤ n′′.
These are the values of the canonical coordinates on M in the points of the (n′ + n′′ − 1)-
dimensional locus (4.98).
Let Y ′right/left(z; t
′
0), Y
′′
right/left(z; t
′′
0) be the solutions of the system (3.30) for M
′ and
M ′′ resp. with the asymptotic behaviour (4.26) in the right/left half-planes w.r.t. the
admissible line ℓ. Then the solutions of the system (3.30) forM with the needed asymptotic
development (4.26) are
Yright(z; t0) = e
−z t1Y ′right(z; t
′
0)⊗ Y ′′right(z; t′′0), z ∈ Πright
Yleft(z; t0) = e
−z t1Y ′left(z; t
′
0)⊗ Y ′′left(z; t′′0), z ∈ Πleft
This proves Lemma.
Theorem-Definition 4.8. Let
M = Fr (µ′ ⊗ 1 + 1⊗ µ′′, e′ ⊗ e′′, R′ ⊗ 1 + 1⊗R′′, S′ ⊗ S′′, C′ ⊗ C′′)
M ′ = Fr (µ′, e′, S′, C′)
M ′′ = Fr (µ′′, e′′, S′′, C′′) .
Then
M =M ′ ⊗M ′′.
Proof. Let u′ = (u1′ . . . . , un′) ∈ M ′, u′′ = (u1′′ . . . . , un′′) ∈ M ′′ be two regular
points of these Frobenius manifolds, i.e., such points that the Riemann - Hilbert boundary
value problem of the form (4.41) - (4.45) for each of the manifolds has unique solution(
Y ′0 , Y
′
right, Y
′
left
)
and
(
Y ′′0 , Y
′′
right, Y
′′
left
)
resp. Doing, if necessary, a diagonal shift
ui′ 7→ ui′ + c, i′ = 1, . . . , n′
we may also assume that
t1
′
(u′) = t1
′′
(u′′) =: t1.
Then the functions
Y0 = e
−z t1Y ′0 ⊗ Y ′′0
Yright = e
−z t1Y ′right ⊗ Y ′′right
Yleft = e
−z t1Y ′left ⊗ Y ′′left
will give the solution of the Riemann - Hilbert boundary value problem for the manifold
M . It follows that the matrix Ψ in the points (4.100) is also a tensor product
Ψ = (ψi′α′(u
′)ψi′′α′′(u′′)) .
Using the formulae of Isomonodromicity Theorem we conclude that M =M ′ ⊗M ′′. The-
orem is proved.
Example 4.5. Let M be the Frobenius manifold corresponding to quantum coho-
mology of CP1, i.e.,
F =
1
2
t21t2 + e
t2
E = t1∂1 + 2∂2.
The monodromy data are
µ = diag (−1/2, 1/2) , R =
(
0 0
2 0
)
, S =
(
1 2
0 1
)
(the computation of S is similar to the above computation of the Stokes matrix of quantum
cohomology of CP2, but it is simpler). The tensor square of this Frobenius manifold
computed according to Theorem describes the quantum cohomology of CP1 ×CP1.
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Example 4.6. Let Mh be the polynomial two-dimnsional Frobenius manifolds of the
form
F =
1
2
t21t2 + t
h+1
2 , h ∈ Z, h ≥ 3.
Tensor product of the form Mh′ ⊗Mh′′ is a polynomial 4-dimensional Frobenius manifold
only in the following three cases: M3 ⊗M3, M3 ⊗M4, M3 ⊗M5.
In the next Lecture we will establish a relation between polynomial Frobenius man-
ifolds and finite Coxeter groups. We will see that the manifolds Mh correspond to the
groups I2(h) of symmetries of regular h-gon on the plane. Particularly, for h = 3 we ob-
tain I2(3) = the Weyl group of the type A2, for h = 4 I2(4) = the Weyl group of the type
B2. Their tensor products also correspond to certain finite Coxeter groups. Namely,
MA2 ⊗MA2 =MD4 (4.101)
MA2 ⊗MB2 =MF4 (4.102)
MA2 ⊗MI2(5) =MH4 (4.103)
the notations for finite Coxeter groups as in [Bou]; see also the next Lecture). Besides
these there are only two more cases where tensor products of two polynomial Frobenius
manifolds is again a polynomial Frobenius manifold. They correspond to the following
Coxeter groups
MA2 ⊗MA3 =ME6 (4.104)
MA2 ⊗MA4 =ME8 . (4.105)
More generally, in the singularity theory our operation of tensor products of the Frobe-
nius structures on the parameter space of versal deformation of an isolated quasihomoge-
neous singularity corresponds to the operation of the direct sum of singularities. Denoting
Mf(x) the Frobenius structure on the parameter space of versal deformation of the singu-
larity of a function f(x) we obtain
Mf(x)+g(y) =Mf(x) ⊗Mg(y).
Indeed, according to Deligne (see in [AGV]) the variation operator of the direct sum of the
singularities is the tensor product of the variation operators of the summands. From this
point of view the identifications (4.101), (4.104), (4.105) become obvious. The equalities
(4.102) and (4.103) seem not to admit simple explanation within the framework of the
singularity theory. However, they are in the agreement with the embeddings of Frobenius
manifolds obtained by folding of Dynkin diagrams explained in the next Lecture (I am
thankful to J.-B.Zuber for bringing my attention to this point).
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Lecture 5
Monodromy group and mirror construction for semisimple Frobenius manifolds
We will introduce a new metric [Du5, Du7] on an open subset of a Frobenius manifold
M . The inverse of this metric will be a symmetric bilinear form on the cotangent bundle
T ∗M defined everywhere.
Definition 5.1. The intersection form of the Frobenius manifold M is the bilinear
form on T ∗M defined by the formula
(ω1, ω2) := iE(t)(ω1 · ω2), ω1, ω2 ∈ T ∗t M. (5.1)
In the r.h.s. the product of one-forms T ∗t M × T ∗t M → T ∗t M is defined using the
algebra structure on TtM and the isomorphism
< , >: TtM → T ∗t M.
In the flat coordinates the components of the intersection form are given by the formula
gαβ(t) :=
(
dtα, dtβ
)
= Eǫ(t)cαβǫ (t)
= (d+ 1− qα − qβ)Fαβ(t) + Aαβ.
(5.2)
Here
cαβǫ (t) = η
αγcβγǫ(t)
Fαβ(t) = ηαληβµ
∂2F (t)
∂tλ∂tµ
Aαβ = ηαληβµAλµ
where the constant matrix Aλµ was defined in (WDVV3).
From (5.2) one obtains
gαβ(t) = t1 ηαβ + g˜αβ
(
t2, . . . , tn
)
with
g˜αβ
(
t2, . . . , tn
)
=
n∑
ǫ=2
Eǫ(t)cαβǫ (t).
So the bilinear form does not degenerate identically.
Definition 5.2. The locus Σ ⊂M
Σ =
{
t ∈M | det (gαβ(t)) = 0} (5.3)
is called discriminant of the Frobenius manifold M .
Exercise 5.1. Prove that the discriminant is specified by the equation
detU(t) = 0
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where U(t) is the operator of multiplication by the Euler vector field.
The inverse
(gαβ) =
(
gαβ
)−1
(5.4)
defines a metric on the open subset M \ Σ.
Lemma 5.1. 1). The Christoffel coefficients of the Levi-Civita connection for the
metric (5.4) in the flat coordinates tα are uniquely determined from the equation
Γαβγ := −gαǫΓβǫγ =
(
d+ 1
2
− qβ
)
cαβγ . (5.5)
2). The metric (5.4) on M \ Σ is flat.
Proof can be found in [Du7].
For brevity we will call the bilinear form gαβ(t) on T ∗t M contravariant metric and
the expressions Γαβγ := −gαǫΓβǫγ contravariant Christoffel coefficients of the Levi-Civita
connection for the metric.
We make a digression about linear pencils of contravariant metrics.
Let
(
gij1 (x),Γ1
ij
k (x)
)
and
(
gij2 (x),Γ2
ij
k (x)
)
be two contravariant metrics invertible on
an open subset of a manifold M together with the correspondent contravariant Christoffel
coefficients.
Definition 5.3. We say that the two contravariant metrics form a linear quasihomo-
geneous pencil of the charge d if
1). For any λ ∈ C the metric
gij1 (x)− λ gij2 (x)
does not degenerate on an open subset in M .
2). The functions
Γ1
ij
k (x)− λΓ2ijk (x)
are the contravariant Christoffel coefficients of the metric (5.4).
3). There exists a function ϕ(x) on M such that the vector fields
Ei(x) := gij1 (x)
∂ϕ
∂xj
, ei(x) := gij2 (x)
∂ϕ
∂xj
(5.6)
satisfy the following properties
[e, E] = e (5.7)
LEgij1 (x) = (d− 1) gij1 (x), LEgij2 (x) = (d− 2) gij2 (x), Legij1 (x) = gij2 (x), Legij2 (x) = 0.
(5.8)
Theorem 5.1. The intersection form of a Frobenius manifold together with the flat
metric < , > form a flat pencil of the charge d.
Proof can be derived from Lemma 5.1 (see [Du7]). The function ϕ(t) equals ϕ = t1 =
η1ǫt
ǫ.
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It can be shown [Du8] that, vice versa, a manifold with a flat pencil of contravariant
metrics satisfying certain assumptions about eigenvalues of the linear operator ∇E carries
a natural Frobenius structure such that, in the flat coordinates for gij2 , the metric g
ij
1 has
the form (5.2) (cf. [Du7], [DZ1]).
Definition 5.4. A function x = x(t) is called flat coordinate of a metric if the
differential dx is covariantly constant w.r.t. the Levi-Civita connection for the metric.
The flat coordinates of the intersection form on a Frobenius manifold are determined
from the system of linear differential equations
gαǫ∂βξǫ +
∑
ǫ
(
1
2
− µǫ
)
cαǫβ ξǫ = 0 (5.9)
where ξβ = ∂βx.
Definition 5.5. The equations (5.9) are called Gauss - Manin system of the Frobenius
manifold.
Exercise 5.2. Prove that the flat coordinates of the linear pencil gαβ(t)−λ ηαβ have
the form
x(t1 − λ, t2, . . . , tn) (5.10)
where x(t1, t2, . . . , tn) are flat coordinates of the intersection form. Prove that the gradients
ξα = ηαβ∂βx(t
1 − λ, t2, . . . , tn) satisfy the system of equations
(U − λ) ∂βξ + Cβ
(
1
2
+ µ
)
ξ = 0 (5.11)
(U − λ) ∂λξ =
(
1
2
+ µ
)
ξ. (5.12)
This is an extension of the Gauss - Manin system (5.9) onto M × Cλ. The second
equation (5.12) has rational coefficients in λ. As above, compatibility of the full system
will imply isomonodromicity of the Fuchsian system (5.12).
Digression. One can see by a straightforward computation that also the system
(U − λ) ∂βφ+ Cβµφ = 0 (5.13a)
(U − λ) ∂λφ = µφ (5.13b)
is compatible. We will use it to reduce WDVV for n = 3, d 6= 0 to a particular case of
Painleve´-VI equation (semisimplicity is assumed). For n = 3 the matrix µ degenerates
µ = diag (µ1, 0, −µ1).
So, the equations (5.13b) for the vector-function φ = (φ1, φ2, φ3)
T splits into a 2 × 2
subsystem for χ = (φ1, φ3)
T and a quadrature for φ2
dχ
dλ
= −µ1A(λ)χ (5.14)
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A(λ) =
A1
λ− u1 +
A2
λ− u2 +
A3
λ− u3 .
Here u1, u2, u3 are the eigenvalues of U(t) (i.e., the canonical coordinates), the 2 × 2-
matrices have the form
A(λ) = µ1
(
v11(λ; t) −v13(λ; t)
v31(λ; t) −v33(λ; t)
)
where the matrix
(
vαβ (λ; t)
)
:= (U(t)− λ)−1,
Ai =
(
ψi1ψi3 −ψ2i3
ψ2i1 −ψi1ψi3
)
, i = 1, 2, 3. (5.16)
Clearly, the matrices satisfy the conditions
detAi = trAi = 0, i = 1, 2, 3 (5.17a)
A1 +A2 + A3 =
(
1 0
0 −1
)
. (5.17b)
Following [JM] we introduce coordinates p, q, k on the space of matrices A1, A2, A3
satisfying (5.17). The coordinate q is the root of the linear equation
[A(q)]12 = 0; (5.18a)
the coordinate p is the value
p = [A(q)]11 . (5.18b)
Explicitly,
q =
(
g11g22 − g122
)
/g11
p = µ1
g11g22
g123 + g11g12g13 − g11g12g22 − g112g23
(5.19)
The entries of the matrices Ai can be expressed via the coordinates p, q, k as follows
ψi1ψi3 = − q − ui
2µ21P
′(ui)
[
P (q)p2 + 2µ1
P (q)
q − ui p+ µ
2
1(q + 2ui −
∑
uj)
]
ψ2i3 = −k
q − ui
P ′(ui)
ψ2i1 = −k−1
q − ui
4µ41P
′(ui)
[
P (q)p2 + 2µ1
P (q)
q − ui p+ µ
2
1(q + 2ui −
∑
uj)
]2
(5.20)
where the polynomial P (λ) has the form
P (λ) := (λ− u1)(λ− u2)(λ− u3). (5.21)
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Compatibility of the system (5.13) implies
∂iq =
P (q)
P ′(ui)
[
2p+
1
q − ui
]
∂ip = −P
′(q)p2 + (2q + ui −
∑
uj) p+ µ1(1− µ1)
P ′(ui)
(5.22)
and it gives a quadrature for the function log k
∂i log k = (2µ1 − 1) q − ui
P ′(ui)
. (5.23)
Eliminating p from the system we obtain a second order differential equation for the func-
tion q = q(u1, u2, u3)
∂i
2q =
1
2
P ′(q)
P (q)
(∂iq)
2 −
[
1
2
P ′′(ui)
P ′(ui)
+
1
q − ui
]
∂iq
+
1
2
P (q)
(P ′(ui))
2
[
(2µ1 − 1)2 + P
′(ui)
(q − ui)2
]
, i = 1, 2, 3.
The system (5.22) is invariant w.r.t. transformations of the form
ui 7→ aui + b
q 7→ aq + b.
Introducing the invariant variables
x =
u3 − u1
u2 − u1
y =
q
u2 − u1 −
u1
u2 − u1
we obtain for the function y = y(x) the following particular Painleve´-VI equation
y′′ =
1
2
[
1
y
+
1
y − 1 +
1
y − x
]
(y′)2 −
[
1
x
+
1
x− 1 +
1
y − x
]
y′
+
1
2
y(y − 1)(y − x)
x2(x− 1)2
[
(2µ1 − 1)2 + x(x− 1)
(y − x)2
]
. (PV I(µ))
Conversely, for a solution y(x) of the equation PV I(µ) we construct functions q =
q(u1, u2, u3) and p = p(u1, u2, u3) putting
q = (u2 − u1)y
(
u3 − u1
u2 − u1
)
+ u1
p =
1
2
P ′(u3)
P (q)
y′
(
u3 − u1
u2 − u1
)
− 1
2
1
q − u3 .
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Then we compute the quadrature (5.23) determining the function k (this provides us with
one more arbitrary integration constant). After this we are able to compute the matrix
(ψiα(u)) from the equations (5.20) and
(ψ12, ψ22, ψ32) = ±i (ψ21ψ33 − ψ23ψ31, ψ13ψ31 − ψ11ψ33, ψ11ψ23 − ψ13ψ21) .
The last step is in reconstructing the flat coordinates t = t(u) and the tensor cαβγ using
the formulae (3.21) and (3.17).
Example 5.1. Applying the above procedure to the three polynomial solutions (1.22)
- (1.24) of WDVV we obtain the following three algebraic solutions of PV I(µ) with µ =
−1/4, −1/3, −2/5 resp. [Du7,DM] represented in a parametric form
y =
(s− 1)2(1 + 3s)(9s2 − 5)2
(1 + s)(25− 207s2 + 1539s4 + 243s6) ,
x =
(s− 1)3(1 + 3s)
(s+ 1)3(1− 3s)
(5.24)
y =
(2− s)2(1 + s)
(2 + s)(5s4 − 10s2 + 9)
x =
(2− s)2(1 + s)
(2 + s)2(1− s)
(5.25)
y =
(s− 1)2(1 + 3s)2(−1 + 4s+ s2)(7− 108s2 + 314s4 − 588s6 + 119s8)2
(1 + s)3(−1 + 3s)P (s2)
x =
(−1 + s)5 (1 + 3 s)3 (−1 + 4 s+ s2)
(1 + s)
5
(−1 + 3 s)3 (−1− 4 s+ s2)
(5.26a)
where
P (z) =49− 2133z + 34308z2 − 259044z3 + 16422878z4 − 7616646z5 + 13758708z6
+ 5963724z7 − 719271z8 + 42483z9.
(5.26b)
Some other particular solutions of Painleve´-VI in a relation with Frobenius manifolds
were constructed in [Se].
Let us return to the intersection form of a Frobenius manifold. Due to Lemma 5.1 in
a neighborhood of a point t0 ∈M \Σ one can choose n independent flat coordinates x1(t),
. . . , xn(t) of the intersection form. In these coordinates the matrix
gab =
(
dxa, dxb
)
=
∂xa
∂tα
∂xb
∂tβ
gαβ(t) (5.27)
becomes constant, and the Christoffel coefficients vanish. The flat coordinates are deter-
mined uniquely up to shifts and orthogonal transformations ∈ O (n, gab).
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Exercise 5.3. Show that fo d 6= 1 the flat coordinates x(t) can be chosen in such a
way that
LEx(t) = 1− d
2
x(t).
So, for d 6= 1, the flat coordinates of the intersection form satisfying the quasiho-
mogeneity condition of Exercise 5.3 are determined uniquely up to a transformation from
O
(
n, gab
)
.
The solutions of the Gauss - Manin system can be continued analyticaly along any
path in M \ Σ. We obtain a multivalued period map
t 7→ (x1(t), . . . , xn(t)) (5.28)
defined on M \ Σ (cf. the end of Lecture 2 above). The multivaluedness of the period
map is described by a representation of the fundamental group of the complement to the
discriminant
π1 (M \ Σ; t0)→ O
(
n, gab
)
(5.29)
(for d = 1 instead of the orthogonal group we obtain a representation into the group of
affine isometries of the metric gab).
Definition 5.6. The image W (M) of the representation (5.29) is called monodromy
group of the Frobenius manifold.
Our main aim now is to compute the monodromy group of a semisimple Frobenius
manifold in terms of the Stokes matrix of the manifold.
In the semisimple case doing the gauge transform
φ = Ψ ξ (5.30)
we rewrite the extended Gauss - Manin system (5.11), (5.12) in the form
(U − λ) dφ
dλ
=
(
1
2
+ V
)
φ (5.31a)
or, equivalently,
dφ
dλ
=
n∑
i=1
Bi
λ− ui φ (5.31b)
with
Bi = −Ei
(
1
2
+ V
)
(5.31c)
where Ei is the matrix unity (3.31),
∂iφ = − Bi
λ− uiφ+ Viφ, i = 1, . . . , n. (5.32)
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We obtain a Fuchsian system (5.31b) with the matrix residues B1, . . . , Bn of a particular
form (5.31c). Compatibility of (5.31a) with (5.31b) provides isomonodromicity of the
dependence of the coefficients of the system on the position of the poles u1, . . . , un. We
will now relate the structure of the monodromy of the Fuchsian system (5.31b) to the
Stokes matrix of the Frobenius manifold.
Lemma 5.2. Let φ(1), φ(2) be two solutions of the system (5.31). Then the bilinear
form (
φ(1), φ(2)
)
:= φ(1)
T
(U − λ) φ(2) (5.33)
does not depend neither on λ nor on u1, . . . , un.
Proof can be obtained by straightforward differentiation.
Remark 5.1. We remember that the solutions φ = (φ1 . . . , φn)
T of the system (5.31)
correspond to flat coordinates x(t) of the intersection form
φi =
∑
ψiαη
αβ∂βx
(
t1 − λ, t2, . . . , tn) . (5.34)
If φ(1) corresponds to x1(t), φ
(2) to x2(t) then the bilinear form (5.33) equals(
φ(1), φ(2)
)
= (dx1, dx2)− λ < dx1, dx2 > . (5.35)
We will now construct, essentially following [BJL], a particular system of solutions of
the Fuchsian system (5.31b). Let us choose an argument ϕ in such a way that
arg (ui − uj) 6= π
2
+ ϕ (mod2π) for any i 6= j. (5.36)
We make n distinct parallel branchcuts L1, . . . , Ln on the complex λ-plane of the form
Lj = {λ = uj + iρe−iϕ, ρ ≥ 0} , j = 1, . . . , n. (5.37)
Each branchcut has positive and negative sides
L+j =
{
λ | arg (uj − λ) = −π
2
− ϕ+ 0
}
, L−j =
{
λ | arg (uj − λ) = −π
2
− ϕ+ 2π − 0
}
.
On the complement
C \ ∪jLj (5.38)
the single-valued functions
√
u1 − λ, . . . ,
√
un − λ are well-defined. We specify them
uniquely requiring that
on L+j arg
√
uj − λ = −π
4
− φ
2
+ 0. (5.39)
Let us choose small loops γ1, . . . , γn going around the points u1, . . . , un in the
counterclockwise direction. Let R∗1, . . . , R
∗
n be the monodromy transformations in the
space of solutions of (5.31b) corresponding to the loops γ1, . . . , γn.
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Lemma 5.3. 1). There exist unique solutions φ(1)(λ), . . . , φ(n)(λ) of (5.31b) analytic
in (5.38) such that
R∗jφ
(j) = −φ(j), j = 1, . . . , n (5.40)
φ(j)a (λ) =
δja√
uj − λ
+O(
√
uj − λ), λ→ uj . (5.41)
2). Introduce a symmetric matrix G = (Gij)
Gij =
(
φ(i), φ(j)
)
. (5.42)
The monodromy transformations R∗j are the reflections
R∗jφ
(i) = φ(i) − 2Gijφ(j), i, j = 1, . . . , n (5.43)
in the hyperplanes orthogonal to φ(j) w.r.t. the bilinear form (5.33).
Proof. The matrix residue Bj in (5.31b) has one eigenvalue−1/2 and n−1 eigenvalues
0. So one can construct a fundamental system of solutions φ(j)(λ), r2(λ), . . . , rn(λ) such
that R∗jφ
(j) = −φ(j), R∗jrk = rk, k = 2, . . . , n. That means that the last n − 1 solutions
are analytic at λ = uj . The solution φ
(j)(λ) is determined uniquely up to a nonzero factor.
From this it easily follows the first part of Lemma.
To prove the second part let us represent φ(i)(λ) as a linear combination of φ(j)(λ)
and of the solutions analytic at λ = uj
φ(i)(λ) = Cijφ
(j)(λ) + rij(λ).
Here Cij is some constant, the solution rij(λ) is analytic at λ = uj . Computing the bilinear
form (5.42) and using Lemma 5.2 we obtain
Gij = lim
λ→uj
n∑
a=1
(ua − λ)φ(i)a (λ)φ(j)a (λ) = Cij .
We obtain
Cij = Gij for i 6= j.
Similar computation gives
Gii = 1.
We obtain a representation
φ(i)(λ) = Gijφ
(j)(λ) + rij(λ). (5.44)
So
R∗jφ
(i) = −Gijφ(j)(λ) + rij(λ)
= φ(i)(λ)− 2Gijφ(j)(λ)
= φ(i)(λ)− 2
(
φ(i), φ(j)
)(
φ(j), φ(j)
)φ(j)(λ).
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Lemma is proved.
We will now establish, using the technique of [BJL], a simple relation between the
matrix G (5.42) for the system (5.31b) and the Stokes matrix of the operator (3.30).
Let us assume that the angle ϕ is chosen in such a way that the order of the rays L1,
. . . , Ln on the complex λ-plane corresponds to the order of the complex numbers u1, . . . ,
un in the following sense: looking along the ray Lj from the endpoint λ = uj we must see
Lj−1 as the nearest ray on the left and Lj+1 as the nearest one on the right, 2 ≤ j ≤ n−1.
Lemma 5.4. The oriented line ℓ = ℓ+ ∪ (−ℓ−)
ℓ+ = {z | arg z = ϕ}
is admissible for the operator (3.30). The correspondent Stokes matrix S is upper trian-
gular. It satisfies the relation
S + ST = 2G (5.45)
where G is the matrix (5.42).
Proof. Admissibility is obvious from (5.36). Let us construct the fundamental matri-
ces Yright(z), Yleft(z) having the needed asymptotic development (5.26) in the half-planes
Πright, Πleft. We will construct them taking an appropriate inverse Laplace transform of
the solutions φ(j)(λ) defined in Lemma 5.3. Put
Yaj(z) = −
√
z
2
√
π
∫
Cj
φ(j)a (λ) e
λ zdλ, a, j = 1, . . . , n. (5.46)
Here Cj is an infinite contour coming from infinity along the positive side of the branchcut
Lj , then encircling the point λ = uj and, after, returning to infinity along the negative
side of the branchcut Lj . Since λ = ∞ is a regular singularity of the system (5.31b), the
solutions φ(j)(λ) grow at λ → ∞ not faster than a certain power of |λ|. We conclude
that the integral converges absolutely for z ∈ Πleft. Using (5.31b) and integrating by
parts we prove that the matrix Y (z) =
(
Y ja (z)
)
satisfies the equation (3.30). To obtain
the asymptotic development of this solution as |z| → ∞ we can, due to Watson Lemma
[WW], integrate the terms of the convergent expansion (5.41) of the solution φ(j)(λ) near
λ = uj . Doing so we easily see that the solution Yleft(z) := Y (z) has the needed asymptotic
development
Yaj(z) ∼
(
δaj +O
(
1
z
))
ezuj
as |z| → ∞, z ∈ Πleft.
Let us now construct the fundamental matrix Yright(z). We are to choose the system
of the opposite branchcuts
L′j =
{
λ = uj − iρe−iϕ, ρ ≥ 0
}
, j = 1, . . . , n (5.47)
to construct the correspondent solutions φ(j)
′
(λ) and to define
Yrightaj(z) = −
√
z
2
√
π
∫
C′
j
φ(j)
′
a (λ) e
λ zdλ, a, j = 1, . . . , n. (5.48)
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Here the contour C′j goes around the branchcut L
′
j. As above we prove that the solution
Yright(z) :=
(
Yright
j
a(z)
)
of (3.30) has the needed asymptotic development in Πright as
|z| → ∞. It remains to establish a relation between the integrals (5.46) and (5.48). To
continue analytically Yleft(z) through ℓ+ in the clockwise direction into Πright we are to
rotate the branchcuts Lj in the counterclockwise direction until they take the places of L
′
j,
j = 1, . . . , n. For j = 1 such a deformation does not meet obstructions. So
φ(1)
′
= φ(1).
To deform L2 to L
′
2 we are to pass through the branchcut L1. This is equivalent to the
action of monodromy transformation R∗1. So
φ(2)
′
= R∗1φ
(2).
Continuing this process we obtain that
φ(k)
′
= R∗1R
∗
2 . . .R
∗
k−1φ
(k), k = 2, . . . , n.
Using the computation in the proof of Coxeter identity (see [Bou]) we obtain
φ(k) = 2Gk1φ
(1)′ + 2Gk2φ
(2)′ + . . .+ 2Gk k−1φ(k−1)
′
+ φ(k)
′
, k = 1, . . . , n.
Lemma is proved.
Corollary 5.1. If
det(S + ST ) 6= 0 (5.49)
then the functions φ(1)(λ), . . . , φ(n)(λ) form a basis of the space of solutions of (5.31b).
Exercise 5.4. Prove that the Stokes matrix of quantum cohomology of a manifold
X of an even complex dimension (assuming semisimplicity of the quantum cohomology)
satisfies the nondegeneracy condition (5.49).
In the rest of this Lecture I will assume that d 6= 1 and that the Stokes matrix satisfies
the nondegeneracy condition (5.49).
All the above constructions of the basis φ(1)(λ), . . . , φ(n)(λ) were done for a given fixed
point (u1, . . . , un) of the Frobenius manifold. Since the solutions φ
(j)(λ) are determined
uniquely, they become locally well-defined analytic functions of (u1, . . . , un).
Lemma 5.5. They satisfy also the equations (5.32).
Proof. Let us consider the vector-function
φ˜(j) := ∂iφ
(j) +
Bi
λ− ui φ
(j) − Viφ(j)
for some i between 1 and n. Because of compatibility of (5.31) and (5.32) the vector-
function φ˜(j) satisfies (5.31). It is easy to see that this solution is regular near the points
λ = u1, . . . , λ = un. Hence φ˜
(j) = 0. Lemma is proved.
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Let M˜ = F˜ r(e, µ, R, S, C; u0) be the Frobenius structure on the universal cover-
ing of Cn \ diag defined by the given monodromy data (e, µ, R, S, C) with µ1 6= −1/2,
det(S+ST ) 6= 0. The discriminant σ˜ of this Frobenius manifold consists of the lifts of the
coordinate hyperplanes ui = 0, i = 1, . . . , n.
Let E be n-dimensional linear space equipped with a symmetric nondegenerate bilinear
form ( , ) on the dual space E∗ having in some basis e1, . . . , en the Gram matrix
(ei, ej) =
(
S + ST
)
ij
. (5.50)
For any 1 ≤ i ≤ n denote
Ri : E → E (5.51)
the transformation dual to the reflection R∗i : E∗ → E∗ in the hyperplanes orthogonal to
ei:
R∗i (x) = x− (x, ei) ei. (5.52)
Theorem 5.2. The image of the monodromy representation in the group O (E , ( , ))
of orthogonal transformations of the space E
π1(M˜ ; u
0)→ O (E , ( , )) (5.53)
is the group generated by the reflections R1, . . . , Rn.
Proof. According to Lemma 5.3, locally we have a basis φ(1)(λ; u), . . . , φ(n)(λ; u) of
solutions of (5.31), (5.32). The formula
xj(λ; u) =
2
√
2
1− d
∑
a
(ua − λ)ψa1(u)φ(j)a (λ; u) (5.54)
gives flat coordinates of the linear pencil ( , )− λ < , >. Due to Lemma 5.4 we have
(dxi, dxj)− λ < dxi, dxj >=
(
S + ST
)
ij
. (5.55)
We obtain a locally well-defined isometry (the period map of the Frobenius manifold, cf.
(2.101))
M˜ \ Σ˜→ E , (5.56a)
u 7→ (x1(u), . . . , xn(u)) (5.56b)
where
xj(u) := xj(λ; u)|λ=0.
The monodromy around the branch ui = 0 of Σ˜ in the given chart of the universal covering
of Cn \ diag is equivalent to the monodromy of the vector-function
(x1(λ; u), . . . , xn(λ; u))
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corresponding to a small loop around λ = ui in the λ-plane. We obtain the transformation
xk(u) 7→ xk(u)−
(
S + ST
)
ki
xi(u), k = 1, . . . , n (5.57)
where we identify the coordinates in E with the dual basis in E∗. That means that, locally,
the monodromy group is generated by the reflections (5.57).
What happens with the analytic continuation into another chart of M˜? We arrive
in another chart when some of the Stokes rays (4.34) passes through the admissible line
ℓ. Simultaneously, two of the branchcuts L1, . . . , Ln pass one through another one.
The Stokes matrix changes according to the rule (4.68). It is sufficient to understand what
happens with the flat coordinates x1(λ; u), . . . , xn(λ; u) with an elementary transformation
(4.74) of the braid group.
Lemma 5.6. The elementary braid σi permuting the points λ = ui and λ = ui+1
in the complex λ-plane gives the following transformation of the solutions φ(1)(λ), . . . ,
φ(n)(λ)
σi
(
φ(k)
)
= φ(k), k 6= i, i+ 1
σi
(
φ(i)
)
= φ(i+1)
σi
(
φ(i+1)
)
= R∗i+1φ
(i) = φ(i) − Si,i+1φ(i+1)
(5.58)
We leave the proof as an exercise to the reader.
We obtain, after the analytic continuation along the braid σi, that the new monodromy
transformations in E∗ are reflections in the hyperplanes orthogonal to the vectors(
e1, . . . , ei−1, ei+1, R∗i+1(e
i), ei+2, . . . , en
)
.
But reflection w.r.t. the hyperplane orthogonal to R∗i+1(e
i) is equal to R∗i+1R
∗
iR
∗
i+1. This
transformation belongs to the group generated by R∗1, . . . , R
∗
n. Theorem is proved.
To complete our description of an arbitrary semisimple Frobenius manifold in terms of
an appropriate “singularity theory” we are to construct an analogue of versal deformation.
This can be done (at least, under the nondegeneracy assumption (5.49)) in the following
way ([Du7], Appendix I). We will construct a family of functions λ(p; u), u = (u1, . . . , un)
of complex variable p defined in an open domain D of a Riemann surface R realized as
branched covering over complex plane with finite number of sheets. The Riemann surface
may depend on u. However, the projection of the domain D on the complex plane will
be fixed. These functions depend on complex pairwise distinct parameters u1, . . . , un
belonging to a sufficiently small domain Ω ⊂ Cn.
The first main property is that λ(p; u) as function of p ∈ D has critical values just u1,
. . . , un. The correspondent critical points must not be degenerate. The second condition
we require from the function λ(p; u) is that, for any two points p
(1,2)
i ∈ D with the same
critical value ui, we must have
λ′′(p(1)i ; u) = λ
′′(p(2)i ; u).
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Here the prime denotes the p-derivative.
Definition 5.7. The function λ(p; u) on D×Ω satisfying the above two properties is
called superpotential of some domain MΩ in the Frobenius manifold M if:
1). The canonical coordinates (u1, . . . , un) map MΩ to Ω ⊂ Cn.
2). For any critical points p1, . . . , pn ∈ D of λ(p; u) with the critical values u1, . . . ,
un resp. the following expressions for the flat metric < , > on TtM , the intersection form
( , ) (outside the discriminant Σ), and the multiplication of tangent vectors hold true
〈∂′, ∂′′〉t = −
n∑
i=1
res
p=pi
∂′ (λ(p; u(t))dp)∂′′ (λ(p; u(t))dp)
dλ(p; u(t))
(5.59)
(∂′, ∂′′)t = −
n∑
i=1
res
p=pi
∂′ (log λ(p; u(t))dp)∂′′ (log λ(p; u(t))dp)
d logλ(p; u(t))
(5.60)
〈∂′ · ∂′′, ∂′′′〉t = −
n∑
i=1
res
p=pi
∂′ (λ(p; u(t))dp)∂′′ (λ(p; u(t))dp)∂′′′ (λ(p; u(t))dp)
dp dλ(p; u(t))
(5.61)
In these formulae ∂′, ∂′′, ∂′′′ are any three vector fields on M ,
dλ(p; u) :=
∂λ(p; u)
∂p
dp, d logλ(p; u) :=
∂ logλ(p; u)
∂p
dp.
3). For some 1-cycles Z1, . . . , Zn in D the integrals
t˜j(u; z) =
1√
z
∫
Zj
ez λ(p;u)dp, j = 1, . . . , n (5.62)
converge and give a system of independent flat coordinates of the connection ∇˜.
Example 5.2. For the polynomial Frobenius manifold corresponding to An singular-
ity the versal deformation
λ = pn+1 + anp
n−1 + . . . ,+a1
gives the needed superpotential. The variables u1, . . . , un are the critical values of this
function. Locally one can express the coefficients of the polynomial as single-valued func-
tions of uj . For other simple singularities the versal deformation is a family of polynomials
of two variables. However, one can reduce double integrals for the residues (1.20), (1.21)
and for the oscilatory integrals (2.96) to one-dimensional residues and single integrals of
the above form. For the Dn case this was done in [DVV]. (the superpotential becomes a
rational function). For the case of E6 singularity the superpotentil is algebraic. It was
found in [LW].
Example 5.3. For the case when the Riemann surfaces R can be compactified at
infinity in such a way that there is exactly one branch point on the Riemann surface
over any of the critical values uj then the Frobenius manifold can be identified with a
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Hurwitz space of branched coverings. The Frobenius structure on the Hurwitz spaces was
constructed in [Du1, Du2] (see also [Du7]). In [Kr] the method of [Du1, Du2] was extended
to produce also certain algebro-geometric solutions satisfying WDVV1 and WDVV2 but
not WDVV3.
We will now construct a superpotential for semisimple Frobenius manifolds satisfying
nodegeneracy assumption (5.49).
Let u0 = (u01, . . . , u
0
n), u
0
i 6= u0j for i 6= j, be any point of M (written in the canonical
coordinates). We choose the branchcuts L01, . . . , L
0
n as above. For M ∋ u sufficiently close
to u0 we will choose the branchcuts L1, . . . , Ln coinciding with L
0
1, . . . , L
0
n outside some
small neigborhoods of the points u01, . . . , u
0
n resp. This allows us to construct solutions
φ(1)(λ; u), . . . , φ(n)(λ; u) as in Lemma 5.3. Denote
Gij =
(
φ(i), φ(j)
)
.
Let (Gij) be the inverse matrix. Let us consider the solution (cf. [BJL2])
φ(λ; u) =
n∑
i, j=1
Gijφ
(j)(λ; u). (5.63)
Lemma 5.7. The solution φ(λ; u) = (φa(λ; u)) for λ→ uj has the behaviour
φa(λ; u) =
δaj√
uj − λ
+O(1), a, j = 1, . . . , n. (5.64)
Proof follows from (5.44).
Denote p = p(λ; u) the correspondent flat coordinate of the intersection form
p(λ; u) =
√
2
1− d
n∑
a=1
(ua − λ)ψa1(u)φa(λ; u) (5.65)
i.e.,
∂p(λ; u)
∂ua
=
1√
2
ψa1(u)φ1(λ; u). (5.66)
It is analytic in the domain
C \ ∪jLj . (5.67)
For λ→ uj it behaves as follows
p(λ; u) = pj +
√
2ψj1
√
uj − λ+O(uj − λ) (5.68)
where pj = p(uj ; u). For λ → ∞ the function p(λ; u) has a regular singularity. Hence
dp(λ; u)/dλ has at most finite number of zeroes r1, . . . , rN in (5.67). Without loss of
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generality we may assume that all these zeroes are simple and that they do not belong to
the branchcuts Lj .
Let D0 be the image of the domain
λ ∈ C \ ∪jL0j
w.r.t. the map p(λ; u0). Particularly, the two sides of the branchcut L0j open to produce
a smooth boundary curve of D0 passing through p0j . Denote
ζ0j = p(rj ; u
0), j = 1, . . . , N.
Let us consider the inverse λ = λ(p; u0) to the function p(λ; u0). It lives on a certain
branched covering Dˆ0 of the domain D0 obtained by cutting D0 along some paths going
from ζ01 , . . . , ζ
0
N to infinity and by subsequent glueing of a finite number of copies of D0
with the cuts. Near a point of the boundary of Dˆ0 passing through p0j we have
λ = u0j −
1
2ψ2j1(u
0)
(p− p0j)2 +O(p− p0j )3.
Thus we can analytically continue λ(p; u0) through the boundary of D0 near a domain D
containing p0j as its internal point. We can repeat this construction for all u sufficiently
close to u0 (actually, it is sufficient to require the points uj not to intersect the branchcuts
L0i ). In this way we will produce a family of Riemann surfaces with the branchpoints ζ1,
. . . , ζN . We may also assume that the image of (5.67) w.r.t. the map p(λ; u) for any u
close to u0 belongs to the projection of the domain D onto the complex p-plane. This
completes the construction of the family of functions λ(p; u).
The cycles Zj we need to compute the integrals (5.62) have the form
Zj = p(Cj ; u) (5.69)
(more precisely, an arbitrary lift of this cycle on the Riemann surface) where Cj was defined
in (5.46).
Theorem 5.3. The function λ(p; u) is a superpotential of the Frobenius manifold for
a sufficiently small neighborhood of of the point u0.
Proof. By the construction the function λ(p; u) has critical values u1, . . . , un. For
any critical point pj ∈ D on the Riemann surface with the critical value uj we obtained
λ = uj − 1
2ψ2j1(u)
(p− pj)2 +O(p− pj)3.
So the second derivatives of λ(p; u) do not depend on the choice of the critical point.
Let us prove the formulae (5.59) - (5.61). We take ∂′ = ∂a, ∂′′ = ∂b, ∂′′′ = ∂c the
vector fields along the canonical coordinates. Then
∂a (λ(p; u)dp) = [δaj +O(p− pj)] dp, p→ pj ,
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dλ(p; u) = −
[
p− pj
ψ2j1
+O(p− pj)2
]
dp, p→ pj .
So
res
p=pj
∂a (λ(p; u)dp)∂b (λ(p; u)dp)
d λ(p; u)
= −ψ2j1δajδbj .
Thus the formula (5.59) gives
< ∂a, ∂b >= δab ψ
2
a1.
This coincides with (3.15).
Similarly, (5.60) for ua 6= 0 gives
(∂a, ∂b) = δab
ψ2a1
ua
.
This coincides with the definition of the intersection form written in the canonical coordi-
nates. Finally, the last formula (5.61) gives
< ∂a · ∂b, ∂c >= δabδacψ2a1.
This is equivalent to (3.15) together with the definition of the canonical coordinates ∂a·∂b =
δab∂a.
To prove (5.62) we use that the integrals
t˜j = −
√
z
∫
Cj
p(λ; u)ezλ dλ, j =, . . . , n (5.70)
give flat coordinates of the deformed connection. Let us first prove their independence.
Indeed, the Jacobi matrix
Yaj(z; u) =
1
ψa1
∂t˜j
∂ua
= −√z
∫
Cj
φa(λ; u)e
zλdλ
coincides with the fundamental matrix Y left(z; u) (up to a factor 2
√
π) due to Lemma 5.7
and Lemma 5.4. The final step of the derivtion is integration by parts and change of the
integration variable λ→ p:
t˜j = − 1√
z
∫
Cj
p(λ; u) deλz
=
1√
z
∫
Cj
eλz
dp(λ; u)
dλ
dλ
=
1√
z
∫
Zj
ez λ(p;u)dp.
Theorem is proved.
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Example 5.4. Let the reflections R∗1, . . . , R
∗
n generate a finite groupW acting in the
Euclidean space E of dimension n. Recall [Bou] that finite groups generated by reflections
(5.43) are called Coxeter groups. Let us assume the group W to be an irreducible one. We
will construct, following [Du6], a Frobenius manifold MW with the monodromy group W .
The underlying manifold of MW will be the orbit space
MW = E/W. (5.71)
The coordinte ring of MW is, by definition, the ring of W -invariant polynomials
C[x1, . . . , xn]
W
where x1, . . . , xn are Euclidean coordinates on E . Due to Chevalley theorem [Bour] MW
has a natural structure of a graded affine algebraic variety:
C[x1, . . . , xn]
W ≃ C[y1, . . . , yn] (5.72)
where
yi = yi(x1, . . . , xn), i = 1, . . . , n
are certain homogeneous W -invariant polynomials of the degrees
di := deg y
i(x) = mi + 1, (5.73)
m1, . . . , mn are the exponents of the Coxeter group. The basic invariant polynomials
determine a coordinate system on the orbit space MW . The are determined uniquely up
to invertible transformations of the form
yi(x) 7→ yi′ (y1(x), . . . , yn(x)) , i = 1, . . . , n
with quasihomogeneous polynomials yi
′ (
y1, . . . , yn
)
of the same degree di.
We will construct a polynomial Frobenius structure on MW . That means that the
structure functions cγαβ will be elements of the ring (5.72). Important ingredients of this
contsruction will be the Arnold’s construction of convolution of invariants [Ar1, Gi1] and
also the flat coordinates on the orbit spaceMW discovered by K.Saito et al. in [Sai1, SYS].
Let y1(x) be the invariant polynomial of the maximal degree h = d1. The number h
is called the Coxeter number of the group W . We define the unity vector field
e :=
∂
∂y1
(5.74)
and the Euler vector field
E :=
1
h
∑
a
xa
∂
∂xa
. (5.75)
The unity vector field is defined up to a constant factor.
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The construction of the metric < , > and of the multiplication law of tangent vectors
is more complicated. Let ( , ) denote the W -invariant Euclidean metric on the space E .
We will use the orthonormal coordinates x1, . . . , xn w.r.t. this metric.
Let us define a bilinear symmetric form on T ∗MW . In the coordinates y1,. . . , yn it
has the matrix
(dyi, dyj) =
n∑
a=1
∂yi
∂xa
∂yj
∂xa
= gij(y) (5.76)
for some polynomials gij(y), y = (y1, . . . , yn) (these exist due to Chevalley theorem). The
matrix
(
gij(y)
)
is invertible on MW \ Σ where the discriminant Σ consists of all singular
orbits.
Theorem 5.4. There exists a unique, up to an equivalence, polynomial Frobenius
structure on the space of orbits of a finite Coxeter group with the unity vector field (5.74),
the Euler vector field (5.75), and the intersection form (5.76).
Sketch of the proof. We put
< , >:= Le( , ) (5.77)
(cf. (5.8)). This gives Saito metric on the orbit space MW . According to [Sai1, SYS] this
metric is flat, and there exists a distinguished system of basic homogeneous W -invariant
polynomials t1(x), . . . , tn(x) such that
ηαβ :=< dtα, dtβ >
is a constant nondegenerate matrix. Our main observation is that the metrics ( , ) and
< , > form a flat pencil (see above the definition). This allows us to reconstruct the
Frobenius structure inverting the formula (5.2) (in the present case Aαβ = 0 in (5.2)).
Namely, we define a W -invariant homogeneous polynomial F of the degree 2h+2 from the
equations
ηαληβµ
∂2F
∂tλ∂tµ
=
h (dtα, dtβ)
deg tα + deg tβ − 2 , α, β = 1, . . . , n (5.78)
(cf. (5.2)). Such a polynomial exists and it satisfies WDVV. Theorem is proved.
Observe that for the Frobenius structure on MW
d = 1− 2
h
, qα = 1− deg t
α
h
, α = 1, . . . , n. (5.79)
Exercise 5.5. Prove that the monodromy group of the Frobenius manifold MW is
isomorphic to W . (Hint: prove that the flat coordinates of the intersection form coincide
with the Euclidean coordinates in the space W .)
Exercise 5.6. Prove that the Frobenius manifolds MW satisfy the semisimplicity
condition.
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Particularly, for n = 2 the polynomial Frobenius manifold corresponding to the group
I2(k) of symmetries of regular k-gon has the form
F =
1
2
t21t2 + t
k+1.
For n = 3 there are three irreducible finite Coxeter groups W (A3), W (B3) and W (H3).
They are the groups of symmetries of regular tetrahedron, octahedron and icosahedron
resp. The corresponding polynomial Frobenius manifolds have the form (1.22), (1.23), and
(1.24) resp. We give here aalso the list of all our polynomial Frobenius manifolds in the
dimension 4. Group W (A4).
F =
1
2
t21 t4 + t1 t2 t3 +
1
2
t32 +
1
3
t43 + 6t2t
2
3t4 + 9t
2
2t
2
4 + 24t
2
3t
3
4 +
216
5
t64.
Group W (B4).
F =
1
2
t21 t4 + t1 t2 t3 + t2
3 +
t2 t3
3
3
+ 3 t2
2 t3 t4 +
t3
4 t4
4
+3 t2 t3
2 t4
2 + 6 t2
2 t4
3 + t3
3 t4
3 +
18 t3
2 t4
5
5
+
18 t4
9
7
.
Group W (D4).
F =
1
2
t21 t4 + t1 t2 t3 + t
3
2t4 + t
3
3t4 + 6t2t3t
3
4 +
54
35
t74.
Group W (F4).
F =
1
2
t21 t4 + t1 t2 t3 +
t32 t4
18
+
3 t43 t4
4
+
t2 t
2
3 t
3
4
2
+
t22 t
5
4
60
+
t23 t
7
4
28
+
t134
24 · 32 · 11 · 13 .
Group W (H4)
F = t1 t2 t3 +
t1
2 t4
2
+
2 t2
3 t4
3
+
t3
5 t4
240
+
t2 t3
3 t4
3
18
+
t2
2 t3 t4
5
15
+
t3
4 t4
7
23 · 33 · 5+
t2 t3
2 t4
9
2 · 34 · 5 +
8 t2
2 t4
11
34 · 52 · 11 +
t3
3 t4
13
22 · 36 · 52 +
2 t3
2 t4
19
38 · 53 · 19 +
32 t4
31
313 · 56 · 29 · 31 .
As it was shown in [Bl] these are all semisimple polynomial solutions of WDVV for
n = 4 satisfying the conditions
0 < qα ≤ d < 1, α = 2, 3, 4.
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Other examples of polynomial solutions of WDVV associated with finite Coxeter
groups can be found in [Zu].
Remark 5.2. There are certain inclusions between the polynomial Frobenius mani-
folds of the form
MW := C
n/W
(the orbit spaces) for a finite Coxeter group W acting in n-dimensional Euclidean space.
These inclusions correspond to the operation of folding of Dynkin graphs [AGV]. As it is
shown in [Ya], if the Dynkin graph of a Coxeter group W ′ is obtained by folding of the
Dynkin graph of another Coxeter group W then the corresponding orbit space MW ′ is a
(graded) linear subspace in MW w.r.t. the Saito linear structure. From our construction
we immediately conclude that the inclusion
MW ′ ⊂MW
is also an embedding of Frobenius manifolds. We obtain the following list of embeddings
(they were obtained in [Zu] by a straightforward computation)
MBn ⊂MA2n−1
MI2(k) ⊂MAk−1
MF4 ⊂ME6
MH3 ⊂MD6
MH4 ⊂ME8 .
(The group WG2 coincides with WI2(6) and, therefore, MG2 ⊂MA5 .) The inclusions mean
that, for example,
FE8(t1, 0, t3, 0, 0, t6, 0, t8) = FH4(t1, t3, t6, t8).
Conjecture. Any irreducible semisimple polynomial Frobenius manifold is equivalent
to MW for some finite irreducible Coxeter group W .
Remark 5.3. According to our construction, the Frobenius structure depends not
only on the monodromy group W but also on class of equivalence of the ordered system
of generating reflections R∗1, . . . , R
∗
N . The equivalence is established by simultaneous
conjugations of the generators by ( , )-orthogonal transformations and by the following
action of the braid group
σi(R
∗
k) = R
∗
k, k 6= i, i+ 1
σi(R
∗
i ) = R
∗
i+1
σi(R
∗
i+1) = R
∗
i+1R
∗
iR
∗
i+1.
(5.80)
Here, as above, σi are the standard generators of the braid group Bn. Any such class of
equivalence is determined by the orbit of the Stokes matrix S = (Sij)
Sii = 1, Sij = (e
∗
i , e
∗
j ) for i < j (5.81)
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w.r.t. the Bn-action (5.80). Here e∗i is the basis of normals to the mirrors of the reflections
normalized by the condition
(e∗i , e
∗
i ) = 2
for any i. For example, for an algebraic Frobenius manifold the orbit of the given Stokes
matrix S must be finite. For the first nontrivial case n = 3 the classification of finite orbits
of the action of B3 on the space of 3 × 3 Stokes matrices satisfying the nondegeneracy
condition (5.49) was obtained in [DM]. Namely, there are only five finite orbits. Three of
them correspond to standard system of generating reflections in the groupsW (A3),W (B3),
W (H3) of symmetries of regular tetrahedron, octahedron and icosahedron respectively.
Recall the construction of a standard system of generating reflections in the group of
symmetries of a regular polyhedron. Let O be the center of the polyhedron, M the center
of its face, A a vertex of the face, H the center of an edge of the face having A as an
endpoint. Then the reflections w.r.t. the planes OMA, OMH and OAH generate the
group of symmetries of the polyhedron [Cox]. Reordering of these generators give the
same equivalence class.
One can repeat this construction with cube (the reciprocal of octahedron) or with
dodecahedron (the reciprocal of icosahedron) just to obtain the same system of generators
in W (B3) and in W (H3) resp. Now we are able to describe the remaining two finite orbits
of the action of B3. The correspondent mirrors of the reflections are obtained by applying
the above construction to the great icosahedron and great dodecahedron. The description
of these regular Kepler - Poinsot star-polyhedra one can find in the Coxeter book [Cox]. As
above, their reciprocals give the same equivalence class. All these regular star-polyhedra
have icosahedral symmetry. Thus, we obtain three classes of triples of generating reflections
in the group W (H3).
The above classification was applied in [DM] to the problem of classification of al-
gebraic solutions of PV I(µ). One can show that the standard systems of generators in
W (A3), W (B3), W (H3) correspond to the polynomial solutions (1.22) - (1.24) of WDVV
(thus, to the algebraic solutions (5.24) - (5.26) of PV I(µ)). The last two finite orbits give
algebraic (non-polynomial) Frobenius manifolds.
The problem of classification for any n of finite orbits of the action of the braid group
Bn in the space of n×n Stokes matrices remains open. The solution of this problem could
be useful to prove the above Conjecture. For n = 4 one can prove that all finite orbits
of irreducible Stokes matrices satisfying the nondegeneracy condition (5.49) correspond to
a system of generating reflection of a finite Coxeter group acting in R4. In the groups
W (A4) and W (B4) there is only one equivalence class of systems of generating reflections,
namely, the standard one. In the groups W (D4) and W (F4) there are two classes. Finally,
in the group W (H4) there are 10 classes of systems of generating reflections. One of them
corresponds to the standard system of generators in the group of symmetries of the regular
600-cell, 6 others to 4-dimensional regular star-polyhedra considered modulo reciprocity
(see the definitions in [Cox]) but the remaining 3 classes do not have clear geometrical
meaning. Of the full list of 16 finite orbits we give here Stokes matrices of representatives
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in the finite B4-orbits corresponding to only nonstandard systems of generators
D4 : S =


1 −1 0 1
0 1 −1 −1
0 0 1 1
0 0 0 1


F4 : S =


1 −1 0 √2
0 1 −√2 −√2
0 0 1 1
0 0 0 1


H4 : S =


1 −1 0 1+
√
5
2
0 1 −1 −1+
√
5
2
0 0 1 −1+
√
5
2
0 0 0 1


S =


1 −1 0 1+
√
5
2
0 1 −1+
√
5
2
−1+
√
5
2
0 0 1 1
0 0 0 1


S =


1 −1 0 1−
√
5
2
0 1 −1−
√
5
2 −1−
√
5
2
0 0 1 1
0 0 0 1


The construction of Theorem 5.4 was generalized in [DZ1] to produce quasipolynomial
solutions of WDVV, i.e., solutions with d = 1 of the form
F (t1, . . . , tn) = cubic + f(t2, . . . , tn−1, exp tn)
with a polynomial f . The monodromy group of these Frobenius manifolds are certain ex-
tensions of affine Weyl groups. Particularly, the monodromy group of quantum cohomology
of CP1 is given by this construction (see [Du7]).
Example 5.5. Let us compute the monodromy group of the quantum cohomology of
CP2. The Stokes matrix S (4.97) of this Frobenius manifold satisfies the nondegeneracy
condition (5.49). The basic reflections in the monodromy group in the basis of the flat
coordinates (x, y, z) corresponding to the basis Φleft =
(
Φleft1 ,Φ
left
2 ,Φ
left
3
)
of the solutions
(4.96) have the matrices
R∗1 =

−1 −3 30 1 0
0 0 1

 , R∗2 =

 1 0 0−3 −1 3
0 0 1

 , R∗3 =

 1 0 00 1 0
3 3 −1

 .
The full monodromy group of the Frobenius manifold we obtain adding the monodromy
transformation corresponding to the only nontrivial loop
t2 7→ t2 + 2πi.
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This corresponds to the rotation
z 7→ z e 2pii3 .
Using the explicit formulae (4.96) and the identity (4.92) we immediately obtain the needed
transformation
Φleft
(
z e
2pii
3
)
= Φleft(z)T
or, equivalently,
(x, y, z) 7→ (x, y, z)T (5.82)
with
T =

 0 −1 00 0 1
−1 −3 3

 . (5.83)
For the matrix
T0 := T R
∗
1 =

 0 −1 00 0 1
1 0 0

 (5.84)
we have the identities
T 30 = −1, R∗2 = T−10 R∗1T0, R∗3 = T−10 R∗2T0. (5.85)
So, we introduce the new system of generators A, B, C in the full monodromy group
putting
A = R∗1, B = T
4
0 = −T0, C = T 30 = −1. (5.86)
All the transformations of the group preserve the integer lattice in R3. They also preserve
the indefinite quadratic form with the Gram matrix S + ST
q(x, y, z) = 2
(
x2 + y2 + z2 + 3xy − 3xz − 3yz) . (5.87)
The group acts discretely on the complexification of the cone q(x, y, z) > 0.
Introducing the coordinates r, τ , τ¯
x =
ir
2
2τ τ¯ − 3(τ + τ¯) + 2
τ − τ¯
y =
ir
2
2τ τ¯ + τ + τ¯ − 2
τ − τ¯
z =
ir
2
2τ τ¯ − (τ + τ¯)− 2
τ − τ¯
(5.88)
we obtain the action of the generating transformations
A :
(
r 7→ r, τ 7→ −1
τ
, τ¯ 7→ −1
τ¯
)
B :
(
r 7→ r, τ 7→ 1
1− τ , τ¯ 7→
1
1− τ¯
)
C : (r 7→ −r, τ 7→ τ, τ¯ 7→ τ¯) .
(5.89)
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We proved
Theorem 5.5. The monodromy group of quantum cohomology of CP2 is isomorphic
to PSL2(Z)× {±}.
It would be interesting to develop an appropriate theory of invariants for this action of
the modular group. This could help to obtain analytic formulae for quantum cohomology
of CP2.
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