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Degenerate limits for one-parameter families
of non-fixed-point diffusions on fractals
Ben Hambly∗ and Weiye Yang†
Abstract
The Sierpinski gasket is known to support an exotic stochastic process called the
asymptotically one-dimensional diffusion. This process displays local anisotropy,
as there is a preferred direction of motion which dominates at the microscale, but
on the macroscale we see global isotropy in that the process will behave like the
canonical Brownian motion on the fractal. In this paper we analyse the microscale
behaviour of such processes, which we call non-fixed point diffusions, for a class of
fractals and show that there is a natural limit diffusion associated with the small
scale asymptotics. This limit process no longer lives on the original fractal but is
supported by another fractal, which is the Gromov-Hausdorff limit of the original
set after a shorting operation is performed on the dominant microscale direction of
motion. We establish the weak convergence of the rescaled diffusions in a general
setting and use this to answer a question raised in [15] about the ultraviolet limit of
the asymptotically one-dimensional diffusion process on the Sierpinski gasket.
1 Introduction
The study of diffusion on fractals has largely focused on constructing and analysing the
‘Brownian motion’, that is the stochastic process generated by the ‘natural’ Laplace
operator, on a given fractal. For the Sierpinski gasket, the simple symmetric random
walk on the natural graph approximation has the property of being decimation invariant,
in that it has same law when stopped at its visits to coarser approximations and this
enabled the initial detailed analysis of the diffusion and its properties [3]. However
the simple symmetric random walk is not the only possible discrete Markov chain on
graph approximations to the Sierpinski gasket that can be used to construct a scaling
limit. By considering processes invariant under reduced symmetry groups it is possible
to construct processes such as the rotationally and scale invariant but non-reversible
p-stream diffusions of [22], the not-necessarily scale invariant homogeneous diffusions of
[17] and the one that will provide a fundamental example for our work, the asymptotically
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one-dimensional diffusion of [15]. This process is invariant under reflection in the vertical
axis but is not scale invariant and displays local anisotropy but global isotropy.
The construction of a canonical Brownian motion on the Sierpinski gasket was gener-
alized to nested fractals, [24], through to the large class of finitely ramified fractals, the
p.c.f. self-similar sets of [20]. In these extensions it became clear that a straightforward
approach to the construction of a Brownian motion was available through the theory of
Dirichlet forms, [9], [23], [18], and the questions of the existence and uniqueness of the
Brownian motion could be reduced to the existence and uniqueness of a fixed point for a
finite dimensional renormalization map on the cone of Dirichlet forms over the basic cell
structure in the fractal, [26], [31]. When seeking to generalize some of the exotic diffu-
sions on the Sierpinski gasket it is easiest to work in the reversible case (which excludes
the p-stream and homogeneous difusions) and use the theory of Dirichlet forms. Using
this approach the asymptotically one-dimensional diffusion processes were extended to
some nested fractals in [12]. Our first aim here will be to generalize this class further to
a sub-class of p.c.f. self-similar fractals.
The construction of a Laplace operator on a finitely ramified fractal through an asso-
ciated sequence of Dirichlet forms just requires that a compatible sequence of resistance
neworks can be constructed on the graph approximations to the fractal [20]. The self-
similarity allows this to be reduced to the study of a finite dimensional renormalization
map on a cone of discrete irreducible Dirichlet forms. The fixed point problem for this
renormalization map was the subject of the work of Sabot, Metz and Pierone, see (among
others) [31], [26], [25], [30], [29]. In solving the uniqueness problem for nested fractals
[31] and [25] showed that when considering the renormalization map, although it is not
in gerenal a strict contraction in Hilbert’s projective metric on the cone, iterates of the
map converge to a non-degenerate fixed point under some conditions. Essentially one
has to examine the map in the neighbourhood of possible degenerate fixed points on
the boundary of the cone of irreducible Dirichlet forms and find conditions that ensure
there is a move ‘away’ from degeneracy and hence the map can be iterated toward the
non-degenerate fixed point. The construction of what we will call here a one-parameter
family of non-fixed point diffusions is then about associating a sequence of resistor net-
works with the inverse iterates of this renormalization map, within a one-parameter
family, so that the corresponding networks resemble the degenerate fixed point on the
small scale but resemble the non-degenerate fixed point on the large scale. Using this
approach, [15], [12] showed that it was possible to construct a one parameter family of
diffusions on the Sierpinski gasket by inverting a one-parameter version of the renormal-
ization map and placing suitable conductances on the graphs Gn which approximate the
gasket so that G0, the graph given by the triangle, had the effective resistance given by
(1, w,w). Figure 1 shows the configuration of resistors and the renormalization of total
resistance R(w) = (12w2 + 26w + 12)/(w3 + 8w2 + 15w + 6) and for the diagonal edges
γ(w) = (6w2 + 4w)/(w2 + 6w + 3) obtained from the renormalization map.
Let {Xn,wt ; t ≥ 0} denote the continuous time random walk corresponding to the
sequence of resistance networks Gn in which the effective conductance over G0 is given
by the triple of conductors (1, w,w). Then, it was shown in [15], that for any starting
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Figure 1: The original weighting of the edges of the Sierpinski gasket for the asymptot-
ically one-dimensional process and the renormalization.
weight 0 < w < 1, as n→∞,
{Xn,w6nt ; t ≥ 0} → {Xa,wt ; t ≥ 0},
weakly in DG[0,∞) (the space of ca`dla`g functions on the limiting fractal G) where Xa,w
is the asymptotically one-dimensional diffusion, a continuous, strong Markov process on
G. This is called an asymptotically one-dimensional diffusion as the local behaviour of
the conductances gives the horizontal line segment an increasing weight relative to the
two diagonal segments.
To see the large scale behaviour of this diffusion we can extend the graph G0 to an
infinite Sierpinski gasket graph G˜0, in which each copy of the basic triangle has conduc-
tance (1, w,w), and proceed to construct the limiting asymptotically one-dimensional
diffusion {X˜a,wt ; t ≥ 0} on the infinite fractal G˜. Then, in [12], it is shown that under
the classical scaling for the Brownian motion on G˜ we have, as n→∞,
{2−nX˜a,w5nt ; t ≥ 0} → {Bt; t ≥ 0},
weakly in CG˜[0,∞) (the space of continuous functions on G˜), where B is the Brownian
motion on G˜. This is a homogenization result not seen in Euclidean space as the geometry
of the fractal causes the homogenization. If we think of a diffusing particle, even though
it moves much more frequently in a horizontal direction, in order to cross large regions it
must make vertical moves and thus on the very large scale it behaves like the Brownian
motion.
In [15] it is observed that, even in the situation where there is no fixed point for the
renormalization map, this procedure could lead to a diffusion on the O(1) scale which
was non-degenerate even though at both small and large scale the diffusion is degenerate.
This was illustrated in the case of abc-gaskets where the ratios between a, b and c are
such that there is no fixed point [16].
It is clear that for the asymptotically one-dimensional diffusion on the Sierpinski
gasket on the small scale there is a separation of time scales in that there will be many
more horizontal steps than vertical ones. The question of the so-called ultraviolet limit
of these processes was raised in [15]. Is there a rescaling of the diffusion process over
short time and space scales which will produce a non-trivial object in the short scale
limit? In other words does there exist a scaling λ ∈ (0, 1) and a non-trivial process Xb
such that
{2nXa,wλnt ; t ≥ 0} → {Xbt ; t ≥ 0}
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weakly as n → ∞? Our aim in this paper is to consider a class of fractals for which
there are asymptotically lower-dimensional processes and discuss their short time scaling
limits. The degenerate diffusions which arise could be called the ultraviolet limits for
the asymptotically lower-dimensional diffusions.
In order to examine the short time scaling limit we show that, by thinking of the
fractal as a resistance form, a metric space equipped with a resistance metric, and
shorting the high conductance edges, there is Gromov-Hausdorff convergence of the
fractals to a limit space. We can then exploit the recent work of [5] (extending that in
[6]) to establish that there is weak convergence of the rescaled diffusions to a diffusion
process on this limit fractal. This limit fractal is not a p.c.f. self-similar set, but is
typically a simple fractal space [28], and the theory for p.c.f. fractals is easily extended
to include such limit objects. We note that this limit construction provides a case where
we fuse each element of a countable collection of subsets of a space, going beyond the
fusing of a single subset or finite pairs of points as discussed in [21], [7], [5].
In our approach to these non-fixed point diffusions we write the conductance matrix
in a different form to those used previously in that we fix (in Figure 1) what was w
to be 1 and let the edge which was 1 have conductance v for v > 1. Examples are
shown in Figures 2 and 3. This shows that, for the Sierpinski gasket, as we look over
smaller scales the horizontal edge has conductance which goes to infinity and thus in
the limit we expect that the horizontal edges will be shorted, leading to an object which
is shown on the right side of Figure 2. The analysis of the fixed point problem in [31]
required the analysis of such a shorted graph. Here we establish a general result about
the weak convergence of diffusions on a class of fractals as such a parameter v tends to
∞. We work in the framework of (generalized) p.c.f. self-similar sets but restrict the
class to those which support a resistance form, and whose shorted versions also support
a resistance form. We will view our sequence of fractals with the resistance metric as
metric spaces and embed them along with the limit into a metric space M. We prove
the weak convergence in DM[0,∞), the space of ca`dla`g processes on M.
We can use our main result, Theorem 5.7, in the case of the Sierpinski gasket to
analyse the short time behaviour of the asymptotically one-dimensional diffusion. We
will consider the diffusion over small scales and times and prove the weak convergence
to a diffusion on the shorted gasket, the limit of the graphs on the right hand side of
Figure 2. We will think of the gasket G now as a self-sufficient metric space with a
resistance metric Rv determined by the conductance parameter v. Let ψ1, ψ2, ψ3 denote
the three similitudes used in defining the Sierpinski gasket and we assume that they
have fixed points p1, p2 and p3, respectively. We assume that for G0, the triangle graph
on the points pi, the edge from p1 to p3 is of resistance v and the other two edges are
of resistance 1. We write TA(X) = inf{t > 0 : Xt ∈ A} for the hitting time of a set A
by the process X. We write Ln for the image of the line joining p1, p3 in the triangle
ψn2 (G0). That is the bottom edge of the triangle with Euclidean size 2
−n with top vertex
at p2.
Theorem 1.1. Let Xa,v denote the asymptotically one-dimensional diffusion on the
metric space (G,Rv) with conductances (1, 1, v) on G0 and X
a,v
0 = p2 and let X
s be the
4
diffusion on the ‘shorted gasket’, that is the limit of the graphs shown in Figure 2, with
Xs0 = 0, where 0 denotes the top vertex with only one edge into it and the base vertex is
denoted by 1. Then, there exists a constant σ > 0 such that
{ψ−n2 (Xa,v(9/2)−nt); 0 ≤ (9/2)−nt ≤ TLn(Xa,v)} → {Xsσt; 0 ≤ t ≤ T1(Xs)},
weakly in DM[0,∞).
v
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Figure 2: The first two levels of the Sierpinski gasket and the corresponding levels of the
limit fractal obtained as v →∞.
In the setting in which we work the limit spaces will have an associated resistance
form and it is straightforward to determine some of the properties of the limit diffusion.
In particular it is not difficult to see that the spectral dimension for the shorted gasket
is 2 log 3/ log 9/2. In the paper [11] this was shown to be the local spectral dimension
(the exponent for the short time asymptotic decay of the on-diagonal heat kernel) for
the asymptotically one-dimensional diffusion on the Sierpinski gasket.
The outline of the paper is as follows. We begin by giving the framework in which
we will work in Section 2. As the shorted gasket is not a p.c.f. self-similar set we will
need a small extension of the class of p.c.f. self-similar sets to discuss our limit processes.
In Section 3 we introduce the class of locally degenerate diffusions on fractals. We then
construct the limit spaces that will support our limiting diffusions in Section 4. In order
to prove our result we use Gromov-Hausdorff-vague convergence and hence we construct
a suitable space in which to embed the sequence of fractals and the limiting space. We
do this in Section 5 and establish the weak convergence by showing how to employ
the result of [5] (simplifying substantially our original 30 page direct proof of the weak
convergence).
2 Preliminaries
We slightly generalize the idea of a post critically finite self-similar set [20]. A general-
ization which goes beyond what we introduce here can be found in [32].
5
Definition 2.1. Fix some N ∈ N. Let F = (F, d) be a metric space and for i = 1, . . . , N
let ψi : F → F be a function. Then S = (F, (ψi)1≤i≤N ) is a self-similar structure if
(1) (F, d) is compact,
(2) The ψi are continuous injections from F to itself with
F =
N⋃
i=1
ψi(F ),
(3) There exists δ > 0 such that
d(ψi(x), ψi(y)) ≤ (1− δ)d(x, y)
for all x, y ∈ F and 1 ≤ i ≤ N .
Let I := {1, . . . , N}, and define the word spaces Wn = In, W = IN. Endow W with
the product topology, and let σ be the left shift operator, which maps W to W or Wn
to Wn−1. That is, if w = w1w2w3 . . . then σ(w) = w2w3 . . .. For w = w1 . . . wn ∈Wn we
now define
ψw := ψw1 ◦ · · · ◦ ψwn .
For A ⊆ F let Aw := ψw(A). If n ≥ 1 and w ∈W (or w ∈Wm with m ≥ n) then define
w|n = w1 . . . wn ∈Wn.
For each w ∈W, there exists xw ∈ F such that
∞⋂
n=1
ψw|n(F ) = {xw}.
and we write pi :W → F for the mapping pi(w) := xw. As in [1, Lemma 5.10], we have
the following result:
Lemma 2.2. The function pi is the unique mapping pi :W→ F such that for all w ∈W
and i ∈ I,
pi(i · w) = ψi(pi(w))
where i · w ∈ W denotes the concatenation of i with w. Moreover, pi is continuous and
surjective.
Definition 2.3. For a self-similar structure S = (F, (ψi)1≤i≤N ), let
B(S) =
⋃
i,j,i 6=j
Fi ∩ Fj .
This is the set of points that exist in the “overlap” of the images of two distinct ψi. Let
Γ(S) = pi−1(B(S))
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be the set of words corresponding to B(S). This is called the critical set of S. Let
P (S) =
∞⋃
n=1
σn(Γ(S))
be the post-critical set of S.
Definition 2.4 (Generalized p.c.f.s.s. sets). A self-similar structure (F, (ψi)1≤i≤N ) is
called generalized post-critically finite if pi(P (S)) is finite. A metric space (F, d) is a
generalized post-critically finite self-similar set, or generalized p.c.f.s.s. set, if there exists
a generalized post-critically finite self-similar structure (ψi)1≤i≤N on F .
Now pi(P (S)) has two equivalent reformulations given below:
pi(P (S)) =

x ∈ F : ∃w, v ∈
⋃
n≥1
Wn, w 6= v, ψw(x) ∈ Fv


=

x ∈ F : ∃w ∈
⋃
n≥1
Wn, ψw(x) ∈ B(S)

 .
Remark 2.5. Notice that Definition 2.4 differs from the definition of a p.c.f.s.s. set (see
[20]), which has the stronger condition of P (S) itself being finite.
Example 2.6. Any p.c.f. self-similar set is clearly a generalized p.c.f.s.s. set. Also the
‘shorted gasket’ of Figure 2 and the Diamond Hierarchical Lattice studied in [13] are
examples of generalized, but not strictly, p.c.f.s.s. sets.
Definition 2.7. Let (F, (ψi)1≤i≤N ) be a generalized p.c.f.s.s. set. For n ≥ 0 we set
P (n) = {w ∈W : σnw ∈ P (S)},
Fn = pi(P (n)).
Any set of the form ψw(F ), w ∈Wn, we call an n-complex. Any set of the form ψw(F 0),
w ∈Wn, we call an n-cell.
The set F 0 is the “boundary” of F and (Fn)n≥0 is an increasing sequence of subsets
of F where for n ≥ 0,
Fn+1 =
N⋃
i=1
ψi(F
n).
It can then be easily proven, by the compactness of F and the contraction property of
the functions (ψi), that
F =
⋃
n≥0
Fn. (2.1)
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2.1 Measures on F
We first define a Bernoulli measure on W, and then push it forward onto F . Let θ =
(θ1, . . . , θN ) be a vector such that
∑N
i=1 θi = 1 and 0 < θi < 1 for each i. Writing θw :=
θw1θw2 . . . θwn for w ∈ Wn, and defining random variables ξn : W → I by ξn(w) = wn,
let µ˜θ be the unique Borel probability measure on W satisfying
µ˜θ({ξ1 = w1, . . . , ξn = wn}) = θw
for any n ∈ N and w ∈Wn.
Definition 2.8. We define a Bernoulli measure µθ on F to be the pushforward (through
our canonical mapping pi) of the corresponding Bernoulli measure on W:
µθ := µ˜θ ◦ pi−1.
We also define corresponding measures on each of our approximating sets Fn.
Definition 2.9. For a fixed θ = (θ1, . . . , θN ) such that
∑N
i=1 θi = 1 and 0 < θi < 1 for
each i, let µn be the measure on F
n given by
µn(x) = (#F
0)−1
∑
w∈Wn
θw1F 0w(x).
Note that µn charges every point of F
n and we have [1, Lemma 5.29].
Lemma 2.10. µn is a probability measure on F
n, and µn → µθ weakly as n→∞.
2.2 The renormalization map
We first recall the concept of the trace of a Dirichlet form from [1, Chapter 4].
Definition 2.11. Let G be a set and (E ,D) a Dirichlet form defined on G and H ⊆ G.
Define a Dirichlet form (E˜ , D˜) on H by
E˜(h, h) = inf {E(g, g) : g ∈ D, g|H = h} .
and D˜ is the set of functions h such that the above is finite. The form E˜ is called the
trace of E on H and is denoted by Tr(E|H).
This leads naturally to the notion of effective resistance with respect to a Dirichlet
form:
Definition 2.12. Let G be a set and (E ,D) a Dirichlet form defined on G. Let H1 and
H2 be disjoint subsets of G. The (effective) resistance between H1 and H2 is
RE(H1,H2) = (inf {E(g, g) : g ∈ D, g|H1 = 0, g|H2 = 1})−1 ,
with the convention that 0−1 = +∞. In particular, if Hi = {xi} for xi ∈ G, i = 1, 2,
then let RE(x1, x2) = RE({x1}, {x2}). If this defines a metric on G (after extending it
such that RE(x, x) = 0 for all x ∈ G) then we call it the resistance metric associated
with (E ,D).
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In this section we seek to define a Dirichlet form on each of the Fn respectively such
that the sequence of Dirichlet forms is “nested”, in the sense of taking traces. From
this sequence we can construct a Dirichlet form on F as a limit. We follow closely the
approach given in Barlow [1].
Let (F, (ψi)1≤i≤N ) be a generalized p.c.f.s.s. set with a Bernoulli measure µ = µθ.
Define r = (r1, . . . , rN ) to be a resistance vector of positive numbers. Each ri roughly
corresponds to the “size” of the subset Fi ⊆ F . For n ≥ 0 let Dn be the set of conservative
Dirichlet forms on Fn. Observe that since Fn is finite, Dn is in direct correspondence
with the set of conductance matrices on Fn. For E ∈ D0 we write
E(f, g) = 1
2
∑
x,y∈F 0
a(x, y)(f(x)− f(y))(g(x) − g(y)) = −fTAg,
where A = (a(x, y))x,y∈F 0 is a matrix of conductances with the diagonal terms given by
a(x, x) = −∑y 6=x a(x, y).
Definition 2.13. We define the following maps as in [1]:
(1) The replication operation R : D0 → D1 is given by
R(E)(f, g) =
N∑
i=1
r−1i E(f ◦ ψi, g ◦ ψi).
The subset F 1 can be viewed as N copies of F 0. The Dirichlet form R(E) is simply
the sum of E evaluated on each of these copies, weighted by r.
(2) The trace operation T : D1 → D0 is given by
T (E) = Tr(E|F 0).
(3) The renormalization map is Λ = T ◦R : D0 → D0.
Remark 2.14. Note that Λ is positively homogeneous: if c > 0 then Λ(cE) = cΛ(E).
However it is not in general linear, because T is non-linear.
The replication operation R can be regarded as a mapping R :
⋃
nDn →
⋃
nDn such
that if E ∈ Dn then R(E) ∈ Dn+1 with
R(E)(f, g) =
N∑
i=1
r−1i E(f ◦ ψi, g ◦ ψi).
Notice now that if E ∈ D0, then Rn(E) ∈ Dn with
Rn(E)(f, g) =
∑
w∈Wn
r−1w E(f ◦ ψw, g ◦ ψw).
where rw := rw1 . . . rwn .
The fixed point problem is to find eigenvectors of Λ, that is, Dirichlet forms E ∈ D0
such that there exists ρ > 0 with
Λ(E) = ρ−1E .
For such a form, let E(0) := E ∈ D0 and for n ≥ 1 put E(n) := ρnRn(E) ∈ Dn. Thus we
have a nested sequence: if m ≤ n then
Tr(E(n)|Fm) = E(m).
Definition 2.15. Let E ∈ D0 be an eigenvector of Λ as above. If 0 < riρ−1 < 1 for all
1 ≤ i ≤ N , then we say that (E , r) is a regular fixed point. If E is irreducible (see [1,
Definition 4.3]), then we call E a non-degenerate fixed point of Λ.
The term “non-degenerate” corresponds to the irreducibility of the Markov process
associated with E . If we were to take a degenerate fixed point and construct Dirichlet
forms E(n) as before, then all of our associated Markov processes would be restricted to
only a small part of the fractal. We thus restrict our attention to non-degenerate fixed
points.
Example 2.16. Let F be the Sierpinski gasket. F 0 ⊆ F is then a set of three points,
the outermost vertices of the gasket. Labelling these vertices F 0 =: {1, 2, 3}, Λ has a
non-degenerate fixed point EA where aij = 1 for i 6= j, i, j ∈ F 0 and ρ = 53 . If instead
we let a12 = 1, a23 = 0, a31 = 0 then we see that EA is again a fixed point, this time
degenerate, with ρ = 2.
2.3 Fixed-point diffusions
We can now define a Dirichlet form on F , closely following the approach given in [20].
Let S = (F, (ψi)1≤i≤N ) be a (connected) generalized p.c.f.s.s. set and r a resistance
vector. Let µ = µθ be a Bernoulli measure on F . Let rmin = mini ri and rmax = maxi ri,
and let θmin and θmax be defined likewise. For each n ≥ 0 let µn be the measure on
Fn given by Definition 2.9. Suppose the renormalization map Λ has a non-degenerate
regular fixed point E(0) ∈ D0 with eigenvalue ρ−1, ρ > 0. Construct the nested sequence
of Dirichlet forms (E(n))n as
E(n)(f, g) := ρn
∑
w∈Wn
r−1w E(0)(f ◦ ψw, g ◦ ψw), f, g ∈ C(Fn).
For each n ≥ 0, let Xn = (Xnt )t≥0 be the Markov process associated with E(n) on
L2(Fn, µn). From now on we identify real valued functions on F with their restrictions
to Fn to simplify notation.
Observe that if f is a real-valued function on F , then the sequence (E(n)(f, f))n is
non-decreasing by the properties of the trace operator and we can define our limiting
form
D =
{
f ∈ C(F ) : sup
n
E(n)(f, f) <∞
}
,
E(f, f) = sup
n
E(n)(f, f), f ∈ D,
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where C(F ) is the space of real-valued continuous functions on F .
Theorem 2.17. The pair (E ,D) is a regular local irreducible Dirichlet form on L2(F, µ).
It has an associated resistance metric generating a topology that is equivalent to the
existing topology on F .
Proof. The proof is identical to proofs of similar results in [20]. The resistance metric
result is from Theorem 3.3.4. (E ,D) is a local regular Dirichlet form by Theorem 3.4.6.
It is irreducible since each E(n) is irreducible and the union of the Fn is dense in F . It
is easy to verify that the form is densely defined given regularity: D is dense in C(F )
in the uniform norm. Since µ(F ) < ∞, D also is dense in C(F ) in the L2 norm. And
C(F ) is dense in L2(F, µ) by the compactness of F .
By [8] there therefore exists a µ-symmetric diffusion X = (Xt)t≥0 on F associated
with (E ,D) and L2(F, µ). Let DF [0,∞) be the space of ca`dla`g functions f : [0,∞)→ F .
Then the following also holds:
Theorem 2.18. Xn → X weakly in DF [0,∞). Precisely, if (xn)n is a sequence in F
such that xn ∈ Fn for each n and xn → x ∈ F , then
(Xn,Pxn)→ (X,Px)
weakly in DF [0,∞).
Proof. By the fact that the sequence (E(n))n of Dirichlet forms are compatible, their
induced resistance metrics must agree. Therefore if each Fn and F are interpreted as
metric spaces equipped with their respective resistance metrics (using Theorem 2.17),
we see that each Fn is isometrically embedded in F . In particular, by Theorem 2.17
the resistance metric on F induces the existing topology on F . Since F is compact and⋃
n≥0 F
n is dense in F , the increasing sequence of finite subsets Fn must converge to F
in the Hausdorff topology on compact subsets of F equipped with its resistance metric.
Taking into account that we also have the weak convergence of Lemma 2.10, the result
follows directly from [5, Theorem 7.1], since all of the spaces Fn and F are compact (see
[5, Remark 1.3(b)]).
3 Non-fixed-point diffusions
The advantage of using a fixed point E ∈ D0 of the renormalization map Λ is that it is
easy to produce a nested sequence of Dirichlet forms. We will see in this section that it
is in fact possible to consider forms E ∈ D0 that are not fixed points, but where Λ(E) is
sufficiently easy to understand. Now let S = (F, (ψi)1≤i≤N ) be a connected generalized
p.c.f.s.s. set and r a resistance vector. Let µ = µθ be a Bernoulli measure on F . For each
n ≥ 0 let µn be the measure on Fn given by Definition 2.9. Let rmin, rmax, θmin, θmax be
defined as before.
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Assumption 3.1. There exists a one-parameter family D ⊆ D0 of forms such that if
E ∈ D, then ρEΛ(E) ∈ D for some ρE > 0. It is such that there exists a parametrisation
D = (E(0)v )v>0 where E(0)v only has edges of conductance 1 or v, and there exists at least
one edge of conductance v. Call D a one-parameter invariant family with respect to Λ.
Additionally, we assume that the family is asymptotically regular, that is, there exists
u ∈ [0,∞) such that
rmax sup
v>u
ρ−1
E
(0)
v
< 1.
Remark 3.2. We specified edges to have conductance 1 or v; the constant 1 here is
arbitrary, due to the positive homogeneity of Λ. Other examples can be found in [12].
In addition to the above assumption, we need another technical assumption on the
structure of F , in particular its diameter in the resistance metric. For v > 0 let Rv be the
resistance metric on F 0 associated with E(0)v . Let diam(F 0, Rv) be the diameter of F 0
with respect to Rv. We require that F
0 does not “shrink to zero” in Rv as v →∞. This
can be verified geometrically. Note that in the following result we interpret (F 0, E(0)v )
as a graph with vertex set F 0 and edge set containing (x, y), x 6= y if and only if the
E(0)v -conductance between x and y is strictly positive.
Lemma 3.3. Suppose D = (E(0)v )v>0 is an asymptotically regular one-parameter invari-
ant family with respect to Λ. The following are equivalent:
(1) infv>0 diam(F
0, Rv) > 0.
(2) The subgraph of (F 0, E(0)v ) generated by removing all of the edges of conductance 1
is disconnected.
Proof. Suppose (2) holds. Evidently (F 0, E(0)v ) must have at least one edge of conduc-
tance 1. On the generated subgraph there exists by assumption x, y ∈ F 0 in distinct
connected components. Consider a function f that takes the value 1 on the connected
component containing x and takes the value 0 elsewhere. Then for every v > 0,
Rv(x, y) ≥ (f(x)− f(y))
2
E(0)v (f, f)
≥ rmin
#edges of conductance 1 in (F 0, E(0)v )
which does not depend on v and is positive. So infv>0 diam(F
0, Rv) > 0.
Now suppose (2) does not hold. Then for any x, y ∈ F 0 there is a path between x
and y in F consisting only of edges of conductance v. Thus
Rv(x, y) ≤ v−1rmax ·#edges of conductance v in (F 0, E(0)v ),
which only depends on v through the term v−1, as before. Thus Rv(x, y)→ 0 as v →∞.
There are only a finite number of pairs x, y ∈ F 0, so diam(F 0, Rv) → 0 as v → ∞ and
so infv>0 diam(F,Rv) = 0.
The first property in the above lemma is the important one; the second is just a
simple geometric way of verifying it.
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Definition 3.4. We will say that a one-parameter invariant family D with the first
property in the above lemma is non-vanishing.
Definition 3.5. Define functions ρ : (0,∞)→ (0,∞) and α : (0,∞)→ (0,∞) such that
Λ(E(0)v ) = ρ(v)−1E(0)α(v)
for any v > 0.
The functions ρ and α can be computed by the standard method of taking traces of
conductance matrices, see [1, Chapter 4]. It follows that ρ and α are rational functions of
finite-degree polynomials. The non-vanishing property allows us to get some additional
control on these functions.
Proposition 3.6. Suppose D = (E(0)v )v>0 is an asymptotically regular non-vanishing
one-parameter invariant family with respect to Λ. Then there exists a finite positive
limit
ρG := lim
v→∞
ρ(v)
such that ρG > rmax.
Proof. ρ is a positive rational function so as v → ∞ we have ρ(v) → ρG for some
ρG ∈ [0,∞]. Recall the replication and trace maps from Definition 2.13. Consider
ρ(v)R(E(0)v ) ∈ D1. By definition, the trace of this form on F 0 is E(0)α(v) ∈ D0. If ρ(v)→∞
as v → ∞, then the diameter of F 1 with respect to the resistance metric induced by
ρ(v)R(E(0)v ) must tend to 0 as v →∞. Then we would have diam(F 0, Rα(v))→ 0 which
contradicts the non-vanishing property. Finally ρG > rmax by the asymptotic regularity
property in Assumption 3.1.
Proposition 3.7. Suppose D = (E(0)v )v>0 is an asymptotically regular non-vanishing
one-parameter invariant family with respect to Λ. The following are equivalent:
(1) limv→∞ α(v) =∞.
(2) For all x, y ∈ F 0, there exists a path in (F 0, E(0)v ) from x to y consisting only of
edges of conductance v if and only if there is a path in (F 1, R(E(0)v )) from x to y
consisting only of edges of conductance of the form r−1i v.
(3) There exist x, y ∈ F 0 such that the E(0)v -conductance between x and y is v and
there is a path in (F 1, R(E(0)v )) from x to y consisting only of edges of conductance
of the form r−1i v.
Moreover, if the above statements hold then there exists β > 0 such that
lim
v→∞
α(v)
v
=
1
β
.
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Proof. Obviously (2) implies (3) under Assumption 3.1.
Suppose (3) holds. Consider ρ(v)R(E(0)v ) ∈ D1. By definition, the trace of this form
on F 0 is E(0)α(v) ∈ D0. Since there is a path in (F 1, ρ(v)R(E
(0)
v )) from x to y consisting
only of edges of conductance of the form r−1i vρ(v), and limv→∞ vρ(v) = ∞ by the
previous proposition, it follows that Rα(v)(x, y) → 0 as v → ∞. Hence we must have
limv→∞ α(v) =∞ and so (1) holds.
Now suppose (1) holds. Let x, y ∈ F 0 such that there exists a path in (F 0, E(0)v ) from
x to y consisting only of edges of conductance v. By the assumption of (1) this implies
that
lim
v→∞
Rα(v)(x, y) = lim
v→∞
Rv(x, y) = 0.
Considering ρ(v)R(E(0)v ) ∈ D1 again, we see that this Dirichlet form only has edges of
conductance r−1i ρ(v) or r
−1
i vρ(v), for 1 ≤ i ≤ N . We know from the previous proposition
that as v → ∞, ρ(v) → ρG and so vρ(v) → ∞. Then Rα(v)(x, y) → 0 as v → ∞
implies that there is a path in (F 1, ρ(v)R(E(0)v )) from x to y consisting only of edges of
conductance of the form r−1i vρ(v). Both of these implications are in fact equivalences,
and hence (2) is proven.
Finally, suppose (1), (2), (3) above hold. For v > 0 consider the Dirichlet form
v−1ρ(v)R(E(0)v ) ∈ D1, which only has edges of conductance r−1i v−1ρ(v) or r−1i ρ(v), for
1 ≤ i ≤ N . Its trace on F 0 is v−1E(0)α(v) ∈ D0, which only has edges of conductance v−1 or
v−1α(v). Take x, y ∈ F 0 from (3). We will consider the distance dv between x and y in
the resistance metrics associated with these two Dirichlet forms, which are equal since
the trace operator preserves the resistance metric. First we consider dv with respect to
v−1ρ(v)R(E(0)v ) ∈ D1. We know that ρ(v)→ ρG as v →∞, so v−1ρ(v)→ 0. By (3) there
is a path in (F 1, v−1ρ(v)R(E(0)v )) from x to y consisting only of edges of conductance of
the form r−1i ρ(v), so
dv = O(ρ(v)
−1) = O(ρ−1G ) = O(1) as v →∞.
Now we consider dv with respect to v
−1E(0)α(v) ∈ D0. Obviously v−1 → 0 as v → ∞, and
by our choice of x, y ∈ F 0 the v−1E(0)α(v)-conductance between x and y is v−1α(v). So
similarly we see that
dv = O((v
−1α(v))−1) = O(vα(v)−1) as v →∞.
Combining these it follows that
α(v)
v
= O(1) as v →∞,
and so since α is a positive rational function, it must be that
α(v) =
p(v)
βq(v)
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where p and q are monic polynomials with deg p = deg q + 1, and β > 0. So
lim
v→∞
α(v)
v
=
1
β
.
Assumption 3.8. The statements of Proposition 3.7 hold with β > 1.
An asymptotically regular non-vanishing one-parameter invariant family satisfying
this assumption will be known as a one-parameter iterable family.
For such a family, it follows from Assumptions 3.1 and 3.8 that if we define
vmin = max
({
v :
dα
dv
(v) = 0
}
∪ {v : α(v) = v} ∪ {v : ρ(v) = rmax} ∪ {0}
)
,
then vmin ∈ [0,∞) and α is strictly increasing on (vmin,∞). The inverse α−1 of α can
then be uniquely defined on (vmin,∞). It is continuous, strictly increasing, satisfies
α−1(v) > v for all v ∈ (vmin,∞), and
lim
v→∞
α−1(v)
v
= β > 1.
The Assumption 3.8 ensures that all the iterates α−n := α−1 ◦ α−(n−1) can be defined
inductively on the same domain, that is, α−n : (vmin,∞) → (vmin,∞) for all n ∈ N.
Hence the family is “iterable”.
Remark 3.9. In many cases vmin is the largest (finite) fixed point of α and so E(0)vmin is
a non-degenerate fixed point of Λ. For example, in Figure 2 we may take vmin = 1.
Henceforth we will be operating under the assumption of iterability of the one-
parameter family D, as only under this assumption do the definitions of vmin and α
−n
make sense.
Definition 3.10. For n ≥ 0, define ρn : (vmin,∞)→ (vmin,∞) by
ρn(v) =
n∏
i=1
ρ(α−i(v)).
Now for each n ≥ 1 define
E(n)v = ρn(v)Rn(E(0)α−n(v)). (3.1)
It is simple to show, as in the previous section, that (E(n)v )n is a nested sequence of
Dirichlet forms on each of the Fn respectively. As before, we define:
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Definition 3.11. Let
Dv =
{
f ∈ C(F ) : sup
n
E(n)v (f, f) <∞
}
,
Ev(f, f) = sup
n
E(n)v (f, f), f ∈ D.
Theorem 3.12. For v ∈ (vmin,∞), the pair (Ev,Dv) is a regular local irreducible Dirich-
let form on L2(F, µ). It has an associated resistance metric that is equivalent to the
existing topology on F .
Proof. Again the resistance metric result comes directly from [20, Theorem 3.3.4]. By
[19, Theorem 4.1] (Ev,Dv) is a Dirichlet form on L2(F, µ). For regularity and locality
we can follow the respective arguments in [20, Theorem 3.4.6]. Finally, the proof that
(Ev,Dv) is irreducible and densely defined is identical to the respective proofs in Theorem
2.17.
Thus we have constructed a one-parameter family of diffusions on F which are not
necessarily associated with a fixed point of the renormalization map, as [8, Theorem
7.2.1] gives us
Corollary 3.13. For each v ∈ (vmin,∞) there exists a µ-symmetric diffusion Xv =
(Xvt )t≥0 on F with Dirichlet form (Ev,Dv) on L2(F, µ).
Now we fix a v ∈ (vmin,∞). For each n ≥ 0, let Xv,n = (Xv,nt )t≥0 be the continuous
time random walk associated with E(n)v on L2(Fn, µn).
Theorem 3.14. Xv,n → Xv weakly in DF [0,∞). Precisely, if (xn)n is a sequence in F
such that xn ∈ Fn for each n and xn → x ∈ F , then
(Xv,n,Pxn)→ (Xv ,Px)
weakly in DF [0,∞).
Proof. This follows by an identical argument to Theorem 2.18.
Although using a diffferent parameterization, this diffusion corresponds to that con-
structed in [15], [12] for the examples considered in those papers.
4 Construction of a limiting self-similar set
We continue with the set-up of Section 3. We have S = (F, (ψi)1≤i≤N ) a connected
generalized p.c.f.s.s. set with a one-parameter iterable family D (Assumption 3.1, As-
sumption 3.8). We aim to investigate the limit as v →∞ of our family D. For v > vmin
and n ≥ 0, let Gv,n = (Fn, E(n)v ) and Gv = (F, Ev). Let Av,n = (av,nxy )x,y∈Fn be the
conductance matrix associated with Gv,n.
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Let dGH be the Gromov-Hausdorff distance on the space of metric spaces, as defined
in [4, Definition 7.3.10]. This is in fact a metric on the space of isometry classes of non-
empty compact metric spaces ([4, Theorem 7.3.30]). When working with the Gromov-
Hausdorff distance on non-empty compact metric spaces, we will always identify a space
with its isometry class. We would like to find conditions under which, taking v →
∞, the space Gv converges in the Gromov-Hausdorff topology to a (possibly different)
generalized p.c.f.s.s. set. This will allow us to understand the limiting behaviour of Xv.
In this section we will prove the following:
(1) For each n ≥ 0, Gv,n (equipped with its resistance metric) has a limit Hn in the
Gromov-Hausdorff topology as v →∞ (Corollary 4.13). The metric on Hn is the
resistance metric of some conductance matrix.
(2) Given a geometric assumption on F and D (Assumption 4.14), there exists a gen-
eralized p.c.f.s.s. set S∗ = (F∗, (φi)1≤i≤N ) such that its sequence of approximating
networks (as in (2.1)) is (Hn)n≥0 (Theorem 4.28).
(3) The Dirichlet form associated with H0 is a fixed point of the renormalization map
of S∗. We can then define a limiting Dirichlet form and a diffusion on F∗ (Theorem
4.29).
In fact it will eventually be proven that if F∗ is equipped with the resistance metric
associated with its Dirichlet form, then this metric space is the Gromov-Hausdorff limit
as v →∞ of Gv .
4.1 Preliminary results
We first need some more precise uniform estimates on the maps α(v) and ρ(v) as well
as control on the structure of Gv.
Lemma 4.1. Fix a v0 > vmin. Then there exist positive constants kα,Kα dependent
only on v0 such that for all m, i ≥ 0 and all v ≥ v0,
kα ≤ α
−m−i(v)
α−m(v)βi
≤ Kα,
Proof. We will first prove that, given v ≥ v0, there exist k′α(v),K ′α(v) > 0 such that
k′α(v) ≤
α−m(v)
vβm
≤ K ′α(v)
for all m ≥ 0. Recall that by Assumption 3.8 we have that
lim
v→∞
α(v)
v
=
1
β
< 1.
Along with the fact that α is a positive rational function of finite-degree polynomials,
this implies that there exist l1, l2 > 0 such that
1− l1
v
≤ α(v)β
v
≤ 1 + l2
v
(4.1)
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for all v > vmin. Since the above lower bound may be negative, we note that we also
have constant bounds
0 < l3 ≤ α(v)β
v
≤ l4
for all v > vmin and note that l3 < 1. By the fact that α
−1 is continuous, α−1(v) > v
for all v ∈ [v0,∞) and α
−1(v)
v → β > 1 as v →∞, there exists l5 such that
1 < l5 <
α−1(v)
v
for all v ∈ [v0,∞). Now write
α−m(v)
vβm
=
m∏
j=1
(
α−j(v)
α−(j−1)(v)β
)
=
m∏
j=1
(
α(α−j(v))β
α−j(v)
)−1
.
We start with the upper bound K ′α(v). We see that(
α−m(v)
vβm
)−1
≥
m∏
j=1
max
{
1− l1
α−j(v)
, l3
}
≥
m∏
j=1
max
{
1− l1
vlj5
, l3
}
≥
m∏
j=1
max
{
1− l1
vminl
j
5
, l3
}
for v ∈ [v0,∞). It suffices to prove that the right-hand side has a strictly positive lower
bound over m ≥ 0. Since for large j we will have 1 − l1
vminl
j
5
> l3, it suffices to consider
the asymptotics of
m∏
j=k
(
1− l1
vminl
j
5
)
,
where k is high enough such that l1
vminl
k
5
< 12 , say. Note that this expression is decreasing
in m. Taking logarithms and noting that log(1 + x) ∼ x for small x, there is a constant
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l6 > 0 such that
log
m∏
j=k
(
1− l1
vminl
j
5
)
=
m∑
j=k
log
(
1− l1
vminl
j
5
)
≥ −l6
m∑
j=k
l1
vminl
j
5
≥ − l1l5l6
vmin(l5 − 1)
> −∞.
It follows that
(
α−m(v)
vβm
)−1
is bounded away from zero uniformly over all m and so there
exists some K ′α(v) bounding
α−m(v)
vβm from above for all m. For the lower bound, we have
that (
α−m(v)
vβm
)−1
≤
m∏
j=1
(
1 +
l2
α−j(v)
)
≤
m∏
j=1
exp
(
l2
α−j(v)
)
≤
m∏
j=1
exp
(
l2
vlj5
)
≤ exp
(
l2l5
v(l5 − 1)
)
,
and so set
k′α(v) = exp
( −l2l5
v(l5 − 1)
)
.
Now we can prove the result. Let us prove kα ≤ α
−m−i(v)
α−m(v)βi
first. Setting
k′′α(v) =
k′α(v)
K ′α(v)
,
K ′′α(v) =
K ′α(v)
k′α(v)
,
it is clear that
k′′α(v) ≤
α−m−i(v)
α−m(v)βi
≤ K ′′α(v)
for all v ≥ v0 and m, i ≥ 0. For the lower bound, our job is to minimize α
−m−i(v)
α−m(v)βi
over [v0,∞). Observe that it is enough to minimize it over the much more manageable
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interval [v0, α
−1(v0)] since any higher values of v can then be covered by increasing the
value of m. Thus for all v ∈ [v0, α−1(v0)], since α−1(v) is increasing in v,
α−m−i(v)
α−m(v)βi
≥ α
−m−i(v0)
α−m(α−1(v0))βi
=
α−m−i(v0)
α−m−1(v0)βi
≥ k
′′
α(v0)
β
=: kα
and the proof is complete. The derivation of Kα is essentially the same.
Lemma 4.2. Fix a v0 > vmin. There exist positive constants kρ,Kρ dependent only on
v0 such that for all m, i ≥ 0 and all v ≥ v0,
kρ ≤ ρm+i(v)
ρm(v)ρiG
≤ Kρ.
Proof. The proof will proceed in much the same way as in the previous lemma. We first
prove that there exist k′ρ(v),K
′
ρ(v) > 0 such that
k′ρ(v) ≤
ρm(v)
ρmG
≤ K ′ρ(v)
for all v ≥ v0 and m ≥ 0. We use the same constants as in the proof of Lemma 4.1, and
introduce l7, l8 > 0 satisfying
1− l7
v
≤ ρ(v)
ρG
≤ 1 + l8
v
for all v > vmin, which is possible since ρ(v) is a positive rational function converging to
ρG as v →∞. Also as before there exist l9, l10 > 0 such that
l9 ≤ ρ(v)
ρG
≤ l10
for all v > vmin, where l9 < 1. Writing
ρm(v)
ρmG
=
m∏
j=1
ρ(α−j(v))
ρG
,
for the lower bound we see that
ρm(v)
ρmG
≥
m∏
j=1
max
{
1− l7
α−j(v)
, l9
}
.
We bound the right-hand side away from zero by taking logarithms in exactly the same
way as in the proof of Lemma 4.1. For the upper bound,
ρm(v)
ρmG
≤
m∏
j=1
(
1 +
l8
α−j(v)
)
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which we bound by an exponential just as in the proof of Lemma 4.1. So we have shown
the existence of k′ρ(v),K
′
ρ(v).
As before we now set
k′′ρ(v) =
k′ρ(v)
K ′ρ(v)
,
K ′′ρ (v) =
K ′ρ(v)
k′ρ(v)
,
so that
k′′ρ(v) ≤
ρm+i(v)
ρm(v)ρiG
≤ K ′′ρ (v)
for all v ≥ v0 and m, i ≥ 0. From the definition we know that
ρm+i(v)
ρm(v)
=
i∏
j=1
ρ(α−(m+j)(v)).
To do something similar to the above we need to prove some kind of monotonicity
property. We will prove that the function v 7→ α−m(v)ρm(v) is non-decreasing for any
m. Indeed, consider the conductance network (Fm, E(m)v ), where all edges have had
their conductance multiplied by a factor of (α−m(v)ρm(v))
−1. That is, this conductance
network has conductances of the form r−1w or r
−1
w α
−m(v)−1 for w ∈Wn. Taking the trace
onto F 0, we see that the corresponding conductance network on F 0 has conductances
of either (α−m(v)ρm(v))
−1 or v(α−m(v)ρm(v))
−1. Consider the monotonicity law of
conductance networks: decreasing some of the edge conductances of the network cannot
increase any of its effective conductances. On the other hand, if we were to strictly
increase all of the edge conductances of a network, all of its effective conductances
would necessarily strictly increase. It follows that, since α−m(v)−1 is decreasing in v,
(α−m(v)ρm(v))
−1 cannot be increasing in v. So α−m(v)ρm(v) is non-decreasing in v.
Now as in Lemma 4.1, we can similarly minimize only over [v0, α
−1(v0)]. Using
Lemma 4.1,
ρm+i(v)
ρm(v)ρ
i
G
=
α−m(v)
α−m−i(v)
α−m−i(v)ρm+i(v)
α−m(v)ρm(v)ρ
i
G
≥ α
−m(v0)
α−m−i(α−1(v0))
α−m−i(v0)ρm+i(v0)
α−m(α−1(v0))ρm(α−1(v0))ρiG
≥ kαβ
i−1
Kαβi+1
ρm+i(v0)ρ(α
−1(v0))
ρm+1(v0)ρiG
≥ kαρ(α
−1(v0))k
′′
ρ(v0)
Kαβ2ρG
and we define the right-hand side to be kρ. The derivation of Kρ is similar.
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Corollary 4.3. For any v ≥ v0 > vmin,
lim
m→∞
α−m(v)
vβm
∈ [kα,Kα] ⊂ (0,∞),
lim
m→∞
ρm(v)
ρmG
∈ [kρ,Kρ] ⊂ (0,∞). (4.2)
Proof. vα(v) is a positive rational function so is monotone in v for sufficiently large v.
Therefore α
−1(v)
v is monotone for sufficiently large v. Since
α−1(v)
vβ → 1 as v → ∞, this
implies that α
−m(v)
vβm is a monotone sequence in m for sufficiently large m. By Lemma 4.1
this sequence is bounded in [kα,Kα] so it must converge in this interval. Similarly for
the second statement, using Lemma 4.2.
Lemma 4.4. For any v0 > vmin,
sup
v≥v0
diamGv <∞.
Proof. An adaptation of [1, Proposition 7.10] will suffice. First of all, observe that
c := sup
v>vmin
diamGv,1 <∞.
Fix v ≥ v0. Let x ∈ Gv,n for some n ≥ 0. Then there exists w ∈Wn−1 and x1 ∈ Gv,n−1
such that x, x1 ∈ Fw. Thus
Rv(x, x1) ≤ crwρn−1(v)−1.
Iterating this process, we find y ∈ Gv,0 such that
Rv(x, y) ≤ c
n−1∑
i=0
rimaxρi(v)
−1 ≤ cρG
kρ(ρG − rmax)
where we have used Lemma 4.2. Thus for any x, y ∈ ⋃n≥0 Fn,
Rv(x, y) ≤ 2cρG
kρ(ρG − rmax) + c.
Then F is the closure of
⋃
n≥0 F
n so we are done.
4.2 Finite approximations
Definition 4.5. Fix n ≥ 0. For x, y ∈ Fn, if x = y or if there exists a path between
x and y in Gv,n consisting only of edges with conductance of the form r−1w ρn(v)α
−n(v),
then we say that x ∼ y. By Assumption 3.8, ∼ is independent of n. Thus ∼ is an
equivalence relation on
⋃
n≥0 F
n.
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As v → ∞, the resistance between certain pairs x, y of points in Gv tends to zero.
This suggests that if any Gromov-Hausdorff limit of the spaces Gv were to exist as
v →∞, then these pairs of points would have to be regarded as the same in that space.
The limit space is thus unlikely to have the same underlying set F .
We start by identifying points of our original fractal for which the effective resistance
decreases to zero as v → ∞. For each n ≥ 0 define the conductance network (Fn∗ , An)
as follows: Fn∗ is the result of taking F
n and identifying all pairs of points x, y ∈ Fn
for which the effective resistance between x and y in Gv,n tends to zero as v → ∞.
Equivalently, Fn∗ is the set of equivalence classes of F
n under ∼. The An-conductance
between two distinct y1, y2 ∈ Fn∗ is defined to be
any1y2 =
∑
x∈y1
z∈y2
lim
v→∞
av,nxz .
It is thus always an integer multiple of ρnG. The natural measure to use on F
n
∗ is νn,
where for y ∈ Fn∗ ,
νn({y}) = µn(y) =
∑
x∈y
µn({x}).
That is, each class is given a mass equal to the sum of the original masses of its con-
stituent elements. Let E(n)∗ be the Dirichlet form associated with (Fn∗ , An) and let
Hn = (Fn∗ , E(n)∗ ). Each E(n)∗ is clearly irreducible.
4.3 The projection map
The identification of points through ∼ induces a surjective projection map p : Fn → Fn∗
for each n ≥ 0 which takes each point of Fn to the class in Fn∗ that contains it. Recall
that the equivalence relation ∼ is independent of n. This means that if n > m then Fm∗
can naturally be thought of as a subset of Fn∗ , analogously to how F
m is a subset of Fn.
Each element of Fm∗ is identified with the element of F
n
∗ of which it is a subset. Nesting
the Fn∗ in this way hence preserves the definition of the projection map p, so that p is
independent of n. Thus we can extend p to a surjective function
p :
⋃
n≥0
Fn →
⋃
n≥0
Fn∗ (4.3)
which agrees with its previous definition when restricted to Fn for any n ≥ 0.
Remark 4.6. Each measure νn on F
n
∗ is the pushforward through p of the respective
measure µn on F
n.
We now prove a useful topological result, which is similar to results in [27]:
Lemma 4.7. Let E1, E2 be topological spaces, and f : E1×E2 → (−∞,∞] a continuous
function (where (−∞,∞] is the space R compactified on the right). Suppose E2 is com-
pact. Let g : E1 → (−∞,∞] be given by g(x) = infy∈E2 f(x, y). Then g is a well-defined
continuous function.
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Proof. Since E2 is compact, the infimum is well-defined and moreover for each x ∈ E1
the infimum is attained by some y ∈ E2. A sub-basis of the topology on (−∞,∞] is
{(−∞, a) : a ∈ (−∞,∞]} ∪ {(a,∞] : a ∈ (−∞,∞)} .
It is enough to show that g−1(S) is open for each set S in the above sub-basis.
If S = (−∞, a), then
g−1(S) = {x ∈ E1 : ∃y ∈ E2 : f(x, y) < a}
= pi1(f
−1(S))
where pi1 is the projection map E1 × E2 → E1, which is an open map. f−1(S) is open,
thus g−1(S) is open.
If S = (a,∞], then since the infimum is always attained,
g−1(S) = {x ∈ E1 : ∀y ∈ E2, f(x, y) > a} .
If g−1(S) is empty then the proof is done, so we assume that g−1(S) is non-empty.
Again we consider f−1(S). Since this is open, then by the definition of the product
topology there exist for each (x, y) ∈ f−1(S) open sets Uxy ∈ E1 and Vxy ∈ E2 such that
(x, y) ∈ Uxy×Vxy ⊆ f−1(S). Now we fix x0 ∈ g−1(S). This means that (x0, y) ∈ f−1(S)
for all y ∈ E2, so the open sets {Vx0y : (x0, y) ∈ f−1(S)} cover E2. E2 is compact so
there is a finite subcover {Vx0yi}i. Now let
Ux0 =
⋂
i
Ux0yi ,
which is a finite intersection, thus open in E1. Moreover, Ux0 ×Vx0yi ⊆ f−1(S) for every
i, so
Ux0 × E2 = Ux0 ×
⋃
i
Vx0yi ⊆ f−1(S).
This implies that Ux0 ⊆ g−1(S). The set Ux0 is open and x0 ∈ Ux0 . The point x0 was
arbitrary, so g−1(S) is open.
Our analysis of the limit space will be clearer if we define the preimages of the
Dirichlet forms E(n)∗ on Fn. Let C(Fn) be the space of (continuous) real-valued functions
on Fn. For each n, we define a form E(n)∞ on the domain
C∗(F
n) := {f ∈ C(Fn) : x ∼ y ⇒ f(x) = f(y)}
such that
E(n)∞ (f, f) = E(n)∗ (f ◦ p−1, f ◦ p−1).
Remark 4.8. Note that C∗(F
n) is closed in C(Fn), and that f ◦ p−1 makes sense here
because of the definition of C∗(F
n).
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Defining E(n)∞ (f, f) = ∞ for all f ∈ C(Fn) \ C∗(Fn), we importantly have that for
all f ∈ C(Fn),
E(n)∞ (f, f) = limv→∞ E
(n)
v (f, f).
With this set-up, the pairs G∞,n := (Fn, E(n)∞ ) and Hn = (Fn∗ , E(n)∗ ) define essentially the
same structure, and so this provides an analytical link between the networks (Gv,n)v>vmin
and Hn. This allows us, for example, to prove the following key result:
Proposition 4.9. Let m < n. Then the trace of Hn on Fm∗ is H
m.
Proof. Let f ∈ C(Fm∗ ). We need to prove that
E(m)∗ (f, f) = inf{E(n)∗ (g, g) : g ∈ C(Fn∗ ), g|Fm∗ = f}.
Since E(n)∞ (g, g) =∞ for all g ∈ C(Fn) \ C∗(Fn),
inf{E(n)∗ (g, g) : g ∈ C(Fn∗ ), g|Fm∗ = f}
= inf{E(n)∞ (g, g) : g ∈ C(Fn), g|Fm = f ◦ p}
= inf{E(n)∞ (g, g) : g ∈ C∗(Fn), g|Fm = f ◦ p}.
Observe that we can restrict the function g to only taking values between maxx f(x) and
minx f(x) inclusive, since if we let g
′ = (g ∨minx f(x)) ∧maxx f(x) then E(n)∞ (g′, g′) ≤
E(n)∞ (g, g). This makes the set over which we are taking the infimum compact. We can
thus use Lemma 4.7 and the fact that E(n)v (g, g) is continuous in v:
inf{E(n)∞ (g, g) : g ∈ C∗(Fn), g|Fm = f ◦ p}
= inf{ lim
v→∞
E(n)v (g, g) : g ∈ C∗(Fn), g|Fm = f ◦ p}
= lim
v→∞
inf{E(n)v (g, g) : g ∈ C∗(Fn), g|Fm = f ◦ p}
= lim
v→∞
E(m)v (f ◦ p, f ◦ p)
= E(m)∞ (f ◦ p, f ◦ p)
= E(m)∗ (f, f).
where between lines three and four we have used the compatibility of the sequence of
Dirichlet forms (E(n)v )n.
The above proposition immediately implies that (E(n)∗ )n≥0 can be taken to be a nested
sequence of Dirichlet forms on
⋃
n≥0 F
n
∗ (by identifying a function with its restriction to
Fn∗ ). It therefore induces a well-defined resistance metric d on
⋃
n≥0 F
n
∗ . Recall that Rv
is the resistance metric on Gv. We thus have the following result:
Proposition 4.10. Let n ≥ 0 and x, y ∈ Fn. Then
lim
v→∞
Rv(x, y) = d(p(x), p(y)).
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Proof. If x ∼ y, then Rv(x, y)→ 0 = d(p(x), p(y)) as v →∞. So assume that we do not
have x ∼ y. By Lemma 4.7 and the fact that we can take the infimum over a compact
set (as in the proof of Proposition 4.9),
lim
v→∞
Rv(x, y)
−1 = lim
v→∞
inf{E(n)v (f, f) : f ∈ C(Fn), f(x) = 1, f(y) = 0}
= inf{ lim
v→∞
E(n)v (f, f) : f ∈ C(Fn), f(x) = 1, f(y) = 0}
= inf{E(n)∞ (f, f) : f ∈ C∗(Fn), f(x) = 1, f(y) = 0}
= inf{E(n)∗ f, f) : f ∈ C(Fn∗ ), f(p(x)) = 1, f(p(y)) = 0}
= d(p(x), p(y))−1.
Here again we have used the fact that E(n)∞ (g, g) =∞ for all g ∈ C(Fn) \ C∗(Fn).
We conclude this section with a small convergence result, showing the link between
the resistance metrics of the spaces Gv,n and Hn.
Definition 4.11 ([4]). Let (M1, d1), (M2, d2) be metric spaces. Let f : M1 → M2 be a
surjective function. The distortion of f is
dis f := sup
x1,x2∈M1
{|d1(x1, x2)− d2(f(x1), f(x2))|}.
Lemma 4.12. Let (M1, d1), (M2, d2) be compact metric spaces and let f :M1 →M2 be
a surjective function. Then
dGH(M1,M2) ≤ 1
2
dis f.
Proof. Direct corollary of [4, Theorem 7.3.25].
Corollary 4.13. For each n ≥ 0, Gv,n → Hn as v → ∞ in the Gromov-Hausdorff
metric.
Proof. All of these metric spaces have a finite number of elements, so are compact. Fix
n ≥ 0. The map p is surjective, and by Proposition 4.10 its distortion from Gv,n to Hn
tends to 0 as v →∞ (as the distortion takes a supremum over a finite number of pairs
of elements). The result follows by Lemma 4.12.
4.4 The limit set
The natural thing to do now would be to take the Fn∗ as an approximating sequence
to some generalized p.c.f.s.s. set. We require a further assumption about our set-up, in
order to avoid a number of pathological examples:
Assumption 4.14. For all n ≥ 0, x, y ∈ Gv,n and 1 ≤ i ≤ N , x ∼ y if and only if
ψi(x) ∼ ψi(y). This property will be known as D-injectivity of the functions ψi with
respect to the one-parameter family D.
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Remark 4.15. In fact to verify that Assumption 4.14 holds it is enough to verify it
in the case n = 0. Indeed, assume that D-injectivity does not hold. Then for some n
and i there exists x, y ∈ Gv,n with ψi(x) ∼ ψi(y) but not x ∼ y (since x ∼ y always
implies ψi(x) ∼ ψi(y)). By definition, there is a path between ψi(x) and ψi(y) consisting
only of edges with conductance of the form r−1w ρn(v)α
−n(v), but this path cannot be
contained in Fi (otherwise its preimage in ψi is a path that implies x ∼ y). Thus there
exist z1, z2 ∈ Gv,0 such that ψi(z1) and ψi(z2) lie on the path, and x ∼ z1 and y ∼ z2.
So ψi(z1) ∼ ψi(z2) but not z1 ∼ z2 and we are reduced to the case n = 0.
Henceforth we take Assumption 4.14 to be true. The resistance metric d on
⋃
n≥0 F
n
∗
is bounded by Lemma 4.4 and Proposition 4.10. Let F∗ be the completion of
⋃
n≥0 F
n
∗
with respect to d. Then (F∗, d) is a bounded complete metric space. To define con-
tractions φi, recall the original generalized p.c.f.s.s. structure (F, (ψi)1≤i≤N ). For x ∈⋃
n≥0 F
n
∗ and 1 ≤ i ≤ N , the natural definition of φi is
φi(x) = p ◦ ψi ◦ p−1(x).
This is well-defined and injective because if x, y ∈ ⋃n≥0 Fn then x ∼ y if and only if
ψi(x) ∼ ψi(y) by Assumption 4.14. It’s easy to check that
N⋃
i=1
φi (F
n
∗ ) = F
n+1
∗ (4.4)
for each n ≥ 0 and thus that
N⋃
i=1
φi

⋃
n≥0
Fn∗

 = ⋃
n≥0
Fn∗ .
Definition 4.16 (Harmonic extension). Let v > vmin and n ≥ 0. For a function
f : Fn → R, its harmonic extension to Gv is the unique continuous function g : F → R
for which
Ev(g, g) = E(n)v (f, f).
This can be shown to exist by the following argument: by the same reasoning as [20,
Lemma 2.2.2], f can be extended uniquely to a function f1 :
⋃
n≥0 F
n → R for which
E(m)v (f1, f1) = E(n)v (f, f)
for all m ≥ n. Then for all x, y ∈ ⋃n≥0 Fn we have that
|f1(x)− f1(y)|2 ≤ Rv(x, y)E(n)v (f, f),
so there is a unique continuous extension g of f1 to F .
Our definition of harmonic extension given above coincides with that given in [20,
Section 3.2]. We notice by construction that if the function f is constant on ψw(F
0)
for some w ∈ Wn, then its harmonic extension to Gv must be constant on Fw for any
v > vmin.
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Proposition 4.17. For each 1 ≤ i ≤ N , φi can be extended uniquely to an injective
contraction from F∗ to itself with Lipschitz constant at most rmaxρ
−1
G , and (F∗, (φi)1≤i≤N )
is a self-similar structure.
Proof. Notice (by using (3.1) for example) that if f ∈ C(Fn) for n ≥ 1 then
E(n)v (f, f) = ρ(α−n(v))R(E(n−1)α−1(v))(f, f)
= ρ(α−n(v))
N∑
i=1
r−1i E(n−1)α−1(v)(f ◦ ψi, f ◦ ψi).
(4.5)
for v > vmin. It follows that if x, y ∈
⋃
n≥0 F
n
∗ , then there exists n ≥ 1 such that
x, y ∈ Fn−1∗ and so φi(x), φi(y) ∈ Fn∗ . Therefore, similarly to the proof of Proposition
4.9,
d(φi(x), φi(y))
−1 = inf
{
E(n)∗ (f, f) : f ∈ C(Fn∗ ), f(φi(x)) = 0, f(φi(y)) = 1
}
= inf
{
lim
v→∞
E(n)v (f, f) : f ∈ C∗(Fn), f |p−1(φi(x)) = 0, f |p−1(φi(y)) = 1
}
= inf
{
lim
v→∞
E(n)v (f, f) : f ∈ C∗(Fn), f |ψi(p−1(x)) = 0, f |ψi(p−1(y)) = 1
}
≥ ρGr−1i inf
{
lim
v→∞
E(n−1)
α−1(v)
(f, f) : f ∈ C∗(Fn−1), f |p−1(x) = 0, f |p−1(y) = 1
}
= ρGr
−1
i inf
{
E(n−1)∗ (f, f) : f ∈ C(Fn−1∗ ), f(x) = 0, f(y) = 1
}
= ρGr
−1
i d(x, y)
−1
Thus d(φi(x), φi(y)) ≤ rmaxρ−1G d(x, y), and rmaxρ−1G < 1 by Proposition 3.6. So the φi
are all contractions, and so there exists a unique continuous extension of each φi to the
whole of F∗, which is a contraction with the same constant. By [20, Theorem 1.1.4],
there exists a unique non-empty compact subset K of F∗ satisfying
K =
N⋃
i=1
φi(K).
Take x ∈ K. If y ∈ ⋃n≥0 Fn∗ then for each n ≥ 0 there exists w ∈ Wn such that
y ∈ φw(F∗). Thus d(y, φw(x)) < (rmaxρ−1G )n diam(F∗) and of course φw(x) ∈ K, so y is
a limit point of K, so y ∈ K. So ⋃n≥0 Fn∗ ⊆ K, so by denseness we must have K = F∗.
Hence F∗ is compact and
F∗ =
N⋃
i=1
φi(F∗).
A consequence of compactness is that for any n ≥ 0, w ∈W, we have
φw

⋃
n≥0
Fn∗

 = φw(F∗).
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We now prove that each φi is injective on F∗. Suppose n ≥ 0 and w, u ∈ Wn such
that φw(F∗) and φu(F∗) are disjoint. Thus Fw and Fu are disjoint and in G
v,n the two
subsets ψw(F
0) (which is equal to Fn ∩Fw) and ψu(F 0) are not connected by any path
whose resistance tends to zero as v →∞. Using Assumption 4.14 we can say the same
thing about ψiw(F
0) and ψiu(F
0) in Gv,n+1. For each v > vmin, take a function f on
Fn+1 that is bounded in [0, 1], takes the value 1 on ψiw(F
0) and the value 0 on ψiu(F
0)
and f(x) = f(y) if x ∼ y. Then consider its harmonic extension to Gv, also called f .
Now f is bounded in [0, 1], takes the value 1 on Fiw and the value 0 on Fiu, so for any
x1 ∈ Fiw and x2 ∈ Fiu,
Rv(x1, x2) ≥ Ev(f, f)−1 = E(n+1)v (f, f)−1
≥ rn+1min

 ∑
z1,z2∈Fn+1:z1≁z2
ρn+1(v)(f(z1)− f(z2))2


−1
≥ K−1ρ (rminρ−1G )n+1#{z1, z2 ∈ Fn+1 : z1 ≁ z2}−1
=: cn+1 > 0
where we have fixed some v0 > vmin such that v ≥ v0 and used Lemma 4.2. Note that
this bound is independent of v, x1 and x2, and indeed also w, u and i. It follows that
for y1 ∈ φiw(
⋃
n≥0 F
n
∗ ) and y2 ∈ φiu(
⋃
n≥0 F
n
∗ ) there exist x1 ∈ Fiw ∩
⋃
n≥0 F
n and
x2 ∈ Fiu ∩
⋃
n≥0 F
n such that p(x1) = y1 and p(x2) = y2 and so, using Proposition 4.10,
d(y1, y2) = lim
v→∞
Rv(x1, x2) ≥ cn+1 > 0.
Taking closures the same estimate holds for y1 ∈ φiw(F∗) and y2 ∈ φiu(F∗). Thus
φiw(F∗) and φiu(F∗) are disjoint. Finally, if y1, y2 ∈ F∗ with y1 6= y2 then by the
contractive property there exists n ≥ 0 and w, u ∈ Wn such that y1 ∈ φw(F∗) and
y2 ∈ φu(F∗) and φw(F∗), φu(F∗) are disjoint. Then φiw(F∗), φiu(F∗) are disjoint and so
φi(y1) 6= φi(y2).
Definition 4.18. For n ≥ 0 and x ∈ F let
D0n(x) =
⋃
{Fw : w ∈Wn, Fw ∋ x},
D1n(x) :=
⋃
{Fw : w ∈Wn, Fw ∩D0n(x) 6= ∅}
be n-neighbourhoods of x. These are each a sequence of decreasing subsets of F (as n
increases). Let
∂D0n(x) = (D
0
n(x) ∩ Fn) \ {x},
which is the boundary of D0n(x) in the sense that any continuous path from an element
of D0n(x) to an element of F \D0n(x) must hit some element of ∂D0n(x).
Similarly for y ∈ F∗ let
D0n(y) =
⋃
{φw(F∗) : w ∈Wn, φw(F∗) ∋ y},
D1n(y) :=
⋃
{φw(F∗) : w ∈Wn, φw(F∗) ∩D0n(y) 6= ∅}.
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Proposition 4.19. The projection map p can be uniquely extended to a surjective func-
tion p : Gv → (F∗, d) (independently of v) which is continuous for all v > vmin.
Proof. Fix v > vmin. Let ε > 0. Then there exists n ≥ 0 such that
2(rmaxρ
−1
G )
n diam(F∗) < ε.
It follows that if y ∈ F∗ then D1n(y) ⊆ B(y, ε), the ε-ball about y. Using a method
identical to that used in the proof of the previous proposition, we find that there is a
constant cn > 0 such that if w, u ∈ Wn are such that Fw, Fu are disjoint, then for all
z1 ∈ Fw and z2 ∈ Fu, Rv(z1, z2) ≥ cn. It follows that if x ∈ F then
B(x, cn) ⊆ D1n(x).
Let x ∈ ⋃n≥0 Fn and y = p(x) ∈ ⋃n≥0 Fn∗ . We see that p(D1n(x)) ⊆ D1n(y), so we may
conclude that
p(B(x, cn)) ⊆ B(y, ε).
The choice of cn did not depend on x, so p is uniformly continuous on x ∈
⋃
n≥0 F
n. It
is a uniformly continuous function defined on a dense subset of a metric space F and
taking values in a complete space F∗, and so has a unique continuous extension to the
whole of F . Now let v1, v2 > vmin and let p1, p2 : F → F∗ be the functions generated by
the above method by using v = v1, v2 respectively. By Theorem 3.12 Gv1 and Gv2 have
the same topology and so p1 and p2 are continuous functions on Gv1 that agree on the
dense subset
⋃
n≥0 F
n, and so must agree on the whole of F . So p is independent of v.
It remains to prove the surjectivity of the extended p, so let y ∈ F∗. There exists a
decreasing sequence of non-empty sets (φwn(F∗))n such that wn ∈Wn and y ∈ φwn(F∗)
for all n. Each φwn(F∗) is compact, hence closed, and
diam(φwn(F∗))→ 0
by the contractivity of the φi. Thus it must be the case that
{y} =
∞⋂
n=0
φwn(F∗),
and so
p−1({y}) =
∞⋂
n=0
p−1(φwn(F∗))
where we note that the right-hand side is again a decreasing sequence of closed and
non-empty sets. So p−1({y}) must be non-empty.
Remark 4.20. We may now naturally extend the equivalence relation ∼ to be defined
on the whole of F . For x, y ∈ F , we define x ∼ y if and only if p(x) = p(y).
Corollary 4.21. For all 1 ≤ i ≤ N , φi ◦p = p◦ψi on F . In particular, for any w ∈Wn,
p(Fw) = φw(F∗).
Proof. The maps φi ◦ p and p ◦ ψi are continuous and agree on a dense subset of F .
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4.4.1 Structural regularity of the projection map
We seek to prove that S∗ = (F∗, (φi)1≤i≤N ) is a generalized p.c.f.s.s. set and that its
sequence of approximating networks (as in (2.1)) is (Fn∗ )n≥0. To do this we need a few
more regularity results.
Lemma 4.22. Let n ≥ 0 and w ∈ Wn. Let v0 > vmin. If v ≥ v0 then taking Fw as a
subset of Gv we have
diam(Fw, Rv) ≤ rnmaxρn(v)−1 sup
v′≥v0
diam Gv′ .
Proof. Recall from Lemma 4.4 that supv≥v0 diamGv < ∞. By the construction of the
Gv through the replication map, the function
ψw : Gα−n(v) → (Fw, Rv)
is a bijective contraction with Lipschitz constant at most rnmaxρn(v)
−1, which is strictly
less than 1 by Assumption 3.1. Thus
diam(Fw, Rv) ≤ rnmaxρn(v)−1 diamGα
−n(v) ≤ rnmaxρn(v)−1 sup
v′≥v0
diamGv′ .
Definition 4.23. For y ∈ F∗ define C(y) to be the closure of the set
z ∈
⋃
n≥0
Fn : p(z) = y

 .
Note that by Theorem 3.12 all of the resistance metrics Rv induce the same topology
on F , so there is no confusion when talking about closures of subsets of F . Clearly if
x ∈ C(y) then p(x) = y, by continuity of p. The purpose of the next result is to prove a
converse to this statement.
Proposition 4.24. Let y ∈ F∗. Suppose there exists z ∈
⋃
n≥0 F
n such that p(z) = y.
Then for all x ∈ F , if p(x) = y then x ∈ C(y).
Proof. Suppose x ∈ F such that x /∈ C(y). We aim to show that p(x) 6= y. If x ∈ ⋃n≥0 Fn
then we may immediately conclude that p(x) 6= y, so we may assume that x /∈ ⋃n≥0 Fn.
Fix a v > vmin.
We have that z ∈ C(y). The set C(y) is a non-empty and closed subset of F , thus
is compact, so ε := infx′∈C(y)Rv(x, x
′) > 0 is well-defined. Then by Lemma 4.22 there
exists n ≥ 0 such that D0n(x) ⊆ Bv(x, ε2), the open Rv-ball in F with centre x and radius
ε
2 , and also such that z ∈ Fn. In particular,
D0n(x) ∩ ⋃
m≥0
Fm

 ∩ C(y) = ∅, (4.6)
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and notice that this is now independent of v. Now consider the indicator function
of C(y) ∩ Fn as a function from Fn to R, written as 1C(y)∩Fn . For x1, x2 ∈ Gv,n, if
1C(y)∩Fn(x1) 6= 1C(y)∩Fn(x2) then the edge between x1 and x2 must either have zero
conductance or have conductance of the form r−1w ρn(v), by definition of C(y). Then by
Proposition 3.6, for each v0 > vmin,
sup
v≥v0
E(n)v (1C(y)∩Fn ,1C(y)∩Fn) <∞.
We see by (4.6) that 1C(y)∩Fn vanishes on D
0
n(x) ∩ Fn. Therefore for any v > vmin, the
harmonic extension of 1C(y)∩Fn to Gv takes the value 1 at z and must take the value 0
in all of D0n(x), so it follows that for each v0 > vmin there exists a constant c > 0 such
that for all x′ ∈ D0n(x) and v ≥ v0,
Rv(x
′, z) ≥ c.
Now let (xi)i be a sequence in D
0
n(x) ∩
⋃
n≥0 F
n converging to x. For each xi we
have d(p(xi), y) ≥ c by Proposition 4.10. Thus by continuity of p, d(p(x), y) ≥ c. So
p(x) 6= y.
Corollary 4.25. Let n ≥ 0, w ∈ Wn and x ∈ Fw. Suppose there exists z ∈
⋃
n≥0 F
n
such that z ∼ x. Then there exists z′ ∈ Fw ∩
⋃
n≥0 F
n such that z′ ∼ x.
Proof. By Proposition 4.24 there exists a sequence of xi ∈
⋃
n≥0 F
n such that xi ∼ x for
all i and xi → x as i → ∞. Suppose that the conclusion of the present result does not
hold, then the sequence (xi) must accumulate (in a subsequence) in Fv for some v ∈Wn,
v 6= w. This implies that x ∈ Fw ∩ Fv = ψw(F 0) ∩ ψv(F 0) by [20, Proposition 1.3.5(2)],
so x ∈ Fn and we may simply take z′ = x, which is a contradiction.
Now we provide a partial extension of Proposition 4.10 to points in the space F .
Lemma 4.26. Let x, y ∈ F . Then
lim sup
v→∞
Rv(x, y) ≤ d(p(x), p(y)).
Proof. Fix a v0 > vmin. Let (xi)i and (yi)i be sequences in
⋃
n≥0 F
n such that xi ∈ D0i (x)
and yi ∈ D0i (y) for each i. Evidently (Lemma 4.22) xi → x and yi → y as i → ∞. Let
ε > 0. Then there exists i0 ∈ N such that for all i ≥ i0 we have supv≥v0 Rv(xi, x) ≤ ε
and supv≥v0 Rv(yi, y) ≤ ε (by Lemma 4.22) and d(p(xi), p(yi)) ≤ d(p(x), p(y)) + ε (by
continuity of p). Thus
lim sup
v→∞
Rv(x, y) ≤ lim sup
v→∞
(Rv(x, xi) +Rv(xi, yi) +Rv(yi, y))
≤ 2ε+ lim sup
v→∞
Rv(xi, yi).
Then by Proposition 4.10,
lim sup
v→∞
Rv(x, y) ≤ 2ε+ d(p(xi), p(yi)) ≤ 3ε+ d(p(x), p(y)).
Finally we take ε→ 0 to get the required result.
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Proposition 4.27. Let x, y ∈ F such that x 6= y and p(x) = p(y). Then there exists
z ∈ ⋃n≥0 Fn such that p(x) = p(z) = p(y).
Proof. If x ∈ ⋃n≥0 Fn or y ∈ ⋃n≥0 Fn, then the result instantly holds, so we assume
that neither of these is the case. Since x 6= y, by Lemma 4.22 there exists n0 ≥ 0 such
that for all n ≥ n0 we have D0n(x)∩D0n(y) = ∅. We have p(x) = p(y) so by Lemma 4.26,
limv→∞Rv(x, y) = 0.
For n ≥ n0 and v > vmin, we consider the distance Rv(∂D0n(x), ∂D0n(y)). The sets
∂D0n(x) and ∂D
0
n(y) are both subsets of F
n, so it is enough approximate their effective
resistance by considering functions from Fn to R. Suppose v > vmin, and suppose that
the function f : Fn → R takes the value 0 on ∂D0n(x) and takes the value 1 on ∂D0n(x).
Since x, y /∈ ⋃n≥0 Fn we must have ∂D0n(x) = D0n(x) ∩ Fn and ∂D0n(y) = D0n(y) ∩ Fn,
so the harmonic extension of f to Gv must take the value 0 at x and the value 1 at y. It
follows that
Rv(∂D
0
n(x), ∂D
0
n(y)) ≤ Rv(x, y)
for all n ≥ n0 and v > vmin. In particular,
lim
v→∞
Rv(∂D
0
n(x), ∂D
0
n(y)) = 0
for all n ≥ n0. This means that for each n ≥ n0, on Gv,n there exists some xn ∈ ∂D0n(x)
and some yn ∈ ∂D0n(y) such that there is a path from xn to yn consisting only of
edges with conductance of the form r−1w ρn(v)α
−n(v). Since D0n0(x) ∩ D0n0(y) = ∅, this
path (which depends on n in general) must contain some x′n ∈ ∂D0n0(x) and some
y′n ∈ ∂D0n0(y). Since the set ∂D0n0(x) × ∂D0n0(y) is finite we may take a subsequence
(xnk , ynk) of (xn, yn) such that x
′
nk
=: x′ ∈ ∂D0n0(x) and y′nk =: y′ ∈ ∂D0n0(y) are
constant over k. Therefore
xnk ∼ x′ ∼ y′ ∼ ynk
for all k. Since xnk ∈ D0nk(x) we must have xnk → x as k → ∞ by Lemma 4.22, and
likewise ynk → y. So by the continuity of p,
p(x) = p(x′) = p(y′) = p(y),
and x′, y′ ∈ ⋃n≥0 Fn.
We may now finally prove the target result.
Theorem 4.28. S∗ = (F∗, (φi)1≤i≤N ) is a generalized p.c.f.s.s. set and its sequence of
approximating networks (as in (2.1)) is (Fn∗ )n≥0.
Proof. We see that
B(S∗) =
⋃
i 6=j
(φi (F∗) ∩ φj (F∗))
=
⋃
i 6=j
(p (Fi) ∩ p (Fj))
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and so p(B(S)) ⊆ B(S∗). If y ∈ B(S∗), then let i 6= j be such that y ∈ φi (F∗)∩ φj (F∗).
Then there exist xi ∈ Fi and xj ∈ Fj such that p(xi) = y = p(xj). If xi = xj , then
xi ∈ Fi ∩ Fj and so y ∈ p(B(S)). On the other hand if xi 6= xj , then xi ∼ xj and so
by Proposition 4.27 there exists z ∈ ⋃n≥0 Fn such that z ∼ xi ∼ xj. Then by Corollary
4.25 there must exist x′i ∈ Fi ∩
⋃
n≥0 F
n and x′j ∈ Fj ∩
⋃
n≥0 F
n such that
x′i ∼ xi ∼ xj ∼ x′j.
Choose n ≥ 0 such that x′i, x′j ∈ Fn. Then in Gv,n there must exist a path between
x′i and x
′
j consisting only of edges with conductance r
−1
w ρn(v)α
−n(v). Since i 6= j, this
path must contain some element z of Fi ∩ Fk for some k ∈ {1, . . . , N} such that k 6= i.
So z ∈ B(S) and p(z) = y, so y ∈ p(B(S)). Thus
p(B(S)) = B(S∗).
Now it follows from the surjectivity of p that
pi(P (S∗)) =

x ∈ F∗ : ∃w ∈
⋃
n≥1
Wn, φw(x) ∈ B(S∗)


=

p(x) ∈ F∗ : x ∈ F, ∃w ∈
⋃
n≥1
Wn, p ◦ ψw(x) ∈ B(S∗)


=

p(x) ∈ F∗ : x ∈ F, ∃w ∈
⋃
n≥1
Wn, ∃y ∈ B(S), ψw(x) ∼ y


= p



x ∈ F : ∃w ∈
⋃
n≥1
Wn, ∃y ∈ B(S), ψw(x) ∼ y



 .
(4.7)
Recall that
pi(P (S)) =

x ∈ F : ∃w ∈
⋃
n≥1
Wn, ψw(x) ∈ B(S)

 ,
so it is clear that p(pi(P (S))) ⊆ pi(P (S∗)).
Now suppose that x is a member of the subset of F described by the last line of
(4.7). That is, there exists n ≥ 1 and w ∈ Wn and y ∈ B(S) such that ψw(x) ∼ y. We
observe that y ∈ F 1.
Assume that x /∈ pi(P (S)) = F 0. Since n ≥ 1, if y ∈ Fw then y ∈ ψw(F 0) so there
exists some z ∈ F 0 such that p(ψw(z)) = p(ψw(x)). We now suppose that y /∈ Fw. By
Corollary 4.25 there exists x′ ∈ Fw ∩
⋃
n≥0 F
n such that x′ ∼ ψw(x) ∼ y. Pick m ≥ n
such that x′, y ∈ Fm. Then there exists a path in Gv,m from x′ to y consisting only
of edges with conductance of the form r−1w′ ρm(v)α
−m(v). Since x′ ∈ Fw and we have
assumed that y /∈ Fw, this path must contain some element of ψw(F 0). So there exists
some z ∈ F 0 such that p(ψw(z)) = p(ψw(x)).
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We have seen that in every case there exists z ∈ F 0 = pi(P (S)) such that p(ψw(z)) =
p(ψw(x)). So φw(p(z)) = φw(p(x)) and so p(z) = p(x) by the injectivity of the φi
(Proposition 4.17). We conclude that
p



x ∈ F : ∃w ∈
⋃
n≥1
Wn, ∃y ∈ B(S), ψw(x) ∼ y



 ⊆ p(pi(P (S))),
and so
pi(P (S∗)) = p(pi(P (S))) = p(F 0) = F 0∗ .
This is finite, so S∗ is a generalized p.c.f.s.s. set. Then (4.4) implies that (Fn∗ )n≥0 is the
associated sequence of approximating networks.
4.5 The limit process
Now let ν be the pushforward measure of µ onto F∗ through the continuous function p.
It is easy to verify that ν is a Bernoulli measure and that the νn are its approximations
as given in Definition 2.9.
Theorem 4.29. E(0)∗ is a regular non-degenerate fixed point of the renormalization op-
erator Λ∗ of S∗ with respect to the resistance vector r. Let
D∗ =
{
f ∈ C(F∗) : sup
n
E(n)∗ (f, f) <∞
}
,
E∗(f, f) = sup
n
E(n)∗ (f, g), f, g ∈ D∗.
Then the pair (E∗,D∗) is a regular local irreducible Dirichlet form on L2(F∗, ν).
If X∗,n is the Markov process associated with Hn = (Fn∗ , E(n)∗ ) and L2(Fn∗ , νn) for
each n, and if X∗ is the Markov process associated with (F∗, E∗) and L2(F∗, ν), then
X∗,n → X∗ weakly in DF∗[0,∞).
Proof. Λ∗ is defined on the set of conservative Dirichlet forms on F
0
∗ . Let R∗ be the
associated replication operator. We see that
R∗(E(0)∗ )(f, g) =
N∑
i=1
r−1i E(0)∗ (f ◦ φi, g ◦ φi)
=
N∑
i=1
r−1i E(0)∞ (f ◦ φi ◦ p, g ◦ φi ◦ p)
=
N∑
i=1
r−1i E(0)∞ (f ◦ p ◦ ψi, g ◦ p ◦ ψi)
= lim
v→∞
R(E(0)v )(f ◦ p, g ◦ p)
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where R is the replication operator of S. Then
Λ∗(E(0)∗ )(f, f) = inf{R∗(E(0)∗ )(g, g) : g ∈ C(F 1∗ ), g|F 0∗ = f}
= inf{ lim
v→∞
R(E(0)v )(g ◦ p, g ◦ p) : g ∈ C(F 1∗ ), g|F 0∗ = f}
= inf{ lim
v→∞
R(E(0)v )(g, g) : g ∈ C∗(F 1), g|F 0 = f ◦ p}
Now we observe that for any g ∈ C(F 1) \ C∗(F 1), we have limv→∞R(E(0)v )(g, g) = ∞.
Also we can restrict the set over which we take the infimum to functions taking values
in [min f,max f ]. This is a compact set, so we can use Lemma 4.7. So
Λ∗(E(0)∗ )(f, f) = lim
v→∞
inf{R(E(0)v )(g, g) : g ∈ C(F 1), g|F 0 = f ◦ p}
= lim
v→∞
Λ(E(0)v )(f ◦ p, f ◦ p)
= lim
v→∞
(ρ(v)−1E(0)α(v)(f ◦ p, f ◦ p))
= ρ−1G E(0)∞ (f ◦ p, f ◦ p)
= ρ−1G E(0)∗ (f, f)
and so E(0)∗ is a regular non-degenerate fixed point of Λ∗ with eigenvalue ρ−1G . It is then
simple to verify that
E(n)∗ (f, g) := ρnG
∑
w∈Wn
r−1w E(0)∗ (f ◦ φw, g ◦ φw), f, g ∈ C(Fn∗ )
and so we are able to use Theorems 2.17 and 2.18.
5 Convergence of processes
We continue with the set-up of the previous sections; We have S = (F, (ψi)1≤i≤N ) a
connected generalized p.c.f.s.s. set with a one-parameter iterable family D (Assumption
3.1, Assumption 3.8) satisfying D-injectivity (Assumption 4.14). We have the spaces
Gv = (F, Ev) and the limit space (F∗, E∗) constructed in the previous section. Recall that
Hn = (Fn∗ , E(n)∗ ). Let H = (F∗, E∗). Recall that Xv is the diffusion associated with Gv
and X∗ is the diffusion associated with H.
5.1 The ambient space
Fix a v0 > vmin. We aim to construct a metric space M = (E, d) such that all of
our metric spaces (Gv)v≥v0 and H exist as disjoint subspaces of M in such a way that
Gv →H as v →∞ in the Hausdorff topology on M. This will mean that we can define
all of the Xv and X∗ on the same space and so it will be easier to study the relationship
between them. The new metric d will agree with the old definition of d as the resistance
metric on H, so no confusion will occur. We construct the underlying set E as follows.
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Let E be the disjoint union
E = H ⊔
⊔
v≥v0
Gv .
By construction E contains each Gv and H. Notice that E also contains each Gv,n as a
subspace of its respective Gv and likewise contains each Hn as a subspace of H.
We also perform our last extension of the projection map p. We will now have
p :M→H
where p(x) agrees with the previous definition if x ∈ Gv for any v ≥ v0, and p(x) = x if
x ∈ H. We also define restrictions of this new p to certain subspaces of E: for v ≥ v0
and n ≥ 0 let the functions pv,n and pv be given by
pv,n = p|Gv,n : Gv,n → Hn,
pv = p|Gv : Gv →H.
5.1.1 Constructing the metric
We start with an extension of Lemma 4.22.
Lemma 5.1. diamH <∞. Let n ≥ 0 and w ∈Wn. Then
diam(φw(F∗)) ≤ rnmaxρ−nG diamH.
Proof. H is a self-similar structure so is compact, so diamH < ∞. This proof is es-
sentially the same as the proof of Lemma 4.22. The function φw on H is a bijective
contraction with Lipschitz constant at most rnmaxρ
−n
G , which is strictly less than 1 by
Assumption 3.1. So
diamφw(F∗) ≤ rnmaxρ−nG diamH.
Definition 5.2. Let δv be the Hausdorff metric on non-empty compact subsets of Gv.
Let δ∗ be the Hausdorff metric on non-empty compact subsets of H.
Corollary 5.3. For all n ≥ 0,
sup
v≥v0
δv(G
v,n,Gv) ≤ rnmaxρn(v)−1 sup
v≥v0
diamGv
and
δ∗(H
n,H) ≤ rnmaxρ−nG diamH.
Proof. We observe that Gv,n is a metric subspace of Gv. If x ∈ Gv then there exists
w ∈ Wn such that x ∈ Fw. Then there exists y ∈ Gv,n such that y ∈ Fw also. Then by
Lemma 4.22,
Rv(x, y) ≤ rnmaxρn(v)−1 sup
v′≥v0
diamGv′ .
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It follows that
δv(G
v,n,Gv) ≤ rnmaxρn(v)−1 sup
v′≥v0
diamGv′ .
The second statement is proven similarly using Lemma 5.1.
We now have all the pieces we need to construct d.
Definition 5.4 (The metric d onM). If x, y ∈ Gv for some v ≥ v0 then define d(x, y) =
Rv(x, y). On H likewise we define d to agree with the existing resistance metric (which
was also called d).
Let n0 = 0. For each k ≥ 1, using Corollary 5.3, Lemma 4.2 and regularity (Assump-
tion 3.1) we can choose a nk ≥ 0 such that for all n ≥ nk,
sup
v≥v0
δv(G
v,n,Gv) ≤ 1
2k
,
δ∗(H
n,H) ≤ 1
2k
.
Without loss of generality we may assume that the sequence (nk)k≥0 is strictly increasing.
Let c = supv≥v0 dis pv,0, which is finite by Proposition 4.10 and the fact that the
resistance metric Rv restricted to F
0 is continuous in v (using Lemma 4.7). Now for
each k ≥ 1 we use the finiteness of Fnk and Proposition 4.10 to find a vk ≥ v0 such that
for all v ≥ vk,
dis pv,nk ≤
c
k + 1
.
Again without loss of generality we may assume that vk+1 ≥ vk + 1 for all k ≥ 0.
Let v ≥ v0. By the construction of the sequence (vk)k≥0 we may pick the unique
k ≥ 0 such that vk ≤ v < vk+1. For this k, for each x ∈ Gv,nk ⊆ Gv we set
d(x, pv,nk(x)) =
c
2(k + 1)
. (5.1)
The restriction of d to the spaces Gv and H is then constructed naturally around this:
For x ∈ Gv and y ∈ H, set
d(x, y) = inf
x′∈Gv,nk
{
d(x, x′) +
c
2(k + 1)
+ d(pv,nk(x
′), y)
}
.
The bound on the distortion of pv,nk ensures that this is still a metric. Finally, for
v1 6= v2, x1 ∈ Gv1 , x2 ∈ Gv2 , we define
d(x1, x2) = inf
y∈H
{d(x1, y) + d(y, x2)} .
This is indeed a metric. Checking that the triangle inequality holds is a simple but
tedious exercise.
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5.2 Convergence
Definition 5.5. For each v ≥ v0 let µv be the Borel probability measure on M given
by
µv(A) = µ(A ∩ Gv),
where µ is interpreted as a measure on Gv = (F,Rv). That is, µv is the measure µ
defined on the vth copy of F in E.
Proposition 5.6. Gv → H as v → ∞ in the Hausdorff metric on non-empty compact
subsets of M. Additionally, µv → ν as v →∞ weakly as probability measures on M.
Proof. Let δ be the Hausdorff metric on subsets of M. We take the sequences (nk)k≥0
and (vk)k≥0 and the constant c > 0 from Definition 5.4. Then for each k ≥ 0 we have
nk satisfying
sup
v≥v0
δ(Gv,nk ,Gv) ≤ 1
2k
,
δ(Hnk ,H) ≤ 1
2k
.
In addition, for all v > vk we have
δ(Gv,nk ,Hnk) ≤ c
2(k + 1)
by (5.1). Recall that we constructed the sequence (vk)k to be strictly increasing with
limk→∞ vk =∞, and so
lim
v→∞
δ(Gv ,H) = 0.
We now tackle the weak convergence result. Since ν is the push-forward measure of
µv with respect to pv for all v ≥ v0, it suffices to prove that
lim
v→∞
sup
x∈Gv
d(x, p(x)) = 0.
Let v ≥ v0 and x ∈ Gv. There exists a unique k ≥ 0 such that vk ≤ v < vk+1. Let
w ∈ Wnk such that x ∈ Fw ⊆ Gv, and pick some y ∈ (Gv,nk ∩ Fw) ⊆ Gv. Then
Corollary 4.21 implies that p(x), p(y) ∈ φw(F∗). Then by Lemma 4.22, Lemma 5.1 and
the construction of the metric d we have that
d(x, p(x)) ≤ d(x, y) + d(y, p(y)) + d(p(y), p(x))
≤ rnkmaxρ−nkG (k−1ρ sup
v′≥v0
diam Gv′ + diamH) + c
2(k + 1)
.
Therefore
sup
x∈Gv
d(x, p(x)) ≤ rnkmaxρ−nkG (k−1ρ sup
v′≥v0
diamGv′ + diamH) + c
2(k + 1)
.
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Proposition 3.6 states that rmaxρ
−1
G < 1. Lemma 4.4 and Lemma 5.1 respectively state
that supv′≥v0 diamGv
′
< ∞ and diamH < ∞. By the construction of the metric we
have that nk → ∞ and vk → ∞ as k → ∞. The choice of k is such that k → ∞ as
v →∞. Therefore
lim
v→∞
sup
x∈Gv
d(x, p(x)) = 0.
We are now in a position to state and prove the main theorem of the paper. All of
the assumptions needed are described at the start of this section.
Theorem 5.7. Let x ∈ F∗ and for each v ≥ v0 let xv ∈ p−1(x) ⊆ Gv. Then
(Xv ,Pxv)→ (X∗,Px)
as v → ∞ weakly as random variables in DM[0,∞), the Skorokhod space of ca`dla`g
processes on M.
Proof. It suffices to prove convergence on a countable sequence (um)
∞
m=0 such that um ≥
v0 for all m and limm→∞ um =∞. Let
M′ := H ⊔
⊔
m≥0
Gum ⊂M,
in which H and all the Gum are isometrically embedded. This inherits the metric d
from M but is much more manageable, indeed it is compact. We prove sequential
compactness. Let (xi)i be a sequence in M′. If an infinite number of the xi lie in
a single Gum or in H, then all of these individual subspaces are compact so we can
take a convergent subsequence. Therefore assume that this is not the case. By taking
a subsequence, we can assume that for each i, xi ∈ Gumi where (umi)i is a strictly
increasing sequence. Observe that limi→∞ umi = ∞. For each i, using the sequences
(nk)k and (vk)k and the constant c > 0 defined in Definition 5.4, pick the unique ki ≥ 0
such that vki < umi ≤ vki+1. The sequence (ki)i is thus non-decreasing and increases
up to infinity. For each i, pick wi ∈ Wnki such that xi ∈ Fwi and then pick some
yi ∈ Fnkiwi ⊆ Gumi . Then d(xi, yi) ≤ diam(Fwi , Rumi ) and d(yi, p(yi)) = c2(ki+1) , by the
construction of M in Definition 5.4. By Lemma 4.2, Lemma 4.22 and the fact that
nki →∞, we thus have that
lim
i→∞
d(xi, p(yi)) ≤ lim
i→∞
(
k−1ρ (rmaxρ
−1
G )
nki sup
v′≥v0
diam Gv′ + c
2(ki + 1)
)
= 0.
Now (p(yi))i is a sequence in H, which is a compact metric space, and so has a sub-
sequential limit. By taking a subsequence, we can assume that p(yi) → z ∈ H. Thus
xi → z as well, and so we have sequential compactness.
Now to prove convergence of processes we use [5, Theorem 7.1]. The method of
proof of weak convergence in Proposition 5.6 implies that xum → x as m → ∞ in M′.
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Then Proposition 5.6 and the compactness of the spaces Gum and H immediately implies
that (Gum , Rum , µum , xum) → (H, d, ν, x) as m → ∞ in the spatial Gromov-Hausdorff-
vague topology (see [5, Section 7]) on the compact space M′. Thus the conditions of [5,
Theorem 7.1] are satisfied (see [5, Remark 1.3(b)]), and so we conclude that
(Xum ,Pxum )→ (X∗,Px)
as m → ∞ as random elements of DM′ [0,∞), the Skorokhod space of ca`dla`g processes
on M′. Therefore this convergence also occurs in DM[0,∞).
5.3 The Sierpinski gasket
Finally we give the proof of the result stated in the introduction for the Sierpinski
gasket. Calculations with traces give that, for the Sierpinski gasket with conductances
as in Figure 2,
α(v) = (3v2 + 6v + 1)/(4v + 6) and ρ(v) = (3v + 2)/(2v + 1), (5.2)
and hence ρG = 3/2 and β = 4/3 giving a one-parameter iterable family which is also
D-injective. As v → ∞, by Theorem 4.28, the Sierpinski gasket becomes the shorted
gasket of Figure 2.
Proof of Theorem 1.1. Recall that we have Xa,v0 = p2 = (1/2,
√
3/2). We let L = L0
denote the line segment from p1 = (0, 0) to p3 = (1, 0) and let
Ln = ψ
n
2 (L),
denote the line segment which forms the base of the triangle of side 2−n, with top vertex
at p2. Now let TLn(X) = inf{t > 0 : Xt ∈ Ln}, that is the hitting time of the base of
the top triangle. If we set
X˜v,nt = ψ
−n
2 (X
v
t )), 0 ≤ t ≤ TLn(Xv),
then we have a process on the Sierpinski gasket, G, run until it hits the base line L, which
has the same paths as the process in which the effective conductors on the graph G0
associated to G are given by (ρn(v), ρn(v), ρn(v)α
−n(v)). Thus it is the same process in
law as X
α−n(v)
t , 0 ≤ t ≤ TL(Xα
−n(v)) up to a time change. This time change is 3nρn(v) to
take into account the resistance scaling and the scaling in the invariant measure. Hence
the law of X˜v,nt/3nρn(v) = X
α−n(v)
t for 0 ≤ t ≤ TL(Xα
−n(v)).
We recall that 1 denotes the base point of the shorted gasket. From (5.2) we can
apply Theorem 5.7 to see that Xα
−n(v) → Xs weakly giving the result that
{ψ−n2 (Xvt/3nρn(v)), 0 ≤ t ≤ TLn(Xv)/3nρn(v)} → {Xst , 0 ≤ t ≤ T1(Xs)},
weakly in DM[0,∞).
Finally we observe that these are deterministic time changes and by (4.2) we have
the existence of a constant σ = limn→∞ 3
nρn(v)/3
nρnG > 0. Hence, as our processes are
almost surely continuous, we have the weak convergence
{ψ−n1 (Xvt/3nρn
G
), 0 ≤ t ≤ TLn(Xv)/3nρnG} → {Xsσt, 0 ≤ t ≤ T1(Xs)}.
As ρG = 3/2 the ultraviolet scaling factor is given by λ = 3ρG = 9/2 as required.
Remark 5.8. We make the following observations:
(1) It is straightforward to extend the analysis here to many fractals based on the
d-dimensional tetrahedron. For instance the examples mentioned in [12].
(2) In the case of the (weighted) Vicsek set, with resistance weights r = (1, 1, 1, 1, s) as
shown in Figure 3, the analysis does not hold. Calculations with traces give that
ρs(v) = s+
4
1 + v
, αs(v) =
sv + 2
s+ 2
.
Thus ρG = s, β = 1 + 2/s and, even though β > 1 for all s > 0, we can see that
this is not asymptotically regular as ρ−1G rmax ≥ 1 for any s > 0 (the s = 1 case
was discussed in [12]).
(3) In [14] a version of the asymptotically one-dimensional process is constructed on
a scale irregular Sierpinski gasket. This class of fractals was analysed in [10, 2],
where an analogue of the fixed point diffusion was constructed. Our approach
developed here could be applied to yield a scale irregular ‘shorted gasket’ as the
short time asymptotic limit for the asymptotically one-dimensional process on the
scale irregular Sierpinski gasket.
(4) The spectral dimension of the limit fractal for the Sierpinski gasket is log 9/ log 9/2
which is the local spectral dimension of the asympotically one-dimensional diffusion
on the Sierpinski gasket [11]. We conjecture that the local spectral dimension for
the non-fixed point diffusion should be the spectral dimension for the limiting
fractal in general.
1
1
s
1
1
1
v
v
1
1
1
Figure 3: The Vicsek set with resistance weights r = (1, 1, 1, 1, s) is not asymptotically
regular for any s > 0.
42
References
[1] M. T. Barlow, Diffusions on fractals, in: Lectures on Probability Theory and
Statistics (P. Bernard, ed.). Springer, Berlin, 1998.
[2] M. T. Barlow and B. M. Hambly, Transition density estimates for scale irregular
Sierpinski gaskets, Ann. Inst. H. Poincar Probab. Statist. 33 (1997), 531–557.
[3] M. T. Barlow and E. A. Perkins, Brownian motion on the Sierpinski gasket, Prob-
ability Theory and Related Fields 79 (1988), 543–623.
[4] D. Burago, Y. Burago, and S. Ivanov, A course in metric geometry, Amer. Math.
Soc., Providence, RI, 2001.
[5] D. A. Croydon, Scaling limits of stochastic processes associated with resistance
forms, arXiv:1609.05666, 2016.
[6] D. A. Croydon, B. M. Hambly, and T. Kumagai, Time-changes of stochastic pro-
cesses associated with resistance forms, arXiv:1609.02120, 2016.
[7] D. A. Croydon, Scaling limit for the random walk on the largest connected compo-
nent of the critical random graph, Publ. Res. Inst. Math. Sci. 48 (2012), 279–338.
[8] M. Fukushima, Y. Oshima, and M. Takeda, Dirichlet forms and symmetric Markov
processes, Walter de Gruyter & Co, New York, 2010.
[9] M. Fukushima, Dirichlet forms, diffusion processes and spectral dimensions for
nested fractals, in: Ideas and methods in mathematical analysis, stochastics, and
applications (Oslo, 1988), Cambridge Univ. Press, Cambridge, 1992, 151–161.
[10] B. M. Hambly, Brownian motion on a homogeneous random fractal, Probability
Theory and Related Fields 94 (1992), 1–38.
[11] B. M. Hambly and O.D. Jones, Asymptotically one-dimensional diffusion on the
Sierpinski gasket and multi-type branching processes with varying environment,
Journal of Theoretical Probability 15 (2002), 285–322.
[12] B. M. Hambly and T. Kumagai, Heat kernel estimates and homogenization for
asymptotically lower dimensional processes on some nested fractals, Potential Anal-
ysis 8 (1998), 359–397.
[13] B. M. Hambly and T. Kumagai, Diffusion on the scaling limit of the critical perco-
lation cluster in the diamond hierarchical lattice, Communications in Mathematical
Physics 295 (2010), 29–69.
[14] T. Hattori, Asymptotically one-dimensional diffusions on scale-irregular gaskets, J.
Math. Sci. Univ. Tokyo 4 (1997), 229–278.
43
[15] K. Hattori, T. Hattori, and H. Watanabe, Asymptotically one-dimensional diffu-
sions on the Sierpinski gasket and the abc-gaskets, Probability Theory and Related
Fields 100 (1994), 85–116.
[16] T. Hattori and H. Watanabe, Anisotropic random walks and asymptotically one-
dimensional diffusion on abc-gaskets, J. Statist. Phys. 88 (1997), 105–128.
[17] M. K. Heck, Homogeneous diffusions on the Sierpinski gasket, in: Se´minaire de
Probabilite´s XXXII, Springer, Berlin, 1998, 86–107.
[18] J. Kigami, Harmonic calculus on p.c.f. self-similar sets, Trans. Amer. Math. Soc.
335 (1993), 721–755.
[19] J. Kigami, Harmonic calculus on limits of networks and its application to dendrites,
J. Funct. Anal. 128 (1995), 48–86.
[20] J. Kigami, Analysis on Fractals, Cambridge University Press, Cambridge, 2001.
[21] J. Kigami, Resistance forms, quasisymmetric maps and heat kernel estimates, Mem.
Amer. Math. Soc. 216 (2012).
[22] T. Kumagai, Rotation invariance and characterization of a class of self-similar
diffusion processes on the Sierpinski gasket, in: Algorithms, Fractals and Dynamics
(Y. Takahashi, ed.), Kluwer Academic / Plenum Publishers, New York, 1995, 131–
142.
[23] S. Kusuoka, Dirichlet forms on fractals and products of random matrices, Publ.
Res. Inst. Math. Sci. 25 (1989), 659–680.
[24] T. Lindstrøm, Brownian motion on nested fractals, Mem. Amer. Math. Soc. 83
(1990).
[25] V. Metz, Renormalization contracts on nested fractals, Journal fu¨r die Reine und
Angewandte Mathematik 480 (1996), 161–175.
[26] V. Metz, Hilbert’s projective metric on cones of Dirichlet forms, J. Funct. Anal.
127 (1995), 438–455.
[27] J. Munkres, Topology, a first course, Englewood Cliffs, N.J., Prentice-Hall, United
Kingdom, 1974.
[28] S. O. Nyberg, Brownian motion on simple fractal spaces, Stochastics Stochastics
Rep. 55 (1995), 21–45.
[29] R. Peirone, Uniqueness of eigenforms on fractals, Mathematische Nachrichten 287
(2013), 453–471.
[30] R. Peirone, Existence of self-similar energies on finitely ramified fractals, Journal
d’Analyse Mathe´matique 123 (2014), 35–94.
44
[31] C. Sabot, Existence and uniqueness of diffusions on finitely ramified self-similar
fractals, Annales Scientifiques de l’E´cole Normale Supe´rieure 30 (1997), 605–673.
[32] A. Teplyaev, Harmonic coordinates on fractals with finitely ramified cell structure,
Canad. J. Math. 60 (2008), 457480.
45
