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Abstract
We study unit ball graphs (and, more generally, so-called noisy uniform ball graphs) in d-dimensional
hyperbolic space, which we denote by Hd. Using a new separator theorem, we show that unit ball
graphs in Hd enjoy similar properties as their Euclidean counterparts, but in one dimension lower:
many standard graph problems, such as Independent Set, Dominating Set, Steiner Tree, and
Hamiltonian Cycle can be solved in 2O(n1−1/(d−1)) time for any xed d > 3, while the same problems
need 2O(n1−1/d) time inRd. We also show that these algorithms inHd are optimal up to constant factors
in the exponent under ETH.
This drop in dimension has the largest impact in H2, where we introduce a new technique to bound
the treewidth of noisy uniform disk graphs. The bounds yield quasi-polynomial (nO(logn)) algorithms
for all of the studied problems, while in the case of Hamiltonian Cycle and 3-Coloring we even get
polynomial time algorithms. Furthermore, if the underlying noisy disks in H2 have constant maximum
degree, then all studied problems can be solved in polynomial time. This contrasts with the fact that
these problems require 2Ω(
√
n) time under ETH in constant maximum degree Euclidean unit disk graphs.
Finally, we complement our quasi-polynomial algorithm for Independent Set in noisy uniform
disk graphs with a matching nΩ(logn) lower bound under ETH. This shows that the hyperbolic plane is
a potential source of NP-intermediate problems.
∗Max Planck Institut für Informatik, Saarbrücken, Germany; email: . This work was
supported by the Netherlands Organization for Scientic Research NWO under project no. 024.002.003.
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1 Introduction
Hyperbolic space has seen increasing interest in recent years from various communities in computer
science due to its unique metric properties. It has been connected to several topics, for example random
networks [20, 7, 22], routing and load balancing [26, 41], metric embeddings [40, 45], and visualization [36].
The algorithmic properties of hyperbolic space have been mostly studied through Gromov’s hyperbolicty,
which is a convenient combinatorial description for negatively curved spaces [27, 12, 19].
In this paper, we study treewidth bounds for intersection graphs of unit-ball-like objects in hyperbolic
space. These intersection graphs are a natural choice to capture some important properties of the underlying
metric. The most well-studied geometric intersection graphs are unit disk graphs inR2. From the perspective
of treewidth and exact algorithms, unit disk graphs have some intriguing properties: they are potentially
dense, (may have treewidth Ω(n)), but they still exhibit the “square root phenomenon” for several problems
just as planar and minor-free graphs do; so for example one can solve Independent Set or 3-coloring in
these classes in 2O(
√
n) time [29], while these problems would require 2Θ(n) time in general graphs unless
the Exponential Time Hypothesis (ETH) [23] fails. In Rd, the best Independent Set running time for unit
ball graphs is 2Θ(n1−1/d) [31, 14]. Note that d-dimensional Euclidean space has bounded doubling dimension,
or in other words, Euclidean space has polynomial growth: balls of radius r have volume poly(r). It turns
out that polynomial growth by itself can yield subexponential algorithms, for example for the Steiner
Tree problem [30]. One of the key distinguishing features of hyperbolic space is that it has exponential
growth, which requires a new approach.
To our knowledge, the only paper studying treewidth of graphs in hyperbolic space is the work by
Bläsius, Friedrich, and Krohmer [7], who investigate random hyperbolic disk graphs, where the disks have
equal radii, and the disk centers are chosen from some distribution. They prove various treewidth bounds
depending on the parameter of the distribution. In a new manuscript, Bläsius et al. show that the problem
of Vertex Cover can be solved in polynomial time on hyperbolic random graphs with high probability [6].
Our goal is to get worst case bounds on the treewidth of intersection graphs. Naturally, getting a sublinear
bound on separators or treewidth itself is not possible, since cliques are unit ball graphs. Therefore, we
use the partition and weighting scheme developed by De Berg et al. [14]. Given an intersection graph
G = (V,E), one denes a partition P of the vertex set V ; initially, it is useful to think of a partition into
cliques using a tiling of the underlying space where each tile has a small diameter. Then the partition
classes are dened for each non-empty tile as the set of balls whose center falls inside the tile. This gives a
clique partition P of G. Next, each clique C ∈ P receives a weight of log(|C|+ 1). It turns out that this
weighting is useful for many problems, and it motivates us to dene weighted separators of G with respect
to P as a separator consisting of classes of P , whose weight is dened as the sum of the weights of the
constituent partition classes. It is in this sense that we can nd sublinear separators.
Such weightings can also be used along with treewidth techniques. Let G be a graph and let P be a
partition of V (G). Let GP be the graph obtained by contracting all edges of G that go within a partition
class of P , i.e., V (GP) can be identied with P . For each class C ∈ P , we assign the weight log(|C|+ 1).
We dene the P-attened treewidth of G as the weighted treewidth of GP under this weighting. (We give
more thorough denitions in Section 3.) For example, unit ball graphs in Rd have a clique partition P such
that their P-attened treewidth is O(n1−1/d) [14].
We intend to show that unit disk graphs in hyperbolic space are even more intriguing than the ones in
Euclidean space from the perspective of computational complexity. LetHd denote d-dimensional hyperbolic
space of sectional curvature −1. In hyperbolic space, the radius of the disks or balls matters. For example
one gets dierent graph classes for radius 1 and radius 2 disks in H2. Hence, we parameterize the graph
class of equal-sized balls by the radius ρ of these balls, and denote the class by UBGHd(ρ).
There have been several papers studying Independent Set, Dominating Set, Hamiltonian Cycle,
q-Coloring, etc. in unit ball graphs in Euclidean space [24, 25, 31, 4, 18, 14], all concluding that 2O(n1−1/d)
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is the optimal running time for these problems in Rd. In this paper, we show that a similar phenomenon
occurs in Hd, but shifted by one dimension: the problems can be solved in 2O(
√
n) time in H3, just as in R2;
in general, for constant d ≥ 3, the optimal running time is 2Θ(n1−1/(d−1)) for these problems in Hd under
ETH. This is perhaps less surprising than it seems at rst sight because of the fact that one can embed
Rd−1 into Hd isometrically[3]. Indeed, we use this connection to establish lower bounds. On the other
hand, this embedding does not facilitate getting algorithms in Hd, and it is also not useful for establishing
algorithms and lower bounds in H2. In Hd, we give a new separator theorem, which can be regarded as
the hyperbolic analogue of various separator theorems known for (similarly sized) fat objects in Euclidean
space [34, 42, 1, 14].1
InH2, we use a novel approach to gain tight treewidth bounds: our argument builds on the isoperimetric
inequality [43] and on the treewidth bound of k-outerplanar graphs [8]. As a consequence, we see large
drop in complexity compared to R2: several problems that are NP-complete in unit disk graphs in R2 can
be solved in quasi-polynomial (nO(logn)) time for uniform disk graphs of constant radius in H2, or even
in polynomial time if the graphs additionally have constant maximum degree. Moreover, we show that
the quasi-polynomial running time in the general case is likely unavoidable by giving a quasi-polynomial
lower bound for Independent Set; this is yet another dierence from the Euclidean setting where the
problem has the same 2Θ(
√
n) running time both generally and in case of constant maximum degree. This
is perhaps the most striking consequence of our treewidth bounds. We also identify two problems, namely
q-Coloring (for constant q) and Hamiltonian Cycle that admit polynomial time algorithms even in case
of unbounded degree. Quasi-polynomial exact algorithms with matching lower bounds are rare, and so far
we know of only a few natural problems in this class. Examples include VC-dimension and Tournament
Dominating Set [33, 28, 37], and a weighted coloring problem on trees[2]. It seems that problems on
intersection graphs in the hyperbolic plane are a natural source of further problems in this class.
Before we can state our contributions precisely, we rst dene the graph classes that we consider more
formally. LetM be a metric space with distance function distM : M×M → R>0, and let ρ > 0 and
ν > 1 be real numbers. A graph G = (V,E) is a radius ρ uniform ball graph with noise ν (or a (ρ, ν)-noisy
uniform ball graph for short) if there is a function η : V →M, such that for all pairs v, w ∈ V we have:
• distM(η(v), η(w)) < 2ρ⇒ (v, w) ∈ E
• distM(η(v), η(w)) > 2ρν ⇒ (v, w) 6∈ E.
In particular, pairs of vertices v, w where distM(η(v), η(w)) ∈ [2ρ, 2ρν] can either be connected or
disconnected. We denote the class of graphs dened this way by NUBGM(ρ, ν).
This is a generalization of unit ball graphs: clearly UBGM(1) ⊆ NUBGM(1, 1). Although the class
NUBGHd(ρ, ν) seems like a slight generalization of UBGHd(ρ), it corresponds to a much larger graph
class; this is shown in Theorem 30 in Appendix A.
The function η is called an embedding of G. Note that η is not necessarily injective, so its image is a
multiset. An intersection graph of similarly sized fat objects with inscribed and circumscribed ball radii ρin
and ρout is a noisy unit ball graph with ρ = ρin and ν = ρout/ρin. Therefore noisy uniform ball graphs are
a direct generalization of intersection graphs of similarly sized fat objects as seen in [14].
For all of our results, we require that ν is a xed constant. It is necessary to bound ν in some way,
since for ν = n, or in case of hyperbolic space even for ν = c log n the class NUBGHd(ρ, ν) includes all
graphs on n vertices. Changing the parameter ρ also has important eects. 2 For very small values of ρ, the
resulting graph class is very similar to the set of Euclidean unit disk graphs. In order to make sure that all
of our techniques work, we are forced to x ρ to be a positive absolute constant.
Remark 1. It would be worthwhile to investigate the case where ρ may depend on n. In our model, for any
1Several Euclidean separation techniques fail in Hd since using compact hypersurfaces as separator objects (i.e., a sphere or the
boundary of a hypercube) cannot produce small balanced separators due to the linear isoperimetric inequality.
2Alternatively, one could also think of xing ρ = 1 and changing the sectional curvature of the underlying space.
2
SNUBGH2 NUBGH2 NUBGHd , d > 3
Independent Set & others poly(n) nO(logn) 2O(n1−1/(d−1))
q-Coloring, q = O(1) poly(n) poly(n) 2O(n1−1/(d−1))
Hamiltonian Cycle poly(n) poly(n) (emb) 2O(n1−1/(d−1)) (emb)
Table 1: Summary of algorithmic consequences. The rst row contains the running time for the following
problems: Independent Set, Dominating Set, Vertex Cover, Feedback Vertex Set, Connected
Dominating Set, Connected Vertex Cover, Connected Feedback Vertex Set. Algorithms with the
note “(emb)” require an embedding as part of the input.
xed ν > 1 there is a radius ρ = ρ(n, ν) such that NUBG(ρ, ν) contains all graphs on n vertices. So to get
interesting treewidth bounds, one should rst try to resolve the case ν = 1. The resulting graph classes
would also include hyperbolic random graphs. We leave this for future work.
We are also interested in noisy uniform ball graphs that are shallow, as dened next. A point set P is
(ρ, k)-shallow if any ball of radius ρ can contain at most k points from P . We denote by SNUBGM(ρ, ν, k)
the set of graphs in NUBGM(ρ, ν) that have a (ρ, k)-shallow embedding. For any xed ρ, ν and k, the
shallow class SNUBGM(ρ, ν, k) is a very small subset of NUBGM(ρ, ν) by part (ii) and (iii) of Theorem 30.
Our contribution. Our rst contribution is a separator theorem that is inspired by the Euclidean weighted
separator of Fu [21]. Our separator for a graph G is based on a partition P of V (G) where each class
C ∈ P induces a clique in G. The separator itself will be a set S ⊂ P . The weight of a separator S is
dened as γ(S) def=
∑
C∈S log(|C|+ 1). We say that S is β-balanced if all connected components induced
by V (G) \ (⋃C∈S C) have at most βn vertices.
Theorem 2. Let d > 2, ρ > 0 and ν > 1 be constants, and let G ∈ NUBGHd(ρ, ν). Then G has a clique
partition and a corresponding dd+1 -balanced clique-weighted separator S such that
(i) if d = 2, then S has size |S| = O(log n) and weight γ(S) = O(log2 n)
(ii) if d > 3, then S has size |S| = O(n1−1/(d−1)) and weight γ(S) = O(n1−1/(d−1)).
Given G and an embedding into Hd, the clique partition and the separator can be found with a Las Vegas
algorithm in poly(n) expected time.
In case of d > 3, we can apply a standard way of turning balanced separators into a bound on treewidth,
yielding tight treewidth bounds. On the other hand, for d = 2 the size of the separator is logarithmic,
and one gets an extra logarithmic factor in the treewidth bound. This is signicant because the treewidth
typically shows up in the exponent of the running time, which means that the extra logarithmic factor
can make the dierence between polynomial and quasi-polynomial time. Our second contribution shows
that the extra logarithmic factor in the treewidth can be avoided. Note that part (i) of the theorem is about
shallow noisy uniform disk graphs, while part (ii) is about general noisy uniform disk graphs.
Theorem 3. Let ρ > 0, ν > 1 and k ∈ N+ be constants.
(i) IfG ∈ SNUBGH2(ρ, ν, k), then the treewidth ofG is O(log n). GivenG, a tree decomposition of width
O(log n) can be found in polynomial time.
(ii) IfG ∈ NUBGH2(ρ, ν) , then there exists a clique partition P such that the P-attened treewidth of G is
O(log2 n). Given G and an embedding into H2, a clique partition P and a corresponding decomposition
of weight O(log2 n) can be found in polynomial time.
In order to nd tree decompositions in the case d > 3, we can use techniques of De Berg et al. [14], as
detailed in Section 4 to make our results for the case d > 3 slightly more practical from the perspective
of algorithms. We show that tree decompositions of width asymptotically matching our bounds can be
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found in these graph classes if an embedding η is given. This approach avoids the geometric separator
search of Theorem 2, and it is deterministic. In the absence of a geometric embedding, the techniques
of [14] can be used to compute tree decompositions, under the promise that G is of some particular graph
class SNUBGHd(ρ, ν, k) or NUBGHd(ρ, ν). For SNUBGHd(ρ, ν, k), a tree decomposition of width at most
constant times our treewidth bounds can be computed for any d > 2. If our graph is non-shallow, then
we get weaker tree decompositions: we can compute a so-called greedy partition P that mimics a clique
partition, and a corresponding tree decomposition of width asymptotically matching our bounds.
As our nal contribution, we complement the quasi-polynomial algorithm for Independent Set in H2
with a matching lower bound.3
Theorem 4. For ρ = cosh−1(cos(pi/5)/ sin(pi/4)), there is no no(logn) algorithm for Independent Set in
NUBGH2(ρ, 1) unless ETH fails.
We show that the lower bound framework of [14] for Rd applies in Hd+1. Consequently, all of our
algorithms given in Hd, d ≥ 3 have matching lower bounds under ETH.
2 Tilings and a separator in Hd
The goal of this section is to prove Theorem 2. The clique partition will be induced by a tiling, and the
separator S will be dened as the collection of tiles intersected by the neighborhood of a random hyperplane.
This requires that we introduce customized tilings of Hd, and study how tiles are intersected by random
hyperplanes rst.
2.1 Custom tilings and their properties
A tiling T of Hd is a set of interior disjoint compact subsets of Hd that together cover Hd; in this paper,
we only use tiles that are homeomorphic to a closed ball. We dene tilings where each tile contains a
ball of radius ρ, and each tile is contained in a ball of radius ρν for some absolute constants ρ > 0 and
ν > 1. We call such a tiling a (ρ, ν)-nice tiling, or just nice tiling for short. A pair of distinct tiles T, T ′ ∈ T
are neighboring if their boundaries intersect in more than one point, and they are isometric if there is a
distance-preserving transformation of Hd that maps T to T ′. A tiling of H2 with bounded tiles is regular if
it is vertex-, edge- and face-transitive, or equivalently, if it is a tiling with copies of a xed bounded regular
polygon where each vertex of the tiling is a vertex of all the containing polygons.4 Such regular tilings are
always nice, since each face is a copy of a regular polygon that has an inscribed disk of positive radius and
a nite radius circumscribed disk.
Lemma 5. .
(i) There are positive constants c1 and c2 such that for any δ ∈ N+, there is a regular tiling Tδ of H2 where
non-neighboring tiles have distance at least c1δ, the tiles have diameter c2δ, and the ratio of their area
αδ and their perimeter ξδ converges and satises limδ→∞ αδξδ > 0.
(ii) For any δ ∈ R+ there is a nice tiling of Hd with isometric tiles of diameter 2δ.
Proof. (i) Consider the tiling T ofH2 by regular 2δ+2-gons where at each vertex three 2δ+2-gons meet (that
is, the regular tiling with Schläi symbol (2δ+2, 3)). We examine the right triangle created by the center o
of a tile, a midpoint p of a side and a neighboring vertex v, see Figure 1. The triangle has angle pi/3 at v,
since there are six such angles at v, and it has angle pi/2δ+2 at o. From the hyperbolic law of cosines for
angles (cosC = − cosA cosB + sinA sinB cosh c) we have that the hypotenuse ov has length
3The lower bound is for a specic radius, but is easily adaptable to other constant radii.
4We have excluded ideal polygons, although they do dene regular tilings.
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po
v
pi/3
pi/8
Figure 1: A regular tiling with octagons (δ = 1).
(0, 1)
(s, s + 1)
St
t
Figure 2: A tiling of H2 where the base Euclidean square St has (Euclidean) side length s = 3.
|ov| = cosh−1
(
cot(pi/3) cot(pi/2δ+2)
)
= cosh−1(Θ(2δ+2/pi)) = Θ(δ),
where the second step uses that cot(x) = 1/x−O(x), which follows from the Laurent-series of cot(x)
around 0. Consequently, the diameter of the tiles is 2|ov| = Θ(δ). It is useful to nd the lengths of the
other two sides as well.
|vp| = cosh−1(cos(pi/2δ+2)/ sin(pi/3)) = Θ(1) and
|po| = cosh−1(cos(pi/3)/ sin(pi/2δ+2)) = Θ(δ)
The distance of non-neighboring tiles is at least 2|vp| = Θ(1).
The area of each tile is 2δ+3 times the area of the triangle pov, so αδ = 2δ+3(pi− (pi2 + pi3 + pi2δ+2 )). The
circumference of each tile is ξδ = 2δ+3|vp|. Therefore we have that the limit of the ratio of the area and the
circumference is
lim
δ→∞
2δ+3(pi − (pi2 + pi3 + pi2δ+2 ))
2δ+3 cosh−1(cos( pi
2δ+2
)/ sin(pi3 ))
=
pi/6
cosh−1(cos 0/ sin(pi3 ))
> 0.953.
(ii) We describe the tiles using the Poincaré half-space model of Hd. The tiling is based on the tiling
of Cannon et al. [11, Section 14]. Let Sδ be the axis-aligned Euclidean hypercube with lexicographically
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minimal corner (0, . . . , 0, 1) and hyperbolic diameter δ; let s be its Euclidean side length. (Note that Sδ
does not resemble a hypercube in any sense in Hd.) See Figure 2. The hyperbolic diameter of Sδ is realized
for two opposing vertices of the hypercube, e.g. for the vertices (0, . . . , 0, 1) and (s, . . . , s, s+ 1), so its
diameter is
δ = cosh−1
(
1 +
d · s2
2(s+ 1)
)
,
which gives
s =
cosh(δ)− 1 +√(cosh(δ)− 1)2 + 2d(cosh(δ)− 1)
d
.
We note that for δ > 1, we have s = Θ(cosh(δ)−1) = Θ(eδ), and for δ 6 1 we have s = Θ(√cosh(δ)− 1) =
Θ(δ). Then we can dene T as the image of Sδ for the following set of Euclidean transformations:
fa,b(p) = (s+ 1)
b
(
p+ (sa, 0)
)
,
where a ∈ Zd−1 × {0} and b ∈ Z. The resulting tiling is illustrated in Figure 2: we essentially take
horizontal translates of Sδ to tile a strip, then scale it so that a thinner strip below it is covered, then scale it
again to cover an even thinner strip below that, etc; we similarly cover thicker strips above Sδ . Note that
fa,b is a hyperbolic isometry since it can be regarded as the succession of a translation and a homothety
from the origin, both of which are isometries of the half-space model [11]. Finally, a Euclidean hypercube
has a Euclidean inscribed ball, which is also an inscribed ball in the hyperbolic sense as well, although
with dierent center and radius. A straightforward calculation gives that the hyperbolic radius of this
ball is 12 ln(s + 1). In case of δ > 1, the radius is
1
2 ln(s + 1) = ln(Θ(e
δ)) = Θ(δ), and when δ 6 1, the
radius is 12 ln(s+ 1) = ln(1 + Θ(δ)) = Θ(δ). On the other hand, the tiles have diameter δ, so they have a
circumscribed ball of radius δ. Hence, the tiling is nice.
Given a metric spaceM = (X,dist) and a subset S ⊂ X , the ρ-neighborhood of S is NM(S, ρ) def=
{x ∈ X | infs∈S dist(x, s) 6 ρ}. Given a tiling T and a set of tiles S ⊆ T , the neighborhood graph of S
is the graph with vertex set S where tiles are connected if and only if they are neighbors. We denote the
neighborhood graph by NbG(S), and its shortest-path distance by distS
def
= distNbG(S). We slightly abuse
notation and refer to the metric space (T , distT ) as “T ”.
Since non-neighboring tiles of the tiling in Lemma 5(i) are at distance at least cδ = Ω(1), a pair of tiles
at H2-distance smaller than cδ denes an edge of NbG(Tδ). We will need the following corollary in the
next section.
Corollary 6. Let δ ∈ N+, and let T be a tiling with tiles of diameter Θ(δ) as dened by part (i) of Lemma 5.
Then there exists a constant cδ > 0 such that for any set of tiles S ⊂ T , the tiles in S and their neighboring
tiles cover the cδ-neighborhood of S, that is, NH2 (
⋃
S, cδ) ⊆
⋃
NT (S, 1).
Our results strongly rely on some properties of Hd that are consequences of its exponential expansion.
Proposition 7. Let d > 2, ρ > 0, and ν > 1 be constants. Then for any (ρ, ν)-nice tiling T of Hd we have:
(i) The number of tiles from T intersected by a radius r ball is Θ(e(d−1)r).
(ii) Let τ = 2ρν, and for a positive integer j let Lj ⊂ T be the set of tiles whose distance from the origin is
in the interval [(j − 1)τ, jτ). Then |Lj | = Θ(e(d−1)jτ ).
Proof. (i) The volume of a ball of radius r is Vold(r) = ωd
∫ r
0 sinh
d−1(x) dx, where ωd depends only on
d, hence Vold(r) = Θ(e(d−1)r) [38]. We denote by B(x, r) the ball in Hd with center x and radius r, and
let o be the origin. The tiles intersected by B(o, r) together cover B(o, r). Therefore, the number of tiles
contained in B(o, r) is at least Vold(r)/Vold(ρν) = Ω(e(d−1)r). For the upper bound, notice that inscribed
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B∗
H
q
p
o
p′
p′′
∈ [(j −
1)τ,
jτ)
6 δ
C
t
ε
T
6 τ
Figure 3: A tile T intersecting the neighborhood of the random line H in the hyperbolic plane.
balls of tiles are interior disjoint, and that each tile has diameter at most τ = 2ρν. Therefore tiles intersecting
B(o, r) are contained in B(o, r + 2ρν), so there are at most Vold(r + 2ρν)/Vold(ρ) = O(e(d−1)r) tiles
contained in B(o, r).
(ii) Clearly all tiles of Lj intersect B(o, jτ), therefore the upper bound of (i) carries over. For a lower bound,
let B be the set of balls of radius ρν drawn around the tiles of Lj . Since any tile that intersects the sphere
∂B(o, jτ) and the interior of B(o, jτ) must be in Lj , the union
⋃B covers the sphere ∂B(o, r). Each
ball in B can cover at most O(1) total (surface) volume of this sphere, whose total (surface) volume is
Vol(Sd−1H (jτ)) = ωd sinh
d−1(jτ) = Θ(e(d−1)jτ ). Consequently, |Lr| = Ω(e(d−1)jτ ).
We can dene a uniform random hyperplane of Hd through o the following way. Consider the Poincaré
ball model with center o, and let H be a hyperplane in Rd through o whose normal is chosen uniformly
at random from the unit sphere. The intersection of H with the open unit ball of the Poincaré model is a
uniform random hyperplane of Hd through o.
Lemma 8. Let d > 2, ρ > 0, ν > 1, and δ > 0 be constants. Fix a (ρ, ν)-nice tiling T ofHd, and set τ = 2ρν.
Let T ∈ T be a tile whose distance from the origin is in the interval [(j − 1)τ, jτ) (i.e., T ∈ Lj), and let H
be a uniform random hyperplane passing through the origin. Then the probability that T is intersected by
N(H, δ) is O(e−jτ ).
Proof. First, note that since T is a nice tiling, the circumscribed ball diameter τ = 2ρν is a constant, and
it is also an upper bound on the diameter of each tile. Throughout this proof we work in the Poincaré
ball model centered at the origin o. Let T ∈ Lj be a tile intersected by N(H, δ). Let p ∈ T be a point of
T realizing the distance to the origin, i.e., dist(p, o) ∈ [(j − 1)τ, jτ); see Figure 3. Since diam(T ) 6 τ ,
there is a point p′ ∈ T ∩N(H, δ) at distance at most τ from p. Since p′ ∈ N(H, δ), there is a point p′′ ∈ H
where dist(p′, p′′) 6 δ. It follows that dist(p′′, o) ∈ [(j − 1)τ − δ, jτ + τ + δ). Since p′′ ∈ H , the point q
dened by the intersection of the sphere ∂B(o, jτ) and the line op′′ satises dist(q, p′′) 6 τ + δ. Notice
that dist(p′, q) 6 τ + 2δ, and the tile T has diameter at most τ , therefore T ⊂ B(q, 2τ + 2δ). Thus we
have shown that if T is intersected by N(H, δ), then there is a point q ∈ ∂B(o, jτ) such that B(q, 2τ + 2δ)
is intersected by N(H, δ), or equivalently, H intersects the ball B? def= B(q, 2τ + 3δ). Clearly, it is sucient
to prove that the probability that H intersects B∗ is O(e−jτ ).
Let C be the cone (centered at o) touching B∗, and let ε be its half-angle. The hyperplane H intersects
the ball B∗ if and only if its normal is in the ε-neighborhood of a great circle of the unit (d− 1)-sphere, i.e.,
the normal of H is in NSd−1(Sd−2, ε), where the distance on Sd−1 is the geodesic metric inherited from
Rd. In the 2-at given by o, q and an arbitrary point t where the line from o touches B∗, the triangle oqt
has a right-angle at t, and oq = jτ , and qt = 2τ + 3δ, therefore we have
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ε = arcsin
sinh(2τ + 3δ)
sinh jτ
< 2
sinh(2τ + 3δ)
sinh jτ
=
O(1)
Ω(ejτ )
= O(e−jτ ).
The ε-neighborhood of a great circle in Sd−1 has volume
V
def
= Vol(NSd−1(S
d−2, ε)) = 2
∫ sin ε
0
Vol
(
Sd−2
(√
1− x2
))
dx
< 2
∫ sin ε
0
Vol(Sd−2)dx = O(sin ε) = O(ε) = O(e−jτ ),
where Sd−2(
√
1− x2) is the (d− 2)-dimensional Euclidean sphere of radius √1− x2, or more formally,
Sd−2(
√
1− x2) def= ∂BRd−1(o,
√
1− x2). Therefore the probability that H intersects a given tile from Lr is
V/Vol(Sd−1) = O(e−jτ )/Ω(1) = O(e−jτ ).
2.2 A hyperbolic separator theorem
The following is the key lemma in the proof of Theorem 2. It is inspired by the work of Fu [21], who uses a
similar approach to nd clique-based separators in Rd. For a tiling T of Hd and a given point set P ⊆ Hd,
we say that a tile T ∈ T is non-empty if P ∩ T 6= ∅. The weight of a set S of tiles (with respect to P ) is
dened as γ(S) =
∑
T∈S log(|P ∩ T |+ 1).
Lemma 9. Let d > 2 and δ > 0 be xed constants, and let P be a (multi)set of n points in Hd, and let
p ∈ Hd be an arbitrary point. Let T be a nice tiling of Hd, and let H be a hyperplane through p chosen
uniformly at random. Let S ⊂ T be the set of non-empty tiles intersected by the δ-neighborhood of H , that is,
S
def
= {T ∈ T | T ∩ P 6= ∅ and T ∩N(H, δ) 6= ∅}.
(i) If d = 2, then E[|S|] = O(log n) and E[γ(S)] = O(log2 n).
(ii) If d > 3, then E[|S|] = O(n1−1/(d−1)) and E[γ(S)] = O(n1−1/(d−1)).
Proof. Let exp be the exponential function of base e. In this proof, we introduce some constants c1, c2, . . .
that may depend on d. If the parameters of the nice tiling T are ρ and ν, then let τ def= 2ρν denote the
circumscribed diameter. For a positive integer j, we set Lj def= {T ∈ T | dist(p, T ) ∈ [(j − 1)τ, jτ)}.
Notice that the expected value of γ(S) depends only on the distribution of points over the tiles. Let nT be
the number of points from P in the tile T . Note that for an empty tile T we have log(nT + 1) = 0, thus
E[γ(S)] =
∑
T∈T
log(nT + 1) · Pr[T ∩N(H, δ) 6= ∅] =
∞∑
j=1
∑
T∈Lj
log(nT + 1) · Pr[T ∩N(H, δ) 6= ∅].
By Lemma 8, if T ∈ Lj , then Pr[T ∩N(H, δ) 6= ∅] 6 c1e−jτ for some constant c1, thus
E[γ(S)] 6
∞∑
j=1
∑
T∈Lr
c1e
−jτ log(nT + 1). (1)
From now on, we concentrate on maximizing the function on the right hand side of (1), thus providing
an upper bound on E[γ(S)]. Note that c1e−jτ log(nT + 1) is a decreasing function of j. Suppose that
dist(p, T ) < dist(p, T ′) and nT < nT ′ . The sum on the right hand side of (1) is increased or remains
unchanged if we swap the content of T and T ′, i.e., move all points of P ∩ T to somewhere in T ′ and vice
versa. Without loss of generality, assume that P is a point set where no such swaps are possible. Let J
be the largest index j where Lj contains a non-empty tile. Notice that if j < J , then all tiles in Lj are
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non-empty. Since we have a ball of radius (J − 1)τ that contains only non-empty tiles and at most n points,
this gives an upper bound on Jτ by Proposition 7 (i):
Jτ 6 1
d− 1(lnn+ c2) (2)
Furthermore, if we x nj =
∑
T∈Lj nT , the value of
∑
T∈Lj log(nT + 1) is maximized if the values
nT are equal (i.e., we now allow fractional values for nT ). From now on, assume that for all j and for all
T ∈ Lj we have nT = nj|Lj | . By Proposition 7 (ii), we know that c3e(d−1)jτ 6 |Lj | 6 c4e(d−1)jτ for some
constants c3, c4. Therefore if T ∈ Lr with r 6 R, then we have nT 6 njc3e(d−1)jτ . Hence,
E[γ(S)] 6
J∑
j=1
∑
T∈Lj
c1e
−jτ log(nT + 1) 6
J∑
j=1
|Lj | · c1e−jτ log
(
nj
|Lj | + 1
)
6
J∑
j=1
c1c4e
(d−2)jτ log
(
nj
c3e(d−1)jτ
+ 1
)
= O
 J∑
j=1
e(d−2)jτ log
( nj
e(d−1)jτ
+ 1
) .
(3)
The expectation of |S| can be bounded the same way, without the logarithmic term. For d = 2, we get
E[|S|] = O
 J∑
j=1
e(d−2)jτ
 = O
 J∑
j=1
e0
 = O(J) = O(log n)
by inequality (2). For the weight bound in case of d = 2, we know that the weight of each tile is at most
log(n+ 1), and E[|S|] = log n, therefore E[γ(S)] 6 E[|S|] log(n+ 1) = O(log2 n). If d ≥ 3, we have
E[|S|]=O
 J∑
j=1
e(d−2)jτ
=O(exp((d− 2)Jτ))=O(exp(d− 2
d− 1(lnn+ c2)
))
=O
(
n1−1/(d−1)
)
. (4)
We now bound the weight from (3) in case of d ≥ 3. Let ε > 0 be a small positive constant. We upper
bound nj by n, and log(x+ 1) by 1 + x
d−2
d−1−ε (notice that the latter uses d ≥ 3).
E[γ(S)] = O
 J∑
j=1
e(d−2)jτ log
( nj
e(d−1)jτ
+ 1
) = O
 J∑
j=1
e(d−2)jτ
(
1 +
( n
e(d−1)jτ
) d−2
d−1−ε
)
= n
d−2
d−1−ε ·O
 J∑
j=1
exp(ε(d− 1)jτ)
+O
 J∑
j=1
e(d−2)jτ
.
We apply the bound of (4) for the second term. By computing the sum in the rst term and applying
inequality (2) we get
E[γ(S)] = n
d−2
d−1−ε ·O (exp(ε(d− 1)Jτ)) +O(n1−1/(d−1))
= n
d−2
d−1−ε ·O (exp (ε (lnn+ c2))) +O(n1−1/(d−1)) = O
(
n1−1/(d−1)
)
.
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The centerpoint of a nite point set P ⊂ Hd is a point p ∈ Hd such that for any hyperplane H
through p the two open half-spaces with boundary H both contain at most dd+1n points from P . Note that
a centerpoint of P is not necessarily a point in P .
Lemma 10. Every nite point set of Hd has a centerpoint, and it can be computed in polynomial time.
Proof. Let VBK be the point set corresponding to V in the Beltrami-Klein model of Hd, that is, VBK is a
point set in the unit ball around the origin in Rd. Let p ∈ D be the centerpoint of VBK in the traditional
(Euclidean) sense. It follows that any hyperplane H through p is a d/(d+ 1)-balanced separator of VBK ,
i.e., on both sides of H there are at most dd+1n points from VBK . In the Beltrami-Klein model, Euclidean
hyperplanes are also hyperplanes in the hyperbolic sense, therefore p is a centerpoint in the hyperbolic
sense as well. Converting V to VBK takes linear time. Computing the centerpoint in Euclidean space can
be done in O(nd) time as a consequence of [17, Theorem 4.3]. Converting the resulting point back to Hd
takes constant time.
Remark 11. For certain applications, having the centerpoint computed more eciently may be desirable. If
a weaker balance factor for the separator theorem is sucient, then computing an approximate centerpoint
suces. In such cases, one can use anO(dO(log d)n) time deterministic algorithm for nding an approximate
centerpoint [35].
We are nally in a position to prove Theorem 2.
Proof of Theorem 2. Let G = (V,E) be our input graph with embedding η, and let P def= η(V ). We begin by
computing a centerpoint of P in poly(n) time according to Lemma 10. Let p be the resulting point.
Next, we x a tiling T with tile diameter ρ− ε for some small positive constant ε, so that any pair of
points in the same tile are necessarily connected; this tiling can be constructed using Lemma 5 (ii). Let
P be the vertex partition of G corresponding to this tiling, i.e., for each tile we create a partition class in
P , which necessarily forms a clique in G. Let H be a uniform random hyperplane through p, and let H¯
denote the its ρν-neighborhood: H¯ def= N(H, ρν). Lemma 9 shows that the set S of cliques given by tiles
that intersect H¯ has expected size and weight as desired. Due to the properties of a centerpoint, both sides
of H¯ contain at most dd+1n points. Moreover, the set
⋃
S is a separator. To see this, assume for the purpose
of contradiction that there is a pair x, y ∈ P on dierent sides of H¯ that are connected. Then the geodesic
xy has a unique intersection q with H , and since x, y 6∈ H¯ , both qx and qy are longer than ρν. Hence,
dist(x, y) > 2ρν, so x and y cannot be connected; this is a contradiction.
By Markov’s inequality, with probability 1/2 a random separator will have at most twice the expected
weight, and similarly with probability 1/2 it has at most twice the expected size. Observe that |S| 6
γ(|S|) 6 |S| log(n + 1), so in case of d ≥ 3 having weight O(n1−1/(d−1)) guarantees that the size is at
most O
(
n1−1/(d−1)
)
. For d = 2, having size O(log n) guarantees that the weight is O(log2 n). We can
compute the size and weight of a separator in polynomial time. Consequently, we can nd a separator of
the desired size and weight in poly(n) expected time.
3 Treewidth bounds and algorithmic applications
Partitions and treewidth basics. Let us begin with some basic notions and terminology related to
P-attened treewidth. Let G = (V,E) be a simple graph. A clique-partition of G is a partition P of V
where each partition class C ∈ P forms a clique in G. A κ-partition is a partition P of V where each
partition class C ∈ P induces a connected subgraph of G that can be covered by κ = O(1) cliques; for
example, clique partitions are 1-partitions. It has been observed in [14] that κ-partitions with 1 < κ = O(1)
can be used instead of clique partitions for many algorithms; we will also make use of this option.
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For a graph G, let I ⊂ V (G) be a maximal independent set. We create a partition class for each v ∈ I ,
and assign vertices in V (G) \ I to the class of an arbitrary neighbor inside I . A partition P created this
way is called a greedy partition. Note that greedy partitions can be found in polynomial time in any graph.
For example, greedy partitions are κ-partitions in constant-dimensional Euclidean unit ball graphs [14].
The P-contraction of G is the graph obtained by contracting all edges induced by each partition
class, and removing parallel edges; it is denoted by GP . The weight of a partition class C is dened as
log(|C| + 1). Given a set S ⊂ P , its weight γ(S) is dened as the sum of the class weights within, i.e.,
γ(S)
def
=
∑
C∈S log(|C| + 1). Note that the weights of the partition classes dene vertex weights in the
contracted graph GP .
A tree decomposition of a graphG = (V,E) is a pair (T, σ) where T is a tree and σ is a mapping from the
vertices ofT to subsets ofV called bags, with the following properties. Let bags(T, σ) def= {σ(u) : u ∈ V (T )}
be the set of bags associated to the vertices of T . Then we have: (1) For any vertex u ∈ V there is at least
one bag in bags(T, σ) containing it. (2) For any edge (u, v) ∈ E there is at least one bag in bags(T, σ)
containing both u and v. (3) For any vertex u ∈ V the collection of bags in bags(T, σ) containing u forms
a subtree of T . The width of a tree decomposition is the size of its largest bag minus 1, and the treewidth of
a graph G equals the minimum width of a tree decomposition of G. We talk about pathwidth and path
decomposition if T is a path.
We will need the notion of weighted treewidth [44]. Here each vertex has a weight, and the weighted
width of a tree decomposition is the maximum over the bags of the sum of the weights of the vertices in the
bag (note: without the −1). The weighted treewidth of a graph is the minimum weighted width over its tree
decompositions. Now let P be a partition of a given graph G. We apply the concept of weighted treewidth
to GP , where we assign each vertex C of GP the weight log(|C|+ 1), and refer to this weighting whenever
we talk about the weighted treewidth of a contraction GP . For any given P , the weighted treewidth of GP
with the above weighting is referred to as the P-attened treewidth of G.
3.1 Treewidth in H2
Although our bound on the weight of the separator in H2 in Theorem 2 is optimal up to constant factors
—it is attained for the input where each tile in a hyperbolic disk of radius ∼ ln(√n) contains √n points—
the bound for H2 in Corollary 17 is far from optimal. We could use Theorem 2 to directly design a divide-
and-conquer algorithm for Independent Set, and the running time would be 2O(log3 n) in NUBGH2(ρ, ν),
or 2O(log2 n) in SNUBGH2(ρ, ν). Both of these running times can be signicantly improved by a better
bound on treewidth, as stated in Theorem 3. We prove Theorem 3 in three stages: rst, we show that
the neighborhood graph of a nite tile set has treewidth O(log n), then we transfer this bound to shallow
graphs, and nally, using the following lemma, we transfer the bound to non-shallow graphs.
Lemma 12. Consider a graph G ∈ NUBGHd(ρ, ν) with some xed embedding, and let P be the partition of
V (G) given by a (ρT , νT )-nice tiling of Hd. Then GP ∈ SNUBGHd(ρ, ν ′, k) where ν ′ = ν + 2ρT νT /ρ and
k = Vol(ρν ′ + 2ρT νT )/Vol(ρT ), where Vol(r) denotes the volume of a ball of radius r in Hd.
Proof. First, we dene an embedding ηP for GP by assigning each vertex C ∈ P to a point pC ∈ η(C). We
show that GP ∈ SNUBGHd(ρ, ν ′, k) for the embedding ηP .
Clearly any pair of vertices at distance less than 2ρ is connected. Now suppose for contradiction that
a pair of points pi and pj in tiles Ti and Tj have distance more than 2ρν ′ = 2ρν + 4ρT νT . Observe that
Ti ⊂ B(pi, 2ρT νT ), and similarly Tj ⊂ B(pj , 2ρT νT ). Since dist(pi, pj) > 2ρν + 4ρT νT , any pair of
points in B(pi, 2ρT νT ) and B(pj , 2ρT νT ) must have distance at least 2ρν. Hence, no pair of points in Ti
and Tj is connected, so the corresponding vertices in G are also not connected. But this contradicts that
G ∈ NUBGHd(ρ, ν) for the embedding η.
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To prove that ηP is a shallow embedding, consider a point x ∈ Hd with a circumscribed ball B(x, ρν ′).
The points of η(P) intersected by this ball all lie in dierent tiles of T . The inscribed balls of all of these tiles
are centered somewhere in B(x, ρν ′, 2ρT νT ), and these balls are disjoint, therefore there cannot be more
than Vol(ρν ′ + 2ρT νT )/Vol(ρT ) = k such inscribed balls. It follows that |B(x, ρν ′) ∩ η(P)| 6 k.
The rst stage of the proof (for neighborhood graphs) relies crucially on the isoperimetric inequality [43],
which states that for a simple closed curve of length L bounding an area A in the hyperbolic plane H2,
we have L2 > 4piA+ A2 where equality is attained only for a geodesic circle. In fact, we only need the
following simple corollary.
Corollary 13. Let φ be a simple closed curve in H2, and let φin denote the region enclosed by φ. Then
length(φ) > area(φin).
Consider a tiling T given by Lemma 5(i). Notice that the neighborhood graph of any tile set S ⊂ T
is planar. A hole for a set of tiles S ⊂ T is a nite set S′ ⊂ T \ S such that ∂S′ is a closed curve and
∂S′ ⊂ ∂S. An outerplanar or 1-outerplanar graph is a planar graph that has a plane embedding where all
vertices lie on the outer face. For k > 2, a k-outerplanar graph is a plane graph (i.e., a planar graph with a
xed embedding) where removing vertices of the outer face leads to a (k − 1)-outerplanar graph.
Lemma 14. Let T be a regular tiling of H2 as constructed in Lemma 5. Then the neighborhood graph of any
nite tile set S ⊂ T is (c log |S|)-outerplanar, where c is an absolute constant independent of our choice of T .
Proof. Let α and ξ be the area and circumference of a tile in T respectively, and let G be the neighborhood
graph of S. Let S¯ be the tile set obtained from S by lling all of its holes with tiles. We will prove by
induction on |S| that the outerplanarity of G is at most
(
log |S|
log(1/(1−α/ξ))
)
. To prove this claim, we show that
a constant proportion of all tiles are adjacent to the unbounded component of T \ S.
The boundary of
⋃
S¯ is a collection of closed curves bounding interior disjoint regions whose union
has precisely |S¯| tiles. So by summing the inequality length(φ) > area(φin) for each of these curves, we
have that length(∂(
⋃
S¯)) > α|S¯|. Let S′ be the set of tiles in S adjacent to the unbounded component of
T \ S. The total length of ∂(⋃ S¯) is at most |S′|ξ, so |S′|ξ > α|S¯|. Hence |S′| > αξ |S¯| > αξ |S|, as required.
The neighborhood graph of S \S′ has outerplanarity at most log(|S|−|S′|)log(1/(1−α/ξ)) by the induction hypothesis.
Therefore the outerplanarity of G is at most
log(|S| − |S′|)
log(1/(1− α/ξ)) + 1 6
log(|S| − αξ |S|)
log(1/(1− α/ξ)) + 1 =
log |S|
log(1/(1− α/ξ)) . (5)
Recall that in Lemma 5(i) we dened a tiling Tδ for any choice of δ ∈ N+; let us denote the corresponding
tile area and diameter by αδ and ξδ respectively. By Corollary 13, we have 0 < αδ/ξδ < 1, but this fact by
itself is not enough to establish the required bound. Indeed, in principle we could have infδ∈N+ αδ/ξδ = 0,
which would make the outerplanarity bound established in (5) depend on the choice of T . But we have
shown in Lemma 5(i) that limδ→∞ αδ/ξδ > 0, so there exists a constant c′ > 0 such that αδ/ξδ > c′ for all
δ. This concludes our proof.
The treewidth of k-outerplanar graphs is at most 3k− 1 by [8, Theorem 83]. By Lemma 14, this implies
that the neighborhood graph of any tile set S ⊂ T has treewidth O(log n). We remark that this is the only
result in the present paper that also works for tilings of non-constant diameter. As a consequence, it can
be shown that any n-vertex subgraph of a regular tiling with bounded tiles has treewidth at most c log n,
where c is independent of the tiling, that is, this holds even if the choice of the regular tiling depends on n.
In order to transfer the treewidth bound from neighborhood graphs to graphs in SNUBGH2(ρ, ν, k),
we need two operations: the k-fold blowup and k-th power. It turns out that both operations increase the
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treewidth by at most a function of k and the maximum degree of G. The k-th power Gk of a graph G is the
graph with vertex set V (G) where u, v ∈ V (G) are connected if and only if distG(u, v) 6 k.
Lemma 15. If G has maximum degree ∆, then tw(Gk) 6 ∆dk/2e+1(tw(G) + 1)− 1.
Proof. Let (T, σ) be a tree decomposition of G, and replace each bag B with NG(B, dk/2e). It is sucient
to prove that the resulting bags form a tree decomposition of Gk, since the new bags are at most ∆dk/2e+1
times larger than the bags of (T, σ). The rst property (every vertex is contained in some bag) trivially
holds. The second property (every edge is induced by some bag) is true since the endpoints of any edge uv
in Gk can be connected by a u− v path of length at most k in G, so if B is a bag in the tree decomposition
of G that contains a midpoint w of this path, then NG(B, dk/2e) also contains u and v.
Next, we prove the third property, which is equivalent to the following: if vertex v appears in the
bags B and B′, then it appears in every bag that is on the unique tree path between B and B′. Suppose
for a contradiction that there is a vertex v ∈ V (G) that appears in bags NG(B, k) and NG(B′, dk/2e),
while there is a bag NG(B∗, dk/2e) between them in the tree not containing v. Since v ∈ NG(B, dk/2e), it
follows that NG(v, dk/2e) ∩B 6= ∅ and similarly NG(v, dk/2e) ∩B′ 6= ∅. Also, since v 6∈ NG(B∗, dk/2e),
we have that NG(v, dk/2e) ∩ B∗ = ∅. Since (T, σ) is a valid tree decomposition, B∗ is a separator of G
where B and B′ are in distinct connected components of G[V (G) \B∗]. But this contradicts the fact that
NG(v, dk/2e) is a connected graph disjoint from B∗ that contains vertices from both B and B′.
For k ∈ N+ the k-fold blowup of a graph G is a graph G(k) where each vertex v of G is replaced
by a k-clique Cv , and for each edge uv ∈ E(G) and for all pairs of vertices u′ ∈ Cu, v′ ∈ Cv we have
u′v′ ∈ E(G(k)). Since the blown-up bags (replacing each vertex in each bag with the corresponding clique)
give a tree decomposition of the blown-up graph, the blowup has treewidth at most k(tw(G) + 1)− 1. We
can summarize this in the following proposition.
Proposition 16. For any graph G its k-fold blowup satises tw(G(k)) 6 ktw(G) + k − 1.
We can now prove Theorem 3.
Proof of Theorem 3. (i) Given an embedding of a shallow graph G, the main idea of this proof is to take a
tiling, and to consider some power of the neighborhood graph of the non-empty tiles. This graph power
can be blown up in a way that the resulting graph H is a supergraph of our shallow graph G. Since
neighborhood graphs have logarithmic treewidth, the resulting graph H will also have treewidth O(log n),
and since H is a supergraph of G, the treewidth of H is greater or equal to the treewidth of G. Next we
give the details of the proof.
Let P be the point (multi)set of the embedding of G, and let us refer to points of P being connected
or not connected if the corresponding vertices in G are connected by an edge (resp. not connected).
We x a tiling T from those oered by Lemma 5(ii) where the tile diameter is the smallest possible tile
diameter greater than 2ρν. Let δ denote the diameter of the tiles in T . Note that each tile contains at most
k′ def= kVol(δ + ρ)/Vol(ρ) = O(1) points of P . Let S be the set of non-empty tiles in T . By Corollary 6,
there is a constant c such that the tiles of NT (S, 1) cover NH2(
⋃
S, c). Applying the same corollary to
NT (S, 1), we get that the tiles of NT (S, 2) = NT (NT (S, 1), 1) cover NH2(
⋃
S, 2c). By induction we
get that the tiles of NT (S, r) cover NH2(
⋃
S, rc), Consequently, any pair of tiles T, T ′ ∈ S for which
distT (T, T ′) > 2ρν/c satises5 distH2(T, T ′) > 2ρν. Therefore T and T ′ cannot contain a pair of
connected points p ∈ T ∩ P, p′ ∈ T ′ ∩ P . Let ` def= d2ρν/ce+ 1. Then S′ def= NT (S, `) has the property that
for any pair of connected points in P , their containing tiles T and T ′ are not too distant in the neighborhood
5We let distH2(T, T ′)
def
= inf{distH2(x, y) | x ∈ T, y ∈ T ′)}. Note that this is not a metric on subsets of H2.
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graph of S′: distS′(T, T ′) < `. Note that |S′| = O(n). By Lemma 14, the neighborhood graph NbG(S′) is
O(log |S′|) = O(log n)-outerplanar, and by [8], it has treewidth O(log n).
Consider the graph (NbG(S′))`. A pair of points in P can be connected only if they are in the same
tile or their tiles are connected in (NbG(S′))`. Let H be the k′-fold blowup of (NbG(S′))`. Since each tile
has at most k′ points of P , the graph H is a supergraph of G. By Lemma 15, (NbG(S′))` has treewidth at
most ∆d`/2e+1(tw(NbG(S′)) + 1)− 1 where ∆ is the number of neighboring tiles to a tile in T ; therefore,
tw((NbG(S′))`) = O(tw(NbG(S′))) = O(log n), and its blowup H also has treewidth O(log n) by
Proposition 16. Since H is a supergraph of G, G has treewidth O(log n).
(ii) The weighted treewidth of GP is at most log(n + 1) · (tw(GP) + 1) since each node in GP has
weight at most log(n+ 1), so Lemmas 5, 12 and Theorem 3(i) imply the desired bound.
4 Computing treewidth and P-attened treewidth
We can remove the dependence on the embedding from Theorem 3 by the same techniques as in [14]. The
algorithms obtained this way are also deterministic since they do not rely on the Las Vegas separator-nding
algorithm of Theorem 2.
Treewidth bounds for shallow graphs in Hd (d > 3) and in H2. The size bound of our separator
theorem can be used to get a bound on the pathwidth (and treewidth) of shallow graphs, since in a shallow
graph each tile has O(1) points, and the weight of each non-empty tile is Θ(1). Thus the bounds that we
proved in the previous section for clique-based separators immediately give the same asymptotic bounds
for normal separators in shallow graphs. To turn these bounds into bounds on treewidth, we only need
Theorem 20 of [8], which yields the following corollary:
Corollary 17. Fix the constants ρ, ν > 1 and k. Then for any G ∈ SNUBGH2(ρ, ν, k) on n vertices the
pathwidth is O(log2 n) and if d ≥ 3, then for any G ∈ SNUBGHd(ρ, ν, k) the pathwidth is O(n1−1/(d−1)).
Following the techniques of [14] one can derive the bound O(n1−1/(d−1)) for the P-attened treewidth
of graphs in NUBGHd(ρ, ν) (d > 3) as well. Before we do that, we establish a way to get useful partitions
in the absence of an embedding.
Lemma 18. Let ρ > 0, ν > 1 and d ≥ 2 be xed constants, and let G ∈ NUBGHd(ρ, ν). Then all greedy
partitions P of G are κ-partitions for some κ = O(1), and GP has maximum degree O(1). Moreover, GP is
shallow: GP ∈ SNUBGHd(ρ, 3ν, 2)
Proof. Let η be an embedding of G, and let P be a greedy partition built around a maximal indepen-
dent set I ⊂ V (G). First, we claim that restricting η to I gives a representation for GP as a graph in
SNUBGHd(ρ, 3ν, 2). Pairs of points from η(I) closer than ρ are always connected in GP , since there are
no such point pairs. Pairs of points p, q ∈ η(I) more than 6ρν distance away cannot have neighbors p′ and
q′ that are connected, so the corresponding partition classes are not connected in GP . Finally, any pair of
points from η(I) have distance at least 2ρ, so a ball of radius ρ can contain at most two points of η(I). This
shows that GP ∈ SNUBGHd(ρ, 3ν, 2).
Clearly each partition class induces a connected subgraph of G. To bound κ, notice that the points
of a partition class for point v ∈ I all lie within B(η(v), 2ρν). Consider a tiling T from Lemma 5(ii) of
diameter ρ−  for some small  > 0. Each tile induces a clique in G. The tiles intersecting B(η(v), 2ρν)
are contained in B(η(v), 2ρν + ρ), and this ball contains Θ(e(d−1)(2ρν+ρ)) = O(1) tiles by Proposition 7
(i). Therefore each partition class can be covered by at most κ = O(1) cliques.
To get a bound on the maximum degree in GP , recall that the balls of radius ρ with centers in η(I)
are disjoint. Since GP ∈ SNUBGHd(ρ, 3ν, 2), the neighborhood of a vertex is within a ball of radius 6ρν
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around the representing point. Therefore the maximum degree is at most Vol(6ρν)/Vol(ρ)) = O(1),
where Vol(x) denotes the volume of a ball of radius x.
We can now make our separator theorem work for greedy partitions.
Lemma 19. Let ρ > 0, ν > 1 and d ≥ 2 be xed constants, and let G ∈ NUBGHd(ρ, ν) with representation
η. Then for any greedy partition P there is a d/(d+ 1)-balanced separator S ⊂ P such that |S| = O(log n)
and has weight γ(S) = O(log2 n) if d = 2, and |S| = O(n1−1/(d−1)) and has weight γ(S) = O(n1−1/(d−1))
if d ≥ 3.
Proof. Let P be a greedy partition for a given maximal independent set I . Let G¯P be the graph obtained
from G by adding an edge between any pair of vertices v, w that are in the same partition class. Thus P
is a clique-partition of G¯, and G is a subgraph of G¯. Hence, it is sucient to provide a separator of the
desired asymptotic weight and size in G¯.
By Lemma 18, GP ∈ SNUBGHd(ρ, 3ρν, 2). Let ηP be the corresponding embedding of GP , and let PP
denote its image. Let P¯ be the point multiset that for each vertex C ∈ P contains |C| copies of the point
ηP(C). Let η¯ : V (G)→ P¯ , η¯(v) = ηP(Cv), where Cv ∈ P is the class of P that contains v. Clearly η¯ is a
representation of G¯ as a graph in NUBGHd(ρ, 3ρν).
If we take a nice tiling of Hd as in Lemma 9, then the resulting partition P ′ will be a coarsening of P ,
and a separator S consisting of P ′-classes naturally decomposes into a separator consisting of P-classes.
Moreover, each P ′-class can contain at most O(1) classes of P , since PP is sparse. Therefore a separator
S′ for P ′ of weight γ decomposes into a separator S of weight at most O(γ). Thus (by Lemma 9) G¯ has a
separator S ⊆ P of the desired weight, which is also a separator of G.
We are now ready to prove Theorem 20.
Theorem 20. Let d ≥ 2, k > 0, ρ > 0 and ν > 1 be constants.
(i) If G ∈ SNUBGH2(ρ, ν, k), then the treewidth of G is O(log n), and a tree decomposition of width
O(log n) can be computed in polynomial time.
(ii) If G ∈ SNUBGHd(ρ, ν, k), then the treewidth of G is O(n1−1/(d−1)), and a tree decomposition of
width O(n1−1/(d−1)) can be computed in 2O(n1−1/(d−1)) time.
(iii) If G ∈ NUBGH2(ρ, ν), then for any greedy partition P the P-attened treewidth of G is O(log2 n),
and a weighted tree decomposition of width O(log2 n) can be computed in nO(logn) time.
(iv) IfG ∈ NUBGHd(ρ, ν), then for any greedy partitionP theP-attened treewidth of G isO(n1−1/(d−1)),
and a weighted tree decomposition of width O(n1−1/(d−1)) can be computed in 2O(n1−1/(d−1)) time.
Proof. Given a graph G of treewidth w, we can use the algorithm from either [39] or [10] to compute
a tree decomposition whose width is O(w) in 2O(w) poly(n) time. Moreover, for a partition P where
the P-attened treewidth is w′ we can also compute a weighted tree decomposition of width O(w′) in
2O(w
′) poly(n) time; see Lemma 8 and the proof of Theorem 9 in [15]. Putting Lemmas 18, 12 and Theorem 3
together concludes the proof of Theorem 20 in case of d = 2.
For Hd, d ≥ 3 we can combine Lemma 19 with arguments in the proof of Lemma 7 in [15] to show
that the P-attened treewidth of G is O(n1−1/(d−1)). The weighted treewidth approximation technique
can produce a weighted tree decomposition of GP of width O
(
n1−1/(d−1)
)
in 2O(n1−1/(d−1)) time, which
concludes the proof for the case d > 3.
5 Algorithmic applications
In this section we showcase some algorithms that can be obtained from Theorem 20.
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Theorem 21. Let d ≥ 2, k > 0, ρ > 0 and ν > 1 be constants. Then Independent Set can be solved in
• poly(n) time in SNUBGH2(ρ, ν, k)
• nO(logn) time in NUBGH2(ρ, ν)
• 2O(n
1−1/(d−1)) time in NUBGHd(ρ, ν) if d ≥ 3
Proof sketch. If G ∈ SNUBGH2(ρ, ν), then we can compute a tree decomposition of width O(log n) in
polynomial time by Theorem 20, and apply a traditional algorithm of running time 2tw poly(n), see [13]
for an example. This yields a polynomial algorithm.
Now suppose G ∈ NUBGHd(ρ, ν). We compute a greedy partition P of G in polynomial time. By
Theorem 20, we can nd a weighted tree decomposition (T, σ) of GP of width w2 = O(log n) if d = 2
or of width wd = O(n1−1/(d−1)) if d ≥ 3 in 2O(wd) poly(n) time. From this point we proceed just as in
Section 2.3 and Theorem 2.8 in [14]: the weighted tree decomposition of GP can be transferred into a
so-called traditional tree decomposition of G, on which a treewidth-based algorithm [13] can be run with a
small modication, namely that only those partial solutions need to be considered that select at most κ
vertices from each partition class.
Theorem 22. Let ρ > 0, ν > 1, 2 6 d ∈ N, and q ∈ N be xed constants. Then the q-Coloring problem
can be solved in
• poly(n) time in NUBGH2(ρ, ν)
• 2O(n
1−1/(d−1)) time in NUBGHd(ρ, ν) if d ≥ 3.
Proof. Let P be a greedy partition. If some clique of G contains at least q + 1 vertices, then there is no
q-coloring. Since P is a κ-partition for some constant κ by Lemma 18, if a partition class has more than
κq vertices, then we can reject. Otherwise G ∈ SNUBGHd(ρ, ν, κq + 1). If d = 2, then by Theorem 20
we can nd a tree decomposition of G of width w2 = O(log n) in polynomial time. If d ≥ 3, then the
tree decomposition of GP found by Theorem 20 has width wd = O(n1−1/(d−1)) and it can be found in
2O(n
1−1/(d−1)) time. Then we can simply run a treewidth-based coloring algorithm [13] with running
time qtwtwO(1) poly(n), which for q = O(1) becomes poly(n) time for d = 2 and 2O(n1−1/(d−1)) time for
d > 3.
Theorem 23. Let ρ > 0, ν > 1, and 2 6 d ∈ N be xed constants. Then Hamiltonian Cycle can be solved
in
• poly(n) time in NUBGH2(ρ, ν) if an embedding is given
• 2O(n
1−1/(d−1)) time in NUBGHd(ρ, ν) if d ≥ 3 and the embedding is given.
Proof. Let T be the tiling of Lemma 5(ii) with diameter 2ρ− , where ε is small positive constant. Notice
that vertices of G assigned to the same tile are connected in G, thus T induces a clique partition P of G.
Note that computing this partition requires that we have an embedding of G available as input; this is the
only place where we use the embedding in this proof.
We can use a lemma by Ito and Kadoshita [24] to reduce the number of points in each tile to a constant
that depends only on the maximum degree ∆ of GP ; see also [25]. Their key lemma is the following.
Lemma 24 (Ito and Kadoshita [24]). Let P be a partition of V (G) into cliques where the maximum degree
of GP is ∆. Then for each pair of distinct cliques C,C ′ ∈ P , there is a way to remove all but O(∆2) edges
among those with one endpoint in C and the other in C ′ so that the resulting graph G1 has a Hamiltonian
cycle if and only if G has a Hamiltonian cycle.
As observed by [25], if G1 is connected, removing the vertices from each clique of the clique partition
in G1 that do not have an edge to a vertex of any other clique in the partition preserves the Hamiltonicity
of G1. We thus obtain a reduced graph G2, which contains at most O(∆3) vertices per tile. Let G3 be the
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Figure 4: In a Grid Tiling instance (left), one is given k × k sets Wa,b ⊆ [n] × [n], and the goal is to
nd a wa,b ∈Wa,b for each (a, b) ∈ [k]× [k] so that horizontal/vertical neighbors share their rst/second
coordinate. In Grid Tiling with6 (right) we require that these coordinates form non-decreasing sequences
left-to-right and top-to-bottom. The examples have k = 3 and N = 5.
supergraph of G2 where we reintroduce the deleted edges between the remaining vertices. Then G3 is
an induced subgraph of G, where in each clique of the partition there are O(∆3) vertices. Moreover, it
has a Hamiltonian cycle if and only if G2 does, since we can obtain G2 from G3 by applying Lemma 24.
Therefore, G3 is an induced subgraph of G that has a Hamiltonian cycle if and only if G does, and given G
and its partition into cliques, G3 can be computed in polynomial time.
ClearlyG3 ∈ SNUBGHd(ρ, ν, k) for some constant k that depends only on ρ, ν and d, so by Theorem 20
G3 has treewidth O(log n) if d = 2 or O(n1−1/(d−1)) if d > 3. We can compute a corresponding tree
decomposition in poly(n) (respectively, in 2O(n1−1/(d−1))) time.
Finally, we run a treewidth-based Hamiltonian cycle algorithm [9] on this tree decomposition of G3,
which takes 2O(tw(G3)) poly(n) time.
Using the (P-attened)-treewidth-based algorithms of [14] with the treewidth bounds of Theorem 20,
we get the following results.
Theorem 25. Let ρ > 0, ν > 1, 2 6 d ∈ N, and k ∈ N+ be xed constants. Then Dominating Set, Vertex
Cover, Feedback Vertex Set, Connected Dominating Set, Connected Vertex Cover and Connected
Feedback Vertex Set can be solved in
• poly(n) time in SNUBGH2(ρ, ν, k)
• nO(logn) time in NUBGH2(ρ, ν)
• 2O(n
1−1/(d−1)) time in NUBGHd(ρ, ν) if d ≥ 3.
6 Lower bounds
The goal of this section is to prove Theorem 4, and to show that Euclidean lower bounds can be carried
over to hyperbolic spaces of dimension at least 3.
6.1 A lower bound for Independent Set in the hyperbolic plane
Although the proof of Theorem 4 is for a specic radius ρ, it will be apparent from the proof that it can be
adapted to any other constant radius. Moreover, we state the theorem for ν = 1, and the lower bound then
automatically follows for any NUBGH2(ρ, ν) with ν > 1.
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The idea of the proof is to embed a blown-up grid structure in the hyperbolic plane, giving high
multiplicity to the vertices of a plane tiling. The structure is then used to realize an instance of Grid
Tiling [13]. See Figure 4 for an illustration. In an instance of Grid Tiling, we are given an integer k, an
integer n, and a collection S of k2 non-empty sets Wa,b ⊆ [n]× [n] for 1 6 a, b 6 k. The goal is to decide
if there is a selection w : [k]2 → [n]2 such that wa,b ∈Wa,b for each 1 6 a, b 6 k and
• if wa,b = (x, y) and wa+1,b = (x′, y′), then x = x′;
• if wa,b = (x, y) and wa,b+1 = (x′, y′), then y = y′.
One can picture these sets in a k × k table: in each cell (a, b), we need to select an element from Wa,b
so that the elements selected from horizontally neighboring cells agree in the rst coordinate, and those
from vertically neighboring cells agree in the second coordinate. Grid Tiling with 6 is a variant of Grid
Tiling where instead of equalities between neighboring cells, we only require inequalities:
• if wa,b = (x, y) and wa+1,b = (x′, y′), then x 6 x′;
• if wa,b = (x, y) and wa,b+1 = (x′, y′), then y 6 y′.
Our reduction to prove a lower bound for Independent Set in hyperbolic noisy uniform disk graphs
has three steps: rst, we reduce from a version of satisability to Grid Tiling, then invoke a reduction from
Grid Tiling to Grid Tiling with 6, and nally we reduce from Grid Tiling with 6 to Independent
Set in noisy unit disk graphs.
Step 1: from (3, 3)-SAT to Grid Tiling. A (3, 3)-CNF formula is a boolean formula in conjunctive
normal form which has at most three variables per clause, and each variable occurs at most three times:
we call the decision problem of such formulas the (3, 3)-SAT problem. By [15, Proposition 19] there is
no 2o(n) algorithm for (3, 3)-SAT under ETH, where n is the number of variables. An instance of Grid
Tiling(n, log n) is a Grid Tiling instance where k 6 log n and for each (a, b) ∈ [k] × [k], we have
Wa,b ⊆ [n]× [n].
It is known that both Grid Tiling and Grid Tiling with6 has no f(k)no(k) algorithm under ETH [13],
and the following lemma seems to be a direct corollary of this for Grid Tiling (n, k). Notice however that
simply substituting k = logN is formally incorrect, as the known lower bound excludes the existence of
an algorithm that works for all k; it is still possible in principle that for all k 6 log n an no(k) algorithm
could be given. The next lemma excludes this possibility.
Lemma 26. There is no 2o(log2(n)) algorithm for Grid Tiling(n, log n), unless ETH fails.
Proof. Let φ be a (3, 3)-CNF formula of n variables. In a polynomial preprocessing step, we can eliminate
clauses of size 1 and variables that occur only once; we henceforth assume that every variable in φ occurs
once or twice, and each clause has two or three literals. Notice that φ has m < 2n clauses. We group
these clauses into
√
m groups G1, . . . , G√m, each of size
√
m. In each group Ga there are at most 3
√
m
variables that occur; let us denote these variables by Va. These variables have at most N
def
= 23
√
m possible
truth assignments. We enumerate all possible assignments for Va, and index them from 1 to at most N ,
getting the assignments Va(1), Va(2), . . . .
We create an instance of Grid Tiling where we index the rows and columns of the grid with these
groups of clauses, so there are k def=
√
m 6 logN rows and columns. For each pair a, b with 1 6 a, b 6 k,
we dene the set Wa,b as follows. The set Wa,b contains a pair (x, y) ∈ [N ]× [N ] if and only if
(i) assignments of index x and y are consistent, i.e., for any variable that occurs in both Va and Vb the
same truth value is given in assignment Va(x) as in assignment Vb(y), and
(ii) all clauses in Ga and Gb are satised by setting Va according to Va(x) and Vb according to Vb(y).
The instance created this way has at mostN ·N = 2O(
√
m) = 2O(
√
n) entries in each tile, and altogether
m tiles, so the size is 2O(
√
n) ·m = 2O(
√
n).
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If φ is satisable, then the satisfying assignment denes a solution to this Grid Tiling instance. If the
Grid Tiling instance has a solution, then the union of the assignments selected in each tile is consistent
(that is, each variable receives a unique value) by property (i). Moreover, in each group the clauses are
satised, therefore the formula is satised. Hence, the Grid Tiling instance has a solution if and only if φ
is satisable. Given φ, the Grid Tiling instance can be created in 2O(
√
n) time. Suppose now that there is a
2o(log
2(N)) algorithm for Grid Tiling(N, logN ). Applying such an algorithm to the instance created above,
we would get an algorithm for (3, 3)-SAT with running time
2O(
√
n) + 2o(log
2(N)) = 2O(
√
n) + 2o((c
√
n)2) = 2o(n),
which contradicts ETH.
Step 2: from Grid Tiling to Grid Tiling with 6.
Lemma 27. There is no 2o(log2(n)) = no(logn) algorithm for Grid Tiling with 6 with parameters (n, log n),
unless ETH fails.
Proof. The Lemma follows from Lemma 26 and the reduction of Cygan et al. [13, Theorem 14.30], which
takes an instance of Grid Tiling(n, k) and in polynomial time creates an equivalent instance of Grid
Tiling with 6 with parameters (3n2(k + 1) + n2 + n, 4k).
Step 3: from Grid Tiling with6 to Independent Set inNUBGH2(ρ, 1). Given Lemma 27, all
we need now to prove Theorem 4 is the following.
Lemma 28. Given an instance I of Grid Tiling with6 with parameters (n, log n), we can create in poly(n)
time a graph H ∈ NUBGH2(ρ, 1) on poly(n) vertices which has an independent set of a certain size k if and
only if I is a yes-instance.
Proof. The construction is built on the uniform tiling T with regular pentagon tiles, where at each vertex
four pentagons meet. (This is the uniform tiling with Schläi symbol (5, 4).) Let δ be the diameter of the
tiles. Let o be the origin, chosen at the center of a pentagon. The side length of the pentagons is exactly
ρ
def
= cosh−1(cos(pi/5)/ sin(pi/4)); see the proof of Lemma 5(i) for a similar calculation. Let Γ be the innite
plane graph dened by the vertices and edges of the tiling T . See Figure 5.
Claim. The graph Γ contains a subgraph G of size poly(n) that is a subdivision of the log n× log n grid.
Proof of claim. Let β def= 2pi/n, and let r0
def
= sinh−1(sinh(4δ)n) = O(log n).
From this point onward we use polar coordinates (r, φ) around o. For each a ∈ [log n] let Ca be the
circle around the origin with radius r0 + 9δ · a (see Figure 5). For each b ∈ [log n] let `b be the radial
half-line with equation φ = b · β whose starting point is on C1 (i.e., o 6∈ `b). Let Sa ⊂ T be the set of tiles
intersected by Ca (a > 0). Note that NH2(Ca, 4δ) ∩NH2(Ca+1, 4δ) = ∅. Similarly, we dene the the tile
set S′b as the set of tiles intersected by `b, and claim that NH2(`b, 4δ) ∩NH2(`b+1, 4δ) = ∅. To see this, it is
sucient to show that dist(`b, `b+1) > 8δ. Note that the distance of `b and `b+1 is realized at their starting
points, so it can be calculated exactly using the right-angle triangle given by the line through `b, the angle
bisector of `b and `b+1, and the line through the starting points of `b and `b+1, depicted in green in Figure 5.
The triangle has angle pi/n at o, and its hypotenuse has length r0.
distH2(`b, `b+1) = 2 sinh
−1
(
sin
pi
n
sinh r0
)
> 2 sinh−1
( pi
2n
sinh(4δ)n
)
> 8δ.
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Ca
`b+1
`b
f(a, b+ 1)
f(a, b)
o pin r0
Figure 5: Finding vertices for the grid points (a, b) and (a, b+ 1), together with a canonical path between
them.
For each (a, b) ∈ [log n]× [log n], let f(a, b) be an arbitrary vertex of the tile containing the intersection
of Ca and `b, i.e., the tile containing the point (r0 + 9δ · a, β · b). (By introducing small perturbations to β
and r, we can make sure that these intersections are all interior points of some tile.) The above observations
about the distance of neighboring circles Ca and half-lines `b imply that each tile contains at most one
point from the image of f .
We can connect f(a, b) and f(a, b+ 1) in Γ using only vertices and edges of the tile set Sa. Similarly,
we can connect f(a, b) and f(a+ 1, b) using only vertices and edges of the tile set S′b. We create such paths
for all neighboring pairs of the grid [log n]× [log n]. Note that paths created this way may have overlapping
inner vertices, but we can avoid such overlaps by doing local modications in the 4δ-neighborhoods of
the tiles containing f(a, b) for each (a, b) ∈ [log n] × [log n]. The overlaps can occur only if the vertex
v ∈ V (Γ) is incident to a tile T ∈ Sa and a (not necessarily distinct) tile T ′ ∈ S′b; but this can only happen
if v ∈ NH2(Ca, δ) ∩NH2(`b, δ), therefore v ∈ NH2(Ca ∩ `b, 3δ) ⊆ B(f(a, b), 4δ), so indeed it is sucient
to create a subdivision of a 4-star in the intersection of Γ with the balls B(f(a, b), 4δ) with given boundary
vertices. After the local modications, we are left with paths whose interiors are vertex disjoint. We call
these paths canonical paths.
These canonical paths give a subgraph of Γ that is a subdivision of the log n× log n grid. Notice that
all canonical paths stay within a radius r0 + 9δ · log n + 4δ = O(log n) ball around the origin; this ball
contains poly(n) tiles by Proposition 7 (i), and therefore the number of vertices in this ball (and in the
subgraph) is poly(n). 
Now consider an instance of Grid Tiling with 6 with parameters (n, log n) and sets Wa,b (1 6
a, b 6 log n). Using the claim above, we can construct a graph H ∈ NUBGH2(ρ, 1) with the desired
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properties, as explained next. Let G be the subdivision of the [log n]× [log n] grid provided by the claim
above. Vertices of G are identied with the corresponding point in H2. At each vertex of G, we place at
most n2 copies of the vertex, and we index these copies by some specied subset of [n]× [n], as explained
later. The copies will form a multiset embedding of the vertex set of the noisy unit disk graph H that we
are constructing. This will result in a noisy unit disk graph where points placed in the same vertex of G are
all connected, and any pair of points further away than 2ρ are never connected; for points at exactly 2ρ
distance away (i.e., at neighboring vertices of G), they are either connected or not connected. The size is
|V (H)| 6 n2|V (G)| = poly(n).
Let f(a, b) denote the vertex ofG corresponding to the grid point (a, b), and let Path(f(a, b), f(a+1, b))
denote the set of vertices in the canonical path between f(a, b) and f(a+1, b). Similarly, Path(f(a, b), f(a, b+
1)) denotes the set of vertices in the canonical path between f(a, b) and f(a, b+ 1). We refer to a point
of H of index (x, y) ∈ [n]× [n] at vertex v of G as v(x, y). There is a natural orientation of G where we
orient the edge from u to v if u, v occurs in this order on the canonical G-path Path(f(a, b), f(a+ 1, b))
or Path(f(a, b), f(a, b+ 1)).
We now dene the vertices of H . For each vertex v ∈ V (G), we dene a subset of valid indices
from [n] × [n], each of which denes a point in the embedding of H . For each v = f(a, b) where
(a, b) ∈ [log n]× [log n], we create a point v(x, y) if and only if (x, y) ∈Wa,b. If v is an internal vertex of
Path(f(a, b), f(a+ 1, b)), then we only create the points v(x, 1) for each x ∈ [n], and if v is an internal
vertex of Path(f(a, b), f(a, b+ 1)), then we only create the points v(1, y) for each y ∈ [n]. The edges of
H are dened as follows. Let uv be an arc of G. If (uv) ∈ Path(f(a, b), f(a+ 1, b)), then connect u(x, y)
to v(x′, y′) if and only if x > x′. If (uv) ∈ Path(f(a, b), f(a, b+ 1)), then connect u(x, y) to v(x′, y′) if
and only if y > y′. This nishes the construction of H . It remains to show that H has an independent set
of size |V (G)| if and only if the original Grid Tiling with 6 instance has a solution.
Consider a solution s : [log n] × [log n] → [n] × [n] of the instance of Grid Tiling with 6. Let
us use the notation s(a, b) def= (xsa,b, ysa,b). We can construct an independent set I in H of size |V (G)|
based on s the following way. For each v = f(a, b), add v(xsa,b, ysa,b) to I . If v is an internal vertex of
Path(f(a, b), f(a+ 1, b)), we put v(xsa,b, 1) into I . If v is an internal vertex of Path(f(a, b), f(a, b+ 1)),
then we put v(1, ysa,b) into I . By our denition ofH , edges only occur between vertices ofH that correspond
to neighboring vertices on a canonical path. For each arc of a canonical path, we have selected the same
rst/second index vertex from H at the source and the target, except at the end of the path, where we
selected a rst/second index that is greater or equal than the rst/second index at the source of the arc (due
to the Grid Tiling with 6 solution). Therefore, none of these vertex pairs form an edge in H , and I is an
independent set.
Conversely, suppose that H has an independent set I of size |V (G)|. Since points of H corresponding
to any given vertex in G form a clique, I has to contain exactly one point v(x, y) for each v ∈ V (G). For
each (a, b) ∈ [log n] × [log n] let wa,b ∈ [n] × [n] be the index of the vertex in I that is assigned by the
embedding to f(a, b). We claim that s(a, b) def= wa,b ((a, b) ∈ [log n] × [log n]) is a solution to the Grid
Tiling with 6 instance. To see this, consider a canonical path Path(f(a, b), f(a+ 1, b)). Let uv be an arc
along this path. By the denition of the edges ofH , if u(x, y) ∈ I and v(x′, y′) ∈ I , then x 6 x′. Therefore,
the rst coordinate of wa,b is less or equal to the rst coordinate of wa+1,b. An analogous argument shows
that the inequality is carried correctly also from wa,b to wa,b+1. Therefore, H has an independent set of
size k = |V (G)| if and only if the Grid Tiling with 6 instance has a solution.
Remark 29. The above proof uses a specic radius ρ, but one could adapt it to any other constant radius.
First, notice that we could use a dierent regular tiling as basis, as long as the tiling is stays 4-regular.
Similarly to our tilings in Lemma 5(i), we can use a regular tiling of Schläi symbol (2δ+2, 4) for any δ ∈ N+
and get a tiling of diameter Θδ. Finally, notice that we strictly followed the vertices of Γ when creating
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the grid subdivision G, but this is not necessary in general. One can create a construction for any radius
cρ for c ∈ [ε, 1/4] (for any xed ε > 0) by replacing each edge uv of G with a carefully chosen path
u = x1, x2 . . . , xk = v with k = dc/xe, where the distance of neighbors is exactly cρ, and the distance of
non-neighbors is strictly larger than cρ. By picking the appropriate tiling and a subdivision, we can create
a lower bound for any constant radius.
6.2 Higher-dimensional lower bounds
The key to the above construction was to embed a grid into H2. If d ≥ 3, it is much easier to embed a
(d− 1)-dimensional grid [n]d−1 into Hd, as explained next.
Consider the half-space modelH = {(x1, . . . , xd) ∈ Rd | xd > 0} of Hd. A horosphere of Hd is either
a Euclidean sphere inH that touches the boundary ∂H (without the boundary point), or a hyperplane inH
parallel to ∂H. It is well-known that any horosphere S in Hd is isometric to Rd−1; but this is true only
with respect to the Riemannian metric of S inherited from Hd [3]. This inherited metric of S is denoted by
distS . We claim that for any pair of points x, y ∈ S we have distS(x, y) 6 1 if and only if distHd(x, y) 6 c
for some constant c. Fix a value t > 0 and let S be a horosphere that is a Euclidean hyperplane parallel
to ∂H, that is, S def= {(x1, . . . , xd) ∈ H | xd = t}. Now distS is just a scaled Euclidean metric, i.e., for
any x, y ∈ S , we have distS(x, y) = ct‖x− y‖, where ‖.‖ is the Euclidean norm and ct is a constant that
depends only on t. The hyperbolic distance between two points x, y ∈ S is
distH2(x, y) = 2 sinh
−1
(‖x− y‖
2t
)
.
It follows that for x, y ∈ S , we have distH2(x, y) = 2 sinh−1
(
distS(x,y)
2ctt
)
. Hence, the two distance func-
tions are mapped to each other with the monotone increasing bijective function f : R>0 → R>0 , f(z) =
2 sinh−1
(
z
2ctt
)
that depends only on the choice of t. Therefore, any induced grid graph in Zd−1 can
be realized as a uniform ball graph UBGHd(c′t) for some constant c′t, or even more generally, any unit
ball graph of Rd−1 is a uniform ball graph in Hd, where the radius ρ is a constant independent of n. In
particular, all lower bounds discussed in [14, 15, 5] hold in unit ball graphs. Consequently, if d ≥ 3, then all
of our algorithms have a lower bound of 2Ω(n1−1/(d−1)), i.e., the algorithms given in Section 5 have optimal
exponents up to constant factors in the exponent under ETH.
7 Conclusion
We have established that shallow noisy uniform ball graphs in H2 have treewidth O(log n), while their
non-shallow counterparts have P-attened treewidth O(log2 n) for any greedy partition P . For higher di-
mensions, we have established a bound ofO(n1−1/(d−1)) on the P-attened treewidth for greedy partitions.
These bounds implied polynomial, quasi-polynomial and subexponential algorithms in the respective graph
classes, where the exponents in Hd match those in Rd−1 with the exception of H2. We have established
that the quasi-polynomial algorithm given for Independent Set in NUBGH2 is optimal up to constant
factors in the exponent under ETH. We would like to call the attention to three interesting directions for
future research.
• Generalizing the underlying space Our tools exhibit a lot of exibility, and likely can go beyond
standard hyperbolic space. As seen in the paper by Krauthgamer and Lee [27], there are very powerful
tools available in δ-hyperbolic spaces; it would be interesting to see (P-attened) treewidth bounds
in this more general setting.
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• Specializing the graph classes and algorithms Our polynomial and quasi-polynomial algorithms
have large constants in the exponents of their running times. For the special case of hyperbolic grid
graphs (nite subgraphs of the graph of a xed regular tiling of H2), it should be possible to improve
these running times. Is there a dierent algorithm with more elementary tools with a similar or
better running time? How is the type of the tiling represented in the optimal exponent? What lower
bound tools could be used here?
• Recognition Our algorithms are not capable of deciding if a graph given as input is in a particular
class NUBGHd(ρ, ν). This question is probably easier to attack for hyperbolic grid graphs. Although
Euclidean grid graphs are NP-hard to recognize [16], hyperbolic grid graphs seem more tractable.
Can hyperbolic grid graphs be recognized in polynomial time?
Acknowledgments The author thanks Mark de Berg, Hans L. Bodlaender, and Günter Rote for their
comments, and Hsien-Chih Chang for a discussion about this work.
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A A note on the number of (noisy) uniform ball graphs
Theorem 30. Let d ≥ 2 be a xed constant. Then the set of graphs on n vertices in
(i) UBGHd(ρ) has size 2
O(n logn)
(ii) SNUBGHd(ρ, ν, k) has size 2
O(n logn)
(iii) NUBGHd(ρ, ν) has size 2
Θ(n2)
Proof. (i) Clearly any graph dened by a set of balls in Hd is also a ball graph in Rd due to the Poincaré ball
model, therefore an upper bound on the number of ball graphs in Rd suces. This can be proved using
Warren’s theorem [32].
(ii) We denote the closed ball around p ∈ M of radius r by BM(p, r). Note that SNUBGHd(ρ, ν, k)
has maximum degree O(1), since the points representing the neighborhood of a vertex v can be covered by
B(η(v), 2ρν), which in turn can be covered by O(1) balls of radius ρ, each of which can contain no more
than k points. Therefore an edge list representation of a graph on n vertices has O(n) symbols from an
alphabet of size n; this can distinguish no more than 2O(n logn) graphs.
(iii) The upper bound follows from the fact that there are 2(
n
2) labeled graphs, which is an upper bound
on the number of graphs. For the lower bound, we can realize any co-bipartite graph (a graph that is the
complement of a bipartite graph) in NUBGM(ρ, 1), whereM is an arbitrary metric space that contains
a pair of points at distance 2ρ (that is, one can chooseM = Hd). Consider co-bipartite graphs that have
an even split into clique A on dn/2e and clique B on bn/2c vertices. For a given vertex a ∈ A, there are
2bn/2c neighborhoods to choose from; we can choose for each vertex a ∈ A independently, which gives
(2bn/2c)dn/2e = 2Ω(n2) possible choices, each resulting in dierent labeled graphs. Each unlabeled graph has
been counted at most n! = 2Θ(n logn) times, so there are 2Ω(n2) distinct unlabeled co-bipartite graphs.
24
References
[1] Jochen Alber and Jirí Fiala. Geometric separation and exact solutions for the parameterized independent
set problem on disk graphs. Journal of Algorithms, 52(2):134–151, 2004. doi:10.1016/j.jalgor.
2003.10.001.
[2] Júlio Araújo, Nicolas Nisse, and Stéphane Pérennes. Weighted coloring in trees. SIAM J. Discrete
Math., 28(4):2029–2041, 2014. doi:10.1137/140954167.
[3] Riccardo Benedetti and Carlo Petronio. Lectures on hyperbolic geometry. Springer Science & Business
Media, 2012.
[4] Csaba Biró, Édouard Bonnet, Dániel Marx, Tillmann Miltzow, and Paweł Rzążewski. Fine-grained
complexity of coloring unit disks and balls. In Boris Aronov and Matthew J. Katz, editors, Proceedings of
SoCG 2017, volume 77 of LIPIcs, pages 18:1–18:16. Schloss Dagstuhl - Leibniz-Zentrum fuer Informatik,
2017. doi:10.4230/LIPIcs.SoCG.2017.18.
[5] Csaba Biró, Édouard Bonnet, Dániel Marx, Tillmann Miltzow, and Paweł Rzążewski. Fine-grained
complexity of coloring unit disks and balls. JoCG, 9(2):47–80, 2018. doi:10.20382/jocg.v9i2a4.
[6] Thomas Bläsius, Philipp Fischbeck, Tobias Friedrich, and Maximilian Katzmann. Solving vertex cover
in polynomial time on hyperbolic random graphs. CoRR, abs/1904.12503, 2019. arXiv:1904.12503.
[7] Thomas Bläsius, Tobias Friedrich, and Anton Krohmer. Hyperbolic random graphs: Separators
and treewidth. In Piotr Sankowski and Christos D. Zaroliagis, editors, Proceedings of ESA 2016,
volume 57 of LIPIcs, pages 15:1–15:16. Schloss Dagstuhl - Leibniz-Zentrum fuer Informatik, 2016.
doi:10.4230/LIPIcs.ESA.2016.15.
[8] Hans L. Bodlaender. A partial k-arboretum of graphs with bounded treewidth. Theoretical Computer
Science, 209(1-2):1–45, 1998. doi:10.1016/S0304-3975(97)00228-4.
[9] Hans L. Bodlaender, Marek Cygan, Stefan Kratsch, and Jesper Nederlof. Deterministic single ex-
ponential time algorithms for connectivity problems parameterized by treewidth. Information and
Computation, 243:86–111, 2015.
[10] Hans L. Bodlaender, Pål Grønås Drange, Markus S. Dregi, Fedor V. Fomin, Daniel Lokshtanov, and
Michal Pilipczuk. A ckn 5-approximation algorithm for treewidth. SIAM Journal on Computing,
45(2):317–378, 2016. doi:10.1137/130947374.
[11] James W Cannon, William J Floyd, Richard Kenyon, Walter R Parry, et al. Hyperbolic geometry.
Flavors of geometry, 31:59–115, 1997.
[12] Victor Chepoi and Bertrand Estellon. Packing and covering δ-hyperbolic spaces by balls. In Moses
Charikar, Klaus Jansen, Omer Reingold, and José D. P. Rolim, editors, Approximation, Randomization,
and Combinatorial Optimization. Algorithms and Techniques, pages 59–73, Berlin, Heidelberg, 2007.
Springer Berlin Heidelberg.
[13] Marek Cygan, Fedor V Fomin, Łukasz Kowalik, Daniel Lokshtanov, Dániel Marx, Marcin Pilipczuk,
Michał Pilipczuk, and Saket Saurabh. Parameterized Algorithms. Springer, 2015.
[14] Mark de Berg, Hans L. Bodlaender, Sándor Kisfaludi-Bak, Dániel Marx, and Tom C. van der Zanden. A
framework for ETH-tight algorithms and lower bounds in geometric intersection graphs. In Proceedings
of STOC 2018, pages 574–586. ACM, 2018. doi:10.1145/3188745.3188854.
25
[15] Mark de Berg, Hans L. Bodlaender, Sándor Kisfaludi-Bak, Dániel Marx, and Tom C. van der Zanden.
A framework for ETH-tight algorithms and lower bounds in geometric intersection graphs. CoRR,
abs/1803.10633, 2018. arXiv:1803.10633.
[16] Vinícius G. P. de Sá, Guilherme Dias da Fonseca, Raphael C. S. Machado, and Celina M. H. de Figueiredo.
Complexity dichotomy on partial grid recognition. Theoretical Computer Science, 412(22):2370–2379,
2011. doi:10.1016/j.tcs.2011.01.018.
[17] Herbert Edelsbrunner. Algorithms in Combinatorial Geometry, volume 10 of EATCS Monographs in
Theoretical Computer Science. Springer, 1987. doi:10.1007/978-3-642-61568-9.
[18] Fedor V. Fomin, Daniel Lokshtanov, Fahad Panolan, Saket Saurabh, and Meirav Zehavi. Finding,
hitting and packing cycles in subexponential time on unit disk graphs. In Ioannis Chatzigiannakis,
Piotr Indyk, Fabian Kuhn, and Anca Muscholl, editors, Proceedings of ICALP 2017, volume 80 of LIPIcs,
pages 65:1–65:15. Schloss Dagstuhl - Leibniz-Zentrum fuer Informatik, 2017. doi:10.4230/LIPIcs.
ICALP.2017.65.
[19] Hervé Fournier, Anas Ismail, and Antoine Vigneron. Computing the Gromov hyperbolicity of a
discrete metric space. Inf. Process. Lett., 115(6-8):576–579, 2015. doi:10.1016/j.ipl.2015.02.002.
[20] Tobias Friedrich and Anton Krohmer. On the diameter of hyperbolic random graphs. SIAM J. Discrete
Math., 32(2):1314–1334, 2018. doi:10.1137/17M1123961.
[21] Bin Fu. Theory and application of width bounded geometric separators. Journal of Computer and
System Sciences, 77(2):379 – 392, 2011. doi:10.1016/j.jcss.2010.05.003.
[22] Luca Gugelmann, Konstantinos Panagiotou, and Ueli Peter. Random hyperbolic graphs: Degree
sequence and clustering - (extended abstract). In Artur Czumaj, Kurt Mehlhorn, Andrew M. Pitts, and
Roger Wattenhofer, editors, Automata, Languages, and Programming - 39th International Colloquium,
ICALP 2012, Proceedings, Part II, volume 7392 of Lecture Notes in Computer Science, pages 573–585.
Springer, 2012. doi:10.1007/978-3-642-31585-5_51.
[23] Russell Impagliazzo and Ramamohan Paturi. On the complexity of k-SAT. Journal of Computer and
System Sciences, 62(2):367–375, 2001. doi:10.1006/jcss.2000.1727.
[24] Hiro Ito and Masakazu Kadoshita. Tractability and intractability of problems on unit disk graphs
parameterized by domain area. In Proceedings of the 9th International Symposium on Operations
Research and Its Applications, ISORA 2010, pages 120–127, 2010.
[25] Sándor Kisfaludi-Bak and Tom C. van der Zanden. On the exact complexity of Hamiltonian cycle and
q-colouring in disk graphs. In Proceedings 10th International Conference on Algorithms and Complexity,
CIAC 2017, volume 10236 of Lecture Notes in Computer Science, pages 369–380. Springer, 2017.
[26] Robert Kleinberg. Geographic routing using hyperbolic space. In INFOCOM 2007, pages 1902–1909.
IEEE, 2007. doi:10.1109/INFCOM.2007.221.
[27] Robert Krauthgamer and James R. Lee. Algorithms on negatively curved spaces. In Proceedings of
FOCS 2006, pages 119–132. IEEE Computer Society, 2006. doi:10.1109/FOCS.2006.9.
[28] Nathan Linial, Yishay Mansour, and Ronald L. Rivest. Results on learnability and the Vapnik-
Chervonenkis dimension. Inf. Comput., 90(1):33–49, 1991. doi:10.1016/0890-5401(91)90058-A.
26
[29] Dániel Marx. The square root phenomenon in planar graphs. In Fedor V. Fomin, Rusins Freivalds,
Marta Z. Kwiatkowska, and David Peleg, editors, Proceedings of ICALP 2013, Part II, volume 7966 of
Lecture Notes in Computer Science, page 28. Springer, 2013. doi:10.1007/978-3-642-39212-2\_4.
[30] Dániel Marx and Marcin Pilipczuk. Subexponential parameterized algorithms for graphs of
polynomial growth. In Kirk Pruhs and Christian Sohler, editors, 25th Annual European Sympo-
sium on Algorithms, ESA 2017, volume 87 of LIPIcs, pages 59:1–59:15. Schloss Dagstuhl - Leibniz-
Zentrum fuer Informatik, 2017. URL: http://www.dagstuhl.de/dagpub/978-3-95977-049-1,
doi:10.4230/LIPIcs.ESA.2017.59.
[31] Dániel Marx and Anastasios Sidiropoulos. The limited blessing of low dimensionality: when 1− 1/d
is the best possible exponent for d-dimensional geometric problems. In Siu-Wing Cheng and Olivier
Devillers, editors, Proceedings of SOCG 2014, pages 67–76. ACM, 2014. doi:10.1145/2582112.
2582124.
[32] Colin McDiarmid and Tobias Müller. The number of disk graphs. European Journal of Combinatorics,
35:413 – 431, 2014. Selected Papers of EuroComb’11. doi:https://doi.org/10.1016/j.ejc.2013.
06.037.
[33] Nimrod Megiddo and Uzi Vishkin. On nding a minimum dominating set in a tournament. Theor.
Comput. Sci., 61:307–316, 1988. doi:10.1016/0304-3975(88)90131-4.
[34] Gary L. Miller, Shang-Hua Teng, William P. Thurston, and Stephen A. Vavasis. Separators for sphere-
packings and nearest neighbor graphs. Journal of the ACM, 44(1):1–29, 1997. doi:10.1145/256292.
256294.
[35] Wolfgang Mulzer and Daniel Werner. Approximating Tverberg points in linear time for any xed dimen-
sion. Discrete & Computational Geometry, 50(2):520–535, 2013. doi:10.1007/s00454-013-9528-7.
[36] Tamara Munzner and Paul Burchard. Visualizing the structure of the world wide web in 3d hyperbolic
space. In David R. Nadeau and John L. Moreland, editors, Procedings of the 1995 Symposium on Virtual
Reality Modeling Language, VRML 1995, pages 33–38. ACM, 1995. doi:10.1145/217306.217311.
[37] Christos H. Papadimitriou and Mihalis Yannakakis. On limited nondeterminism and the complexity of
the V-C dimension. J. Comput. Syst. Sci., 53(2):161–170, 1996. doi:10.1006/jcss.1996.0058.
[38] Igor Rivin. Asymptotics of convex sets in euclidean and hyperbolic spaces. Advances in Mathematics,
220(4):1297 – 1315, 2009. doi:10.1016/j.aim.2008.11.014.
[39] Neil Robertson and Paul D. Seymour. Graph Minors. XIII. The Disjoint Paths Problem. Journal on
Combinatorial Theory, Series B, 63(1):65–110, 1995. doi:10.1006/jctb.1995.1006.
[40] Rik Sarkar. Low distortion delaunay embedding of trees in hyperbolic plane. In Marc van Kreveld and
Bettina Speckmann, editors, Graph Drawing, pages 355–366, Berlin, Heidelberg, 2012. Springer Berlin
Heidelberg.
[41] Yuval Shavitt and Tomer Tankel. Hyperbolic embedding of internet graph for distance estimation and
overlay construction. IEEE/ACM Trans. Netw., 16(1):25–36, 2008. doi:10.1145/1373452.1373455.
[42] Warren D. Smith and Nicholas C. Wormald. Geometric separator theorems & applications. In
Proceedings of the 39th Annual Symposium on Foundations of Computer Science, FOCS 1998, pages
232–243. IEEE Computer Society, 1998. doi:10.1109/SFCS.1998.743449.
27
[43] Eberhard Teufel. A generalization of the isoperimetric inequality in the hyperbolic plane. Archiv der
Mathematik, 57(5):508–513, 1991.
[44] Frank van den Eijkhof, Hans L. Bodlaender, and Arie M.C.A. Koster. Safe reduction rules for weighted
treewidth. Algorithmica, 47(2):139–158, 2007.
[45] Kevin Verbeek and Subhash Suri. Metric embedding, hyperbolic space, and social networks. Comput.
Geom., 59:1–12, 2016. doi:10.1016/j.comgeo.2016.08.003.
28
