Mixed $A_p$-$A_r$ inequalities for classical singular integrals and
  Littlewood-Paley operators by Lerner, Andrei K.
ar
X
iv
:1
10
5.
57
35
v1
  [
ma
th.
CA
]  
28
 M
ay
 20
11
MIXED Ap-Ar INEQUALITIES FOR CLASSICAL
SINGULAR INTEGRALS AND LITTLEWOOD-PALEY
OPERATORS
ANDREI K. LERNER
Abstract. We prove mixed Ap-Ar inequalities for several ba-
sic singular integrals, Littlewood-Paley operators, and the vector-
valued maximal function. Our key point is that r can be taken
arbitrary big. Hence such inequalities are close in spirit to those
obtained recently in the works by T. Hyto¨nen and C. Pe´rez, and
M. Lacey. On one hand, the “Ap-A∞” constant in these works
involves two independent suprema. On the other hand, the “Ap-
Ar” constant in our estimates involves a joint supremum but of
a bigger expression. We show in simple examples that both such
constants are incomparable. This leads to a natural conjecture
that the estimates of both types can be further improved.
1. Introduction
Given a weight (that is, a non-negative locally integrable function) w
and a cube Q ⊂ Rn, let
Ap(w;Q) =
( 1
|Q|
∫
Q
w
)( 1
|Q|
∫
Q
w−
1
p−1
)p−1
(1 < p <∞)
and
‖w‖Ap = sup
Q⊂Rn
Ap(w;Q).
Sharp weighted norm inequalities in terms of ‖w‖Ap have been ob-
tained recently for the Caldero´n-Zygmund operators and for a large
class of the Littlewood-Paley operators. To be more precise, if T is a
Caldero´n-Zygmund operator, then
(1.1) ‖T‖Lp(w) ≤ c(T, p, n)‖w‖
max(1, 1
p−1
)
Ap
(1 < p <∞).
This result in its full generality is due to T. Hyto¨nen [5]; we also re-
fer to this work for a very detailed history of closely related results
and particular cases. Soon after appearing [5], a somewhat simplified
approach to (1.1) was found in [8].
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If S is a Littlewood-Paley operator (in particular, any typical square
function), then (see [11] and the references therein)
(1.2) ‖S‖Lp(w) ≤ c(S, p, n)‖w‖
max( 1
2
, 1
p−1
)
Ap
(1 < p <∞).
Observe that the exponents in (1.1) and (1.2) are sharp for any
1 < p <∞. However, it turns out that this is not the end of the story.
Very recently, T. Hyto¨nen and C. Pe´rez [7] have studied mixed Ap-A∞
estimates that improve many of known sharp Ap estimates. Denote
‖w‖A∞ = sup
Q⊂Rn
A∞(w;Q) = sup
Q⊂Rn
( 1
|Q|
∫
Q
w
)
exp
( 1
|Q|
∫
Q
logw−1
)
.
Set also
‖w‖′A∞ = sup
Q⊂Rn
1
w(Q)
∫
Q
M(wχQ),
where M is the Hardy-Littlewood maximal operator. Observe that
cn‖w‖
′
A∞ ≤ ‖w‖A∞ ≤ ‖w‖Ap (1 < p <∞)
and the first inequality here cannot be reversed (see [7] for the details).
One of the main results in [7] is the following improvement of (1.1)
in the case p = 2:
(1.3) ‖T‖L2(w) ≤ c(T, n)‖w‖
1/2
A2
max(‖w‖′A∞, ‖w
−1‖′A∞).
It is well known that the case p = 2 is crucial for inequality (1.1).
Indeed, (1.1) for any p 6= 2 follows from the linear L2(w) bound and the
sharp version of the Rubio de Francia extrapolation theorem. Adapting
such approach, the authors in [7] extended (1.3) for any p 6= 2. For
example, it was shown that for p > 2,
(1.4) ‖T‖Lp(w) ≤ c‖w‖
2
p
− 1
2(p−1)
Ap
(
‖w‖
1
2(p−1)
A∞
+ ‖σ‖
1
2
A∞
)
(‖w‖′A∞)
1− 2
p ,
where σ = w−
1
p−1 .
It turns out that while the extrapolation method is powerful for (1.1),
it is not so effective for mixed Ap-A∞ inequalities. Indeed, T. Hyto¨nen
et al. [6] improved (1.4) (at least for p > 4) without the use of extrap-
olation, namely, it is proved in [6] that
(1.5) ‖T ∗‖Lp(w) ≤ c(T, p, n)
(
‖w‖
1/p
Ap
(‖w‖′A∞)
1/p′ + ‖w‖
1
p−1
Ap
)
(p > 1),
where T ∗ is the maximal Caldero´n-Zygmund operator.
Soon after that, M. Lacey [9] improved (1.5) and (1.4) for several
classical singular integrals:
(1.6) ‖T ∗‖Lp(w) ≤ c(T, p, n)‖w‖
1/p
Ap
max
(
‖w‖′A∞)
1/p′, (‖σ‖′A∞)
1/p
)
,
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and it was conjectured in [9] that (1.6) holds for any Caldero´n-Zygmund
operator.
More precisely, (1.6) was proved for the Hilbert, Riesz and Beurling
operators and for any one-dimensional convolution Caldero´n-Zygmund
operator with odd C2 kernel. All these operators are unified by the fact
that they can be represented as a suitable average of the so-called Haar
shift operators S with bounded complexity. In order to handle such
operators, it was used in [9] a “local mean oscillation” decomposition.
The latter decomposition was obtained by the author in [10]. Then, its
various applications (in particular, to the Haar shift operators) have
been found by D. Cruz-Uribe, J. Martell and C. Pe´rez in [2].
After an application of the decomposition to S, the proof of (1.6) is
reduced to showing that this estimate is true for
Aγf(x) =
∑
j,k
( 1
|γQkj |
∫
γQkj
|f |
)
χQkj (x),
where Qkj are the dyadic cubes with good overlapping properties. This
is done in [9] by means of a number of interesting tricks. It is mentioned
in [9] that a more elementary approach to Aγ (used in [2] in order to
prove (1.1) for classical singular operators mentioned above) does not
allow to get (1.6).
In this paper we show, however, that a variation of the approach to
Aγ from [2] allows to get mixed estimates of a different type, namely,
we obtain Lp(w) bounds in terms of
‖w‖(Ap)α(Ar)β = sup
Q⊂Rn
Ap(w;Q)
αAr(w;Q)
β
for suitable α and β. The key point in our results below is that r can be
taken arbitrary big (but with the implicit constant growing exponen-
tially in r). Therefore, our estimates can be also considered as a kind
of Ap-A∞ estimates. An important feature of the expression defining
‖w‖(Ap)α(Ar)β is that only one supremum is involved. We will show in
simple examples that ‖w‖(Ap)α(Ar)β is incomparable with the right-hand
side of (1.6), that is, each of such expressions can be arbitrary larger
than the other. This fact indicates that the estimates of both types
can be further improved.
In the next theorem we suppose that T ∗ is the same operator as in
(1.6), namely,
T ∗f(x) = sup
ε<δ
∣∣∣ ∫
ε<|x−y|<δ
f(y)K(x− y)dy
∣∣∣,
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where K is one of the following kernels: (i) K(x) = 1
x
, n = 1; (ii)
k(x) =
xj
|x|n+1
, n ≥ 2; (iii) K(z) = 1
z2
, z ∈ C; (iv) K(x) is any odd,
one-dimensional C2 kernel satisfying |K(i)(x)| ≤ c|x|−1−i (i = 0, 1, 2).
Theorem 1.1. For any 2 ≤ p ≤ r <∞,
‖T ∗‖Lp(w) ≤ c(T, p, r, n)‖w‖
(Ap)
1
p−1 (Ar)
1− 1p−1
.
A similar result holds for the Littlewood-Paley operators satisfying
(1.1). In the next theorem, S is either the dyadic square function or
the intrinsic square function (and hence the theorem is also true for
the Lusin area integral S(f), the Littlewood-Paley function g(f), the
continuous square functions Sψ(f) and gψ(f)).
Theorem 1.2. For any 3 ≤ p ≤ r <∞,
‖S‖Lp(w) ≤ c(S, p, r, n)‖w‖
(Ap)
1
p−1 (Ar)
1
2−
1
p−1
.
Also, the result of the same type holds for the vector-valued maximal
function (see Remark 3.2 below).
In Section 4, we show the sharpness of the exponent 1
p−1
in Theo-
rems 1.1 and 1.2. Also we show that the right-hand side in Theorem 1.1
is incomparable with the one in (1.6).
A natural question appearing here is whether the right-hand side in
Theorem 1.1 can be replaced by
‖w‖
(Ap)
1
p−1 (A∞)
1− 1p−1
= sup
Q
Ap(w;Q)
1
p−1A∞(w;Q)
1− 1
p−1
or by
‖w‖
(Ap)
1
p−1 (A′∞)
1− 1p−1
= sup
Q
Ap(w;Q)
1
p−1A′∞(w;Q)
1− 1
p−1 ,
where A′∞(w;Q) =
1
w(Q)
∫
Q
M(wχQ).
2. Preliminaries
2.1. Haar shift operators. Given a general dyadic grid D andm, k ∈
N, we say that S is a (generalized) Haar shift operator with parameters
m, k if
Sf(x) = Sm,k
D
f(x) =
∑
Q∈D
∑
Q′,Q′′∈D,Q′,Q′′⊂Q
ℓ(Q′)=2−mℓ(Q),ℓ(Q′′)=2−kℓ(Q)
〈f, hQ
′′
Q′ 〉
|Q|
hQ
′
Q′′(x),
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where ℓ(Q) is the side length of Q, hQ
′′
Q′ is a (generalized) Haar function
on Q′, and hQ
′
Q′′ is one on Q
′′ such that
‖hQ
′′
Q′ ‖L∞‖h
Q′
Q′′‖L∞ ≤ 1.
The number max(m, k) is called the complexity of S.
We refer to [5] for a more detailed explanation of this definition.
Also, it is shown in [5] that any Caldero´n-Zygmund operator can be
represented as a suitable average of Sm,k
D
with respect to all diadic
grids D and all m, k ∈ N. In the case of the classical convolution
operators mentioned in Theorem 1.1, such an average can be taken only
of Sm,k
D
with bounded complexity. This fact was proved in the works
[4] (the Beurling operator), [12] (the Hilbert transform), [13] (the Riesz
transforms), [14] (any one-dimensional singular integral with odd C2
kernel).
Similarly to the maximal singular integral T ∗, one can define the
maximal Haar shift operator S∗, and to get a control of T ∗ by S∗ (see
[6, Prop. 2.8]). In particular, it suffices to prove Theorem 1.1 for a
single S∗ instead of T ∗.
2.2. Littlewood-Paley operators. The dyadic square function is de-
fined by
Sdf(x) =
(∑
Q∈D
(fQ − fQ̂)
2χQ(x)
)1/2
,
where the sum is taken over all dyadic cubes on Rn.
Let Rn+1+ = R
n × R+ and Γ(x) = {(y, t) ∈ R
n+1
+ : |y − x| < t}. For
0 < α ≤ 1, let Cα be the family of functions supported in {x : |x| ≤ 1},
satisfying
∫
ψ = 0, and such that for all x and x′, |ϕ(x) − ϕ(x′)| ≤
|x− x′|α. If f ∈ L1loc(R
n) and (y, t) ∈ Rn+1+ , we define
Aα(f)(y, t) = sup
ϕ∈Cα
|f ∗ ϕt(y)|.
The intrinsic square function Gα(f) is defined by
Gα(f)(x) =
(∫
Γ(x)
(
Aα(f)(y, t)
)2dydt
tn+1
)1/2
.
This operator was introduced by M. Wilson [15]. On one hand Gα
pointwise dominates the classical and continuous S and g functions.
On the other hand, it is not essentially larger than any one of them.
Denote
T (Q) = {(y, t) ∈ Rn+1+ : y ∈ Q, ℓ(Q)/2 ≤ t < ℓ(Q)}
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and γQ(f)
2 =
∫
T (Q)
(
Aα(f)(y, t)
)2 dydt
tn+1
, and let
G˜α(f)(x) =
(∑
Q∈D
γQ(f)
2χ3Q(x)
)1/2
.
Then we have that (see [11])
Gα(f)(x) ≤ G˜α(f)(x) ≤ c(α, n)Gα(f)(x).
2.3. A “local mean oscillation” decomposition. Given a measur-
able function f on Rn and a cube Q, define the local mean oscillation
of f on Q by
ωλ(f ;Q) = inf
c∈R
(
(f − c)χQ
)∗(
λ|Q|
)
(0 < λ < 1),
where f ∗ denotes the non-increasing rearrangement of f .
By a median value of f over Q we mean a possibly nonunique, real
number mf(Q) such that
max
(
|{x ∈ Q : f(x) > mf (Q)}|, |{x ∈ Q : f(x) < mf(Q)}|
)
≤ |Q|/2.
Given a cube Q0, denote by D(Q0) the set of all dyadic cubes with
respect to Q0. If Q ∈ D(Q0) and Q 6= Q0, we denote by Q̂ its dyadic
parent, that is, the unique cube from D(Q0) containing Q and such
that |Q̂| = 2n|Q|.
The dyadic local sharp maximal function M#,dλ;Q0f is defined by
M#,dλ;Q0f(x) = sup
x∈Q′∈D(Q0)
ωλ(f ;Q
′).
The following theorem was proved in [10].
Theorem 2.1. Let f be a measurable function on Rn and let Q0 be
a fixed cube. Then there exists a (possibly empty) collection of cubes
Qkj ∈ D(Q0) such that
(i) for a.e. x ∈ Q0,
|f(x)−mf (Q0)| ≤ 4M
#,d
1/4;Q0
f(x) + 4
∞∑
k=1
∑
j
ω 1
2n+2
(f ; Q̂kj )χQkj (x);
(ii) for each fixed k the cubes Qkj are pairwise disjoint;
(iii) if Ωk = ∪jQ
k
j , then Ωk+1 ⊂ Ωk;
(iv) |Ωk+1 ∩Q
k
j | ≤
1
2
|Qkj |.
We shall use below the standard fact following from the above prop-
erties (ii)-(iv), namely, that the sets Ekj = Q
k
j \ Ωk+1 are pairwise
disjoint and |Ekj | ≥
1
2
|Qkj |.
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3. Proof of Theorems 1.1 and 1.2
The key result implying both Theorems 1.1 and 1.2 can be described
as follows.
Theorem 3.1. Let T be a sublinear operator satisfying
(3.1) ωλ(|Tf |
ν;Q) ≤ c
( 1
|γQ|
∫
γQ
|f |dx
)ν
for any dyadic cube Q ⊂ Rn, where ν, γ ≥ 1, and the constant c does
not depend on Q. Then for any ν + 1 ≤ p ≤ r <∞ and for all f with
(Tf)∗(+∞) = 0,
(3.2) ‖Tf‖Lp(w) ≤ c‖w‖
(Ap)
1
p−1 (Ar)
1
ν−
1
p−1
‖f‖Lp(w),
where c = c(T, p, r, ν, γ, n).
If it is known additionally that T is, for example, of weak type (1, 1)
(which is the case of any operator from Theorems 1.1 and 1.2), then
(Tf)∗(+∞) = 0 for any f ∈ L1. Hence, we get first (3.2) for f ∈
L1 ∩ Lp(w), and then by the standard argument it is extended to any
f ∈ Lp(w).
Condition (3.1) for the maximal Haar shift operator S∗f was proved
in [2] (see also [9]) with ν = 1 and γ depending on the complexity.
Hence, by the above discussion in Section 2.1, Theorem 3.1 implies
Theorem 1.1.
Further, in the case ν = 2 condition (3.1) holds for the dyadic square
function Sd with γ = 1 (this fact was proved in [2]), and for the intrinsic
square function G˜α with γ = 15 (this was proved in [11]). From this
and from Theorem 3.1 we get Theorem 1.2.
Proof of Theorem 3.1. Combining (3.1) with Theorem 2.1, we get that
for a.e. x ∈ Q0,
||Tf(x)|ν −m|Tf |ν(Q0)|
1/ν ≤ c
(
Mf(x) +A3γ,νf(x)
)
,
where
Aγ,νf(x) =
(∑
j,k
( 1
|γQkj |
∫
γQkj
|f |dx
)ν
χQkj (x)
)1/ν
.
Therefore, the proof will follow from the corresponding bounds for
M and Aγ,ν . After that, letting Q0 to anyone of 2
n quadrants, we
get that m|Tf |ν (Q0)→ 0 (since (Tf)
∗(+∞) = 0), and Fatou’s theorem
would complete the proof.
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By Buckley’s theorem [1], ‖M‖Lp(w) ≤ c(p, n)‖w‖
1
p−1
Ap
, which implies
trivially the desired bound for M . Therefore, the proof is reduced to
showing that for any ν + 1 ≤ p ≤ r <∞,
(3.3) ‖Aγ,νf‖Lp(w) ≤ c‖w‖
(Ap)
1
p−1 (Ar)
1
ν−
1
p−1
‖f‖Lp(w),
where c = c(p, r, ν, γ, n).
In order to handle Aγ,νf , following [2], we use the duality. There
exists a function h ≥ 0 with ‖h‖L(p/ν)′(w) = 1 such that
‖Aγ,νf‖Lp(w) = ‖Aγ,νf‖Lν(hw).
Further, ∫
Rn
(Aγ,νf)
νhw =
∑
j,k
( 1
|γQkj |
∫
γQkj
|f |dx
)ν ∫
Qkj
hw(3.4)
=
∑
j,k
(σ(3γQkj )
|γQkj |
)ν(w(Qkj )
|Qkj |
) ν
p−1
( 1
σ(3γQkj )
∫
γQkj
|f |dx
)ν
×
( 1
w(Qkj )
∫
Qkj
hw
)
|Qkj |
ν
p−1w(Qkj )
1− ν
p−1 .
It is well-known that, by Ho¨lder’s inequality, 1 ≤ Ar(w;E) for any
measurable set E with |E| > 0. From this, for any E ⊂ Q with
|E| ≥ ξ|Q|,
w(Q) ≤ w(Q)
1
|E|r
(∫
E
w−
1
r−1
)r−1
w(E)
≤ (|Q|/|E|)rAr(w;Q)w(E) ≤ (1/ξ)
rAr(w;Q)w(E).
Therefore, w(Qkj ) ≤ 2
rAr(w;Q
k
j )w(E
k
j ) (the sets E
k
j are defined after
Theorem 2.1). Combining this with (3.4), we get∫
Rn
(Aγ,νf)
νhw
≤ 2r(1−
ν
p−1
)
∑
j,k
(σ(3γQkj )
|γQkj |
)ν(w(Qkj )
|Qkj |
) ν
p−1
Ar(w;Q
k
j )
1− ν
p−1
×
( 1
σ(3γQkj )
∫
γQkj
|f |dx
)ν( 1
w(Qkj )
∫
Qkj
hw
)
|Qkj |
ν
p−1w(Ekj )
1− ν
p−1 .
Since (σ(3γQkj )
|γQkj |
)ν(w(Qkj )
|Qkj |
) ν
p−1
Ar(w;Q
k
j )
1− ν
p−1
≤ cAp(w; 3γQ
k
j )
ν
p−1Ar(w; 3γQ
k
j )
1− ν
p−1 ≤ c‖w‖
(Ap)
ν
p−1 (Ar)
1− νp−1
,
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we obtain∫
Rn
(Aγ,νf)
νhw ≤ c‖w‖
(Ap)
ν
p−1 (Ar)
1− νp−1
×
∑
j,k
( 1
σ(3γQkj )
∫
γQkj
|f |dx
)ν( 1
w(Qkj )
∫
Qkj
hw
)
|Qkj |
ν
p−1w(Ekj )
1− ν
p−1 .
By Ho¨lder’s inequality,∑
j,k
( 1
σ(3γQkj )
∫
γQkj
|f |dx
)ν( 1
w(Qkj )
∫
Qkj
hw
)
|Qkj |
ν
p−1w(Ekj )
1− ν
p−1
≤
(∑
j,k
( 1
σ(3γQkj )
∫
γQkj
|f |dx
)p
|Qkj |
p
p−1w(Ekj )
− 1
p−1
)ν/p
×
(∑
j,k
( 1
w(Qkj )
∫
Qkj
hw
)(p/ν)′
w(Ekj )
)1−ν/p
.
Let M cw and M
d
w be the weighted centered and dyadic maximal op-
erator, respectively. We will use below the well known fact that these
operators are bounded on Lp(w), p > 1, with the corresponding bounds
independent of w.
Since 1 ≤ Ap(w;E
k
j ), we get from this that
|Qkj |
p
p−1w(Ekj )
− 1
p−1 ≤ 2
p
p−1 |Ekj |
p
p−1w(Ekj )
− 1
p−1 ≤ 2
p
p−1σ(Ekj ),
and therefore,∑
j,k
( 1
σ(3γQkj )
∫
γQkj
|f |dx
)p
|Qkj |
p
p−1w(Ekj )
− 1
p−1
≤ c
∑
j,k
∫
Ekj
M cσ(f/σ)
pσdx ≤ c
∫
Rn
M cσ(f/σ)
pσdx ≤ c
∫
Rn
|f |pwdx.
Similarly,∑
j,k
( 1
w(Qkj )
∫
Qkj
hw
)(p/ν)′
w(Ekj ) ≤
∑
j,k
∫
Ekj
(Mdwh)
(p/ν)′wdx
≤
∫
Rn
(Mdwh)
(p/ν)′wdx ≤ c
∫
Rn
h(p/ν)
′
wdx = c.
Combining the previous estimates yields∫
Rn
(Aγ,νf)
νhw ≤ c‖w‖
(Ap)
ν
p−1 (Ar)
1− νp−1
(∫
Rn
|f |pwdx
)ν/p
,
which implies (3.3), and therefore, the proof is complete. 
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Remark 3.2. Theorem 3.1 can be also used to get a new bound for
the vector-valued maximal operator M q defined for f = {fi}, and
q, 1 < q < 1, by
M qf(x) =
(
∞∑
i=1
Mfi(x)
q
)1/q
.
It was proved in [2] that for any 1 < p, q <∞,
(3.5) ‖M qf‖Lp(w) ≤ c‖w‖
max( 1
q
, 1
p−1
)
Ap
(∫
Rn
‖f(x)‖pℓqwdx
)1/p
.
The proof of this inequality is based on the following variant of (3.1)
for the vector-valued dyadic maximal operator M
d
q and any dyadic Q:
ωλ((M
d
qf)
q;Q) ≤ c
( 1
|Q|
∫
Q
‖f(x)‖ℓqdx
)q
.
Therefore, using the same argument as above, we obtain an improve-
ment of (3.5) for q + 1 < p ≤ r <∞:
‖M qf‖Lp(w) ≤ c‖w‖
(Ap)
1
p−1 (Ar)
1
q−
1
p−1
(∫
Rn
‖f(x)‖pℓqwdx
)1/p
.
4. Examples
4.1. The sharpness of the exponent 1
p−1
. First we note that the ex-
ponent 1
p−1
in Theorem 1.1 is sharp in the sense that ‖w‖
(Ap)
1
p−1 (Ar)
1− 1p−1
cannot be replaced by ‖w‖(Ap)α(Ar)1−α for α <
1
p−1
. Indeed, it suffices
to consider the same example as in [1]. Let T = H is the Hilbert trans-
form. Let w(x) = |x|(p−1)(1−δ) and f = |x|−1+δχ[0,1]. Then on one hand
we have that ‖H‖Lp(w) ≥ cδ
−1, and on the other hand, if r > p, then
‖w‖(Ap)α(Ar)1−α ≤ cδ
−α(p−1). Therefore, α ≥ 1
p−1
.
The same observation applies to Theorem 1.2. For instance, in
the case of the dyadic square function, exactly the same example as
above (see [3]) shows that ‖w‖
(Ap)
1
p−1 (Ar)
1
2−
1
p−1
cannot be replaced by
‖w‖
(Ap)α(Ar)
1
2−α
for α < 1
p−1
.
4.2. A comparison with M. Lacey’s bound. Let p > 2. We show
that the right-hand sides in (1.6) and in Theorem 1.1 incomparable.
Let w = tχ[0,1] + χR\[0,1]. It is easy to see that
‖w‖Ap ∼ ‖w‖
(Ap)
1
p−1 (Ar)
1− 1p−1
∼ t.
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Further, it was shown in [7] that for any measurable set E,
(4.1) ‖tχE + χR\E‖
′
A∞ ≤ 4 log t (t ≥ 3).
Hence, ‖w‖′A∞ ≤ 4 log t and
‖σ‖′A∞ = ‖t
1
p−1σ‖′A∞ ≤
4
p− 1
log t (t ≥ 3p−1).
Therefore,
‖w‖
1/p
Ap
max
(
‖w‖′A∞)
1/p′ , (‖σ‖′A∞)
1/p
)
≤ ct1/p(log t)1/p
′
,
which shows that the right-hand side in (1.6) can be arbitrary smaller
than the one in Theorem 1.1.
On the other hand, for N big enough let
w(x) =

|x|(p−1)(1−δ), x ∈ [−1, 1]
|x−N |δ−1, x ∈ [N − 1, N + 1]
1, otherwise.
Then we have ‖w‖Ap ≥ cδ
−(p−1) (take I = [0, 1]). Also, ‖w‖′A∞ ≥ cδ
−1
(take I = [N,N + 1]). Therefore,
‖w‖
1/p
Ap
max
(
‖w‖′A∞)
1/p′, (‖σ‖′A∞)
1/p
)
≥ cδ−2/p
′
.
But for N big enough the supremum defining ‖w‖
(Ap)
1
p−1 (Ar)
1− 1p−1
can
attain on small intervals containing either 0 or N . If r > p, then for
any such interval
Ap(w; I)
1
p−1Ar(w; I)
1− 1
p−1 ≤ c/δ,
and hence ‖w‖
(Ap)
1
p−1 (Ar)
1− 1p−1
≤ c/δ. This shows that the right-hand
side in Theorem 1.1 can be arbitrary smaller than the one in (1.6).
References
[1] S.M. Buckley, Estimates for operator norms on weighted spaces and reverse
Jensen inequalities, Trans. Amer. Math. Soc., 340 (1993), no. 1, 253–272.
[2] D. Cruz-Uribe, J.M. Martell and C. Pe´rez, Sharp weighted estimates for clas-
sical operators, preprint. Available at http://arxiv.org/abs/1001.4254
[3] O. Dragicˇevic´, L. Grafakos, M.C. Pereyra and S. Petermichl, Extrapolation
and sharp norm estimates for classical operators on weighted Lebesgue spaces,
Publ. Math., 49 (2005), no. 1, 73–91.
[4] O. Dragicˇevic´ and A. Volberg, Sharp estimate of the Ahlfors-Beurling operator
via averaging martingale transforms, Michigan Math. J., 51 (2003), no. 2,
415-435.
[5] T.P. Hyto¨nen, The sharp weighted bound for general Caldero´n-Zygmund oper-
ators, preprint. Available at http://arxiv.org/abs/1007.4330
12 ANDREI K. LERNER
[6] T.P. Hyto¨nen, M.T. Lacey, H. Martikainen, T. Orponen, M.C. Reguera, E.T.
Sawyer and I. Uriarte-Tuero, Weak and strong type estimates for maximal
truncations of Caldero´n-Zygmund operators on Ap weighted spaces, preprint.
Available at http://arxiv.org/abs/1103.5229
[7] T.P. Hyto¨nen and C. Pe´rez, Sharp weighted bounds involving A∞, preprint.
Available at http://arxiv.org/abs/1103.5562
[8] T.P. Hyto¨nen, C. Pe´rez, S. Treil, A. Volberg, Sharp weighted esti-
mates for dyadic shifts and the A2 conjecture, preprint. Available at
http://arxiv.org/abs/1010.0755
[9] M.T. Lacey, An Ap-A∞ inequality for the Hilbert transform, preprint. Available
at http://arxiv.org/abs/1104.2199
[10] A.K. Lerner, A pointwise estimate for the local sharp maximal function with
applications to singular integrals, Bull. London Math. Soc., 42 (2010), no. 5,
843–856.
[11] A.K. Lerner, Sharp weighted norm inequalities for Littlewood-Paley operators
and singular integrals, Adv. Math., 226 (2011), 3912–3926.
[12] S. Petermichl, Dyadic shifts and a logarithmic estimate for Hankel operators
with matrix symbol, C.R. Acad. Sci. Paris Se´r. I Math., 330 (2000), no. 6,
455-460.
[13] S. Petermichl, S. Treil and A. Volberg, Why the Riesz transforms are aver-
ages of the dyadic shifts? In Proceedings of the 6th International Conference
on Harmonic Analysis and Partial Differential Equations (El Escorial, 2000),
number Vol. Extra, pages 209228, 2002.
[14] A. Vagharshakyan, Recovering singular integrals from Haar shifts, Proc. Amer.
Math. Soc., 138 (2010), no. 12, 4303-4309.
[15] J.M. Wilson, The intrinsic square function, Rev. Mat. Iberoamericana, 23
(2007), 771–791.
Department of Mathematics, Bar-Ilan University, 52900 Ramat Gan,
Israel
E-mail address : aklerner@netvision.net.il
