The purpose of this paper is to establish the first and second order necessary conditions for stochastic optimal controls in infinite dimensions. The control system is governed by a stochastic evolution equation, in which both drift and diffusion terms may contain the control variable and the set of controls is allowed to be nonconvex. Only one adjoint equation is introduced to derive the first order optimality necessary condition either by means of the classical variational analysis approach or under some assumption which is quite natural in the deterministic setting to guarantee the existence of optimal controls. More importantly, in order to avoid the essential difficulty with the well-posedness of higher order adjoint equations, using again the classical variational analysis approach, only the first and the second order adjoint equations are needed to formulate the second order necessary optimality condition, in which the solutions to the second order adjoint equation are understood in the sense of relaxed transposition.
Introduction and Notations
Let T > τ ≥ 0, and (Ω, F, {F t } t∈[0,T ] , P) be a complete filtered probability space (satisfying the usual conditions). Write F = {F t } t∈ [0,T ] , and denote by F the progressive σ-field (in [0, T ] × Ω) with respect to F. For a Banach space X with the norm | · | X , X * stands for the dual space of X. For any t ∈ [0, T ] and r ∈ [1, ∞), denote by L r Ft (Ω; X) the Banach space of all F t -measurable random variables ξ : Ω → X such that E|ξ| r X < ∞, with the canonical norm. Also, denote by D F ([τ, T ]; L r (Ω; X)) the vector space of all X-valued, r-th power integrable F-adapted processes φ(·) such that φ(·) Let H be an infinite dimensional separable Hilbert space, V be another separable Hilbert space, and denote by L 0 2 the Hilbert space of all Hilbert-Schmidt operators from H to V . Let W (·) be a V -valued, F-adapted, standard Q-Brownian motion (with Q ∈ L(V ) being a positive definite, traceclass operator on V ) or a cylindrical Brownian motion. In the sequel, to simplify the presentation, we only consider the case of a cylindrical Brownian motion.
Let A be an unbounded linear operator (with domain D(A) ⊂ H), which generates a C 0 -semigroup {S(t)} t≥0 on H. Denote by A * the dual operator of A. It is well-known that D(A) is a Hilbert space with the usual graph norm, and A * generates a C 0 -semigroup {S * (t)} t≥0 on H, which is the dual C 0 -semigroup of {S(t)} t≥0 .
Let p ≥ 1 and denote by p ′ the Hölder conjugate of p, i.e., p ′ = p p−1 if p ∈ (1, ∞); and p ′ = ∞ if p = 1. Consider a nonempty, closed subset U of another separable Hilbert space H. Put
Let us consider the following controlled stochastic evolution equation:
The purpose of this paper is to establish first and second order necessary optimality conditions for Problem (OP). We refer to [2, 8, 15, 17, 20] and the references cited therein for some early works on the first order necessary optimality condition. Nevertheless, all of these works on the necessary conditions for optimal controls of infinite dimensional stochastic evolution equations addressed only some very special cases, as the case with the diffusion term not depending on the control variable, or when the control domain is convex, and so on. For the general case when the diffusion term of the stochastic control system depends on the control variable and the control region lacks convexity, stimulated by the work [16] addressing the same problems but in finite dimensions (i.e., dim H < ∞), because presently dim H = ∞, one has to handle a difficult problem of the wellposedness of the second order adjoint equation, which is an operator-valued backward stochastic evolution equation (2.9) (see the next section). This problem was solved at almost the same time in [4, 6, 13] , in which the Pontryagin-type maximum principles were established for optimal controls of general infinite dimensional nonlinear stochastic systems. Nevertheless, the techniques used in [13] and [4, 6] are quite different. Indeed, since the most difficult part, i.e., the correction term "Q 2 (t)" in (2.9) does not appear in the final formulation of the Pontryagin-type maximum principle, the strategy in both [4] and [6] is to ignore completely Q 2 (t) in the well-posedness result for (2.9). By contrast, [13] characterized the above mentioned Q 2 (t) because it was anticipated that this term should be useful somewhere else. More precisely, a new concept of solution, i.e., relaxed transposition solution was introduced in [13] to prove the well-posedness of (2.9).
On the other hand, to the best of our knowledge, the only works on second order necessary optimality condition for Problem (OP) are [9, 11] , in which the control domains are supposed to be convex so that the classical convex variation technique can be employed. For the general stochastic optimal control problems in the finite dimensional framework, when nonconvex control regions are considered and spike variations are used as perturbations, as shown in [18, 19] , to derive the second order necessary optimality conditions, the cost functional needs to be expanded up to the forth order and four adjoint equations have to be introduced. Consequently, an essential difficulty would arise in the present infinite dimensional situation. Indeed, the infinite dimensional counterparts of multilinear function-valued backward stochastic differential equations introduced in [18, (3.7) -(3.8)] are multilinear operator-valued backward stochastic evolution equations. So far the well-posedness of these sort of equations is completely unknown.
In this paper, in order to avoid the above mentioned difficulty with the well-posednss, as in our earlier work dealing with the finite dimensional framework [5] , we use the classical variational analysis approach to establish the second order necessary optimality condition for Problem (OP) in the general setting. The main advantage of this approach is that only two adjoint equations (i.e., (2.4) and (2.9) in the next section) are needed to state the desired second order condition. It deserves mentioning that, thought Q 2 (t) in (2.9) is useless in the first order optimality condition, it plays a key role in the statement of our second order necessary optimality condition (See the last two terms in (5.9) in Theorem 5.1). Of course, as in [5] , the classical variational analysis approach can also be used to derive the first order necessary optimality condition for Problem (OP). Furthermore, we also show a "true" Pontryagin-type maximum principle for Problem (OP) under some mild assumption.
The rest of this paper is organized as follows. In Section 2, some preliminaries on set-valued analysis and mild stochastic processes are collected. Section 3 is devoted to the first order necessary optimality condition for Problem (OP); while in Section 5, we shall establish the second order necessary optimality condition. In Section 4 we prove the maximum principle under a convexity assumption using again a variational technique. 3 
Preliminaries

Some elements of set-valued analysis
For a nonempty subset K ⊂ X, the distance between a point x ∈ X and K is defined by dist (x, K) := inf y∈K |y − x| X . For any δ > 0, write B(x, δ) = y ∈ X |y − x| X < δ .
The dual cone of the tangent cone
Let G : X Y be a set-valued map with nonempty values. We denote by graph(G) the set of all (x, y) ∈ X × Y such that y ∈ G(x). Recall that G is called Lipschitz around x if there exist c ≥ 0 and δ > 0 such that
If G is locally Lipschitz at x, then
where Liminf stands for the Peano-Kuratowski limit (see for instance [1] ). We shall need the following result. 
Mild Stochastic Processes
In the rest of this paper, we shall denote by C a generic constant, depending on T , A, p and L, which may be different from one place to another. First, we recall that
Throughout this section, we assume the following:
Further, we impose the following assumptions on the cost functional:
It is easy to show the following result.
, and for any t ∈ [0, T ] the following estimate holds:
Moreover, ifx is the solution to (1.1) corresponding to
and consider the following H-valued backward stochastic evolution equation 1 :
Let us recall below the well-posedness result for the equation (2.4) in the transposition sense, developed in [12, 13, 14] .
We consider the following (forward) stochastic evolution equation:
where
We have the following result for the well-posedness of (2.4).
Lemma 2.2 ([13, 14])
The equation (2.4) admits one and only one transposition solution (P 1 (·),
The proof of Lemma 2.2 is based on the following Riesz-type Representation Theorem established in [10] .
Theorem 2.1 Suppose 1 ≤ q < ∞, and that X * has the Radon-Nikodým property. Then
Consider the Hamiltonian
1 Throughout this paper, for any operator-valued process (resp. random variable) R, we denote by R * its pointwise dual operator-valued process (resp. random variable).
where H xx [t] = H xx (t,x(t),ū(t), P 1 (t), Q 1 (t)) with (P 1 (·), Q 1 (·)) given by (2.4). Let us introduce the following two (forward) stochastic evolution equations:
and
). Also, we need to define the solution space for (2.9). For this purpose, for p > 1, write
The notion of relaxed transposition solution to (2.9) ( [13, 14] 
is a Hilbert space, we deduce that
the following is satisfied
where x 1 (·) and x 2 (·) solve respectively (2.10) and (2.11).
We have the following well-posedness result for the equation (2.9) in the sense of relaxed transposition solution. Then, the equation (2.9) admits one and only one relaxed transposition solution
3 First order necessary optimality condition
We impose the following further assumptions on a(·, ·, ·), b(·, ·, ·), f (·, ·, ·) and g(·).
(A3) The maps a(t, ·, ·, ω), b(t, ·, ·, ω), and the functions f (t, ·, ·, ω) and g(·, ω) are C 1 with respect to x and u. Moreover, for a.e. t ∈ [0, T ] and any (x, u) ∈ H × H,
Now, let us introduce the classical first order variational control system.
) as ε → 0 + . For u ε :=ū + εv ε , let x ε be the state of (1.1) corresponding to the control u ε , and put
Consider the following linearized stochastic control system (Recall 
The system (2.4) is the first order adjoint equation associated with (3.2) and the cost function f . Similarly to [5] , it is easy to establish the following estimates.
Lemma 3.1 If (A1) and (A3) hold, and β ≥ 2, then, for anyū, v, v ε and δx ε as above
3)
Further, we have the following result.
Theorem 3.1 Let the assumptions (A1) with p = 2, (A2) and (A3) hold and let (x(·),ū(·)) be an optimal pair of Problem (OP). Consider the transposition solution (P 1 (·), Q 1 (·)) to (2.4). Then,
4)
Expanding the cost functional J(·) atū(·), we have
By Lemma 3.1 (applied with β = 2) and (A2)-(A3), using the Dominated Convergence Theorem, we conclude that
Similarly, we have
Then, by (A2)-(A3) and Lemma 3.1, we obtain that
Therefore, from (3.5) and (3.7), we conclude that
By means of the definition of transposition solution to (2.4), we have
Substituting (3.9) in (3.8), and recalling (2.8), we obtain that 10) which gives (3.4) . This completes the proof of Theorem 3.1.
As a consequence of Theorem 3.1, one has the following pointwise first order necessary condition for optimal pairs of Problem (OP) that follows easily from measurable selection theorems.
Theorem 3.2 Under the assumptions in Theorem 3.1, it holds that
(3.11)
Maximum Principle
In this section, we address the Pontryagin-type maximum principle for Problem (OP). For this purpose, we introduce the following assumption.
(A4) For a.e. (t, ω) ∈ [0, T ] × Ω and for all x ∈ H, the set
The above assumption is familiar in the deterministic optimal control where it is very useful to guarantee the existence of optimal controls. In particular, it holds true whenever a, b are affine in the control, U is convex and compact and f is convex with respect to u.
Also, we impose the following assumption, which is weaker than (A1) because Lipschitz continuity with respect to u is no longer required.
2 are two (vector-valued) functions satisfying the conditions i) and ii) in (A1), and such that for some
Under the assumption (A5), the system (1.1) is still well-posed. We have the following Pontryagin-type maximum principle for Problem (OP) (Recall (2.8) for the definition of H(·)): Theorem 4.1 Assume (A2), (A4) and (A5). If (x,ū) is an optimal pair for Problem (OP), then (P 1 , Q 1 ) defined in Lemma 2.2 verifies for a.e. t ∈ [0, T ] the maximality condition max u∈U H(t,x(t), u, P 1 (t), Q 1 (t)) = H(t,x(t),ū(t), P 1 (t), Q 1 (t)), a.s.
Proof. Fix u(·) ∈ U ad and consider the following linearized system:
Denote by D ♭ x F the adjacent derivative of F with respect to x. One can easily check that for a.e. t ∈ [0, T ],
By Proposition 2.1, we have
Recall that F stands for the progressive σ-field (in [0, T ] × Ω) with respect to F. Let us consider the measure space ([0, T ] × Ω, F, dt × dP) and its completion ([0, T ] × Ω, A, µ).
Fix any sequence ε i ↓ 0 and define for every j ≥ 1 the sets
By the definition of set-valued derivative, we can find a subsequence i j and a decreasing family of measurable sets
Since it also has closed nonempty values, it admits a measurable selection. Modifying this selection on a set of measure zero, we obtain u j ∈ U ad and an F-adapted, real-valued process r j satisfying for a.e. (t, ω) with H i j j (t, ω) = ∅ the following inequalities:
Observe that if H i j j (t, ω) = ∅, then by (A2), (A5), it follows that
Consider the solution x j of the following stochastic equation:
Then, by (4.2) we have
This and the Gronwall inequality imply that for a constant C > 0, a sequence δ j ↓ 0 and for all j
On the other hand
By the optimality of (x,ū), we arrive at
(4.5) Dividing by ε i j and taking the limit yields
By means of the definition of transposition solution to (2.4) , in the same way as that in (3.9) we finally obtain that
For all (t, ω) ∈ [0, T ] × Ω and integer i ≥ 1 define the sets
Let A i denote the set of all (t, ω) such that K i (t, ω) = ∅. To end the proof it is enough to show that µ−measure of the following set
is equal to zero. Indeed otherwise there would exist an i ≥ 1 such that µ(
Modifying it on a set of measure zero, we obtain a control u(·) ∈ U ad such that for a.e. (t, ω) ∈ A i ,
and for a.e. (t, ω) / ∈ A i ,
Integrating the above two relations, we get a contradiction with (4.7). Consequently µ(A i ) = 0 for all i.
Remark 4.1 In [14] under stronger regularity assumptions and using the spike variation technique, the following maximality condition was proved :
where (P 1 , Q 1 ) is given by Lemma 2.2, and P 2 (·) is provided by Theorem 2.2. We claim that the inequality (4.8) implies the conclusion of Theorem 4.1 whenever the sets F (t, x, ω) defined above are convex. Indeed, fix (t, ω) such that the inequality (4.8) is verified and let u ∈ U . Then for all small ε > 0, the vector
is an element of F (t,x(t), ω). Consequently, there exist u 1 ∈ U and r ≥ 0 such that
Hence, by the maximality condition and noting r ≥ 0 we obtain that
This implies that
Dividing both sides of the above inequality by ε and taking the limit we end the proof of our claim.
Second order necessary optimality condition
In this section, we investigate the second order necessary conditions for the local minimizers (x,ū) of (1.3). In addition to the assumptions (A1)-(A3), we suppose that 
is uniformly continuous in x ∈ H and u ∈ H, and,
H × H → R and g(·, ω) : H → R are twice continuously differentiable, and for any x,x ∈ H and u,ũ ∈ H,
Denote by x ε the solution of (1.1) corresponding to the control u ε and the initial datum x 0 . Put
Similarly to [7] , we introduce the following second-order variational equation 3 : To simplify the notation, we define 4 (Recall (2.8) for the definition of H(·)):
S(t, x, u, y 1 , z 1 , y 2 , ω) := H xu (t, x, u, y 1 , z 1 , ω) + a u (t, x, u, ω) * y 2 +b u (t, x, u, ω) * y 2 b x (t, x, u, ω),
where (t, x, u, y 1 , z 1 , y 2 , ω) ∈ [0, T ] × H × H × H × L 0 2 × L(H) × Ω, and denote S[t] = S(t,x(t),ū(t), P 1 (t), Q 1 (t), P 2 (t)), t ∈ [0, T ].
(5.8) 3 Recall that, for any C 2 -function F (·) : X → Y and x0 ∈ X, Fxx(x0) ∈ L(X × X; Y ). This means that, for any x1, x2 ∈ X, Fxx(x0)(x1, x2) ∈ Y . Hence, by (5.1), axx[t] y1(t), y1(t) (in (5.5)) stands for axx(t,x(t),ū(t)) y1(t), y1(t) . One has a similar meaning for auu[t] v(t), v(t) and so on. 4 Note that the definition of S(t, x, u, y1, z1, y2, ω) in (5.7) is different from that in [5, the equality (4.4), p. 3708]. The main reason for this is due to the fact that the characterization of Q(·) in Theorem 2.2 is much weaker than the one in the finite dimensions. (1 − θ)f xx (t,x(t) + θδx ε (t),ū(t) + θδu ε (t))dθ.
Mappingsf ε xu (t),f ε uu (t) andg ε xx (T ) are defined in a similar way. Expanding the cost functional J atū, we get
