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TRANSFER FUNCTION COMPUTATION 
FOR 3-D DISCRETE SYSTEMS1 
G E O R G E E. A N T O N I O U 
A theoretically attractive and computationally fast algorithm is presented for the deter-
mination of the coefficients of the determinantal polynomial and the coefficients of the ad-
joint polynomial matrix of a given three-dimensional (3-D) state space model of Fornasini-
Marchesini type. The algorithm uses the discrete Fourier transform (DFT) and can be 
easily implemented on a digital computer. 
1. INTRODUCTION 
During the past two decades there has been extensive research in multidimensional 
systems. This is due to the extensive range of applications, especially in signal and 
image processing, geophysics etc., [2, 4, 5], St^te space techniques play a very im-
portant role in the analysis and synthesis of systems with more than one dimension. 
An interesting theoretical problem is to determine the coefficients of a transfer func-
tion from its s tate space representation and vice versa. In going from the transfer 
function to state space model a number of algorithms have been proposed [10]. In 
the case where a two-dimensional (2-D) state space model is available the Leverrier, 
Vandermode matrices or the D F T algorithms can be used to determine the trans-
fer function coefficients [7, 11]. The D F T has been used for the evaluation of the 
transfer functions for one-dimensional regular [6, 9] and singular systems [1]. 
In this paper a computer implementable algorithm is proposed, using the D F T , 
for the computat ion of the 3-D transfer function for the Fornasini-Marchesini 3-D 
state space models. The proposed algorithm determines the coefficients of the de-
terminantal polynomial and the coefficients of the adjoint polynomial matr ix, using 
the D F T algorithm. The computational speed of the method could be improved 
using the fast Fourier transform (FFT) . 
Three-dimensional (3-D) state space models of the Fornasini-Marchesini type 
have the following structures [3]: 
1 This work was supported by the Margaret and Herman Sokol Faculty Award and the Faculty 
Scholarship Incentive Program of MSU/CS. 
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F i r s t F - M m o d e l 
x(i\ + l , i2 + 1,23 + 1) = Aiz(« i + l , i 2 , i 3 ) + A 2 ^ ( i i , i 2 + l , i 3 ) (1) 
+ A 3 a : ( i i , i 2 , i 3 + 1) + hu(i\,i2,i3) 
y(ii,i2,*3) = c ^ ( i i , i 2 , i 3 ) . 
S e c o n d F - M m o d e l 
x(i\ + 1,»2 + l , i 3 + 1) = Aiar(«i + l,i2)i3) + A2x(i\,i2 + l,i3) (2) 
+ A 3 ^ ( i 1 , i 2 , i 3 + 1) + b i t i ( i i + 1,2*2^3) 
+ b 2 t i ( i i , i 2 + 1 , 1 3 ) + b 3 w ( t i , 12,13 + 1) 
!/(*'i.*2,*3) = c / x ( i i , i 2 , i 3 ) 
where, x(il}i2,i3) G /^
n, u(i\,i2)i3) G H
m, y(«i, ^2, ^3) € Tlp, A f c ,b,bjb for A? = 1,2,3 
and c', are real matrices of appropriate dimensions. 
Applying the 3-D zf-, (Vi = 1,2,3) transform to the systems (1) and (2), with 
zero initial conditions, their transfer functions respectively become: 
T\(zl}z2iz3) = c
; [Iz\z2z3-
 A i * i ~ A 2 ^ 2 ~ A3z3]~
lh (3) 
and 
T2(z\,z2)z3) = c' [Iz\z2z3 - A\Z\ - A 2 ^ 2 - A 3 z 3 ] x (&i*i + 62^2 + b3z3). (4) 
In the following section an interpolative approach is developed for determining 
the transfer function T(Z i , z2) z3), given the matrices Afc,b,bfc for k = 1,2,3 and c', 
using the D F T . For the sake of completeness a brief description of the D F T follows. 
2. 3-D D F T 
Consider the finite sequences X(k\, k2} k3) and X ( r i , r2, r3)> &;, A; = 0, • • •, M», Vi = 
1,2, 3. In order for the sequences X(k\,k2, £3) and X(r\)r2)y r 3 ) , to constitute a 3-D 
D F T pair the following relations should hold [8]: 
M i M 2 M 3 
X(rur2,r3) = ^ ^ ^ ^ . i ^ ^ ^ ' ^
3 ^ 3 (5) 
ki=0 k2=0 Jb3=0 
1 M i M 2 M3 





R = l[(Mi + l) (7) 
1 = 1 
Ty.z=e(27ri)/(M i + l) j V i = 1,2,3 (8) 
X , X are discrete argument matr ix valued functions, with dimensions p x m. 
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3. FIRST F-M: DFT BASED ALGORITHM 
The transfer function of the first Fornasini-Marchesini 3-D state space model (1) 
has the structure, 
nzuz2)z3) - y y y v (9) 
a\z\yz2)z3) 
where, 
N(zi ,z2 ,23) = c' adj [lz\z2z3 - A\Z\ - A2z2 - A3z3]b (10) 
d(zi,z2)z3) = det [Iziz2z3 - Aizi - A2z2 - A3z3]. (11) 
Taking into consideration that 
n = &egZl[N(zi,z2,z3)] = degZ2[N(zuz2)z3)] 
= degZ3[N(zuz2)z3)] 
and 
n = deg2i[d(2:i,Z2,z3)] = deg22[cf(zi, z2) z3)] 
= deSZ3[
d(zi>z2,z3)] 
where, d e g 2 J ] , d e g z J ] , deg 2 J ] denote the degrees with respect to z\,z2) and z3) 
respectively. Equations (10) and (11) can be written in polynomial form as follows: 
n n n 
N(ZI,Z2,Z3) = E E E
P ^ ^ 3 (12) 
«=o A=O n=o 
n n n 
d(zuz2)z3) = J2J2Jl^^^
z^z^ (13) 
K = 0 A=0 / i=0 
where, P/c,A,p are matrices with dimensions (p x m), while (fo.A./i are scalars. 
The numerator polynomial matrix N(z\, z2) z3) and the denominator polynomial 
d(zi,z2)z3) can be numerically computed at R = n*_i(^» + 1)> P°1
nts) equally 
spaced on the unit 3 — D space. The R points are chosen as 
Wi = W = e^nj^Mi+1\ Vi = 1,2,3. (14) 
The values of the transfer function (9) at the R points are its corresponding 3-D 
DFT coefficients. 
Moreover, we define 
vi(r) = v2(r) = v3(r) = W
r
y Vr = 0 , . . . , n (15) 
3.1. Denominator polynomial 
To evaluate the denominator coefficients qKi\tn, define, 
a*i,«2,*3 = d e t [Ivi(h)v2(i2)v3(i3) - Aivi(ii) - A2v2(i2) - A3v3(?3)]. (16) 
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Therefore using equations (13), (16) yield 
a*i,i2,*3 = d[vi(ii)} v2(i2), v3(i3)]. (17) 
Provided that at least one of 0ii,i2,i3 ^ 0. 
Equations (13), (15) and (17) yield 
*i.W. = E E E ! M , ^ " ( , , I ^ A + M - (18) 
*=0 A=0/i=0 
Using equations (18) and (5) it is obvious that, [aii,i2,i3] and [<?«,A,/J] form a DFT 
pair. Therefore the coefficients qKt\tfi can be computed, using the inverse 3-D DFT, 
as follows: 
«M.M = ^ £ £ £ a,.,,a,l-,W*-"+«-*+'-'0 (19) 
i !=0i2=0i3=0 
where, K, A, /i = 0 , . . . , n. 
3.2. N u m e r a t o r polynomial 
To evaluate the numerator matrix polynomial PKt\tfi, define 
F«i,«2,«3 = c ' a d J [I^i(ii)v2(i2)v3(i3) - Aivi(i i) - A2v2(i2) - A3v3(i3)] b . (20) 
Provided that at least one of Filfi2>i3 ^ 0. 
Therefore using equations (10),(20), yields 
Fii,i2,i3 = N K ( i i ) , V2(i2), v3(i3)]. (21) 
Equations (12), (15) and (21) yield 
F<llW, = E E E PM.I. W
r"('lJB+'aA+'art- (22) 
Jfe=0r=0r=0 
Using equations (19) and (5) it is obvious that, [-Pii,i2,i3] and [-P/-,A,/i] form a DFT 
pair. Therefore the coefficients -P«,A,/i can be computed, using the inverse 3-D DFT, 
as follows: 
PM.M = 5 £ £ £ F, ,W ,W<'-"+'-
A + ' - ' '> (23) 
i i = 0 i 2 = 0 i 3 = 0 
where, /c, A, /i = 0 , . . . , n. 
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where, 
n n n 
N(Zl,z2,z3) = £.£.£
P-.^*i*a*3 (25) 
K = O A = 0 / J = 0 




A synopsis of the proposed algorithm is depicted in Table 1. 
Table 1 
let 
n = dim (I) = dim(Ai) = dim(A2) = dim (A3) 
Wi = e (
2 ' i ) ! (^+' ) ) v , = 1,2,3 
for r = 0 to n do 
let 
Vl(r) = v2(r) = vz(r) = W
r, Vr = 0 n 
for t'i = 0 to n do 
for i*2 = 0 to n do 
for 13 = 0 to n do 
compute 
a«i.»a.»3 = d e t [^i(h)v2(i2)vz(iz) - Aivi( i i ) - A2V2(*2) - A3 03(13)] 
F»l.«2.*3 = C' a dJ [Ivi(«'l)t;2(*2)v3(«3) - AiVi(t'l) - A2V2vt2) - A31>3(«3)]b 
end for 
end for 
for z'i = 0 to n do 
for i2 = 0 to n do 
for 23 = 0 to n do 
compute 
n n n 
3/-0 
i 1 = 0 i 2 =0 i 3 =0 




n n n 
. . N(Z1,Z2,Z3) K = 0 A=0 /i=0 
1(Z1,Z2,Z3) = , / v = — „ n" 
d(Z1,Z2,Z3 ) 
E E E p « A ^ ř ^ 
2 ^ Xľ Xľ ***x*»z"z*z\ 
к=0 Л=0 /i=0 
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4. SECOND F-M: DFT BASED ALGORITHM 
The transfer function of the second Fornasini-Marchesini 3-D state space model has 
the structure, 
T(Zl,z2,z3)- d { z u Z 2 Z 3 ) (27) 
where, 
N(zi ,z 2 ,z 3 ) = c'adj [Iziz2z3-Aizi-A2z2- A3z3] x (biZi+b 2 .z 2 +b 3 z 3 )(28) 
d(zuz2)z3) = det [Izxz2z3 - Aizi - A2z2 - A3z3]. (29) 
Taking into consideration that 
n = &eg2l[N(z1,z2,z3)] = degZ2[N(zil z2y z3)] 
= degZ3[N(zuz2)z3)] 
and 
n = d e g^[ r f (^1^2, z3)] = deg22[d(zi)z2, z3)] 
= degZ3[d(zuz2iz3)] 
where, deg^J] , deg 2 2 [], deg^3[] denote the degrees with respect to zx,z2, and z3) 
respectively. Equations (28) and (29) can be written in polynomial form as follows: 
N(Zl,z2,z3) = E E E
P « A ^ 4 ^ (30) 
/c=0 A=0 p=0 
n n n 
d(zuz2,z3) = X).C£--.
A,P*?*2*3 (31) 
K = 0A = 0/i = 0 
where, -P/c,A,/i are matrices with dimensions (p x m), while qK,\,n are scalars. 
The numerator polynomial matrix N(zi, z2) z3) and the denominator polynomial 
d(zi,z2)z3) can be numerically computed at R = n«=i(^» + 1) points, equally 
spaced on the unit 3-D space. The R points are chosen as 
Wi = W = e(2*M(M*+l\ Mi = 1,2,3. (32) 
The values of the transfer function (27) at the R points are its corresponding 3-D 
DFT coefficients. 
Moreover, we define 
vl(r) = v2(r) = v3(r) = W\ Vr = 0 , . . . , n . (33) 
4.1. Denominator polynomial 
To evaluate the denominator coefficients q .̂A./i, define, 
ati,*2li3 = det [lvi(h)v2(i2)v3(i3) - AiVi(ii) - A2v2(i2) - A3v3(i3)]. (34) 
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Therefore using equations (5) and (34) yield 
a-i,i2,i3 = <*Mii), 2̂(2*2), ^3(13)]. (
3 5 ) 
Provided that at least one of aii,i2,i3 7-- 0. 
Equations (31), (33) and (35) yield 
/c=0 A=0/i=0 
Using equations (36) and (5) it is obvious that, [ailti2ti3] and [qKt\tfi] form a DFT 
pair. Therefore the coefficients qKt\tfi can be computed, using the inverse 3-D DFT, 
as follows: 
a,*., = 4 E E E «u,i,.-3W
(,i^A+^) (37) R 
ť i = 0 t 2 = 0 ł S = 0 
where, AC, A, \i = 0, . . . , n. 
4.2. N u m e r a t o r polynomial 
To evaluate the numerator matrix polynomial PK,A.A-> define 
Fii,i2,i3 = c ' a d J [Ivi(ii)v2(i2)v3(i3) - Aivi(ii) - A 2 u 2 ( i 2 ) - A 3 ^(i3)] 
x(bi^i( i i ) + b 2 v 2 ( i 2 ) + b3^3(i3))- (
3 8 ) 
Provided that at least one of Filti2)i3 / 0. 
Therefore using equations (5) and (38), yields 
F i l l i a i i , = N[t>i(i1),t;2(i2)I«3(i3)]. (39) 
Equations (30), (33) and (39) yield 
n n n 
F«.,.,.., = E E E P«,A,,W-(,lK+,'2A+,'3-j). (40) 
Jfe=0r=0 r=0 
Using equations (40) and (5) it is obvious that, [ailti2ti3] and [qK)\tfi] form a DFT 
pair. Therefore the coefficients qK>\tn can be computed, using the inverse 3-D DFT, 
as follows: 
P«.A.M = 4 E E E Fii,i2,i3W
(iiK+8'2A+t'3/j) (4i) 
i i = 0 i 2 = 0 i 3 = 0 
where, AC, A, /J, = 0, . . . , n. 
Finally, the transfer function sought is, 
d(zuz2iz^) 
where, 
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n n n 
N(zuz2,z3) = ^ ^ P s , A / f ^ í (43) 
« = 0 A = 0 / i = 0 
n n n 
d(zuz2,z3) = YlY112
q«>x^z*zizZ' ( 4 4) 
K = 0 A = 0 / i = 0 
A synopsis of the proposed algorithm is depicted in Table 2. 
Table 2 
let 
n = dim (I) = dim(Ai) = dim(A 2) = dim(A 3) 
Wi = e ( 2 7 r j ) / ( M ' + 1 ) , V i = 1,2,3 
for r = 0 to n do 
let 
v\(r) = v2(r) = t>3(r) = JV
r, Vr = 0, . . . , n 
for ii = 0 to n do 
for i 2 = 0 to n do 
for i 3 = 0 to n do 
compute 
fl»'i,»'a,-3 = d e t [Ivi(ii)v2(i2)v3(i3) - Aivi( i i ) - A 2 v 2 ( i 2 ) - A 3 v 3 ( i 3 )] 
F»'i,»2,»3 = c ' a d J [Ivi(*i)v2(i2)w3(i3) - Aivi(i'i) - A 2 v 2 ( i 2 ) - A 3 v 3 ( i 3 )] 
x(b iv i ( i i ) + b 2 v 2 ( i 2 ) +b3-v3(i3)) 
end for 
end for 
for ii = 0 to n do 
for i2 = 0 to n do 
for i*3 = 0 to n do 
compute 
n n n 
3M) 
ix=0 1*2=0 l 3 = 0 
5 E E Í : F ' - - í . w ( i l " + , ' a * + i -K,A,/i 




n n n 
N(z1}Z2,Zҙ) _ к=0 Л=0 /x=0 
i ( Z l , * 2 , Z З J = , , ч - — ñ n " 
d(Zi}Z2fZз) 
£££p«.^r^ 
X, Xľ X/ ч*^*"2*2* 
к = 0 Л=0 /t=0 
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5. CONCLUSION 
In this paper the well known D F T algorithm has been used for determining the coef-
ficients of a 3-D transfer function from its 3-D state space of Fornasini-Marchesini 
type. The algorithms are theoretically straight forward and can be easily imple-
mented. The results presented here can be extended to multidimensional case. 
(Received September 24, 1999.) 
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