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Abstract
We characterize Post classes of Boolean functions (also known as clones) in terms of forbidden
subfunctions that allows one to give a comparably short proof of the classical Post theorem.
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1. Introduction
Two Boolean functions f (x1, x2, . . ., xn) and g(y1, y2, . . ., yn) are congruent if there
existsa bijection : {x1, x2, . . ., xn}→{y1, y2, . . ., yn}suchthatf ((x1),(x2), . . . ,(xn))
= g(y1, y2, . . . , yn). Two Boolean functions f and g are similar if deleting all inessential
variables from f and g produces congruent functions. We distinguish Boolean functions
(and classes of Boolean functions) up to similarity.
Deﬁnition 1. Let  be a class of Boolean functions. The closure [] is the class of all
functions that can be obtained by substitutions of functions from  and/or by identiﬁca-
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tion of variables, i.e., [] consists of all functions that can be obtained by the following
rules:
(CLO1):  ⊆ [], and
(CLO2): if f (x1, x2, . . . , xn) ∈ [] and each of X1, X2, . . . , Xn is either a member of
[] or a Boolean variable, then f (X1, X2, . . . , Xn) ∈ [].
We say that the class [] is generated by . A class  is called a closed class (also, a
clone) if = [].
Proposition 1. Intersection of any number of closed classes is a closed class.
Proof. Straightforward. 
A set  of Boolean functions is called complete in a closed class  if [] = . For
a class X of Boolean functions, we denote X = {f : f ∈ X} where f () = f () for
every . By f d we denote the function which is dual to f , i.e., f d()= f () for every .
Also, d = {f d : f ∈ }. The number of essential variables of a function f is denoted
by ess(f ).
Deﬁnition 2. The following classes of Boolean functions are called Post classes:
Classes of type E: E = {0, 1}, E0 = {0}, E1 = {1}, and E01 = ∅.
Classes of type O: O = {0, 1, x, x}, O0 = {0, x}, O1 = {1, x}, O01 = {x}, OS = {x, x},
and OM = {0, 1, x}.
Classes of type T: T is the class of all Boolean functions, T0 = {f : f (0, 0, . . . , 0)= 0}
is the class of functions preserving 0, T1={f : f (1, 1, . . . , 1)=1} is the class of functions
preserving 1, and T01 = T0 ∩ T1.
Classes of type P: P = {0, 1, x1x2 · · · xn : n1 is not ﬁxed}, P0 =P ∩ T0, P1 =P ∩ T1,
and P01 = P ∩ T01.
Classes of type P d: P d = {0, 1, x1 ∨ x2 ∨ · · · ∨ xn : n1 is not ﬁxed}, P d0 = P d ∩ T1,
P d1 = P d ∩ T0, and P d01 = P d ∩ T01. Note that the classes P d, P d0 , P d1 , and P d01 are dual to
P,P0, P1, and P01, respectively.
Classes of type M : M = {f :    implies f ()f ()} is the class of monotone
Boolean functions [for  = (a1, a2, . . . , an) and  = (b1, b2, . . . , bn),    means that
aibi for all i = 1, 2, . . . , n],M0 =M ∩ T0,M1 =M ∩ T1, andM01 =M ∩ T01.
Classes of type S: S={f : f d=f } is the class of all self-dual functions, S01=M ∩T01,
and SM = S ∩M .
Classes of type L:L={a0⊕a1x1⊕· · ·⊕anxn : n0 is not ﬁxed, ai ∈ {0, 1}} is the class
of all linear Boolean functions, L0=L∩T0, L1=L∩T1, L01=L∩T01, and LS=L∩ S.
Classes of typeAk(k2):Ak={f : if f (1)=f (2)=· · ·=f (k)=1 then 1, 2, . . . , k
have common coordinate 1} (a common coordinate is a coordinate with the same index),
Ak1 = Ak ∩ T1,MAk = Ak ∩M , andMAk1 = Ak ∩ T1 ∩M .
Classes of type A∞: A∞ =⋂∞k=2Ak , i.e., A∞ is the class of all Boolean functions f
such that all sequences over the set { : f () = 1} have a common 1, A∞1 = A∞ ∩ T1,
MA∞ = A∞ ∩M ,MA∞1 = A∞ ∩ T1 ∩M .
Classes of type ak (k2): ak={f : if f (1)=f (2)=· · ·=f (k)=0 then 1, 2, . . . , k
have a common coordinate 0}, ak0 = ak ∩ T0,Mak = ak ∩M ,Mak0 = ak ∩ T0 ∩M .
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Classes of type a∞: a∞ = ⋂∞k=2ak , i.e., a∞ is the class of all Boolean functions f
such that all sequences over the set { : f () = 0} have a common 0, a∞0 = a∞ ∩ T0,
Ma∞ = a∞ ∩M , andMa∞0 = a∞ ∩ T0 ∩M .
Proposition 2. Each Post class is closed.
Proof. It is sufﬁcient to note that E,O,P, P d, T0, T1,M, S, L,Ak(k2), and ak(k2)
are closed and apply Proposition 1. 
2. Hereditary classes
A Boolean function g is called a subfunction of a Boolean function f if g can be obtained
by identiﬁcation of variables of f. We denote by Sub(f ) the set of all subfunctions of f
considered up to similarity.
Deﬁnition 3. A class  of Boolean functions is called hereditary if Sub(f ) ⊆  for each
function f ∈ .
Proposition 3. Every closed class of Boolean functions is hereditary.
Proof. It follows directly from the deﬁnitions. 
Let Z be an arbitrary set of Boolean functions. We put FS(Z)= {f : Sub(f )∩Z=∅}, a
hereditary class deﬁned by Z as a set of forbidden subfunctions.
Theorem 1. (i) A class  of Boolean functions is hereditary if and only if = FS(Z) for
some set Z of Boolean functions.
(ii) The inclusion-wise minimal set Z satisfying (i) is uniquely deﬁned (up to similarity).
Proof. (i) Let Z = T \, where T is the class of all Boolean functions. Let f ∈ . By
hereditariness, Sub(f ) ⊆  and therefore Sub(f ) ∩ Z = ∅, i.e., f ∈ FS(Z). Thus,  ⊆
FS(Z). Conversely, if f ∈ FS(Z) then Sub(f )∩Z=∅. In particular, f /∈Z=T \. Hence
f ∈ , and FS(Z) ⊆ . (ii) A function f /∈ is called a minimal forbidden subfunction
for  if Sub(f )\{f } ⊆ . Let Z0 be the set of all minimal functions in Z. We show that
= FS(Z0). Since Z0 ⊆ Z, we have = FS(Z) ⊆ FS(Z0).
We show that FS(Z0) ⊆ . Let f ∈ FS(Z0). If f /∈ then f ∈ Z. By ﬁniteness of
Sub(f ), it contains a minimal function g. Since g ∈ Z0 ∩ Sub(f ), we have f /∈FS(Z0), a
contradiction.
Nowwe prove the uniqueness of the setZ0 by showing that=FS(Z′) impliesZ0 ⊆ Z′.
Let f ∈ Z0 and f /∈Z′. It follows from=FS(Z0) and f ∈ Z0 that f /∈. By minimality,
Sub(f )\{f } ⊆ . Since = FS(Z′), we haveSub(f )\{f })∩Z′ = ∅. Also, f /∈Z′. Hence
Sub(f ) ∩ Z′ = ∅. It implies that f ∈ FS(Z′)= , a contradiction. 
Proposition 4. If 1 = FS(Z1) and 2 = FS(Z2) are two hereditary classes of Boolean
functions, then 1 ∩ 2 = FS(Z1 ∪ Z2).
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Proof. If f ∈ 1 ∩2 then Sub(f )∩Zi =∅ for i = 1, 2. Hence Sub(f )∩ (Z1 ∪Z2)=∅
and f ∈ FS(Z1 ∪Z2). Conversely, let f ∈ FS(Z1 ∪Z2). Since Zi ⊆ Z1 ∪Z2, i = 1, 2, we
have FS(Z1 ∪ Z2) ⊆ FS(Zi) and f ∈ FS(Zi)= i . Thus, f ∈ 1 ∩ 2. 
Note that the set Z1 ∪Z2 in Proposition 4 may be redundant, so non-minimal forbidden
subfunctions for 1 ∩ 2 can be deleted from Z1 ∪ Z2.
A Boolean function g is called a strong subfunction (respectively, a 0-subfunction; a 1-
subfunction) of a Boolean function f if g can be obtained from f by substituting of constants
0, 1 (respectively, by substituting of 0; by substituting of 1) and/or by identiﬁcation of
variables.We denote by Sub01(f ), Sub0(f ) and Sub1(f ) the set of all strong subfunctions,
0-subfunctions and 1-subfunctions of f, respectively. Note that a strong subfunction is not
necessarily a subfunction (but the other way round).
Deﬁnition 4. A class  of Boolean functions is called strongly-hereditary (respectively,
0-hereditary; 1-hereditary) if Sub01(f ) ⊆  (respectively, Sub0(f ) ⊆ ; Sub1(f ) ⊆ )
for each function f ∈ .
Let Z be a set of Boolean functions. We put FS01(Z) = {f : Sub01(f ) ∩ Z = ∅}, a
strong-hereditary class deﬁned by the set Z of forbidden strong subfunctions. In a similar
way we deﬁne classes FS0(Z) and FS1(Z). For these modiﬁed concepts of subfunction and
hereditary classes, analogs of Theorem 1 and Proposition 4 are valid.
3. Characterizations of Post classes in terms of forbidden subfunctions
We introduce the following Boolean functions:
• 0(x, y, z)= xy ⊕ xz⊕ yz,
• 1(x, y, z)= x ⊕ y ⊕ z,
• 2(x, y, z)= xy ⊕ xz⊕ yz⊕ x ⊕ y,
• 3(x, y, z)= x(y ∼ z) [d3(x, y, z)= xy ⊕ xz⊕ x ⊕ y ⊕ z],
• 4(x, y, z)= x(y ∨ z) [d4(x, y, z)= xyz⊕ xy ⊕ yz⊕ x ⊕ y],
• 5(x, y, z)= xy ⊕ x ⊕ z,
• 6(x, y, z)= xy ⊕ xz⊕ y,
• 7(x, y, z)= xyz⊕ x ⊕ y [d7(x, y, z)= xyz⊕ xy ⊕ xz⊕ yz⊕ z],
• 8(x, y, z)= xyz⊕ xy ⊕ x ⊕ y ⊕ z [d8(x, y, z)= xyz⊕ xz⊕ yz⊕ x ⊕ y],
• 9(x, y, z)= x(y ∨ z),
• 10(x, y, z)= xy ⊕ xz⊕ y ⊕ z,
• 11(x, y, z)= xyz⊕ x ⊕ y ⊕ z, and
• 12(x, y, z)= xyz⊕ xy ⊕ xz⊕ yz⊕ x ⊕ y.
See also Table 1 for alternative deﬁnitions.
Theorem 2 (Characterizations of Post classes). The following statements hold:
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Table 1
x y z 0 1 2 3 
d
3 4 
d
4 5 6 7 
d
7 8 
d
8 9 10 11 12
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 1 0 0 1 0 0 1 0 0 1 1 0 0 1 1 0
0 1 0 0 1 1 0 1 0 1 0 1 1 0 1 1 0 1 1 1
0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0
1 0 0 0 1 1 1 1 1 1 1 0 1 0 1 1 0 0 1 1
1 0 1 1 0 0 0 1 0 1 0 1 1 0 0 0 1 0 0 0
1 1 0 1 0 1 0 1 1 1 0 0 0 1 1 0 1 0 0 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0
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(H1) T0 = FS(1, x)= FS0(1);
(H1d) T1 = FS(0, x)= FS1(0);
(H2) T01 = FS(0, 1, x);
(H3) M = FS(ZM) = FS0(x, x,⊕y, xy) = FS1(x, x ∼ y, x ∨ y) = FS01(x), where
ZM = {x, x ⊕ y, x ∼ y, xy, x ∨ y,1,2, . . . ,8,d3,d4,d7,d8};
(H4) M0 = FS((ZM ∪ {1})\{x ∼ y, x ∨ y})= FS0(1, x ⊕ y, xy);
(H4d) M1 = FS((ZM ∪ {0})\{x ⊕ y, xy})= FS1(0, x ∼ y, x ∨ y);
(H5) M01 = FS((ZM ∪ {0, 1})\{x ⊕ y, x ∼ y, xy, x ∨ y});
(H6) S = FS(ZS ∪ ZS), where ZS = {0, xy, x ∨ y};
(H7) S01 = FS(0, 1, x, xy, x ∨ y);
(H8) SM = FS(0, 1, x, xy, x ∨ y,1,2);
(H9) L= FS(ZL)= FS0(Z′L ∪ Z′L)= FS1(Z′L ∪ Z
′
L)= FS01(Z′L ∪ Z
′
L), where Z′L ={xy, xy, x ∨ y} and ZL is the set of functions of the form
xy ⊕ ax ⊕ by ⊕ c [a, b, c ∈ {0, 1}] and (1)
=xy ⊕ xz⊕ yz⊕ ax ⊕ by ⊕ cz⊕ d [a, b, c, d ∈ {0, 1}]; (2)
(H10) L0 = FS(ZL ∪ {1, x})= FS0(1, xy, x ∨ y, xy);
(H10d) L1 = FS(ZL ∪ {0, x})= FS1(0, xy, x ∨ y, x ∨ y);
(H11) L01 = FS(0, 1, x, xy, x ∨ y,0,2);
(H12) LS = FS(ZLS ∪ ZLS), where ZLS = {0, xy, x ∨ y,0,2};
(H13) O=FS(ZO∪ZO)=FS01(Z′O∪Z′O),whereZO={xy, x∨y, x⊕y, xy,0,1,2}
and Z′O = {xy, x ∨ y, x ⊕ y, xy};
(H14) O0 = FS0(1, xy, x ∨ y, x ⊕ y, xy);
(H14d) O1 = FS1(0, xy, x ∨ y, x ∼ y, x ∨ y);
(H15) O01 = FS(0, 1, x, xy, x ∨ y,0,1,2);
(H16) OS = FS(ZOS ∪ ZOS), where ZOS = {0, xy, x ∨ y,0,1,2);
(H17) OM = FS01(x, xy, x ∨ y);
(H18) E=FS(ZE)=FS0(x, x)=FS1(x, x)=FS01(x, x), where ZE ={x, x, x⊕ y, x ∼
y, xy, x ∨ y};
(H19) E0 = FS(1, x, x, x ⊕ y, xy)= FS0(1, x);
(H19d) E1 = FS(0, x, x, x ∼ y, x ∨ y)= FS1(0, x);
(H20) E01 = FS(0, 1, x, x);
(H21) P = FS(ZP ) = FS01(x, x ∨ y), where ZP = {x, x ∨ y, x ⊕ y, x ∼ y, xy, x ∨
y,0,1,2,3,4,
d
8,9};
(H22) P0 = FS0(1, x ∨ y, x ⊕ y, xy,0,9);
(H23) P1 = FS1(0, x ∨ y, x ∼ y, x ∨ y);
(H24) P01 = FS(0, 1, x, x ∨ y,0,1,2,3,4,d8,9);
(H21d) P d = FS(ZdP )= FS01(x, xy);
(H22d) P d0 = FS1(0, xy, x ∼ y, x ∨ y,0,d9);
(H23d) P d1 = FS0(1, xy, x ⊕ y, xy);
(H24d) P d01 = FS(0, 1, x, xy,0,1,2,d3,d4,8,d9).
Theorem 3. The following statements hold for all k2 and k =∞:
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(H25) Ak = FS(ZA ∪ Zk) = FS0({1, x, x ⊕ y, x ∨ y} ∪ Zk), where Zk = A2\Ak and
ZA = {1, x, x ⊕ y, x ∨ y,1,2,d8,10,11,12};
(H26) Ak1 = FS(ZA1 ∪ (Zk ∩ T1)), where ZA1 = {0, 1, x, x ∨ y,1,2,d8};
(H27) MAk = FS(ZMA ∪ (Zk ∩ M)) = FS0({1, x, x ⊕ y, x ∨ y} ∪ (Zk ∩ M)), where
ZMA = {1, x, x ⊕ y, x ∨ y, xy,1,2,3,4,d7};
(H28) MAk1=FS(ZMA1∪(Zk∩M1)),whereZMA1={0,1, x, x∨y, xy,1,2,3,4,d7};
(H25d) ak = FS(ZdA ∪ Zk∗)= FS1({0, x, x ∼ y, xy} ∪ Zkd), where Zk∗ = a2\ak;
(H26d) ak0 = FS((ZA1)d ∪ (Zk∗ ∩ T0));
(H27d) Mak = FS((ZMA)d ∪ (Zk∗ ∩M))= FS1({0, x, x ∼ y, xy)} ∪ (Zk∗ ∩M));
(H28d) Mak0 = FS((ZMA1)d ∪ (Zk∗ ∩M0))= xy}.
Proof. It is enough to prove the statement for the classesE,O,P, P d, T0, T1,M, S, L,Ak ,
and ak only, since the other classes are intersections of these (see Deﬁnition 2), and we may
use Proposition 4.Also, every statement (H#d) is dual to (H#). Proofs of the dual statements
are straightforward and hence omitted.
Suppose that we have a characterization=FS(Z) of a hereditary class. LetZ0 be the
set of all functions f ∈ Z that cannot be obtained from a function in Z\{f } by substitution
of 0’s. Then=FS0(Z0). Thus, it is easy to produce an FS0-characterization (similarly for
an FS1-characterization and an FS01-characterization) of  from a given characterization
= FS(Z). See our proofs of (H22) and (H23) for illustrations.
(H1) We can obtain either 1 or x from any Boolean function f /∈ T0 by identiﬁcation of
all its variables. Hence T0 = FS(1, x) and T0 = FS0(1).
(H3) Let f /∈M . By deﬁnition, there exist  = (a1, a2, . . . , an) ≺  = (b1, b2, . . . , bn)
(i.e.,    and  = ) such that f () = 1 and f () = 0. We put x = xi if ai = 0 and
bi = 1; y = xi if ai = bi = 0; z= xi if ai = bi = 1. We have constructed a Boolean function
g(x, y, z) such that g(0, 0, 1)= f ()= 1 and g(1, 0, 1)= f ()= 0.
• If g(0, 0, 0)= g(1, 1, 1)= 0 then g(x, x, z) ∈ {xz, x ⊕ z} ⊆ ZM .
• If g(0, 0, 0)= g(1, 1, 1)= 1 then g(x, y, x) ∈ {x ∼ y, x ∨ y} ⊆ ZM .
• If g(0, 0, 0)= 1 and g(1, 1, 1)= 0 then g(x, x, x)= x ∈ ZM .
• If g(0, 0, 0)= 0 and g(1, 1, 1)= 1 then we represent g in polynomial form:
g = Axyz⊕ Bxy ⊕ Cxz⊕Dyz⊕ Ex ⊕ Fy ⊕Gz⊕H .
— Since g(0, 0, 0)= 0, we have H = 0.
— Since g(0, 0, 1)= 1 and H = 0, we have G= 1.
— Since g(1, 0, 1)= 0 and G⊕H = 1, C ⊕ E = 1.
— Since g(1, 1, 1)= 1 and C ⊕ E ⊕G⊕H = 0, A⊕ B ⊕D ⊕ F = 1.
When C = 0 and E = 1 we obtain the functions 1,5,7,8,d3, and d8. When C = 1
and E = 0 we obtain the functions 2,3,4,5,6,d4,d7, and d8.
To prove the other equalities in (H3) we use the method described above, that is we delete
from ZM all functions that are reduced to some other functions in ZM by substituting 0
(respectively, 1; either 0 or 1).
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(H6) If f /∈ S then there exists = (a1, a2, . . . , an) such that f ()=f (). Putting x=xi
if ai = 0, and y = xi if ai = 1 produces a function g(x, y) such that g(0, 1) = g(1, 0).
If g(0, 0) = g(1, 1) then g(x, x) ∈ {0, 1} ⊆ FS(ZS ∪ ZS). Otherwise g ∈ {xy, x ∨
y, xy, x ∨ y} ⊆ FS(ZS ∪ ZS).
(H9) Let f /∈L be a minimal function, i.e., Sub(f )\{f } ⊆ L. Since f is not linear, there
is a term K with more than one variable in the polynomial p of f .
First suppose that K contains at least three variables, say x, y, z. By minimality of f ,
identiﬁcation of x and y results in a linear function. So p contains a term Kt which is
obtained from K by deleting some t ∈ {x, y}. Similar statements are valid for pairs x, z
and y, z. Therefore, at least two of the three terms Kx , Ky , Kz are contained in p. By
symmetry, we may assume that p contains terms Kx and Ky . Putting x = y, we see that
the terms K,Kx,Ky only are transformed into Kx , i.e., we obtain a non-linear function, a
contradiction to minimality of f . Therefore p contains a termK=xy and there are no terms
with more than two variables. Clearly, if f has exactly two variables then it is a function of
the form (1).
If ess(f )4 then identiﬁcation of variables distinct from x and y produces a non-linear
function, a contradiction tominimality off . Finally, iff has exactly three essential variables
x, y and z, then both f (x, y, x) and f (x, y, y) do not have a term K = xy (by minimality
of f ). So p has terms xz, yz and f is of the form (2). By substitution of either z= 0 or 1 a
function of the form (2) is transformed to a function of the form (1), i.e., to the setZ′L∪Z
′
L.
To prove the FS01-characterization, we use the general method.
(H13) SinceO ⊂ L, it is sufﬁcient to forbid ZL and functions x⊕ y⊕ a, x⊕ y⊕ z⊕ a,
where a ∈ {0, 1}. It remains to delete all non-minimal functions.
(H18) Since E ⊂ O, it is sufﬁcient to forbid ZO ∪ ZO and functions x, x. It remains to
delete all non-minimal functions.
(H21) Since P ⊆ M , all functions in ZM are forbidden for P . It is easy to check that
x, x ⊕ y, x ∼ y, xy, x ∨ y,1,2,3,4,d8 are minimal forbidden for P , while the
others have a subfunction x ∨ y.
Now let f ∈ M\P . As usual, min T (f ) = { : f () = 1 and f () = 0 for each  ≺
} is the set of all minimal true points of f . Since f /∈P , there are distinct points  =
(a1, a2, . . . , an) ∈ min T (f ) and = (b1, b2, . . . , bn) ∈ min T (f ). We put
xi =


x if ai = 0 and bi = 1,
y if ai = 1 and bi = 0,
z if ai = 0 and bi = 0,
t if ai = 1 and bi = 1
andobtain amonotone functiong(x, y, z, t) such thatg(0, 1, 0, 1)=f ()=1andg(1, 0, 0, 1)
= f () = 1. Since  ∈ min T (f ), g(0, 0, 0, 0) = g(0, 0, 0, 1) = g(0, 1, 0, 0) = 0. Since
g(1, 0, 0, 1)= 1 and g is a monotone function, we have g(1, 1, 1, 1)= g(1, 0, 1, 1)= 1. If
g(1, 0, 1, 0)= 1 then g(x, y, x, y)= x ∨ y ∈ ZP . If g(1, 0, 1, 0)= 0 then
• g(x, y, x, t)= t (x ∨ y) when g(1, 1, 1, 0)= 0 (g is congruent to 9 ∈ ZP ),
• g(x, y, x, t)= xy ⊕ xt ⊕ yt when g(1, 1, 1, 0)= 1 (g is congruent to 0 ∈ ZP ).
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For the FS01-characterization, the set ZP can be reduced by deleting all functions which
are either x or x ∨ y after substitution of constants.
(H22)We apply Proposition 4 to P = FS(ZP ) and T0= FS(1, x). Deleting the functions
x ∼ y and x∨y reducible to 1, we obtainP0=FS(1, x, x∨y, x⊕y, xy,0,1,2,3,4,
d8,9). To obtain the FS0-characterization,we delete the function x (reducible to 1),1,d8
(reducible to x ⊕ y), 2 (reducible to x ∨ y), and 3,4 (reducible to xy).
(H23) We apply Proposition 4 to P = FS(ZP ) and T1 = FS(0, x). Deleting the func-
tions x ⊕ y, xy, and d8 reducible to 0, we obtain P1 = FS(1, x, x ∨ y, x ∼ y, x ∨ y,
0,1,2,3,4,9). To obtain the FS1-characterization, we delete the function x (re-
ducible to 0),0,9 (reducible to x∨y),1,3 (reducible to x ∼ y), and2,4 (reducible
to x ∨ y).
(H25) It is sufﬁcient to consider the case k= 2. Let f /∈A2. By the deﬁnition, there exist
= (a1, a2, . . . , an) and = (b1, b2, . . . , bn) such that f ()= f ()= 1, but  and  have
no common coordinate 1. Putting x = xi if ai = 1 and bi = 0; y = xi if ai = 0 and bi = 1;
z = xi if ai = bi = 0, we obtain a function g(x, y, z) such that g(1, 0, 0) = f () = 1 and
g(0, 1, 0)= f ()= 1.
• If g(0, 0, 0)= 1 then g(x, x, x) ∈ {1, x} ⊆ ZA. Let g(0, 0, 0)= 0.
• If g(1, 0, 1)= 1 then g(x, y, x) ∈ {x ⊕ y, x ∨ y} ⊆ ZA. Let g(1, 0, 1)= 0.
• If g(0, 1, 1)= 1 then g(x, y, y) ∈ {x ⊕ y, x ∨ y} ⊆ ZA. Let g(0, 1, 1)= 0.
• If g(0, 0, 1)= g(1, 1, 0)= 1 then g(x, x, z) ∈ {x ⊕ z, x ∨ z} ⊆ ZA.
• If g(0, 0, 1)= g(1, 1, 0)= 0 then g ∈ {d8,′10} ⊆ ZA, where ′10 is congruent to 10.
• If g(0, 0, 1)= 0 and g(1, 1, 0)= 1 then g ∈ {2,12} ⊆ ZA.
• If g(0, 0, 1)= 1 and g(1, 1, 0)= 0 then g ∈ {1,11} ⊆ ZA.
To prove the second equality we note that it is possible to obtain either x⊕ y or x ∨ y from
functions belonging to ZA and having three essential variables by substitution of 0.
(H27) We apply Proposition 4 to M and Ak . For the FS0-characterization, we delete
redundant functions x,1,2,3,4, and 
d
7. 
4. Criteria of completeness in Post classes
In the following theorem we omit trivial criteria for classes of types E,O,P , and P d.
Theorem 3 (Criteria of completeness). Let  be a Post class. A set of Boolean functions
 ⊆  is complete in if and only if  contains the following functions:
(C1) for= T : f0 /∈ T0, f1 /∈ T1, fL /∈L, fS /∈ S, and fM /∈M;
(C2) for= T0: f1 /∈ T1, fL /∈L, fM /∈M , and fA /∈A2;
(C2d) for= T1: f0 /∈ T0, fL /∈L, fM /∈M , and fa /∈ a2;
(C3) for= T01: fS /∈ S, fM /∈M , fA /∈A2, and fa /∈ a2;
(C4) for= L: f0 /∈ T0,f1 /∈ T1, fS /∈ S, and f /∈O;
(C5) for= L0: f1 /∈ T1 and f /∈O;
(C5d) for= L1: f0 /∈ T0 and f /∈O;
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(C6) for= L01: f = x;
(C7) for= LS: f0 /∈ T0 and f /∈O;
(C8) for= S: f0 /∈ T0 and fL /∈L;
(C9) for= S01: fL /∈L and fM /∈M;
(C10) for= SM: fO = x;
(C11) for=M01: fA /∈A2 and fa /∈ a2;
(C12) for=M0: f1 /∈ T1, fA /∈A2 and fd /∈P d;
(C12d) for=M1: f0 /∈ T0, fa /∈ a2, and f /∈P ;
(C13) for=M: f0 /∈ T0, f1 /∈ T1, f2 /∈P , and f3 /∈P d;
(C14) for= A∞: f1 /∈ T1 and fM /∈M;
(C15) for= A∞1 : fM /∈M;
(C16) for=MA∞1 : fP /∈P ;
(C17) for=MA∞: f1 /∈ T1 and fP /∈P ;
(C18) for= Ak1: fM /∈M and fA /∈Ak+1, k2;
(C19) for= Ak: f1 /∈ T1,fM /∈M , and fA /∈Ak+1, k2;
(C20) for=MAk1: fA /∈Ak+1, k2 and, if k = 2, also fS /∈ S;
(C21) for=MAk: f1 /∈ T1 and fA /∈Ak+1, k2.
Note that criteria of completeness in classes of type ak and a∞ are dual to corresponding
criteria in classes of type Ak and A∞.
Proof. The statements (C#d) are dual to (C#), hence their proofs are omitted.
Necessity can be directly checked by choosing required Boolean functions from
Table 2 , using the fact that Ak ⊃ A∞ and the function
hk(x1, x2, . . . , xk+1)=
k+1∨
i=1
x1x2 · · · xi−1xi+1 · · · xk+1 ∈ MAk1\Ak+1 (k2). (3)
Sufﬁciency. (C1) Since T0=FS(1, x) and T1=FS(0, x), from f0 and f1 we obtain either
{0, 1} or {x}. Since S = FS(ZS ∪ ZS), where ZS = {0, xy, x ∨ y}, using x and fS it is
possible to obtain either {0, 1}, or [x, xy] = T , or [x, x ∨ y] = T . The last two equalities
are implied by representation of an arbitrary Boolean function in a disjunctive normal form
and De Morgan’s laws: x ∨ y = x y, xy = x ∨ y.Using fM /∈M = FS01(x), 0 and 1, we
construct x. Thus, we have {0, 1, x}.
Since L = FS01(Z′L ∪ Z
′
L), where Z′L = {xy, xy, x ∨ y}, using 0, 1, x and fL we can
construct one of the sets (which are complete in T): {x, xy} or {x, x ∨ y}. Indeed, xy is
generated by xy: xxy = xy.
(C2) Using f1 /∈ T1=FS(0, x), we obtain 0, since x /∈ T0. Using 0 and fL /∈L=FS0(xy,
xy, x ∨ y, xy, x ∨ y, x ∨ y), it is possible to obtain either xy or x ∨ y. Indeed, xy, x ∨
y, x ∨ y /∈ T0, and using xy we can construct xy: xxy = xy.
From 0 and fM /∈M=FS0(x, x⊕y, xy)we obtain either x⊕y or xy, since x /∈ T0. Using
0 and fA /∈A2=FS0(1, x, x⊕y, x∨y)we can obtain either x⊕y or x∨y, since 1, x /∈ T0.
Thus, we have constructed one of the sets: {x ⊕ y, xy}, {x ⊕ y, x ∨ y} or {xy, x ∨ y}.
A function belongs to T0 if and only if its polynomial has constant coefﬁcient 0. Any
such polynomial is generated by the functions x ⊕ y and xy. Therefore [x ⊕ y, xy] = T0.
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Table 2
Boolean function O T0 T1 P P d M S L A2 A∞ a2 a∞
0 O T0 — P P d M — L A2 A∞ — —
x O — — — — — S L — — — —
1 O — T1 P P d M — L — — a2 a∞
xy — T0 T1 P — M — — A2 A∞ — —
xy — T0 — — — — — — A2 A∞ — —
x ∨ y — T0 T1 — P d M — — — — a2 a∞
x ⊕ y — T0 — — — — — L — — — —
x ∼ y — — T1 — — — — L — — — —
x ⊕ y ⊕ z — T0 T1 — — — S L — — — —
xy ⊕ xz⊕ yz — T0 T1 — — M S — A2 — a2 —
x(y ∨ z) — T0 T1 — — M — — A2 A∞ — —
x(y ∨ z) — T0 T1 — — — — — A2 A∞ — —
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The set {x⊕y, x∨y} is complete in T0, since from x⊕y it is possible to obtain x⊕y⊕z.
Further, using x∨y, it is possible to construct xy: x⊕y⊕ (x∨y)=xy. The set {xy, x∨y}
is complete in T0, since its closure contains x ⊕ y: xy ∨ xy = x ⊕ y.
(C3) Using fS /∈ S=FS(0, 1, xy, x∨y, xy, x ∨ y)we can obtain either xy or x∨y (since
0, 1, xy, x ∨ y /∈ T01). Using fM /∈M=FS(ZM)we can construct one of the functions: 1,
2, . . . ,8,
d
3,
d
4,
d
7 or 
d
8, since the other functions in ZM do not belong to T01.
A function belongs to T01 if and only if its polynomial has constant coefﬁcient 0 and the
total number of terms is odd. Therefore the set  = {xy,1 = x ⊕ y ⊕ z} is complete in
T01. Since T d01 = T01, the dual set d = {x ∨ y,1} is complete in T01.
Since 1 = 2(2(x, z, y),2(y, z, x), z), we have [xy,2] = T01 and [x ∨ y,2] =
[xy,2]d=T01. From5=xy⊕x⊕z (by substitution of xy⊕y⊕z for z) we can obtain1.
Besides, 5(x, y, x)= xy. Therefore [5] = T01. From 6 = xy ⊕ xz⊕ y (by substitution
of xy ⊕ xz⊕ z for x) we can obtain a function congruent to 2. Also, 6(x, y, x)= x ∨ y.
Therefore [6] = T01. Putting z = x in 7 = xyz ⊕ x ⊕ y, we obtain x ∨ y. From 7 (by
substitution of x ∨ y for y) we obtain 6 and, hence, [7] = T01. Then [d7] = T01. Putting
y = x in 8 = xyz⊕ xy ⊕ x ⊕ y ⊕ z we construct x ∨ z. Substitution of x ∨ z for z gives a
function congruent to 5. Therefore [8] = T01 and [d8] = T01.
Further, we consider the functions 3,4 ∈ A2. From fA /∈A2 it is possible to obtain
either 1, 2, 
d
8 (they are already considered), or x ∨ y. From x ∨ y and 3 we obtain
a function congruent to d7 = 3(x ∨ y, y, z). Hence [x ∨ y,3] = T01. Substitution of
x(y ∨ z) for x in 4 produces 3. So [x ∨ y,4] = T01.
The functions d3,
d
4 ∈ a2 may be considered in the dual way.
(C4) Since S = FS(0, 1, xy, x ∨ y, xy, x ∨ y) and fS /∈ S is a linear function, we can
obtain either 0 or 1 from fS . If we have 0 then from f0 /∈ T0= FS0(1) we construct 1. If we
have 1 then from f1 /∈ T1=FS1(0)we construct 0. Thus, from f0, f1 and fS it is possible to
obtain {0, 1}. Substitution of 0 in the linear function f /∈O gives either x⊕ y or x⊕ y⊕ 1.
The set {1, x ⊕ y} is complete in L, since from x ⊕ y we can obtain any linear function
with constant coefﬁcient 0. Then, by substitution of 1, we may obtain any linear function.
Finally, [0, x ⊕ y ⊕ 1] = [1, x ⊕ y]d = Ld = L.
(C5) From f1 /∈ T1=FS(0, x)we can obtain 0, since x /∈L0. From f /∈O by substitution
0 we can obtain a linear function of two variables, i.e., x ⊕ y (since x ⊕ y ⊕ 1 /∈L0). It is
easy to see that [x ⊕ y] = L0.
(C6) From f = x by identifying variables we can obtain x⊕y⊕z, which generatesL01.
(C7) A linear function belongs to LS if and only if the number of its essential variables
is odd. From f0 /∈ T0 = FS(1, x) we obtain x, since 1 /∈LS. From f /∈O by substitution
of x and identiﬁcation of variables we construct x ⊕ y ⊕ z ⊕ 1. It is easy to show that
[x ⊕ y ⊕ z⊕ 1] = LS.
(C8) Since T0= FS(1, x) and 1 /∈ S, x ∈ [f0]. The set ZL contains exactly four self-dual
functions, namely, 0,2,0 and 2. Therefore from x and fL it is possible to obtain 0
or 2. Since 2 = 0(x, y, z), it is sufﬁcient to show that [2] = S. Each function f ∈ S
can be represented in the following form:
f (x1, x2, . . . , xn)= x1f (1, x2, . . . , xn) ∨ x1f (1, x2, . . . , xn). (4)
Indeed, it holds for x1 = 1. If x1 = 0 then f (0, x2, . . . , xn) = f d(0, x2, . . . , xn) =
f (1, x2, . . . , xn).
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By the criterion of completeness inT, any Boolean function f (1, x2, . . . , xn) is generated
by p(x, y)=xy. LetE(p) be an expression for f (1, x2, . . . , xn) in terms of p. (E(p) is de-
termined by a rooted tree TE directed from the root. Pendant nodes are labelledwith Boolean
variables. Each non-pendant node corresponds to an occurrence ofp(x, y), and it is incident
to two outcoming arcs labelled with x and y. Given a functionp′=p′(. . . , x, . . . , y, . . .), we
may use TE to construct the corresponding expression E(p′) just considering non-pendant
nodes of TE as corresponding to p′. Note that in E(p′), we may substitute subexpressions
for x and/or y only.) We denote q(x, y)= p(x, y)= xy. Clearly, E(q) is an expression for
f (1, x2, . . . , xn).Wedeﬁne r(x1, x, y)=x1(xy)∨x1(xy)=2(x, y, x1). SinceE(r)=E(p)
if x1 = 0, and E(r)= E(q) if (x1 = 1, (4) implies that E(r) is an expression for f. Thus, f
is generated by r(x1, x, y)= 2(x, y, x1).
(C9) From fM /∈M we obtain either 1 or 2, both are in ZM ∩ S01. From fL /∈L we
obtain either 0 or 2; both are in ZL ∩ S01. Thus, we have constructed either {0,1} or
{2}. Let us represent an arbitrary Boolean function f ∈ S01 in the form (4). By the criterion
of completeness in T1, any function f (1, x2, . . . , xn) ∈ T1 is generated by p1(x, y)=x∨y
and p2(x, y)= x ∼ y. Let E(p1, p2) be an expression for f (1, x2, . . . , xn) in terms of p1
and p2. We denote q1(x, y) = p1(x, y) = xy and q2(x, y) = p2(x, y) = x ⊕ y. Clearly,
E(p1, p2) is an expression for f (1, x2, . . . , xn).We deﬁne r1(x1, x, y)=x1(x∨y)∨x1xy
and r2(x1, x, y) = x1(x ∼ y) ∨ x1(x ⊕ y). Since E(r1, r2) = E(p1, p2) if x1 = 0, and
E(r1, r2)=E(q1, q2) if x1= 1, (4) implies that E(r1, r2) is an expression for f . Thus, f is
generated by r1(x1, x, y)=0(x1, x, y) and r2(x1, x, y)=1(x1, x, y), i.e., [0,1]=S01.
Finally, 0 =2(x, y,2(x, y, z)) and 1 =2(2(x, z, y),2(y, z, x), z) imply [2] =
S01.
(C10) First we show that from fO = x it is possible to construct 0. If there exists
 in which exactly one coordinate ai is 0 and such that fO() = 0, then fO() = 0 for
each  ≺  (by monotonicity). Clearly, the number of such  is a half of all (0, 1)-
points of length n. By self-duality, fO equals 1 on other sequences. But then fO =
xi , a contradiction. Thus, fO satisﬁes the following condition : fO() = 1 for each
 having exactly one 0. If 1< ess(fO)3 then it is easy to check that
fO = 0.
Let ess(fO)4. If  has at most one 0 then fO() = 1. By self-duality, fO() = 0 if 
has at most one 1. So there exists = (a1, a2, . . . , an) having at least two 0 and at least two
1, and such that fO() = 1. We put x = xi if ai = 0. We obtain a function g ∈ SM with
ess(g)< ess(fO) satisfying . Therefore ess(g)> 1. Repeating this process, we obtain a
function g′ with 1< ess(g′)3, i.e., 0.
It remains to show that [0] = SM . Let f ∈ SM . When ess(f )3 there exist exactly
twomonotone self-dual functions, namely, x=0(x, x, x) and0. Let ess(f )4. Suppose
that every Boolean function with a smaller number of essential variables is generated by
0. We deﬁne f1 = f (x1, x1, x3, x4, . . . , xn), f2 = f (x1, x2, x2, x4, . . . , xn), and f3 =
f (x3, x2, x3, x4, . . . , xn). Let us show that f = 0(f1, f2, f3). We consider an arbitrary
point  = (a1, a2, . . . , an). We denote by f i the corresponding values of fi , i = 1, 2, 3.
Among a1, a2, a3 at least two are equal, say a1 = a2. In other words, f () = f 1 . If a1 =
a2 = 0 then f 2 f ()f 1 and 0(f 1 , f 2 , f 3 ) = f ()f 2 ⊕ f ()f 3 ⊕ f 2 f 3 = f ()
(by monotonicity). Indeed, if f () = 0 then f 2 = 0, while if f () = 1 then f 3 = 1. If
a1 = a2 = 1 then f 3 f ()f 2 and 0(f 1 , f 2 , f 3 )= f ()f 2 ⊕ f ()f 3 ⊕ f 2 f 3 = f
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(by monotonicity). Indeed, if f () = 0 then f 3 = 0, while if f () = 1 then f 2 = 1. By
inductive hypothesis, f1, f2, f3 are generated by 0. Thus, f is generated by 0.
(C11) From fA and fa we obtain x ∨ y and xy, respectively (the other functions in
ZA and Za do not belong to M01). We show that [xy, x ∨ y] =M01. Let f ∈ M01. Re-
call that min T (f ) is the set of all minimal true points of f . For  = (a1, a2, . . . , an) ∈
min T (f ), we construct a conjunction K = xi1xi2 · · · xik of all variables xi such that
ai = 1. It is well-known and easy to see that f = ∨∈min T (f ) K. So M01 = [xy, x ∨
y].
(C12) From f1 /∈ T1, fA /∈A2 and f∗ /∈P d we can obtain 0, x ∨ y (the other functions in
ZA do not belong to M0) and xy (the other functions in ZP d either do not belong to M0,
or they can be transformed to xy by substitution of z = 0). Since M01 = [xy, x ∨ y] and
M0 =M01 ∪ {0},M0 = [0, xy, x ∨ y].
(C13) From f0 /∈ T0=FS(1, x), f1 /∈ T1=FS(0, x), f2 /∈P=FS01(x, x∨y) and f3 /∈P d=
FS01(x, xy), we can obtain 1, 0, x ∨ y and xy, respectively, because x /∈M . SinceM01 =
[xy, x ∨ y], we haveM =M01 ∪ {0, 1} = [0, 1, xy, x ∨ y].
(C14) From f1 /∈ T1=FS(0, x) it is possible to obtain 0, because x /∈A∞. From fM /∈M=
FS0(x, x⊕y, xy) it is possible to obtainxy, becausex, x⊕y /∈A∞.We show that [xy]=A∞.
Clearly, f ∈ A∞ if and only if f is of the form f = xig, where g ∈ T . The criterion of
completeness in T implies that g is generated by p(x, y)= xy. Let E(p) be an expression
for g in terms ofp.We deﬁne r(xi, x, y)=xi(xy). SinceE(r)=E(p) if xi=1, andE(r)=0
if xi=0, we see thatE(r) is an expression for f . Thus, f is generated by xi(xy). It remains
to note thatxy generates xy = xxy and xixy.
(C15) From fM /∈M we can obtain either 3 or 4, since ZM ∩ A∞1 = {3,4}. An
arbitrary function f ∈ A∞1 is of the form f = xig, where g ∈ T1. By the criterion of
completeness in T1, T1=[x ∼ y, x∨y]. Using arguments as in (C9), we can show that f is
generated by xi(x ∼ y) and xi(x ∨ y), i.e., by 3 and 4. Since 4=3(x,3(y, y, z), z)
and 3 = 4(4(x, y, z), z, y),
[3] = [4] = A∞1 . (5)
(C16) From fP /∈P we can obtain 9, since ZP ∩MA∞1 = {9}. An arbitrary function
f ∈ MA∞1 is of the form f = xig, where g ∈ M1. According to the criterion of com-
pleteness in M , M = [1, xy, x ∨ y]. Using arguments as in (C9), we can show that f is
generated by the functions xi, xixy and xi(x ∨ y) which can be obtained from 9, since
xy = 9(x, y, y).
(C17) From f1 /∈ T1 = FS(0, x) we can obtain 0, since x /∈MA∞. From fP /∈P it is
possible to obtain9, sinceZP ∩MA∞={9}. SinceMA∞=MA∞1 ∪{0} and [9]=MA∞1 ,[0,9] =MA∞.
(C18) From fM /∈M we can obtain either 3 or 4, since ZM ∩Ak1 = {3,4}. By (5),[3]=[4]=A∞1 . Since fA /∈Ak+1, there exist i= (ai1, ai2, . . . , ain), i=1, 2, . . . , k+1,
such that f (i )=1, and for each j=1, 2, . . . , n the sequence (a1j , a2j , . . . , ak+1j ) contains
0. For every j = 1, 2, . . . , n we deﬁne gj (x1, x2, . . . , xk+1) which
• equals 0 on any point with at least two 0’s,
• equals aij on any point with exactly one 0 (in the ith position), and
• equals 1 on 1= (1, 1, . . . , 1).
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Since gj can be equal to 1 only on points which have at most one 0, and there exists a point
with exactly one 0 on which gj = 0, we have gj ∈ A∞1 . Therefore gj is generated by either
3 or 4.
We show that fA(g1, g2, . . . , gn)= hk , see (3). If  has at least one 0 then gj ()= 0.We
have fA(0)=0 (since fA ∈ Ak ⊆ T0) and hk()=0.Also, fA(1)=hk(1)=1. If  has exactly
one 0 (say, in the ith position), then gj () = aij and fA(ai1, ai2, . . . , ain) = 1 = hk().
Thus, hk ∈ [fM, fA].
We show that each Boolean function f ∈ Ak1 is generated by 4 and hk . Let m be the
number of points  such that f ()=1. Ifmk+1 then f ∈ A∞1 and f is generated by4. Let
mk+2. Suppose that and the statement holds for smallerm.Wedenote by {1, 2, . . . , m}
the set of all true points of f. We may assume that 1 = 1. For i = 2, 3, . . . , m, let i = f
on all i , except i (i )= 0. Clearly, i ∈ Ak1. Obviously, hk(2,3, . . . ,k+2)= f . By
inductive hypothesis, i ∈ [4, hk]. Thus, f ∈ [4, hk].
(C19) We construct 0 from f1 /∈ T1 = FS(0, x). We can construct xy from fM /∈M =
FS0(x, x ⊕ y, xy), since x, x ⊕ y /∈Ak . As for Ak1, from fA we obtain hk , changing val-
ues of gj on 1 only: gj (1) = a1j . By the criterion of completeness in A∞, gj ∈ A∞
= [xy].
We prove that [xy, hk]=Ak . Let f ∈ Ak . If f ∈ Ak1=[x(y ∨ z), hk], then f is generated
by x(y∨z) and hk . Since x(y∨z)=xzy, f ∈ [xy, hk]. Let f /∈Ak1. If f =0 then f =xx. If
f = 0 thenwe construct a function(x1, x2, . . . , xn+1)=x1x2 · · · xn+1∨f (x1, x2, . . . , xn).
It follows from  ∈ Ak1 that  is generated by xy and hk . We substitute 0= xx for xn+1 in
 and obtain f. Again, f ∈ [xy, hk].
(C20) A function fA satisﬁes the property : fA() = 1 for each  = (a1, a2, . . . , an)
having exactly one 0. Indeed, if ai = 0 and fA() = 0 then, by monotonicity, fA() = 0
for any  = (b1, b2, . . . , bn) with bi = 0. But then fA ∈ A∞ ⊆ Ak+1, a contradiction to
fA /∈Ak+1.
SincefA /∈Ak+1, there exist i=(ai1, ai2, . . . , ain), i=1, 2, . . . , k+1, such thatfA(i )=
1 and there are no all-1 sequences among j = (a1j , a2j , . . . , ak+1j ), j =1, 2, . . . , n. Since
fA ∈ Ak , among i there are all points of length k+ 1 with exactly one 0. Hence nk+ 1.
Suppose that there exists 	 = (d1, d2, . . . , dn) such that fA(	) = 1 and |I |<k, where
I ={i : di =1}. We consider points 	i , i ∈ I , having exactly one 0 (in the ith position). The
points 	 and 	i , for all i ∈ I , must have a common 1, since fA ∈ Ak . By the construction,
it does not hold, a contradiction. Hence fA(	)= 0 for any 	 having less than k coordinates
1. It follows that if n= k + 1 then fA = hk .
Let nk + 2. Since fA /∈Ak+1, there exists 	= (d1, d2, . . . , dn) such that 	 has at least
two coordinates 0, at least k coordinates 1, and fA(	)=1. Putting xi=x if di=0, we obtain a
function gA satisfying. Since 	 has at least k coordinates 1, gA has at least k+1 variables.
Continuing this process, we construct a function g of k+ 1 variables which satisﬁes, i.e.,
g = hk . Thus, hk ∈ [fA].
When k=2, from fS /∈ S=FS(0, 1, xy, xy, x∨y, x ∨ y) it is possible to obtain xy, since
0, 1, xy, x ∨ y, x ∨ y /∈MA21. By substituting xz for z in h2 = xy ∨ xz ∨ yz, we construct
x(y ∨ z). Putting x= x1, y= x2 and z= x3= x4=· · ·= xn in hk , k3, we obtain x(y ∨ z).
We show that [x(y∨z), hk]=MAk1. Letf ∈ MAk1. Sincef ∈ M01,f=K1∨K2∨· · ·∨Km,
where Ki consists of conjunctions corresponding to all minimal true points of f. If mk
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then it follows from f ∈ Ak that all minimal true points have a common 1. By the criterion
of completeness inMA∞1 , f ∈ MA∞1 = [x(y ∨ z)].
We show that the statement holds for f withmk+ 1 minimal true points. Suppose that
it holds for all functions with smaller values of m. We deﬁne fj =K1 ∨K2 ∨ · · · ∨Kj−1 ∨
Kj+1 ∨ · · · ∨Km for any j = 1, 2, . . . , m. Clearly, fj ∈ M1. If fj ()= 1 then f ()= 1.
So fj ∈ Ak . We obtain fj ∈ MAk1. By the inductive hypothesis, fj ∈ [x(y ∨ z), hk]. Since
f = hk(f1, f2, . . . , fk+1), we have f ∈ [x(y ∨ z), hk].
(C21) From f1 /∈ T1 we obtain 0. Since MAk =MAk1 ∪ {0} and fA = 0, fA ∈ MAk1.
As we have seen, hk ∈ [fA]. When k = 2, from h2 it is possible to construct xy /∈ S (by
substitution of 0). By (C20),MAk1 = [xy, hk]. Thus,MAk = [0, xy, hk]. 
5. Post theorem
Characterizations of Post classes in terms of forbidden subfunctions (Theorem 2) are
useful for proving criteria of completeness in these classes (Theorem 3). In turn, it gives a
possibility to easily prove the following Post theorem.
Theorem 4 (Post [26,25]). A class of Boolean functions is closed if and only if it is a
Post class.
Proof. Necessity. Let  be a closed class. It is easy to see that if either  ⊆ O, or
 ⊆ P , or  ⊆ P d then  is a Post class of type either E,O,P or P d. Therefore we
assume that O,P, P d. Now we check that  coincides with a Post class using criteria
of completeness (Theorem 3).
Case 1.  ⊆ L.
• If  ⊆ T0 and  ⊆ T1, then = L01.
• If  ⊆ T0 and T1, then = L0.
• If T0 and  ⊆ T1, then = L1.
• If T0, T1 and  ⊆ S, then = LS.
• If T0, T1 and S, then = L.
Case 2. L and  ⊆ S.
• If  ⊆ M then = SM .
• If M and  ⊆ T0, then = S01 ( ⊆ T0 ∩ S implies  ⊆ T1).
• If T0 then = S (T0 and  ⊆ S imply M).
Case 3. L, S and  ⊆ A2.
• If  ⊆ M and  ⊆ T1, then either =MAk1, k2, or =MA∞1 .
• If  ⊆ M and T1, then either =MAk , k2, or =MA∞.
• If M and  ⊆ T1, then either = Ak1, k2, or = A∞1 .
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• If M and T1, then either = Ak , k2, or = A∞.
Case 4. L, S and  ⊆ a2. It is dual to Case 3.
Case 5. L, S,A2, a2 and  ⊆ M .
• If  ⊆ T0 and  ⊆ T1, then =M01.
• If  ⊆ T0 and T1, then =M0.
• If T0 and  ⊆ T1, then =M1.
• If T0 and T1, then =M .
Case 6. L, S,A2, a2,M .
• If  ⊆ T0 and  ⊆ T1, then = T01.
• If  ⊆ T0 and T1, then = T0.
• If T0 and  ⊆ T1, then = T1.
• If T0 and T1, then = T .
Sufﬁciency is stated in Proposition 2.
Different proofs of the Post theorem were proposed by Kuntzmann [16], Yablonsky et
al. [36], Mukhopadhyay [22], Ugolnikov [33], Marchenkov and Ugol’nikov [21], Reschke
et al. [28], Reschke and Denecke [27], Pelletier and Martin [23], and Marchenkov [19,20];
see also discussions on the topic in the following monographs: Davio et al. [4], Gavrilov
and Sopozhenko [8], Gindikin [9], Glushkov et al. [10], Karpov and Moshchenskii [12],
Pippenger [24], and Yablonsky [35]. Ugolnikov [33] used “ﬁnite basibility” structure that
was ﬁrst developed by Gavrilov [6,7] and Marchenkov [17]. The method of Reschke and
Denecke [27] is based on universal algebra results.
Benzaken [1–3] considered Post classes of monotone Boolean functions and their re-
lation to hypergraph colorings. Many interesting properties of clones were investigated in
Shestopal [31,30],Gorlov [11],Rosenberg [29],Yablonsky [34],Gavrilov [7,6],Marchenkov
[17,18], Korshunov [13–15], Stetsenko [32], and Foldes and Pogosyan [5]. There is also an
extensive bibliography on closed classes in multi-valued logic which has a gap of difﬁculty
even for 3-valued logic.
References
[1] C. Benzaken, Les familles de fonctions booleennes deduites de certaines familles de fonctions booleennes
croissantes. Criteres de determination de l’indice d’une fonction croissante, C. R.Acad. Sci. Paris 260 (1965)
1528–1531 (in French).
[2] C. Benzaken, Post’s closed systems and theweak chromatic number of hypergraphs, DiscreteMath. 23 (1978)
77–84 (Reviewer D. de Werra).
[3] C. Benzaken, From logical gates synthesis to chromatic bicritical clutters, DiscreteAppl. Math. 96–97 (1999)
259–305.
[4] M. Davio, J.-P. Deschamps, A. Thayse, Discrete and switching functions, with a foreword by R. T.Yeh, (St-
Saphorin), Georgi Publishing Company, Dusseldorf, McGraw-Hill, Switzerland, New York, 1978, xx+729
pp.
[5] S. Foldes, G.R. Pogosyan, Post classes characterized by functional terms, RUTCOR Research Report RRR
32-2000, Rutgers University, 2000, 26pp.
Igor’E. Zverovich / Discrete Applied Mathematics 149 (2005) 200–218 217
[6] G.P. Gavrilov, Inductive representations of Boolean functions and the ﬁnite generation of the Post classes,
Algebra Logika 23 (1) (1984) 3–26 (in Russian); translated in Algebra Logic 23 (1984) 1–19.
[7] G.P. Gavrilov, Functional Systems of Discrete Mathematics, Moscow State University, Moscow, 1985, 39
pp. (in Russian).
[8] G.P. Gavrilov, A.A. Sapozhenko, Problems and Exercises in Discrete Mathematics, Kluwer Texts in the
Mathematical Sciences, vol. 14, Kluwer Academic Publishers, Dordrecht, 1996, xi+422 pp.
[9] S.G. Gindikin, Algebraic logic, Translated from the Russian by Robert H. Silverman, Problem Books in
Mathematics, Springer, NewYork 1985, xviii+356 pp.
[10] V.M. Glushkov, G.E. Tsejtlin, E.L.Yushchenko, Algebra. Languages. Programming Naukova Dumka, Kiev,
1974, 328 pp. (in Russian).
[11] V.V. Gorlov, On congruences in closed Post classes, Math. Notes 13 (1973) 434–438.
[12] V.G. Karpov, V.A. Moshchenskii, Mathematical logic and discrete mathematics Vyshejsaya Shkola, Minsk,
1977, 254 pp. (in Russian).
[13] A.D. Korshunov, On the cardinality and structure of some closed Post classes (of families of subsets of a
ﬁnite set), Dokl. Akad. Nauk SSSR 295 (1987) 533–537 (in Russian); translated in Sov. Math. Dokl. 36(1)
(1988) 88–91.
[14] A.D. Korshunov, On the power and structure of closed Post classes (families of subsets of a ﬁnite set),
Tr. Inst. Mat. (10) (1988) 159–204 (in Russian).
[15] A.D. Korshunov, Families of subsets of a ﬁnite set and closed classes of Boolean functions, in: P. Frankl et al.
(Eds.), Proceedings of the conference on extremal problems for ﬁnite sets, Visegrad, Hungary, 16–21 June,
1991, vol. 3, Bolyai Society for Mathematics Studies, Janos Bolyai Mathematical Society, Budapest, 1994,
pp. 375–396.
[16] J. Kuntzmann, Algebre de Boole, Dunod, Paris, 1965, xxii + 319 pp. (in French).
[17] S.S. Marchenkov, Existence of ﬁnite bases in closed classes of Boolean functions, Algebra Logika 23 (1)
(1984) 88–99 (in Russian); translated in Algebra Logic 23 (1984) 66–74.
[18] S.S. Marchenkov, The invariants of Post classes, Fundam. Prikl. Mat. 4 (4) (1998) 1385–1404 (in Russian).
[19] S.S. Marchenkov, Closed Classes of Boolean Functions, Nauka, Fizmatlit, Moscow, 2000, 126 pp. (in
Russian).
[20] S.S. Marchenkov, Closed Classes of Boolean Functions, second ed., Fizmatlit, Moscow, 2001, 128 pp. (in
Russian).
[21] S.S. Marchenkov, A.B. Ugol’nikov, Closed classes of Boolean functions, Institut Prikladnoj Matematiki Im.
M. V. Keldysha, Moscow, 1990, 148 pp. (in Russian).
[22] A. Mukhopadhyay, Complete sets of logic primitives, in: Recent Developments in Switching Theory,
Academic Press, NewYork, 1971, pp. 1–26.
[23] F.J. Pelletier, N.M. Martin, Post’s functional completeness theorem, Notre Dame J. Formal Logic 31 (3)
(1990) 462–475.
[24] N. Pippenger, Theories of Computability, Cambridge University Press, Cambridge, 1997, ix+251 pp.
[25] E. Post, Introduction to a general theory of elementary propositions, Amer. J. Math. 43 (1921) 163–185.
[26] E. Post, Two-Valued Iterative Systems of Mathematical Logic, Annals of Mathematical Studies, vol. 5,
Princeton University Press, Princeton, NJ, 1941.
[27] M. Reschke, K. Denecke, A new proof of E. L. Post’s results on closed classes of Boolean functions,
J. Inform. Process. Cybernet. 25 (7) (1989) 361–380 (in German).
[28] M. Reschke, O. Lüders, K. Denecke, Congruence distributivity, congruence permutability and congruence
modularity of two-element algebras, J. Inform. Process. Cybernet. 24 (1–2) (1988) 65–78 (in German).
[29] I. Rosenberg, Compositions of functions on ﬁnite sets, in: D.C. Rine (Ed.), Computer Science and Multiple-
valued Logic. Theory and Applications, North-Holland, Amsterdam, NewYork, Oxford, 1977.
[30] G.A. Shestopal, Simple bases in closed classes of functions of the algebra of logic, Dokl. Akad. Nauk SSSR
168 (1966) 1023–1026 (in Russian); translated in Sov. Math. Dokl. 7 (1966) 792–795.
[31] G.A. Shestopal, Simple bases in all closed classes of functions of the algebra of logic, Uch. Zapiski MGPI
im. V. I. Lenina 375 (1971) 156–178.
[32] V.A. Stetsenko, On a classiﬁcation of Post classes, Veroyatn. Metody Kibern. (23) (1987) 110–119 (in
Russian).
[33] A.B. Ugol’nikov, On closed Post classes, Izv.Vyssh. Uchebn. Zaved.,Mat. 7 (314) (1988) 79–88 (in Russian);
translated in Sov. Math. 32(7) (1988) 131–142.
218 Igor’E. Zverovich / Discrete Applied Mathematics 149 (2005) 200–218
[34] S.V.Yablonsky, On closed classes in P2, Problemy Kibernetiki, vol. 39, Nauka, Moscow, 1982, pp. 262.
[35] S.V.Yablonsky, Introduction toDiscreteMathematics, second ed.,Nauka,Moscow, 1986, 384pp. (inRussian).
[36] S.V. Yablonsky, G.P. Gavrilov, V.B. Kudrjavtsev, Functions Algebra of Logics and Post Classes, Nauka
Glavnaya Redaktsiya Fiz.-Mat. Lit., Moscow, 1966, 115 pp. (in Russian).
