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Introduction
The need for a rigorous Feynman Path Integral
The Path Integral method has been proposed by Feynman in his formulation of Quantum
Mechanics [14]. Since its introduction, this method has been a set of prescriptions of
a quite formal character (we use the word “formal” as opposed to “rigorous” to express
mathematical objects that are assumed to exist without further justification). This formal
character, to some extent, could have favored the Feynman Path Integral method because
it grants great flexibility and a wider scope for its application. In fact the Feynman
Path Integral has been applied successfully to a tremendous number of physical problems,
from Quantum Field Theory (QFT) [45, 46, 13, 23, 7] to Statistical Physics [31], from
Cosmology to the theory of turbulence in Fluid Dynamics. One of its most beautiful and
important applications is the Path Integral formulation of gauge theories introduced by
Faddeev and Popov [12].
It is well known that the method of the Feynman Path Integrals is still not completely
understood from the mathematical point of view. But it is not completely accurate to
state that the Feynman Path Integral is not well defined. In fact there are many rigorous
definitions. The problem is that the range of applicability of the “formal” Feynman Path
Integral is enormous, whereas such rigorous definitions are only of limited applicability.
A unique, coherent, mathematically sound description is indeed extremely difficult to
achieve.
Nevertheless in recent years an increasing number of works are being produced trying
to find new ideas on which to consolidate and generalize the mathematical theory of the
Feynman Path Integral. The treatment of Feynman Path Integration presented in the
present work is closely related to the one proposed in [1]. We believe that this formulation
is preferable, with respect to others, because of its simplicity and strong connection with
the physical interpretation, which make the difficulties, in searching for generalizations of
the theory, apparent without any obfuscation due to some intricate formalism. Among
other formulations we cite the one given in the context of the White Noise Calculus [22],
which has achieved remarkable successes in the last few years [2]1.
The Feynman Path Integral method has a “sister method” that is greatly developed
and fully understood mathematically. We are referring to the mathematical object called
Wiener measure, or more generally to the theory of (probabilistic) Gaussian measures.
Gaussian measures (or more generally Le´vy-type probabilistic measures) by their simplic-
ity and rigorous definition, are sometimes employed, in place of the “not-well-defined”
1For a review of recent developments we refer to [1]
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Feynman Path Integral, in trying to give a rigorous description of Gauge Theories and
other models in QFT. This description [19, 39] is rooted in the idea of considering the
continuation of QFT to “imaginary times” in such a way that the evolution of the system
becomes governed by the “Euclidean Path Integral”, an object that can be, in some cases,
rigorously defined in terms of probabilistic measures constructed starting from Gaussian
measures. One should note however that, even employing this “Euclidean formulation”,
only few simple models in QFT are fully understood and have a completely rigorous de-
scription.
Given this alternative description of QFT that relies on probabilistic measures, one
could ask whether there is still a need for a direct (rigorous) definition of QFT in terms of
the (Minkowskian-)Feynman Path Integral methods. Such a need for a rigorous definition
of the Feynman Path Integral has been felt by many physicists. We shall name just a
few. Feynman himself searched for an approach that could be mathematically justified.
This is what Feynman called Operational Calculus [24]. Schwinger also studied a similar
setting in the hope for a mathematical justification of QFT. DeWitt [9] has searched for a
way of defining the Feynman Path Integral method without the prescription of a limiting
procedure as introduced by the original Feynman treatment. Berezin, in his work on the
Feynman Path Integral as applied to Fermion Fields [4] has set the basis for a rigorous
definition in the context of the Clifford algebra. Faddeev and Popov [12, 13, 32] have both
tried to justify as rigorously as they could their approach to the Feynman Path Integral.
From our perspective we state three reasons for which we consider addressing the
rigorous definition of the Feynman Path Integral as an interesting and useful physical
problem.
First. It gives a direct functional treatment of the founding principles of Quantum
Mechanics where the time evolution is represented by a unitary operator. For this reason
the direct (Minkowskian-)Feynman Path Integral gives a more transparent description of
time evolution of physical systems, as opposed to the Euclidean approach that is more
suited in treating problems stationary in time.
Second. The difficulties in defining the Feynman Path Integral are not uniquely en-
countered in the study of the time evolution associated with the Schro¨dinger operator.
In fact it is rather the Wiener Measure to be the special case. What we mean is that
only evolution operators “very similar” to the Heat Operator find a rigorous description
on the basis of Wiener (or probabilistic) Measures. Many other operators, e.g. higher
order differential operators, do not admit such a measure-theoretic “Functional Integral”
description as is permitted by Wiener measure, and their study could benefit from an
alternative treatment. In particular a rigorous definition for the Feynman Path Integral
could also be extended to these other types of situations, as already proved by [27, 28]. In
turn, all these classes of operators, once described in the settings of a Functional Integral,
could find applications in the description of further physical systems.
Third. Interpretations of Quantum Mechanics, for example concerning the “problem
of measurement”, quite often can lead to substantial problems. In particular, for example,
let us consider the Dirac δ which is not an element of the space of allowed states (which
is the Hilbert space L2(Rd)) and as such does not undergo a meaningful time evolution.
In fact if one lets the Dirac δ “generalized state” evolve according to the free-particle
evolution, then after an infinitesimal interval of time the resulting “state” would extend
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to infinity. Yet, according to Dirac, a particle when is “measured” should collapse to its
eigenstate with eigenvalue equal to the particular measured value. Hence, when measuring
the coordinate of the particle, the particle should collapse into a Dirac δ centered in the
position where the measurement takes place. This paradox is one of the reason to go from
an ordinary Quantum Mechanical description to a Quantum Field Theoretic description
of reality.
Now, one could say that the non-well-posedness of the Feynman Path Integral is the
analogous to the problem just described. As much as the Dirac δ does not define a
(normalized) element of the Hilbert space L2, so much the Feynman Path Integral does
not define a (σ-additive) measure on the space of paths.
This is one of the reasons that leads us to believe that a rigorous study of the Feynman
Path Integral would greatly contribute to the foundations of Quantum Mechanics. In
particular the work presented here could be related to the work conducted by Griffith2,
Gell-Mann and Hartle3, Omne`s4, and others, over the past 30 years, on what is known
as the approach based on consistent histories. In particular we believe that the class of
functions for which the Feynman Path Integral is defined in the present work is closely
related to the concept of consistent histories.
Fourth. The history of physics has taught us that, behind mathematical difficulties,
there hide interesting and often unexpected new physical problems. The most relevant
representative of this situation is the Dirac equation, where difficulties in defining a sat-
isfactory theory of the Electron brought to the discovery of the anti-matter, something
surely of great physical importance. Other examples of the physical relevance of the study
of mathematical problems could be found in the introduction of the Vector Potential in
Electro-Dynamics. Moreover, the very theory of the fundamental interactions hinges on
the Yang-Mills theory, a theory originally proposed only on the basis of a mathematical
generalization of the Electro-Magnetism.
This last point suggests a different source for the study of Nature especially in situ-
ations where direct physical observations are not yet possible for technological reasons.
During its developed, Physics has sourced “basic principles” that have aided the physical
research. Examples could be the “energy conservation”, the “symmetry principles” such as
the CPT-theorem, or the “entropy law” or Boltzmann H-theorem. But also Mathematics
has undergone a similar procedure and many principles have been consolidated to guide
the mathematical research in defining new useful and general objects, and new meaningful
models. These mathematical principles could be fruitfully employed in the Physical re-
search, as in the case of Dirac equation, to draw conclusions of physical, natural relevance.
In this context Mathematical Physics has not merely the objective to “reorganize” Physics
from a more mathematical perspective. Quite the opposite, it is a fresh and independent
source of perspectives on new and potentially unexpected Physics.
2[20] Griffiths, R. B., 2002, Consistent Quantum Theory (Cambridge University Press, Cambridge,
England)
3[17] Gell-Mann, M., and J. B. Hartle, 1993, Phys. Rev. D 47, 3345
4[30] Omne`s, R., 1999, Understanding Quantum Mechanics (Princeton University Press, Princeton, NJ
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The need for a “quasi”-measure
Integration theory in Mathematics is definitely a very complex and multi-sided field. But
among the numerous theories for defining the integral the one that by far has experienced
the greatest success in the last hundred years is the theory commonly referred to as
(abstract) measure theory (developed as abstraction of Lebesgue integral). The great
advantage and beauty of measure theory relays on its “intrinsic character”. What we
mean is that in defining the integral using measure theory one first starts by defining a
measure. Such a measure is a function that associates, to each element of a σ-algebra
of subsets of a given space, values in another set, for example C. The construction of a
measure is of great generality and can be defined intrinsically on any given space. After
having defined a measure then one uses a special, natural, class of functions, namely
characteristic functions (also called indicator functions) to construct from that measure
the concept of the integral (with respect to that measure). So the measure theoretic
definition of the integral is a definition which has an intrinsic character, that does not
depend on what objects one intends to integrate. Measure theory is defined on a given
space as a property of the space itself and not as a property of functions defined on that
space.
For comparison one can think at the older Riemann integral, which is defined as the
limit of Riemann sums. Such an integral, of course, is defined only for functions for which
the Riemann sums converge, and is by definition a “property” of the particular function
one is integrating and not an independent concept, quite opposite to the abstract measure
theoretical approach.
Now, the Feynman path integral itself does not come from a measure or, equivalently,
does not define a measure by itself, in the sense of measure theory (involving σ-additive
measures). Therefore one is questioned with the problem of what definition to choose
in order to give a meaning to such a formal object. One can attempt a “not intrinsic”
definition, i.e. a definition that depends drastically on the particular function that needs
to be integrated. Such an approach is by its very nature very flexible. For example,
following [29] one can define the Feynman Path Integral for the potentials V such that the
following limit exists:
ψ(x; t) =
( nm
2piit
)nl/2
lim
n→∞ l.i.m.K→+∞
∫ K
−K
· · ·
∫ K
−K
eiS(x0,...,xn;t)ψ(xn) dx1 · · · dxn (1)
where l.i.m.K→+∞ is the limit in mean i.e. the limit in the L2 norm, ψ(x; t) is the
solution of the Schro¨dinger equation5
∂ψ
∂t
= i
(
1
2m
4− V
)
ψ , ψ(x; 0) = ψ(x) (2)
and S(x0, . . . , xn) is the “polygonal approximation” or “Riemann sum” of the Action
of the system:
5As usual we take units such that the reduced Planck constant is 1.
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S(x0, . . . , xn; t) =
n∑
i=1
[
m
2
|xi − xi−1|2
(t/n)2
− V (xi)
]
t
n
(3)
If V is sufficiently regular (see [29] and references therein) then (1) is convergent and
could be used as the definition of the Feynman Path Integral.
Another “non-intrinsic” approach, due to Cameron [8], will be given in the follow-
ing section where the discussion of why the Feynman Path Integral is not a measure is
delineated.
Beside the quite strong restrictions one needs to impose on the potential V in or-
der to make these formulations well defined (a problem that affects all presently known
rigorous formulations), the “non-intrinsic” nature of these definitions could be seen to
be unsatisfactory from the physical point of view. We shall now express this idea more
clearly.
To be specific we infer that the physical point of view “suggests” that the Feynman
Path Integral should be defined in terms of an intrinsic, “measure-like” object Dγ, so that
one could write something like ∫
eiS[γ]f [γ]Dγ (4)
One reason for this conjecture is that, if this program could be realized, one would have
a very direct relation between Quantum Mechanics and Classical Mechanics, a relation
that is somehow always present in the traditional formulation of Quantum Mechanics.
Another reason is given by the ideas behind the formal procedures, introduced by
Faddeev and Popov, in order to quantize Gauge Theories. The quantization of Gauge
Fields is ultimately one of the main reasons for engaging into a rigorous formulation of the
Feynman Path Integral. Therefore what is learned from Gauge Theories has a major role
in determining the meaningful approaches to take when dealing with a rigorous definition
of the Feynman Path Integral. In the treatise by Faddeev and Slavnov [13]6 the authors
take a “quasi rigorous” stand point in their definition of the Feynman Path Integral in
the context of formal perturbation theory. After giving a definition of the Feynman Path
Integral appropriate for the particular case of formal perturbation theory in QFT, in the
aforementioned treatise the authors give a very clear “characterization” of the Feynman
Path Integral by recognizing four intrinsic (formal) properties that such an object should
in general satisfy and which are then formally verified for the case of their particular
perturbative, formal definition. The four (formal) properties that a Feynman Path Integral
should intrinsically satisfy according to Faddeev and Slavnov are the following: [13, §2.6]7
1. Integration by parts. This is done with respect to some “functional derivative”.
2. Repeated integrals. This property could (in an attempt to make it rigorous) be
further divided into a form of Fubini theorem and a form of the Markov property
(as in the context of the theory of Markov processes and semi-groups).
6[13] L. D. Faddeev, A. A. Slavnov, Gauge Fields, Introduction to Quantum Theory, 2nd Ed. (1991)
7Reference as above, Paragraph 2.6; see also [7], Chapter 8
BASIC PROBLEMS 8
3. Definition of the δ-function. Which means that the Feynman Path Integral should
be “localizable”
4. Change of variables. This important property is needed to make the integral gauge-
invariant
This characterization of the Feynman Path Integral in terms of “intrinsic properties”
suggests that one should look for definitions that are themselves “intrinsic in nature” so
that to make apparent the validity of these (and maybe other) properties.
We think that the particular definition chosen in the present work, even if it ultimately
relies on the particular functions to be integrated, nevertheless expresses the “intrinsic
nature” of the Feynman Path Integral better than other definitions. Moreover it follows
loosely some of the ideas behind the “physical approach” indicated by Faddeev and Slavnov
[13]8.
The basic problems
The most simple attempts to define the Feynman Path Integral are hindered by a number
of problems and no-go results.
To be specific, in the usual definition of the Feynman Path Integral, one deals with
integrals of functions of the form
e
i
2
x2 , x ∈ R
over an infinite interval.
But then the first problem that one faces is the following. Let us consider a the complex
valued set function defined on the bounded intervals of R by
µ(A) =
∫
A
e
i
2
x2 dx
where A is a bounded interval of R. This µ is not σ additive, i.e. it is not a measure.
The proof of this is very simple if one thinks of the “oscillatory nature” of the function
eix
2
. Nevertheless one has that the following limit is convergent as improper Riemann
integral:
lim
r→+∞
∫ r
0
e
i
2
x2dx =
1
2
(1 + i)
√
pi
The problem of integrating a very oscillatory function as e
i
2
x2 is even more apparent
in two-dimensions9.
One possible way out of these problems (when integrating on a finite-dimensional
space) is to consider, in place of the function e
i
2
x2 , the more “regular” function
e
i
2
(1+i)x2 = e−

2
x2e
i
2
x2
8compare also the treatment given in [44]
9Depending on how the integral is performed one can obtain a convergent or not-convergent result, we
are in debt to Giovanni Comi for bringing this very interesting situation to our attention.
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where one has introduced a small imaginary quantity i where  > 0. Then after having
performed all the calculations one could send → 0. Following Cameron [8], we will now
show that a naive introduction of a small imaginary quantity is not enough to make the
Feynman Path Integral (on an infinite-dimensional space) intrinsically well defined, i.e. the
expression obtained by introducing a regularization by means of adding a small imaginary
part to the time parameter does not define a measure, contrary to what might have been
expected.
Consider the space C[a, b] of continuous functions from the interval [a, b] into R. Let
τi for i = 1, . . . , n be a subdivision of the interval [a, b], i.e. let τi for i = 1, . . . , n be real
numbers such that
a ≡ τ0 < τ1 < · · · < τn ≡ b
Moreover denote by τ be the norm of the subdivision, i.e.
τ = max
j=1,...,n
(tj − tj−1)
For every function ψ ∈ C[a, b] consider its n-points polygonal approximation given by
the polygonal function ψτ,n that has n vertexes an each vertex belongs to the graph of the
function ψ:
ψτ,n(τi) = ψ(τi) , i = 0, . . . , n
Now consider a function F : C[a, b] −→ C. Then for every subdivision (τi)i=1,...,n we
can define Fn to be the n-dimensional projection of F on the n-points polygonal paths,
i.e.
Fn(ψ) = F (ψτ,n)
We are now almost ready to give a naive definition of the Feynman Path Integral.
Let σ ∈ C be a fixed, non-vanishing complex number such that | arg σ| ≤ pi4pi . If the
following limit exists define it to be the “sequential Wiener integral with parameter σ” or
swσ-integral:∫ swσ
C[a,b]
F (ψ) dψ = lim
τ→0
∫
Rn
n∏
i=1
1
Ni
(
e
− 1
2σ2
(xi−xi−1)2
τi−τi−1
)
Fn(ψ) dx1 · · · dxn (5)
σ has the interpretation of a “complex variance” and could be chosen so that
1
σ2
= i+ 
with  > 0 small at will. Moreover we denoted by Ni for i = 1, . . . , n some normaliza-
tion constants to be specified now.
If we want the limit in (5) to be defined for F ≡ 1 we must choose the normalization
constants such that
Ni = σ
√
2pi(τi − τi−1) , i = 1, . . . , n (6)
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But then with these normalization constants we have that the limit in (5) does not
define a σ-additive measure. Consider the limit in (5) as the subdivision becomes finer
and finer as τ approaches zero. Then for finite τ , i.e. for a subdivision into finitely many
τ0, τ1, . . . , τn, n ∈ N, the kernel in inside the integral sign at the righ-hand side of expression
(5) does define a measure. We say that in the limit τ → 0 the expression in (5) does not
define a σ-additive measure. First note that by our choice of normalization constants the
volume of the whole space is normalized to one for every subdivision, in particular the
measure of the whole space is one also if we pass to the limit. But unfortunately the
total-variation of the expression on the right-hand side of (5) becomes infinite in the limit
τ → 0 (for a definition of total-variation see Chapter 2). In fact the total-variation of a
measure is equal to the integral of the absolute-value of the density of the measure, hence
for the right-hand side of (5) the total variation would be
lim
τ→0
∫
Rn
∣∣∣∣∣
n∏
i=1
1
Ni
e
− 1
2σ2
(xi−xi−1)2
τi−τi−1
∣∣∣∣∣ dx1 · · · dxn
= lim
τ→0
(
n∏
i=1
∣∣∣∣ 1Ni
∣∣∣∣
√
2pi(τi − τi−1)

)
= lim
n→+∞
(√
1 + 2

)n/2
→ +∞
since
√
1+2
 > 1 for all  > 0, and where in the second equality we introduced the
values for the Ni, i = 1, . . . , n, given in (6).
Now a set-function that is finite on the whole space, but has infinite total variation
can be proved to be not σ-additive. This result is deep but simple and can be deduced
from Proposition 2.5 that we mention in Chapter 2.
Presentation of the Results
In the present thesis we will address mainly two open problems. First of all we shall address
the problem of defining a rigorous Feynman Path Integral. Second we wish to prove, in the
context of rigorous Feynman Path Integral, a formula due to Gell-Mann and Low [18]10
that relates the expectation value of time-ordered operators with respect to the vacuum
of an interacting system to the expectation value with respect to the asymptotic vacuum
of the respective non-interacting system. This formula is ubiquitous in Quantum Field
Theory11in particular when considering perturbative S-matrix elements. In the context
of the (formal) “Lagrangian Feynman Path Integral” the Gell-Mann and Low formula
assumes a very compact form
10[18] Gell-Mann and Low, Bound States in Quantum Field Theory, (1951). Gell-Mann and Low did
not use the Feynman Path Integral method in this work.
11e.g. compare Bjorken and Drell [6, 5], specifically e.g. [5, Formula (17.22)]
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(Ω, T {O(tn) . . .O(t1)}Ω)
(Ω,Ω)
= lim
T→+∞
∫
e
i
T∫
−T
L(γ; τ)dτ
O(γ(tn)) · · · O(γ(t1))Dγ (7)
where L(γ; τ) is the Lagrangian of the system.
Our treatment of the Gell-Mann and Low formula in the context of rigorous Feynman
Path Integral relates naturally to the previous work of [40], where other methods, namely
those relying on Wiener Measure and Stochastic Analysis, were employed to derive a
similar representation of the Gell-Mann and Low formula.
The results obtained are twofold.
First. We will define the Feynman Path Integral following the work of Albeverio,
Høegh-Krohn, Mazzucchi [1] of which we shall study a slightly generalized version. As
in [1] we will define the Feynman Path Integral starting from a more basic functional
that in the present work we shall call ∼integral . Here, the relation between the Feynman
Path Integral and this ∼integral is presented somehow more systematically than in the
original work, and in particular in our work the Feynman Path Integral will be defined
more naturally as a special case of the ∼integral . Moreover we will generalize the Feynman
Path Integral to include the case in which the time parameter which determines the time
evolution of the quantum system is multiplied by a complex scale. This procedure of
multiplying the time parameter by a complex-scale is analogous to the procedure usually
employed in QFT when one wishes to formally relate the Feynman Path Integral with the
Euclidean version obtained by going to “imaginary times”. Here this will not be confined
to “imaginary times” instead we will consider more general complex scaled time:
t −→ t
z
, z ∈ C, =(z) > 0
and the procedure for such an extension will be here rigorously justified. Note that this
complex-scaled time is not, in the present work, needed to rigorously define the Feynman
Path Integral, rather it is needed to obtain a version of the Gell-Mann and Low formula.
The main result here is the formulation of a complex-scaled time Feynman Path Integral
as given by Theorem 2.11.
Second. We will choose the Anharmonic Oscillator in d dimensions as a concrete quan-
tum system in which to apply the techniques we developed. For Anharmonic Oscillator
we shall mean a system where the Hamiltonian of the Harmonic Oscillator is perturbed by
a multiplication operator which multiplies by a bounded function. This quantum system
has been chosen because it is simple enough to allow for a rigorous treatment, yet it has
some of the relevant features of a Quantum Field Theory, in particular it can be regarded
as a zero-dimensional Quantum Field Theory (with bounded anharmonic potential, e.g.
of the Sine-Gordon type), and as such can be employed as a toy model before engaging in
more sophisticated theories. Moreover employing the standard Fock space techniques12it
is rather natural to generalize our definition of ∼integral from an Harmonic Oscillator to
a Free Boson Field along the lines described in the work by [1, Chapters 7,8].
On the other hand the Anharmonic oscillator has, in the context of the Gell-Mann and
Low formula, a particular interest because a naive Gell-Mann and Low formula would in
12compare Reed and Simon [34], and Strocchi [41]
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fact be wrong. This is due to the fact that it is difficult to say something regarding the
convergence, as the time T approaches +∞, of the expectation value with respect to the
free-vacuum at time −T and T of the n-point function.
This particularity of the Anharmonic oscillator is mainly due to the discrete nature of
the spectrum of an Anhamonic Oscillator. This invalidates the possibility of using some
kind of Riemann-Lebesgue lemma for inferring the convergence of the considered quantities
as the time T −→ +∞ It is for these reasons that we need to introduce a complex scaled
time parameter. In this way the imaginary part of the time parameter will, as the absolute
value of the time goes to infinity, contribute to the time evolution with a damping effect,
making the quantities correctly approach the interacting vacuum in the limit. Only after
the limit for the time T −→ +∞ has been performed one is free to let  −→ 0 The main
result is the rigorous formulation of the Gell-Mann Low formula for the class of models
considered above and is expressed in Theorem 5.2
The work will be organized as follows
Chapter 1 : In this chapter we give a detailed description of the Quantum Mechani-
cal formulation of the Anharmonic Oscillator. This is needed because we need to
introduce the non-standard, and to some extent arbitrary, “continuation” to “com-
plex scaled times”. To make the discussion clear and rigorous we will formulate
the time evolution with respect to such a complex scaled time in the framework of
holomorphic semi-groups of operators. Moreover we shall describe what we mean
by “n-point generating function” as an object closely related to the familiar n-point
function employed in QFT.
Chapter 2 : We present our rigorous definition of the ∼integral functional. The idea
behind our definition is the following [1].
Suppose we wish to define an “integral” of the form
∼∫
e
i
2
∫
γ2dτf(γ) dγ (8)
where this expression is purely symbolic and γ is a point in some infinite-dimensional
space. Now note that we know the Fourier transform (in distributional sense) of the
function e
i
2
x2 for x ∈ Rn which is proportional to e− i2x2 . Therefore if we wish to
integrate a function of the form
f(x) =
∫
eix·yµ( dy) (9)
where µ is some well specified (finite) measure, then, in n-dimensions we would have
∫
e
i
2
x2
∫
eix·yµ( dy) dx =
∫ ∫
e
i
2
x2eix·y dxµ( dy)
= const.
∫
e−
i
2
y2µ( dy)
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Inspired by these calculations, we can generalize the preceding ideas to the case of
an infinite number of dimensions. In particular we can consider an Hilbert space
and a complex function f , on such a Hilbert space, of the form
f(γ) =
∫
ei
∫
γ·αµ( dα) (10)
where again µ is some well specified (Borel complex) measure in the Hilbert space
and we wrote compactly
∫
γ · α for the scalar product of this Hilbert space.
We could, then, define the symbolic expression in (8) by the following relation
∫ ∼
e
i
2
∫
γ2dτf(γ) dγ =
∼∫
e−
i
2
∫
α2dτµ( dα) (11)
In Chapter 2 we will make this reasoning clear and we shall extend it to the case
of complex-scaled time. The infinite-dimensional space will be actually chosen to be
a real Hilbert space. It will be chosen to be real because the interpretation of the
γ’s as “physical paths” of a particle would not make sense for the γ’s as complex
functions. Nevertheless for our extension to complex scaled times we will need to
consider together with a real Hilbert space also its complexification. All of this will
be explained in detail.
At the beginning of this chapter we will give some simple details about measure
theory in infinite-dimensional spaces and in particular in the Hilbert space. Then
we will define a functional that we shall call ∼integral . Finally, at the end of the
chapter, we will obtain in Theorem 2.11 a characterization of the Feynman Path
Integral in terms of such a ∼integral .
Chapter 3 : In this chapter we will specialize the abstract definitions given in Chapter
2 to the special case of an Anharmonic Oscillator as a system that evolves during a
given finite interval of time [t0, t], t0 < t. The main result of this chapter is Theorem
3.8.
Chapter 4 : A similar situation is considered as the one in Chapter 3, the only differ-
ence being that now the An-Harnomic Oscillator evolves in time from −∞ to +∞.
This modification will yield an interesting relation between “vacuum averages” and
Feynman Path Integral. The main result here is Theorem 4.1.
Chapter 5 : Here we will derive the main result, Theorem 5.2, the Gell-Mann Low
formula for the class of models which are considered.
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Notations and Conventions
Definition 0.1. Given a vector space E over a the complex field C, we shall call hermitian
form a map (·, ·) : E × E −→ C such that the following are satisfied
(i) the map x, y 7−→ (x, y) is a sesquilinear form (i.e. linear in the second variable and
anti-linear in the first).
(ii) (x, y) = (y, x) where the bar stays for complex conjugation
Definition 0.2. Given a vector space E over a the complex field C, we shall call symmetric
form a map (·, ·) : E × E −→ C such that the following are satisfied
(i) the map x, y 7−→ (x, y) is a bilinear (i.e. linear in each variable)
(ii) (x, y) = (y, x)
Remark 0.1. Note that if we consider a real vector space (finite or infinite dimensional),
then the two notions of hermitian form and symmetric form coincide.
Chapter 1
Quantum Anharmonic Oscillator
and Analytic Time Evolution
1.1 Anharmonic Oscillator
Let us consider the complex Hilbert space L2(Rn) with scalar product (·, ·)
(φ, ψ) =
∫
Rn
φ(x)ψ(x) dx
where φ(x) stays for the complex conjugate of φ(x).
In this Hilbert space we will consider the following unbounded operator
H0 = −1
2
4+ 1
2
xA2x
D(H0) = Span(Hermite-functions)
where A is a positive definite n-dimensional matrix and where with
Span(Hermite-functions)
we refer to the set of all finite, complex, linear combinations of the n-dim Hermite
functions Φj1,...,jn
Φj1,...,jn(x) =
n∏
k=1
φjk(xjk) x ∈ Rn , x = (x1, . . . , xn)
φjk(xjk) =
(−1)n√
2nn!
e
1
2
x2jk
d
dxjk
e
−x2jk
It is easy to prove [42, Theorem 8.5, p.179] that H0, as just defined, is essentially
self-adjoint as an operator in L2(Rd). The closure of H0 is its unique self-adjoint exten-
sion, therefore H0, as has been defined, determines the dynamics of the quantum system
uniquely. The closure of H0 will again be denoted by the same symbol and referred to as
the Hamiltonian of the harmonic oscillator.
15
CHAPTER 1. ANHARMONIC OSCILLATOR AND ANALYTIC TIME 16
Remark 1.1. If A is any matrix and x any vector, we are employing the short hand xAx
for the common matrix product xTAx where xT is the transpose of the vector x.
The Hamiltonian H0 will also be called the free Hamiltonian.
Consider now an operator V of multiplication by a function real-valued function V (x)
(V f)(x) = V (x)f(x)
D(V ) = {f ∈ L2(Rd)|V f ∈ L2(Rd)}
We will refer to such an operator V by the term multiplication operator.
Along with the free Hamiltonian H0 we will consider the Hamiltonian H of an An-
harmonic quantum oscillator with potential V , i.e. a system described by an abstract
Hamiltonian of the form
H = H0 + V
where V is a given multiplication operator to be considered as a perturbation of the
free Hamiltonian H0.
For H = H0 +V to be the Hamiltonian of a well specified quantum system, we need H
to be a self-adjoint operator. For this reason we will require V to satisty some restrictive
conditions.
In what will follow, we will mostly work with a bounded multiplication operator V .
Nevertheless we first give conditions for H = H0 + V to be essentially self-adjoint in a
much greater generality. As a role will try to remain as general as possible so that when
more restrictive conditions will be needed, the reason for such restrictions, will be made
clear.
We cite without proof the following theorem
Theorem 1.1. Consider the complex Hilbert space L2(Rd). Let V = V1 + V2 where
(i) V1 ≥ 0, V1 ∈ L2(Rd)loc
(ii) V2 be real-valued and −4-bounded with relative bound a < 1 [34, §X.2, p.162]
Then −4+ V is essentially self-adjoint on C∞0 (Rd)
In particular, if V is a multiplication operator such that
V = V+ + V−
V+ = max(V, 0) ∈ L2(Rn)loc , V− = min(V, 0) ∈ Lp + L∞
where 
p = 2 n ≤ 3
p > 2 n = 4
p = n/2 n ≥ 5
(1.1)
then −4+ V is essentially self-adjoint on C∞0 (Rd).
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Proof. Reed-Simon, Vol II, Theorem X.29, p.185.
Remark 1.2. In our case, since x 7→ xA2x belongs to L2loc(Rd), if we take V to be −4-
bounded with relative bound a < 1, then we have that
H = −1
2
4+ 1
2
xA2x+ V (x)
D(H) = C∞0
is, by the previous Theorem 1.1, essentially self-adjoint. In particular this is the case
if we consider the special situation of an operator V of multiplication by a function V (x)
such that V (x) is bounded. This will be the situation in the following chapters, when we
will introduce the concept of ∼integral and of Feynman path integral, because, for those
objects to be defined, we will need to impose additional restrictions on V .
We now would like to consider the vacuum state (or ground state) of H, i.e. the
eigenvector corresponding to an eigenvalue at the end of the spectrum of H. We want
such a vacuum state to exist and to be non-degenerate, i.e. we require the lowest eigenvalue
to have multiplicity one.
A sufficient condition for this to happen is obtained by the following result, that again
we state without proof.
Theorem 1.2. Let V ∈ L2loc(Rn) be positive and suppose lim|x|→∞ V (x) = ∞. Then
−4+ V has a non degenerate strictly positive ground state.
Proof. Reed-Simon, Vol IV, Theorem XIII.47, p.207
Remark 1.3. For the sake of generality we note the following
(i) under the hypothesis of the previous Theorem 1.2, we also have that the spectrum of
−4+V is discrete (compare [35, Theorem XIII.16, Theorem XIII.67]). For further
considerations, we actually do not need H to have a discrete spectrum. The condition
we really need is for H to have a unique vacuum and a non vanishing spectral gap,
i.e. a non-zero distance in the spectrum between the lowest eigenvalue and the rest
of the spectrum.
(ii) The positivity assumption made in the previous Theorem 1.2, can be removed. We
can consider the more general case where the operator V is only bounded from below
with lower bound, say, −α < 0. Then the operator W = V + α I is a positive
operator, therefore we can apply the previous Theorem 1.2 to W and obtain, for
−4+W , that the vacuum exists and is unique. In turn this will imply the existence
and uniqueness of the vacuum for −4+ V . In fact, the operator −4+ V will have
the same vacuum state as the operator −4+V +α I, with eigenvalue simply shifted
by −α.
By the previous Theorem 1.2 we have that both H0 and H have a unique vacuum.
We will label by Ω0 the vacuum of the free Hamiltonian H0. It is easy to prove (by
direct calculation) that the vacuum Ω0 is given by
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Ω0(x) = det
(
1
pi
A
)1/4
e−
1
2
xAx
(Ω0,Ω0) = 1
H0Ω0 =
1
2
(TrA) Ω0
With Ω we will label the vacuum state of the whole Hamiltonian H, and by Ω > −∞
its eigenvalue, then
HΩ = ΩΩ
Moreover we assume the vacuum state Ω to be normalized, i.e.
(Ω,Ω) = 1
1.2 Complex-scaled Time Evolution
We now consider what will be the time evolution of our system. For this we need some
notations.
Definition 1.1. Consider a one parameter family (T (t))t∈[0,∞) of bounded operators on a
Banach space X. If this family has the following properties
(i) T (0) = I
(ii) T (s)T (t) = T (s+ t) for all s, t ∈ R+
(iii) For each φ ∈ X, t 7→ T (t)φ is continuous
we shall call such a family a (one parameter) strongly continuous semi-group on X.
In the usual setting of Quantum Mechanics one considers a (one parameter) strongly
continuous unitary group on a Hilbert space H, i.e. a (one parameter) strongly continuous
group of unitary operators on H.
By the Stone theorem [36, §VIII.4] we know that a family of operators U(t), t ∈ R, is
a strongly continuous unitary group if and only if there exists a self-adjoint operator A
such that
U(t) = e−iAt , t ∈ R
Moreover, the operator A is uniquely determined, on its domain of self-adjointness, by
U(t) (through its strong derivative at t = 0). Conversely the operator A determines U(t)
uniquely.
The self-adjoint operator A is called the infinitesimal generator of U(t) and from the
physical point of view it is the Hamiltonian of the physical system (at least in case A is
lower semi-bounded).
For the application that will follow we need a slight generalization of this situation.
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Definition 1.2. Let θ ∈ (0, pi/2], Sθ = {z ∈ C
∣∣ | arg z| < θ}. A family (T (z))z∈Sθ of
bounded operators on a Banach space X which has the following properties
(i) For each 0 < θ1 < θ , T (z)φ→ φ if z → 0 in Sθ1 for all φ ∈ X
(ii) T (z)T (h) = T (z + h) for all z, h ∈ Sθ
(iii) For each φ ∈ X, z 7→ T (z)φ is analytic in Sθ
will be called holomorphic semi-group of angle θ, acting in X.
An important special case of the previous definition is the following
Definition 1.3. A holomorphic semi-group of angle θ such that for each θ1 < θ, T (z) is
uniformly bounded on Sθ1 is called a bounded semi-group of angle θ.
Remark 1.4. If T (z) is a holomorphic semi-group of angle θ then, for any 0 < θ1 < θ
there exists ω > 0 (in general ω = ω(θ1)) such that e
−ωzT (z) is a bounded holomorphic
semi-group of angle θ1.
Proof. Indeed, let T (z) be holomorphic of angle θ and let 0 < θ1 < θ, then for each φ ∈ X,
we have that ‖T (z)φ‖ is bounded for any z in
R˜1,θ1 = {z
∣∣ | arg z| ≤ θ1, |z| ≤ 1}
Therefore we can apply the uniform boundedness principle and obtain that ‖T (z)‖ is
bounded in R˜1,θ1 , say ‖T (z)‖ ≤ M , for some M > 0. Now for a general z in Sθ1 , the
closure of Sθ1 , we write z = nh + z
′ where h, z′ ∈ R˜1,θ1 , h 6= 0, and n ∈ N, and by the
semi-group property we obtain
‖T (z)‖ = ‖T (h)nT (z′)‖ ≤Mn+1 ≤Meωt
where ω = h−1 logM . Therefore we have found that e−ωzT (z) is a bounded holomor-
phic semi-group of angle θ1.
We now state the following
Theorem 1.3. A closed operator A on a Banach space X is the generator of a bounded
holomorphic semi-group of angle 0 < θ ≤ pi/2 if and only if A satisfies the following
(i)
σ(A) ⊂ S¯pi/2−θ = {z
∣∣ | arg z| ≤ pi
2
− θ}
(ii)
‖(z +A)−1‖ ≤ M1
dist(z, S¯pi/2−θ1)
, for all z ∈ C \ S¯pi/2−θ1 , for some M1 > 0
Proof. Reed-Simon Vol II, Theorem X.52, p.248
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Using what we pointed out in Remark 1.4, we can generalize this theorem to the case
of a not necessarily bounded holomorphic semi-group:
Theorem 1.4. A closed operator A on a Banach space X is the generator of a holomorphic
semi-group of angle 0 < θ ≤ pi/2 if and only if for every 0 < θ1 < θ there exist constants
M,ω > 0 such that, for any λ /∈ Spi/2−θ1
(i)
λ− ω ∈ ρ(A)
(ii)
‖(A− (λ− ω))−1‖ ≤ M
dist(λ, Spi/2−θ1)
, for some M > 0
where ρ(A) is the resolvent set to A.
Now that we have characterized the holomorphic semi-groups we can turn to the spe-
cial situation of our simple model. Let us consider our Hamiltonian for an Anharmonic
quantum oscillator
H = H0 + V
In the previous discussion we have shown that for an appropriate V our Hamiltonian
H gives rise to a self-adjoint operator bounded from below that we still denote by H.
It is a simple application of the Spectral Theorem to show that a self-adjoint operator
bounded from below satisfies both conditions of Theorem 1.4 for any 0 < θ ≤ pi/2. Thus
in particular our Hamiltonian H is the generator of a holomorphic semi-group of angle
pi/2
U(z) = e−zH z ∈ Spi/2
In the present situation, Remark 1.4 has a clear interpretation as follows. In general
we are considering an Hamiltonian H that has a lower bound that can be less than zero.
The spectrum of H would stay on the real line, starting from the lower bound given by
the energy of the vacuum. If the energy of the vacuum is negative, one easily sees that
the holomorphic group is not bounded in norm for any z ∈ Spi/2, i.e. when |z| → +∞,
‖e−zHΩ‖ → +∞.
Now Remark 1.4 suggests that if we consider, in place of H, the operator H + ω I, we
can find an ω > 0 such that H + ω I would give rise to a bounded holomorphic group in z
(of angle pi/2)
W (z) = e−z(H+ω I)
This procedure of “shifting” the zero of the energy, is referred to in the context of
Quantum Field Theory as a part of additive renormalization [21].
Having defined the holomorphic group U(z) = e−zH of angle pi/2 we can now use it to
define the time evolution of our physical system, i.e. the Anharmonic oscillator.
We define the time evolution of our system by the following family of operators
CHAPTER 1. ANHARMONIC OSCILLATOR AND ANALYTIC TIME 21
U(t) = e−
iHt
z t ∈ [0,∞) , = (z) > 0 (1.2)
This time evolution arises from the holomorphic semigroup e−wH of angle pi/2 by
replacing w = itz . In fact, the condition on the semigroup to be of angle pi/2 means
by definition that | argw| ≤ pi/2, i.e. if we represent w = ρeiφ , ρ, φ ∈ R, we must
have φ ∈ [−pi2 , pi2 ]. But, since z = itw = tρei(
pi
2
−φ), we have that φ ∈ [−pi2 , pi2 ] implies
arg(z) =
(
pi
2 − φ
) ∈ [0, pi], i.e. =(z) > 0.
Having defined the semi-group that gives the time evolution, in the standard treatment
of Quantum Mechanics, one defines what are usually called the Schro¨dinger and Heisen-
berg pictures. Then, in the Heisenberg picture, one deals with what can be called n-point
functions, i.e. with weak expressions of time-ordered products of Heisenberg picture oper-
ators. The use of n-point functions arises naturally in Quantum Field Theories. Now, we
can think of our simple model of an Anharmonic Quantum Oscillator as a Quantum Field
theory in zero space dimensions plus time. Therefore we can employ a similar formalism
to the one employed in Quantum Field Theory and consider n-point functions, associated
with a vacuum Ω, of a time-ordered product of the position operator at finitely many
times, i.e. expressions of the form:
for t1 ≤ · · · ≤ tn , ti ∈ R , i = 1, . . . , n
(Ω, T {xH(tn) · · ·xH(t1)}Ω) =
=
(
Ω, eiHtnxe−iH(tn−tn−1) · · · e−iH(t2−t1)xe−iHt1Ω
)
(1.3)
where T is the usual, left to right decreasing, time-ordered product, and where xH(t) =
eiHtxe−iHt are the usual Heisenberg picture operators, t ∈ R.
As described above, we want to consider now, instead of the evolution given by the
group e−iHt, the analytically continued evolution given by e−
iHt
z . The question now is
how to transform the expression (1.3), in terms of the evolution e−iHt, to some expression
in terms of the “complex” evolution e−
iHt
z . The way this “generalization” is done is to
some extent arbitrary. In the present work we will generalize classical expressions of the
form (1.3) to expression of the following form
for t1 ≤ · · · ≤ tn , ti ∈ R , i = 1, . . . , n(
Ω, e
iHtn
z xe−
iH(tn−tn−1)
z · · · e− iH(t2−t1)z xe− iHt1z Ω
)
(1.4)
Remark 1.5. We point out that the expression e+
iHt
z for =(z) > 0 does not define a
(bounded) operator, this is the reason we are considering weak quantities, i.e. scalar
products, with respect to the vacuum state Ω, of the physical quantities. One can see
that expressions of the form (1.4) are well defined because the vacuum state Ω, being an
eigenvector, is an analytic vector for the operator H, in fact one has
ewHtΩ(x) = Ω(x)ewΩt , x ∈ Rd , t ∈ R
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for any w ∈ C, regardless whether =(w) is greater, lower, or equal to zero.
1.3 The n-point Generating Function
In the previous section we introduced the concept of n-point functions. In this section we
will consider weak quantities defined analogously but this time with respect to the vacuum
Ω0 of the free Hamiltonian H0, e.g. quantities of the form(
Ω0, e
−iH0tT {x (tn) · · · x (t1)} eiH0t0 Ω0
)
Note that we have introduced for the sake of generality the times t, t0. When we will
discuss the Gell-Mann Low formula we will consider limits for
t −→∞
−∞←−t0
In what follows we will use something that resemble closely n-point functions, and
will be called n-point generating functions. Before defining what we mean by n-point
generating function, we shall make some comments on the Heisenberg picture in Quantum
Mechanics.
Consider for example the maximal operator of multiplication by the function id : x 7→ x
X : f 7−→ id ·f (Xf)(x) = xf(x)
D(X) = {f ∈ L2(Rd) ∣∣ id · f ∈ L2(Rd)}
then the operator X is self-adjoint. Moreover we have the Heisenberg picture operator
x(t) = eiHtxe−iHt
where by abuse of notation we wrote x in place of X, and where H is some Hamiltonian
that is defined by a self-adjoint operator on some domain D(H). Being by hypothesis H
self-adjoint on D(H), we have that U(t) = e−iHt is a strongly continuous unitary group
and moreover one has [42, Theorem 5.1 (iii), p.124] that
U(t)D(H) = D(H) U(t)Hψ = U(t)Hψ for ψ ∈ D(H)
in particular, if D(H) ⊂ D(X) then D(x(t) ∣∣D(H)) = D(x ∣∣D(H)) for all t ∈ R. Thus
x(t) is well defined on D(H) and is unitarily equivalent to the operator X, in particular
is also self-adjoint for all t ∈ R.
Now, we have that, for α ∈ R
eiαx(t) = exp
(
iαeiHtxe−iHt
)
= eiHteiαxe−iHt (1.5)
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Proof. We use the spectral theorem. If we denote by Et(dy) the spectral measure of x(t)
and by E(dy) the spectral measure of x, by considering the scalar products (f, x(t)g) with
f, g ∈ D(x) and the definition of spectral measure, we have that
Et(dy) = U
∗E(dy)U
where U = e−iHt, therefore
eiαx(t) =
+∞∫
−∞
eiαyEt(dy) =
+∞∫
−∞
eiαyU∗E(dy)U =
= U∗
+∞∫
−∞
eiαyE(dy)U = U∗eiαxU (1.6)
where the third equality follows again by considering scalar products (f, eiαx(t)g) and
the definition of spectral measure.
We can now define an n-point generating function to be an expression of the form(
Ω0, e
−iH0tT
{
eiαnx(tn) · · · eiα1x(t1)
}
eiH0t0 Ω0
)
(1.7)
By the former discussion we have that
for t0 ≤ · · · ≤ tn ≤ t , ti ∈ R , i = 1, . . . , n
(1.7) =
(
Ω0, e
−iH0(t−tn)eiαnxe−iH(tn−tn−1) · · · e−iH0(t2−t1)eiα1xe−iH0(t1−t0) Ω0
)
(1.8)
Now, when we consider the non-unitary time evolution e−
iHt
z , =(z) > 0, the relation
in (1.5) is not valid anymore. For this reason, the way of continuing expressions like (1.7)
to “complex times” is to some extent arbitrary. We will chose the following procedure,
we will continue to “complex times”, in place of expression (1.7), the expression on the
right hand side of (1.8). This procedure leads to considering continued expressions, for
=(z) > 0, of the form(
Ω0, e
− iH0(t−tn)
z eiαnxe−
iH(tn−tn−1)
z · · · e− iH(t2−t1)z eiα1x(t)e− iH0(t1−t0)z Ω0
)
(1.9)
We have defined what we mean by n-point generating function. We shall now specialize
the discussion to the case of free n-point generating functions. By a free n-point generating
function we mean an n-point generating function for the case in which the dynamics is
determined by the free Hamiltonian H0 i.e. situations as in the previous formulas but
with H ≡ H0.
We will now prove the following classical result, before generalizing it to “complex
times”.
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Proposition 1.5. Let H0 be the Hamiltonian of the harmonic oscillator, given by the
following essentially self-adjoint operator in L2(Rd)
H0 = −1
2
4+ 1
2
xA2x
D(H0) = Span(Hermite-functions)
where we have denoted by x (by an abuse of notation) the maximal operator X of
multiplication by the function id : x 7→ x
X : f = id ·f
D(X) = {f ∈ L2(Rd) ∣∣ id · f ∈ L2(Rd)}
Then
(
Ω0 , e
−iH0tT
{
eiαnx(tn) · · · eiα1x(t1)
}
eiH0t0 Ω0
)
= e−
iTrA
2
(t−t0)e−
1
4
∑n
ij=1 αi A
−1e−iA|ti−tj | αj (1.10)
where T denotes the usual, left to right decreasing, time ordered product, and x(t) is
the Heisenberg picture multiplication operator considered in the discussion preceding this
theorem.
Proof. We present the proof for the 1-dim case, i.e. we take L2(R) in place of L2(Rd). We
employ the following notations for the restriction of H0 to the 1-dim case
A = ω ≥ 0
H0 =
p2
2
+
ω2
2
q2
Here p = −i ddx and q is the multiplication operator by the function id in 1-dim, i.e. in
L2(R) (both are are essentially self-adjoint on e.g. D(H0) and by these symbols we mean
their self-adjoint extensions).
We consider the Heisenberg picture operators q(t), p(t) defined according to the dis-
cussion preceding this theorem. Moreover we define the following operators{
a+(t) =
√
ω
2 q(t)− i 1√2ωp(t)
a(t) =
√
ω
2 q(t) + i
1√
2ω
p(t)
D(a+(t)) = D(a(t)) = D(H0) , t ∈ R
(1.11)
We have that a = a(0), a+ = a+(0) are the usual creation, annihilation operators, see
e.g. [33]. In terms of these operators, the following useful relations hold on D(H0)1:
1For a thorough discussion on commutator relations as the ones employed here, and in particular for
matters concerning the domain of definition of expressions like [a, a∗], we refer to the treatise by Putnam
[33]
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
q(t) =
√
1
2ω
(a(t) + a+(t))
p(t) = −i
√
ω
2
(a(t)− a+(t))
(1.12)
H0 = ω
(
a+a+
1
2
)
(1.13)
[a, a+] = 1
[a, a] = [a+, a+] = 0
a = a(0) a+ = a+(0)
Since [H, a] = −ωa , [H, a+] = ωa+, we have
a(t) = ae−iωt a+(t) = a+eiωt (1.14)
Moreover, from [a, a+] = 1 on D(H0), we obtain
[a(t), a+(t′)] = e−iω(t−t
′)
[a(t), a(t′)] = [a+(t), a+(t′)] = 0
Moreover, using the Baker-Campbell-Hausdorff formula it is easy to prove the following
relation
eαa+βa
+
= e−
1
2
αβeαaeβa
+
= e+
1
2
αβeβa
+
eαa (1.15)
In a corresponding way we obtain, using (1.14)
eαa(t)+βa
+(t′) = e−
1
2
αβ[a(t),a+(t′)]eαa(t)eβa
+(t′)
= e+
1
2
αβ[a(t),a+(t′)]eβa
+(t′)eαa(t)
We can then use these relations to compute the following scalar product
(
Ω0, e
iα1q(t1)eiα2q(t2)Ω0
)
=
=
(
Ω0, e
iα1
√
1
2ω (a(t1)+a
+(t1))e
iα2
√
1
2ω (a(t2)+a
+(t2))Ω0
)
=
(
Ω0, e
− 1
2
α1
1
2ω
α1e
iα1
√
1
2ω
a+(t1)e
iα1
√
1
2ω
a(t1)
e−
1
2
α2
1
2ω
α2e
iα2
√
1
2ω
a+(t2)e
iα2
√
1
2ω
a(t2)Ω0
)
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= e−
1
2
α1
1
2ω
α1e−
1
2
α2
1
2ω
α2
(
Ω0, e
iα1
√
1
2ω
a(t1)e
iα2
√
1
2ω
a+(t2)Ω0
)
= e−
1
2
α1
1
2ω
α1e−
1
2
α2
1
2ω
α2e−α1
1
2ω
α2[a(t1),a+(t2)] ×
×
(
Ω0, e
iα2
√
1
2ω
a(t2)e
iα1
√
1
2ω
a+(t1)Ω0
)
= e−
1
2
α1
1
2ω
α1e−
1
2
α2
1
2ω
α2e−α1
1
2ω
α2[a(t1),a+(t2)]
= e−
1
2
α1
1
2ω
α1− 12α2 12ωα2−α1 12ωα2e−iω(t1−t2)
= e−
1
2
∑
k=1,2;l=1,2 αk
1
2ω
αle
−iω(t1−t2)
where α1, α2, t1, t2,∈ R. We have therefore for the time-ordered product(
Ω0, T
{
eiα1q(t1)eiα2q(t2)
}
Ω0
)
= e−
1
2
∑
k=1,2;l=1,2 αk
1
2ω
αle
iω|t1−t2|
(1.16)
In a similar way one proves the general case d > 1.
Note that, in order to prove equation (1.10), it suffices to observe that Ω0 is an eigen-
vector of H0 with eigenvalue
TrA
2 so that the terms e
iH0t0 and e−iH0t, on the left-hand side
of (1.10), give the contribution e−
iTrA
2
(t−t0) that appears on the right-hand side of (1.10).
We will need the following standard result [47].
Proposition 1.6 (Mehler’s formula). For all x and y in R and all w in C with |w| < 1
∞∑
k=0
hk(x)hk(y)
2kk!
wk = (1− w)− 12 e− 12
1+w2
1−w2 (x
2+y2)+ 2w
1−w2 xy (1.17)
where hn are the Hermite functions
hn(x) = e
−x2
2 Hn(x)
and Hn are the Hermite polynomials
Hn(x) = (−1)nex2
(
d
dx
)n
e−x
2
Proof. [47, Theorem 23.1, p.107]
We can now state the main result of this section, for the n-point generating function
“extended to complex scaled times”.
Proposition 1.7. Let H0 be the Hamiltonian of the harmonic oscillator considered in
Proposition 1.5
H0 = −1
2
4+ 1
2
xA2x
Then
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for t0 ≤ t1 ≤ · · · ≤ tn ≤ t , =(z) > 0 , ti, t ∈ R , i = 1, . . . , n
(
Ω0 , e
− iH0(t−tn)
z eiαnxe−
iH0(tn−tn−1)
z · · · e− iH0(t2−t1)z eiα1xe− iH0(t1−t0)z Ω0
)
= e−
iTrA
2z
(t−t0)e−
1
4
∑
ij αi A
−1e−iA
|ti−tj |
z αj (1.18)
Proof. We will first prove the case for the 2-point generating function, i.e. the special case
for n = 2. The general case could then be proved by induction, without difficulties. Also,
for simplicity of notation, we consider the case of a 1-dimensional harmonic oscillator, for
which x ∈ R, A = ω ≥ 0.
We will employ the following notations
Φn(x) =
1√
2nn!
(ω
pi
)− 1
4
Hn(
√
ωx)e−
ωx2
2
Hn(x) = (−1)nex2
(
d
dx
)n
e−x
2
Moreover let
t0 ≤ t1 ≤ t2 ≤ t , =(z) > 0
s0 =
it0
z
, s1 =
it1
z
, s2 =
it2
z
, s =
it
z
w = e−(s2−s1)ω
Note that, under our hypothesis that t0 ≤ t1 ≤ t2 ≤ t , =(z) > 0, we have that
|w| < 1 (1.19)
Using the completeness relation for the functions Φn
∞∑
k=0
Φn (Φn,Ψ) = Ψ Ψ ∈ L2(Rd)
we obtain
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(
Ω0, e
−iα1xe−(s2−s1)H0e−iα2xΩ0
)
= (1.20)
=
∞∑
k=0
(
Ω0, e
−iα1xe−(s2−s1)HΦk
)(
Φk, e
−iα2xΩ0
)
=
+∞∫
−∞
+∞∫
−∞
Ω0(x)e
−iα2x
∑
k
e−(s2−s1)(k+
1
2
)ωΦk(x)Φk(y)e
−iα2yΩ0(y)dxdy
= e−(s2−s1)
ω
2
+∞∫
−∞
+∞∫
−∞
Ω0(x)e
−iα2x
∑
k
wkΦk(x)Φk(y)e
−iα2yΩ0(y)dxdy
Now, Mehler’s formula given in Proposition 1.6, in terms of our Φn reads, for |w| < 1
∞∑
k=0
Φk(x)Φk(y)w
k =
(ω
pi
)− 1
2
∞∑
k=0
hk(
√
ωx)hk(
√
ωy)
2kk!
wk =
(ω
pi
)− 1
2
(1− w)− 12 e− 12
1+w2
1−w2 (x
2+y2)ω+ 2w
1−w2 xyω (1.21)
Using this formula and the fact that by definition
Ω0 = Φ0 =
(ω
pi
)− 1
4
e−
ω
2
x2
we obtain
(1.20) = e−(s2−s1)
ω
2
+∞∫
−∞
+∞∫
−∞
Ω0(x)e
−iα2x
∑
k
wkΦk(x)Φk(y)e
−iα2yΩ0(y)dxdy
=
(ω
pi
)
(1− w2)− 12 e−(s2−s1)ω2×∫
R
∫
R
e−
ω
2
x2e−iα1xe−
ω
2
(
1+w2
1−w2
)
(x2+y2)+ 2w
1−w2 ωxye−
ω
2
y2e−iα1ydxdy
We now use the following formula for the two-dimensional Fourier transform (which
can be proved by completing the square in the exponent and performing two 1-dimensional
Fourier transforms, one at a time)
∫
R
∫
R
e−
B1
2 (x
2+y2)+B2xye−i(αx+βy)dxdy =
2pi√
B21 −B22
e
−B1(α
2+β2)+2αβB2
2(B21−B22) (1.22)
valid for <(B1) > 0, <(B21) > <(B22).
By taking in particular
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B1 = ω
(
1 +
1 + w2
1− w2
)
=
2ω
1− w2
B2 =
2ωw
1− w2
we have
B21 −B22 =
4ω2
1− w2 > 0
because, by (1.19), |w| < 1.
α = α1 β = α2
Substituting the previous expressions for B1 and B2 in formula (1.22), we obtain from
(1.20) that
(
Ω0, e
−(s−s2)H0e−iα1xe−(s2−s1)H0e−iα2xe−(s1−s0)H0Ω0
)
= e−(s1−s0)
ω
2 e−(s−s2)
ω
2
(
Ω0, e
−iα1xe−(s2−s1)H0e−iα2xΩ0
)
= e−(s1−s0)
ω
2 e−(s−s2)
ω
2 e−(s2−s1)
ω
2 ×
×
(ω
pi
)
(1− w2)− 12 2pi√
A2 −B2 e
−A(α
2+β2)+2αβB
2(A2−B2)
= e−
ω
2
(s−s0)
(ω
pi
)
(1− w2)− 12 2pi
√
1− w2
2ω
e
−(α
2+β2)+2αβw
2(2ω)
= e−
ω
2
(s−s0)e−
1
2
α2+β2+2αβw
2ω
= e−
ω
2
(s−s0)e−
1
2
α2+β2+2αβe−(s2−s1)ω
2ω
Therefore we have found that
for t0 ≤ t1 ≤ t2 ≤ t , t, ti ∈ R , i = 1, . . . , n , and =(z) > 0
(
Ω0 , e
− iH0(t−t2)
z eiα1xe−
iH0(t2−t1)
z eiαnxe−
iH0(t1+t0)
z Ω0
)
= e−
i
z
(t+t0)
ω
2 e−
1
2
α2+β2+2αβe
− i(t2−t1)z ω
2ω
The general case is obtained simply recalling that in general A is a positive definite
symmetric matrix and the vacuum state Ω0 satisfies
H0Ω0 =
1
2
(TrA) Ω0
therefore e−
iH0τ
z Ω0 = e
− iτ
z
1
2
TrA Ω0.
Chapter 2
The Integral
2.1 Borel Measures in Hilbert spaces
We will need some notations.
Let T be the standard topology on R, i.e. the one generated by open intervals in R.
Let B denote the Borel σ-algebra on R, i.e. the σ-algebra generated by the open sets in
R.
Let I be a set. Consider the set RI . A natural topology on RI is the product topology
T I , i.e. the smallest topology such that all the coordinate functions
Tx : RI → R , Tx(f) := f(x) , x ∈ R , f ∈ RI , (2.1)
are continuous. A base for the product topology is given by the collection Cτ of all
topological cylinder sets
Cτ =
{∏
x∈I
Ux
∣∣ Ux ∈ T and only finitely many Ux 6= R} (2.2)
On RI there are two “natural” σ-algebras.
(First) Starting with the Borel σ-algebra B of Borel subsets of R, with a similar
construction to the product topology, we can define the product σ-algebra by requiring it
to be the smallest σ-algebra that includes the collection Cσ of all measurable cylinder sets
Cσ =
{∏
x∈I
Ax
∣∣ Ax ∈ B and only finitely many Ax 6= R} (2.3)
This can be expressed by saying that this σ-algebra is the smallest σ-algebra that
makes all coordinate maps (Tx)x∈I measurable. This σ-algebra will be denoted by BI and
referred to as the product Borel σ-algebra.
(Second) We can also define the σ-algebra σ(T I) on RI to be the σ-algebra generated
by all open sets in the product topology of RI .
We can equivalently express this by saying that σ(T I) is the smallest σ-algebra gen-
erated by the collection Cτ of all topological cylinder sets (in place of the collection Cσ of
measurable cylinder sets, as was the case for the product σ-algebra).
30
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Remark 2.1. The σ-algebra σ(T I) can also be referred to as the Borel σ-algebra in RI ,
being generated by the open sets of the natural topology, i.e. the product topology, of RI .
For this reason we shall also denote σ(T I) by B(RI).
First we show that the product Borel σ-algebra BI is somehow determined by sets
specified only by countable many coordinates in I. More precisely we have the following
Proposition 2.1. Let I ′ ⊂ I. For every set A′ ⊂ RI′ define the set A = {f ∈ RI ∣∣ (fx)x∈I′ ∈
A′} ⊂ RI . If we identify A′ ⊂ RI′ with A ⊂ RI , then A′ is thought of as a subset of RI .
In particular, under this identification let us consider the σ-algebra BI′ as embedded in the
σ-algebra BI . Then,
BI =
⋃
I′∈{countable subsets of I}
BI′
Proof. Denote by B˜I the union of all BI′ with I ′ countable subset of I. By definition of
σ-algebra we have that the B˜I is included in the σ-algebra BI . Now, it is easily checked
that B˜I is itself a σ-algebra. Moreover all coordinate functions Tx, x ∈ I, are measurable
with respect to it. Hence, since by definition BI is the smallest σ-algebra for which the
coordinate functions are measurable, we obtain that B˜I ⊃ BI . Therefore B˜I = BI .
The next result shows that when I is countable, then these two “natural” σ-algebras
on RI actually coincide.
Proposition 2.2. If I is finite or countable then B(RI) = BI . If I is uncountable then BI
is, in general, a strict subset of B(RI).
Proof. BI ⊂ B(RI). It suffice to prove that the coordinate functions Tx, x ∈ I, are
measurable with respect to B(RI). Indeed the coordinate functions are, by definition,
continuous in the product topology of RI , hence they are measurable with respect to
B(RI) (which is by definition, the σ-algebra generated by the open sets of the product
topology of RI)
If I is finite or countable, then B(RI) ⊂ BI . If I is at most countable then we can
consider the cylinder sets
∏
x∈I Ux constructed by taking the finitely many Ux that are
not equal to R, to be equal to some interval in R with rational endpoints. The family of
these cylinder sets is a countable base for the product-topology in RI . Note that the set in
this countable base are also in BI . Moreover every open set in of the product-topology of
RI can be expressed as countable union of elements of such a countable base. Therefore
the product-topology is included in the product Borel σ-algebra, i.e.
product-topology ⊂ BI
Hence we also have that B(RI) ⊂ BI .
If I is uncountable then we claim that B(RI) is strictly greater than BI . Consider the
set
A = {f ∈ RI ∣∣ there exists x ∈ I for which f(x) ∈ (−1, 1)}
CHAPTER 2. THE INTEGRAL 32
of all functions having at least one value in (−1, 1).
We have that A is the uncountable union over y ∈ I of the open cylinder sets of the
form (−1, 1)× ∏
x∈I\{y}
R. Therefore, being an arbitrary union of open sets with respect to
the product-topology of RI , A is itself open with respect to the same topology. Henceforth
A ∈ B(RI). But A /∈ BI by Proposition 2.1.
We now turn to the case of Borel measures on a separable Hilbert space.
Notation. In what follows we will consider only separable Hilbert spaces, and we will
often say −Hilbert space−, meaning −separable Hilbert space−.
A Hilbert space is then isomorphic to `2. Therefore we can think of a Hilbert space H
as a subset of RN.
Now, consider the set
S = {(x1, x2, . . . ) ∈ RN
∣∣ ∑
j∈N
|xj |2 <∞}
On S we can consider two different topologies. First the product topology T N ∣∣
S
, i.e.
the restriction to S of the product topology on RN. Second the `2-topology T (‖ · ‖`2), i.e.
the topology induced by the l2 norm. We have the following result from topology
Proposition 2.3. On the space `2 the natural `2-topology is, in general, strictly finer than
the product-topology.
Proof. Any topological cylinder set that generates the product-topology is an open set
in the `2-topology. Hence `2 ⊃ product-topology. To show that the inclusion is strict
consider the convergence of the following sequence in the two topologies
x1 = (1, 0, . . . ) , x2 = (0, 1, 0, . . . ) , . . .
This sequence converges to zero in the product-topology but does not converge in the
`2 topology because ‖xn‖`2 = 1 for all n ∈ N.
Starting with these two different topologies we construct the following σ-algebras.
Let B(`2) be the Borel σ-algebra generated by the open balls of S in the `2 norm.
Let σ(T I ∣∣
S
) be the σ-algebra generated by the open sets of S in the product topology
restricted to the subset S of RN. Now, one could think that, being the `2-topology strictly
finer than the product topology, the two σ-algebras just defined could be different. But
actually one has the following
Proposition 2.4. The following σ-algebras are all equivalent
(i) BN ≡ σ(Cσ) ≡ σ(all coord. maps (Tx)x∈I are measurable)
(ii) B(RN) ∣∣
S
≡ σ(Cτ ) ≡ σ(T N
∣∣
S
)
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(iii) B(`2)
Proof. The equivalence of (i) and (ii) was established by Proposition 2.2. The inclusion
σ(T N ∣∣
S
) ⊂ B(`2) is given by the fact that, by Proposition 2.3, we have the inclusion
T N ∣∣
S
⊂ B(`2). The other inclusion, namely σ(T N ∣∣
S
) ⊃ B(`2), follows essentially by the
fact that, contrary to the the definition of a topology, in the definition of σ-algebras one
is allowed to take denumerable intersections and complements. Explicitly, consider the
closed ball B(0, R) in `2. We can write it as follows
B(0, R) =
∞⋂
N=1
{x ∈ `2 ∣∣ N∑
n=1
xn ≤ R} (2.4)
Since every set, that appears under the denumerable intersection on the right-hand side
of (2.4), is contained in a topological-cylinder set, in follows that the closed ball B(0, R) is
in σ(T N ∣∣
S
), i.e. the sigma algebra generated by the topological-cylinder sets. Now every
open ball B(0, R) in `2 can be obtained by denumerable union as follows
B(0, R) =
∞⋃
n=1
B(0, R− 1
n
) (2.5)
therefore also open balls are in σ(T N ∣∣
S
). But by definition B(`2) is the σ-algebra
generated by open balls, hence σ(T N ∣∣
S
) ⊃ B(`2).
2.2 Fresnel space
Given a (real or complex) Hilbert space H, consider the space M(H) of complex, Borel
measures on H. This is the space of σ-additive set-functions
µ : B(H) −→ C
from the Borel σ-algebra B(H) in C.
Let |µ| denote the total-variation of the measure µ [37, pp.137-139], i.e. for every
A ∈ B(H) let
|µ|(A) = sup
pi
∑
A∈pi
|µ(A)| (2.6)
where the supremum is taken over all partitions pi of the measurable set A into a finite
number of disjoint measurable subsets.
One has the following general result
Proposition 2.5 ([25, Theorem 3.2, p.197]). Let E be a finite dimensional metric space.
Let ν : Σ→ E be a set-map from a σ-algebra Σ into a finite dimensional metric space E.
If ν is countably additive (i.e. σ-additive) then |µ| is positive and finite.
Remark 2.2. This result, in particular, tells us that any complex Borel measure on a
Hilbert space, is also finite.
CHAPTER 2. THE INTEGRAL 34
By this we have in particular that we can define a norm on M(H) by
‖µ‖ := |µ|(H)
Moreover we can define a product on M(H) by the convolution of measures
(µ ∗ ν)(A) =
∫
H
µ(A− x)ν(x)dx A ∈ B(H)
The triple (M(H), ‖·‖, ∗ ) we just constructed is a complex Banach algebra (with unit,
the unit being given by the Dirac measure at 0 ∈ H).
We now state an extension to complex bounded measures of the well known Kol-
mogorov theorem on projective limits of probability measures [43, Theorem 1., p.581]
Theorem 2.6 (Thomas extension of Kolmogorov theorem). Let (Xi, pii,j)i,j∈J be a pro-
jective system of completely regular Hausdorff spaces, J being a not necessarily countable
directed index set, and let pii,j : Xj → Xi be the projective maps, defined for j ≤ i, i, j ∈ J .
Let X be a completely regular topological space with continuous maps pii : X → Xi, i ∈ J ,
separating the points of of X such that
pii,jpij = pii if i ≤ j for i, j ∈ J
Let (µi)i∈J be a family of complex Radon measures, µi being defined on Xi. Assume
the system (µi)i∈J is projective:
µi = pii,j if i ≤ j for i, j ∈ J
Then there exists a complex Radon measure µ on X such that pii(µ) = µi for all i, if
and only if the following two conditions are satisfied
1. supi ‖µi‖ ≤ +∞
2. For every  > 0 there exists K ⊂ X compact, such that, if Ki = pii(K), we have
|µi|(Kci ) ≤  for all i
Under these conditions the measure µ is uniquely determined, and
‖µ‖ = sup
i
‖µi‖
Definition 2.1. Let H be any (real or complex) Hilbert space with relative scalar product
denoted by (·, ·)H. Define the Fresnel space, denoted by F(H), to be the space of functions
f : H −→ C that are Fourier transforms of measures, i.e. such that there exists, on H, a
complex, Borel measure µ (depending on f) such that
f(x) =
∫
H
ei(x,α)Hµ( dα) , x ∈ H
We have the following result
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Proposition 2.7 (Uniqueness of Fourier transforms on separable Hilbert spaces). With
notation from the previous definition, if we let f, g ∈ F(H), x ∈ H
f(x) =
∫
H
ei(x,α)Hµ( dα)
g(x) =
∫
H
ei(x,α)Hν( dα)
then
f = g if and only if µ = ν
Proof. A separable Hilbert space is isomorphic to `2, hence we will reduce to the case
H = `2. By linearity of the Fourier transform we can also reduce to prove that, for
f(x) =
∫
H
ei(x,α)Hµ( dα)
f(x) = 0 for all x ∈ H if and only if µ = 0.
The implication µ = 0⇒ f = 0 is trivial. We prove the opposite implication. Consider
the projection Pn : `2 −→ Rn. Denote by Pnµ the image measure of µ under the map Pn.
Then, from the assumption ∫
H
ei
∑∞
j=1 xjαjµ( dα) = 0
we have that for any n ∈ N∫
Rn
ei
∑n
j=1 ynαjPnµ( dα) = 0
for any y = Pnx with x ∈ H. This means that the Fourier transform of the measure
Pnµ in Rn is equal to zero. But then from the uniqueness theorem of the Fourier transform
in Rn we have that Pnµ = 0, and this must be true for any n ∈ N.
The family of measures (Pnµ)n∈N and the family of spaces (Rn)n∈N satisfy the hypoth-
esis of Theorem 2.6, where one takes as X the space RN. The Theorem 2.6 then asserts
that there exists a unique Radon measure on the sigma algebra generated by the measur-
able cylinder sets, i.e. B(R)N. This measure by uniqueness must be the zero measure on
RN.
Now by Proposition 2.4 we know that the σ-algebra of RN, when restricted to the
`2 convergent series, is equivalent to the σ-algebra generated by the open sets in `2.
Therefore the zero-measure on RN gives rise to a unique, zero measure also on `2. This
means precisely that µ = 0, as we intended to prove.
Having established the one-to-one correspondence between the elements of F(H) and
the elements of M(H) we can now equip the space F(H) with a norm ‖·‖0 given by
‖f‖0 = ‖µ‖
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for f ∈ F(H), f(x) = ∫H ei(x,α)µ( dα), x ∈ H, and µ ∈M(H)
Moreover we have a natural product on F(H) given by the point-wise product of
functions (f · g)(x) = f(x)g(x). This product is actually the product, induced, by the
Fourier transform, from the convolution product of M(H). The triple (F(H), ‖·‖0 , · )
defines a complex Banach algebra which has a unit, given by the functions identically 1
on H. In what follows we will sometime write F(H) in place of the whole triple.
Remark 2.3. In particular, F(H) being a Banach algebra, we have that
(i) if f, g ∈ F(H), then f · g is again an element of F(H).
(ii) if f ∈ F(H) and φ : C→ C is an entire function, then g = φ ◦ f ∈ F(H)
These facts will be important in the following chapters, where we will consider products
of functions in F(H) and composition of a function in F(H) by an entire function.
2.3 ∼integral
Consider a real Hilbert space H. Denote by H the complex Hilbert space obtained by
complexifying the real Hilbert space H. This means that we extend the field of definition
of the underlying vector space from R to C and change the bilinear form (·, ·)H to (·, ·)H
so that it becomes a sesqui-linear, hermitian, form.
Remark 2.4. Note that the scalar-product on H is uniquely determined by the requirement
of being Hermitian and of coinciding with the scalar-product of H when restricted to H.
This is true because any basis of H is also a basis for H (by definition of complexification)
and both scalar-products must agree on such a basis.
We shall consider H as embedded in H. Moreover, we consider the canonical isomor-
phism
ı : (H, (·, ·)H) −→ (`2, (·, ·)`2)
Given an element x ∈ H such that
ı : x ∈ H 7−→ (ai)i∈N ∈ `2
where ai ∈ C for all i ∈ N, then we have a unique element x ∈ H such that
ı : x ∈ H 7−→ (ai)i∈N ∈ `2
where ai is the complex-conjugate of the complex number ai.
Definition 2.2. Given x ∈ H we shall call x ∈ H the conjugate of x.
We have the following property of the conjugate elements with respect to the scalar
product in H
(x, y)H = (x, y)H (2.7)
where the bar over the scalar product on the right-hand side denotes the usual complex-
conjugation in C.
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Remark 2.5. The sesqui-linear, hermitian form (·, ·)H makes H into a complex Hilbert
space. But, as we shall see in the following, the form (·, ·)H is not the “right” form to
consider if one wants to somehow “analytically continue” the real quadratic form (·, ·)H.
One should instead consider the bi-linear, symmetric form given by [x, y] = (x, y)H. Where
x denotes the complex conjugate of x, for x ∈ H. We shall prefer to use the standard
complex hermitian form (·, ·)H and, when needed, use expression of the form (x, y)H, where
the complex conjugation is explicitly written.
Definition 2.3. Let B be a bounded, symmetric operator with bounded inverse B−1
B : H −→ H
B−1 : H −→ H
Definition 2.4. Define a quadratic form
∆B (·, ·) : H×H −→ C
∆B (η1, η2)
def
= (η1, B η2)H
Note the complex conjugation in the definition of the quadratic form ∆B (·, ·).
Definition 2.5. Let B be as in Definition 2.3. Moreover assume that
=(x,B−1y)H ≤ 0 for any x ∈ H , y ∈ R(B) ⊂ H
Then for any f ∈ F(H), i.e. for any f such that there exists a Borel complex measure
on H such that
f(x) =
∫
H
ei(x,y)Hµ(dy) , x ∈ H
we define
∼∫
H
ei(x,Bx)H f(x) dx
def
=
∫
H
e−i(x,B
−1x)H µ( dx) (2.8)
We note that the right hand side of (2.8) is well defined because, (x,B−1z x) being
continuous the function e−i(x,B
−1
z x) is measurable and, since =(x,B−1z y) ≤ 0 the function
e−i(x,B
−1
z x) is in fact integrable. Moreover, having established in Proposition 2.7 the fact
that the Fourier transform uniquely defines a measure, we have that in (2.8) there is a one-
to-one correspondence between the function f ∈ F(H) that appears inside the ∼integral
on the left-hand side, and the measure µ ∈ M(H) that appears on the right-hand side.
Therefore the Definition 2.5 is a well posed definition of a linear functional from F(H)→ C.
Proposition 2.8. The ∼integral defined by (2.8) is a continuous linear functional from
the Banach algebra (F(H), ‖·‖0 , ·) into C.
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Proof. Linearity is trivial. To prove the continuity, it suffices to observe that
∣∣∣∣∣∣
∼∫
H
ei(x,Bx)H f(x) dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
H
e−i(x,B
−1x)H µ( dx)
∣∣∣∣∣∣
≤
∫
H
∣∣∣e−i(x,B−1x)H∣∣∣ |µ|( dx)
= |µ|(H) = ‖µ‖ = ‖f‖0
Hence
∣∣∣∣∼∫H ei(x,Bx)H f(x) dx
∣∣∣∣ ≤ ‖f‖0.
2.4 Alternative form
Now we shall give to the ∼integral a slightly different form from the one appearing in
(2.8). This form will be useful in the application of the ∼integral made in the following
chapter.
Let us first recall the concept of image-measure. Given a measurable map between
measurable spaces
T : (Ω,A) −→ (Ω′,A′)
and given a measure µ on (Ω,A), then T induces a measure on (Ω′,A′), that we shall
denote by µT and which is called image-measure under T and is given by
µT : A
′ 7→ µ(T (A′)) for any A′ ∈ A′ (2.9)
The image-measure satisfies the following important property [3, Theorem 19.1, p.110]∫
TH
h(x)µT ( dx) =
∫
H
(h ◦ T−1)(x)µ( dx) (2.10)
Let us now turn to our situation. Let B as given by Definition 2.3 and denote by
B-1H
the image of H through B−1, i.e. the range of B−1 when restricted to operate on
H. Of course B-1H ⊂ H. Now B−1 restricted to H can be thought of as a map between
measurable spaces
B−1 : (H,B(H)) −→ (B-1H,B(B-1H))
Since by hypothesis B−1 is continuous, B−1 : (H,B(H)) −→ (B-1H,B(B-1H)) is mea-
surable. Therefore, given a complex Borel measure µ on H, we can define the image-
measure under B−1 given by
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µB-1 : A
′ 7→ µ(B−1(A′)) for any A′ ∈ B(B-1H) (2.11)
Let h : B-1H −→ C be a B(B-1H)-measurable function, then by the property (2.10) of
image measures we have∫
B-1H
h(x) µB-1( dx) =
∫
H
(h ◦B−1)(x)µ( dx) (2.12)
Now consider the function hx(y) = e
i∆B(x,y). As a function B-1H −→ C, hx is B(HhD)-
measurable. Therefore we can apply (2.12) and obtain
g(x) :=
∫
B-1H
ei∆B(x,y) µB-1( dy)
=
∫
B-1H
ei(x,By)H µB-1( dy)
=
∫
H
ei(x,BB
−1y)µ( dy)
=
∫
H
ei(x,y)µ( dy)
= f(x)
where f(x) =
∫
H e
i(x,y)µ( dy), x ∈ H.
We have shown that, given an bounded operator B with bounded inverse B−1, any
function f ∈ F(H)
f(x) =
∫
H
ei(x,α)Hµ( dα) for x ∈ H, µ ∈M(H)
can be represented in terms of the image-measure under B−1 by
f(x) =
∫
B-1H
ei∆B(x,β) µB-1( dβ)
We have that the converse is also true. In fact we can say that this representation is
unique meaning that given an f of the form
f(x) =
∫
B-1H
ei∆B(x,β)ν( dβ) (2.13)
where ν is a complex Borel measure on B-1H, then there exists a complex Borel measure
µ on H such that
f(x) =
∫
H
ei(x,α)Hµ( dα)
Proof. The restriction of the operator B to B-1H gives rise to as a measurable map between
the measure space (B-1H,B(B-1H), ν) and the measurable space (H,B(H)). Take µ = νB
to be the image-measure of ν under B. The property of the image measure in (2.10),
specialized to this case becomes
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∫
H
h(x) νB( dx) =
∫
B-1H
(h ◦B)(x) ν( dx) (2.14)
where h is an appropriate B(H)-measurable function. We then have by (2.14)
f(x) =
∫
B-1H
ei∆B(x,β) ν( dβ)
=
∫
B-1H
ei(x,Bβ)H ν( dβ)
=
∫
H
ei(x,α)H νB( dα)
Therefore, the representation f(x) =
∫
H e
i(x,α)H νB( dα) being unique by the unique-
ness of Fourier transform proved in Proposition 2.7 we also have that the representation
2.13 is unique, i.e. the correspondence between f and ν in 2.13 is one-to-one.
We now turn to the Definition 2.5 of the ∼integral . We express the right-hand side of
(2.8) in terms of the image-measure µB-1 under B
−1. Then we have
∫
B-1H
e−
i
2
∆B(α,α)µB−1( dα) =
∫
B-1H
e−
i
2
(α,Bα)HµB−1( dα)
=
∫
H
e−
i
2
(B−1α,BB−1α)Hµ( dα)
=
∫
H
e−
i
2
(B−1α,α)Hµ( dα)
=
∫
H
e−
i
2
(α,B−1α)Hµ( dα)
=
∫
H
e−
i
2
(α,B−1α)Hµ( dα)
where in the second equality we used the property of the image measure in equation
(2.12), in the next to last equality we used the fact that (y, x)H = (x, y)H = (x, y)H, and
in the last equality we used the fact that α = α, since α ∈ H and H is a real Hilbert space.
From this discussion we see that we can rephrase Definition 2.5 of the ∼integral as
follows
Definition 2.6 ( ∼integral , second version). Let B be a bounded operator with bounded
inverse B−1 as in Definition 2.3. Let f : H −→ C be a function such that there exists a
complex, Borel, measure νB on B
-1H in terms of which we have
f(x) =
∫
B-1H
ei∆B(x,β)ν( dβ)
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Then the ∼integral in Definition 2.5 can also equivalently be defined by the following
relation
∼∫
H
e
i
2
∆B(x,x)f(x) dx
def
=
∫
B-1H
e−
i
2
∆B(α,α)ν( dα) (2.15)
2.5 Decomposition of the ∼integral relative to sub-spaces
Consider a function f ∈ F(H)
f(x) =
∫
H
ei(x,α)µ( dα) (2.16)
Assume that the Hilbert space H could be decomposed into a direct sum of two sub-
Hilbert spaces
H = H0 ⊕ E (2.17)
and assume that, with respect to this direct sum, the measure µ in (2.16) is of the
form
µ(A) = µH0(A ∩H0)⊗ µE(A ∩ E) (2.18)
for any set A in the family B(H) of Borel sets of H.
We shall express the ∼integral of the function f in terms of this decomposition. But
to do so we first need two simple results.
First we prove a non-orthogonal decomposition of the “image-space” B-1H of H under
B−1
Proposition 2.9. Let H,H0, E be real Hilbert spaces, let B be a bounded operator in H
with bounded inverse B−1 in H. Assume
H = H0 ⊕ E
Then we have the following decomposition of the space B-1H
B-1H = B−1H0 +B−1E , with B−1H0 ∩B−1E = {0} (2.19)
Remark 2.6. Note that the second relation in (2.19) means that the sum in the first
expression is a direct-sum of vector-spaces, and as such one obtains a unique decomposition
of an element η ∈ B-1H as sum of elements η = η0 + η1 with η0 ∈ B−1H0, η1 ∈ B−1E. On
the other hand, the symbol ⊕ used in (2.17) means orthogonal-direct-sum, i.e. direct sum
of Hilbert spaces.
Proof (of Proposition 2.9). Since B−1 is linear one has
B−1H = B−1H0 +B−1E
and since B−1 is injective we have that B−1H0 ∩B−1E = {0} implies
CHAPTER 2. THE INTEGRAL 42
B−1H0 ∩B−1E = {0}
Second we prove a decomposition of the image-measure µB-1 of µ under B
−1.
Proposition 2.10. Let H,H0, E, and B, be as before. Let f ∈ F(H) be the Fourier
transform of a Borel measurable complex function µ on H
f(x) =
∫
H
ei(x,α)µ( dα)
with µ given by
µ = µH0 ⊗ µE
where µH0 and µE are Borel complex measures on H0 and E respectively.
Then
µB-1 = µB-1H0 ⊗ µB-1E (2.20)
Proof. Using the hypothesis (2.18) for our µ under consideration we have, for the image
measure µB-1 evaluated at A
′ ∈ B(B-1H)
µB-1(A
′) = µH(BA′)
= µH0(BA
′ ∩H0)µE(BA′ ∩ E)
= µH0(B(A
′ ∩B−1H0))µE(B(A′ ∩B−1E))
= µB-1H0(A
′ ∩ B-1H0)µB-1E(A′ ∩ B-1E)
where in the third equality we used that B−1 is bijective, and in the last equality that
µB-1H0 and µB-1E are the image measures under B
−1 of µH0 and µE respectively.
We are now ready to use these results together with Definition 2.6 of the ∼integral to
give a useful “decomposition-representation” of the ∼integral .
Theorem 2.11. Let H,H0, E be real Hilbert spaces, let B be a bounded operator with
bounded inverse B−1, and let f ∈ F(H) be the Fourier transform of a Borel complex
function µ on H. Assume
H = H0 ⊕ E
and
µ = µH0 ⊗ µE
where µH0 and µE are Borel complex measures on H0 and E respectively.
Moreover, let H0 be the complexification of H0. Assume that B−1, when restricted to
H0, maps H0 into a subset of H0
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B−1
∣∣
H0 : H0 −→ B
-1H0 ⊂ H0
Then we have
∼∫
H
e
i
2
∆B(x,x)f(x) dx =
∫
B-1H
e−
i
2
∆B(α0,α0)e−
i
2
∆B(αE ,αE)µB-1H0 ⊗ µB-1E (2.21)
where for any α ∈ H, α = α0 +αE is the unique decomposition of α such that α0 ∈ H0
and αE ∈ E.
Proof. By Proposition 2.9 we have the decomposition{
B-1H = B−1H0 +B−1E
B−1H0 ∩B−1E = {0}
hence the decomposition of α ∈ B-1H
α = α0 + α1
with α0 ∈ B-1H0 and α1 ∈ B-1E, is unique. Let
γ0 = Bα0 ∈ H0
γ1 = Bα1 ∈ E
We have
∆B (α, α) = (α,Bα) (2.22)
= (α0, Bα0) + (α0, Bα1) + (α1, Bα0) + (α1, Bα1) (2.23)
= (B−1γ0, γ0) + (B−1γ1, γ0) + (B−1γ0, γ1) + (B−1γ1, γ1) (2.24)
where the last equality is due to the relations between γi and αi, i = 1, 2.
Now, by hypothesis
H = H0 ⊕ E
in particular H0 and E are orthogonal. We show that this implies that E is also
orthogonal to H0, which is the complexification of H0. It is enough to note that if we
let (ei)i=1,2,... be a (Hilbert) basis for H0 then the fact that E is orthogonal to H0 means
that every element of E is simultaneously orthogonal to every ej , j = 1, 2, . . . . But, being
H0 by definition the complexification of H0 this means H0 is composed by elements of
the form
∑
j(aj + ibj)ej where
∑
j ajej and
∑
j bjej are elements of H0. Therefore E is
orthogonal to H0.
Now we see that the hypothesis that B−1, restricted to H0, maps H0 into a subset of
H0, implies that E is orthogonal to B-1H0 ⊂ H0. In particular we have in (2.22) that
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(B−1γ1, γ0) = (B−1γ0, γ1) = 0 ,
therefore
∆B−1 (α, α) = (α,Bα) (2.25)
= (B−1γ0, γ0) + (B−1γ1, γ1) (2.26)
= (α0, Bα0) + (α1, Bα1) (2.27)
= ∆B−1 (α0, α0) + ∆B−1 (α1, α1) (2.28)
Finally, equation (2.21) follows by this and the decomposition of the image-measure
of Proposition 2.10.
The following special case will be useful when, in the next chapter, we will draw a
connection between our ∼integral and the renowned formal expression for the Feynman
path integral that we will present there.
Corollary 2.11.1. Under the hypothesis of the theorem, if we suppose that there is an
element β of B-1E such that
∆B (H0, β) = 0
then there exists a unique element ξ ∈ E such that
β = B−1ξ
Moreover the following statements are equivalent
(i) the measure µE is the Dirac-delta measure centered on the element ξ ∈ E
(ii) the image measure µB-1E is a Dirac-delta measure centered on the element β =
B−1ξ ∈ B-1E.
and under (any of) the conditions of these statements we have
∼∫
H
e
i
2
∆B(x,x)f(x) dx = e−
i
2
∆B(βξ,βξ)
∫
B-1H0
e−
i
2
∆B(α0,α0)µB-1H0 (2.29)
Proof. The correspondence β, ξ is one-to-one because by hypothesis B is bounded with
bounded inverse, therefore it is one-to-one with its image. By the same reason and (the
proof of) Proposition 2.10 we obtain the equivalence of the two statements. Finally,
expression (2.29) follows directly from the theorem.
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Remark 2.7. Now we note that, under the hypothesis of the Corollary 2.11.1, if we use
the notation x = x0 ⊕ x1 ∈ H according to the decomposition H = H0 ⊕E, then we have
for the ∼integral at the left-hand side of (2.29) the following equivalent expression
∼∫
H
e
i
2
∆B(x,x)f(x) dx = e−
i
2
∆B(βξ,βξ)
∼∫
H0
e
i
2
∆B(x0,x0)f(x0 ⊕ βξ) dx0 (2.30)
The proof of this equality is given just by noting that both the right-hand side and
the left-hand side of (2.30), are given, according to the Definition 2.6 of the ∼integral , by
the same expression, namely the left-hand side of (2.29).
We finish with a final comment on the relation between the spaces H and B-1H and
their decompositions. Being by hypothesis B−1 (or B) a bijection we have that the spaces
H and B-1H are in one-to-one correspondence
H ←→ B-1H
The space H decomposes into the orthogonal -direct-sum
H = H0 ⊕ E
whereas B-1H decomposes into the direct-sum (direct meaning the components of the
sum have intersection equal to {0})
B-1H = B-1H0 + B-1E
This direct sum is, in general, not orthogonal with respect to the scalar product in
H ⊃ B-1H. Now, we can think of ∆B (·, ·) as a bilinear form on B-1H. Since this form
∆B (·, ·) is not positive-definite it does not make B-1H into an Hilbert space. Nevertheless
with respect to ∆B (·, ·) the sum in B-1H = B-1H0+B-1E becomes an orthogonal -direct-sum
B-1H = B-1H0
∆B⊕ B-1E
Chapter 3
Space-Time Feynman Path
Integral
We shall present a definition of the Feynman Path Integral giving a slightly generalization
of the definitions presented in [1]. In the present chapter we shall consider the evolution
of our system during some finite time interval [t0, t], t0, t ∈ R, t0 < t. Therefore intuitively
the functional that we will name Feynman Path Integral can be thought of as averaging
over all absolutely continuous trajectories γ : [t0, t] −→ Rd. In Chapter 4 we will then
consider time evolutions on the unbounded time interval (−∞,+∞).
3.1 The ∼integral on the Cameron-Martin space
Definition 3.1. Consider the space HCM of absolutely-continuous functions γ from the
interval [t0, t] to Rd such that γ(t) = 0 and ‖γ‖2 =
t∫
t0
γ˙2dτ is finite (where γ˙ denotes
derivation with respect to time in distributional sense). The space HCM equipped with
the scalar product
(γ1, γ2)CM =
t∫
t0
γ˙1 · γ˙2dτ
becomes a Hilbert space.
Remark 3.1. Our space HCM is similar to the classical Sobolev space
H10 ([t0, t];Rd) = {v ∈ L2([t0, t];Rd)|v′ ∈ L2([t0, t];Rd) , v(t0) = 0}
but our space HCM has a different (inequivalent) scalar product and moreover we
imposed on HCM, by convention, a different boundary condition (on HCM we impose
γ(t) = 0 whereas on H10 ([t0, t]) one usually imposes v(t0) = 0).
The space HCM will be referred to as the Cameron-Martin space for the interval [t0, t].
Definition 3.2. Define HCM as the complexification of the Hilbert space HCM. More
explicitly HCM is the Hilbert space under the hermitian scalar product
46
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(η1, η2)CM =
∫
η˙1 · η˙2dτ for η1, η2 ∈ HCM
(where η stays for complex conjugation) of the absolutely-continuous functions η from
the interval [t0, t] to Cd such that η(t) = 0 and ‖η‖2 =
t∫
t0
|η˙|2dτ is finite
Remark 3.2. We shall consider the real space HCM as embedded in the complex space
HCM .
Remark 3.3. All the discussion in the previous Chapter applies to the present case. In
particular the element η ∈ HCM , the complex conjugate of η ∈ HCM , in the present
situation is the absolutely continuous function in Cd such that η(τ) = η(τ) for all τ ∈ [t0, t],
where η(τ) denotes the usual complex-conjugation in Cd.
With respect to our Cameron-Martin space, Definition 2.6 becomes
Definition 3.3. Let B be a bounded operator with bounded inverse B−1, both everywhere
defined on HCM. Let f : HCM −→ C be a function such that there exists a complex, Borel,
measure νB on B
−1HCM in terms of which we have
f(x) =
∫
B−1HCM
ei∆B(x,β)ν( dβ)
with ∆B (·, ·) as in Chapter 2, Definition 2.4. Then relation (2.15) in Definition 2.6
becomes in the present situation
∼∫
HCM
e
i
2
∆B(x,x)f(x) dx
def
=
∫
B−1HCM
e−
i
2
∆B(α,α)ν( dα)
− Criteria for Integrability −
We will establish two simple results giving a sufficient condition for some function to
be in F(HCM).
Proposition 3.1. Let h ∈ F(Rd), i.e.
h(x) =
∫
Rd
eix·yνRd( dy)
for some Borel complex measure νRd on Rd, and let
f(γ) = h(γ(t′)) =
∫
Rd
eiγ(t
′)·yνRd( dy)
for t′ ∈ [t0, t].
Then f ∈ F(H).
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Proof. Consider the map HCM → Rd given by
γ −→ [γ(σ)]i
for σ ∈ [t0, t], i = 1, . . . , d. This defines a bounded linear functional on the Hilbert
space HCM. Hence we can apply the Riesz Lemma [36, Theorem II.4, p.43] which states
that there is a unique element γσ,i ∈ HCM such that (γ, γσ,i)CM = [γ(σ)]i, for all γ ∈ HCM.
Therefore we can we can represent f by
f(γ) =
∫
HCM
ei(γ,α)CM δ( dα− γσ,i)
where δ( dα− x) := δx( dα) is the Dirac-measure centered in x = γσ,i.
Proposition 3.2. Let V ∈ F(Rd), i.e.
V (x) =
∫
Rd
eix·yµRd( dy) , x ∈ Rd ,
for some complex Borel measure µRd on Rd, and let
g(γ) =
∫ t
t0
V (γ(τ))dτ
Then g ∈ F(HCM) and also eαg is in F(HCM), for any α ∈ C.
Proof. The proof that g ∈ F(HCM) follows by using the Riesz Lemma, by a reasoning
similar to the one in the previous proposition. The function eiαg is in F(HCM) because
it is the composition of a function in F(HCM) with the exponential function that is an
entire function as outlined in Remark 2.3 (ii).
3.2 Feynman Path Integral
We can now turn to the problem of defining the actual Feynman path integral. Here we
consider the case of an an-harmonic oscillator, where the action is continued to complex-
scaled times. This is a procedure that in principle can be generalized to more sophisticated
situations.
Consider, thus, the action of the harmonic-oscillator, where we have introduced a
complex scale z ∈ C, =(z) > 0
S0,z(γ) = z
∫ t
t0
(
γ˙2 − γA
2
z2
γ
)
dτ (3.1)
γ(τ) is then looked upon as a time-dependent coordinate in Rd space.
We want to give a meaning to the following expression
I(x) =
∼∫
γ(t)=x
e
i
2
z
t∫
t0
(
γ˙2−γ A2
z2
γ
)
dτ
· e
−i
t∫
t0
V (γ(τ))dτ
φ(γ(t0)) dγ , x ∈ Rd , (3.2)
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for z ∈ C, =(z) > 0, φ some well behaved function. Expression (3.2) is just a formal
expression. Intuitively in this expression for the Feynman path integral we are integrating
over all possible paths γ that satisfy the constraint γ(t) = x for x some fixed coordinate
in Rd. We can also imagine to be integrating in some extended space where the γ can
have any boundary condition. Then we could make the integral constrained by imaging to
integrate with respect to some Dirac-delta measure that imposes the boundary condition
γ(t) = x. We will follow this intuitive idea to give our definition of Feynman path-integral.
What we will show, is that expressions like (3.2) can be made rigorous if we define the
Feynman path integral in terms of our ∼integral , presented in the previous chapter. In
particular the intuitive description of constrained integral, where we impose the boundary
condition γ(t) = x, is precisely the situation described, in the language of the ∼integral,
by Corollary 2.11.1.
What we mean is as follows. Instead of defining the Feynman path integral directly, on
the space of absolutely continuous functions that satisfy the boundary condition γ(t) = x,
we could consider the ∼integral with respect to some “extended space” H, where H is
chosen to include the space absolutely continuous functions γ such that γ(t) = x. Then, the
∼integral with respect to this H is by definition a functional from F(H) into C. We could,
therefore, consider the restriction of this functional to the sub-space of F(H) composed
by those functions f(γ) that are Fourier transforms of a measure contracted on those
γ ∈ H which satisfy the boundary condition γ(t) = x. By contracted we mean that are
proportional to a Dirac-delta measure. What we have in mind is the situation described by
the hypothesis in Corollary 2.11.1. This “restricted ∼integral”, or “constrained ∼integral”
will be what will be called Feynman path integral.
The idea is to express everything we said in terms of the language for the ∼integral
used in Corollary 2.11.1. Conversely we could say that we want to specialize the abstract
situation in Corollary 2.11.1, to a specific case, where all mathematical objects actually
take a concrete physical meaning.
We break the procedure to define the Feynman path integral into steps.
1. Define an appropriate Hilbert space H such that
H = HCM ⊕ E
where HCM is the Cameron-Martin space and E is a space isomorphic to Rd. The
space H is our “extended space” of unconstrained paths. The space E is the “space
of constraints”.
2. Given a bounded operator B with bounded inverse B−1, both everywhere defined
on H, let ∆B (·, ·) be a form on H given by
∆B (γ, γ) := (γ,Bγ)H γ1, γ2 ∈ H
where (·, ·)H is the scalar product on the complexification H of H.
We shall find the appropriate operator
CHAPTER 3. SPACE-TIME FEYNMAN PATH INTEGRAL 50
Bz = B
such that, for γ ∈ HCM and z ∈ C, =(z) > 0, the following be satisfied
∆Bz(γ, γ) = z
t∫
t0
(
γ˙2 − γA
2
z2
γ
)
dτ (3.3)
3. We then show that we are in the correct setting to apply Corollary 2.11.1 and,
accordingly, define the Feynman path integral of a function f ∈ HCM as the ∼integral
of a function g ∈ H of the form
g(γ0 ⊕ ξ) =
∫
H=HCM⊗E
ei(γ0⊕ξ,α)µHCM( dγ0)δE( dξ − ξx)
where µHCM is a complex Borel measure on HCM and δE is the Dirac measure at the
origin of E.
Remark 3.4. The procedure outlined above can be thought of as an example of a more
general procedure that intuitively could be expressed in the following way
1. Fix a (linear) space for which the considered problem is well defined
2. Define the free-action on such a space for the given problem (note that z
t∫
t0
(
γ˙2 − γA2
z2
γ
)
dτ
is the free-action for a complex -harmonic-oscillator)
3. Impose boundary conditions
We will now describe each step in details.
− Step 1. −
As our Hilbert space H we choose the space of absolutely continuous functions [t0, t]→
Rd, equipped with the scalar product
(γ1, γ2)H =
+∞∫
−∞
γ˙(τ)1γ˙(τ)2dτ + γ(t)γ(t)
Accordingly we have that the complexification of H is given by the Hilbert space H of
absolutely continuous functions [t0, t]→ Cd, equipped with the scalar product
(γ1, γ2)H =
+∞∫
−∞
γ˙(τ)1γ˙(τ)2dτ + γ(t)γ(t)
We call Cameron-Martin space, by definition, the sub-space of H composed by the
elements γ(t) ∈ H such that γ(t) = 0. We note that the scalar product on H has been
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chosen in such a way that it reduces to the scalar product of the Cameron-Martin space
HCM when restricted to the elements of the Cameron-Martin space, so that the Cameron-
Martin space is a sub-Hilbert-space.
Define E to be the orthogonal complement of HCM in H. Then we have by definition
H = HCM ⊕ E
The space E is given by those functions ξ ∈ E such that (ξ, γ0)H = 0 for all γ0 ∈ HCM.
This implies that for any ξ ∈ E we must have ξ˙(τ) = 0 for all τ ∈ [t0, t] and ξ(t) = x ∈ Rd.
Which means that the space E is the space of the constants functions [t0, t] → Rd. We
can therefore identify uniquely an element ξ ∈ E with an element x ∈ Rd. Moreover
the scalar-product in H induces a scalar-product on E given by (ξ, ξ) = ξ(t)ξ(t) for any
ξ ∈ E. Under the identification of E with Rd the scalar product on E is sent into the
euclidean scalar product of Rd. Therefore the (finite-dimensional) sub-Hilbert-space E is
isomorphic to the euclidean space Rd. In particular we can identify each constant function
ξ(τ) = x ∈ E, τ ∈ [t0, t], with the respective element x ∈ Rd.
− Step 2. −
We need to find an operator Bz such that, for a given ∆Bz(·, ·) on the left-hand side
in (3.3) (with the properties explained in Chapter 2), relation (3.3) is satisfied. Actually
we can determine an operator
Bz : H −→ H
uniquely by requiring the following relation to be satisfied
∆Bz(γ1, γ2) = z
t∫
t0
(γ˙1γ˙2 − γ1A
2
z2
γ2)dτ (3.4)
where
∆Bz(γ1, γ2) := (γ1, Bzγ2)CM (3.5)
for each γ1, γ2 ∈ H
Remark 3.5. The operator Bz such that (3.4) is satisfied, if it exists, is uniquely deter-
mined.
Proof. The space HCM is Hilbert, therefore if there existed a bounded, everywhere
defined D 6= Bz such that (3.4) were satisfied for any η1, η2 ∈ HCM then we would have
(η1, (Bz −D)η2)CM = 0, again for any η1, η2 ∈ HCM , implying Bz = D. 
The existence of such an operator Bz will be established in a moment by explicitly
giving its representation.
We have defined ∆Bz(·, ·) on H. In what follows we shall need ∆Bz(·, ·) to be defined
on the whole complex Hilbert space H. Define the extension of ∆Bz(·, ·) on H (and still
denote it by ∆Bz(·, ·)) by the following relation
∆Bz(η1, η2) := z
t∫
t0
(η˙1η˙2 − η1A
2
z2
η2)dτ (3.6)
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By the previous Remark, relation (3.6) identifies uniquely an operator
Bz : H −→ H
such that ∆Bz(η1, η2) = (η1, Bzη2)CM , where we are denoting the extension of Bz to
the whole complex Hilbert space H by the same symbol Bz.
Remark 3.6. The extension from H to H that we have chosen by going from relation (3.4)
to (3.6) is not unique. This ambiguity is the same type of ambiguity we encountered in
the previous chapter, where we had to choose how to extend the evolution operators to
complex times.
We shall now explicitly define the operator Bz giving its expression when applied to
an element of H for z ∈ C, =(z) > 0, and satisfying the restriction (3.8) below.
Definition 3.4. Assume
z ∈ C , =(z) > 0 (3.7)
and, if we let λ1, . . . , λd with λi > 0 for i = 1, . . . , d, be the eigenvalues of the positive,
symmetric, matrix A, assume
t− t0 6=
(
k +
1
2
)
pi
z
λi
for k = 0, 1, . . . , i = 1, . . . , n (3.8)
Then define the following operators HCM → HCM
(Lzγ)(s) =
A2
z2
∫ t
s
dτ
∫ τ
t0
dτ ′γ(τ ′) (3.9)
(Bzγ)(s) = z ( I+ Lz) (3.10)
Remark 3.7. For clearness, we give a more accurate characterization of the operator Bz
[10, Lemma 4 A.].
1. Lz =
1
zL where L = A
2
∫ t
s dτ
∫ τ
t0
dτ ′γ(τ ′) as an operator in HCM (or HCM ), is
bounded, self-adjoint, and trace-class.
Proof. Boundedness follows from the fact that we are integrating on the bounded
interval [t0, t] and the function γ is continuous. Self-adjointness follows by noting
that, performing an integration by part, we obtain (γ1, Lγ2)CM = −A2
∫ t
t0
γ1 · γ2dτ .
To show that the operator belongs to the trace class, first note that, by simple
calculations, the eigenvalues of L can be expressed in the following form
Lγ = −p2γ , p = λi(t− t0)
(n+ 12)pi
, (3.11)
where as before the λi’s are the eigenvalues of the positive, symmetric matrix A.
Note that we are writing every eigenvalue l of L as l = −p2 where p is given in
(3.11). Now note that
∑
n(n+
1
2)
−2 <∞. Hence the sum of the absolute values of
the eigenvalues is finite, i.e. L belongs to the trace class. 
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2. The operator Bz is bounded and has a bounded inverse, which we shall denote by
B−1z . In particular, for z ∈ C, =(z) ≥ 0, z 6= 0 (which is weaker than what we
imposed in (3.7)), we have
Det[ I+ Lz] = det
[
cos
(
A
t− t0
z
)]
(3.12)
The inverse B−1z is given explicitly by
(B−1z η)(s) = η(s)−
A
z
∫ t
s
sin(A s
′−s
z )η(s
′) ds′ +
sin(A t−sz )
cos(A t−t0z )
A
z
∫ t
t0
cos(A s
′
z )γ(s
′) ds′
(3.13)
Proof. The operator Bz is bounded because it is the sum of two bounded operators.
To prove the formula (3.12) for the determinant we note that, from the formula
(3.11) for the eigenvalues of Lz , we obtain that the eigenvalues of Bz = I+ Lz are
given by (for η an eigenvector of Lz)
( I+ Lz)η = (1− p2)η =
1−(λi(t− t0)
(n+ 12)pi
)2 η
We obtain formula (3.12) for the determinant by using the following representation
cos(x) =
∞∏
n=0
[
1− x
2(
n+ 12
)2
pi2
]
(3.14)
which converges for any x ∈ C (the formula converges for x ∈ R, which can be
proved by taking logarithms of partial-products, then can be extended to all C by
the analyticity of the cosine function).
The formula (3.13) can be proved by taking as operator D the one defined by the
right-hand side of (3.13) and then proving by direct calculation (which we omit)
that in fact BDη = DBη = η for any η in H.

− Step 3. −
As we said at the end of Step 1. the space E in the decomposition H = HCM ⊕ E is
given by the space of constant functions ξx(t) = x for some x ∈ Rd. So we can identify an
element x ∈ Rd with the constant function ξx(t) = x. The element x ∈ Rd will have the
role of fixing a boundary-condition for the ∼integral .
Similarly to the notation used in that Corollary, we now give the following
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Definition 3.5. For any boundary-condition x ∈ Rd iso∼ E write ξx for the respective
element of E, that is the constant function identically equal to x. Then define the element
βx ∈ B-1zE to be the one given by
βx := B
−1
z ξx (3.15)
A fortiori, it will be easily seen that this βx can also be characterized by the following
boundary value problem:
β¨x +
A2
z2
βx = 0 , βx(t) = x , β˙x(t0) = 0 (3.16)
Let λ1, . . . , λn be the eigenvalues of A. Assume that
t− t0 6=
(
k +
1
2
)
pi
z
λi
for k = 0, 1, . . . , i = 1, . . . , n (3.17)
then the boundary value problem (3.16) has the unique solution given by
βx(τ) =
cos
(
A τ−t0z
)
cos
(
A t−t0z
) x , τ ∈ [t0, t] (3.18)
Remark 3.8. It is now easy to calculate directly that, if one takes βx to be defined by
(3.18), we obtain
Bzβx = x ∈ Rd
Therefore, we have shown that the explicit expression in (3.18) indeed agrees with our
initial definition in (3.15).
Now, if we take γ + βx ∈ H, with γ ∈ HCM, we want to calculate ∆Bz(γ + βx, γ + βx)
and show explicitly that
∆Bz(γ + βx, γ + βx) = ∆Bz(γ, γ) + ∆Bz(βx, βx)
Since γ ∈ HCM, it satisfies the boundary condition γ(t) = 0, whereas on βx we have
the boundary conditions given by (3.16). We have
∆Bz(γ + βx, γ + βx) =
= z
t∫
t0
(
(γ˙ + β˙x)
2 − (γ + βx)A
2
z2
(γ + βx)
)
dτ =
= z
t∫
t0
(
γ˙2 − γA
2
z2
γ
)
dτ + 2z
t∫
t0
(
γ˙β˙x − γA
2
z2
βx
)
dτ + z
t∫
t0
(
β˙2x − βx
A2
z2
βx
)
dτ
Integrating by parts, we obtain that this is equal to
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= z
t∫
t0
(
γ˙2 − γA
2
z2
γ
)
dτ + 2z
[
γβ˙x
]t
t0
− 2z
t∫
t0
(
γβ¨x − γA
2
z2
βx
)
dτ
+ z
[
βxβ˙x
]t
t0
− z
t∫
t0
(
βxβ¨x − βxA
2
z2
βx
)
dτ
= z
t∫
t0
(
γ˙2 − γA
2
z2
γ
)
dτ + z
[
βxβ˙x
]t
t0
= z
t∫
t0
(
γ˙2 − γA
2
z2
γ
)
dτ + zxβ˙x(t)
= z
t∫
t0
(
γ˙2 − γA
2
z2
γ
)
dτ − xA tan
(
A
t− t0
z
)
x
= ∆Bz(γ, γ) + ∆Bz(βx, βx)
In the last equality we used the fact that
∆Bz(βx, βx) = −xA tan
(
A
t− t0
z
)
x (3.19)
which is trivially verified by a direct calculation using expression (3.18).
− Definition of the Feynman path integral. −
We now have all the ingredients to define the Feynman path integral as a particular
type of ∼integral .
Definition 3.6. We define the Feynman path-integral of a function f ∈ F(H), respective
to the action S0,z = z
t∫
t0
(
γ˙2 − γA2
z2
γ
)
dτ , by means of the following expression
I(f)(x) =
∼∫
γ(t)=x
e
i
2
z
t∫
t0
(
γ˙2−γ A2
z2
γ
)
dτ
f(γ) dγ
def
= e
i
2
∆B(βx,βx)
∼∫
HCM
e
i
2
∆B(γ,γ)f(γ + βx) dγ
(3.20)
where βx is given in Definition 3.5 and Bz is given in Definition 3.4.
3.3 A special case
We are now interested in applying the Definition 3.6 to the special case where the function
f that we want to integrate is of the form
f(γ) = ei
∑n
j=1 αj ·γ(tj)
∫
Rd
eiγ(t0)·α0ν(dα0) (3.21)
with γ ∈ HCM, αj ∈ Rd and tj ∈ [t0, t] for j = 1, . . . , n, and ν a complex Borel measure
on Rd.
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We know from Proposition 3.1 that indeed this f is in F(HCM). We shall find a special
formula for the Feynman path integral for functions of this form. But before we need a
new piece of information.
− Reproducing Kernels −
Definition 3.7. Let 4(x, y) be a complex, bilinear form on HCM . Then define a Green
function or Reproducing Kernel to be an element g(σ,i) ∈ HCM such that for any η ∈ HCM ,
σ ∈ [t0, t], i = 1, . . . , n
4(η, g(σ,i)) = ηi(σ)
where ηi denotes the i-th component of the function η : [t0, t]→ Cd.
Remark 3.9. We shall also use the following notation
η(σ, i) := ηi(σ)
for the i-th component of η ∈ HCM . Moreover, by its own definition, a Green function
satisfies
4(g(τ,j), g(σ,i)) = g(τ,j)(σ, i) = g(σ,j)(τ, i) (3.22)
where last equality follows by the “bilinear symmetry” of the form 4.
Proposition 3.3. Let ∆Bz(·, ·) be the complex, bilinear form given in equation (3.4), i.e.
given by
∆Bz(·, ·) : HCM ×HCM −→ C
∆Bz(η1, η2) = (η1, Bzη2)CM
where Bz is the operator given in Definition 3.4.
Then under the assumptions in Definition 3.4 there exists a unique Green function
gz(σ,i) ∈ HCM . Moreover the Green function gz(σ,i) satisfies
gz(σ,i)(τ, j) =
[
sin(A t−σ∨τz ) cos(A
σ∧τ−t0
z )
A cos(A t−t0z )
]
ij
for σ, τ ∈ [t0, t] (3.23)
Remark 3.10. We are using the following notation
max(σ, τ) = σ ∨ τ
min(σ, τ) = σ ∧ τ
Moreover if A is a matrix we denote by [A]ij the (j, i)th element of the matrix.
Proof (Proposition 3.3). We restrict ourselves to the case γ : [t0, t]→ R. The general case
γ : [t0, t]→ Rd is then an easy consequence.
We want to show that gzσ, defined in (3.23), is in HCM for every z for which the
operator Bz is defined. We verify each of the following properties
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1. gzσ is continuous on [t0, t] and in particular belongs to L
2([t0, t], dτ).
2. gzσ(t) = 0
3. g˙zσ is an element of L
2([t0, t],dτ), i.e. (g
z
σ, g
z
σ)C =
∫
g˙zσ g˙
z
σdτ <∞.
Computing the weak derivative (meaning, more precisely, that we differentiate in
distributional sense outside of a set of measure zero) of gzσ(τ) with respect to τ for
τ ∈ [t0, σ) ∪ (σ, t]
g˙zσ(τ) =

τ < σ, −Az sin(A t−σz ) sin(A τ−t0z ) 1A cos(A t−t0
z
)
τ > σ, −Az cos(A t−τz ) cos(Aσ−t0z ) 1A cos(A t−t0
z
)
Two observations are in order.
First, the first derivative has a jump at τ = σ, the “complex height” of the jump being
precisely 1z
g˙zσ(σ
−)− g˙zσ(σ+) = −
A
z
sin(A zt−σz ) sin(A
σ−t0
z )− cos(A zt−σz ) cos(Aσ−t0z )
A cos
(
A t−t0z
)
=
1
z
where we have extended the formula cos(α+β) = cosα cosβ− sinα sinβ for α, β ∈ R,
to the case α, β ∈ C by analyticity of the sine and cosine functions when extended to the
complex numbers.
Second, as easily seen, we have
g˙zσ(t0) = 0
Next, computing the weak derivative one more time, we obtain
g¨zσ(τ) = −
A2
z2
gzσ(τ)−
1
z
δ(τ − σ) (3.24)
where δ is the Dirac distribution on R centered at the origin.
We can now prove the characterizing property in the Definition 3.7 of a Green function
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(γ,Bzg
z
σ)CM =
t∫
t0
γ˙ Bz g˙
z
σdτ =
t∫
t0
γ˙ Bz g˙
z
σdτ
= z
t∫
t0
(
γ˙ g˙zσ − γ
A2
z2
gzσ
)
dτ
= z [γ g˙zσ]
t
t0
− z
t∫
t0
(
γ g¨zσ + γ
A2
z2
gzσ
)
dτ
= 0− 0 + z 1
z
γ(σ)
= γ(σ) ,
where in the second step we have used that γ is real, in the third step we applied the
definition of Bz, in the fourth we used the integration by parts, and in the next to last
step we used the fact that gzσ(t) = 0 = g˙
z
σ(t0) and we applied (3.24).
It remains to show that ||gzσ||HCM <∞ i.e. that
(gzσ, g
z
σ) =
t∫
t0
g˙zσ(τ)g˙
z
σ(τ)dτ <∞
Integrating by parts we obtain
(gzσ, g
z
σ) = −
t∫
t0
gzσ(τ)
(
A2
z2
gzσ(τ) +
1
z
δ(τ − σ)
)
dτ
= gzσ(σ) +
t∫
t0
gzσ(τ)
A2
z2
gzσ(τ)dτ
<∞
where the last step follows since gzσ(τ) is a continuous function of τ , and in particular
it is bounded on the finite interval [t0, t].
This shows that gzσ ∈ HCM and concludes the proof.
We shall now give the formula we anticipated at the beginning of the paragraph.
Proposition 3.4. Let αj ∈ Rd for i = 1, . . . , n Using notations as above, and applying
the definition of the ∼integral we obtain the following formula
CHAPTER 3. SPACE-TIME FEYNMAN PATH INTEGRAL 59
∼∫
HCM
e
i
2
∆Bz(γ, γ) ei
∑n
j=1 αj ·γ(tj)
 ∫
Rd
eiγ(t0)·α0ν(dα0)
 dγ
=
∫
Rd
e−
i
2
∑n
i,j=0 αi ∆Bz(gti , gtj )αjν(dα0)
where ν is any complex Borel measure on Rd and ∆Bz(·, ·) is defined as in Proposition
3.3.
Remark 3.11. We are employing the shorthand notation
αi ∆Bz
(
gti , gtj
)
αj =
∑
k,k′
[αi]k[αi]k′ ∆Bz
(
g(k,ti), g(k′,tj′ )
)
, γ ∈ HCM
Proof (Proposition 3.4). Let
f(γ) = ei
∑n
j=1 αj ·γ(tj)
 ∫
Rd
eiγ(t0)·α0ν(dα0)

By definition of Green function we have that
∆Bz
(
γ, gtj ,k
)
= [γ(tj)]k
hence
f(γ) := ei
∑
j αj ·γ(tj)
∫
Rd
eiγ(t0)·α0ν(dα0) =
= ei
∑
j
∑
k[αj ]kγk(tj)
∫
Rd
ei
∑
i[γ(t0)]i [α0]i ν(dα0)
= e
i
∑
j
∑
k[αj ]k∆Bz
(
γ, g(k,tj)
) ∫
Rd
ei
∑
i ∆Bz(γ, g(i,t0)) [α0]i ν(dα0)
Therefore we have that f(γ) is of the required form
f(γ) =
∫
B-1HCM
ei
∑
j
∑
k αj∆Bz(γ, η)ρ( dη)
provided we take as complex Borel measure ρ on B-1HCM a Dirac-delta measure cen-
tered in η∗ =
∑
l[α0]l g(l,t0) +
∑
j
∑
k[αj ]k g(k,tj) times the measure ν( dα) on R
d, i.e.
ρ( dη) = ν( dα)δ( dη −
n∑
j=0
d∑
k=1
[αj ]k g(k,tj)) (3.25)
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where δ( dη − η∗) := δη∗( dη), δη∗ being the Dirac-delta measure centered in η∗.
Now we can apply the Definition 3.3 of the ∼integral . We have
∼∫
HCM
e
i
2
∆B(γ,γ)f(γ) dγ
def
=
∫
HCM
e−
i
2
∆B(η,η)ρ( dη)
=
∫
HCM
e−
i
2
∆B(η,η) δ( dη −
n∑
j=0
αj · gtj )ν( dα0)
=
∫
Rd
e
− i
2
∆B
(∑n
j=0
∑
k[αj ]k g(k,tj),
∑n
j′=0
∑
k′ [αj′ ]k′ g(k′,tj′ )
)
ν(α0)
=
∫
Rd
e
− i
2
∑n
j=0
∑
k
∑n
j′=0
∑
k′ [αj ]k[αj′ ]k′∆B
(
g(k,tj), g(k′,tj′ )
)
ν(α0)
=
∫
Rd
e−
i
2
∑n
j,j′=0 αj ·∆B(gtj ,[αj ]k gtj )·αj ν(α0) ,
where in the second equality we substituted the value of ρ from (3.25), in the third
equality we integrated with respect to the Dirac measure, in the fourth equality we used
bilinearity and the last equality follows changing notation according to Remark 3.11.
3.4 Application to the free n-point generating function
In this paragraph we shall give a representation of the n-point generating functional for
the free harmonic-oscillator in terms of the Feynman path integral. In particular we prove
that this free n-point generating functional is proportional to the expression
+∞∫
−∞
Ω0(x) I(f)(x) dx
where I(f)(x) is the Feynman path-integral presented in Definition 3.6 of the function
f given by
f(γ) = e
i
n∑
j=1
αjγ(tj)
Ω0(γ(t0)) (3.26)
where αj ∈ Rd for i = 1, . . . , d, and (as in Chapter 1),
Ω0(x) = det
(
1
pi
A
)1/4
e−
1
2
xAx (3.27)
is the free vacuum state of the free Hamiltonian H0
H0 = −1
2
4+ 1
2
xA2x , H0Ω0 =
1
2
TrAΩ0 (3.28)
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Remark 3.12. (i) Note that in the expression for the Hamiltonian H0 one has A
2 and
not A
2
z2
as it appears inside the expression for (γ,Bzγ)CM . This can be understood
heuristically remembering that it is the time t that, in our approach, becomes t/z,
but the Hamiltonian H0 remains unchanged, therefore the semi-group generated by
H0 becomes e
−H0 tz .
(ii) We can write Ω0 in the following form
Ω0(x) =
∫
Rd
eix·α0ν(dα0) (3.29)
if we define the measure
ν(dα0) = det(4pi
3A)−1/4e−
1
2
α0A−1α0dα0 (3.30)
To verify that this is the case, it is enough to substitute (3.30) inside (3.29) and com-
pute the n-dimensional Fourier transform of the (L2(Rd) normalized) d-dimensional
Gaussian det(4pi3A)−1/4e−
1
2
α0A−1α0 , α0 ∈ Rd.
We are now ready to state precisely the result we want to prove in this section.
Proposition 3.5. With notation as above, we have
for 0 ≤ t0 ≤ t1 ≤ · · · ≤ tn ≤ t , t, ti ∈ R , i = 1, . . . , n , and =(z) > 0
(
Ω0 , e
− iH0(t−tn)
z eiαnxe−
iH0(tn−tn−1)
z · · · e− iH0(t2−t1)z eiα1xe− iH0(t1−t0)z Ω0
)
=
= det
(
cos
(
A t−t0z
))− 1
2
∫
Rd
Ω0(x)

∼∫
γ(t)=x
e
i
2
z
t∫
t0
(
γ˙2−γ A2
z2
γ
)
dτ
e
i
n∑
j=1
αjγ(tj)
Ω0(γ(t0)) dγ
 dx
(3.31)
Remark 3.13. The formal expression on the right-hand side of (3.31) is to be understood
as the Feynman path integral in Definition 3.3. Therefore expression (3.31) can be written
(
Ω0 , e
− iH0(t−tn)
z eiαnxe−
iH0(tn−tn−1)
z · · · e− iH0(t2−t1)z eiα1xe− iH0(t1−t0)z Ω0
)
=
= det
(
cos
(
A t−t0z
))− 1
2
∫
Rd
Ω0(x)e
− i
2
xA tan
(
A
t−t0
z
)
x

∼∫
HCM
e
i
2
∆Bz(γ, γ)f(γ + βx) dγ
 dx
(3.32)
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with
βx(τ) =
cos(A t−τz )
cos(A t−t0z )
∆Bz(γ, γ) = z
∫ t
t0
(
γ˙2 − γA
2
z2
γ
)
dτ
f(γ) = e
i
n∑
j=1
αjγ(tj)
Ω0(γ(t0))
Before proving Proposition 3.5, we prove an intermediate result, that actually is inter-
esting on its own right.
Proposition 3.6. With notations as in Proposition 3.5 we have
I(x) := det
(
cos
(
A tz
))− 1
2
∫
Rd
Ω0(x)e
− i
2
xA tan
(
A
t−t0
z
)
x

∼∫
HCM
e
i
2
∆Bz(γ, γ)f(γ + βx) dγ
 dx
= det
(
2piA cos(A tz )e
−iA t
z
) 1
2
det(4pi3A)−1/4 (3.33)
· e− 12x A x · ei x ·
∑
j e
−iA t−tjz αj (3.34)
· e
− i
2
∑
i,j=1 αi
A−1 sin(A t−ti∨tj
z
)
e
−iA
(
t−ti∧tj
z
) αj
(3.35)
The proofs of these last two propositions will involve quite long calculations. For refer-
ence they are reproduced in detail. They will occupy all the remaining of this paragraph.
Proof (Proposition 3.6). Substituting (3.29) into (3.26) we obtain for f
f(γ) = e
i
n∑
j=1
αjγ(tj)
∫
Rd
eix·α0ν(dα0) (3.36)
where ν is explicitly given by (3.30). The function in (3.36) is of the type considered
in Proposition 3.4. Hence we can apply that proposition. If we write I(x) = I(f)(x) we
obtain
I(x) = e
− i
2
xA tan
(
A
t−t0
z
)
x
∼∫
HCM
e
i
2
(γ,Bzγ)CM f(γ + β) dγ
= e
− i
2
xA tan
(
A
t−t0
z
)
x
∼∫
HCM
e
i
2
(γ,Bzγ)CM ei
∑
j αj ·(γ(tj)+β(tj))Ω0(γ(t0) + β(t0)) dγ
= C
∼∫
HCM
e
i
2
(γ,Bzγ)CM ei
∑
j αj ·(γ(tj)+β(tj))
 ∫
Rd
ei(γ(t0)+β(t0))·α0ν(dα0)
 dγ
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where C := det(4pi3A)−1/4e−
i
2
xA tan
(
A
t−t0
z
)
x
. Note that by definition ∆Bz(η, η) =
(η,Bzη)CM for any η ∈ H. This gives for any γ in the real Hilbert space HCM ∆Bz(γ, η) =
(γ,Bzη)CM . Now we can apply Proposition 3.4 the the last line of the previous expression,
obtaining
= C
∫
Rd
e−
i
2
∑n
i,j=0 αi ∆Bz(gti , gtj )αjν(dα0)
= C
∫
Rd
e
− i
2
n∑
i=0,j=0
αi (gti ,Bzgtj )CMαj
e
i
∑
j=0
αj ·β(tj)
ν0(dα0)
= C · e
− i
2
n∑
i=1,j=1
αi (gti ,Bzgtj )CMαj
e
i
∑
j=1
αj ·β(tj)×
×
∫
Rd
e
− i
2
α0 (gt0 ,Bzgt0)CMα0 e
− i
2
∑
j=1 2α0 (gt0 ,Bzgtj )CMαj eiα0·β(t0)ν0(dα0)
We now use the following formula
∆Bz
(
g(τ,j), g(σ,i)
)
= g(τ,j)(σ, i) = g(σ,j)(τ, i)
that was considered previously as formula (3.22) in Remark 3.9. We obtain
= C · e
− i
2
n∑
i=1,j=1
αi gti (tj)αj
e
i
∑
j=1
αj ·β(tj)×
×
∫
Rd
e−
i
2
α0 gt0 (t0)α0 e−iα0
∑
j=1 gt0 (tj)αj eiα0·β(t0)ν0(dα0)
= C · e
− i
2
n∑
i=1,j=1
αi gti (tj)αj
e
i
∑
j=1
αj ·β(tj)
det(4pi3A)−1/4×
×
∫
Rd
dα0 e
− 1
2
α0 A−1 α0 e−
i
2
α0 gt0 (t0)α0e−iα0
∑
j=1 gt0 (tj)αj eiα0·β(t0)
We now substitute the expressions for the Green function gσ(τ) given by (3.23) and
for the auxiliary functions β(τ) given by (3.18). To finish the computation of I(x) we will
need the following expressions. We will use the notation z = a + ib for z ∈ C, =(z) > 0,
a, b ∈ R, and the observation that z−1 = a−ib
a2+b2
. First we obtain for the Green function
gσ(τ), from (3.23)
gzt0(tj) = A
−1 sin(A
t−tj
z )
cos(A t−t0z )
gzt0(t0) = A
−1 tan
(
A t−t0z
)
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=
i
(
e−iA
t−t0
z − eiA t−t0z
)
A
(
e−iA
t−t0
z + eiA
t−t0
z
)
= A−1
sin
(
2aA(t−t0)
a2+b2
)
− i sinh
(
2bA(t−t0)
a2+b2
)
cos
(
2aA(t−t0)
a2+b2
)
+ cosh
(
2bA(t−t0)
a2+b2
)
Moreover for the auxiliary functions β, be have from (3.18)
β(t0) =
1
cos
(
A t−t0z
) x , x ∈ Rd
Using these expressions, we obtain
I(x) = N ×
∫
Rd
dα0 e
− 1
2
α0 A−1 α0 e−
i
2
α0 A−1 tan(A tz )α0e−iα0·(−β(t0)+
∑
j=1 gt0 (tj)αj)
= N ×
∫
Rd
dα0 e
− 1
2
α0Kα0e−s·α0 (3.37)
Here we have introduced
K := A−1 (1 + i tan(A t−t0z )) (3.38)
s := i
−β(t0) +∑
j=1
gt0(tj)αj
 (3.39)
N := e−
i
2
xA tan
(
A
t−t0
z
)
x · e
− i
2
n∑
i=1,j=1
αi gti (tj)αj
e
i
∑
j=1
αj ·β(tj)
det(4pi3A)−1/4 (3.40)
Moreover, using again z = a+ib, we can explicitly separate the real from the imaginary
part of K
K = A−1
1 + sinh
(
2bA(t−t0)
a2+b2
)
cos
(
2aA(t−t0)
a2+b2
)
+ cosh
(
2bA(t−t0)
a2+b2
)

+ i A−1
sin
(
2aA(t−t0)
a2+b2
)
cos
(
2aA(t−t0)
a2+b2
)
+ cosh
(
2bA(t−t0)
a2+b2
)
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The expression for I(x) that we obtained is an n−dimensional bilateral Laplace Trans-
form. In principle our expression to make sense we would need to impose the condition
that <(K) > 0, i.e. for any λ eigenvalue of A we should require
1
λ
1 + 2 sinh
(
2bλ(t−t0)
a2+b2
)
cos
(
2aλ(t−t0)
a2+b2
)
+ cosh
(
2bλ(t−t0)
a2+b2
)
 > 0
But actually, remembering that b = =(z), we see that this previous relation is implied
by the condition
=(z) > 0
which we are assuming by hypothesis in the proposition we are proving right now.
We return to the computation of I(x). Performing the bilateral Laplace transform in
d-dimensions we obtain
I(x) = N ×
∫
Rd
dα0 e
− 1
2
α0Kα0e−s·α0
= N × det (2piK−1)1/2 × e 12 sK−1 s , (3.41)
with N as in (3.40).
Note that from (3.38) we get
K−1 = A
1 + i tan(A t−t0z )
=
A cos(A t−t0z )
cos(A t−t0z ) + i sin(A
t−t0
z )
= A cos(A t−t0z )e
−iA t−t0
z (3.42)
Remark 3.14. To compute I(x), it remains to perform several manipulations which, for
reference, we reproduce in detail in what follows. For the sake of not needlessly clutter
the formulas, in the following we will specialize to the particular case for which
t0
!
= 0
From (3.37), (3.41), (3.42), we get
I(x) = N × det
(
2piA cos(A tz )e
−iA t
z
) 1
2 × e 12 sA cos(A tz )e−iA
t
z s
= N × det
(
2piA cos(A tz )e
−iA t
z
) 1
2
× e− 12(−β(t0)+
∑
j=1 gt0 (tj)αj)A cos(A
t
z )e
−iA tz (−β(t0)+
∑
j=1 gt0 (tj)αj)
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= N × det
(
2piA cos(A tz )e
−iA t
z
) 1
2
· e− 12β(t0) A cos(A tz )e−iA
t
z β(t0)
· eβ(t0) A cos(A tz )e−iA
t
z
∑
j=1 gt0 (tj)αj
· e− 12
∑
i,j=1 αigt0 (ti) A cos(A
t
z )e
−iA tz gt0 (tj)αj
= N × det
(
2piA cos(A tz )e
−iA t
z
) 1
2
· e−
1
2
x 1
cos Az (t−t0)
A cos(A
t
z )e
−iA tz 1
cos Az (t−t0)
x
· ex
1
cos Az (t−t0)
A cos(A
t
z )e
−iA tz ∑
j=1 A
−1
sin
(
A
t−tj
z
)
cos(A tz )
αj
· e−
1
2
∑
i,j=1 αiA
−1
sin
(
A
t−ti
z
)
cos(A tz )
A cos(A
t
z )e
−iA tz A−1
sin
(
A
t−tj
z
)
cos(A tz )
αj
= N × det
(
2piA cos(A tz )e
−iA t
z
) 1
2
· e−
1
2
x Ae
−iA tz
cos Az (t−t0)
x
· ex e
−iA tz ∑
j=1
sin
(
A
t−tj
z
)
cos(A tz )
αj
· e−
1
2
∑
i,j=1 αie
−iA tz A−1
sin
(
A
t−ti
z
)
sin
(
A
t−tj
z
)
cos(A tz )
αj
We now reintroduce the actual value for N as given by (3.40)
I(x) = e
− i
2
xA tan
(
A
t−t0
z
)
x
e
− i
2
n∑
i=1,j=1
αi gti (tj)αj
e
i
∑
j=1
αj ·β(tj)×
× det(4pi3A)−1/4) det
(
2piA cos(A tz )e
−iA t
z
) 1
2 ×
× e−
1
2
x Ae
−iA tz
cos Az (t−t0)
x · ex e
−iA tz ∑
j=1
sin
(
A
t−tj
z
)
cos(A tz )
αj
· e−
1
2
∑
i,j=1 αie
−iA tz A−1
sin
(
A
t−ti
z
)
sin
(
A
t−tj
z
)
cos(A tz )
αj
Note now that
sin
(
A t−tiz
)
sin
(
A
t−tj
z
)
= sin
(
A
t−ti∨tj
z
)
sin
(
A
t−ti∧tj
z
)
therefore
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I(x) = e
− i
2
xA tan
(
A
t−t0
z
)
x×
× det
(
2piA cos(A tz )e
−iA t
z
) 1
2
det(4pi3A)−1/4
· e−
1
2
x Ae
−iA tz
cos Az (t−t0)
x
· ex e
−iA tz ∑
j=1
sin
(
A
t−tj
z
)
cos(A tz )
αj
e
i
∑
j=1
αj ·β(tj)
· e−
1
2
∑
i,j=1 αie
−iA tz A−1
sin
(
A
t−ti
z
)
sin
(
A
t−tj
z
)
cos(A tz )
αj
e
− i
2
n∑
i=1,j=1
αi gti (tj)αj
= e
− i
2
xA tan
(
A
t−t0
z
)
x×
× det
(
2piA cos(A tz )e
−iA t
z
) 1
2
det(4pi3A)−1/4
· e−
1
2
x Ae
−iA tz
cos Az (t−t0)
x
· ex e
−iA tz ∑
j=1
sin
(
A
t−tj
z
)
cos(A tz )
αj
e
i
∑
j=1
αj · cos
A
z (tj−t0)
cos Az (t−t0)
x
· e−
1
2
∑
i,j=1 αie
−iA tz
sin
(
A
t−ti∨tj
z
)
sin
(
A
t−ti∧tj
z
)
A cos(A tz )
αj
· e
− i
2
n∑
i=1,j=1
αi
sin
(
A
t−ti∨tj
z
)
cos
(
A
ti∧tj
z
)
A cos(A tz )
αj
In the last two lines of the previous expression we have the expressions
e
− 1
2
∑
i,j=1 αie
−iA tz
sin
(
A
t−ti∨tj
z
)
sin
(
A
t−ti∧tj
z
)
A cos(A tz )
αj
e
− i
2
n∑
i=1,j=1
αi
sin
(
A
t−ti∨tj
z
)
cos
(
A
ti∧tj
z
)
A cos(A tz )
αj
which can be written as an exponential to the “quadratic form”
∑
ij αiQijαj where
Qij is given by
Qij = e
−iA t
z
sin
(
A
t−ti∨tj
z
)
sin
(
A
t−ti∧tj
z
)
A cos(A tz )
+ i
sin
(
A
t−ti∨tj
z
)
cos
(
A
ti∧tj
z
)
A cos
(
A tz
)
We can simplify this expression as follows
Qij = e
−iA t
z
sin
(
A
t−ti∨tj
z
)
sin
(
A
t−ti∧tj
z
)
A cos(A tz )
+ i
sin
(
A
t−ti∨tj
z
)
cos
(
A
ti∧tj
z
)
A cos
(
A tz
)
=
sin
(
A
t−ti∨tj
z
)
A cos(A tz )
{
e−iA
t
z sin
(
A
t−ti∧tj
z
)
+ i cos
(
A
ti∧tj
z
)}
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=
sin
(
A
t−ti∨tj
z
)
A cos(A tz )
1
2i
{
e−iA
t
z
(
eiA
t−ti∧tj
z − e−iA
t−ti∧tj
z
)
−
(
eiA
ti∧tj
z + e−iA
ti∧tj
z
)}
=
sin
(
A
t−ti∨tj
z
)
A cos(A tz )
i
2
(
e−iA
t−ti∧tj
z + eiA
ti∧tj
z
)
=
sin
(
A
t−ti∨tj
z
)
A cos(A tz )
i
2
(
e−iA
2t
z + 1
)
eiA
ti∧tj
z
= sin
(
A
t−ti∨tj
z
) i
A
(
e−iA
2t
z + 1
eiAt + e−iAt
)
eiA
ti∧tj
z
= sin
(
A
t−ti∨tj
z
) i
A
e−iA
t
z eiA
ti∧tj
z
= iA−1 sin
(
A
t−ti∨tj
z
)
e
−iA
(
t−ti∧tj
z
)
moreover, the part in the exponent that is linear in the αj ’s and multiplies x, i.e. the
part of the exponent of the form x
∑
j qjαj , can be simplified as follows
qj = e
−iA t
z
sin
(
A
t−tj
z
)
cos(A tz )
+ i
cos Az (tj − t0)
cos Az (t− t0)
=
1
cos(A t−t0z )
1
2i
(
e−iA
t
z (eiA
t−tj
z − e−iA
t−tj
z )− (eiA
tj−t0
z + e−iA
tj−t0
z )
)
=
1
cos(A t−t0z )
i
2
(
e−iA
2t−tj
z + eiA
tj−t0
z
)
=
1
cos(A t−t0z )
i
2
(
e−iA
2t
z + 1
)
eiA
tj−t0
z
= i
(
e−iA
2t
z + 1
)
eiA
t−t0
z + e−iA
t−t0
z
eiA
tj−t0
z
= ie−iA
t−t0
z eiA
tj−t0
z
= ie−iA
t−tj
z
Finally the term Ae
−iA tz
cos A
z
(t−t0) can be written (we are using for convenience t
!
= 0)
Ae−iA
t
z
cos(A tz )
= A
(
1− i tan (A tz ))
After all these calculations we get
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I(x) = e
− i
2
xA tan
(
A
t−t0
z
)
x×
× det
(
2piA cos(A tz )e
−iA t
z
) 1
2
det(4pi3A)−1/4
· e− 12x A(1−i tan(A tz )) x
· ei x ·
∑
j e
−iA t−tjz αj
· e
− i
2
∑
i,j=1 αi
A−1 sin(A t−ti∨tj
z
)
e
−iA
(
t−ti∧tj
z
) αj
= det
(
2piA cos(A tz )e
−iA t
z
) 1
2
det(4pi3A)−1/4
· e− 12x A x · ei x ·
∑
j e
−iA t−tjz αj
· e
− i
2
∑
i,j=1 αi
A−1 sin(A t−ti∨tj
z
)
e
−iA
(
t−ti∧tj
z
) αj
Now that we have casted I(x) into a simpler form we turn to the proof of Proposition
3.5.
Proof (Proposition 3.5). We need to calculate∫
Rd
I(x)Ω0(x)dx
with I(x) the expression just obtained in the previous Proposition 3.6. We get
∫
Rd
I(x)Ω0(x)dx = det
(
2piA cos(A tz )e
−iA t
z
) 1
2
det(4pi3A)−1/4
· e
− i
2
∑
i,j=1 αi
A−1 sin(A t−ti∨tj
z
)
e
−iA
(
t−ti∧tj
z
) αj
·
∫
Rd
e−
1
2
x A x ei x ·
∑
j e
−iA t−tjz αj Ω0(x)dx
Inserting the expression for the vacuum Ω0, we obtain
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∫
Rd
I(x)Ω0(x)dx = det
(
2piA cos(A tz )e
−iA t
z
) 1
2
det(4pi3A)−1/4
· e
− i
2
∑
i,j=1 αi
A−1 sin(A t−ti∨tj
z
)
e
−iA
(
t−ti∧tj
z
) αj
·
∫
Rd
e−
1
2
x A x ei x ·
∑
j e
−iA t−tjz αj det
(
1
pi
A
)1/4
e−
1
2
xAxdx
We now collect the constants in front of the integration
∫
Rd
I(x)Ω0(x)dx = det
(
A
pi
cos(A tz )e
−iA t
z
) 1
2
· e
− i
2
∑
i,j=1 αi
A−1 sin(A t−ti∨tj
z
)
e
−iA
(
t−ti∧tj
z
) αj
·
∫
Rd
e−x A x ei x ·
∑
j e
−iA t−tjz αj dx
If we now define
ξ =
∑
j
e−iA
t−tj
z αj
then the integral in the last line can be readily computed being a Fourier transform of
a Gaussian, i.e. we have
∫
Rd
e−x A x ei x ·
∑
j e
−iA t−tjz αj dx =
∫
Rd
e−x A x ei x · ξ dx
= det(piA−1)1/2e−
1
4
ξ A−1 ξ
If we reinsert in this result the expression for ξ and substitute what we obtain in our
previous calculation for the quantity
∫
Rd I(x)Ω0(x) dx, we obtain
∫
Rd
I(x)Ω0(x)dx = det
(
cos(A tz )e
−iA t
z
) 1
2
· e
− i
2
∑
i,j=1 αi
A−1 sin(A t−ti∨tj
z
)
e
−iA
(
t−ti∧tj
z
) αj
· e− 14
∑
ij αie
−iA t−tiz A−1 e−iA
t−tj
z αj
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Now, again, the last two lines can be written as an exponential of a “quadratic form”∑
ij αiGijαj where Gij is given by
Gij = 2i
(
A−1 sin
(
A
t− ti ∨ tj
z
)
e
−iA
(
t−ti∧tj
z
))
+ e−iA
t−ti
z A−1 e−iA
t−tj
z
We can now employ similar calculations as the one for simplifying Qij . Explicitly we
have
Gij = 2i
(
A−1 sin
(
A
t− ti ∨ tj
z
)
e
−iA
(
t−ti∧tj
z
))
+ e−iA
t−ti
z A−1 e−iA
t−tj
z
= 2i
(
A−1 sin
(
A
t− ti ∨ tj
z
)
e
−iA
(
t−ti∧tj
z
))
+A−1 e−iA
2t−ti∨tj−ti∧tj
z
= A−1
{(
eiA
t−ti∨tj
z − e−iA
t−ti∨tj
z
)
e
−iA
(
t−ti∧tj
z
)
+ e−iA
2t−ti∨tj−ti∧tj
z
}
= A−1
{
e−iA
ti∨tj−ti∧tj
z − e−iA
2t−ti∨tj−ti∧tj
z + e−iA
2t−ti∨tj−ti∧tj
z
}
= A−1e−iA
ti∨tj−ti∧tj
z
= A−1e−iA
|ti−tj|
z
We have finally arrived at the end of our computation.
Reintroducing a t0 6= 0 we have found
∫
Rd
I(x)Ω0(x)dx = det
(
cos(A t−t0z )e
−iA t−t0
z
) 1
2 · e− 14
∑
ij αi A
−1e−iA
|ti−tj |
z αj
= det
(
cos(A t−t0z )
) 1
2 e−iTrA
t−t0
2z · e− 14
∑
ij αi A
−1e−iA
|ti−tj |
z αj
We compare now this expression with what was proved in Proposition 1.7, getting
for t0 ≤ t1 ≤ · · · ≤ tn ≤ t , =(z) > 0
(
Ω0 , e
− iH0(t−tn)
z eiαnxe−
iH0(tn−tn−1)
z · · · e− iH0(t2−t1)z eiα1xe− iH0(t1−t0)z Ω0
)
= e−
iTrA
2z
(t−t0)e−
1
4
∑
ij αi A
−1e−iA
|ti−tj |
z αj (3.43)
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3.5 Application to the Quantum Anharmonic Oscillator
We now consider an An-harmonic Oscillator described by the following Hamiltonian
H = H0 + V
where, as usual, H0 = −12 4 + 12xA2x is the Hamiltonian of the harmonic oscillator,
and V is the multiplication operator by a function V (x) in the Fresnel space F(Rd).
Note that V ∈ F(Rd) implies that V is a bounded function. We will need the following
Proposition 3.7. Let V (x) be a bounded function from Rd in C. Let H = H0 + V as
above. Then we have the following norm convergent series expansion
for =(z) > 0
e−iH
t−t0
z =
∞∑
n=0
(
− i
z
)n
t0≤
∫
t1
· · ·
≤···≤
∫
tn≤t
e−
iH0(t−tn)
z V (x)e−
iH0(tn−tn−1)
z · · ·
· · · e− iH0(t2−t1)z V (x) e− iH0(t1+t0)z dt1 · · · dtn (3.44)
Proof. Let
t0 ≤ τ ≤ t
Then define the following bounded operator
U(t, τ, t0) = e
− i
z
H0(t−τ)e−
i
z
H(τ−t0)e−
i
z
H0t0
We know from Chapter 1 that e−
i
z
H0(t−τ) is an analytic semi-group. We can therefore
differentiate with respect to τ obtaining
∂
∂τ
U(t, τ, t0) = e
− i
z
H0(t−τ)
(
− i
z
H
)
e−
i
z
H(τ−t0)e−
i
z
H0t0
+
(
i
z
H0
)
e−
i
z
H0(t−τ)e−
i
z
H(τ−t0)e−
i
z
H0t0
= e−
i
z
H0(t−τ)
(
− i
z
V
)
e−
i
z
H(τ−t0)e−
i
z
H0t0
= e−
i
z
H0(t−τ)
(
− i
z
V
)
e+
i
z
H0(t−τ)e−
i
z
H0(t−τ)e−
i
z
H(τ−t0)e−
i
z
H0t0
=
(
− i
z
)
e−
i
z
H0(t−τ)V (x)e+
i
z
H0(t−τ) U(t, τ, t0)
Now integrating in dτ both sides between t0 and tn with
t0 ≤ tn ≤ t
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we obtain
U(t, t′, t0) = e−
i
z
H0t − i
z
t′∫
t0
e−
i
z
H0(t−t′′)V (x)e+
i
z
H0(t−t′′) U(t, t′′, t0) dt′′ (3.45)
This is a recursive integral relation. Iterating it one time we obtain
U(t, t′, t0) = e−
i
z
H0t − i
z
t′∫
t0
e−
i
z
H0(t−t′′)V (x)e+
i
z
H0(t−t′′) e−
i
z
H0t dt′′
+
(
− i
z
)2 t′∫
t0
 t′′∫
t0
e−
i
z
H0(t−t′′)V (x)e+
i
z
H0(t−t′′)
·e− izH0(t−t′′′)V (x)e+ izH0(t−t′′′) U(t, t′′′, t0) dt′′′
)
dt′′
= e−
i
z
H0t − i
z
t′∫
t0
e−
i
z
H0(t−t′′)V (x)e−
i
z
H0t′′ dt′′
+
(
− i
z
)2 t′∫
t0
 t′′∫
t0
e−
i
z
H0(t−t′′)V (x)e−
i
z
H0(t′′−t′′′)V (x)e+
i
z
H0(t−t′′′) U(t, t′′′, t0) dt′′′
 dt′′
From this, remembering that
U(t, τ, t0) = e
− i
z
H0(t−τ)e−
i
z
H(τ−t0)e−
i
z
H0t0
we obtain
U(t, t′, t0) = e−
i
z
H0(t−t′)e−
i
z
H(t′−t0)e−
i
z
H0t0
= e−
i
z
H0t − i
z
t′∫
t0
e−
i
z
H0(t−t′′)V (x)e−
i
z
H0t′′ dt′′
+
(
− i
z
)2 t′∫
t0
 t′′∫
t0
e−
i
z
H0(t−t′′)V (x)e−
i
z
H0(t′′−t′′′)V (x)e−
i
z
H(t′′′−t0)e−
i
z
H0t0 dt′′′
 dt′′
Iterating this procedure N times we obtain, using Fubini’s theorem:
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e−
i
z
H(t−t0) =
N−1∑
n=0
(
− i
z
)n
t0≤
∫
t1
· · ·
≤···≤
∫
tn≤t
e−
iH0(t−tn)
z V (x)e−
iH0(tn−tn−1)
z · · ·
· · · e− iH0(t2−t1)z V (x) e− iH0(t1−t0)z dt1 · · · dtn
+
(
− i
z
)N
t0≤
∫
t1
· · ·
≤···≤
∫
tN≤t
e−
iH0(t−tN )
z V (x)e−
iH0(tN−tN−1)
z · · ·
· · · e− iH0(t2−t1)z V (x) e− iH(t1−t0)z dt1 · · · dtN (3.46)
We want to prove that this expression is convergent. We will then show that also the
right-hand side of (3.44) is convergent and converges to the same limit. We use the fact
that for bounded operators B1, . . . , Bn, the norm of which we denote by |Bj |, j = 1, . . . , n,
the following relation holds
|B1 · · ·Bn| ≤ |B1| · · · |Bn|
Also, we will use the following expression for the volume integral of an “(N+1)-
dimensional pyramid”
t∫
t0
 tN∫
t0
· · ·
 t2∫
t0
 t1∫
t0
1 dτ
 dt1
 · · · dtN−1
 dtN = tN+1
(N + 1)!
Therefore we have, for example for the multiple integral in the last term of (3.46), the
following relation, for any x ∈ Rd
∣∣∣∣∣∣
t0≤
∫
t1
· · ·
≤···≤
∫
tN≤t
e−
iH0(t−tN )
z V (x)e−
iH0(tN−tN−1)
z · · ·
· · · e− iH0(t2−t1)z V (x) e− iH(t1−t0)z dt1 · · · dtN
∣∣∣∣∣∣ ≤ |V (x)|
N+1 tN+1
(N + 1)!
Therefore the series on the right-hand side of (3.46) is convergent in norm, since it is
dominated by a series of the form
∑
k
(const.)k
k!
with const. = |V (x)|t independent of k.
By the same reasoning, one has that also the right-hand side of (3.44) is convergent.
Moreover, the right-hand side of (3.46) and the right-hand side of (3.44) have the same
limit being the difference of the N -th partial sum dominated pointwise by
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|V (x)|N+1 tN+1
(N + 1)!
We have therefore proved the expression (3.44).
We now state and prove the main result of this chapter, which expresses the n-point
generating functions for the case of the Anharmonic Oscillator in terms of the Feynman
path integral.
Theorem 3.8. Let
H = H0 + V
where H0 is the Hamiltonian of the harmonic-oscillator and V is the multiplication
operator such that, for φ ∈ L2(Rd), we have (V φ)(x) = V (x)φ(x), with V ∈ F(Rd).
Let αj ∈ Rd for j = 1, . . . , n.
Then
for t0 ≤ t1 ≤ · · · ≤ tn ≤ t , t, ti ∈ R , i = 1, . . . , n , =(z) > 0
(
Ω0 , e
− iH(t−tn)
z eiαnxe−
iH(tn−tn−1)
z · · · e− iH(t2−t1)z eiα1xe− iH(t1−t0)z Ω0
)
=
= det
(
cos
(
A (t−t0)z
)) 1
2
∫
Rd
Ω0(x)

∼∫
γ(t)=x
e
i
2
z
t∫
t0
(
γ˙2−γ A2
z2
γ−V (γ)
z2
)
dτ
e
i
n∑
j=1
αjγ(tj)
Ω0(γ(t0)) dγ
 dx (3.47)
Remark 3.15. As before, the formal expression on the right-hand side of (3.47) is to be
intended as the Feynman path integral in Definition 3.3.
If we employ the notation
βx(τ) =
cos(A t−τz )
cos(A t−t0z )
, f(γ) = e
i
n∑
j=1
αjγ(tj)
Ω0(γ(t0))
then expression (3.47) can be written
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(
Ω0 , e
− iH(t−tn)
z eiαnxe−
iH(tn−tn−1)
z · · · e− iH(t2−t1)z eiα1xe− iH(t1−t0)z Ω0
)
=
= det
(
cos
(
A t−t0z
))− 1
2
∫
Rd
Ω0(x)e
− i
2
xA tan
(
A
t−t0
z
)
x

∼∫
HCM
e
i
2
z
t∫
t0
(
γ˙2−γ A2
z2
γ−V (γ)
z2
)
dτ
f(γ + βx) dγ
 dx (3.48)
Proof. Consider each of the factor in the left-hand side of (3.47) of the form
e−
iH(tj−tj−1)
z j = 1, . . . , n+ 1 (3.49)
with tn+1 := t. Each of these n+ 1 factors can be expanded according to Proposition
3.7. Performing this expansion we obtain for the left-hand side of (3.47)
(
Ω0 , e
− iH(t−tn)
z eiαnxe−
iH(tn−tn−1)
z · · · e− iH(t2−t1)z eiα1xe− iH(t1−t0)z Ω0
)
=
Ω0 ,∑
kn
(
− i
z
)kn ∫
· · ·
∫
t>···>tn
e−
iH0(t−t
(n)
kn
)
z V (x)e−
iH0(t
(n)
kn
−t(n)
kn−1)
z · · ·
· · · e−
iH0(t
(n)
2 −t
(n)
1 )
z V (x)e−
iH0(t
(n)
1 −tn)
z dt
(n)
kn
· · · dt(n)1 dtn eiαnx×
×
∑
kn−1
(
− i
z
)kn−1 ∫
· · ·
∫
tn>···>tn−1
e−
iH0(t−t
(n−1)
kn−1 )
z V (x)e−
iH0(t
(n−1)
kn−1 −t
(n−1)
kn−1−1)
z · · ·
· · · e−
iH0(t
(n−1)
2 −t
(n−1)
1 )
z V (x)e−
iH0(t
(n−1)
1 −tn−1)
z dt
(n−1)
kn−1 · · · dt
(n−1)
1 dtn−1 e
iαn−1x×
· · · · · · · · ·∑
k1
(
− i
z
)k1 ∫
· · ·
∫
t2>···>t1
e−
iH0(t−t
(1)
k1
)
z V (x)e−
iH0(t
(1)
k1
−t(n)
k1−1)
z · · ·
· · · e−
iH0(t
(1)
2 −t
(1)
1 )
z V (x)e−
iH0(t
(1)
1 −t1)
z dt
(1)
k1
· · · dt(1)1 dt1 eiα1x×∑
k0
(
− i
z
)k0 ∫
· · ·
∫
t1>···>t0
e−
iH0(t1−t
(0)
k0
)
z V (x)e−
iH0(t
(0)
k0
−t(0)
k0−1)
z
· · · e−
iH0(t
(0)
2 −t
(0)
1 )
z V (x)e−
iH0(t
(0)
1 −t0)
z Ω0

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Now, by the strong convergence of the expression in Proposition 3.7, for each of these
n + 1 sums in the variables kn, . . . , k0, we can interchange the scalar product with the
sums and integrals, obtaining
(
Ω0 , e
− iH(t−tn)
z eiαnxe−
iH(tn−tn−1)
z · · · e− iH(t2−t1)z eiα1xe− iH(t1−t0)z Ω0
)
=
∑
kn
· · ·
∑
k0
(
− i
z
)kn
· · ·
(
− i
z
)k0 ∫
· · ·
∫
t>···>tn
· · ·
∫
· · ·
∫
t1>···>t0
(
Ω0 ,
e−
iH0(t−t
(n)
kn
)
z V (x)e−
iH0(t
(n)
kn
−t(n)
kn−1)
z · · · e−
iH0(t
(n)
2 −t
(n)
1 )
z V (x)e−
iH0(t
(n)
1 −tn)
z eiαnx ×
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
e−
iH0(t1−t
(0)
k0
)
z V (x)e−
iH0(t
(0)
k0
−t(0)
k0−1)
z · · · e−
iH0(t
(0)
2 −t
(0)
1 )
z V (x)e−
iH0(t
(0)
1 −t0)
z Ω0
)
Now by hypothesis V ∈ F(Rd), i.e.
V (x) =
∫
Rd
eix·yµV ( dy)
where µV is a complex Borel measure in Rd. Again we can exchange each integration
with respect of µV with the scalar product with respect to the vacuum Ω0 because of the
continuity of the scalar product. Hence we are left with an expression inside the scalar
product with respect to Ω0 of the form
(
Ω0 , e
− iH0(t−t
(n)
kn
)
z eix·y
(n)
kn e−
iH0(t
((n))
kn
−t(n)
kn−1)
z · · · e−
iH0(t
(n)
2 −t
(n)
1 )
z eix·y
(n)
1 e−
iH0(t
(n)
1 −tn)
z eiαnx ×
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
× e−
iH0(t1−t
(0)
k0
)
z eix·y
(0)
kn e−
iH0(t
(0)
k0
−t(0)
k0−1)
z · · · e−
iH0(t
(0)
2 −t
(0)
1 )
z eix·y
(0)
1 e−
iH0(t
(0)
1 −t0)
z Ω0
)
(3.50)
We now apply Proposition 3.5 to each of these terms. We get that (3.50) is equal to
det(· · · )−1/2
∫
Rd
Ω0(x
′)

∼∫
e−
i
2
∆Bz(γ, γ) ei
∑kn
jn=1
γ(t
(n)
jn
) · y(n)jn eiαnx · · ·
· · · ei
∑k1
j1=1
γ(t
(1)
j1
) · y(1)j1 eiαnx × ei
∑k0
j0=1
γ(t
(0)
j0
) · y(0)j0 dγ
 dx′ (3.51)
were for brevity we wrote det(· · · )−1/2 for det (cos (A t−t0z ))− 12 .
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Therefore thus far we have obtained that
(
Ω0 , e
− iH(t−tn)
z eiαnxe−
iH(tn−tn−1)
z · · · e− iH(t2−t1)z eiα1xe− iH(t1−t0)z Ω0
)
=
=
∑
kn
· · ·
∑
k0
(
− i
z
)kn
· · ·
(
− i
z
)k0 ∫
· · ·
∫
t>···>tn
· · ·
∫
· · ·
∫
t1>···>t0
∫
Rd
· · ·
∫
Rd
×
× det(· · · )−1/2
∫
Rd
Ω0(x
′)

∼∫
e−
i
2
∆Bz(γ, γ) ei
∑kn
jn=1
γ(t
(n)
jn
) · y(n)jn eiαnγ(tn) · · ·
· · · ei
∑k1
j1=1
γ(t
(1)
j1
) · y(1)j1 eiαnγ(t1) × ei
∑k0
j0=1
γ(t
(0)
j0
) · y(0)j0 dγ
 dx′ µV ( dy(n)kn ) · · ·µV ( dy(0)k0 )×
× dtn dt(n)1 · · · dt(n)kn · · · dt1 dt
(1)
1 · · · dt(1)k1 dt
(0)
1 · · · dt(0)k0
But each sum is strongly convergent in F(H). Moreover we can apply the analogue
of Fubini theorem for the ∼integral (as explained in [1, pp. 14-15]) to each integration
allowing us to exchange each integral with the ∼integral . Therefore we can exchange both
the sums and the integral with the ∼integral , obtaining
(
Ω0 , e
− iH(t−tn)
z eiαnxe−
iH(tn−tn−1)
z · · · e− iH(t2−t1)z eiα1xe− iH(t1−t0)z Ω0
)
=
= det(· · · ) 12
∫
Rd
Ω0(x)

∼∫
γ(t)=x
e
i
2
z
t∫
t0
(
γ˙2−γ A2
z2
γ−V (γ)
z2
)
dτ
e
i
n∑
j=1
αjγ(tj)
Ω0(γ(t0)) dγ
 dx ,
which is what we intended to prove.
Chapter 4
Vacuum Averaged Feynman Path
Integral
In this chapter we will study the ∼integral defined on a different Hilbert space. In the
previous Chapter 3 we considered the space of paths as absolutely continuous functions
from a bounded interval into Rd. Now we will take as paths functions from the whole
real line R into Rd. Therefore, in the present situation the time variable is allowed to
go from −∞ to +∞. At the end of this chapter we will obtain a result similar to the
Theorem 3.8 proved in the previous chapter. The results obtained here will be related to
the previous ones and the relations between the two approaches will allow a very interesting
interpretation of “vacuum averages”.
Let us consider the Sobolev space H1(R;Rd)
H1(R;Rd) = {γ ∈ L2(R;Rd) ∣∣ γ˙ ∈ L2(R;Rd)}
where γ˙ is to be intended as the weak derivative of γ (i.e. the derivative in the
distributional sense).
Remark 4.1. We are considering spaces of functions of a single variable (γ : R → Rd).
Therefore there is a local characterization of the Sobolev spaces in terms of absolutely
continuous functions [11, Section 4.9, Theorem 1, p.163]. In particular if γ ∈ H1(R;Rd),
then γ is represented (almost everywhere) by an absolutely continuous function.
The space H1(R;Rd) becomes a Hilbert space under the following scalar product
(γ1, γ2)H1 =
∞∫
−∞
(γ˙1γ˙2 + γ1γ2) dτ
Along with the Sobolev space H1(R;Rd) we can consider its complexification, i.e. the
spaces
H1(R;Cd) = {γ ∈ L2(R;Cd) ∣∣ γ˙ ∈ L2(R;Cd)}
with the respective complex scalar product defined by
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(γ1, γ2)H1 =
∞∫
−∞
(
γ˙1γ˙2 + γ1γ2
)
dτ
Let us now introduce the space
L2(R, (1 + |ξ|2)dξ;Cd) = {f ∈ L2(R;Cd) ∣∣ √1 + |ξ|2f ∈ L2(Rd)}
This space, equipped with the scalar product
(f, g)ξ =
+∞∫
−∞
f(ξ)(1 + |ξ|2)g(ξ)dξ
becomes a Hilbert space. The two spaces L2(R, (1 + |ξ|2)dξ;Cd) and H1(R;Cd) are
closely related to each other. In fact, using the Plancherel theorem and the rules for Fourier
transforming the (weak) derivative of a function, we have that the Fourier transform F is
an isometric-isomorphism between L2(R, (1 + |ξ|2)dξ;Cd) and H1(R;Cd). In particular,
for any γ ∈ H1(R;Cd), if we denote by γˆ the Fourier transform of γ, then we have that
γˆ ∈ L2(R, (1 + |ξ|2)dξ;Cd) and the following Parseval identity holds
(γ1, γ2)H1 = (γˆ1, γˆ2)ξ for all γ1, γ2 ∈ H1(R;Cd) (4.1)
Moreover, if one considers H1(R;Rd) as embedded in H1(R;Cd), then the isometric-
isomorphism just described gives rise to an induced isomorphism from H1(R;Rd) into a
subspace of L2(R, (1 + |ξ|2)dξ;Cd) (with induced scalar product) given by the functions
γˆ ∈ L2(R, (1 + |ξ|2)dξ;Cd) such that
γˆ(ξ) = γˆ(−ξ)
We can denote such a subspace of L2(R, (1+ |ξ|2)dξ;Cd) by Hˆ1(R;Rd) and still denote
the scalar product on Hˆ1(R;Rd), which is the restriction of the scalar product (·, ·)ξ on
L2(R, (1 + |ξ|2)dξ;Cd), by (·, ·)ξ.
This isometric-isomorphism between H1(R;Rd) and Hˆ1(R;Rd), induced by the Fourier
transform, will be employed to explicitly calculate quantities in a simpler and more trans-
parent way.
Consider, now, the symmetric operator on H1(R;Rd) defined implicitly by
(γ,Bγ)H1 =
+∞∫
−∞
(
γ˙(τ)2 − γA2γ) dτ (4.2)
D(B) = {γ ∈ H1(R;Rd) ∣∣ γ has compact support}
By the previously explained isomorphism between L2(R, (1+|ξ|2)dξ;Cd) andH1(R;Rd)
we can consider, instead of B the operator on L2(R, (1 + |ξ|2)dξ;Cd) given by
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B˜ = FBF∗
D(B˜) = F (D(B))
We can explicitly represent B˜ as
(B˜γˆ)(ξ) =
|ξ|2 −A2
1 + |ξ|2 γˆ(ξ)
Moreover, the Fourier transoform, of an L2(R;Rd) function of compact support, is a
smooth function (i.e. infinitely differentiable), because
∣∣∣ ddξ γˆ(ξ)∣∣∣ = ∣∣∣∫support(γ) iteiξtγ(t)dt∣∣∣ <
∞, as seen, e.g., by Schwarz inequality and similarly for the higher derivatives. Therefore
the domain of B˜ is explicitly given by
D(B˜) = Hˆ1(R;Rd) ∩ C∞(R,Rd)
Now, as before, we want to generalize the expression (4.2) to the case where τ is scaled
by a complex parameter. Heuristically we imagine of sending τ  τz with z ∈ C, =(z) >
0. This “extention to complex times” is to some extent arbitrary. Among the possible
definitions the one we will chose for our aims is as follows. Define an operator B˜z
B˜z : Hˆ
1(R,Rd) −→ L2(R, (1 + |ξ|2)dξ;Cd)
for z ∈ C, =(z) > 0, by
(B˜zγˆ)(ξ) = z
|ξ|2 − A2z
1 + |ξ|2 γˆ(ξ) (4.3)
then the operator Bz generalizing B in the case of complex z, for =(z) > 0, will be
obtained “Fourier anti-transforming” B˜z, i.e.
Bz = F∗B˜zF (4.4)
We have the following sesquilinear forms associated with the operators Bz and B˜z
respectively
(γ,Bzγ)H1 = z
+∞∫
−∞
(
γ˙2 − γA
2
z
γ
)
dτ (4.5)
(
γˆ, B˜zγˆ
)
ξ
= z
+∞∫
−∞
γˆ
(
ξ2 − A
2
z
)
γˆdξ (4.6)
Note that in equation (4.5) we needed the scalar product (γ,Bzγ)H1 on the complex
Hilbert spaces H1(R;Cd) because the operator Bz : H1(R;Rd) −→ H1(R;Cd).
Now we note that under the assumption that
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=(z) > 0
the “generalization” from B to Bz brings about a simplification, because now the
operator Bz for =(z) > 0 has a bounded inverse. This was not the case for B. More
precisely, Bz as an operator from L
2(R, (1 + |ξ|2)dξ;Cd) into L2(R, (1 + |ξ|2)dξ;Cd) is a
bounded operator and has bounded inverse B−1z given by
B−1z γˆ(ξ) =
ξ2 + 1
ξ2 − A2z
γˆ(ξ) (4.7)
In fact this inverse operator is bounded and well defined because ξ ∈ R therefore being
=(z) > 0 the denominator in (4.7) is never equal to zero and the map ξ −→ ξ2+1
ξ2−A2
z2
is
continuous and bounded.
Remark 4.2. The situation would be different if we were to allow the case =(z) ≥ 0, |z| 6= 0.
In particular for z ∈ R, the inverse operator B−1z does not exist as a bounded operator
defined on all L2(R, (1+|ξ|2)dξ;Cd). Nevertheless one could extend all the results presented
in this chapter to this more difficult situation, using, in place of the inverse operator an
inverse form. Indeed, the definition of the ∼integral in terms of inverse forms for the case
=(z) = 0, with z = 1, has already been discussed in detail in [1, Chapter 6] and could be
straightforwardly generalized to the case z ∈ R. For this reason we shall only deal with
the case z ∈ C, =(z) > 0.
Remark 4.3. We defined in Chapter 2, Definition 2.5, the ∼integral for an abstract real
Hilbert space H. In the present context we have the real Hilbert space H1(R;Rd) and
its complexification H1(R;Cd). Moreover we have that Bz : H1(R;Rd) −→ H1(R;Cd).
Therefore, to be specific, in the present setting we will employ the following definition
∼∫
H1(R;Rd)
e
i
2
(x,Bzx)H1f(x) dx
def
=
∫
H1(R;Rd)
e
− i
2(y,B
−1
z y)H1µ( dy) (4.8)
where (·, ·)H1 is the scalar product on the complex Hilbert space H1(R;Cd).
Let us consider a function f : H1(R;Rd) −→ C of the form
f(γ) = ei
∑n
j=1 αj ·γ(tj) (4.9)
where αj ∈ Rd, tj ∈ R for j = 1, . . . , d. We want to show that such an f is in
F(H1(R;Rd)).
Define, for any i = 1, . . . , d, the function γˆ(t,i) ∈ L2(R, (1+ |ξ|2)dξ;Cd) by the following
relation
γˆ(t,i)(ξ, j) =
√
1
2pi
· e
iξt
ξ2 + 1
δi,j (4.10)
where i, j = 1, . . . , d and we employed the notation γˆ(t,i)(ξ, j) := [γˆ(t,i)(ξ)]j for the
j−th component of the function γˆ(t,i) ∈ L2(R, (1 + |ξ|2)dξ;Cd). Since this γˆ(t,i) is in
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L2(R, (1 + |ξ|2)dξ;Cd), then its inverse-Fourier-transform γ(t,i) is in H1(R;Rd), in fact by
direct calculation using the Cauchy residue theorem one has
γ(t,i)(s, j) = e
−|t−s|δi,j , t, s ∈ R , i, j = 1, . . . , d (4.11)
Moreover, a trivial direct calculation shows that, for any η ∈ H1(R;Cd)), we have(
γˆ(t,i), ηˆ
)
ξ
= [η(t)]i , i = 1, . . . , d (4.12)
where again we employed the notation [η(t)]i for the i−th component of the function
η. From relation (4.12), by the Parseval identity (4.1), one obtains that also the following
holds (
γ(t,i), η
)
H1
= [η(t)]i , i = 1, . . . , d (4.13)
In the terminology of the previous chapter, we would say that γ(t,i) is the Green function
for the operator − d2
dt2
+ I : H1(R;Cd) −→ H1(R;Cd), where I is the identity operator.
Now, employing the property of the function γ(t,i) given in (4.13), we obtain for the
function f(γ) = ei
∑n
j=1 αj ·γ(tj) the following
f(γ) = ei
∑n
j=1 αj ·γ(tj)
= ei
∑n
j=1
∑d
k=1[αj ]k[γ(tj)]k
= e
i
∑n
j=1
∑d
k=1[αj ]k
(
γ(tj ,k),γ
)
H1
= ei(η,γ)H1 ,
(4.14)
where we put η =
∑n
j=1
∑d
k=1[αj ]kγ(tj ,k) :=
∑n
j=1 αj · γtj .
Remark 4.4. For convenience we shall also write
αj · γtj :=
d∑
k=1
[αj ]k[γ(tj)]k (4.15)
We see from (4.14) that f is of the form
f(γ) =
∫
H
ei(γ,y)µ( dy) , γ ∈ H
where µ is the Dirac-delta measure centered at y = η =
∑n
j=1 αj · γtj . We therefore
have shown that a function f on H of the form (4.9) is in F(H).
We are now in position of applying our definition of the ∼integral , given for the present
situation by equation (4.8), to calculate the ∼integral of the function f(γ) = ei
∑n
j=1 αj ·γ(tj)
∼∫
H1(R,Rd)
e
i
2
(γ,Bzγ)H1ei
∑n
j=1 αj ·γ(tj) = e
− i
2
n∑
i,j=1
αi(γti ,B
−1
z γtj )H1αj
:= e
− i
2
n∑
i,j=1
d∑
k,l=1
[αi]k
(
γ(ti,k),B
−1
z γ(tj ,l)
)
H1
[αj ]l
(4.16)
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where, as before, we have denoted by (·, ·)H1 the scalar product with respect to the
complexification H1(R;Cd) of the Hilbert space H1(R;Rd). We can compare the result in
the expression (4.16) with the one obtained in the previous chapter in the Proposition 3.4
Now we can apply the Cauchy residue theorem to get(
γ(s,i), B
−1
z γ(t,j)
)
H1
=
1
2i
[A−1]i,j e−
i|t−s|
z
Ai,j , i, j = 1, . . . , d (4.17)
Remark 4.5. We note in passing that gs(t) =
1
2iA
−1e−
i|t−s|A
z (where for brevity we omitted
the indexes i, j) is an element of the complexification H1(R;Cd) of the space H1(R;Rd).
Moreover this g(s,i)(t) has the following property(
γ,Bzg(s,i)
)
H1
= [γ(s)]i , i = 1, . . . , d
Therefore we see that this g(s,i) is precisely what we called, in the Definition 3.7 of the
previous chapter, the Green function for the bilinear form ∆Bz(·, ·). Where ∆Bz(·, ·) now
is given in terms of the operator Bz by ∆Bz(η1, η2) := (η1, Bzη2)H1 , for η1, η2 ∈ H1(R;Cd),
and were the operator Bz is, for this chapter, defined in (4.4).
Substituting (4.17) into (4.16) we obtain
∼∫
H1(R,Rd)
e
i
2
(γ,Bzγ)H1ei
∑n
j=1 αj ·γ(tj) = e−
1
2
∑n
j,k=1 αj
1
2A
e−
i|t−s|A
z αk (4.18)
Comparing this result with the one obtained in Proposition 1.7 for t = t0 = 0, we
get the following representation for the n-point generating functional for the quantum
harmonic oscillator
(
Ω0 , e
− iH0tn
z eiαnxe−
iH0(tn−tn−1)
z · · · e− iH0(t2−t1)z eiα1xe− iH0t1z Ω0
)
=
∼∫
H1(R,Rd)
e
i
2
(γ,Bzγ)H1ei
∑n
j=1 αj ·γ(tj)
=
∼∫
H1(R,Rd)
e
i
2
z
+∞∫
−∞
(
γ˙2−γ A2
z2
γ
)
dτ
e
i
n∑
j=1
αj ·γ(tj)
(4.19)
This result should be compared with the similar one obtained in the previous chapter
in Proposition 3.5.
We now want to generalize this result, going from the free Hamiltonian H0 to the
whole Hamiltonian H = H0 + V as we did in the previous chapter in Theorem 3.8. This
generalization is the main result of this chapter and will be stated as the following
Theorem 4.1. Let fi ∈ F(Rd), i = 1, . . . , n. Moreover, let
H = H0 + V
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where, as in Theorem 3.8, H0 is the Hamiltonian of the harmonic-oscillator and V is
the multiplication operator such that, for φ ∈ L2(Rd), we have (V φ)(x) = V (x)φ(x), with
V ∈ F(Rd).
Then we have
for t0 ≤ t1 ≤ · · · ≤ tn ≤ t
(
Ω0 , e
− iHtn
z fn(x)e
− iH(tn−tn−1)
z · · · e− iH(t2−t1)z f1(x)e−
iHt1
z Ω0
)
=
∼∫
H1(R,Rd)
eiS
0
z (γ)e
− i
z
t∫
t0
V (γ(τ))dτ
f1(γ(t1)) · · · fn(γ(tn)) dγ
=
∼∫
H1(R,Rd)
e
i
2
z
+∞∫
−∞
(
γ˙2−γ A2
z2
γ
)
dτ
e
− i
z
t∫
t0
V (γ(τ))dτ
f1(γ(t1)) · · · fn(γ(tn)) dγ
(4.20)
Proof. The proof is analogous to the one for Theorem 3.8.
Remark 4.6. We conclude this paragraph with some comments about the relation between
the results obtained in this chapter with the similar ones obtained in the previous chapter.
At least two striking differences appear. First it is noticeable how much easier were the
computations in this chapter as compared with the ones in the previous chapter. One
of the reasons for this simplification is that we did not explicitly introduced boundary
conditions γ(t) = x as in Definition 3.6 and we did not integrate with respect to the
vacuum Ω0(x) as in Proposition 3.5 or Proposition 3.6.
We can intuitively understand why, in the present situation, we did not need to ex-
plicitly introduce the vacuum state in the ∼integral , if we compare the two Hilbert spaces
which we considered, respectively here and in the previous chapter, as the spaces of paths
on which we are performing the ∼integration. In this chapter we are considering paths in
H1(R;Rd) whereas in the previous chapter we considered only paths defined from [t0, t]
into Rd subject to some boundary conditions on t0 and on t. Then in the previous chapter
we integrated over all possible boundary conditions with the vacuum Ω0(x) having the role
of weight for the different boundary conditions. So the integration over the vacuum state
in the previous chapter was used as an “averaging” over all possible boundary conditions.
Now, in the present chapter, we do not need to integrate over any vacuum. The
“vacuum averaging” is already granted by our present choice of Hilbert space. In particular
now the paths are in H1(R;Rd). If we consider the restriction of these paths to times in
the interval [t0, t] we obtain paths, on [t0, t], with any boundary condition in t0 and t.
So, intuitively, we can say that the pieces of the paths γ(τ) for τ ∈ (−∞, t0)∪ (t,+∞)
contribute to the ∼integral in the same way that would the integration with respect to
the vacuum. Symbolically,
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∫
Rd
∫
Rd
∼∫
γ(t0)=y
γ(t)=x
Ω0(γ(t) = x) · · ·Ω0(γ(t0) = y) dx dγ dy =
∼∫
γ′∈H1(R;Rd)
· · · dγ′
Even more evocative is to say that the vacuum Ω0(x) at any time t is the “∼average” of
the contribution of all paths starting at x at time t and going to zero at infinity according
to the H1 norm, symbolically
Ω0(x) =
∼∫
γ∈H1(t,+∞)⊕E
γ(t)=x
1 dγ =
∼∫
H1(−∞,+∞)
χ
A
(γ) dγ
where we are “symbolically” denoting by E the set of boundary conditions (as in
Chapter 3), A = {γ ∈ H1(t,+∞) ⊕ E, γ(t) = x}, and χ
A
represents the characteristic
function of the set A.
Chapter 5
Gell-Mann Low’s formula
5.1 Free-Vacuum Projector
Remark 5.1. Only for this paragraph we will leave aside the case of an Anharmonic Oscil-
lator, and consider in its place a more general quantum mechanical system (of which the
Anharmonic Oscillator is a special case).
Let H be the Hamiltonian given by a self-adjoint operator on some domain D dense
in L2(Rd) of the form
H = H0 + V
D(H) = D
where H0 and V are self-adjoint operators on their domains.
Assume that both H and H0 have a unique, lowest eigenvector, respectively called Ω
and Ω0, with eigenvalue respectively Ω and 0
HΩ = ΩΩ
H0Ω0 = 0Ω0
Finally assume H and H0 to have a spectral gap, i.e. assume Ω and 0 to be isolated
points at the lower end of the spectrum of H and H0 respectively.
Proposition 5.1. Assume the notation above. Let z ∈ C, =(z) > 0. Then e− itz H is
bounded and we have, assuming (Ω0,Ω) 6= 0
lim
t→+∞
(
e
−it
z
H
‖e−itz H Ω0‖
Ω0 − e−i<( 1z )ΩtΩ
)
= 0 (5.1)
in the strong L2(Rd) sense.
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Proof. Write iz = α+ iβ, for α, β ∈ R. First we will prove the following limit
lim
t→+∞
∥∥∥∥∥eαtΩe
−it
z
HΩ0
(Ω0,Ω)
− e−iβΩtΩ
∥∥∥∥∥ = 0 (5.2)
or equivalently
lim
t→+∞
[
eiβΩteαtΩ
e−i
t
z
HΩ0
(Ω0,Ω)
− Ω
]
= 0 (5.3)
It suffices to prove (5.3).
We have
e−i
t
z
HΩ0 = e
−αtHe−iβtHΩ0
where we set iz = α+ iβ, α, β ∈ R.
But let us consider the orthogonal decomposition of L2(Rd) according to
L2(Rd) = {Span Ω} ⊕ PΩ⊥L2(Rd) (5.4)
where ‖Ω‖ = 1, Span Ω are the complex multiples of Ω, PΩ⊥L2(Rd) is the orthogonal
projector onto the complement of Span Ω in L2(Rd).
Let a be any real number strictly in the spectral gap between Ω and the rest of the
spectrum of H, i.e. a ∈ (Ω, inf{σ(H) \ Ω}). Then H ≥ a on PΩ⊥L2(Rd), as easily seen
from its spectral decomposition.
Hence
‖e−αtHPΩ⊥Ψ‖ ≤ e−αta‖PΩ⊥Ψ‖ (5.5)
for any t ≥ 0, Ψ ∈ L2(Rd).
But
e−i
t
z
HΩ0 = e
−i t
z
HPΩΩ0 + e−i
t
z
HPΩ⊥Ω0
= e−i
t
z
HPΩΩ0 + e−iβtHe−iαtHPΩ⊥Ω0 (5.6)
on the other hand from (5.6)
eiβtHeiαtH
e−i
t
z
HΩ0
(Ω,Ω0)
= eiβtHeiαtH
e−i
t
z
HPΩΩ0
(Ω,Ω0)
+ eiβtHeiαtH
e−i
t
z
HPΩ⊥Ω0
(Ω,Ω0)
(5.7)
Using H ≥ a > Ω on PΩ⊥Ω0 we have that the norm of the second term in (5.7)
converges to 0 as t→ +∞ (since ‖eiβΩte−iβtH‖ = 1). Hence the strong limit for t→ +∞
of the right-hand side of (5.7) is equal to the one of the first term on the right-hand side
of (5.7).
The first term on the right hand side of (5.7) is independent of t and simply equal to
Ω, as seen using e−i
t
z
HPΩ⊥Ω0 = (Ω0,Ω)e−i
t
z
ΩΩ. Hence we have proved that the limit for
t→ +∞ of the left-hand side of (5.7) is equal to Ω, which proves (5.3).
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Now to prove (5.1) consider the following ratio
eαt0‖e−itz H Ω0‖
(Ω0,Ω)
=
eαt0‖e−i tzHPΩΩ0 + e−i tzHPΩ⊥Ω0‖
(Ω,Ω0)
≤ e
αt0‖e−i tzHPΩΩ0‖+ eαt0‖e−i tzHPΩ⊥Ω0‖
(Ω,Ω0)
now for the same reasons as those noted after (5.7) we have that the last term in the
numerator of the last line of the previous expression converges to zero as t→ +∞, whereas
the first term is simply equal to (Ω,Ω0) (because Ω is supposed normalized, ‖Ω‖ = 1).
Hence we have that
lim
t→+∞
eαt0‖e−itz H Ω0‖
(Ω0,Ω)
= 1 (5.8)
Now, the limit in (5.1) is proved by comparison with (5.3) using the (5.8) and the fact
that, in our notation, <(1z ) = β.
Remark 5.2. The formula (5.3) can also be written as
lim
t→+∞ e
− it
z
(H−Ω)Ω0 = (Ω0,Ω)Ω (5.9)
In fact e−i
t
z
Ω = e−αtΩe−iβtΩ (by iz = α+ iβ). Note that
H˜ := H − Ω
is the “corrected Hamiltonian” having zero as eigenvalue at the infimum of the spec-
trum. Formula (5.9) then says that e−i
t
z
H˜Ω0 approaches for t→ +∞ in the strong L2(Rd)
topology the projection PΩΩ0 = (Ω0,Ω)Ω of Ω0 onto the subspace {cΩ}, c ∈ C, generated
by Ω.
We deduce from the previous proposition two simple corollaries.
Corollary 5.1.1. Under the same hypothesis of the theorem we have
lim
t→+∞
ei<(
1
z
)Ωte
−it
z
H
‖e−itz H Ω0‖
Ω0 = Ω (5.10)
Proof. ∥∥∥∥∥ei<(
1
z
)Ωte
−it
z
H
‖e−itz H Ω0‖
Ω0 − Ω
∥∥∥∥∥ ≤
∥∥∥∥∥ e
−it
z
H
‖e−itz H Ω0‖
Ω0 − e−i<( 1z )ΩtΩ
∥∥∥∥∥→ 0
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Corollary 5.1.2. Let O be a linear operator such that the vectors Ω and e− 2itz HΩ0 are in
its domain, then under the same hypothesis of the Theorem we have
(Ω , OΩ) = lim
t→+∞
(
Ω0, e
− it
z
HOe−itz HΩ0
)
(
Ω0, e
− 2it
z
HΩ0
) (5.11)
Proof. (
Ω0, e
it0
z
HOe−itz HΩ0
)
(
Ω0, e
−iH t−t0
z Ω0
)
∣∣∣∣∣∣
t0=−t
=
(
e
it
z∗HΩ0,Oe−itz HΩ0
)
(
Ω0, e
−iH 2t
z Ω0
)
=
(
e
it
z∗HΩ0,Oe−itz HΩ0
)
(
Ω0, e
−iH 2t
z Ω0
)
=
e2i<
1
z
Ωt
(
e
it
z∗HΩ0,Oe−itz HΩ0
)
e2i<
1
z
Ωt
(
Ω0, e
−iH 2t
z Ω0
)
=
(
e−i<
1
z
Ωte
it
z∗HΩ0,Oei< 1z Ωte−itz HΩ0
)
(
e−i<
1
z
ΩteiH
t
z∗Ω0, e
i< 1
z
Ωte−iH
t
zΩ0
)
=
(
e
− iaΩt|z|2 e
i(a+ib)t
|z|2 HΩ0,Oe
iaΩt
|z|2 e
− i(a−ib)t|z|2 HΩ0
)
(
e
− iaΩt|z|2 e
i(a+ib)t
|z|2 HΩ0, e
iaΩt
|z|2 e
− i(a−ib)t|z|2 HΩ0
)
−→ (Ω,OΩ)
(Ω,Ω)
5.2 n-point Generating Function
Theorem 5.2 (Gell-Mann Low’s formula). Let
H = H0 + V
where H0 is the Hamiltonian of the harmonic-oscillator and V is the operator of mul-
tiplication by a real-valued function V (x), with x 7→ V (x) ∈ F(Rd).
Let αj ∈ Rd for j = 1, . . . , n. Let z ∈ C, =(z) > 0 and let Ω respectively Ω0 be the
vacuum vector of H respectively H0.
Then
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(
Ω0 , e
− iHtn
z eiαnxe−
iH(tn−tn−1)
z · · · e− iH(t2−t1)z eiα1xe− iH(t1−t0)z Ω0
)
=
= lim
t→+∞
∫
Rn
Ω0(x)
 ∼∫
γ(t)=x
e
i
2
z
t∫
−t
(
γ˙2−γ A2
z2
γ−V (γ)
z2
)
dτ
e
i
n∑
j=1
αjγ(tj)
Ω0(γ(−t)) dγ
 dx
∫
Rn
Ω0(x)
 ∼∫
γ(t)=x
e
i z
t∫
−t
(
γ˙2−γ A2
z2
γ−V (γ)
z2
)
dτ
Ω0(γ(−t)) dγ
 dx
where the symbolic expressions in the numerator and denominator at the right-hand
side are defined according to Definition 3.6.
Proof. We note that the assumption (Ω0,Ω) 6= 0 of Proposition 5.1 is satisfied, since both
Ω and Ω0 are strictly positive (see e.g. [35]). Therefore we can simply combine formula
(5.11) in Corollary 5.1.2 for the projection onto the vacuum Ω of the full Hamiltonian,
with formula (3.47) in Theorem 3.8 for the expression of a time ordered product in terms
of a Feynman path integral with interaction.
5.3 Final remarks
We have proved in Theorem 5.2, under quite general hypothesis, a version of the Gell-
Mann and Low formula in the context of a Feynman path integral defined in terms of
our ∼integral functional. We note that our hypothesis are similar to the one employed by
Streater in [40] but here the setting is slightly more general having employed from the start
an oscillatory Feynman Path Integral with time scaled by a general complex parameter
z ∈ C, =(z) > 0.
In future work we prospect three possible interesting generalizations of the present
result. First one could hope to generalize the situation to include more general potentials,
maybe trying to rigorously justify the formal ideas of Faddeev and Slavnov [13]. Second
one could study the case where one allows the existence of multiple non-equivalent vacua,
e.g. one could consider Quantum Mechanical models as those presented in [26]. Third one
could use the methods related to the concept of the Fock space to give a generalization
of the present results to some models in Quantum Field Theory along the lines of what is
presented in [1, e.g. Chapters 8, 9].
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