Abstract. There is a product decomposition of a compact connected Lie group G at the prime p, called the mod p decomposition, when G has no p-torsion in homology. Then in studying the multiplicative structure of the p-localization of G, the Samelson products of the factor space inclusions of the mod p decomposition are fundamental. This paper determines (non-)triviality of these fundamental Samelson products in the p-localized exceptional Lie groups when the factor spaces are of rank ≤ 2, that is, G is quasi-p-regular.
Introduction
Let G be a compact connected Lie group. Recall from [MNT] that if G has no p-torsion in the integral homology, then there is a p-local homotopy equivalence
such that B i is resolvable by spheres of dimension 2i − 1 mod 2(p − 1), where each B i is indecomposable if G is simple except for type D. This is called the mod p decomposition of G. For maps α : A → X, β : B → X into a homotopy associative H-space with inverse X, the composite
is called the Samelson product of α, β and is denoted by α, β , where the last arrow is the reduced commutator map. Then in studying the standard multiplication of the p-localization G (p) , the Samelson products of the inclusions B i → G (p) are fundamental, and there are applications of these Samelson products as in [M, KK, Ki] . In this paper, we aim to determine (non-)triviality of these fundamental Samelson products in G (p) when G is the quasi-p-regular exceptional Lie group, which is a continuation of the previous work [HKO] on p-regular exceptional Lie groups.
Let us recall the result of the previous work [HKO] . We say that G is p-regular if G is p-locally homotopy equivalent to the product of spheres. By the classical result of Hopf, G is rationally homotopy equivalent to the product of spheres of dimension 2n 1 − 1, . . . , 2n ℓ − 1 for n 1 ≤ · · · ≤ n ℓ . The sequence n 1 , . . . , n ℓ is called the type of G and is denoted by t(G). There is a list of types of simple Lie groups in [KK] . It is known that when G is simply connected, G is p-regular if and only if p is no less than the maximum of t(G) (cf. [MNT] ). Obviously, if G is p-regular, G is p-locally homotopy equivalent to the product of spheres of dimension 2i − 1 for i ∈ t(G). Let ǫ i : S 2i−1 → G (p) denote the inclusion for i ∈ t(G) when G is p-regular.
Theorem 1.1 (Hasui, Kishimoto, and Ohsita [HKO] ). Let G be the p-regular exceptional Lie group . The Samelson product ǫ i , ǫ j in G (p) is non-trivial if and only if there is k ∈ t(G) such that i + j = k + p − 1.
Let B(2i−1, 2i+ 2p −3) be the S 2i−1 -bundle over S 2i+2p−3 classified by 1 2 α 1 ∈ π 2i+2p−4 (S 2i−1 ) as in [MNT, MT] , where α 1 is a generator of the p-component of π 2i+2p−4 (S 2i−1 ) which is isomorphic with Z/p. Recall that G is quasi-p-regular if G is p-locally homotopy equivalent to the product of B(2i − 1, 2i + 2p − 3)'s and spheres. When G is exceptional, it is shown in [MT] that G is quasi-p-regular if and only if p ≥ 5 for G = G 2 , F 4 , E 6 and p ≥ 11 for G = E 7 , E 8 . In these cases, the specific mod p decomposition is: Let t p (G) be the subset of t(G) consisting of i ∈ t(G) such that 2i − 1 is the dimension of the bottom cell of some B j in the mod p decomposition of G (p) , where t p (G) is possibly not a subset of {1, . . . , p − 1}. Since there is a one-to-one correspondence between B i 's and t p (G), we ambiguously denote the factor space of G (p) corresponding to i ∈ t p (G) by B i . In our case, the set t p (G) can easily be deduced from the above table as:
is trivial if and only if one of the following conditions holds:
3) i + j = p + 1 and r i + r j = 3; (4) (G, p, {i, j}) = (E 6 , 7, {2, 6}), (E 7 , 11, {2, 8}), (E 7 , 11, {8, 10}), (E 8 , 19, {2, 12}), (E 8 , 19, {12, 12}). Remark 1.3. This theorem includes the result of McGibbon [M] that G 2 at the prime 5 is homotopy commutative.
The proof of Theorem 1.2 consists of three parts. The first part shows triviality of the Samelson products by looking at the homotopy groups of G. The second part applies a criterion for non-triviality of the Samelson products by the Steenrod operations on the mod p cohomology of the classifying space of G which is a generalization of the criterion used to prove Theorem 1.1 in [HKO] . The third part determines (non-)triviality of the remaining Samelson products by considering a homotopy fibration hofib(ρ) → G ρ − → SU(∞) for a stabilized representation ρ, where the easiest case that ρ is the inclusion of SU(n) is studied in [HK] . Since SU(∞) is homotopy commutative, Samelson products lift to hofib(ρ). Then the important point is to identify the homotopy fiber hofib(ρ), and to this end, we decompose ρ with respect to the mod p decompositions of G and SU(∞), which is not needed in [HK] . We then describe lifts of the Samelson products through the identification of hofib(ρ) and to determine (non-)triviality of the Samelson products.
Triviality of Samelson products
Hereafter we localize everything at the prime p. Suppose that (G, p) is as in: Table 1 .
It is shown in [Th2] that there is a subcomplex A i of B i such that the inclusion
where
Theorem 2.1 (Kishimoto [Ki] and Theriault [Th2] ). Suppose that (G, p) is in Table 1 . The subcomplex A has the following properties:
(1) the inclusion ΣA → ΣG has a left homotopy inverse, say t; (2) the inclusion ΣG → BG factors through its restriction ΣA → BG via t. We then consider (non-)triviality of the Samelson products ǭ i ,ǭ j instead of ǫ i , ǫ j . We show triviality of the Samelson products by looking at the homotopy groups of spheres and B i . Proposition 2.3 (Toda [To1] ). For i ≥ 2 and * ≤ 2i + 2p(p − 1) − 4, we have
Proposition 2.4 (Mimura and Toda [MT] , and Kishimoto [Ki] ). For * ≤ 2p(p − 1), we have
and for i ≥ 3 and * ≤ 2i − 4 + 2p(p − 1), we have
When G is a quasi-p-regular simple Lie group except for Spin(4n), there is a one-to-one correspondence between t p (G) and non-trivial B i , and we have
Corollary 2.5. Suppose that G is a quasi-p-regular simple Lie group except for Spin(4n). For i, j ∈ t p (G), we have:
Proof. 
We further prove triviality of the Samelson products ǭ i ,ǭ j in the special cases.
Proposition 2.7. Suppose that G is a quasi-p-regular simple Lie group except for Spin(4n).
Proof. By Corollary 2.5, we have [
] is trivial since r k = 1 for a degree reason. We first consider the case r i + r j = 3. In this case, we have
Since π 2k+2p−4 (S 2k−1 ) is generated by α 1 , the second arrow is trivial, so for π 2k−2 (S 2k−1 ) = 0, we get [A i ∧ A j , S 2k−1 ] = * . We next consider the case r i = r j = 2. In this case, we have [A i 
2k−1 ] = * in the same way as above.
By Corollary 2.6 and Proposition 2.7, it remains to check (non-)triviality of the Samelson products ǭ i ,ǭ j for (G, p, {i, j}) in the following table. Table 2 .
Cohomology of BG
The G 2 case and the p-regular case are done in the previous section and Theorem 1.1. Since the inclusion F 4 → E 6 has a right homotopy inverse at the prime p ≥ 3 as in the table of the mod p decomposition, we only consider E 6 at p = 5, 7, 11, E 7 at p = 11, 13, 17 and E 8 at p = 11, 13, 17, 19, 23, 29 .
The coefficient of cohomology will be Z (p) unless otherwise is specified. Suppose that H * (G) has no p-torsion and t(G) = {n 1 , . . . , n ℓ }. Then the cohomology of the classifying space BG is given by
We recall from [W1, W2, HKO] a choice of generators x i when G is the exceptional Lie group. As in [A] , there is a commutative diagram of subgroup inclusions:
The choice of generators x i is made through these inclusions. Recall that we have
where p i and c n are the Pontrjagin class and the Euler class of the universal bundle respectively. If a polynomial P is a sum of a polynomial Q and other terms, then we write P ⊲ Q.
Proposition 3.1. For p ≥ 7, generators x i for E 8 can be chosen such that Proof.
(1) is proved in [HKO] , and (2) is obtained by Proposition 3.1 and (1).
Proposition 3.3. For p ≥ 5, generators x i for E 6 can be chosen such that
Proof. The argument on the choice of x i (i = 10, 18) for E 6 in [HKO] works also for p ≥ 5, so we can choose x i (i = 10, 18) for E 6 as in the statement. On the other hand, Watanabe [W1] chooses generators x i for F 4 through the inclusion j 0 : Spin(9) → F 4 . Then since i * 0 (p i ) = p i (i = 1, 2, 3, 4) and i * 0 (c 5 ) = 0, a degree reason shows that the choice of x i for F 4 implies the choice of x i for E 6 (i = 4, 12, 16, 24).
Remark 3.4. We choose generators x i for E 6 independently from E 7 , E 8 since we have to consider the primes 5, 7.
Steenrod operations and Samelson products
Suppose that (G, p) is in Table 1 except for Spin(4n), where we exclude Spin(4n) to make t(G) consist of distinct integers. Define 
Proof. Assume that ǭ i ,ǭ j is trivial. Then by the adjointness of Samelson products and Whitehead products, the Whitehead product [ǭ
) . Then we have P r kμ * (x 2k ) = 0. On the other hand, we have
since P r k x 2k has no linear part for a degree reason. This is a contradiction, so the Samelson product ǭ i ,ǭ j is non-trivial.
In order to apply Proposition 4.1, we calculate the linear and the quadratic parts of P 1 x 2k .
Lemma 4.2. The linear and the quadratic parts of P 1 x i for E 6 are given by: Proof. Recall from [S] that there is the mod p Wu formula We now prove:
Proposition 4.5. The Samelson products ǭ i ,ǭ j in G is non-trivial for (G, p, {i, j}) in the following table.
Proof. We can verify the conditions of Proposition 4.1 by Lemma 4.2, 4.3 and 4.4, where we have P 1 P 1 = 2P 2 by the Adem relation. Thus the result follows from Proposition 4.1.
Chern classes
In order to determine (non-)triviality of the Samelson products that are not detected in the previous sections, we will use representations of the exceptional Lie groups and their Chern classes. Then we calculate these Chern classes. We refer to [A] for basic materials of representations that we consider in this section. For the canonical representation λ n : Spin(n) → SU(n), we have
where p 2k = c 2 k if n = 2k. Then by Girard's formula on power sums and elementary symmetric polynomials
we can calculate the Chern character of λ, where ch n denotes the 2n-dimensional part of the Chern character. Let α : Spin(11) → SU(55) be the the adjoint representation of Spin (11), and let ∆ + , ∆ be the positive half spin representation of Spin(10) and the spin representation of Spin(11). The weights of α are the roots of Spin(11) by definition. As in [A] , the weights of ∆ + are ǫ 1 t 1 + · · · + ǫ 5 t 5 (ǫ 1 · · · ǫ 5 = 1) and the weights of ∆ are ǫ 1 t 1 + · · · + ǫ 5 t 5 (ǫ 1 · · · ǫ 5 = ±1). Then one can calculate ch(α), ch(∆), ch(∆ + ) with an assistance of a computer as follows. Let ρ ℓ be the irreducible 27, 56, 248 dimensional representation of E ℓ for ℓ = 6, 7, 8 respectively. Then we have
Thus by Proposition 3.1, 3.2, 3.3 and Lemma 5.1, we can determine the linear and the quadratic parts of ch i (ρ ℓ ) except for the coefficient of x 36 x 48 in ch 42 (ρ 8 ). Then by the inductive use of (5.2), we obtain the following proposition, which gives the linear and the quadratic parts of c i (ρ ℓ ) in each case except for (i, ℓ) = (42, 8). Since we are computing c i (ρ ℓ ) via Spin(10) and Spin(11) whose ranks are less than E ℓ , c i (ρ ℓ ) might not be determined in some cases by the above direct computation. In these cases, we determine c i (ρ ℓ ) mod p by an indirect way as follows. Proof. We only calculate c 28 (ρ 7 ) mod 11 since the other case can be similarly calculated. Recall from [S] that there is the mod p Wu formula x 16 x 20 ) ≡ −x 2 28 − x 20 x 36 mod H * (BE 7 ; Z/11) 3 . Then we obtain the desired result.
Decomposition of representations
In order to calculate the Samelson products, we will need to identify the homotopy fiber of a stabilized representation of G. To this end, we decompose stabilized representations with respect to the mod p decomposition of G. Suppose that G is in Table 1 . Then as in Section 2, there is a homology generating subcomplex A of G. We recall some more properties of A that we are going to use. The following property is proved by looking carefully at the construction of Cohen and Neisendorfer [CN] . For a map f : X → Y where Y is a homotopy associative H-space, we denote its extension ΩΣX → Y byf . As in [Th1] , there is a homotopy associative and homotopy commutative H-structure of each B i satisfying certain properties. We first recall these properties. The product of the above H-structures of B i 's defines an H-structure of G which we call the exotic H-structure since it is different from the standard one in general. By definition, the exotic H-structure of G is homotopy associative. Table 1 . There is a map r : ΩΣA → G such that:
(1) the composite 
We consider the alternation of the standard H-structure and the exotic H-structure of G. Table 1 . Let f : G → Z be an H-map with respect to the standard H-structure of G where Z is a homotopy associative and homotopy commutative H-space. Then f is also an H-map with respect to the exotic H-structure of G.
Proof. Let h : ΩΣA → G be the extension of the inclusion, where we consider the standard H-structure of G. Then since f is an H-map, the composite f • h is also an H-map which restricts to f | A . Then by universality of loop-suspensions, we get f
On the other hand, by Proposition 6.1, there is an H-map g : G → Z with respect to the exotic H-structure of G such that the composite ΩΣA
Let SU(∞) ≃ C 1 × · · · × C p−1 be the mod p decomposition such that π * (C k ) = 0 for * ≡ 2k + 1 mod 2(p − 1). Let C k and SU(∞) be the 3-connective covers of C k and SU(∞), respectively. Then we have SU (∞) ≃ C 1 × · · · × C p−1 and there is a homotopy equivalence SU(∞) ≃ − → Ω 2 SU(∞) which is a loop map. We now decompose an H-map ρ : G → SU(∞) with respect to the mod p decompositions of G and SU(∞). Define a map ρ k : Table 1 . For an H-map ρ : G → SU(∞) with respect to the standard H-structure of G, the composite
is an H-map with respect to the exotic H-structure of G.
Proof. By Lemma 6.3, the map ρ is an H-map with respect to the exotic H-structure of G, and by definition, the inclusion B k → G is an H-map with respect to the exotic H-structure of G.
Then by definition, each ρ k is an H-map. 
Proof. By Lemma 6.3 and 6.4, the maps ρ and ρ 1 × · · · × ρ p−1 are H-maps with respect to the exotic H-structure of G. Then for 
Similarly to B k , we denote the factors of Ω 2 SU(∞) and ρ corresponding to k ∈ t p (G) by Ω 2 C k and ρ k respectively.
such that a 2n transgresses to the suspension of c n+1 modulo decomposables.
Define a map 
Suppose G is a quasi-p-regular exceptional Lie group. Then by Table 2 and Proposition 4.5, it remains to calculate the Samelson products ǭ i ,ǭ j in G for (G, p, {i, j}) in the following table. Table 3 .
We denote the composite of the representation ρ ℓ and the inclusion SU(N ℓ ) → SU(∞) by the same symbol ρ ℓ , where N ℓ = 27, 56, 248 for ℓ = 6, 7, 8. For (G, p, {i, j}) = (E 8 , 19, {12, 12}), it follows from Proposition 5.3 that the condition of Proposition 6.7 dose not hold if k = 24. However, there is a 2i−2 ∈ H 2i−2 (hofib(ρ Table 3 , then the map Φ k(i,j) is an injective homomorphism.
Proof. We first consider the case (G, p, {i, j}) = (E 8 , 19, {12, 12}). By Proposition 2.3 and 6.7, we see that
, where k = k(i, j), since they are in the stable range. Then since X consists of cells in dimension 2d k mod 2(p − 1) and dim X ≤ 2d k + 2(p − 1) by definition, we see that [X, hofib(ρ k ℓ )] is a free Z (p) -module by skeletal induction. Thus the proof is done by Corollary 6.8.
We next consider the case (G, p, {i, j}) = (E 8 , 19, {12, 12}). Since c 24 ( 
is injective, where b 
commutes. Obviously, the left vertical arrow is an isomorphism. Then we obtain that the map Φ 24 is injective, completing the proof.
Representations and Samelson products
Consider an H-map ρ : G → SU(∞). Then there is an exact sequence:
Suppose that X = A ∧ B and consider the Samelson product α, β in G of maps α : A → G, β : B → G. Since SU(∞) is homotopy commutative we have ρ * ( α, β ) = 0, so there is γ ∈ [X, hofib(ρ)] which maps to α, β . Then we get:
Lemma 7.1. The Samelson product α, β is trivial if and only if γ ∈ Im δ.
This simple criterion is considered by Hamanaka and Kono [HK] in the case that ρ is the inclusion SU(n) → SU(∞) for which hofib(ρ) is explicitly given by ΩSU(∞)/SU(n). We apply Lemma 7.1 to determine (non-)triviality of the remaining Samelson products. Assume that (G, p, {i, j}) is in Table 3 . Put X to be the (2d k + 2(p − 1))-skeleton of A i ∧ A j . Then by Corollary 2.5, there is only one k(i, j) such that
and by Corollary 6.8 and Proposition 6.9, we have identified the homotopy set on the right hand side. Quite similarly to [HK, Proposition 3 .1], we can prove the following. Proposition 7.2. In the situation of Proposition 6.9, we have
Let us calculate the image of Φ k(i,j) • δ explicitly. To choose generators of K(ΣA i ), we calculate the Chern character of the restrictionρ ℓ : ΣA → BSU(∞) of Bρ ℓ : BG → BSU(∞). Note that Remark 7.3. Our expression of the Chern character ofρ 6 differs from that of [W2] since our choice of generators of H * (BE 6 ) differs from that of [W2] .
We now choose generators of K(ΣA i ). If r i = 1, then ΣA i = S 2i , implying K(ΣA i ) is a free Z (p) -module generated by a single generator η i such that
where u m is a generator of H m (S m ) ∼ = Z (p) . If r i = 2, then ΣA i = S 2i ∪ e 2i+2p−2 , so there is a short exact sequence
where K(S 2n ) ∼ = Z (p) . If we put ξ i =ρ ℓ | ΣA i for i in Table 3 , then it is easily checked that ch(ξ i ) = au 2i + · · · (a ∈ Z × (p) ).
So it follows from (7.1) that K(ΣA i ) is a free Z (p) -module generated by ξ i and η i such that ch(η i ) = u 2i+2(p−1)
where η i is explicitly given by the composite of the pinch map to the top cell ΣA i → S 2i+2p−2 and a generator of π 2i+2p−2 (BSU(∞)) ∼ = Z (p) . Since K(A i ) is torsion free, we have
Thus we obtain the following by Proposition 7.2.
Lemma 7.4.
(1) Φ k(i,j) •δ is surjective for (G, p, {i, j}) = (E 7 , 11, {2, 10}), (E 7 , 13, {2, 12}), (E 7 , 13, {6, 8}), (E 8 , 19, {2, 18}).
(2) For (G, p, (i, j)) = (E 6 , 7, {2, 6}), (E 7 , 11, {2, 8}), (E 7 , 11, {8, 10}), (E 8 , 19, {2, 12}), we have
(3) Im Φ k(i,j) • δ mod p is generated by:
By definition, there is a strictly commutative diagram
Let ω : ΣA i ∧ A j → ΣA i ∨ ΣA j be the Whitehead product. Since I ω ≃ ΣA i ∨ ΣA j for the mapping cylinder I ω of ω, we can apply a homotopy lifting property of the fibration Bρ ℓ to get a commutative diagram
where the left and the upper arrows are equivalent to those of the above diagram and the upper one factors the pinch map I ω → C ω to the mapping cone. Then since Bhofib(ρ ℓ ) is a fiber of Bρ ℓ , we get a strictly commutative diagram
By adjointness of Whitehead products and Samelson products, we see that the adjoint of the left arrow is a lift of ǭ i ,ǭ j , so we fix γ to be this map. The last commutative diagram induces a commutative diagram
where the upper ∂ is identified with the composite
for the projection π : ΣA i × ΣA j → Σ 2 A i ∧ A j . Since there is e n ∈ H 2n−1 (Bhofib(ρ ℓ )) which transgresses to p d c n − Q + R, we havē
Consider the Serre spectral sequence of the path-loop fibration of BSU(∞). We have that the restriction of e n transgresses to p d c n by naturality. Since the transgression induces an isomorphism between the modules of indecomposables of H 2n−1 (SU(∞)) and H 2n (BSU(∞)), the restriction of e n coincides with p d σ(c n ) where σ(c n ) denotes the suspension of c n . Thus we see that, in the Serre spectral sequence of the path-loop fibration of Bhofib(ρ ℓ ), the suspension of e n is equal to the pullback of p d a 2n−2 through the projection hofib(ρ ℓ ) → hofib(ρ
