The objective of the present paper is to study the properties of different types of estimators for the parameter of an inverted exponential model. Several distributional properties of the lower record values of the model are also discussed.
Introduction
Exponential distribution is the most exploited distribution for the life data analysis, but its suitability is restricted to constant failure rate. For situations where the failure rate is monotonically increasing or decreasing, twoparameter Weibull and Gamma distribution are the most popular distributions used for analyzing any lifetime data. Both distributions have increasing and decreasing failure rates depending on the shape parameter. However, one of the major disadvantages of the gamma distribution is that its distribution, survival function or failure rate cannot be expressed in a closed form if the shape parameter is not an integer. This makes the gamma distribution unpopular compared to a Weibull distribution, which has a nice closed form for the failure rate and survival functions. On the other hand, the Weibull distribution has its own disadvantages. Bain & Engelhardt (1991) have pointed out that the maximum likelihood estimators of a Weibull distribution might not behave properly for all parametric ranges.
Recently two new distributions, generalized exponential and inverted exponential distribution have been introduced. The generalized exponential distribution can be used quite effectively in situations where a skewed distribution is needed. Gupta & Kundu (1999) and Raqab and Ahsanullah (2001) have investigated several properties of the two parameter generalized exponential distribution. Stefanski (1996) have discussed about some basic properties of the inverted exponential distribution. Recently, Abouammoh and Alshingiti (2009) introduced a generalized version of inverted exponential distribution and discussed the statistical and reliability properties of the distribution. Maximum likelihood estimation and least square estimation are used to evaluate the parameters and the reliability of the distribution. The inverted exponential distribution is considered as the life distribution for the present study.
It is remarkable that most of the Bayesian inference procedures have been developed with the usual squared error loss function (SELF), which is symmetrical and associates equal importance to the losses due to overestimation and underestimation of equal magnitude. However, such a restriction may be impractical in most situations of practical importance (Parsian & Kirmani, 2002) . For such situations a useful asymmetric loss function was introduced by Varian (1975) Calabria & Pulcini (1996) and is given for the parameter θ as C 1
The shape parameter C allows different shapes of this loss function. For C 0, > a positive error ( ) θ θ > causes more serious consequences than a negative error and vice versa.
In the present paper, the properties of the Bayes estimator, Shrinkage estimator and Minimax estimator of the parameter θ under the SELF and GELF for the inverted exponential distribution have studied. The moments of the lower record value and the estimation of the parameter, based on a series of observed record values by the maximum likelihood and moment methods are also presented.
The Model
The probability density function of the inverted exponential model is given as 1 1
If x , x ,..., x 1 2 n be the n independent random samples form the model (2.1), then the likelihood function is obtained as
The maximum likelihood estimate (MLE) of the parameter θ is 1 
The Bayes Estimators and Their Properties
The natural family of conjugate prior of θ is considered as the inverted Gamma with probability density function
Further, in a situation where the researchers have no or very little prior information about the parameter θ, one may use a family of priors defined as 0.
If ϑ = 0 we get a diffuse prior and if ϑ = 1 a noninformative prior is obtained. The posterior density of θ corresponding to the prior g ( θ ) 1 is obtained as ( ) 
The Bayes estimator of θ under SELF-criterion, corresponding to Z ( θ ) 1 is ( )
Here, the suffix P indicates that the expectation taken under the posterior density
. Similarly, the Bayes estimator of θ under the GELF is obtained with respect
The expressions of the risks under the SELF and GELF are given respectively as ( ) 
= .
Remark:
All the results discussed above holds for the posterior distribution
The Minimax Estimators and Their Properties
The basic principle of this approach is to minimize the loss. The derivation depends primarily on a theorem, which is due to Hodge & Lehmann (1950) and can be stated as follows 
The risks of these Bayes estimators corresponding to the SELF and GELF are given respectively as 
Corresponding to the posterior Z ( θ ), 2 the Bayes estimator of θ under ISELF is obtained as The expected value of the loss function is the risk function and it is the gain of the Player -I. Further, the Bayes risk is defined as ( ) ( )
Here, the expectation has been taken under the prior 
The number ( ) 
The Shrinkage Estimators and Their Properties
It is recognized that a shrinkage estimator performs better if a guess value of the parameter is in the vicinity of the true value and the sample size is small. Following Thompson (1968) , a shrinkage estimator of θ is defined
where θ 0 is a guess value of the parameter θ . The shrinkage factor k lies between zero and one, and is 
The value of the shrinkage factor k that minimizes the risk under the SELF (5.2) is given as
The unknown parameter θ involved in k min 
Also, the expression of the risks under both loss criterion are
9) The relative efficiency between the shrinkage estimatorsˆ θ SH 1 andˆ θ SH 2 are defined as
Distributional Properties of Lower Record Values
There are several situations in which we are required to keep the knowledge of maximum (minimum) observations available in the data and to discard all other observations which are smaller (larger) than the observations already chosen. The specific observation chosen is generally referred to as a record. The branch of statistics that helps us in study of statistical properties of these records is called the Record statistics. The concept of record values and record statistics was first introduced by Chandler (1952) and developed by Feller (1966) in connection with gambling problem. Record values appear in many statistical applications. Record values are closely connected with the occurrence times of some corresponding non -homogeneous Poisson process used in so -called Shock models. It may be helpful as a model for successively largest values for highest water levels or highest temperatures.
In the context of bioscience, like as the behavior of human organs as in kidneys or lungs. Similarly, in the assessment of glucose level among diabetic patients, the researcher may be interested to study the behavior of the ordered records of glucagons. A lot of works has been done in the field of the record value. See details for Nagaraja (1988) , Ahsanullah (1995 Ahsanullah ( , 2006 , and Raqab 
It is evident from the above definition of the record value that Y 1 is an upper as well as lower record value.
Following Ahsanullah (1992) , the marginal and joint probability density function for the r th and s th lower records are given as
; H x log F x r r − = = − (6.1) and
Using the relations (6.1) & (2.1), the distribution of m th lower record value of the model (2.1) is obtained as
Similarly, the joint probability density function of the r th and s th lower record values is obtained as 
The k th Moments
The k th moments of the distribution for the lower record value is given as ( )
(6.5)
The mean and variance of the lower record value is 
The Joint Moment for Lower Record Values
The joint moment for the lower record values is obtained as
Therefore, the covariance and the correlation coefficient between r th and s th lower record values are given by
Method of Maximum Likelihood
The logarithm of the likelihood function based on the lower record value is
Therefore, the estimate of the parameter θ based on the method of maximum likelihood is given as 
)
Thus, the estimate of the parameter θ is m 1
Table 1
Relative efficiency between the Bayes Estimatorsˆ θ B1 
Numerical Analysis

The Bayes Estimators and Their Properties
The expressions of the relative efficiency involve n, θ, C and the prior parameters α and β . The values of α and β are chosen so as to keep the prior variance to be 1.00 with the considered values ( β, α ) = (02, 03), (10, 06) and (30, 11) . Other considered values are n 05, 10, 15 ; = θ 04 = and C 1, 2 = ± ± . The relative efficiency have been calculated and presented in the Table 01 .
It is observed that the Bayes estimatorˆ θ B2 performs uniformly well with respect to Bayes estimatorˆ θ B1 under both loss criterion. The relative efficiency decreases as the sample size n increases when other parametric values are fixed. Opposite trend has been seen when combination of the prior parameter increase. Further, it is also noted that for C , the negative values produces higher efficiency corresponding to positive value.
The Minimax Estimators and Their Properties
The expressions of the risk for the minimax estimators involve n, ϑ and C . For the similar set of values as considered earlier with 1.00, 1.50, 05, 10 ϑ = the estimated risk has been calculated and presented them in Table 02 .
It is seen that the estimated risk increases (decreases) as ( 
The Shrinkage Estimators and their Properties
The expressions of the relative biases and the relative efficiencies for the shrinkage estimators ˆ θ SH 1 
Under the SELF
It is observed that the relative biases negative for δ 1.00 ≤ and positive otherwise (Table 03 ). As the sample size n increases the absolute relative bias (ARB)
decreases. The ARB first decreases up to zero and then increases as δ increases.
The shrinkage estimatorˆ θ SH 2 performs well with respect to the shrinkage estimator θ SH 1 in the interval 0.50 δ 1.50 ≤ ≤ and the efficiencies decreases as n increases (Table 04 ). In addition, the relative efficiency increases as C increases.
Under the GELF
It has been seen that the relative biases negative for δ 1.00 < and zero for δ 1.00 = and positive otherwise (Table 03) 
