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UNIVERSAL AND HOMOGENEOUS STRUCTURES ON
THE URYSOHN AND GURARIJ SPACES
MICHAL DOUCHA
Abstract. Using Fra¨ısse´ theoretic methods we enrich the Urysohn
universal space by universal and homogeneous closed relations, re-
tractions, closed subsets of the product of the Urysohn space itself
and some fixed compact metric space, L-Lipschitz map to a fixed
Polish metric space. The latter lifts to a universal linear operator
of norm L on the Lispchitz-free space of the Urysohn space.
Moreover, we enrich the Gurarij space by a universal and ho-
mogeneous closed subspace and norm one projection onto a 1-
complemented subspace. We construct the Gurarij space by the
classical Fra¨ısse´ theoretic approach.
Introduction
The Urysohn space and the Gurarij space are two main examples
of universal and homogeneous metric structures. The former, in the
category of separable complete metric spaces, was constructed by P.
Urysohn already in 1927 in [18], while the latter, in the category of
separable Banach spaces, was constructed by Gurarij in 1966 in [10].
The characterizing property of the Urysohn space U is that for any
finite subset M (including the empty subset) of U, any ‘abstract’ fi-
nite metric extension M ′ of M can be realized in U. This property
also implies that U contains an isometric copy of any separable metric
space. The characterizing property of the Gurarij space is that for any
finite dimensional subspace X of G, any ‘abstract’ finite dimensional
extension X ′ can be realized with an ‘ε-accuracy’ for any ε > 0. This
property also implies that G contains a linearly isometric copy of any
separable normed vector space.
The aim of this paper is to enrich the Urysohn and Gurarij spaces
by some additional structure so that they remain universal and ho-
mogeneous with that added structure. There are several motivations
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for proving results of this type. First, by constructing an object (on
the Urysohn or Gurarij space) of a certain type which is universal and
homogeneous, one gets a better understanding of the whole class of all
objects of such a type, especially how they are approximated by objects
from the simpler subclass of finitely generated ones.
Secondly, these results provide a general way of coding metric struc-
tures. The common theme in modern descriptive set theory is to con-
sider a class of certain countable or separable structures and decide
the complexity of various equivalence relations on this class, e.g. the
relation of isometry on the class of Polish metric spaces, the relation of
isomorphism on the class of separable Banach spaces, etc. The start-
ing point is to represent such a class as a Polish, resp. standard Borel,
space. One approach is to take a universal object of the class and
then to consider a ‘space of all its subobjects’. In this way Gao and
Kechris (in [6]) initiated the investigation of the isometry relation on
Polish metric spaces. Their standard Borel space of all Polish metric
space was the Effros-Borel space (see [14] as a reference for notions
of descriptive set theory) of the closed subsets of the Urysohn space.
Analogously, Ferenczi, Louveau and Rosendal (in [4]) studied the iso-
morphism relation on separable Banach spaces by taking the set of all
closed subspaces of C([0, 1]), which is a Borel subset of the Effros-Borel
space of closed subsets of C([0, 1]). We provide new universal objects
whose Effros-Borel spaces of closed subsets can serve in the same way.
Especially with our first result, mentioned below, on universal closed
relations on the Urysohn space we had in mind this purpose. The
Urysohn space with finitely many universal closed relation of an arbi-
trary arity, resp. its Effros-Borel space of closed subsets, can be used
to code general Polish metric structures.
To mention some results of that kind, we refer the reader to [7] and
[1], where the Gurarij space, resp. the p-Gurarij space, were enriched
by a universal and homogeneous linear operator. We also mention the
author’s constructions of universal metric groups in [2] and [3] which
can also be viewed as an enriching the Urysohn space by group struc-
tures.
We roughly summarize the main results below. The precise state-
ments are in the appropriate sections.
Theorem 0.1. The Urysohn universal metric space can be enriched:
• with finitely many universal and homogeneous closed relations
of an arbitrary arity,
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• with a universal and homogeneous 1-Lipschitz retraction onto a
universal and homogeneous retract subspace,
• with a universal and homogeneous closed subset of the product of
itself (the Urysohn space) and an arbitrary fixed compact metric
space,
• with a universal and homogeneous L-Lipschitz function to any
fixed Polish metric space, for any fixed L > 0; moreover, when
the fixed Polish metric space is in fact a Banach space, then
the L-Lipschitz functions lifts to a universal linear operator of
norm L from the Holmes space to that fixed Banach space.
Theorem 0.2. The Gurarij universal Banach space can be enriched:
• with a universal and homogeneous closed subspace,
• with a universal and homogeneous norm one projection onto a
universal and homogeneous 1-complemented subspace.
1. Preliminaries
We expect the reader to be familiar with basic Fra¨ısse´ theoretic con-
structions. At least knowing the standard Fra¨ısse´ theoretic construc-
tion of the Urysohn space is important for understanding our construc-
tion (as opposed to the other popular construction due to Kateˇtov in
[13]). We refer the reader to Chapter 5 of the book [17] which is de-
voted to the Urysohn space and contains a construction of this space
which is in the same spirit as our constructions here. For a general
exposition of Fra¨ısse´ theory, we refer the reader to Chapter 7 of [11]
which is devoted to this topic, and then to [15] that contains a general
category-theoretic approach to Fra¨ısse´ theory.
We make a brief overview of Fra¨ısse´ theory here. Let K be a class
of (finitely generated) structures of some type and moreover, let E be
some class of distinguished embeddings between structures of K. We
say that (K, E)
• is countable if it contains only countably many structures up to
isomorphism from E ,
• has the joint-embedding property if for every A,B ∈ K there is
C ∈ K and embeddings of A, resp. B, into C that belong to E ,
• has the amalgamation property if for every A,B,C and embed-
dings ιB : A →֒ B and ιC : A →֒ C from E there exist D ∈ K
and embeddings ρB : B →֒ D and ρC : C →֒ D from E such
that ρC ◦ ιC = ρB ◦ ιB.
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If (K, E) satisfies all these conditions then we call it a Fra¨ısse´ class.
The following is the classical Fra¨ısse´ theorem. Let us note that when
A ∈ K and K is a direct limit K1 → K2 → . . . of structures from K,
then by saying that an embedding ι : A →֒ K belongs to E we mean
that there exists n so that ι ∈ E in fact goes from A to Kn
Theorem 1.1 (Fra¨ısse´ theorem). Let (K, E) be a Fra¨ısse´ class. Then
there exists a limit structure K, called the Fra¨ısse´ limit, which is a direct
limit of the form K1 → K2 → . . ., where Ki ∈ K, for every i, and the
embedding between Ki and Ki+1 is in E , for every i. The following
properties characterize it up to isomorphism (among countable, resp.
separable, structures of the same type):
• for every A ∈ K there exists an embedding ιA : A →֒ K from E ,
• for every A,B ∈ K and embeddings ιA : A →֒ K and ρ : A →֒ B
from E there exists an embedding ιB : B →֒ K from E such that
ιB ◦ ρ = ιA.
One can derive two additional properties of K from those two stated
above:
(1) If L is a structure that is a direct limit L1 → L2 → . . ., where
for each i, Li ∈ K, and the embedding from Li to Li+1 is from
E , then there exists an embedding of L into K.
(2) If A,B ∈ K are isomorphic and embedded into K via ιA : A →֒
K and ιB : B →֒ K from E , then there exists an automorphism
of K that sends ιA[A] onto ιB[B].
The first property is called the universality of K; the latter is called
the homogeneity, or sometimes ultrahomogeneity, of K.
The best example for us is the following. Let K be the class of all
finite metric spaces with rational distances and consider the class E
of all isometric embeddings between them. Then (K, E) is a Fra¨ısse´
class with the limit being the rational Urysohn space QU. We get from
Theorem 1.1 the following characterization of QU.
Fact 1.2. QU is the unique countable rational metric space with the
property that for every finite subspace A and its finite extension, which
is still rational, this extension of A is actually realized within QU.
The property from Fact 1.2 is called the rational finite-extension
property, or in the case when this extension is just by one point, the
rational one-point extension property. Obviously, one-point extension
property implies finite-extension property.
The metric completion of QU is the Urysohn space U. We again
refer to Chapter 5 of [17] where this is proved.
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In the section on the Gurarij space, we shall present a new construc-
tion of the Gurarij space that is Fra¨ısse´ theoretic in this classical sense.
That will help us use similar ideas and techniques that we use for en-
riching the Urysohn space to enrich the Gurarij space by an additional
structure as well.
Since we will amalgamate metric structures often in the sequel, we
make a brief description of that procedure here.
Definition 1.3 ((Greatest) metric amalgamation). Suppose we are
given metric spaces X0, X1, X2 such that X0 is a subspace of both X1
and X2. The underlying set of the amalgam X3 will be the disjoint
union X0
∐
(X1 \ X0)
∐
(X2 \ X0). We need to define the distance
between x and y, where x ∈ X1 \ X0 and y ∈ X2 \ X0. In order to
satisfy the triangle inequalities, we need to have
sup
z∈X0
|dX1(x, z)− dX2(z, y)| ≤ d(x, y) ≤ inf
z∈X0
dX1(x, z) + dX2(z, y).
If we take for all such pairs the greatest extreme, then it is straightfor-
ward to check that this defines a metric on X3 extending those on X1
andX2, and that such a metric is the greatest possible. IfX1\X0 = {x}
and X2 \X0 = {y} then we can of course define the distance between
x and y to be any number in between these two extremes.
Let us also note that whenever we consider some metric on a product
of metric spaces we mean the sum metric.
2. The Urysohn space
In this section, we prove the results concerning the Urysohn space.
Theorems are stated rather informally as it is convenient for readers
familiar with the Fra¨ısse´ theory. In the remarks below the statements
of theorems, we explain more all the technical details.
Theorem 2.1. Let n1 ≤ . . . ≤ nm be an arbitrary non-decreasing
sequence of natural numbers. Then there exist closed relations (subsets)
Fni ⊆ U
ni, for i ≤ m, such that the structure (U, Fn1, . . . , Fnm) is
universal and ultrahomogeneous, and it is unique (up to an isometry
preserving the relations) with this property.
Remark 2.2. Let n1 ≤ . . . ≤ nm be like in the statement of the theo-
rem. Then (U, Fn1, . . . , Fnm) is uniquely characterized by the following
property: let A1, A2 ⊆ (U, Fn1, . . . , Fnm) be two finite isomorphic sub-
structures; i.e. viewing A,A2 as finite subsets of U there is an isometry
ι : A1 → A2 such that for each i ≤ m and each ~x ∈ A
ni
1 we have
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dist(~x, Fni) = dist(ι(~x), Fni). Then ι extends to an automorphism of
(U, Fn1, . . . , Fnm), i.e. an autoisometry of U that preserves distances to
the closed sets Fni , for every i ≤ m.
As a consequence, we have the following universality of
(U, Fn1, . . . , Fnm). Let X be any Polish metric space equipped with
closed relations Gn1 , . . . , Gnm of the same arity, i.e. for each i ≤ m,
Gni is a closed subset ofX
ni . Then there exists an isometric embedding
ι : X →֒ U such that for each i ≤ m and ~x ∈ Xni we have dist(~x,Gni) =
dist(ι(~x, Fni).
Proof. Consider the countable class K1 of finite rational metric struc-
tures defined as follows. We have A ∈ K1 if the following is satisfied:
• A is a finite rational metric space,
• for each i ≤ m there is a 1-Lipschitz rational function pi :
Ani → Q+0 which interprets as a distance function from the
desired closed set Fni .
The class of embeddings consists of all isometric embeddings between
elements of K1 that preserve the functions pi. We shall thus write just
K1 instead of full (K1, E1).
To check that K1 is a Fra¨ısse´ class we have to verify that it is count-
able and has the joint and amalgamation properties. Since all the
functions take values in rationals, it is countable.
We check the amalgamation property. The joint embedding property
is similar, just easier. Let A,B,C ∈ K1 be structures such that A is a
common substructure of both B and C. The underlying metric space
of the amalgam D will be the greatest metric amalgamation of B and
C over A as defined in Definition 1.3. For each i ≤ m we have to
extend pni from B
ni ∪ Cni onto Dni. We take the greatest 1-Lipschitz
extension of pni; i.e. for any
~d ∈ Dni we set
pni(
~d) = min{pni(~a) + d(
~d,~a) : ~a ∈ Bni ∪ Cni}.
That is a standard way of extension of real valued (resp. in this case,
rational valued) Lipschitz functions, so we leave to the reader to check
that it works.
It follows that K1 has a Fra¨ısse´ limit. The limit is a countable
rational metric space M together with rational 1-Lipschitz functions
QPni : M → Q
+
0 , for every i ≤ m. However, the metric space M
is actually the rational Urysohn space QU. That immediately follows
from Fact 1.2 by checking that M has the metric rational one-point
extension property. Denote also by QFni , for each i ≤ m, the set
{x ∈ QUni : QPni(x) = 0}. It follows from the Fra¨ısse´ theorem that
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the metric structure (QU,QPn1 , . . . ,QPnm) has the following univer-
sality and rational one-point extension properties:
• for every A ∈ K1 there exists an embedding
ι : A →֒ (QU,QPn1 , . . .), i.e. for each i ≤ m and for every
~a ∈ Ani we have pni(~a) = QP (ι(~a)),
• for every A ∈ K1, every embedding ι : A →֒ (QU,QPn1 , . . .),
and every one-point extension A ⊆ B ∈ K1 there exists an
extension ι ⊆ ι˜ : B →֒ (QU,QPn1 , . . .).
We now take the completion of this rational structure to obtain
(U, Pn1, . . . , Pnm), where U is the Urysohn space, the completion of QU,
and for each i ≤ m, Pni is the unique extension of QPni onto U. Denote
also by Fni the set QFni = {x ∈ U
ni : Pni(x) = 0}, i.e. the closure of
QFni in U
ni.
Let K1 denote the ‘real’ version of K1, i.e. finite structures of the
same type as those in K1 with the difference that we allow all func-
tions there, including the metric, to take values in all the reals, not
only in the rationals. In order to prove Theorem 2.1 we show that
(U, Pn1, . . . , Pnm) has the same universality and one-point extension
properties with respect to K1 as (QU,QPn1 , . . .) does with respect to
K1. That is the content of the next lemma.
Lemma 2.3. For every A ∈ K1 ∪ {∅}, every embedding ι : A →֒
(U, Pn1, . . .), and every one-point extension A ⊆ B ∈ K1 there exists
an extension ι ⊆ ι˜ : B →֒ (U, Pn1, . . .).
By allowing A in the lemma to be empty, we get also the ‘real ver-
sion’ of universality property, i.e. that for every A ∈ K1 there is an
embedding ι : A →֒ (U, Pn1, . . .). Once Lemma 2.3 is proved, we are
done. Indeed, the universality, ultrahomogeneity and uniqueness of
(U, Pn1, . . .) follow from it by the similar arguments for proving uni-
versality, ultrahomogeneity and uniqueness of the Urysohn space using
the one-point extension property. For a reader not familiar with such
arguments, we provide a sketch of the proof of universality.
Let (X,Gn1 , . . . , Gnm) be a Polish metric structure where X is a
Polish metric space and for each i ≤ m, Gni is a closed subset of X
ni.
Denote also by Qni : X
ni → R+0 the distance function from Gni. Let
D = {dn : n ∈ N} ⊆ X be some countable dense subset. Using
Lemma 2.3 inductively, we build an increasing sequence of embeddings
ι1 ⊆ ι2 ⊆ . . ., where for each j, ιj : {d1, . . . , dj} →֒ (U, Pn1, . . .) is iso-
metric, and such that for each i ≤ m and every ~d ∈ {d1, . . . , dj}
ni we
have Qni(
~d) = Pni(ιj(
~d)). Then we take ι =
⋃
j ιj : D → (U, Pn1, . . .).
Since ι is an isometry, we can extend it to ι¯ : X → (U, Pn1, . . .). Since
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for each i ≤ m, Qni is 1-Lipschitz, we also get that for every ~x ∈ X
ni
we have that Qni(~x) = Pni(ι¯(~x)). In particular, for each ~x ∈ X
ni we
have that ~x ∈ Gni if and only if ι¯(~x) ∈ Fni , and we are done. Homo-
geneity and uniqueness are done similarly. We refer the reader again
to Chapter 5 in [17] where these facts are proved for the plain Urysohn
space.
Thus we are left to prove Lemma 2.3. We will do it in a series of
three claims. We need one definition before.
Definition 2.4. We say that a class K ⊆ K1 has an almost-one-point
extension property if for every A ∈ K, every one-point extension A ⊆
B = A
∐
{b} ∈ K1 and every ε > 0 there exists an extension B
′ =
A
∐
{b′} ∈ K such that for every a ∈ A we have |d(a, b)− d(a, b′)| < ε,
and for every i ≤ m and ~a ∈ Bni we have |pni(~a) − pni(~a
′)| < ε · ni,
where ~a′ is obtained from ~a by replacing each occurrence of b by b′.
Analogously, we say that a substructure (U, Pn1 ↾ U
n1 , . . . , Pnm ↾
Unm) has an almost-one-point extension property if for every A ∈ K1,
every embedding ι : A →֒ (U, Pn1 ↾ U
n1 , . . .), every ε > 0 and every
one-point extension A ⊆ B = A
∐
{b} ∈ K1 there exists an extension
B′ = ι[A]
∐
{b′} ⊆ (U, Pn1 ↾ U
n1 , . . .) such that for every a ∈ A we
have |d(a, b) − d(ι(a), b′)| < ε, and for every i ≤ m and ~a ∈ Bni we
have |pni(~a)− pni(~a
′)| < ε ·ni, where ~a′ is obtained from ~a by replacing
each occurrence of b by b′ and each occurrence of aj by ι(aj), for every
j ≤ n.
Claim 2.5. K1 has the almost-one-point extension property.
Claim 2.6. If a (not necessarily complete) substructure
(U, Pn1 ↾ U
ni , . . . , Pnm ↾ U
nm) ⊆ (U, Pn1, . . .) has an almost-one-point
extension property, then so does its completion.
Claim 2.7. If a complete substructure (U, Pn1 ↾ U
ni , . . . , Pnm ↾ U
nm) ⊆
(U, Pn1, . . .) has an almost-one-point extension property, then it has the
one-point extension property.
Lemma 2.3 follows from these claims. Note at first, that the state-
ment that K1 has an almost-one-point extension property is equivalent
with the statement that (QU,QPn1 , . . .) has an almost-one-point exten-
sion property. By Claim 2.5, (QU,QPn1 , . . .) has an almost-one-point
extension property. Then by Claim 2.6, its completion, (U, Pn1, . . .)
has also an almost-one-point extension property and using Claim 2.7
it must thus have the one-point extension property.
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Let us now prove Claim 2.5. Let A ∈ K1 and ε > 0 and let A ⊆
B ∈ K1 be some one-point extension. Let f : A→ R
+ be the function
d(·, b). Enumerate A as a1, . . . , an so that we have f(a1) ≥ f(a2) ≥
. . . ≥ f(an). For each j ≤ n let qj be an arbitrary rational number in
the interval (f(aj) + (j − 1) · ε/n, f(aj) + j · ε/n]. Let B
′ = A
∐
{b′}
be a one-point extension of A such that for every j ≤ n we have
d(aj, b
′) = qj . The triangle inequalities are satisfied. Indeed, for every
j < k ≤ n we have
|d(aj, b
′)− d(ak, b
′)| = |qj − qk| = qj − qk ≤ f(aj)− f(ak) ≤ d(aj , ak) ≤
f(aj) + f(ak) ≤ qj + qk = d(aj, b
′) + d(ak, b
′).
For each i ≤ m we also have to define pni on (B
′)ni \ Ani . Note that
for every a ∈ A we have d(a, b) < d(a, b′), thus let δ = min{d(a, b′) −
d(a, b) : a ∈ A}. For every ~a ∈ Bni \ Ani let ~a′ be the corresponding
tuple from (B′)ni \ Ani , i.e. where each occurrence of b is replaced by
b′. For each ~a ∈ Bni \ Ani we set pni(~a
′) to be an arbitrary rational in
the interval [pni(~a), pni(~a)+ δ/2]. Then for any ~a,
~b ∈ Bni \Ani we have
|pni(~a
′)− pni(
~b′)| ≤ |pni(~a)− pni(
~b)|+ δ ≤ d(~a,~b) + δ ≤ d(~a′, ~b′)
verifying that pni is 1-Lipschitz. It follows that B
′ ∈ K1 and it is as
desired. That finishes the proof of Claim 2.5.
Proof of Claim 2.6 is the same as the proof of Lemma 5.1.15 in [17]
and proof of Claim 2.7 is the same as the proof of Lemma 5.1.16 in
[17], thus we refer the reader there. 
Theorem 2.8. There exists a universal and ultrahomogeneous 1-Lipschitz
retraction R : U→ FU ( U, where FU is again isometric to U.
Remark 2.9. (U, R, FU) is uniquely characterized by the following prop-
erty: let A1, A2 ⊆ U be two finite subsets that are isomorphic, i.e. there
exists an isometry ι : A1 → A2 such that
• for every x ∈ A1 we have ι ◦R(x) = R ◦ ι(x),
• for every x ∈ A1 we have dist(x, FU) = dist(ι(x), FU).
Then ι extends to an autoisometry of U still commuting with the re-
traction R and preserving the distance from FU.
As a consequence we get the following universality property of (U, R, FU).
Let X be any Polish metric space equipped with a 1-Lipschitz re-
traction Q : X → FX . Then there exists an isometric embedding
ι : X → U such that for any x ∈ X we have R ◦ ι(x) = ι ◦ Q(x), and
dist(x, FX) = dist(ι(x), FU).
Proof. Here we consider the following countable class K2 of finite ra-
tional metric structures. A finite structure A belongs to K2 if
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• A is a rational metric space,
• there is a rational 1-Lipschitz function p : A → Q+0 that inter-
prets as a distance function from the desired universal retract,
• there is a 1-Lipschitz retraction r : A→ AF , where AF = {a ∈
A : p(A) = 0}.
We again consider all the embeddings that preserve metric (i.e. they
are isometric) and the functions p and r.
It is clear thatK2 is countable. We again show just the amalgamation
property. Suppose we have structures A,B,C ∈ K2, where we assume
that A is a common substructure of both B and C. As in the proof
of Theorem 2.1, we take the greatest metric amalgam D of B and C
over A and show that it works. All we need to do is to check that p
and r on D are still 1-Lipschitz which is analogous to the proof that
functions pni’s on amalgams remain 1-Lipschitz from the proof of the
previous theorem.
Thus we get some a Fra¨ısse´ limit (QU,QR,QP ), where again QU is
the limit as a metric space which is again the rational Urysohn space.
QR is the limit of the retractions and QP is the limit of the distance
function p. By FQU ⊆ QU we denote the set {a ∈ QU : QP (a) = 0} =
{a ∈ QU : QR(a) = a}, i.e. the universal retract.
From the Fra¨ısse´ theorem we have the following universality and
rational one-point extension property of (QU,QR,QP ):
• for every (A, r, p) ∈ K2 we have an embedding
ι : A →֒ (QU,QR,QP ), i.e. for every a ∈ A we have QR◦ι(a) =
ι ◦ r(a) and QP ◦ ι(a) = p(a),
• for every A ∈ K2, every embedding ι : A →֒ (QU,QR,QP ), and
every one-point extension A ⊆ B ∈ K2 there exists an extension
ι ⊆ ι˜ : B →֒ (QU,QR,QP )
We take the completion to obtain the Urysohn space together with the
retraction R from U onto FU = FQU, which is the unique extension of
QR, and with the distance function P , which is the unique extension
of QP . The following lemma will finish the proof of the theorem.
Lemma 2.10. (U, R, P ) has a one-point extension property, i.e. for
every finite subset A ⊆ U and for every abstract one-point extension
B = A
∐
{b}, there is a corresponding ‘concrete’ one-point extension
in (U, R, P ).
Let us formulate the almost-one-point extension property in this sit-
uation. K2 denotes the real finite substructures of the same type as
those in K2. That is an equivalent definition to K1 in the proof of the
previous theorem.
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We say that a class K ⊆ K2 has an almost-one-point extension prop-
erty if for every A ∈ K, every extension A ⊆ B = A
∐
{b} ∈ K2
and every ε > 0 there exists a (one or two point) extension B′ =
A
∐
{b′, R(b′)} ∈ K such that for every a ∈ A we have |d(a, b) −
d(a, b′)| < ε, |p(b)− p(b′)| < ε, and if R(b) 6= b, i.e. R(b) ∈ A, then we
have d(R(b′), R(b)) < ε. Analogous definition is used for substructures
of (U, R, FU) (as in Definition 2.4).
It suffices to prove the following series of claims as in the proof of
Theorem 2.1.
Claim 2.11. K2 has the almost-one-point extension property.
Claim 2.12. If a (not necessarily complete) substructure (U,R ↾ U, P ↾
U) ⊆ (U, R, P ) has an almost-one-point extension property, then so
does its completion.
Claim 2.13. If a complete substructure (U,R ↾ U, P ↾ U) ⊆ (U, R, P )
has an almost-one-point extension property, then it has the one-point
extension property.
Claim 2.11, resp. Claim 2.13, is proved as Claim 2.5, resp. Claim
2.7. We only prove Claim 2.12. Let (U,R ↾ U, P ↾ U) ⊆ (U, R, P ) be
some not-complete substructure having an almost-one-point extension
property and let (U¯ , R ↾ U¯ , P ↾ U¯) be its completion. We note here
that since U is a substructure, it is closed under R, i.e. for every u ∈ U
we have R(u) ∈ U . We show that (U,R ↾ U, P ↾ U) has the almost-
one-point extension property. Let A be some finite substructure of
(U¯ , R ↾ U¯ , P ↾ U¯) and let A ⊆ B = A
∐
{b} ∈ K2 be its one-point
extension. Let ε > 0 be given. Since U is dense in U¯ we can find for
each a ∈ A an element u(a) ∈ U such that d(u(a), a) < ε/2 and so that
for a1 6= a2, u(a1) 6= u(a2). We set A
′ = {u(a) : a ∈ A} ∪ {R(u(a)) :
a ∈ A}, i.e. closing {u(a) : a ∈ A} under R. Note that it is possible
that |A′| > |A| since there might be a 6= b ∈ A such that R(a) = R(b),
however R(u(a)) 6= R(u(b)). Nevertheless, since R is 1-Lipschitz we
have that d(R(a), R(u(a))) < ε/2 for every a ∈ A. Now take the
(greatest) metric amalgamation of A′ ∪ A with B over A. That gives
some metric on A′∪{b}. If R(b) = b in B then we define B′ = A′∪{b}
to be the extension of A′ where also R(b) = b; that gives some structure
from K2. Otherwise, R(b) = a for some a ∈ A ⊆ B in B. Then we
define B′ = A′ ∪ {b} to be the extension of A′ where R(b) = u(a); that
also gives some structure from K2.
We may thus find some almost-one-point extension for ε/2 in U . It is
straightforward to check that it will be an almost-one-point extension
for A as well. 
12 MICHAL DOUCHA
Theorem 2.14. Let K be an arbitrary compact metric space. Then
there exists a closed subset C ⊆ U × K that is universal and ultraho-
mogeneous.
Remark 2.15. (U, C) is uniquely characterized by the following prop-
erty: let A1, A2 ⊆ U be two finite subsets of U, and K0 ⊆ K a finite
subset of the compact metric space K with the properties that
• there is an isometry ι : A1 → A2,
• for any x ∈ A1 and k ∈ K0 we have
dist((x, k), C) = dist((ι(x), k), C).
Then ι extends to an autoisometry ι¯ of U such that for any x ∈ U and
k ∈ K we have dist((x, k), C) = dist((ι¯(x), k), C).
As a consequence we get that for any Polish metric space X equipped
with a closed subset E ⊆ X × K there is an isometric embedding
ι : X →֒ U such that for any x ∈ X and k ∈ K we have dist((x, k), E) =
dist((ι(x), k), C).
Proof. Let DK = {qn : n ∈ N} be an enumeration of some countable
dense subset of K. For some metric space M we want to consider a
function f : M × N → R+0 , where f(x, n), for any x ∈ M and n ∈ N,
is to be interpreted as the distance (again in the sum metric) of (x, qn)
from some closed subset ofM×K. However, even if we restrict to finite
rational metric spaces and demand that f takes only rational values,
we still get uncountably many possible distance functions. The remedy
is to consider distance functions that are ‘controlled’ by finite sets.
Let A be a finite rational metric space. A rational distance function
f : A×N→ Q+0 , i.e. 1-Lipschitz on A×DK , is called finitely-controlled
if there exists a finite subset N ⊆ N such that for any a ∈ A and
n ∈ N we have f(a, n) = max{0,max{f(a,m)− dK(qm, qn) : m ∈ N}}.
Clearly, for any rational metric space A there are only countably many
finitely- controlled distance functions.
We shall consider a countable class of finite rational metric structures
K3 such that A belongs to K3 if
• A is a finite rational metric space,
• A is equipped with a rational 1-Lipschitz finitely-controlled dis-
tance function f : A× N→ Q+0 .
K3 is countable. Joint embedding for two structures A,B ∈ K3 can be
achieved by putting A and B far apart from each other. Amalgamation
of two structures B,C ∈ K3 over a third structure A ∈ K3 can be again
achieved by taking the greatest metric amalgam of B and C over A. f
is correctly defined on the amalgam since it is 1-Lipschitz; that follows
from the same argument as in Theorems 2.1 and 2.8.
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Thus we get a Fra¨ısse´ limit (QU,QF ), where QF : QU×N→ Q+0 is
the limit of the distance function. By QC ⊆ QU ×K we shall denote
the set {(u, qn) : QF (u, n) = 0}. We have the following universality
and rational one-point extension property of (QU,QF ):
• for every A ∈ K3 there exists an embedding ι : A →֒ (QU,QF ),
i.e. for every a ∈ A and n ∈ N we have f(a, n) = QF (ι(a), n),
• for every A ∈ K3, every embedding ι : A →֒ (QU,QF ), and
every one-point extension A ⊆ B ∈ K3 there exists an extension
ι ⊆ ι˜ : B →֒ (QU,QF ).
We take the completion of (QU,QF ) to get (U, F ), where F is the
unique extension of QF onto U × N. Also, by C ⊆ U ×K we denote
the closure of QC in U×K. By K3 we shall denote the class of finite
metric spaces M with 1-Lipschitz distance function f : M × N → R+0
that not only can take values in reals, it does not have to be finitely-
controlled.
We say that a subclass K ⊆ K3 has an almost-one-point extension
property if for every A ∈ K, every ε > 0, and every one-point ex-
tension A ⊆ B = A
∐
{b} ∈ K3 there exists a one-point extension
B′ = A
∐
{b′} ∈ K such that for every a ∈ A and every n ∈ N we
have |d(a, b) − d(a, b′)| < ε and |f(b, n) − f(b′, n)| < ε. Analogously,
we define an almost-one-point extension property for a substructure
(U, F ) ⊆ (U, F ).
As before we need to prove:
Lemma 2.16. (U, F ) has the one-point extension property.
That will be again achieved by proving the following three claims.
Claim 2.17. K3 has an almost-one-point extension property.
Claim 2.18. If a (not necessarily complete) substructure (U, F ↾ U ×
N) ⊆ (U, F ) has an almost-one-point extension property, then so does
its completion.
Claim 2.19. If a complete substructure (U, F ↾ U×N) ⊆ (U, F ) has an
almost-one-point extension property, then it has the one-point extension
property.
Claims 2.18 and 2.19 are proved similarly as the analogous Claims
2.6 and 2.7. We only prove Claim 2.17.
Fix A ∈ K3, ε > 0 and a one-point extension B = A
∐
{b} ∈ K3.
We define the rational metric on B′ precisely as we did in the proof
of the analogous Claim 2.5. It remains to define the finitely controlled
rational distance function f on b′. Note again that we have that for
every a ∈ A, d(a, b) < d(a, b′), and let δ = min{min{d(a, b′)− d(a, b) :
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a ∈ A}, ε/3}. Since K is compact there exists a finite set N ⊆ N such
that {qn : n ∈ N} is a ε/3-net in K. We define a finitely-controlled f
controlled by values on N (we may without loss of generality assume
that f on A × N was controlled by values on N). For each n ∈ N
we set f(b′, n) to be an arbitrary rational number from the interval
[f(b, n), f(b, n) + δ]. For other m ∈ N it extends uniquely by the
formula f(b′, m) = max{0,max{f(b′, n) − dK(qn, qm) : n ∈ N}}. We
check that f is still 1-Lipschitz, i.e. for any a ∈ A and n,m we have
|f(a, n) − f(b′, m)| ≤ d(a, b′) + dK(qn, qm). Since f is controlled by
values on N it suffices to consider n,m from N . We have
|f(a, n)− f(b′, m)| ≤ |f(a, n)− f(b,m)|+ δ ≤
d(a, b) + dK(qn, qm) + δ ≤ d(a, b
′) + dK(qn, qm).
Finally, we need to check that for any n ∈ N we have |f(b, n) −
f(b′, n)| ≤ ε. It is clear for n ∈ N , so let n ∈ N be arbitrary. However,
since {qn : n ∈ N} forms an ε/3-net in K there exists m ∈ N such that
dK(qn, qm) < ε/3. Then we have
|f(b, n)− f(b′, n)| ≤ |f(b, n)− f(b,m)|+ |f(b,m)− f(b′, m)|+
|f(b′, m)− f(b′, n)| ≤ ε/3 + ε/3 + ε/3
since f is 1-Lipschitz. This finishes the proof. 
Theorem 2.20. Let Z be an arbitrary Polish metric space and L > 0
an arbitrary real constant. Then there exists an L-Lipschitz function
F : U→ Z that is universal and ultrahomogeneous.
Remark 2.21. (U, F ) is uniquely characterized by the following prop-
erty: let A1, A2 be two subsets of U such that there is an isome-
try ι : A1 → A2 with the property that for any x ∈ A1 we have
F (x) = F ◦ ι(x). Then ι extends to an autoisometry of U with the
same property.
As a consequence we get that for any Polish metric space X and
an L-Lipschitz function f : X → Z there is an isometric embedding
ι : X →֒ U such that for any x ∈ X we have f(x) = F ◦ ι(x).
Proof. Let DZ = {zn : n ∈ N} ⊆ Z be some countable dense subset
of Z. We consider the following countable class K4 of finite structures.
We have that A ∈ K4 if
• A is a finite rational metric space
• there is an L-Lipschitz function p : A→ DZ
K4 is clearly countable. Joint embedding for two structures A,B ∈ K4
can be again obtained by putting A and B ‘far apart’ from each other;
i.e. if m = max{L · dZ(p(a), p(b) : a, b ∈ A
∐
B} and M is some
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rational greater than m and diam(A) and diam(B), then we can take
the disjoint union A
∐
B and define the distance between any a ∈ A
and b ∈ B to be 2M . This works. We show the amalgamation property.
Suppose we have structures A,B,C ∈ K4, where we assume that A is a
common substructure of both B and C. As usual, we take the greatest
metric amalgam of B and C over A and show that it works. We need
to show that for b ∈ B and c ∈ C we have dZ(p(b), p(c)) ≤ L · d(b, c).
Let a ∈ A be such that d(b, c) = d(b, a) + d(a, c). Then we have
dZ(p(b), p(c)) ≤ dZ(p(b), p(a)) + dZ(p(a), p(c)) ≤
L · (d(b, a) + d(a, c)) = L · d(b, c)
and we are done.
We now consider the Fra¨ısse´ limit. As before, it is easy to check that
it is the rational Urysohn space QU together with an L-Lipschitz func-
tion QP : QU → DZ . The following universal property and rational
one-point extension property characterize (QU,QP ):
• for every A ∈ K4 there exists an embedding ι : A →֒ (QU,QP ),
i.e. ι is isometric and for every a ∈ A we have p(a) = QP ◦ ι(a),
• for every A ∈ K4, every embedding ι : A →֒ (QU,QP ), and
every one-point extension A ⊆ B ∈ K4 there exists an extension
ι ⊆ ι˜ : B →֒ (QU,QP ).
We take the completion (U, P ), where P : U→ Z is the unique exten-
sion of QP from QU onto U. To finish the proof, we must show the
following.
Lemma 2.22. (U, P ) has a one-point extension property, i.e. for every
finite subset A ⊆ U and for every abstract one-point extension (B =
A
∐
{b}, p¯ : B → Z), where p¯ = P ↾ A ∪ {(b, z) for z ∈ Z, there is a
corresponding ‘concrete’ one-point extension in (U, P ).
By K4 we mean the class of all finite metric spaces equipped with an
L-Lipschitz function p with values in Z, not necessarily in the countable
dense set DZ .
We say that a class K ⊆ K4 has an almost-one-point extension prop-
erty if for every A ∈ K, every extension A ⊆ B = A
∐
{b} ∈ K4
and every ε > 0, there exists a one-point extension B′ = A
∐
{b′} ∈
K such that for every a ∈ A we have |d(a, b) − d(a, b′)| < ε and
dZ(p(b), p(b
′)) < L · ε. The almost-one-point extension property for
a substructure (U, P ↾ U) ⊆ (U, P ) is defined analogously as in the
proofs of Theorems 2.1, 2.8 and 2.14. Again note that an almost-one-
point extension property for K4 is equivalent with an almost-one-point
extension property for (QU,QP ).
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As before, we prove Lemma 2.22 through the following series of
claims.
Claim 2.23. K4 has the almost-one-point extension property.
Claim 2.24. If a (not necessarily complete) substructure (U, P ↾ U) ⊆
(U, P ) has an almost-one-point extension property, then so does its
completion.
Claim 2.25. If a complete substructure (U, P ↾ U) ⊆ (U, P ) has an
almost-one-point extension property, then it has the one-point extension
property.
We shall only prove Claim 2.23, the proofs of the other two claims
are routine and modifications of the analogous ones from the proofs of
Theorems 2.1, 2.8 and 2.14.
Let A ∈ K4 and A ⊆ B ∈ K4 with some ε > 0 be given, where
B = A
∐
{b}. We define A ⊆ B′ ∈ K4 as follows. B
′ = A
∐
{b′} and
for every a ∈ A we define d(a, b′) as in Claim 2.5. In particular, we
again have that
(2.1) d(a, b′) > d(a, b)
for every a ∈ A. If p(b) ∈ DZ , then we set p(b
′) = p(b) and because of
(2.1) we have dZ(p(a) − p(b
′)) = dZ(p(a), p(b)) ≤ L · d(a, b) ≤ d(a, b
′)
for every a ∈ A and we are done. If p(b) /∈ DZ , in particular p(b)
is not an isolated point of Z, we choose some z0 ∈ DZ such that
dZ(z0, p(b)) < L · δ, where δ = min{d(a, b
′) − d(a, b) : a ∈ A} > 0.
Then we put p(b′) = z0 and we claim that this works. Indeed, for any
a ∈ A we have
dZ(p(a), z0) ≤ dZ(p(a), p(b)) + L · δ ≤ L · (d(a, b) + δ) ≤ L · d(a, b
′).
This finishes the proof of Theorem 2.20. 
We have an interesting corollary of Theorem 2.20. This theorem
‘lifts’ from the category of complete metric spaces to the category of
Banach spaces via the functor assigning to a metric space its Lipschitz-
free Banach space and to a Lipschitz map its linear extension. We
refer the reader to the book [19] for information about Lipschitz-free
Banach spaces and to the paper [9] of Godefroy and Kalton. Here we
just recall that for every metric space X (with a distinguished point
representing 0) there exists a Banach space F (X) in which there is an
isometric copy of X such that span{X} is dense in F (X) and that is
uniquely characterized by the property that for every Banach space Y
and Lipschitz map f : X → Y sending 0 to 0 there exists a unique
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bounded linear operator with the same Lipschitz constant fˆ : F (X)→
Y that extends f .
In case X is a Banach space and ι : X → F (X) is the canonical
isometric embedding, then by β : F (X) → X we denote ˆι−1, i.e. the
unique linear operator from F (X) to X such that we have β ◦ ι = id.
The following theorem was proved in [9].
Theorem 2.26 (Godefroy,Kalton [9]). For any separable Banach space
X there exists a linear isometry ιGK : X → F (X) such that β ◦ ιGK =
idX .
It follows that the so-called Holmes space H, the Lipschitz-free space
F (U) over the Urysohn space, is a universal separable Banach space.
We refer the reader to the paper of Holmes [12] and to Chapter 5 of
[17] for more information about this Banach space. We remark that it
was proved by Fonf and Wojtaszczyk in [5] that the Holmes universal
space is not linearly isometric to other known universal Banach spaces
such as the Gurarij space or C([0, 1]). It is also not isomorphic to the
Pe lczyn´ski universal space which also follows from the results from [5].
We note that universal and homogeneous linear operators on the
Gurarij space and p-Gurarij spaces were constructed in [7] and [1].
Theorem 2.27. Let Z be an arbitrary separable Banach space and
L > 0 an arbitrary real constant. Then there exists a universal linear
operator Φ : H→ Z of norm L.
Proof. Let F : U → Z be the universal L-Lipschitz map from the
Urysohn space to the Banach space Z. Denote by Φ the unique linear
extension of F from U to H, where we chose 0 in U so that F (0) = 0.
We claim that Φ is as desired.
Indeed, let X be an arbitrary separable Banach space equipped with
a linear operator ψ : X → Z such that ‖ψ‖ ≤ L. Using Theorem 2.20
we obtain a (non-linear) isometric embedding ι : X →֒ U such that for
every x ∈ X we have
(2.2) F ◦ ι(x) = ψ(x).
We shall again denote by X ′ the image of X in U and by β : F (X ′) ⊆
H→ X the canonical surjective linear operator from F (X ′) onto X so
that we have β◦ι = idX . By Theorem 2.26 there exists a linear isometry
ιGK : X → F (X
′) ⊆ H such that β ◦ ιGK = idX . We claim that for
every x ∈ X we have Φ ◦ ιGK = ψ. Once we prove it we are done.
Consider the linear operator Φ′ = ψ ◦ β. We have
Φ′ ◦ ιGK = ψ ◦ β ◦ ιGK = ψ ◦ idX = ψ
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thus it suffices to prove that Φ ↾ F (X ′) = Φ′. However, Φ ↾ F (X ′) is
uniquely determined by the property that for every x ∈ X ′ we have
Φ(x) = F (x). But if we take any x ∈ X ′ then
Φ′(x) = ψ ◦ β(x) = ψ ◦ ι−1(x) = F (x)
where the last equality follows from (2.2) and we are done. 
3. Gurarij space
Our aim in this section is to prove similar universality and homo-
geneity results that we did for the Urysohn space for the Gurarij space.
We recall the definition of the Gurarij space.
Definition 3.1. Recall that a separable Banach space G is Gurarij if it
satisfies the following property: for every ε > 0, every finite dimensional
Banach spaces E ⊆ F , and every linear isometry φ : E →֒ G there
exists an extension φ¯ ⊇ φ : F →֒ G such that φ¯ is an ‘ε-isometry’, i.e.
for every x ∈ F we have (1− ε) · ‖x‖ ≤ ‖φ¯(x)‖ ≤ (1 + ε) · ‖x‖.
Before formulating the theorems, let us define a necessary notion.
Let (SE, E) and (SF , F ) be pairs of 1-Lipschitz seminorms together
with Banach spaces. Let ε > 0. Then we say that φ : (SE , E) →
(SF , F ) is an ε-morphism if φ is a linear ε-isometry between E and
F in their norms and also an ε-isometry between the quotients of E
and F by their respective seminorms, i.e. for every x ∈ E we have
|SE(x)− SF (x)| < ε · SE(x).
Since we shall speak always about seminorms that are 1-Lipschitz,
we may sometimes omit the adjective ‘1-Lipschitz’ when talking about
them.
The following simple fact that we state without a proof shows why
we consider 1-Lipschitz seminorms.
Fact 3.2. Let X be a Banach space. There is a (not always one-to-
one) correspondence between closed subspaces Y ⊆ X and 1-Lipschitz
seminorms S : X → R+0 .
Namely, the function dist(·, Y ) : X → R+0 is a 1-Lipschitz seminorm
and the set {x ∈ X : S(x) = 0} is a closed subspace.
We shall use the following notation: whenever X is a Banach space
and Y ⊆ X is a closed subspace, then by SYX : X → R
+
0 we denote
the seminorm dist(·, Y ). Conversely, if S : X → R+0 is a 1-Lipschitz
seminorm, then by YS ⊆ X we denote the closed subspace {x ∈ X :
S(x) = 0}.
The following theorems are the main results. The first one is analo-
gous to Theorem 2.1, we only replace 1-Lipschitz function by 1-Lipschitz
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seminorms. The second one is analogous to Theorem 2.8, we only re-
place 1-Lipschitz retraction by 1-Lipschitz projection. As in the previ-
ous section, we formulate the theorems rather informally and provide
precise formulations in the remarks below.
Theorem 3.3. There exists a universal and almost-homogeneous closed
subspace of the Gurarij space, resp. a 1-Lipschitz seminorm on the Gu-
rarij space.
Remark 3.4. Precisely, we claim that there exists a 1-Lipschitz semi-
norm S : G→ R+0 on the Gurarij space such that the pair (S,G) has the
following homogeneity property: for every finite dimensional Banach
space E with a seminorm SE : E → R
+
0 and for every finite dimensional
extension F equipped with a seminorm SF : F → R
+
0 that extends SE,
for every ε > 0 and for every 0-morphism φ : (SE , E) →֒ (S,G), there
exists an extension φ¯ ⊇ φ : (SF , F ) →֒ (S,G) that is an ε-morphism.
Consequently, for every separable Banach space X with a closed
subspace Y there exists a linear isometry φ : X →֒ G such that for
every x ∈ X we have dist(x, Y ) = dist(φ(x),H), where H = {x ∈ G :
S(x) = 0} may be understood as a universal closed subspace of the
Gurarij space.
If X is a Banach space, P : X → Y is a norm one projection onto its
closed subspace and S : X → R+0 is a seminorm, then we say that P and
S are compatible if S ≤ SYX (i.e. for every x ∈ X , S(x) ≤ S
Y
X(x)), and
for every x ∈ X , S(x) = 0 iff SYX(x) = 0, i.e. {x ∈ X : S(x) = 0} = Y .
Theorem 3.5. There exists a universal and almost-homogeneous norm
one projection PE : G→ H onto a 1-complemented subspace.
Remark 3.6. Precisely, we claim that there exists a norm one projec-
tion P : G → H onto a 1-complement subspace of the Gurarij space
with the following homogeneity property: for every finite dimensional
Banach space E together with a norm one projection PE : E → E0
onto its 1-complemented subspace E0 and a compatible seminorm SX ,
and for every finite dimensional extension F equipped with a norm
one projection PF ⊇ PE : F → F0 onto its 1-complemented sub-
space F0 and a compatible seminorm SF ⊇ SE , for every ε > 0
and for every 0-morphism φ : (SE, E) →֒ (S
H
G ,G) such that for ev-
ery x ∈ E we have φ ◦ PE(x) = P ◦ φ(x) there exists an extension
φ¯ ⊇ φ : (SF , F ) →֒ (S
H
G ,G) such that φ¯ is an ε-morphism and again for
every x ∈ F we have φ¯ ◦ PF (x) = P ◦ φ¯(x).
Consequently, for every separable Banach space X with a norm one
projection p : X → X0 there exists a linear isometry φ : X →֒ G
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such that for every x ∈ X we have dist(x,X0) = dist(φ(x),H), and in
particular, P ◦ φ(x) = φ ◦ p(x).
Remark 3.7. The operator P from Theorem 3.5 is thus a universal
and homogeneous projection. As pointed out to us by the referee,
every operator T : X → Y (of norm 1) can be lifted to a (norm
1) projection. Indeed, just consider the sum X ⊕1 Y and define a
projection T¯ : X ⊕1 Y → Y by T¯ (x, y) := T (x) + y. It follows that
every universal projection is actually a universal operator. Both the
projection P from Theorem 3.5 and the universal operators from [7]
and [1] are characterized uniquely with respect to their universality
properties, which are however formally different. It is thus left open
whether these operators are the same.
Before we prove these two theorems we present a construction of the
Gurarij space that is ‘Fra¨ısse´ like’ in the classical sense. Then we will
be able to prove Theorems 3.3, resp. 3.5 using minor modifications of
proofs of Theorems 2.1, resp. 2.8.
Definition 3.8. Let X be a vector space and let A ⊆ X be a subset
such that span{A} = X . A partial A-norm ‖ · ‖A is a non-negative real
function which behaves like a norm except that it is defined only on A;
i.e. for every x, y ∈ A and α ∈ R we have
• ‖x‖A = 0 iff x = 0,
• ‖α · x‖A = |α| · ‖x‖A if α · x ∈ A,
• ‖x+ y‖A ≤ ‖x‖A + ‖y‖A if x+ y ∈ A.
Fact 3.9. Let X be a vector space, A ⊆ X a subset such that span{A} =
X and let ‖ · ‖A : A → R be a partial A-norm. Then for any x ∈ X
the formula
‖x‖AX = inf{|α1| · ‖a1‖A + . . .+ |αn| · ‖an‖A :
a1, . . . , an ∈ A, α1 · a1 + . . .+ αn · an = x}
defines a maximal seminorm ‖ · ‖AX on X that extends ‖ · ‖A.
If X is finite dimensional and A is finite, then ‖ · ‖AX is actually a
norm and the infimum in the formula may be replaced by minimum.
Proof. It is easy to check that it is a seminorm that extends ‖ · ‖A.
Since every seminorm ‖ · ‖ extending ‖ · ‖A must satisfy the inequality
‖x‖ ≤ |α1| · ‖a1‖A+ . . .+ |αn| · ‖an‖A for every a1, . . . , an ∈ A such that
α1 · a1 + . . .+ αn · an = x, we have that ‖ · ‖
A
X is maximal.
Now suppose that X is finite dimensional and that A = {a1, . . . , an}.
Fix some x ∈ X and take some α1, . . . , αn ∈ R such that α1 · a1+ . . .+
αn · an = x. Let δ = |α1| · ‖a1‖A + . . . + |αn| · ‖an‖A, thus ‖x‖
A
X ≤ δ.
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The following is a compact subset of Rn: Kx = {(β1, . . . , βn) : β1 · a1 +
. . . + βn · an = x, |β1| · ‖a1‖A + . . . + |βn| · ‖an‖A ≤ δ}. Moreover, the
map (β1, . . . , βn)→ |β1| · ‖a1‖A + . . .+ |βn| · ‖an‖A is continuous, thus
attains the minimum at some tuple (β1, . . . , βn) ∈ Kx. It also follows
that ‖ · ‖AX is a norm. 
Definition 3.10. Let K be the following class of Banach spaces. We
have that X ∈ K if:
• X is a finite dimensional vector space with a specified basis
(x1, . . . , xn),
• the norm ‖ · ‖ on X is of the form ‖ · ‖AX , i.e. determined by
a partial norm ‖ · ‖A. Moreover, we demand that A is a finite
subset of X containing the basis such that each element of A is
a linear combination of elements of the basis using only rational
scalars, and ‖ · ‖A : A→ Q is a partial norm taking values only
in the rationals.
The class of embeddings E consists only of those linear isometric embed-
dings between elements of K that send elements of basis to elements of
basis; i.e. ifX, Y ∈ K, where the basis ofX is (x1, . . . , xn) and the basis
of Y is (y1, . . . , ym), then an allowed linear isometric embedding from
X into Y is determined by an injection ι : {1, . . . , n} → {1, . . . , m}.
We shall call such linear embeddings proper.
Remark 3.11. Although the definition of the class K above is more
suitable for our purposes, we note that it is nothing else but the class
of finite dimensional rational Banach spaces as considered e.g. in [8].
We recall that a finite dimensional Banach space X is called rational
if it is isometric to (Rn, ‖ · ‖) such that the unit sphere is a polytope
whose vertices have rational coordinates. However, given X ∈ K whose
norm is determined by some finite A we see that the unit sphere is the
convex hull of {a/‖a‖ : a ∈ A}, where clearly each a/‖a‖ has rational
coordinates in the specified basis.
Fact 3.12. K is a Fra¨ısse´ class.
Proof. It immediately follows that K is countable.
Let us check the amalgamation property. Let X0, X1, X2 ∈ K, where
X0 is a common subspace of X1 and X2. Moreover, we have that
(x1, . . . , xn) is a basis of X0, (x1, . . . , xn, y1, . . . , ym) is a basis of X1
and (x1, . . . , xm, z1, . . . , zk) is a basis of X2. The amalgam space X3 is
algebraically nothing else but the amalgamated direct sumX1⊕X0X2 of
X1 andX2 overX0. The norm is defined again in a standard way, i.e the
amalgamation norm (analogous to the greatest metric amalgamation)
‖x − y‖ = inf{‖x − z‖X1 + ‖z − y‖X2 : z ∈ X0} for x ∈ X1, y ∈ X2.
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To check that X3 ∈ K first observe that it is a vector space with basis
(x1, . . . , xn, y1, . . . , ym, z1, . . . , zk). If ‖ · ‖X1 was given by some partial
norm ‖ · ‖A1 for finite A1 ⊆ X1, and ‖ · ‖X2 was given by some partial
norm ‖ · ‖A2 for finite A2 ⊆ X2, then considering A1, A2 as subsets of
X3 we can form a partial norm ‖ · ‖A3 defined on A3 = A1 ∪A2 so that
for a ∈ A3, ‖a‖A3 is equal to ‖a‖A1 if a ∈ A1 and equal to ‖a‖A2 if
a ∈ A2. It is straightforward to check that this defines a partial norm
on A3 and that the extension ‖ · ‖
A3
X3
is the amalgam norm on X3. For a
reader unfamiliar with amalgam metrics, resp. norms, we refer to our
paper [2] where a similar fact was verified for norms (resp. invariant
metrics) on abelian groups.
The joint embedding property is similar, only easier. 
Thus there exists the Fra¨ısse´ limit G, a direct limit of some countable
sequence X1 → X2 → . . . from K. The following extension property
follows from the Fra¨ısse´ theorem.
Fact 3.13. Let Y ∈ K and let there be a proper linear embedding
φ : Xn →֒ Y for some n. Then there exist m > n and a proper linear
embedding ψ : Y →֒ Xm such that ψ ◦ φ =⊆n→m, where ⊆n→m is the
inclusion proper embedding from Xn into Xm.
It is a separable normed space and we take the completion which we
shall denote by G.
Theorem 3.14. G is the Gurarij space.
Proof. We need to check the condition from Definition 3.1. It is suffi-
cient to prove the following:
Claim 3.15. For every ε > ε′ > 0, every finite dimensional Banach
spaces E ⊆ F , where
• E is of co-dimension 1 in F , F = span{E, v} and v ∈ F \ E
such that ‖v‖ = 1,
• ε′ < min{ε/4, ε·δ
14
}, where δ = dist(v, E) = inf{‖v−x‖ : x ∈ E},
we have that any ε′-isometry φ : E →֒ G extends to φ¯ ⊇ φ : F →֒ G
such that φ¯ is an ε-isometry.
Indeed, suppose that we have proved Claim 3.15 and we are given
subspaces E ⊆ F , ε > 0 and an isometry φ : E →֒ G. Suppose
the co-dimension of E in F is n and E has basis {e1, . . . , em}, which
can be extended to a basis {e1, . . . , em, f1, . . . , fn} of F . Then the
extension of φ to φ¯ is done using Claim 3.15 n-times through spaces
E = E0 ≤ . . . ≤ Ei = span{E, f1, . . . , fi} ≤ . . . En = F so that
the extension φi ⊇ . . . ⊇ φ : Ei →֒ G is an εi-isometry, where
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εi < min{εi+1/4,
εi+1·δi
14
}, where δi = dist(Ei, fi+1).
Thus we need to prove Claim 3.15. Suppose that E is a subspace
of co-dimension 1 in a finite dimensional Banach space F ⊇ E. Let
(e1, . . . , en) be a basis of E and (e1, . . . , en, v) a basis in F such that
‖v‖ = 1. Let ε > ε′ > 0 be given, where ε′ < min{ε/4, ε·δ
14
}, δ =
dist(v, E). Moreover suppose we have an ε′-isometry φ : E →֒ G.
For any γ > 0 and i ≤ n we can find gi ∈ G ⊆ G such that
‖gi−φ(ei)‖ < γ. Moreover, there exists somem such that gi ∈ Xm ⊆ G
for all i (recall again that G is a direct limit of some sequence (Xi)i from
K). We may even assume that each gi is a rational linear combination
of elements of the specified basis of Xm. It is clear that if we take γ > 0
small enough then the linear map φ′ : E →֒ Xm determined by sending
ei to gi is an ε
′′-isometry for some ε′′ < min{ε/4, ε·δ
14
}.
Take now R > 0 large enough to be specified later, and ε′ > η > 0,
and find some finite η-net (zj)j in R · BE , the compact ball of radius
R in E. We may assume that each zj from the net is a rational linear
combination of the basis elements {e1, . . . , en}. Consider now an (ab-
stract) extension Z of Xm generated by Xm and one additional vector
w of norm 1. The norm on Xm (which is a restriction of the norm
on G to this subspace) is an extension of some rational partial norm
‖ · ‖A, where A is a finite set of rational linear combinations of the
basis of Xm. Extend A to A¯ so that it contains φ
′(zj) for every j and
w. Note that each zj is a rational linear combination of basis elements
{e1, . . . , en} and φ
′(ei) is a linear combination of basis elements of Xm,
thus φ′(zj) is also a rational linear combination of basis elements in
Xm. Extend the partial rational norm ‖ · ‖A on A to a partial rational
norm ‖ · ‖A¯ on A¯ so that for every j we have
(3.1) |‖zj − v‖ − ‖φ
′(zj)− w‖A¯| < ε
′′.
That can be done as in the proof of Claim 2.5. We consider the norm
‖ · ‖A¯Z on Z that extends the partial norm ‖ · ‖A¯; it coincides with the
Xm-norm on the subspace Xm. By Fact 3.13 this ‘abstract’ extension
Z is realized in G ⊆ G, thus we may suppose that actually w is an
element of G.
We now claim that the extension φ¯ ⊇ φ : F →֒ G determined by
sending v to w is as desired. It suffices to check that for any y ∈ E we
have
|‖v − y‖ − ‖w − φ(y)‖| < ε · ‖v − y‖.
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Suppose at first that y ∈ R ·BE. Then we pick some zj from the η-net
such that ‖y − zj‖ < η. Then we have
|‖v − y‖ − ‖w − φ(y)‖| ≤
|‖v−zj‖−‖w−φ
′(zj)‖+‖y−zj‖+‖φ(y)−φ(zj)‖+‖φ(zj)−φ
′(zj)‖| <
ε′′ + η + ε′ · η + (ε′ + ε′′) · ‖zj‖,
where we used that |‖v−zj‖−‖w−φ
′(zj)‖| < ε
′′ by (3.1), ‖y−zj‖ < η
by the choice of zj , ‖φ(y)− φ(zj)‖ < ε
′ · η since φ has norm less than
ε′, and ‖φ(zj)−φ
′(zj)‖ < (ε
′+ ε′′) · ‖zj‖ since φ
′ has norm less than ε′′.
Then we get
ε′′ + η + ε′ · η + (ε′ + ε′′) · ‖zj‖ < ε
′′ + η + ε′ · η + (ε′ + ε′′) · (η + ‖y‖) <
ε′′+η+ε′·η+2ε′′·(η+1+‖v−y‖) < ε′′+ε′′+ε′′+2ε′′+2ε′′+2ε′′·‖v−y‖ <
ε · dist(v, E)
2
+
ε · ‖v − y‖
2
< ε · ‖v − y‖,
where in the last inequality we used that 7ε′′ < 7dist(v,E)
14
= dist(v,E)
2
and
that 2ε′′ · ‖v − y‖ < 2ε/4 · ‖v − y‖.
Suppose now that y /∈ R ·BE . Then we have
|‖v − y‖ − ‖w − φ(y)‖| ≤
‖v‖+ ‖w‖+ ‖y − φ(y)‖ ≤ 2 + ε′ · ‖y‖ ≤ 3 + ε′ · ‖v − y‖ ≤
3
R − 1
· ‖v − y‖+ ε′ · ‖v − y‖ = (
3
R− 1
+ ε′) · ‖v − y‖.
Clearly, if R is large enough, 3
R−1
+ ε′ is less than ε. 
Knowing the construction of the Gurarij space which is in the similar
vein as the construction of the Urysohn space we will be rather easily
able to transfer the results about universal structures on the Urysohn
space to analogous results on the Gurarij space, i.e. Theorems 3.3 and
3.5. The proofs will be sketchy as it is a repetition of very similar ar-
guments to those from the section on the Urysohn space.
Proof of Theorem 3.3. We shall define an appropriate Fra¨ısse´ class. Be-
fore doing so, analogously as in Definition 3.8 and Fact 3.9 we define a
partial seminorm and show how to extend it.
LetX be a normed space and A ⊆ X subset such that span{A} = X .
Let SA : A→ R
+
0 be a partial 1-Lipschitz seminorm.
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Then we can consider as in Fact 3.9 the greatest extension of SA to
SX : X → R
+
0 as follows: for any x ∈ X we set
SX(x) = inf{|α1| · SA(x1) + . . .+ |αn| · SA(xn) :
x1, . . . , xn ∈ A, x = α1 · x1 + . . .+ αn · xn, α1 ≥ 0, . . . , αn ≥ 0}.
Definition 3.16. K1 will be the following class of pairs of seminorms
and Banach spaces. We have that (SX , X) ∈ K1 if:
• X is a finite dimensional vector space with a specified basis
(x1, . . . , xn),
• the norm ‖ · ‖ on X is of the form ‖ · ‖AX , i.e. determined by a
partial norm ‖ · ‖A. We again demand that A is a finite subset
of X containing the basis such that each element of A is a linear
combination of elements of the basis using only rational scalars,
and ‖ · ‖A : A → Q is a partial norm taking values only in the
rationals. Moreover, we shall assume that each basis element
xi, i ≤ n, is of norm 1.
• SX is the (greatest) extension of some 1-Lipschitz seminorm
SA : A→ Q
+
0 on A taking only rational values.
We shall again consider only proper linear embeddings, i.e. those linear
isometric embeddings between elements of K1 that send elements of the
basis to elements of basis, that are moreover 0-morphisms, i.e. preserve
the seminorms.
The verification that K1 is a Fra¨ısse´ class is essentially the same as in
Fact 3.12 plus some some arguments from the proof of Theorem 2.1 on
the universal subset of the Urysohn space. The Fra¨ısse´ limit (S,G) is a
direct limit of some pairs (S1, X1)→ (S2, X2)→ . . .. Let H ⊆ G be the
linear subspace {x ∈ G : S(x) = 0}. We denote by G the completion
of G, by S the unique extension of S and by H the completion of the
subspace H in G. We need to check that the pair (S,G) satisfies the
condition from the statement of Theorem 3.3. It will be again sufficient
to prove the following claim.
Claim 3.17. For every ε > ε′ > 0, every pairs (SE, E) ⊆ (SF , F ),
where
• E, F are finite dimensional Banach spaces and E is of co-
dimension 1 in F , F = span{E, v} and v ∈ F \ E such that
‖v‖ = 1,
• SE , SF are seminorms where SF extends SE,
• ε′ < min{ε/2, ε·δ
10
}, where δ = dist(v, E) = inf{‖v−x‖ : x ∈ E}.
we have that any ε′-morphism φ : (SE , E) →֒ (S,G) extends to φ¯ ⊇ φ :
(SF , F ) →֒ (S,G) such that φ¯ is an ε-morphism.
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That is essentially the same as the proof of Claim 3.15. We again de-
fine the mapping φ′ that goes from E to some Xm ⊆ G ⊆ G and sends
basis elements of E to rational linear combinations of basis elements
of Xm. Then we again find an appropriate η-net in a large enough ball
R · BE. When defining the abstract extension Z = span{Xm, w} of
Xm, the only difference is that besides the norm we also have to define
the seminorm S on this extension. We do it precisely the same as we
did for the norm.
We show how the ‘homogeneity condition’ from the statement of the
theorem implies the universality. We do it analogously as in the proof
of universality of the Gurarij space in [16].
We need the following Lemma which is analogous to Lemma 2.1 in
[16].
Lemma 3.18. Let (SX , X) and (SY , Y ) be pairs of finite dimensional
Banach spaces together with seminorms, and let φ : (SX , X)→ (SY , Y )
be an ε-morphism for some ε ≥ 0. Then there exist a pair (SW ,W ),
where W is finite dimensional, and 0-morphisms ιX : (SX , X) →
(SW ,W ) and ιY : (SY , Y )→ (SW ,W ) such that ‖ιY ◦ φ− ιX‖ < ε.
Suppose for a moment that the lemma has been proved. Then the
rest is done like the proof of the universality of the Gurarij space in
[16] with ε-isometries replaced by ε-morphisms. Let X be a separable
Banach space together with a 1-Lipschitz seminorm SX : X → R
+
0 .
Let (Xn)n be an increasing chain of finite dimensional subspaces of X
such that
⋃
nXn = X . Denote by Sn the restriction SX ↾ Xn. We
inductively find linear embeddings φn : Xn →֒ G so that
• φn : (Sn, Xn)→ (S,G) is a 1/2
n-morphism,
• ‖φn+1 ↾ Xn − φn‖ < 1/2
n−1.
Once this is done we take the point-wise limit φ :
⋃
nXn →֒ G. It
uniquely extends to a linear isometric embedding still denoted by φ on
X with the property that for each x ∈ X we have |SX(x)−S(φ(x))| < ε,
for every ε > 0 thus SX(x) = S(φ(x)). In particular, if SX is a distance
function from a closed subspace Y ⊆ X , then for each x ∈ X we have
x ∈ Y iff φ(x) ∈ H.
Let us now find such linear embeddings φn’s. We assume that X1 =
{0}. Suppose we have found a 1/2n-morphism φn : (Sn, Xn)→ (S,G).
Denote by X ′n ⊆ G the image φn(Xn), and by φ
′
n : X
′
n → Xn+1 the
inverse φ−1n (composed with the inclusion ⊆ Xn → Xn+1). φ
′
n is also
a 1/2n-morphism. Using Lemma 3.18 we can find a pair (SW ,W ) and
0-morphisms ιn : (S ↾ X
′
n, X
′
n) → (SW ,W ) and ιn+1 : (Sn+1, Xn+1) →
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(SW ,W ) such that ‖ιn+1◦φ
′
n−ιn‖ < 1/2
n. Then using the homogeneity
property of (S,G) we can find a 1/2n+1-morphism ψ : (SW ,W ) →
(S,G) such that ψ ◦ φn = idX′n . The desired 1/2
n+1-morphism φn+1 :
(Sn+1, Xn+1)→ (S,G) is then the composition ψ ◦ ιn+1.
It remains to prove Lemma 3.18.
Proof of Lemma 3.18. We refer the reader to the proof of Lemma 2.1
in [16] which is formulated precisely the same as Lemma 3.18, just with
ε-isometries instead of ε-morphisms.
Since being an ε-morphism means being an ε-isometry in both the
norm and the seminorm we just use Lemma 2.1 from [16] twice. Going
through the proof of that lemma we see thatW is X⊕Y with a suitable
norm ‖ · ‖′ and ιX and ιY are the canonical embeddings. We then
apply Lemma 2.1 from [16] again for the quotient spaces XQ and YQ
(quotiented by their respective seminorms) to obtain a suitable norm
‖ · ‖′′ on XQ ⊕ YQ. The desired seminorm SW is then the composition
of projection from X ⊕ Y to XQ ⊕ YQ with the norm ‖ · ‖
′′. 

Proof of Theorem 3.5. Let us start by defining the appropriate Fra¨ısse´
class.
Definition 3.19. K2 will be the class of triples of seminorms, projec-
tions and Banach spaces. We have that (SX , pX , X) ∈ K2 if:
• X is a finite dimensional vector space with a specified basis
(x1, . . . , xn),
• the norm ‖ · ‖ on X is of the form ‖ · ‖AX , i.e. determined by a
partial norm ‖ · ‖A. We again demand that A is a finite subset
of X containing the basis such that each element of A is a linear
combination of elements of the basis using only rational scalars,
and ‖ · ‖A : A → Q is a partial norm taking values only in the
rationals. Moreover, we shall assume that each basis element
xi, i ≤ n, is of norm 1.
• SX is again the (greatest) extension of some 1-Lipschitz semi-
norm SA : A→ Q
+
0 on A taking only rational values.
• X is equipped with a norm one projection p that is allowed
to send basis elements only to rational linear combinations of
basis elements, and moreover YSX = {x ∈ X : SX(x) = 0} =
pX(X) = {x ∈ X : pX(x) = x}; i.e. SX and pX are compatible.
We shall again consider only proper linear embeddings, i.e. those linear
isometric embeddings between elements of K2 that send elements of the
basis to elements of basis, that are moreover 0-morphisms and commute
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with projections. So an allowed embedding between (SX , pX , X) and
(SY , pY , Y ) is a 0-morphism φ that sends specified basis elements of
X to specified basis elements of Y , and for every x ∈ X , pY ◦ φ(x) =
φ ◦ pX(x).
The verification that it is indeed a Fra¨ısse´ class is again based on
the same arguments as in the proofs of Fact 3.12 and Theorem 2.8.
The Fra¨ısse´ limit G is again a direct limit of some spaces X1 → X2 →
. . . that are equipped with the seminorms s1, s2, . . . and projections
p1, p2, . . . that also extend to the limit and then to the completion G.
We shall denote this limit projection P and its range by H. The limit
seminorm is equal to the seminorm SHG . In order to check the condition
from the statement of Theorem 3.5 it is again sufficient to prove the
following claim.
Claim 3.20. For every ε > ε′ > 0, every finite dimensional Banach
spaces E ⊆ F , where
• E is equipped with a seminorm SE and a compatible norm one
projection pE that both extend to F ,
• E is of co-dimension 1 in F , F = span{E, v} and v ∈ F \ E
such that ‖v‖ = 1,
• ε′ < min{ε/2, ε·δ
10
}, where δ = dist(v, E) = inf{‖v−x‖ : x ∈ E},
we have that any ε′-morphism φ : (SE , E) →֒ (S
H
G ,G) with the property
that for every x ∈ E we have P ◦ φ(x) = φ ◦ p(x), extends to φ¯ ⊇ φ :
(SF , F ) →֒ (S
H
G ,G) such that φ¯ is an ε-morphism with the analogous
property.
That is again essentially the same as the proofs of Claim 3.15 and
then Claim 3.17. We define the mapping φ′ that goes from E to some
Xm and sends basis elements of E to rational linear combinations of
basis elements of Xm. Then we again find an appropriate η-net in a
large enough ball R · BE which we may suppose contains φ
′(ei) for
every i ≤ n = dim(E). When defining the abstract extension Z =
span{Xm, w} of Xm, we only additionally specify to where w projects.
It is analogous as in the proof of Claim 2.11.
The universality and uniqueness of (G, P ) is then again a standard
argument. Let us only mention that when proving the universality in
the same way as in Theorem 3.3 or in paper [16], we need the following
lemma which is an analog of Lemma 3.18, resp. Lemma 2.1 from [16].
Lemma 3.21. Let (SX , pX , X) and (SY , pY , Y ) be triples consisting of
finite dimensional Banach spaces equipped with seminorms and com-
patible norm one projections. Let φ : (SX , X) → (SY , Y ) be an ε-
morphism, for some ε > 0, with the property that pY ◦ φ = φ ◦ pX .
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Then there exist a finite dimensional W with a seminorm SW and a
compatible norm one projection pW , and 0-morphisms ιX : (SX , X)→
(SW ,W ), resp. ιY : (SY , Y ) → (SW ,W ), with the property that for
Q ∈ {X, Y } we have
pW ◦ ιQ = ιQ ◦ pQ
and moreover we have
‖ιY ◦ φ− ιX‖ < ε.
We just copy the proof of Lemma 3.18, where W = X⊕Y . We only
additionally define a projection pW on W = X ⊕ Y which is the sum
pX ⊕ pY : X ⊕ Y → pX(X)⊕ pY (Y ). 
3.1. Final remarks and problems. Consider the Urysohn space to-
gether with a universal closed subset C ⊆ U as guaranteed by Theorem
2.1. Can this universal closed subset be lifted to a universal subspace
of H? Resp. is F (C) ⊆ H a universal subspace? Using just Theorem
2.26 as in the proof of Theorem 2.27 does not seem to work. Maybe a
modification of Theorem 2.26 is needed.
The same question applies to the universal retraction on U. Is the
unique linear extension Rˆ : H → F (FU) of the universal retraction R
a universal projection on the Holmes onto a universal complemented
subspace F (FU)? Again, the approach from the proof of Theorem 2.27
that uses Theorem 2.26 does not seem to work directly.
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