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Zusammenfassung
Diese Doktorarbeit handelt von der durch ein Plasma vermittelten Beschleunigung von Elektronen durch
ultrakurze Lichtpulse. Diese sogenannte Laser Wakefield Acceleration ist ein lange bekanntes Konzept,
welches auf der Ausnutzung von lasererregten Plasmawellen großer Amplitude zur Erzeugung von Be-
schleunigungsgradienten im Bereich von mehreren 100 GV/m beruht. Dieser Wert ist um etwa vier Grö-
ßenordnungen höher als der durch den beginnenden elektrischen Durchschlag im Vakuum festgelegte
Maximalwert, der mit klassischen Beschleunigern erreicht werden kann und der etwa 100 MV/m nicht
überschreitet. Diese drastische Erhöhung der Beschleunigungsfelder erlaubt eine ebenso signifikante Re-
duktion der Beschleunigungstrecke, die zum Erreichen einer bestimmten Energie erforderlich ist. Ein
auf diesem Prinzip beruhender Teilchenbeschleuniger wäre daher um Größenordungen kleiner und ko-
stengünstiger als ein klassischer Beschleuniger mit ähnlicher Leistung. Zusätzlich eröffnen die speziellen
Eigenschaften der laserbeschleunigten Elektronenpulse in Gestalt von ultrakurzer Pulsdauer, hoher Bril-
lanz sowie hoher Ladungsdichte gänzlich neue Horizonte.
Das in dieser Arbeit verwendete Lasersystem ist eine Neuentwicklung und beruht auf optischer pa-
rametrischer Lichtverstärkung. Dieser spezielle Lichtverstärkungsprozess ermöglicht die Verstärkung ul-
trakurzer Lichtpulse mit einer Pulsdauer von nur 8 fs auf eine Leistung von 6.5 TW. Dies ist weltweit
einzigartig. Der Laserstrahl wird im Experiment auf einen Heliumjet fokussiert, was zur sofortigen Bil-
dung eines Plasmakanales führt, durch den die Lichtpulse propagieren. In der hochgradig nichtlinearen
Wechselwirkung zwischen dem Lichtfeld mit Intensitäten im Bereich von 1019 W/cm2 und dem Plasma
mit einer Elektronendichte von 2×1019 cm−3 entsteht eine stark anharmonische Plasmawelle. Die Ampli-
tude dieser Welle ist hierbei so hoch, dass die Welle bricht und Elektronen aus dem Hintergrundplasma
von der Plasmawelle beschleunigt werden.
Der Energietransfer vom Laserpuls zu der von ihm getriebenen Plasmawelle ist so stark, dass die
maximale Propagationslänge im Bereich von 100 µm liegt. Daher ist es notwendig, speziell auf die-
se Anforderungen abgestimmte Gasjets zu benützen. Das Verhalten von überschallschnellen Gasjets im
Größenbereich von 100 µm wird deshalb im Rahmen dieser Arbeit ausführlich analysiert. Diese haupt-
sächlich auf numerischer Strömungssimulation beruhende Analyse umfaßt mehrere umfangreiche Para-
meterstudien, die alle relevanten Aspekte mikroskopischer Überschallströmungen beleuchten, was in der
Folge das optimierte Design und die Herstellung von Lavaldüsen zur Erzeugung von überschallschnel-
len Gasjets in einem Durchmesserbereich von 150 µm - 3 mm erlaubte. Der Einsatz dieser Düsen im
Experiment führte zu einer signifikanten Verbesserung der Stabilität des Elektronenstrahls und zu einer
hervorragenden Übereinstimmung von Simulation und Experiment.
Der so optimierte, laserbasierte Elektronenbeschleuniger liefert nun monoenergetische Elektronen-
pulse mit Maximalenergien von bis zu 50 MeV und einer Ladung zwischen einem und zehn pC. Der
Elektronenstrahl hat eine typische Divergenz von etwa 5 mrad, und sein Energiespektrum ist fast voll-
ständig frei von niederenergetischem Hintergrund. Die Elektronenpulsdauer konnte experimentell noch
nicht bestimmt werden. Simulationen deuten jedoch auf Werte im Bereich von einer fs hin. Der Beschleu-
nigungsgradient kann unter Betrachtung von Simulation und Experiment mit etwa 0.5 TV/m angegeben
werden. Der Elektronenbeschleuniger läuft mit 10 Hz Repetitionsrate. Dies ist bei laserbasierten Be-
schleunigern einzigartig. Das Prinzip der Lichtverstärkung des verwendeten Lasersystems erlaubt hier
jedoch noch Steigerungen um mehrere Größenordnungen.
Abstract
This thesis covers the few-cycle laser-driven acceleration of electrons in a laser-generated plasma. The so-
called laser wakefield acceleration is a long-known concept that relies on strongly driven plasma waves
for the generation of accelerating gradients in the range of several 100 GV/m. This value is approximately
four orders of magnitude larger than the one attainably by classic accelerators, which is limited essentially
by electrical breakdown in the accelerating structures to approximately 100 MV/m. Since the acceleration
length necessary for obtaining a certain electron energy is inversely proportional to the accelerating field,
this leads also to a drastic reduction of the size and of the price of the accelerator. Furthermore, the special
properties of laser accelerated electron pulses, namely the ultrashort pulse duration, the high brilliance,
and the high charge density, open up new possibilities in many applications of these electron beams.
The laser system employed in this work is a new development based on optical parametric chirped
pulse amplification and is the only multi-TW few-cycle laser in the world. It allows for the amplification
of pulses with a duration of 8 fs up to a power of 6.5 TW. In the experiment, the laser beam is focused
onto a supersonic helium gas jet which leads to the formation of a plasma channel. The laser pulse,
having an intensity of 1019 W/cm2 propagates through the plasma with an electron density of 2 × 1019
cm−3 and forms via a highly nonlinear interaction a strongly anharmonic plasma wave. The amplitude of
the wave is so large that the wave breaks, thereby injecting electrons from the background plasma into
the accelerating phase.
The energy transfer from the laser pulse to the plasma is so strong that the maximum propagation
distance is limited to the 100 µm range. Therefore, gas jets specifically tuned to these requirements
have to be employed. The properties of microscopic supersonic gas jets are thoroughly analyzed in this
work. Based on numeric flow simulation, this study encompasses several extensive parameter studies
that illuminate all relevant features of supersonic flows in microscopic gas nozzles. This allowed the
optimized design of de Laval nozzles with exit diameters ranging from 150 µm to 3 mm. The employment
of these nozzles in the experiment greatly improved the electron beam quality.
After these optimizations, the laser-driven electron accelerator now yields monoenergetic electron
pulses with energies up to 50 MeV and charges between one and ten pC. The electron beam has a typical
divergence of 5 mrad and comprises an energy spectrum that is virtually free from low energetic back-
ground. The electron pulse duration could not yet be determined experimentally but simulations point
towards values in the range of 1 fs. The acceleration gradient is estimated from simulation and experi-
ment to be approximately 0.5 TV/m. The electron accelerator is routinely operated at 10 Hz, which is a
unique feature among laser based accelerators. The light amplification technique employed in the laser
system in principle allows here improvements by several orders of magnitude.
Introduction
Motivation
For a century, the on-going development of particle accelerators has been promoting many
branches of fundamental and applied research. What began as a tool for nuclear and par-
ticle physics, has expanded its use into solid state physics as well as medicine, biology
and even history [1]. As these lines are written, the superconducting magnets of the Large
Hadron Collider (LHC) [2] – [8] at the CERN laboratory are being cooled down to liquid
Helium temperature and in a few months’ time, the largest collider ever built will com-
mence operation. With its two counter-propagating proton beams having 7 TeV energy
each, it is expected to shed new light on hot topics such as the fundamental origin of mass
in form of the famous HIGGS Boson [9], dark energy and dark matter [10], the possible
existence of small extra dimensions in space-time [11], and many more. However, looking
at the tremendous scale of this project, it is valid to ask the question whether this collider
will actually stay the largest collider ever built for many decades to come. With the Su-
perconducting Super Collider (SSC) [12] – [15] in Texas, USA, having been cancelled in
1993 due to exploding cost-forecasts that saw the final price tag exceeding 12 billion USD,
the only remaining accelerator project which is of comparable magnitude to the LHC is
the International Linear Collider (ILC) [16], [17]. The latter will - if realized - consist of
two linear accelerators, in head-on configuration, one accelerating electrons, the other one
positrons. The entire structure will stretch over a length of 31 km and will be able to reach
a particle energy of 500 GeV in each beam. With a projected total cost of 5 billion USD,
it can only be realized by an international collaboration of several contributing countries.
One of the reasons for these impressive spatial and financial dimensions is a basic
physical limitation of conventional accelerator technology: breakdown [18] occurring at
the walls of the accelerating structure at field strengths of roughly 100 MV/m. For exam-
ple, the accelerating structures planned to be used in the ILC will support an accelerating
gradient of approximately 32 MV/m. Therefore, in order to reach the TeV-scale in linear
configuration, which is imperative in the case of electrons and positrons due to prohibitive
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radiation losses in synchrotron configuration [19], the accelerator needs to be more than
30 km long.
This is where plasma based electron accelerators offer great advantages due to their
orders of magnitude larger accelerating gradients which in turn allow for much shorter
acceleration length. In this accelerator concept a laser- or ultra-relativistic electron pulse
is used to excite a plasma wave which then serves as accelerating structure. As the pulse
propagates through the plasma, it excites a running, longitudinal charge separation wave -
called Langmuir wave - that trails the electron or laser pulse and, therefore, has a phase ve-
locity equal to the group velocity of the laser pulse or equal to the velocity of the electron
pulse. Depending on plasma density and electron temperature, this type of wave generates
longitudinal electric fields in the 1 GV/m to 1 TV/m range. This concept of using a travel-
ling plasma wave as an accelerating structure was first presented by Tajima and Dawson in
1979 when they proposed to excite such a plasma wave by means of a short and powerful
laser pulse [20].
Plasma-Based Electron Acceleration - A Historical Overview
With the prospects of this new concept as a motivation, diverse schemes to excite longitu-
dinal plasma waves and to use them for electron acceleration were experimentally investi-
gated, the most important ones being the plasma wakefield accelerator (PWFA) [21] – [26],
the plasma beatwave accelerator (PBWA) [27] – [31], and the laser wakefield accelerator
LWFA [32] – [47].
In the case of PWFA, the plasma wave is excited by one or more relativistic electron
bunches and another pre-accelerated bunch is then injected and accelerated by the plasma
wave. For many years, maximum energy gains were quite moderate in this field [21] - [24]
with a maximum gain of 30 MeV of an electron bunch with an initial energy of 500 MeV
[23]. A more complete account of the developments in this field up to the year 1995 can
be found in [48]. When improving electron bunch parameters allowed better matching of
electron bunch size and length to the plasma density, substantial energy gain in the GeV
range was demonstrated [25] and the so-called plasma-afterburner was recently shown to
be capable of energy-doubling the trailing edge of a short and dense 42 GeV electron
bunch in a meter-scale plasma [26].
The concept of PBWA was proposed by Tajima and Dawson [20] as a work-around so-
lution to drive a plasma wake-field without the necessity of ultrashort, high-power lasers,
which only became available after the invention of the chirped-pulse amplification tech-
nique in 1985 [49]. Two long-pulse (ns) laser beams with slightly different wavelength are
spatially overlapped in a plasma. The wavelength-difference is tuned such that the run-
ning beat-wave resonantly excites a plasma wave which is then used to accelerate injected
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electrons [27]-[31]. Energy gains up to 28 MeV have been shown in this scheme [28],
[29].
As powerful ultrashort pulse lasers became available, the initial concept of laser wake-
field acceleration could be realized. In LWFA, a short (τ < 1ps), ultra-intense (I > 1018
W/cm2) laser pulse drives the plasma wave. The plasma wave excitation is most efficient,
when the laser pulse length is approximately equal to or shorter than the plasma wave-
length. The first experimental evidence of the excitation of a plasma wave in the LWFA
regime was found in 1993 by Hamster et al. [32] and two years later also by other groups
[34], [35]. In 1995, electron acceleration by LWFA was shown by injecting electrons emit-
ted from a laser-solid interaction into a low-density plasma wave by Nakajima et al. [33].
In this case, an 8 TW, 1 ps laser pulse impinged on a plasma with a density of 3.5×1015
cm−3 thereby exiting a plasma wave that accelerated the injected electrons from an ini-
tial energy of 1 MeV to a final one of 8 MeV corresponding to an estimated accelerating
gradient of 0.7 GV/m.
As mentioned previously, in principle much larger accelerating fields are feasible but
they require the plasma wave to be driven much stronger than it was possible in the early
days of CPA by a single pulse that was resonant with the plasma wave. Therefore, the self-
modulated laser wakefield (SM-LWFA) scheme was proposed [50] – [52]. As the standard
LWFA, the driving laser pulse has a sub-ps duration and an intensity typically larger than
1018 W/cm2 but the plasma density is larger here such that the laser pulse length is (much)
longer than the plasma wavelength. The plasma density is typically chosen such that the
laser pulse power is a little bit larger than the critical power for relativistic self-focusing
[53] – [57]. In this case, self guiding occurs which compensates diffraction and, there-
fore, causes the laser pulse to maintain or surpass its focal intensity for a distance that
can greatly exceed the Rayleigh-range of the beam. The Rayleigh-range is the on-axis
distance from the laser focus where the laser intensity is reduced to half its value in the
focal spot due to diffraction. This prolonged interaction with the plasma at ultrahigh in-
tensity allows for the growth of the self-modulation or beam-breakup instability which
splits the laser pulse up into multiple beamlets each of which then drives the plasma wave
resonantly. In this way, highly anharmonic Langmuir waves can be excited leading to
enhanced acceleration gradients. The beam-breakup can be described in terms of the for-
ward Raman-scattering instability [58], [59] where the strong electromagnetic pump wave
(ω, k) decays into a plasma wave (ωp, kp) and two forward-propagating electromagnetic
waves at the so-called Stokes (ω−nωp) and anti-Stokes (ω+nωp) frequencies. Here n is an
integer enumerating the sidebands. The detection of the Stokes and anti-Stokes sidebands
serves in many experiments as a proof of the SM-LFWA process and can also be used
for measuring the plasma density in the interaction region due to the sideband-spacing
dependance on the plasma frequency.
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First experimental evidence for wake field excitation in this regime was presented by
Coverdale et al. in 1995 [40]. Again, Nakajima et al. were the first to show acceleration
in this regime in the same year [41] by injecting and accelerating a 1 MeV electron bunch
up to 17 MeV with an estimated acceleration gradient of 30 GV/m. They used a 3 TW,
1 ps, 1017 W/cm2 pulse in a plasma with an electron density of 1019 cm−3. Subsequently,
electron acceleration in the SM-LWFA regime was realized in many experiments [42] -
[46]. Modena et al. were the first to show substantial wave breaking in the self modulated
regime which was accompanied by clearly non-maxwellian spectra with maximum ener-
gies around 44 MeV. Gahn et al. [60] showed that in the laser and plasma parameter region
of SM-LWFA, a competing electron acceleration process termed direct laser acceleration
(DLA) exists which under certain circumstances dominates over wakefield acceleration.
The largest electron energy in SM-LWFA as well as in the DLA regime so far was shown
in 2005 by Mangles et al. using a petawatt laser where exponentially decaying energy
spectra and spectra following a power law with a maximum energy larger than 300 MeV
were shown. Common to all the above mentioned experiments is the large electron energy
spread that makes the generated electron beams of limited use for application.
Meanwhile, with continuing laser development, Ti:sapphire based CPA lasers reached
ever shorter pulse durations with increasing pulse energies. Eventually this allowed exper-
imenters to go back to the initial LWFA concept as the short pulse durations now allowed
the use of a pulse short enough to fit into one plasma wavelength and still drive the wave
strong enough to reach wave breaking. On the border between LWFA and SM-LWFA,
some authors, such as Malka et al. in 2002, speak of the "forced-LWFA"-regime [47]
where these new ultrashort (∼ 40 fs) and relativistically intense (> 1018 W/cm2) pulses are
used in plasmas with a density around 1019 cm−3 so that still several plasma wavelength
fit into the laser pulse. While this regime produced pedestal-type spectra that were clearly
non-maxwellian [47] it fails to produce monoenergetic spectra that are demanded by most
applications.
Such monoenergetic spectra were predicted by Pukhov and Meyer-ter-Vehn in 2002 in
their work about three dimensional plasma waves which are so strongly driven that they
transversally break. In this regime, the laser intensity is so large that the generated plasma
wave breaks directly behind the pulse and some electrons of the background plasma are
injected into the first wake of the plasma wave and are accelerated. Numerical studies
[62] – [64] have shown that the accelerated electrons emerge from the plasma as monoen-
ergetic electron bunches with relativistic energy and few-femtosecond duration. Under
optimal conditions, the driving laser pulse has relativistic intensity (> 1018 W/cm2) and
a duration and diameter that are matched to the plasma density. This demand calls for a
pulse-length equal to or less than half the plasma wavelength, and a focal diameter ap-
proximately equal to the plasma wavelength. In this case, the ponderomotive force of
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Figure 1: Particle-In-Cell (PIC) simulation of electron acceleration in the bubble regime with 40
mJ, 8.5 fs (FWHM) laser pulses. (a) shows the physical state (plasma density, grey-scale contour,
instantaneous laser intensity, rainbow contours and longitudinal electric field, red line) of the accel-
erator after 123 µm propagation. (b) is the electron energy spectrum after the accelerated electron
bunch propagated out of the plasma. Simulations courtesy of Michael Geissler [61].
the laser pulse is so large that the majority of the free electrons are transversally pushed
out leaving the positively charged ions behind. After a propagation length comparable to
a plasma wavelength, the electrons are driven back to the axis by the fields built up by
charge separation. A cavity void of electrons trailing the laser pulse emerges: it has been
dubbed a "bubble" [62]. A fraction of the returning electrons is injected and trapped in
the bubble and accelerated by its strong longitudinal electric field resulting in relativistic
electron bunches with narrow-band energy spectra [65], [66].
Only recently laser pulses with parameters coming close to the requirements of the
bubble regime - like in the present work and in Hafz et al. [67] - became available, so
it came as a surprise when in 2004 three independent groups showed the generation of
monoenergetic electron beams, namely Faure et al. [68], Geddes et al. [69], and Mangles
et al. [70]. In all the three cases the employed laser pulses did not initially match the re-
quirements prescribed by the so-called "Bubble-Regime" by Pukhov and Meyer-ter-Vehn.
PIC simulations conducted with the exact experimental parameters [68] – [70] showed that
self-focusing and self-compression of the laser pulses in the plasma finally transformed the
pulses into the required domain.
In the last few years, a number of studies have been devoted to laser-generated mo-
noenergetic electron beams and all of them - with the exception of the results presented
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by Hidding et al. [71] - work in the above described regime where the laser pulse initially
(almost) fits into one plasma wavelength but only through some self-modulation acquires
high enough intensity to drive the wake wave into breaking. Leemans et al. demonstrated
the record electron energy of 1 GeV [72], using a discharge in a gas-filled capillary to
guide the 40 fs, 40 TW laser pulse with an initial intensity of 3 × 1019 W/cm2 over a cm-
scale distance in a 3× 1018 cm−3 plasma and, thereby, maximizing the acceleration length.
Faure et al. [73] showed that by using a second weaker, counter-propagating laser pulse
that was overlapped with the primary driver pulse in a 7.5× 1018 cm−3 plasma injection of
background electrons into the plasma wave could be triggered without actually driving the
plasma wave to breaking. This leads to a greatly improved shot-to-shot reproducibility of
the monoenergetic electron beam and also allows tuning of the injected charge and elec-
tron energy [74]. Both laser pulses had 30 fs duration, the driving laser with 24 TW power
and the injection laser with 8.3 TW. Osterhoff et. al [75] showed improved shot-to-shot
reproducibility by employing a steady-state gas-cell as a target and Hafz et al. [67] also
showed improved stability by using ultra-high power (110 TW) ultrashort (32 fs) laser
pulses. As a summary to the LWFA experiments that generated monoenergetic electron
pulses, figure 2 shows the relation of pulse duration versus pulse power of the above cited
experiments together with the threshold that defines the bubble regime. Here, the grey
area is within and the white area is outside this regime. The figure clearly shows that the
present work is together with Hafz et al. the only one that falls into this regime and that
it is far removed from all other experiments thereby exploring an entirely new parameter
range.
The Present Electron Acceleration Work
In the present work, monoenergetic electron acceleration is demonstrated in a new laser-
parameter range by employing for the first time few-cycle laser pulses to LWFA in the
bubble regime. These pulses were produced by a novel laser system, LWS-10 (Light
Wave Synthesizer - 10), the world’s first multi-TW sub-10-fs light source [76]. It draws
on a non-collinear optical parametric chirped pulse amplifier allowing the amplification
of broad bandwidth pulses. In our investigations, the system produced pulses with 50 mJ
energy, 8 fs duration and spectra covering the range of 700 - 980 nm at a 10-Hz repetition
rate. This allowed direct access to the bubble-regime. Analytical scaling laws [63] – [65]
and our simulations [61] indicate that for laser pulses shorter than 10 fs, the bubble regime
can be accessed with less than 100 mJ pulse energy. Thanks to a laser pulse duration of
8 fs, an on-target laser pulse energy as low as 40 mJ enabled the acceleration process to
work giving rise to clean, monoenergetic electron spectra in the range of several ten MeV
and with a divergence of approximately 5 mrad.
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Figure 2: Pulse duration limit (fs) of the bubble regime vs. pulse power (TW) (solid line). The
allowed parameter range for the bubble regime is shaded in grey. Parameters of former and present
experiments (black rectangles). The following experiments are included: Mangles 2004 [70], Ged-
des 2004 [69], Malka 2004 [68], Leemans 2006 [72], Faure 2006 [73], Hidding 2006 [71], Os-
terhoff 2008 [75], Hafz 2008 [67]. LWS-10 corresponds to the present work and LWS-20 to the
parameter of an upgrade of the system that is under way. "Atlas Upgrade" corresponds to the
planned parameters of the upgraded Ti:sapphire laser system ATLAS at the Max-Planck-Institute
of Quantum Optics.
Motivation for the development of microscopic de Laval nozzles
The unique laser properties at hand in the present work also necessitate unique plasma
parameters. Our simulations [61] show that very large acceleration gradients in the 1
TV/m range are generated but due to the small laser pulse energy of 40 mJ , the laser pulse
can only sustain a stable plasma-bubble over propagation distances in the 100 µm range.
As soon as the bubble-structure becomes instable, the electron beam quality deteriorates
so that any further propagation inside the plasma must be avoided. Plasma lengths in the
100 µm range have to be used in order to obtain a clean and stable electron beam. The
development of nozzles producing supersonic gas jets in this size range was, therefore,
an important part of this work. Supersonic flows in microscopic nozzles show a strongly
modified behavior as compared to macroscopic flows. This is mainly due to the fact that
viscosity and turbulence effects are negligible for most supersonic flows down to the mm
size range. In microscopic flows, however, these effects can not be neglected any more
and in some cases are even dominant. Since no studies of nozzle design in the context
of laser-plasma physics are available in this microscopic regime, a detailed study on this
topic based on numeric flow simulation was conducted within the present work.
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Supersonic (Micro) Gas Jets
A central problem in laser-plasma physics is posed by the fact that high power lasers, with
laser pulse powers typically larger than 1 TW, cannot be focused in air or any other am-
bient medium without being strongly modified by ionization of and subsequent nonlinear
interactions with the medium leading to strong spatial and temporal pulse modulation and
beam breakup. Therefore, in order to reach the intensities of more than 1018W/cm2 typical
in such experiments, the laser must be brought to its focus in an evacuated chamber. In
order to obtain clean interaction conditions, a gas target is needed that is spatially well
confined so that interaction happens only at the ultrahigh intensity laser focal spot. Sev-
eral different methods are used in this context in order to obtain gas densities that typically
lie between 1018 and 1020 1/cm3. The easiest way would certainly be a simple gas filled
chamber with windows for the laser but of course this cannot be used because the win-
dows would immediately be destroyed by the laser. Therefore, either gas jets that emanate
into the vacuum or gas cells with holes allowing the laser to pass through or gas filled
capillaries with open ends have to be used. All of these methods have in common that a
substantial gas load is produced which has to be supported by the vacuum pump system.
Many laser-plasma interactions are strongly nonlinear processes and plasma parametric
instabilities make the interaction dynamics depend strongly on the exact density profile
of any given target and on its shot-to-shot reproducibility. This makes tailored and well
characterized gas targets an essential prerequisite for these experiments.
Supersonic gas jets represent a unique tool to produce reproducible, spatially well
confined gas targets which offer the possibility of producing flat-top density profiles and
steep gradients at the jet edges. Therefore, they are employed in a great number of laser-
plasma experiments. The types of experiments are manyfold, a recently very popular one
is laser driven electron acceleration [48], [67] – [71] , [73], [77] – [85]. Others include
generation of THz [86] – [88], X-UV [89] and X-ray [90] – [94] beams as well as ion
beams [95], [96], and laser pulse compression [97] or laser frequency upshift [98] and the
generation of strong, quasistatic magnetic fields [99], [100].
Much theoretical and experimental work has been done concerning nozzles generating
cold gas jets as a source of clusters [101] – [109]. Since clustering takes some time to
occur, however, the region of interest in these studies is usually far away from the noz-
zle orifice - many times the orifice diameter. In contrast, due to the specific requirement
of rather high particle densities in the context of laser plasma experiments, the region of
interest of a gas jet emanating into a vacuum always lies very close to the exit of the gas
nozzle. Several previous studies exist about the production and characterization of nozzles
producing gas targets in the above mentioned density range - and beyond it. They in-
clude different measurement techniques for the characterization of the gas jet like electron
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diffraction [110], nuclear scattering [111], stimulated Raman scattering [112], white light
generation [113], linear Raman spectroscopy [114], and, most frequently used for high
density jets, interferometrically [115] – [120]. These studies present measurements for a
small number of nozzle designs used in the experiments. Some authors published work
on the optimization of a specific nozzle design via numeric flow simulation [121], [122].
To the authors’ knowledge, only one work exists representing first steps towards the sys-
tematic numeric and experimental optimization of the properties of mm-size supersonic
gas jets close to the nozzle exit for laser-plasma experiments [121]. No study exist so far
on the specific behavior of supersonic flows inside microscopic nozzles in the context of
laser-plasma physics.
Part I of this work reports on the systematic simulation, design, and characterization
of supersonic gas jet targets for electron acceleration with ultra-high intensity ultra-short
pulse lasers. As detailed above, the laser-parameters at hand dictate the use of very small
gas jet diameters in the 100 µm range. At the same time, the fact that the laser focal
spot can, depending on focusing conditions, be in the range of tens of micrometers causes
the additional requirement that the gas jet should stay collimated and sharp-edged and
maintain its flat top profile over a distance of up to one nozzle exit diameter. It will be
shown that supersonic gas jets from correctly designed de Laval nozzles fulfill all these
requirements in a wide parameter range in terms of gas density and nozzle size. A sketch
of such a nozzle is depicted in Figure 3.
The feasibility of microscopic supersonic jets has so far mainly been investigated in the
context of micro-thrusters for small scale spacecraft, simulations being done mostly in 2D
owing to the geometry of those thrusters [123], [124]. In this context, many publications
exist on comparison and benchmarking of different flow models for rarefied flows [125]
– [132], on the optimization of thrusters for microelectromechanical systems (MEMS)
[133] – [136], on properties of jets emanating into surrounding atmosphere [137] and on
the fabrication of de Laval micronozzles [138]. The main goal in these publications is to
maximize the efficiency and hence the thrust per mass unit of propellant and not the flow
profile after the nozzle exit.
In order to obtain optimal target conditions in the present experiments, a systematic
numerical study of supersonic gas jets for laser-plasma experiments was conducted. De
Laval nozzles with 3 mm to 150 µm exit diameter were then designed and constructed. As
far as the smallest nozzles are concerned, the latter point alone proved to be a formidable
challenge for state-of-the-art manufacturing technologies. The gas jets were then charac-
terized and finally successfully employed in laser-plasma experiments.
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Figure 3: Sketch of a converging-diverging de Laval nozzle as it was used in the present simulations
and experiments. On the left side, the nozzle is attached to a gas reservoir with a pressure p0 of
typically between 10 and 100 bar and with a temperature T0 of 300 K. The gas is allowed to
expand through the nozzle into an evacuated chamber. In the diverging section of the nozzle after
the nozzle throat supersonic conditions are reached. The arrow indicates the direction of the gas
flow. The supersonic jet emanating into the vacuum has low divergence, a flat top density profile
and sharp edges. This is shown in the sketched density profile showing a line-out of the gas density
ρ perpendicular to the jet axis versus the jet radius r.
Structure of the Thesis
The present work is structured in two parts:
Part I, containing chapters 1 through 3, is devoted to an in-depth study of supersonic
gas flows in microscopic nozzles:
chapter one summarizes the most important and relevant parts of the theory of compress-
ible fluid flow. It starts with basic concepts, such as the equation of state and different
types of state changes, then introduces several effects like shock front formation and
propagation of distortions at supersonic speed which are peculiar in supersonic gas
flows. Cluster formation in supersonic gas flows is also covered in so far as it is
relevant to the present work.
chapter two introduces numeric flow simulation in the continuum regime as well as some
concepts like boundary layer formation and flow rarefication that are important for
microscopic flows. It then summarizes the results of simulations that were con-
ducted in order to understand and optimize the functionality of microscopic gas
nozzles for laser-plasma experiments.
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chapter three presents experimental results about the characterization of microscopic su-
personic gas jets. It is shown that simulation and measurement agree well and that
supersonic gas jets with diameters as small as 150 µm can be produced by micro-
scopic de Laval nozzles. It also shows the first experimental steps towards gas targets
with structured density profiles.
Part II, spanning chapters 4 through 7, covers electron acceleration in relativistic
plasma waves driven by few-cycle laser pulses:
chapter four summarizes the analytical and simulation results that are relevant for laser-
driven electron acceleration. This includes important effects in analytical description
as wake field formation, relativistic self-focusing of laser-pulses, and wave breaking.
Empirical laws derived from particle-in-cell (PIC) simulations are discussed as well
as the results of PIC simulations matching the experimental conditions in the present
laser driven accelerator.
chapter five contains a description of the experimental setup, covering the light-source
and the actual electron accelerator.
chapter six gives an account of the main experimental results obtained in the course of
this work. The typical electron beam parameters are summarized and results con-
cerning stability and tunability of the acceleration process are presented. A detailed
discussion of the experimental results is given.
chapter seven discusses the most important problems that need to be solved in the future
and presents several promising routes towards the solution of these problems.
chapter eight concludes the thesis by summarizing the most important results.
12 Zusammenfassung
Part I
Supersonic Micro-Jets

Chapter 1
Theory of Compressible Fluid Flow
1.1 One Dimensional Theory of Compressible Fluid Flow
1.1.1 Equation of State and the First Principal Law
The thermodynamic properties of a homogeneous and isotropic medium are fully charac-
terized by the three quantities temperature T (K), pressure p (Pa), and density ρ (kg/m3)
which are called the state variables. About the microscopic structure of the medium the
only necessary assumptions are that the particles that constitute the medium are small
enough to justify the assumption of homogeneity and that for any given set of T , p, ρ the
composition of the medium is fixed. This includes, for example, mixtures of gases or air
that contains a certain amount of water in the form of small droplets.
The quantities T , p, ρ depend on each other, their relation is given by the equation of
state of that medium.
p = p(ρ,T ) (1.1)
Additional state variables can and will be defined and used but - together with the equation
of state - always two of them are enough to characterize the state of the medium. In the
case of a perfect gas the equation of state has the well known form
p =
R
m
ρT (1.2)
where R is the gas constant that is given by R = kBNA = 8314.46 J/(kgK). Here kB is the
Bolzmann constant and NA the Avogadro constant. m is the atomic (molecular) weight of
the medium.
By introducing now the general physical principle of energy conservation one imme-
diately arrives at the first principle law of thermodynamics that essentially states the con-
servation of energy in its transformation from heat to mechanical energy and vice versa.
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The quantity that measures the energy content of a medium is the inner energy e and is
a state variable on its own. Hence, it only depends on two other state variables, for ex-
ample, e = e(p, ρ) which again represents an equation of state. In the case of the perfect
gas, the inner energy only depends on the temperature e = e(T ). This inner energy is
constant as long as the gas is not doing any work thereby converting a part of its inner
energy into mechanical energy. This does not entirely exclude changes of the volume of
the gas as can be seen in the following case: a perfectly isolated vessel that is separated in
two compartments by a removable wall with one compartment being filled with a gas of a
certain pressure and temperature. By removing the wall, the gas will now expand and fill
the entire vessel. Since there is now energy (heat) transport through the vessel walls, the
inner energy must be conserved which means for a perfect gas that after the expansion is
completed the gas will still have the initial temperature. This is a so-called irreversible adi-
abatic expansion because it is impossible to reach the initial state without energy transfer
to the gas. If the wall is now replaced by a slowly moving piston, the situation is different:
the gas exerts a force on the piston corresponding to its pressure times the piston surface.
By moving the piston a distance ds, the work pAds is done. Since Ads is equal to the
change of the volume of the gas, the amount of work done is given by pdV = pd(1/ρ). If
heat transport to the medium dq is now considered, then the law of energy conservation
takes on the form:
dq = de + p d(1/ρ) (1.3)
Here the amount of heat q is measured in joule per kg. This equation is called the first
principle law of thermodynamics. With the enthalpy i being defined as
i = e + p/ρ (1.4)
it can be written as
dq = di − 1/ρ dp (1.5)
Heat can be transferred to a medium in different ways, the two most easily realizable
methods are maintaining the volume and hence the density constant and keeping the pres-
sure constant. By measuring the amount of energy needed to raise the temperature of the
medium by 1 K one arrives at the definition of the specific heats cp and cv. They are defined
as
cv =
(
∂q
∂T
)
v
=
(
∂e
∂T
)
v
(1.6)
for constant volume and as
cp =
(
∂q
∂T
)
p
=
(
∂i
∂T
)
p
(1.7)
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for constant pressure. The ratio between the specific heat is ascribed the symbol κ and is
defined as
κ = cp/cv κ =
2 + f
f
(1.8)
The equation to the right gives a connection to the kinetic theory of gases with f corre-
sponding to the number of degrees of freedom of the molecules constituting the medium.
Possible values for f are therefore 3 for atoms, 5 for molecules containing 2 atoms and 7
for molecules containing three or more atoms.
For the perfect gas, one obtains for the specific heats
de = cvdT (1.9)
and
di = cpdT (1.10)
Substituting this into (1.4) and using (1.2) we get
R/m = cp − cv (1.11)
With the additional assumption that a medium not only behaves like a perfect gas but
also has constant specific heats cp and cv for all temperatures from (1.9) and (1.10) we get
e = cvT + const (1.12)
and
i = cpT + const (1.13)
1.1.2 Changes of State
A medium can change its thermodynamic state in many different ways and it makes sense
to distinguish between several special cases of such processes. In general, this is done
by categorizing by state variables that remain constant during the whole process. This
immediately gives the three processes that keep one of the state variables in the equation
of state (1.1) constant, namely the isothermal, the isobaric, and the isochoric process. For
many gas flows, however, another process is of interest: It is called isentropic process,
is equivalent to a reversible adiabatic process, and is defined by the absence of heat flux
across the boundaries of the system and also within the medium. This means that each
small volume dV of the medium is in pressure-equilibrium with its surroundings and does
not receive or loose any heat energy. The validity of this assumption will be discussed later.
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To justify the name isentropic, the variable of state called entropy s is first introduced. It
is defined by
ds =
dq
T
=
de + p d(1/ρ)
T
=
di − 1/ρ dp
T
(1.14)
For the perfect gas with constant specific heat this can be integrated immediately and gives:
s2 − s1 = cvlnT2T1 − (cp − cv)ln
ρ2
ρ1
= cpln
T2
T1
− (cp − cv)ln p2p1 = cvln
p2
p1
− cplnρ2
ρ1
(1.15)
Here the subscripts 1 and 2 refer to the initial and the final state of the medium, respec-
tively. For the isentropic process ds is equal to zero, equation (1.14) shows that this is
equal to constant heat energy dq and yields for ds=0:
0 = de + p d
(
1
ρ
)
(1.16)
0 = di − 1
ρ
dp (1.17)
with (1.9) and (1.11) this can be integrated and yields the following equations for the
isentropic change of state from state 1 to state 2:
ρ2
ρ1
=
(
T2
T1
) 1
κ−1
(1.18)
p2
p1
=
(
T2
T1
) κ
κ−1
(1.19)
p2
p1
=
(
ρ2
ρ1
)κ
(1.20)
The concept of entropy also leads to the formulation of the second principal law of ther-
modynamics that states that the entropy of an isolated system can only increase or stay
constant.
1.1.3 Compressible Gas Flow in 1D - Perturbations and Shocks
In the following, basic equations will be derived that describe the change of state between
two spatially separated points (1) and (2) within a flowing compressible medium. In order
to treat flowing media besides two thermodynamic state variables one more variable is
needed to fully describe the system. This additional variable is the flow velocity wwhich is
a scalar quantity in the one dimensional analysis. The three equations needed to determine
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these variables are the continuity equation (1.21), the equation of motion (1.22), and the
energy conservation (1.23) given here for the case of no external forces and steady state.
ρ1w1 = ρ2w2 (1.21)
p1 + ρ1w21 = p2 + ρ2w
2
2 (1.22)
w21
2
+ i1 =
w22
2
+ i2 (1.23)
They describe the flow of a medium along a stream line connecting the startpoint labelled
by index (1), and the endpoint labelled by index 2. Since no assumption is necessary
about the actual distance between the two points, the following derivation is equally valid
for continuous variation between over extended distances and for discontinuous variations
in the limit of zero distance. As it turns out, both cases exist in nature, the first one
representing smooth gas flow without discontinuities in the state variables and the second
one describing discontinuous shocks naturally emerging in supersonic flows. Both cases
will be treated in the following.
Substituting now i2 = i0 = i(T = 0K) and w1 = 0 in equation (1.23) gives the interest-
ing result that a gas that was initially at rest and then expands freely thereby converting its
whole enthalpy into kinetic energy will obtain a maximum final velocity of
w2,max =
√
2(i1 − i0) (1.24)
or, assuming a perfect gas with constant specific heat:
w2,max =
√
2cpT (1.25)
For nitrogen at room temperature this evaluates to 790 m/s, for Helium to 1765 m/s. In
order to obtain one equation that describes the entire process, first the continuity equation
(1.21) is used to write the equation of motion (1.22) as
w22
2
− w
2
1
2
+
1
2
(
1
ρ1
+
1
ρ2
)
(p2 − p1) = 0 (1.26)
and then by substituting (1.23) for the velocities w1 and w2 finally equation
i2 − i1 = 12
(
1
ρ1
+
1
ρ2
)
(p2 − p1) (1.27)
is obtained. It describes a change of state along the so-called Rankine-Hugoniot curve. If
the enthalpy i of the medium as a function i(p, ρ) is known, then this formula describes the
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relation between density and pressure for the flowing medium. Another important relation,
namely the one for the speed of sound, can be obtained by substituting (1.21) into (1.22),
thereby eliminating w2:
w1 =
√
ρ2
ρ1
p2 − p1
ρ2 − ρ1 (1.28)
In the limit ∆p→ 0 and ∆ρ→ 0 this gives the partial derivative
w =
√(
∂p
∂ρ
)
H
(1.29)
where the subscript H denotes the derivative to be taken along the Rankine-Hugoniot
curve. This is not the speed of sound but the speed of propagation of perturbation of
arbitrary strength. In fact, it will be shown below that this speed can be substantially
larger than the sound-speed. For small pressure and density changes, however, it can be
shown [139] that the change of state according to Rankine-Hugoniot and the isentropic
change of state coincide up to to the second order. Therefore, for small perturbations, the
well known formula for the speed of sound is obtained.
w = c =
√(
∂p
∂ρ
)
S
(1.30)
Here c is introduced for the sound speed and the index s indicates that the derivative has to
be taken while keeping the entropy s constant. This derivation immediately shows the area
of applicability of this formula: It describes the propagation speed of small perturbations
in a compressible medium. For the perfect gas (1.30) evaluates to
c =
√
κ
R
m
T =
√
cp(κ − 1)T (1.31)
yielding at at temperature of 300 K for Air 347 m/s and for Helium 1.02 km/s.
As detailed below, strong distortions are able to propagate at speeds (much) larger than
the speed of sound. For the perfect gas, i(p, ρ) can be obtained by substituting (1.11) and
(1.8) into (1.2) and the result into (1.13):
i(p, ρ) =
κ
κ − 1
p
ρ
(1.32)
This allows to obtain from (1.27) an (implicit) relation between p and ρ along the Rankine-
Hugoniot curve:
p2 − p1
ρ2 − ρ1 = κ
p2 + p1
ρ2 + ρ1
(1.33)
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Figure 1.1: Comparison between Rankine-Hugoniot and isentropic process for N2 (perfect gas)
with constant specific heat.
Figure 1.1(a) shows a plot of the density ratio over the pressure ratio for the Rankine-
Hugoniot case and the isentropic case. As can be seen, the value of the Rankine-Hugoniot
curve tends asymptotically towards (κ+1)/(κ−1) whereas the isentropic one increases with
(p2/p1)1/κ. As mentioned above, the Rankine-Hugoniot curve is the correct one for com-
pressions with large pressure ratios. For pressure ratios close to 1 the two curves coincide,
Figure 1.1(b) shows the relative difference between the two curves. Finally, for pressure
ratios smaller than one, thus corresponding to expansion, all curves with a density-ratio
larger than the one of the isentropic curve are prohibited by the second principal law be-
cause they would imply a decrease of entropy during the expansion. Since no assumption
has been made so far concerning the distance between point (1) and (2), in principle the
above results are applicable for large distances as well as for the limit of the distance going
to zero. The latter one does actually occur in nature in the form of compression shocks
in supersonic flows. Since the pressure jump in such a shock is usually comparable to the
static pressure of the gas, it must always be considered a strong distortion. This implies
that the Rankine-Hugoniot equations have to be used for the description of supersonic
compression shocks.
Such shocks naturally occur always when a supersonic flow encounters some sort of
obstacle in its path. Thinking first of a subsonic flow, it is clear that the flow will be
influenced downstream and upstream therefore leading to a smooth adaptation of the flow
that starts already well ahead of the position of the obstacle. This leads to a smooth
transition from the unperturbed flow field far upstream to the deformed flow field close
to the object. In the case of a supersonic flow, this is impossible because smooth upstream
adaptation is equivalent to the upstream propagation of small perturbations that cause the
gradual flow field deformation as the gas streams in from the unperturbed far field and gets
closer to the obstacle. Only a strong perturbation in the form of a discontinuous shock is
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able to propagate with supersonic speed and, therefore, is able to propagate upstream in a
supersonic flow. As it propagates its amplitude shrinks and so eventually it comes to a halt
at a position where its propagation speed, given by 1.34, exactly matches the one of the
supersonic flow. In this way a steady-state shock front is formed. A real-world example
of such a shock front is visible in the simulation results presented in section 2.2.6, figure
2.25 as well as in the experimentally obtained interferometric image displayed in section
3.4, figure 3.5.
As explained above, expansion shocks never occur because they violate the second
principle law of thermodynamics and the expansion takes place as a continuous isentropic
state change.
So far, the shock front has been considered a steady-state phenomenon but it is, of
course, valid to use a coordinate system that is moving with velocity w1, thus, co-moving
with the flow prior to the shock. Then the shock front appears to propagate into the undis-
turbed medium with the velocity −w1 = u. For the perfect gas with constant specific heat,
this propagation speed of the shock front can be expressed by
u = c
√
1 +
κ + 1
2κ
p2 − p1
p1
(1.34)
As mentioned above, this formula allows one to estimate the position of a steady state
shock that forms in front of an obstacle in the flow.
A more realistic case for a propagating shock would be the one of a tube that is split
into two parts by a wall confining a perfect gas of a certain pressure on one side and a
perfect gas with lower pressure on the other. The sudden removal of the membrane results
in a shock that travels into the lower pressure medium. But now, since no additional gas
is added on the high pressure side, the pressure drops there as the shock propagates. This
case can be treated within the more general framework of (supersonic) wave propagation
in perfect gases. It is described in textbooks, for example [139] and gives the following
result in the case of vacuum on the low pressure side of the membrane
w =
2
κ − 1c0 (1.35)
Here, c0 is the sound velocity in the medium on the high pressure side prior to the removal
of the wall and w is the velocity of the first disturbance that propagates into the vacuum.
Given that the values of κ usually lie between 1.3 and 1.7, it is clear that this velocity can
be significantly larger than the velocity of sound.
From the equations (1.21), (1.22) and (1.23) the following relations for the change of
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state in a shock front can be derived:
w2
w1
=
ρ1
ρ2
= 1 − 2
κ + 1
(1 − 1
M2
) (1.36)
p2
p1
= 1 +
2κ
κ + 1
(M2 − 1) (1.37)
T2
T1
=
c22
c21
=
1
M2
[
1 +
2κ
κ + 1
(M2 − 1)
] [
1 +
κ − 1
κ + 1
(M2 − 1)
]
(1.38)
M22 =
1 + κ−1
κ+1 (M
2 − 1)
1 + 2κ
κ+1 (M
2 − 1) (1.39)
s2 − s1
cv
= ln
[
1 +
2κ
κ + 1
(M2 − 1)
]
+ κln
[
1 − 2
κ + 1
(1 − 1
M2
)
]
(1.40)
As can be seen, for the perfect gas with constant specific heat, the state change that occurs
in a shock depends on the initial Mach number M = M1 only. Here, M is defined as
M = w/c where w is the local velocity and c the local speed of sound according to equation
(1.31). It must be kept in mind that these formulas are valid only for initial Mach numbers
M >= 1 since for smaller Mach numbers isentropic expansion occurs. Figure 1.2 shows
plots of the relations (1.36)-(1.40) for Nitrogen (solid black line), Argon (dashed black
line), and Helium (solid red line). Since Argon and Helium are both monoatomic gases
and, hence, have the same specific heat ratio of 5/3 and because only ratios are plotted the
lines for these two gases coincide in all the plots. Again, it can be seen that the density ratio
converges towards an asymptotic value while the pressure and temperature ratios grow
without limits. Figure 1.2(d) shows the important fact that the flow is always subsonic after
the shock with post-shock mach numbers decreasing as initial mach numbers increase. The
entropy change normalized to the heat capacity (s2 − s1)/cv, Figure 1.2(e), can be used as
a measure for the strength of the shock. To this end, however, it is also possible to define
"local" reservoir conditions of a flow w0 = 0, ρ0, p0, ... as those conditions reached by
bringing the flow isentropically to rest, thereby constituting the ideal conditions that could
optimally be reached. Here, optimally means that in the case of isentropic compression,
no pressure drop occurs and the initial reservoir conditions are obtained again. So, by
definition, in an isentropic flow, the local reservoir conditions are constant throughout
the flow. For the non-isentropic shock it follows from energy conservation that the local
reservoir temperature is also constant but the local reservoir pressure and density drop with
the amount of the drop being proportional to the strength of the shock.
ρ0,2
ρ0,1
=
p0,2
p0,1
=
[
1 +
2κ
κ + 1
(M2 − 1)
]− 1κ−1 [
1 − 2
κ + 1
(
1 − 1
M2
)]− 1κ−1
(1.41)
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Figure 1.2: Change of important state variables in a normal shock in a perfect gas (N2, solid black,
Ar, dashed black, He, solid red line) with constant heat capacity.
This equation is plotted in Figure 1.2(f) showing that for low Mach numbers a shock is
a quite efficient and for higher Mach numbers a quite inefficient way of decelerating and
compressing a flow. Similar to the equations (1.36-1.41), expressions for oblique shock
fronts can be derived. The tangential velocity components are preserved by the shock for
the shock-normal velocity components as well as for density, pressure, temperature, and
local reservoir conditions, equations (1.36-1.41) are still applicable by simply substituting
Msinγ for M where M = M1 is the Mach number before the shock and γ is the angle
between the initial flow velocity and the shock front. Similarly to perpendicular shock
fronts, the second principal law prohibits oblique expansion shocks as well. There are
two extreme points for the pressure rise in the oblique shock, namely a maximum for
γ = 90◦ corresponding to a normal shock perpendicular to the flow and a minimum for
sinγ = 1/M = sinα with α being the Mach angle. The latter represents the weakest
possible distortion of a supersonic flow, so values of Msinγ < 1 are not meaningful.
1.1.4 Continuous Flows in Nozzles
In the following, only continuous flows within nozzles are considered. Of course this
does not mean that discontinuous shocks cannot occur within nozzles. It will briefly be
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discussed below under which conditions this will happen. However, for the case of interest
here, namely a nozzle that is attached to a vacuum chamber, it is clear that no shocks
can occur because expansion shocks are impossible. Therefore, in the following only the
continuous case is treated extensively.
In order to describe flows that are bound and guided by walls within a 1 D theory it
is necessary to introduce the cross section f of the gas-duct into the governing equations.
This is most easily done regarding the differential equations corresponding to equations
(1.21),(1.22) and (1.23) [139]:
1
w
dw
dx
+
1
ρ
dρ
dx
+
1
f
d f
dx
= 0 (1.42)
w
dw
dx
+
1
ρ
dp
dx
= Y (1.43)
w
dw
dx
+
di
dx
=
dq
dx
(1.44)
Here (1.42) is the continuity equation, now including the flow cross section f (m2), (1.43)
is the equation of motion including an external volume-force Y and (1.44) states energy
conservation. In the case that there are no external forces and no energy or heat flows
through the system boundaries, Y = 0, dq/dx = 0, this corresponds to a continuous,
isentropic flow ds/dx = 0. Then, by using (1.30) and M = w/c equation (1.43) can be
written as
1
ρ
dρ
dx
= −M2 1
w
dw
dx
(1.45)
This shows that for small Mach numbers the relative variation of the density is smaller
than the relative variation of the velocity and for large Mach numbers vice versa. This
leads to the limits of uncompressible flow for very low Mach numbers, and, for high
Mach nubmers, to hypersonic flows where the maximum velocity (1.24) has (almost) been
reached and stays more or less constant and only density, pressure, and temperature vary
strongly.
By combining now equations (1.45) and (1.42) the following relationship between the
Mach number and the flow cross section can be derived:
(1 − M2) 1
w
dw
dx
=
1
ρw
d(ρw)
dx
= −1
f
d f
dx
(1.46)
Here, ρw is a new parameter called the flow density and gives the total mass flow after
multiplication by the flow cross section, m˙ = ρw f . The total mass flow, of course, has to
be constant throughout the flow if no sources or sinks are present. Inspection of equation
(1.46) shows that for subsonic flows the velocity grows with shrinking cross section and
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that for supersonic flows it grows with growing cross section. This effect is exploited in
converging - diverging de Laval nozzles as depicted in figure 3. First in the converging sec-
tion the flow accelerates up to M = 1 which is reached in the throat. Then, in the diverging
nozzle section, the flow is allowed to expand further thereby acquiring supersonic speeds
corresponding to M > 1. For M = 1 the flow cross section evidently has a minimum and
the flow density a maximum and, therefore, this point in the flow is of special importance
because it separates the sub- from the supersonic regime. The flow parameters that the gas
obtains at that point are called "critical" parameters and are signed with an asterisk. These
critical values can be calculated for the perfect gas with constant heat capacity as follows:
Starting from equation (1.23), using (1.13) and assuming that the gas is initially at rest
w0 = 0 one gets
w2
2
+ cpT = cpT0 (1.47)
Here, variables with subscript 0 denote initial (reservoir) values. With (1.25) and (1.31)
this transforms to
w2 +
2
κ − 1c
2 = w2max (1.48)
Here, the known critical values for M and w, namely M∗ = 1, w∗ = c∗ can be introduced
leading to
w2max =
κ + 1
κ − 1(w
∗)2 =
κ + 1
κ − 1(c
∗)2 =
2
κ − 1c
2
0 = (κ + 1)cpT
∗ = 2cpT0 (1.49)
and, by exploiting the usual isentropic equations (1.18), (1.19), (1.20), finally the following
equations are obtained that now relate the relevant critical flow parameters to the reservoir
values:
w∗ =
√
κ − 1
κ + 1
2cpT0 = c0
√
2
κ + 1
(1.50)
p∗
p0
=
(
2
κ + 1
) κ
κ−1
(1.51)
ρ∗
ρ0
=
(
2
κ + 1
) 1
κ−1
(1.52)
T ∗
T0
=
2
κ + 1
(1.53)
ρ∗w∗
ρ0c0
=
(
2
κ + 1
) κ+1
2(κ−1)
(1.54)
(1.55)
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Now that the critical parameters are available, equations (1.13), (1.18) and (1.22) can be
used to calculate the flow density in the whole flow domain. Then, one arrives at the
following result:
f ∗
f
=
ρw
ρ∗w∗
= M
[
1 +
κ − 1
κ + 1
(M2 − 1)
]− κ+12(κ−1)
(1.56)
A plot of this function is given in Figure 1.3. Due to the continuity relation wρ f = w∗ρ∗ f ∗
the vertical axis in figure 1.3 can also be read as the cross section ratio f ∗/ f thereby
showing that for each cross section two solutions are obtained, one corresponding to the
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Figure 1.3: Flow density normalized to
critical values in a converging - diverg-
ing flow for N2 (black solid), Ar (black
dashed) and He (red solid).
subsonic and the other to the supersonic case. From
M=0 to M=1 the flow accelerates towards the crit-
ical cross section and its flow density grows to its
maximum value. As has been shown above, this
requires a decreasing flow cross section that finally
reaches a minimum value - the nozzle throat - where
critical values are obtained. From there on, in order
to further increase the Mach number, the flow cross
section has to increase again in order to allow for
the additional expansion and the corresponding re-
duction of the flow density that is necessary to reach
the supersonic regime. This converging - diverging
nozzle is called a de Laval nozzle and is a very fre-
quently used device for producing supersonic gas
flows. The mass flow through the nozzle is now given by m˙∗ = ρ∗w∗ f ∗ which evaluates to
m˙∗ = f ∗
√
κ
(
2
κ + 1
) κ+1
κ−1
p0ρ0 (1.57)
while the mass flow in general is expressed by
m˙ = f
√
2κ
κ − 1 p0ρ0
(
p
p0
) 1
κ
√
1 −
(
p
p0
) κ−1
κ
(1.58)
Since m˙∗ = m˙ holds everywhere in the flow domain, relation (1.58) implicitly defines the
pressure p as a function of the cross section f in the whole flow. Comparable to Figure 1.3
for the Mach Numbers - this equation has two solutions for p for each cross section f, one
on the supersonic and one on the subsonic side of the critical cross section in the nozzle
throat. With equations (1.20), (1.19) the density ρ and the temperature T are calculated
and the flow velocity w can be easily obtained via mass conservation from w = m˙/(ρ f ).
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Figure 1.4: Variation of Flow parameters in-
side a de Laval nozzle with a cross section
ratio fexit/ f ∗ = 9. Reservoir parameters: p0
= 5 × 106 Pa = 50 bar, T0 = 300 K, w0 =
0, medium: Helium. The parameters plotted
are: nozzle radius (nozzle contour), pressure
(black), and density (red) normalized to their
respective reservoir values, temperature (K),
Mach number (1) and flow velocity (m/s)
Figure 1.4 shows plots of the most impor-
tant flow parameters along a de Laval noz-
zle that is connected to a reservoir containing
air at a pressure of 50 bar, a temperature of
300 K (corresponding to an initial density of
1.2 × 1021 cm−3), and no initial velocity. The
nozzle contour is also shown. It consists of a
converging part with straight conical walls that
is 1.75 mm long and has an entrance diameter
of 3 mm. The throat diameter is 1 mm and
subsequently the nozzle expands again with a
straight conical contour to an exit diameter of
3 mm.
Tables 1.1 and 1.2 display numeric values
of important flow parameters in the reservoir,
at the throat where critical values are obtained
and at the nozzle exit of a de Laval nozzle with
a cross section ratio fexit/ f ∗ of 9. The pressure
drops by almost a factor of 2 from the reservoir
to the nozzle throat and subsequently in the su-
personic section by a factor of 62. The density
drop is less pronounced and reaches almost
exactly a factor of 30 at the exit of the noz-
zle. The difference between the density and
the pressure drop is explained by the fact that
also the temperature decreases strongly - to 77
K at the nozzle exit - so that for the density that
is a function of pressure and temperature some
part of the pressure drop is compensated by the
temperature drop. It is also interesting to note
that the exit velocity of 670 m/s is already 86
% of the theoretical maximum velocity (1.25)
of 777 m/s. The mass flow through the noz-
zle amounts to 9.16 g/s which corresponds to a
volume flux of 0.16 l/s at reservoir conditions
(50 bar, 300 K). To give an impression of the
influence of the type of gas used as a medium, in table 1.2, the flow parameters for Helium
are given using the same reservoir values. The medium enters the equations through two
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parameters, the molecular weight M and the heat capacity (for constant pressure) cp. For
air, the average molecular weight is 28.9696 g/mol and cp is 1006.43 J/kgK, helium has
a molecular weight of 4.0026 g/mol and a cp of 5193 J/kgK. Inspection of the equations
show, however, that in almost all the cases the parameter κ - which is a function of both cp
and M - is the only medium-dependent parameter. As mentioned above, the significance
of κ lies in the fact that 2/(κ − 1) corresponds to the number of degrees of freedom of the
gas molecules. Its value is 1.4 for Air and 1.67 for helium which corresponds to 5 degrees
of freedom for the average air molecule and 3 degrees of freedom - only the translations -
for the point-like helium atom. The main differences between the air flow and the helium
flow are the following: The smaller molecular weight of He manifests itself in a much
higher exit velocity of 1662 m/s which compares to a theoretical maximum velocity of
1765 m/s. The smaller heat capacity leads to a much smaller exit temperature of 34.1 K
as compared to 77.2 K for air which also leads to a higher Mach number for helium of
4.84. The density at the exit is almost the same, the pressures differ by a factor of 2. The
mass flow is smaller by a factor of 2.5 for Helium but the volume flow is higher by a factor
of 2.8 - another effect of the small molecular weight of helium. If the jet is assumed to
Table 1.1: Flow variables in a de Laval nozzle. Medium: Air. Entrance Diameter 3 mm, Throat
diameter 1 mm. Exit diameter 3 mm. Reservoir parameters: p0 = 5× 106 Pa = 50 bar, T0 = 300 K,
w0 = 0 m/s
Parameter Reservoir Throat Nozzle Exit
Pressure (bar) 50 26.4 0.429
Density (1019cm−3) 121 76.5 4.02
Temperature (K) 300 250 77.2
Mach Number (1) 0 1 3.80
Velocity (m/s) 0 317 670
emanate into vacuum it is not possible within this simple model to predict its evolution
outside the nozzle because the flow cross section is not a priori known and cannot easily
be calculated. Also, within the nozzle the presented model is accurate only as long as the
part of the flow that is affected by the presence of walls is negligibly small in comparison
to the flow dimensions. Since the processes within the wall-affected zone, the so-called
boundary layer, depend non-trivially on flow parameters like pressure, pressure gradient,
velocity, fluid viscosity, and turbulence, there are no sufficiently accurate analytical mod-
els that would allow to study this phenomenon in analytical fashion. Therefore, one has
to rely on numeric simulation of the flow which will be the central point of the following
chapter.
To conclude this section, figure 1.5 gives an overview over the dependence of important
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Table 1.2: Flow variables in a de Laval nozzle. Medium: Helium. Entrance Diameter 3 mm,
Throat diameter 1 mm. Exit diameter 3 mm. Reservoir parameters: p0 = 5× 106 Pa = 50 bar, T0 =
300 K, w0 = 0 m/s
Parameter Reservoir Throat Nozzle Exit
Pressure (bar) 50 24.4 0.218
Density (1019cm−3) 121 78.4 4.627
Temperature (K) 300 225 34.1
Mach Number (1) 0 1 4.84
Velocity (m/s) 0 882.6 1662
state variables at the exit of the de Laval nozzle on backing pressure, cross section ratio
between nozzle throat and exit, reservoir temperature, and on the gas type. In all the plots,
the plot for Helium is the solid red, the one for Argon the dashed black, and the one for N2
the solid black line. Since Argon and Helium are both monoatomic gases with the same
isentropic exponent it is expected that they show similar behavior. For the upper five and
the lower five plots, a cross section ratio of nine was used, for the middle five plots the
backing pressure was set to 50 bar. Looking first at the upper five plots in the figure it can
be seen that the (particle) density and pressure vary linearly with backing pressure. Since
density is measured in particles per cm3 and not in kg/m3, the two lines for Argon and
Helium overlap showing exactly the same result. The (static) pressure at the nozzle exit
also depends linearly on the backing pressure and, again, Argon and Helium give the same
results. Temperature, velocity, and Mach number do not depend on the backing pressure
at all. It is apparent that the exit velocity is the only parameter that actually depends on
the molecular weight of the gas showing different results for Argon and Helium.
Turning now to the middle five plots, it is clear that by changing the cross section ratio
between the nozzle exit and throat, the flow parameters at the nozzle exit readily vary over
orders of magnitude, therefore, all plots are in double logarithmic scale. Again, the exit
velocity is the only parameter where Argon and Helium show different results. The almost
linear behavior of density, pressure, and temperature at the nozzle exit imply a power law
dependence on the cross section ratio. The exit velocity rapidly converges to the maximum
attainable speed which is given by energy conservation (see 1.25). The fact that the Mach
number keeps growing is explained by the falling temperature that lowers the speed of
sound.
The lower five plots show the dependence of the flow conditions at the nozzle exit on
the temperature of the gas reservoir. Particle density and pressure follow almost perfectly
a power law (double logarithmic plots). Interestingly, the exit temperature varies rather
gently with the initial temperature. Since it can be seen that velocity and, therefore, also
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Figure 1.5: Variation of relevant state variables with backing pressure (upper five plots), ratio
between exit and throat cross sections (middle five plots), and reservoir temperature (lower five
plots). Medium: Helium (solid red), Argon (dashed black), N2 (black).
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the Mach number vary with the reservoir temperature, it represents a convenient way of
tuning the velocity and Mach number at the nozzle exit. Especially the latter one can be
of importance because in the case that supersonic shock fronts are used in the experiment,
the ratio of all the flow parameters before and after the shock only depend on the Mach
number (see equations 1.36 - 1.40).
1.1.5 Cluster Formation in Supersonic Gas Jets
It is a long known fact that high pressure gas jets emanating into vacuum can be a formidable
way of producing large clusters of atoms or molecules, [102], [140] – [143]. This is due
to the high densities and low temperatures that are simultaneously reached in such jets.
Since de Laval nozzles are especially well suited for reaching both - high density and low
pressure - at the nozzle exit, they are especially effective tools for cluster formation. Since
the presence of clusters in a gas jet may have an influence on any experiments conducted
with these jets, a short analysis of the cluster production in supersonic gas jets is presented.
Since dimers are the first step in cluster formation, the dimer mole fraction XA2 rep-
resents a meaningful measure for the number of clusters to be expected in a gas jet. The
dimer formation goes on continuously from the nozzle throat diameter downstream until
the so-called sudden freeze surface is reached beyond which no more significant conden-
sation into clusters occurs any more [140]. The position of this surface is essentially a
function of temperature and can be assumed to lie several nozzle diameters away from the
nozzle exit in the case of small diameter ratios (< 4:1) of the de Laval nozzle. Therefore,
the final dimer mole fraction can be regarded an upper limit of the dimer content close to
the nozzle exit. In order to calculate the final dimer mole fraction the following empirical
formula is given in [140]:
XA2 =
1
2
ρP σ3 ( εkBT
) 7
5
(
d∗
σ
) 2
5

5
3
(1.59)
Here, ρP is the gas number density, σ is the atom size, ε is the potential well depth, kB is
Boltzman’s constant, d∗ is the critical (smallest) diameter of the nozzle. Values for these
parameters can be found in [140] and [144]. For Helium the following values are used:
σ = 2.66 × 10−10 m, ε/kB = 10.9 K, and for Argon σ = 3.33 × 10−10 m, ε/kB = 144.4 K.
In the case of a de Laval nozzle for d∗ the following expression is substituted [140], [141]:
d∗eq = 0.736 dC cot(α), γ = 5/3 (1.60)
d∗eq = 0.866 dC cot(α), γ = 7/3 (1.61)
where d∗eq is an equivalent diameter that depends on the gas type defined by the specific
heat ratio γ, the half opening angle α, and the throat diameter dC. According to [102],
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Figure 1.6: Plots of critical nozzle diameters and backing pressures that lead to a dimer mole
fraction of 0.01 which is considered as the onset of clustering. (a) Argon, (b) Helium.
[140], [145], considerable clustering sets in for mole fractions larger than 0.01. This is
shown in figure 1.6 where those value pairs of dC and p0 are plotted that correspond to a
value of XA2 of 0.01. In order to have no clusters, parameters below the lines have to be
chosen. As can be seen, this is posing some limits on pressure and/or nozzle diameter for
Argon whereas for Helium no clusters can be expected in a realistic pressure and diameter
range. For de Laval nozzles, the expressions given by equations 1.60 and 1.61 must be
substituted for dC.
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Chapter 2
Numeric Flow Simulation
2.1 Flow Models for Computational Fluid Dynamics
The analytical model describing the flow of a newtonian fluid consists of a set of three cou-
pled differential equations: the continuity relation together with the Navier-Stokes equa-
tions and the energy conservation.
Dρ
Dt
= −ρ div~w (2.1)
ρ
D~w
Dt
= ~f − gradp + Div
[
µ
(
2ε˙ − 2
3
δdiv~w
)]
(2.2)
ρ cp
DT
Dt
= div(λ gradT ) + βT
Dp
Dt
+ Φ (2.3)
Here, the substantial derivative (D/Dt) is defined as
Da
Dt
=
(
∂a
∂t
+ ~w · grada
)
,
D~b
Dt
=
∂~b∂t + grad
(
1
2
~w2
)
− ~w × curl~b
 (2.4)
~f is an external volume-force like for example gravity, µ is the viscosity in the newtonian
relation for the frictional tensions and the tension tensor τ and the deformation rate tensor
ε˙ are given by
τ = µ
(
2ε˙ − 2
3
δdiv~w
)
(2.5)
ε˙ =

∂w1
∂x1
1
2
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∂x2
)
1
2
(
∂w3
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∂x3
)
1
2
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∂w1
∂x2
+ ∂w2
∂x1
)
∂w2
∂x2
1
2
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∂w3
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)
1
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)
∂w3
∂x3
 (2.6)
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Here, ε˙ is given in cartesian coordinates. δ is the Kronecker tensor defined as δi j = 1 for
i = j, and δi j = 0 for i , j. The dissipation function Φ is given by
Φ = div(τ~w) − ~wDivτ (2.7)
and the thermal expansion coefficient β is defined as
β =
1
ρ
(
∂ρ
∂T
)
(2.8)
λ ([λ]=J/msK) ist the heat conductivity coefficient in the heat transport equation
~q = −λ gradT (2.9)
The derivation of the above formulae can be found, for example, in [146], [147]. Here,
only the area of their applicability is shortly discussed and a brief introduction to their
numerical solution is given. The equations (2.1), (2.2), and (2.3) are a system of 5 cou-
pled non-linear differential equations for p, T and the three components of ~w. To close the
equations the equation of state ρ(p,T ) is needed and the parameters defining the properties
of the medium cp(p,T ), µ(p,T ) and λ(p,T ). The fluid is assumed to be a continuum. This
means that the smallest relevant scales of the flow - usually these are the smallest-scale
turbulences - are much larger than the molecular mean free path. The fluid is newtonian,
isotropic and its tension-tensor is symmetric. The hypothesis of Stokes holds (no relax-
ation processes) and time derivatives do not influence the equation of motion (principle of
locality). The local thermodynamic state of the medium can be described by an equation
of state of two variables, for instance, p and T. Sources of heat, heat-radiation, and diffu-
sion processes are not included in this model. The complexity of the system of equations
(2.1), (2.2), (2.3) makes it very difficult to find analytic solutions. So far, these have only
been found for strongly idealized and very simple cases. Especially the appearance of
turbulence - which unfortunately is the typical case in engineering applications - is very
hard to tackle analytically. This leaves numeric solution as the only viable way to obtain
results concerning real flows. Also, here the appearance of turbulence effects causes this
task to be quite difficult because in order to be accurate the numeric model has to capture
the macroscopic scales of the flow and the microscopic scales of the smallest scale turbu-
lences. This causes the necessary resolution of the computational grid to be prohibitively
large in many cases. A short overview over possible solutions to this problem are given in
section A.0.2.
2.1.1 Parameterization of de Laval Nozzles
If not otherwise stated, the de Laval nozzles analyzed in the following sections have the
generic shape shown in figure 2.1. For Details on the nozzle design see appendix B.
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Figure 2.1: Parameterization of de Laval Nozzles. If not otherwise stated, the de Laval nozzles
studied in the following have this generic shape consisting of a divergent section with conical walls
that is connected by a radius of four times the throat diameter dC to the nozzle throat. The radius
on the high pressure (left) side of the nozzle throat is two times dC . In the parameter studies
presented in sections 2.2.3 and 2.2.4, the nozzles are parameterized by the throat diameter dC , the
exit diameter dE , and the length of the conical section L.
2.1.2 Size Effects and Effects of low Pressure
1.0 1.5 2.0 2.5 3.0 3.5 4.0
10-5
10-4
10-3
10-2
10-1
K
n 
(1
)
d
E
/d
C
 (1)
Backing
Pressure
(bar)
 0.1
 1
 10
 100
Figure 2.2: Local Knudsen number
plotted along the diverging section of
the de Laval nozzle for different back-
ing pressures. Even for pressures as
low as 1 bar it is justified to use the con-
tinuum model.
The continuum approximation which is the founda-
tion of all the models incorporated in Fluent requires
that the smallest geometric feature or flow feature is
much larger than the molecular mean free path. A
dimensionless parameter that measures the ratio be-
tween a geometric dimension and the mean free path
is the Knudsen number Kn, which is defined by
Kn =
λMF
L
=
1√
2σρPL
(2.10)
Here, λMF is the molecular mean free path, σ is the
scattering cross section of the molecules or atoms of
the fluid, ρP is the number density, and L is a geo-
metric length. The right hand side in the equation
is only true for perfect gases. σ has been calculated
from σ = r2Wpi/4, thus using rW for defining a hard
sphere potential where rW is the Van der Waals ra-
dius of Helium which is 140 pm. Using the Knudsen
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number, four different flow regimes can be distinguished, they are listed in table 2.1. The
Table 2.1: Flow regimes according to Knudsen number
Kn Flow Regime Numerical Approach
Kn→ 0 Continuum Euler equations
< 10−3 Continuum Navier Stokes equations
10−3 ≤ Kn < 10−1 Slip Flow Navier Stokes equations with slip boundary
10−1 ≤ Kn < 10 Transition Direct simulation Monte Carlo methods
Kn > 10 Molecular Direct simulation Monte Carlo methods
term "slip boundary" in table 2.1 refers to a technique which allows to extend the range
of applicability of the Navier Stokes equations up to Knudsen numbers of 0.1. In the slip
regime, the gas-phase velocity at a solid surface differs from the velocity at which the wall
moves. Furthermore the gas temperature at the surface differs from the wall temperature.
This velocity slip and temperature jump can be modelled and included into the Navier
Stokes solver. It should be mentioned, that for the transition regime there exist the Burnett
[130] equations which allow again to augment the Navier Stokes equations and, therefore,
use continuum solvers in the transition regime which still is computationally very expen-
sive for direct simulation, especially in 3D [148], [149]. Assuming that the 1D isentropic
theory of gas flow is a good approximation at the nozzle center, equation 2.10 allows to
calculate the Knudsen number without any simulations for different backing pressures.
Figure 2.2 shows results for a nozzle with dC = 1 mm, dE = 3 mm and L = 6 mm for
backing pressures of 0.1, 1, 10 and 100 bar. It can be seen that only for backing pressures
lower than 10 bar, Kn gets larger than 10−3 close to the exit of the nozzle. This is just
at the border of the slip flow regime but it has been verified that the difference between
the solutions of the Navier Stokes equations with and without boundary slip condition
for de Laval nozzles are negligible at least up to Knudsen Numbers of 0.002. This also
goes conform with results obtained in [129], [132]. Furthermore, because Kn depends
linearly on the characteristic length L (here the throat diameter), figure 2.2 also can be
used to determine how small a nozzle can still be modelled correctly within the continuum
approximation. The figure shows that down to a backing pressure of 1 bar, a nozzle with a
throat diameter of 1 mm, an exit diameter of 3 mm, and a length of the diverging section of
6mm is within the continuum regime. Therefore, a nozzle ten times smaller will be in this
regime down to a pressure of 10 bar. Also the smallest nozzle simulated here, with a throat
diameter of 0.05 mm, can safely be modelled using the continuum approximation down
to a backing pressure of 50 bar. It should be noted that, of course, the expansion taking
place inside the de Laval nozzle is different for different expansion ratios. However, as can
be seen in figure 2.2, the Knudsen number does not change too much along the diverging
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Figure 2.3: Profiles of density, pressure, temperature inside the diverging section of a de Laval
nozzle 2 mm before the nozzle exit.
section of the de Laval nozzle on the logarithmic scale, and, therefore, the same minimum
pressures that have been identified above for the nozzle with expansion ratio 9 should be
also valid for the other simulated expansion ratios of 4 and 16.
2.1.3 Boundary Layers
The major issue for microscopic nozzles are boundary layers that form along the internal
walls of the nozzle. The boundary layer that forms here is a thin flow layer attached to
the nozzle walls that connects the high velocity flow in the volume of the domain with
the flow boundary that is immediately attached to the confining walls and therefore has
zero velocity. Thus, the most intuitive way of defining the boundary layer thickness is
to define it as the region close to the wall where the velocity changes from 0 to 90% of
the value in the center of the nozzle. A typical velocity profile 2 mm before the exit of
the nozzle is shown in figure 2.3. This is the typical flat-top velocity profile for turbulent
flows with very thin boundary layers. However, also other flow parameters can be used
to define a boundary layer, namely the temperature and the density. Also, for those pa-
rameters, profiles are shown in Fig 4.6. In fact, it is the density boundary layer which is
more useful for the consideration of free jets because there is a smooth transition from
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density-boundary layer thickness to the width of the density gradient of the free jet. It is
important to note that the core flow and the boundary layer are two physically very distinct
domains. The first one can be quite accurately described by the Euler equations which ne-
glect completely the viscosity of the flow while in the latter, viscosity and friction play a
dominant role and are actually the only reasons for the formation of the boundary layer
at all. For example, it can be seen in Fig. 2.3 that the temperature rises by almost 200 K
within the boundary layer. This is pure frictional heat generated inside the flow, the walls
in the model are adiabatic. The boundary layer has essentially two important effects on the
gas flow in nozzles: First, it is the boundary layer thickness which governs the steepness
of the density gradient of the gas jet very close to the nozzle exit. Second, it can be seen in
figure A.4 how the boundary layer thickness increases along the expanding section of the
de Laval nozzle which is mainly due to the density drop and the increasing velocity caused
by the expansion of the flow within the conical part of the nozzle. Therefore, it is clear
that in order to obtain very steep density gradients, one must aim for low velocities (or
low mach numbers) and high pressure. For a de Laval nozzle this leads to small expansion
ratios which is in conflict with the fact that for large expansion ratios the jet has a smaller
divergence angle. Since the boundary layer builds up along the wall also short nozzles
are favorable for thin boundary layers at the nozzle exit. At a fixed expansion ratio, this
leads to larger cone angles of the de Laval nozzle and can also lead to transverse pressure
modulations, see section 2.2. Therefore, there is a tradeoff between gradient steepness
and collimation/quality of the jet. Quality here refers to the flatness of the flat-top density
profile at the exit of the nozzle. The second effect of the boundary layer is that it blocks
some fraction of the cross section of the nozzle. Depending on backing pressure and noz-
zle size, this can lead to a slightly modified "effective" nozzle geometry with little or no
influence on the overall flow properties or to "chocking" of the flow. The latter means that
the boundary layer starts to influence strongly all flow parameters when there is at least
one point in the flow domain where the distance between two confining walls becomes
comparable to the boundary layer thickness. To quantify this, the displacement thickness
δD can be used. It is defined as
δD =
∫ δ99
0
(
1 − u(y)ρ(y)
u∞ρ∞
)
dy (2.11)
and measures by how much the flow streamlines are pushed away from the walls by the
viscous boundary layer. δ99 is the (normal) distance from the wall where the velocity has
99 % of its value far away from the wall and u∞ and ρ∞ are the velocity and the density far
away from the wall.
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Figure 2.4: Density, pressure, temperature, velocity magnitude and Mach number plotted along the
axis of a de Laval nozzle with a throat diameter of 1 mm, an exit diameter of 3 mm and a length of
the diverging nozzle section of 6 mm. Medium: Helium, backing pressure: 50 bar.
2.2 Simulation Results
2.2.1 Supersonic Flows and the de Laval Nozzle
Supersonic gas jets generated by de Laval nozzles are ideal targets for laser-plasma experi-
ments due to their flat-top density profiles and steep density gradients at the jet edges, both
of which are impossible to produce with a (subsonic) cylindrical nozzle. The variation of
the most important flow parameters along the nozzle axis of a de Laval nozzle with a throat
diameter of 1 mm, an exit diameter of 3 mm and a length of the diverging nozzle section
of 6 mm are shown in figure 2.4. The medium is Helium with a backing pressure of 50
bar. For comparison with a cylindrical nozzle, approximate values for all flow parameters
shown in 2.4 for the case of a cylindrical nozzle can be obtained by simply taking the val-
ues at the nozzle throat. This is a quite good approximation because approximately there
the flow becomes supersonic and becomes, therefore, independent of upstream conditions.
Since for the de Laval nozzle the expansion of the gas mainly happens inside the guid-
ing nozzle wall, the acceleration caused by the expansion is strongly guided into forward
direction. The lower temperature at the nozzle exit of the de Laval nozzle, in the given
example in figure 2.4 40 K as compared to 200 K, leads to the fact that at the same density
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the pressure is much lower at the exit of the de Laval nozzle. Since the pressure induces
the transversal spread of the gas jet it is, therefore, clear, that the supersonic jet emanating
from a de Laval nozzle will diverge much less than the one from a cylindrical nozzle at the
same density. This also leads to the fact that the flat top density profile at the exit of the
conical de Laval nozzles studied here is preserved over a significant propagation distance.
Figure 2.6 shows a comparison between a cylindrical subsonic nozzle with a diameter of
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Figure 2.5: Divergence of jets
emanating from a supersonic
de Laval nozzle (solid line)
and from a subsonic nozzle
(dashed line). The gas jet
from the subsonic nozzle is
much less collimated, having
a full opening angle of the
95% mass flow contour of
122◦. This compares to 56◦
for the de Laval nozzle.
0.75 mm and a de Laval nozzle with a throat diameter of 0.25
mm and an exit diameter of 0.75 mm. For both nozzles, the
gas is Helium with 50 bar backing pressure. Only right at
the nozzle exit is the subsonic nozzle able to maintain a steep
gradient but even there the profile is not really flat top. Only
0.1mm away from the nozzle exit, for the subsonic nozzle,
the gas already expanded into all directions producing broad
gradients and a convex central shape. And 0.2 mm from the
nozzle exit - this is 27 % of the diameter - the density line-
out produced by the subsonic nozzle is already a very good
approximation to a gaussian. By contrast, the supersonic jet
produced by the de Laval nozzle maintains its flat top profile
over a distance of more than its exit diameter of 0.75 mm.
Figure 2.6(e) shows that this comes at a price, however.
The expansion of the gas that takes place inside the de
Laval nozzle lowers the density at the nozzle exit signifi-
cantly - in this case, it is approximately an order of magnitude
lower than the density produced by the subsonic nozzle. It
has been stated that for the subsonic nozzle the gas expands
transversally much stronger than for the supersonic nozzle.
This can be seen in figure 2.5 where the free jet divergence
of the two nozzles is compared. The reason for the much
larger divergence of the jet from the subsonic nozzle is the
high pressure and comparatively low velocity at the nozzle
exit. The gas leaves the nozzle and accelerates transversally,
rapidly approaching an almost isotropic velocity distribution
corresponding to a gaussian density profile. Only during the short period that the gas needs
to accelerate transversally to speeds similar to the longitudinal one, there is a significant
departure from this behavior.
For the de Laval nozzle, things are quite different. By the time the gas leaves the noz-
zle, it has already converted a substantial part of its enthalpy into kinetic energy and the
confining nozzle walls guided this expansion into the forward direction. Therefore, the
2.2 Simulation Results 43
0 0.1 0.2 0.3 0.4 0.5 0.6 0.70
0.2
0.4
0.6
0.8
1
radius (mm)
n
o
rm
al
iz
ed
 d
en
sit
y 
(a.
u.)
 
 
Standard Shape
Subsonic Nozzle
(a) 0.0 mm
0 0.1 0.2 0.3 0.4 0.5 0.6 0.70
0.2
0.4
0.6
0.8
1
radius (mm)
n
o
rm
al
iz
ed
 d
en
sit
y 
(a.
u.)
 
 
Standard Shape
Subsonic Nozzle
(b) 0.1 mm
0 0.1 0.2 0.3 0.4 0.5 0.6 0.70
0.2
0.4
0.6
0.8
1
radius (mm)
n
o
rm
al
iz
ed
 d
en
sit
y 
(a.
u.)
 
 
Standard Shape
Subsonic Nozzle
(c) 0.2 mm
0 0.1 0.2 0.3 0.4 0.5 0.6 0.70
0.2
0.4
0.6
0.8
1
radius (mm)
n
o
rm
al
iz
ed
 d
en
sit
y 
(a.
u.)
 
 
Standard Shape
Subsonic Nozzle
(d) 0.3 mm
0 0.1 0.2 0.3 0.4 0.5 0.6 0.70
10
20
30
40
50
60
70
80
radius (mm)
de
ns
ity
 (1
01
9 c
m
−
3 )
 
 
Standard Shape
Subsonic Nozzle
(e) not normalized 01 mm
Figure 2.6: Comparison of density line-outs at distances of 0, 0.1, 0.2, 0.3 mm from the nozzle exit.
Black line-outs correspond to a de Laval nozzle with 0.25 mm throat and 0.75 mm exit diameter, red
line-outs to a cylindrical subsonic nozzle with a diameter of 0.75 mm. Plots (a)-(d) are normalized
to one to demonstrate the qualitative differences between the profiles, plot (e) is not normalized
and shows that the cylindrical nozzle produces far higher densities than the de Laval nozzle. The
backing pressure in both cases was 50 bar (Helium).
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exit velocity is much larger (approximately a factor of two in this case) and the pressure
is much smaller (approximately a factor of 20) so that the gas has no chance any more to
accelerate transversally to velocities similar to its forward velocity. An approximate value
for the divergence of the supersonic jet can be obtained by calculating the transversal
spread velocity by equation (1.35) using the sound speed at the nozzle exit. For Helium
and a de Laval nozzle that has an exit diameter of three times its throat diameter and a
reservoir temperature of 300 K this gives a full divergence angle of 63◦ which is actually
quite close to the values obtained by simulation. Also far away from the nozzle exit, this
divergence is approximately preserved because due to the low pressure at the exit of the
nozzle within a very short distance from the nozzle the additional expansion that occurs is
sufficient to render the jet essentially collisionless and the particles follow ballistic trajec-
tories, therefore, preserving the collimated velocity distribution generated by the de Laval
nozzle.
Here, the nomenclature should be clarified: The isentropic expansion that takes place
after the gas has left the cylindrical "subsonic" nozzle rapidly accelerates the flow to su-
personic speed. Therefore, by speaking of a subsonic nozzle or a subsonic gas jet or a
supersonic nozzle, one always refers to the maximum mach number that the gas acquires
inside the nozzle itself. Outside of it - provided that the gas emanates into vacuum, or at
least a sufficiently low pressure surrounding medium - supersonic conditions are always
obtained.
The simplicity of the geometry of the cylindrical nozzle makes it quite easily possible
- in contrast to the jet from a de Laval nozzle - to obtain fitting formulas that allow to
calculate all important flow parameters outside the nozzle, Miller in [114], [150]. It should
be noted, however, that the calculations presented there neglect the existence of boundary
layers and, therefore, can be applied only to cases with high backing pressure and/or large
nozzle diameters.
2.2.2 Optimal Nozzle Shape
Besides the standard conical shape also trumpet-like nozzles, figure 2.7(c), and parabolic
nozzles, figure 2.7(a), 2.7(b), were considered. The parabolic nozzle contour was gen-
erated by setting the angle of the wall at each position within the supersonic section of
the nozzle to the local mach-angle at this position. This gives an approximate parabola-
shape. The two parabolic nozzles shown differ from each other only in the geometry of the
convergent part of the nozzle in order to demonstrate that the supersonic flow properties
depend only weakly on subsonic upstream parameters. The emergence of strong shocks
immediately after the throat is evident, indicating that even though the Mach number is
only slightly above 1 immediately after the throat, still the gas cannot follow the rather
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abrupt cross-section change. By contrast, the trumpet shaped nozzle shows a very smooth
flow in the supersonic section but does not produce the flat-top profile desirable for laser-
plasma experiments. Line-outs of density at a distance of 1 mm from the nozzle exit for
the different nozzle shapes are depicted in figure 2.7(d). The parabolic nozzle shape leads
to rather strong density jumps (red plot) caused by the shock fronts produced inside the
nozzle, the trumpet shaped nozzle produces smooth but non-flat top profiles (blue plot).
Therefore, in the following only the standard conical nozzle shape has been taken into
account and studied extensively because apparently only this geometry produces the de-
sired flat-top density profiles. In order to establish an optimum nozzle shape, a parameter
study has been conducted, varying the expansion ratio E, the length of the diverging sec-
tion of the Nozzle L, the size of the whole nozzle, and the shape of the nozzle contour.
Regarding the optimal general nozzle shape, the simulations show that it is preferable to
have smooth round contours rather than sharp edges, at least at the throat and downstream
of it, because in this region the flow is sonic or supersonic and ,therefore, forms shock
fronts at sharp edges. Therefore, in order to prevent the development of strong shock
fronts or expansion fans after the nozzle throat, the throat-contour of all the nozzles was
rounded with a radius of 4 times the throat diameter on the supersonic side and 2 times it
on the subsonic side.
2.2.3 Influence of the Nozzle Geometry on the Flow Parameters
The parameter study described in the following uses de Laval nozzles as shown in figure
2.1 characterized by the length L of the diverging nozzle section, the throat diameter dC,
and the exit diameter dE. The set of nozzles considered in this study is summarized in
table 2.2.
Here, α is the full opening angle of the diverging section of the nozzle as it results
from L, dC and dE. In all the cases, the medium was Helium with a backing pressure of
50 bar and a background pressure of 10−2 mbar. The k-ω shear stress transport turbulence
model was used with the coupled implicit steady state 2D-axisymmetric solver. Grid sizes
ranged from 370000 to 730000 cells. For further processing after the simulation concluded
in FLUENT, line-outs of temperature, pressure, density, Mach number, axial and radial
velocity where computed along lines parallel to the r-axis in 0.1 mm steps along the x-
axis. For the computation of the displacement thickness also wall-normal line-outs of
those parameters were produced with the same spacing. This data was exported to ascii
files and then imported into MATLAB for further processing. Data analysis was done
mainly concerning three parameters: first, the divergence of the free jet that emanates from
the nozzle because flow-directionality is an important experimental parameter. Second, the
flow displacement inside the nozzle because it determines the influence of the walls onto
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Figure 2.7: Density contours on logarithmic scale for two nozzle with parabolic shape (a), (b) and
one trumpet shaped nozzle(c). Only the convergent part of the two parabolic nozzles are different,
the supersonic sections of the nozzles are identical. Evidently, the flow properties do not depend
on the geometry of the subsonic part of the nozzle. Inlet pressure is in all cases 50 bar, throat
diameter 1 mm, exit diameter 2.4 mm for the parabola nozzles and 1.7 mm for the trumpet nozzle.
(d) Line-outs of density at a distance of 1 mm from the nozzle exit for the standard conical nozzle
shape (black) the parabolic nozzle (red) and the trumpet-shaped nozzle (blue). Rather strong flow
distortions for the parabolic nozzle and a non-flattop profile for the trumpet shaped nozzle rule
these designs out for laser-plasma experiments.
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Table 2.2: Parameter study: nozzle geometry - list of simulations
Nr. dC dE L α
(1) (mm) (mm) (mm) (◦)
1 1 2 2 14.0
2 1 2 3 9.46
3 1 2 4 7.13
4 1 2 6 4.76
5 1 3 4 14.0
6 1 3 6 9.46
7 1 3 8 7.13
8 1 3 12 4.76
9 1 4 6 14.0
10 1 4 9 9.46
11 1 4 12 7.13
12 1 4 18 4.76
the core flow, and third, the density gradient inside and outside of the nozzle because it is
of primary interest for the laser-plasma experiments that the gas jets studied here are used
for.
The results for the free jet divergence are discussed first: In the hypothetic case that the
gas flow expands so strongly inside the nozzle that it obtains its maximum velocity (1.24),
it would just continue outside the nozzle with the jet boundaries being a prolongation of
the nozzle walls. In reality this is not quite the case but still at the nozzle exit the gas flow
has suffered a pressure drop of almost two orders of magnitude with respect to reservoir
values and a temperature drop to values around 50 K. Most of the enthalpy of the gas
has been converted to kinetic energy and the confining nozzle walls have guided the flow
mainly into forward direction. The rest of the enthalpy at the nozzle exit is now converted
to kinetic energy outside of the nozzle. Without the guiding walls, the velocity increases
not only in longitudinal but also in transversal direction, thereby leading to a continuing
expansion of the jet that goes on until density and temperature drop to the point where no
collisions between the particles occur any more. From there on, each particle then follows
a ballistic trajectory. Out of these basic considerations, it is clear that collimated jets can
be expected from nozzles with large internal expansion of the flow, which is accomplished
by large ratios between the areas of the critical cross section and the exit cross section
(expansion ratio). On the other hand, it can be expected that the opening angle of the
diverging part of the nozzle will also influence the divergence of the free jet. Figure 2.8
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shows the results of the parameter study about the two parameters diameter ratio dC/dE
and opening angle α of the de Laval nozzle. The different diameter ratios correspond to
the shades of red (1:2), blue (1:3), and grey (1:4) in figure 2.8. The opening angles of 9.6◦,
14.4◦, 19.3◦, and 29.3◦ are represented by the saturation of the color in the figure, with the
largest opening angle corresponding to the lightest shade and the smallest opening angle
to the darkest shade. The plot depicts the radius of the gas jet that contains 95 % of the
mass flow versus distance from the nozzle exit. In figure 2.8(a) the expected result that
the gas jet is more collimated for larger expansion ratios can be seen. Since the critical
cross section was kept constant with a diameter of 1 mm, the exit diameter of the nozzle
varied from 2 (1:2) to 3 (1:3) and 4 (1:4) mm. It can be seen that after approximately
3 mm propagation the jet produced by the nozzle with the largest exit diameter has a
smaller diameter than the jets of the other two nozzles. The picture gets clearer if one
normalizes the radial axis to the respective exit radius of each nozzle, which is shown
in figure 2.8(b). It is obvious that the nozzle with the largest expansion ratio (black)
produces the jet that increases its radius with the slowest rate. By normalizing both axes
to the exit diameter (figure 2.8(c)) it can be seen that this effect does not simply scale
with the exit diameter, also in this normalized plot the largest expansion ratio produces
the most collimated jet. Concerning the opening angle of the de Laval nozzle, it can be
seen that its influence is actually quite small for values below approximately 20◦ in all
the cases. The full divergence angles for all the cases are given by the values in figure
2.8(b), they range from 45◦ for the 1:4 nozzles to up to 72◦ for the 1:2 nozzles and are
calculated for the part of the free jet between 5 and 7 mm distance from the nozzle exit.
This compares to values of 51◦, 61◦ and 78.5◦ calculated with formula (1.35) for the 1:2,
1:3 and 1:4 nozzle respectively. The differences are mainly explained by the fact that the
case described by formula (1.35) oversimplifies the problem and, furthermore, it is valid
in the one dimensional case, not in the cylindrical geometry of this problem. Still, the very
simple model shows at least qualitative agreement and provides some justification to the
explanation of the process of jet expansion: The transversal expansion of the jet into the
surrounding vacuum takes place at supersonic speed and therefore leads to more divergent
jets than one would expect if the jet only expanded transversally at the speed of sound.
Another interesting parameter to be known as a function of nozzle geometry is the
displacement thickness as defined by formula (2.11) in section 2.1.3. As detailed there, it
is the amount by which the flow is displaced from the nozzle walls by the boundary layer
that builds up in the gas flow close to the wall. Reducing the size of nozzles is useful only
down to the point where the displacement thickness at some point in the nozzle becomes
comparable or even as large as the local nozzle radius. At this point, the mass flow through
the nozzle is strongly reduced and all flow properties are strongly altered, preventing the
development of the desired supersonic flow with the typical flat top density profile. Panel
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Figure 2.8: Free jet radius containing 95% of the mass flow for different ratios of the critical cross
section to the exit cross section. (a) Free Jet Radius, (b) Free Jet with radial axis normalized to exit
radius, (c) Free Jet with both axes normalized to exit radius. Grey shades are for an expansion ratio
of 1:16, blue shades for 1:9 and red shades for 1:4. Four cases are given for each cross section ratio
referring to different full opening angles (or length) of the diverging section of the de Laval nozzle,
from darker to lighter shades 9.6◦, 14.4◦, 19.3◦, 29.3◦. Divergence half-angles of the jets are given
in (b).
2.9 shows plots of the displacement thickness versus axial position. Figures 2.9(a), 2.9(b)
and 2.9(c) show these plots grouped together for nozzles with equal ratio dC/dE. The
nozzle exit always lies at x = 0 in these plots. It is obvious that the displacement thickness
grows with both the length L of the diverging section of the nozzle and the diameter ratio.
Since the set of nozzles in this study (table 2.2) is constructed such that for each of the four
angles there are three nozzles, one with 2, one with 3 and one with 4 mm exit diameter, and
all having the same throat diameter of 1 mm, it is clear that actually the nozzle contours
are congruent. This is to say that nozzle Nr. 8 can be constructed by cutting nozzle Nr. 12
after 12 mm of its length. In the same way nozzle 4 can be constructed by cutting Nr. 8
or Nr. 12 after 6 mm. Since the flow in the diverging section of the nozzle is supersonic
it cannot depend on downstream conditions and therefore it should be expected that the
flow in nozzle Nr. 4 looks exactly like the flow in the first 6 mm in nozzles Nr. 8 and 12.
Similarly, the flow in the first 3 mm of nozzles Nr. 6 and 10 should be equal to the flow in
nozzle Nr. 2 and so on for all the four angles. This is shown in figure 2.9(d) where all the
nozzles with ratios of 1:2 and 1:3 have been shifted along x such that their nozzle contours
fit exactly their counterpart with ratio 1:4. The described correspondence between the
cases with the same angle but different length is very nicely reproduced small deviations
appearing only for the case α = 14◦. The peak that appears in all the cases approximately
1 mm after the nozzle throat is probably caused by the large velocity gradients there. The
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Figure 2.9: Plots (a)-(c) show the displacement thickness as it develops inside the diverging section
of the nozzle for a ratio between the throat and the exit diameter of 1:2, 1:3 and 1:4, respectively.
The displacement thickness grows both with the length of the nozzle and the ratio. Plot (d) shows
the same data arranged by grouping together the same angles rather than the same ratios.
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size of the peak gets amplified by the expansion that took place in the nozzle up to that
point which is why it appears to be growing with nozzle angle. The three additional small
peaks in the α = 4.8◦, L = 18 mm case and the one additional peak in the α = 7.1◦, L = 12
mm case are artifacts produced by data processing, they are not physical.
The following conclusions can be drawn from these results: The displacement thick-
ness grows with propagation length along the wall and with the expansion that the gas
undergoes during the propagation. In order to keep the displacement thickness small,
short, and weakly expanding nozzles are preferable. Since the pressure modulation that
always occurs shortly after the nozzle throat has an increasing impact on the size of the
flow displacement with increasing nozzle angle (or decreasing length at the same diameter
ratio) the nozzle should be kept long enough and the angle small enough to limit this effect
and confine it well inside the nozzle. The plots for α = 14◦ interestingly show some dif-
ferences between each other right at the position of that peak, so evidently small changes
in initial parameters here are amplified strongly and lead to clearly distinguishable flow
displacements. Since this could, therefore, be a possible source of instability, this provides
another reason for keeping the nozzle long and/or the nozzle angle small enough.
For laser-plasma experiments, one of the most important parameters of a gas target is
the width of the region within which the density rises from vacuum to the nominal value.
In the following, this density gradient width is defined differently inside and outside the
nozzle: inside it, the gradient width is taken as the distance from the wall where the density
reaches 90% of its maximum value at each given x-position.
Since the density line-outs along lines of constant x show partly considerable devi-
ations from a flat-top inside the nozzle, the results for the density gradient were much
smoother and more realistic when actually only the region of the flow that is sufficiently
close to the wall was taken into account for computing the maximum density. This region
was defined as twice the distance from the wall where the velocity reaches 95% of its
maximum value. Since the velocity profiles are flat top along the whole nozzle length, this
provides a reliable measure for the size of the wall-influenced region. Outside the nozzle,
the gradient width is defined as the width of density rise from 10% to 90% of its maximum
value. Panel 2.10 shows the results for the gradient width along the diverging section of
the de Laval nozzle. The step-like features that are visible in almost all of the plots are
artifacts and not physical, they are also visible in figure A.4(a). Figure 2.10(a) is arranged
similar to figure 2.9(d) and shows the same trends, but it seems that the density gradient is
less sensitive to the fluctuations close to the nozzle throat. Since the displacement thick-
ness depends on density and velocity only (formula (2.11)) this is a clear indication that
the peaks that show up in the displacement thickness are actually caused by the velocity
gradient close to the nozzle throat. Figure 2.10(a) shows a very smooth behavior of the
density gradient growth inside the nozzle and the plots actually also are almost parallel to
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each other. Only nozzle Nr. 9 seems to slightly deviate from this behavior. The reason
for this is not entirely clear but one possible explanation is that, in this case, the onset of a
turbulent boundary layer can be seen. Hence, it is in principle a physical effect that is cap-
tured in the simulation. However, inspection of figure A.4(a) reveals that the k--RNG and
the k--Realizable turbulence models predict a sudden rise in the displacement thickness,
that could be explained by the onset of a turbulent boundary layer, already for a nozzle
corresponding to nozzle Nr. 7, with a nozzle angle of only 7.13◦. This is an expression of
the fact that in general the prediction of the exact location of the transition from laminar to
turbulent boundary layer is quite difficult and therefore this question can only be answered
conclusively by measurement.
Figure 2.10(b) again shows the same plots as figure 2.10(a) but the plots are now shifted
back to their original positions such that the nozzle exit is at x = 0 mm. Clearly, there is a
trend that the density gradient grows with L and with dC/dE. Finally, figure 2.10(c) shows
that the density gradients of the free jet follows a similar trend as its radius (figure 2.8).
Also here, the density gradient width grows for larger expansion ratios and shows little
dependence on the nozzle angle. The inset magnifies the first mm after the nozzle exit
and reveals that for the nozzles with diameter ratios of 1:3 and 1:4, the density gradient
width is actually constant for the first few hundred micrometers after the nozzle exit. This,
of course, is a property highly appreciated in experiments because it makes the target
properties independent of the distance from the nozzle within this range. Coming back
now to figure 2.10(b), it can be seen that the gradient width at the nozzle exit - so the
points where the plot lines touch the 0 mm axis - follows, a quite regular pattern. This, of
course, with the exception of nozzle 9 that has been detailed above. And indeed, if one
plots the density gradient thickness at the nozzle exit versus the parameter L×dE an almost
linear dependence is revealed. This is shown in figure 2.11. The off-lying point at L × dE
= 20 mm2 corresponds to nozzle 9 and should probably not be taken into account. It is
remarkable how the points for two completely different nozzles fall together at L × dE =
11 mm2.
In order to quantify the quality of the desired flat top density profile, an analysis of the
deviation from an ideal flat-top of the density profiles produced be the different nozzles
was conducted. To illustrate the necessity of such an analysis, figure 2.12 shows constant
density contours for two nozzles with different angles. It is obvious that the larger angle
causes flow distortions that propagate upstream and lead to deviations from the flat top
profile at the nozzle exit. Figure 2.13 gives the results for all the studied nozzle shapes,
with figure 2.13(a) showing the normalized density profiles at the nozzle and figure 2.13(b)
showing the relative peak-to-peak fluctuation of density line-outs of the core flow taken
along lines parallel to the radial axis. Here "core flow" is defined as the flow with a
wall distance of at least two times the density gradient width. To improve clarity, the
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(c) Density gradients of the free jet, grouped by diameter ratio.
Figure 2.10: Plot (a) shows the gradient width as it grows along the diverging section of the nozzle.
The plots are grouped together by nozzle angle. Plot (b) shows the same data but grouped by
diameter ratio. Plot (d) shows the development of the density gradient for the free jet.
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Figure 2.11: Width of the density gradient at the nozzle exit versus the parameter L × dC/dE . A
linear fit to the data is given as the red line.
(a) Nozzle with throat 1 mm, exit diameter
3 mm and nozzle angle of 14◦.
(b) Nozzle with throat 1 mm, exit diameter 3 mm
and nozzle angle of 4.7◦.
Figure 2.12: Comparison of density contours inside two nozzles with differen angles but the same
diameters. The nozzle with the larger angles generates flow distortions close to the throat that
propagate through the entire nozzle. For the smaller angle this is largely suppressed.
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Figure 2.13: Comparison of density line-outs along lines of constant x at the nozzle exit (a) and
relative density peak-to-peak variation along the diverging section of the nozzles (b). The x-axis
in (b) is given as the ratio between the local nozzle diameter at a given x-position and the throat
diameter dC . This implicitly defines the x-position but normalizes it in a way that all plots have the
same length on the x-axis. It can be seen that for (full) nozzle angles of more than approximately
10◦ rather strong flow distortions can occur.
density line-outs in figure 2.13(a) are normalized to different values. Quite obviously, for
(full) nozzle angles of more than 10◦ rather strong flow distortions occur. Figure 2.13(b)
demonstrates that the distortions that have their origin close to the nozzle throat (figure
2.12), decay as the flow propagates along the diverging section of the de Laval nozzle with
the decay rate depending inversely on the nozzle angle. So, in principle, for good flat-top
quality one would opt for rather long nozzles with small angles, but of course this comes
with the tradeoff of ever increasing boundary layer thickness, that grows linearly with the
nozzle length, figure 2.11.
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2.2.4 Effects of Nozzle Size and Varying Backing Pressure
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Figure 2.14: Kn of nozzles in the
pressure/size study.
A parameter study concerning the effects of changes in
reservoir pressure and nozzle size on the flow proper-
ties is presented. It makes sense to combine these two
parameters into one study because - as explained in sec-
tion 2.1.2 - changing the size of a nozzle and changing
the backing pressure both influences the flow behavior
mainly through the varying influence of the presence of
the walls. Per unit time a particle undergoes a certain
number of collisions with other particles and a certain
number of collisions with the walls. The ratio between
these two collision rates determines the degree to which
a flow is influenced by the presence of the walls. In this
sense, walls that are close to each other or low gas pressure that leads to long mean free
path length have the same effect: the particles collide more frequently with the walls and
less frequently with each other, thereby enlarging wall effects. The dimensionless quantity
that is a measure of the ratio of the particle - wall and particle - particle collision rates is
the Knudsen number Kn (equation 2.10).
The set of nozzles listed in table 2.4 was considered in this study all of them being
scaled versions of a nozzle with dC = 1 mm, dE = 3mm and L = 6 mm corresponding to a
nozzle angle of 9.46◦, see figure 2.1. As can be seen in figure 2.14, the Knudsen number
Kn varies over almost 4 orders of magnitude within this set of simulations. The values for
Kn shown in the figure and in table 2.4 are calculated at the nozzle exit where Kn reaches
its maximum value within the nozzle (see figure 2.2). Therefore, it allows not only to
follow the variation of the flow properties with varying Knudsen number, but also gives
an indication into which flow regime according to table 2.1 the given case falls. As in the
section above, the divergence of the free jet, as defined by the radius containing 95% of
the mass flow, is considered. The results are shown in figure 2.15 ordered with respect to
the parameter p0×dC. This parameter grows with shrinking Knudsen number at the nozzle
exit, however, in contrast to Kn, the parameter p0 × dC is readily available for any nozzle
and, thus, more useful when it comes to design decisions.
As can be seen in figure 2.15(a), the jet is confined in a cone around the axis in all the
cases. Smaller nozzle size or lower backing pressure lead to increasing jet divergence. The
inset in figure 2.15(a) shows a magnification of the region close to the nozzle exit. Already
inside the nozzle, the density gradient between the wall and the main flow becomes larger
and larger for smaller pressures and smaller sizes leading to smaller jet radii at the nozzle
exit. This indicates a strong reduction of the open cross sections within the nozzles caused
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Figure 2.15: (a) Free jet radius r95 containing 95 % of the mass flow versus the distance from the
nozzle exit for different parameters dc × p0. Both axes are normalized to the nozzle exit radius rE .
The inset shows the region close to the nozzle exit. (b) Full jet divergence angle vs. dC × p0. A
power law fit is also displayed (red line).
by the development of ever thicker boundary layers. Figure 2.15(b) plots the full diver-
gence angles calculated from the data presented in figure 2.15(a) between x = 1.6 × dE
and x = 2.3 × dE. For values of dC × p0 between 100 and 10 (mmbar), the divergence
angle is more or less constant around 56◦ and then rises up to a maximum value of 85◦
for dC × p0 = 0.13 mmbar. For even smaller pressures-size products, the flow becomes
dominated by its boundary layers and the behavior changes significantly. In order to study
the development of boundary layers inside the nozzle, again the displacement thickness is
studied. Figure 2.16 shows the boundary between the wall bounded flow and the core-flow
as it results from calculation of the displacement thickness. Both the x and the r axis are
normalized to dC in this graph in order to obtain comparable values. For values of the size-
pressure product between 150 and 12 mmbar (3.1 × 10−4 < Kn < 2.6 × 10−5) the change
of the displacement thickness is quite small but then it rises rapidly and finally leads to
an effective nozzle contour that hardly expands any more for dC × p0 = 0.05 mmbar (Kn
= 5.3 × 10−2). It has been shown in section 2.2.3 that smaller ratios between throat (eg.
critical) cross section and exit cross section lead to larger jet divergence. The modification
of the effective nozzle contour by growing boundary layers just has that same effect. Fig-
ure 2.17 shows the displacement thickness at the nozzle exit normalized to the exit radius
versus dC × p0 and versus the Knudsen number Kn, calculated at the nozzle exit. The data
can be fitted rather nicely to a simple power law of the form δD/dE = a(dC × p0)b. Here
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Figure 2.16: Flow displacement for different parameters dC × p0 (mm bar). Both axes are normal-
ized to the critical diameter of each nozzle dC
δD/dE is the displacement thickness normalized to the nozzle exit diameter. In figure 2.17
this fit is shown in red, the fit parameters are summarized in table 2.3.
Similarly larger values of Kn or smaller values of dC × p0 (see the legend of figure
2.18) cause the width of the density gradient at the edge of the jet to increase. The results
concerning this effect are shown in figure 2.18. It can be seen that sharper gradients at the
nozzle exit increase their width more rapidly than smoother ones. The inset shows how the
gradients develop as the gas flows along the diverging section of the de Laval nozzle. For
the largest values of Kn the gradient width occupies almost the entire nozzle cross section,
in which case the flow is dominated by the wall bounded flow and its characteristics are
expected (and have been shown) to be significantly distinct from those of low Kn flows
generated by large nozzle diameters and/or high pressures. Figure 2.19 shows the varia-
tion of the density gradient at the nozzle exit normalized to the exit diameter as a function
of dC × p0 and Kn. Again, a simple power law of the form δG/dE = a(dC × p0)b + c repre-
sents a quite good fit to the data. δG/dE is the density gradient width normalized to the exit
diameter of the nozzle, a = 0.1549, b = −0.3804, c = 0.01073. Again, the off-lying point
at dC × p0 = 0.05 mmbar has not been taken into account for the fit because it represents
the onset of a different, wall-dominated flow regime. Obviously, only for values of dC × p0
between 150 and 25 can the density gradient be assumed to be approximately independent
of the backing pressure and nozzle size.
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Figure 2.17: Displacement thickness δD at the nozzle exit versus the parameter dC× p0, normalized
to the exit radius dE/2 of each individual case. The upper x-axis shows Kn, calculated at the nozzle
exit. The red line is a power law fit, see table 2.3 for details. The off-lying point at dC × p0 =
0.05 mmbar has not been taken into account for the fit because it represents the onset of a different,
wall-dominated flow regime.
The fact that the variation of the flow parameters with backing pressure and size are
caused by the varying thickness of the boundary layers also implies that the Mach number
M and the density at the nozzle exit should vary. This is shown in figure 2.20. The
variation of M with dC × p0 and Kn is a direct indication that the effective nozzle cross
section changes because the Mach number at the nozzle exit only depends on the reservoir
temperature (here always 300 K), the initial velocity (here always zero) and on the ratio
between the critical and the exit cross section. Figure 2.20(b) shows that also the density
at the nozzle exit, measured in percent of the reservoir density, is not constant. This
has two important consequences: first, for the same backing pressure a smaller nozzle
will give higher density than smaller nozzles. And second, the density at the nozzle exit
is not linearly proportional to the backing pressure but has a power-law dependence on
it. However, figure 2.21 shows that in a wide parameter range the error introduced by
assuming linear dependence is small enough to allow this approximation to be used in
many experiments.
Finally, as in the section before, the flatness of the density line-outs inside the nozzle
is analyzed. The results are presented in figure 2.22(a) which shows density line-outs at
the nozzle exit. For the cases with low Knudsen number Kn, there is a distortion close
to the nozzle wall. The amplitude of this distortion shrinks as Kn rises, yielding rather
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Figure 2.18: Density gradient width for different parameters dC × p0 (mm bar). dC is the diameter
of the nozzle throat, p0 is the backing pressure. Both axes are normalized to the critical diameter
dC of each individual nozzle.
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Figure 2.19: Density gradient width δG at the nozzle exit in units of the nozzle exit radius dE/2
versus the parameter dc × p0 and Kn. The red line is a power law fit, see table 2.3 for details. The
off-lying point at dC × p0 = 0.05 mmbar has not been taken into account for the fit
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(a) Max. exit density versus pressure and size.
0.1 1 10 100
4
5
6
7
8
9
10
0.03 0.003 3.8E-4 4E-5
 Kn (1)
m
ax
 a
t n
oz
zl
e 
ex
it 
(
0/1
00
)
d
crit
 × p
0
 (mmbar)
(b) Max. Mach number versus pressure and size.
Figure 2.20: Maximum Mach number and maximum Density at nozzle exit versus the parameter
dc × p0 and Kn. The red line is a power law fit, see table 2.3 for details. The off-lying point at
dC × p0 = 0.05 mmbar has not been taken into account for the fit
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Figure 2.21: Maximum density ρmax at the nozzle exit versus backing pressure p0. An approxi-
mately linear behavior can be assumed in a wide parameter range.
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Table 2.3: Parameter study: nozzle size and pressure - power law fits.
Parameter Name Fit formula a b c
Displacement thickn. δD/dE = a(dC × p0)b 0.1163 -0.3718 0
Displacement thickn. δD/dE = a(Kn)b 1.218 0.4087 0
Density gradient δG/dE = a(dC × p0)b 0.1672 -0.3606 0
Density gradient δG/dE = a(Kn)b 1.628 0.396 0
Max density ρmax/(ρ0/100) = a(dC × p0)b + c 2.157 -0.5669 4.212
Max density ρmax/(ρ0/100) = a(Kn)b + c 88.14 0.6528 4.278
Mach Number M = a(dC × p0)b + c -0.7858 -0.4185 4.837
Mach Number M = a(Kn)b + c -12.32 0.4882 4.802
smooth flat-top profiles for values of Kn between 5 × 10−4 and 2 × 10−3 albeit with ever
broader gradient width. For even smaller values of Kn, the profiles completely loose their
flat top character as the flow becomes more and more dominated by wall effects. This is
also reflected in plot 2.22(b) where it can be seen that the peak-to-peak fluctuation in the
core flow shrinks as Kn rises. For the largest values of Kn, essentially no core flow is left
which is why also the peak-to-peak variation of it drops to zero.
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(a) Normalized density line-outs at
nozzle exit.
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Figure 2.22: Comparison of density line-outs along lines of constant x at the nozzle exit (a) and
relative density peak-to-peak variation along the diverging section of the nozzles (b). All plots in (a)
are scaled to the same size in order to be easily comparable. The x-positions in (b) are normalized
to the length L of the diverging nozzle section. The legend of (b) is valid for both figures.
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Table 2.4: Parameter study: nozzle size and pressure - list of simulations.
Nr. dC dE L p0 Kn
(1) (mm) (mm) (mm) (bar) (1)
1 1 3 6 0.5 6.0e-3
2 1 3 6 1 3.3e-3
3 1 3 6 2 1.7e-3
4 1 3 6 5 7.4e-4
5 1 3 6 10 3.8e-4
6 1 3 6 25 1.6e-4
7 1 3 6 50 7.8e-5
8 1 3 6 100 4.0e-5
9 1 3 6 150 2.6e-5
10 0.25 0.75 1.5 1 1.1e-2
11 0.25 0.75 1.5 5 2.7e-3
12 0.25 0.75 1.5 10 1.4e-3
13 0.25 0.75 1.5 25 5.9e-4
14 0.25 0.75 1.5 50 3.1e-4
15 0.25 0.75 1.5 100 1.6e-4
16 0.125 0.375 0.75 1 2.1e-2
17 0.125 0.375 0.75 5 5.0e-3
18 0.125 0.375 0.75 10 2.7e-3
19 0.125 0.375 0.75 25 1.2e-3
20 0.125 0.375 0.75 50 5.9e-4
21 0.125 0.375 0.75 100 3.1e-4
22 0.05 0.150 0.3 1 5.3e-2
23 0.05 0.150 0.3 5 1.1e-2
24 0.05 0.150 0.3 10 6.0e-3
25 0.05 0.150 0.3 25 2.7e-3
26 0.05 0.150 0.3 50 1.4e-3
27 0.05 0.150 0.3 100 7.3e-4
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2.2.5 Effects of Non-Negligible Background Pressure
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Figure 2.23: Density profiles 1mm after
the exit of a de Laval nozzle with 1 mm
throat diameter, 3 mm exit diameter and
a length of the diverging nozzle section
of 12mm. The backing pressure is 50
bar, Helium. The background pressure
varies between 10−4 and 1 mbar.
In real experimental conditions, the gas jet does not
emanate into a perfect vacuum but encounters a cer-
tain background pressure in the surrounding space.
In fact, the gas load constituted by the jet itself usu-
ally gives the largest contribution to the develop-
ment of a certain background pressure in the vac-
uum chamber. To check whether for realistic exper-
imental conditions these variations in background
pressure lead to a significant distortion of the jet,
a study with a de Laval nozzle having 1 mm throat
diameter, 3 mm exit diameter, a length of the diverg-
ing nozzle section of 12 mm was conducted. The
backing pressure is 50 bar, the medium is Helium,
and the background pressure is varied between 10−4
and 1 mbar. Figure 2.23 shows line-outs of density
at a distance of 1 mm from the nozzle exit for all the
simulated cases. It can be seen that - as it is expected
- the main gas jet remains unaffected by the varying
background pressure. Only the very low pressure
gas plume that surrounds the gas jet is influenced
by the backing pressure at all. This behavior only
changes when the background pressure lies within the same order of magnitude of the
static pressure in the gas jet at the nozzle exit which lies around 300 mbar in this case.
2.2.6 Gas Targets with Additional Degrees of Freedom
In many experiments it is desirable to dispose of a gas target with a somehow structured
density profile. Here, a short summary is given about two such gas targets that were
considered in this study. The first target consists of two de Laval nozzles that are close
to each other and thereby generate a double-plateau like density profile. A sketch of the
setup together with a density contour plot is shown in figure 2.24. The simulation is 2D,
the medium is Helium. The small nozzle has a 50 µm throat and a 100 µm exit, the
backing pressure is 50 bar. The large nozzle has a throat of 100 µm and an exit of 400
µm and a backing pressure of 10 bar. The separation between the two nozzle exits is 10
µm. Outside of the nozzles a structure of shocks develops in the region where the two gas
jets touch each other. However, in the region close to the nozzle exits - which is the most
interesting one for laser-plasma experiments that usually require steep gradients and high
66 2. Numeric Flow Simulation
120
0.15
0.21
0.29
0.41
0.57
0.80
1.1
1.6
2.2
3.0
4.3
5.9
8.3
12
16
23
32
44
62
86
(a) (b)
Figure 2.24: Density contours (a) and horizontal density line-outs (b) of a double nozzle consisting
of two de Laval nozzles. Data from 2D-simulation. Density in (a) is given in (cm−3)
density - there is a region where the two jets do not disturb each other yet and form two
density plateaus with a small dip in between. By controlling the backing pressure of the
two nozzles, the densities of the two plateaus can easily be optimized during experiments.
By separating the two nozzles and mounting them on translation stages, it would also be
possible to adjust the separation between the two jets as an additional degree of freedom.
Another interesting option for designing more complex gas targets is offered by the
exploitation of shock fronts in the supersonic gas jet. Shock fronts are easily obtained by
simply putting an obstacle in the way of the jet - for example in the form of a sharp edge. It
has been detailed in section 1.1.3 how shock fronts develop in supersonic flows, equations
1.36 - 1.40 giving all important relations for normal and oblique shocks. It can be seen
there that the ratios of the flow parameters immediately before and after the shock only
depend on the initial Mach number of the gas jet and on the angle between the initial flow
direction and the shock front.
Figure 2.25 shows the 2D simulation results. The width of the depicted two dimen-
sional gas channel is 300 µm, the length of it is 600 µm. As can be seen in the contour
plots, this length is just sufficient to prevent any flow distortions caused by the plate in the
jet to propagate back to the input boundary. This allows in turn to set the input boundary to
(known) undisturbed flow conditions. With a distance of 50 µm from the exit of the chan-
nel, a 5 µm thick plate is placed that represents a razor blade that is put into the supersonic
jet. The overlap with the jet is 7.5 µm which - as can be seen in figure 2.25(a) - is just
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Figure 2.25: Figure (a) shows contours of Mach number, figure (b) contours of density (kg/cm3)
and (c) line-outs of density (particles/cm3) along lines perpendicular to the flow axis at different
distances from the knife edge. The flow at the input boundary is initialized with the exit conditions
of a de Laval nozzle, providing a Mach number of 4.5. A small solid plate is introduced into the
gas jet in order to generate a shock in the jet.
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enough to penetrate through the entire subsonic boundary layer and block a small fraction
of the supersonic core flow. Relations (1.36)-(1.40) dictate how the shock front changes
qualitatively as the knife edge is moved in and out of the beam: As the knife edge is moved
more and more into the beam, a larger part of the jet is blocked, causing an ever stronger
shock at increasing angles with respect to the flow direction. Moving the edge out, the
angle and the strength of the shock decrease. Once the knife edge does not penetrate the
core flow any more but only blocks a part of the subsonic boundary layer, the shock decays
into Mach waves that only constitute minor distortions of the flow. Figure 2.25(b) shows
the density contours of the flow. The sharp increase in density within the shock front can
easily be seen. Figure 2.25(c) shows line-outs of particle density along vertical lines at
different distances after the knife edge. The density ratio across the shock is larger than 3
very close to the edge and then drops steadily to about 2.4 at a distance of 100 µm from the
knife edge. As expected, this goes along with a decreasing angle between the shock and
the flow direction. This angle is 45◦ in a distance of 5 µm from the knife edge and then
decreases to a minimum of 31◦ degrees before it then grows again as the shock enters the
regions with smaller Mach numbers. By evaluating equation 1.36 with these numbers, e.g.
substituting Msinγ for M with M = 4.5, γ = 45◦ - 31◦, one obtains a density ratio of 3.1
for 45◦ and one of 2.6 for 31◦, thus, being in good agreement with the simulation results.
Since the maximum value (κ + 1)/(κ − 1) (see section 1.1.3) for the density ratio which is
asymptotically reached for M → ∞ is 4.0 it is clear that no much stronger density jumps
than the one in the present simulation can actually be reached with any mono-atomic gas.
Chapter 3
Experimental Characterization of Gas
Jets
3.1 Experimental Setup for Characterizing Gas Jets
Several different gas jet designs were realized and tested in order to verify their function-
ality for the experiments. Drawings of these designs can be found in appendix B. The
nozzles all have an angle of approximately 7◦ and a ratio between the throat and the exit
diameter of 3. This seems to be an adequate compromise between maximum reachable
density, jet collimation, gradient steepness, and quality of the flat top profile. Manufactur-
ing these nozzles with exit diameters below 1.5 mm proved to be a veritable challenge, in
the end only by electro-erosion could those nozzles be constructed. The characterization
of the nozzles was done by use of a Mach-Zehnder interferometer, see figure 3.1. The
nozzle was mounted into a vacuum chamber that permitted measurements under condi-
tions comparable to those in the laser-plasma experiments. In order to be able to maintain
a pressure below 10−2 mbar, the nozzles were operated in pulsed mode. To this end, com-
mercial electromagnet valves (Parker Hannifin, valve 9S1-A1-P4-9B04 and IOTA One
driver) were directly attached to the 1/2" 28 UNEF thread of the nozzle heads, see draw-
ings in appendix B, figures B.1 - B.7. Rise and fall time of these valves were measured to
be up to 500 µs, so a total opening time of 1.2 ms was used in order to ensure full opening
of the nozzle and reproducible conditions from shot to shot. Although the laser-plasma
experiments were usually conducted using Helium, in the characterization Argon was em-
ployed due to its larger refractive index. Table 3.1 displays the refractive indices of some
gases at normal conditions (1.01325 bar, 273 K) for a wavelength of 532 nm together with
the phase shift that is imprinted onto a light ray of that wavelength that passes through 1
mm of the gas at a density of 1019 cm−3. Values are from [151]. Since the exit velocity of
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Table 3.1: Refractive index and phase shift relative to vacuum for several gases. The phase shift is
calculated for a wavelength of 532 nm passing through 1 mm gas with a density of 1019 cm−3.
Gas type (n-1) ∆φ
(1) (1) (pi rad)
He 3.5×10−5 0.05
H2 1.4×10−4 0.21
Ar 2.8×10−4 0.41
N2 2.85×10−4 0.42
BS1
BS2M1
M2
L1
Camera
Chamber
Jet
Figure 3.1: Sketch of the experimental setup used for characterizing the gas jets. Both arms of a
Mach-Zehnder interferometer (BS1, BS2, M1, M2) are passed through a vacuum chamber, one of
them also traverses the pulsed gas jet that resides inside the chamber. A Lens (L1) is used to image
the gas jet onto a CCD camera. The laser is a Nd:YLF amplifier producing pulses at 10 Hz, with
300 µJ per pulse and a pulse duration of 20 ps.
the gas is 1.6 km/s for Helium and 526 m/s for Argon, a pulsed laser was used for the in-
terferometry. The short pulse duration (20 ps) ensured imaging without velocity-smearing
of flow features.
As an additional diagnostic, a fast pressure transducer was connected to the high pres-
sure side of the pulsed valve. This allowed to detect unwanted reflections of the pressure-
wave caused by the pulsed valve and also turned out to be very useful for tuning the valve.
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3.2 Numerical Evaluation of Experimental Data
Figure 3.2: Abel inversion.
A laser beam (green) passes
a phase object (grey shades)
thereby accumulating a phase
shift. Under the assumption
of axial symmetry, the Abel
inversion allows to retrieve
the radial distribution of the
refractive index of the phase
object from the accumulated
phases at all y positions.
In order to get back the density of a gas-slab of given length
from the phase shift it imprints onto a light ray traversing it,
a connection between the gas density and its refractive index
must be established. Measured values of the refractive index
of many gases under normal conditions (1.01325 bar, 273
K) can be found, for example, in [151]. The well known
Clausius-Mosotti relations [152]
n2 − 1
n2 + 2
=
ρP
3
γmol (3.1)
can now be used to find this connection. Here, n is the refrac-
tive index, ρP is the particle density (cm−3), and γmol is the
molecular polarizability of the gas. With the approximation
(n2 − 1)/(n2 + 2) ≈ 2/3(n − 1) this can be written in the form
n − 1 = KρP (3.2)
This is known as the Gladstone-Dale relationship and is very
well fulfilled for gases. The constant K can now be calculated
for each gas with one known value pair of n and ρP.
Since the laser beam samples the whole jet only from one
direction, the accumulated phase shift corresponds to a pro-
jection of the gas density along the direction of propagation
of the beam. This can bee seen in figure 3.2 where the laser
(green arrow) passes the phase object, e.g. the gas jet, from
left to right. Therefore, the difference between its accumu-
lated phase shift and the one of the beam passing through vacuum ∆Φ has the form
∆Φ(y) =
4pi
λ
∫ r0
y
(n(r) − 1)r√
r2 − y2
dr (3.3)
Here, r0 is a radius sufficiently large to be able to neglect any phase contributions from re-
gions outside that radius. Under the assumption that the phase object is axially symmetric
- which is certainly the case for a round gas jet - this equation can be inverted using the
well known Abel inversion:
2pi
λ
(n(r) − 1) = −1
pi
∫ r0
r
d
dy
(∆Φ(y))
dy√
y2 − r2
(3.4)
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and allows to get back n(r) and with equation (3.2) ρP(r) from the measured projected
phase shifts ∆Φ(y).
The fact that the derivative of the measured signal ∆Φ appears in the above formula
leads to a strong sensitivity of the result of the inversion to noise in the original data.
Therefore, care must be taken when it comes to actually numerically inverting the mea-
sured phase shifts [153]. In this work, the numeric Abel inversion was done using the free
tool IDEA available from TU Graz at http://optics.tu-graz.ac.at/idea/idea.html.
In order to remove unwanted features like interference patterns from dust particles
from the measured interferograms, the data was low-pass filtered using a fast fourier trans-
form (FFT) filter. The resulting two dimensional phase data was then Abel-inverted using
IDEA. For inversion, the fourier transform method [154], [155] and the Backus-Gilbert
method [156], [157] yielded the best results. In most cases, the Backus-Gilbert method
was used. The numeric Abel-inversion gives back the right-hand side of equation (3.4) in
units of (1/pixel) where pixel is one pixel of the acquired image. So, in order to obtain the
actual density profile, the result of the inversion must be converted to (particles/cm3) by
multiplication with a scaling factor S ai
S ai =
λ
2piξK
(3.5)
where K (cm3) is the Gladstone-Dale constant (3.2), λ (µm) is the laser wavelength and ξ
(µm/pixel) is the scale of the acquired image. Multiplication of the Abel-inverted phase
shift with S ai yields the density in units of (1019 cm−3). For Argon and a wavelength of
532 nm this evaluates to S ai = 1.44845 × 1022 × λ/ξ.
3.3 Experimental Results on Gas Jets
As mentioned above, one of the main goals was to establish whether supersonic gas noz-
zles with sizes in the 100 µm regime would produce collimated, high density gas jets
suitable for laser-plasma experiments. The smallest nozzle design used in this study (and
also applied in the experiments) has a throat diameter of 50 µm, an exit diameter of 150
µm, and a length of the diverging section of 400 µm. A drawing of this nozzle can be
found in appendix B, figure B.1. Several of these nozzles were produced, showing some-
times - due to the delicate manufacturing process - quite substantial deviations from the
design goals. In the following, measurement results of such a nozzle are presented. By
microscopy, an elliptic throat of 92 × 80 µm diameter, a nozzle exit of 178 × 174 µm and
a length of the diverging section of the nozzle of 400 µm were determined. Results of
density measurements using Argon are shown in figure 3.3. Figure 3.3(a) shows the phase
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(a) Measured phase shift 130 bar.
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0.5
1.0
1.5
2.0
2.5
3.0
 
 
 
D
en
si
ty
 
 (1
02
0  c
m
-3
)
-150 -100 -50 0 50 100 150
-20
-10
0
10
20
 
 
/
10
0 (
%
)
radial position (
(c) Backing pressure variation.
Figure 3.3: Measured density profiles of an Argon gas jet produced by a de Laval nozzle with 86
µm throat and 176 µm exit diameter. All profiles are located at a distance of 50 µm from the nozzle
exit. The upper panel in figure (a) depicts the measured phase of three different shots (thin black
line) and their average (thick black line) and calculated phase shift from simulation result of that
nozzle (dashed orange line). The lower panel shows the relative deviation of each of the three shots
from the average showing the typical value of 5 %. The upper panel of figure (b) shows results of
Abel-transformations of the measured phase data in (a) together with the corresponding simulation
result. Line types and colors are as in figure (a). Figure (c) shows three shots at 70 (dashed),
100 (solid) and 130 bar (dots) backing pressure, respectively. The thin grey lines show the density
profiles for 70 bar and 130 bar scaled linearly to 100 bar backing pressure. The lower panel shows
the deviation of the scaled profiles from the result at 100 bar of approximately 5 %. The gradient
at the jet-edge steepens for higher backing pressures.
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shift caused by the Argon gas jet produced by the nozzle. The phase was retrieved from
the interferometric measurement and subsequent data analysis detailed above. Shown are
three different shots (thin black lines) and their average (thick black line). The lower panel
shows the relative deviation of the three shots from the average. The oscillations with a
period of roughly 30 µm are measurement artefacts generated during data processing, so a
real shot to shot reproducibility of better than 2 to 3 % can be assumed. The dashed orange
line shows the phase shift calculated from the results of simulations that were conducted
for this specific case. The agreement is very good although perfect agreement cannot be
expected because the simulations are done in axisymmetric geometry, so the elliptic noz-
zle cross sections had to be approximated by average circular cross sections. Figure 3.3(b)
shows Abel inversions of the retrieved density profiles. The gas jet is flat-top with a gradi-
ent width defined as a density rise from 10 to 90 % of 35 µm and a 142 µm flat top. Similar
as for the phase data, the shot to shot fluctuations of the density profiles is less than 2 to
3 %. Figure 3.3(c) shows retrieved density profiles for varying backing pressures of 70
(dashed) 100 (solid) and 130 (dots) bar. The thin grey lines are scaled versions of the 70
and 130 bar profiles. Scaling was done assuming a linear dependence of the jet density
on the backing pressure. Small but significant deviations from linearity can be seen and
are plotted in the lower panel as the relative deviation of the scaled density profiles from
the 100 bar profile. This qualitatively reproduces the scaling predicted by simulations, see
section 2.2.4. Quantitative correspondence cannot be expected due the different nozzle
geometry used in the simulations. Figure 3.3(c) also shows that the gradient width at the
edge of the gas jet rises with dropping pressure which again is in qualitative agreement
with the simulations.
As a side-remark, it is noted that the distance of 50 µm, for which the above results
are given, is approximately one third of the nozzle exit diameter. The microscopic de
Laval nozzle is able to produce a flat top profile with steep gradients at this distance. A
cylindrical nozzle of this size - which would be much easier to produce - would yield
a nearly gaussian profile at this distance (section 2.2). However, the distance of 50 µm
is more or less the minimum distance to which a high power laser can still be focused
without destroying the nozzle tip. Therefore, microscopic de Laval nozzle are the only
viable option of producing small flat top targets at useful working distances.
Measurement results concerning the dependence of the gas jet density on the distance
from the nozzle exit are shown in figure 3.4(a). It depicts the measured on-axis density
versus the distance from the nozzle exit. Within the considered range from the nozzle exit,
which is limited by the signal to noise ratio of the phase shift measurement, the gas jet
density drops linearly with increasing distance from the nozzle. In order to obtain more
accurate information about the shot-to-shot reproducibility than is possible by interferom-
etry - the inherent accuracy of this is approximately 5 % - a fast pressure transducer was
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(b) Shot-to-shot pressure variation on
the high pressure side of the nozzle.
Figure 3.4: Figure (a) shows on axis density vs. distance from nozzle. The red line is a linear fit
to the data. Figure (b) shows the signal of a fast pressure transducer attached to the high pressure
gas feed of the nozzle. 100 shots are shown. The electronic noise on the signal is 0.22 % RMS,
the RMS - fluctuation of the signal at a delay of 2.1 ms (red arrow) is 0.5 %. If used at this delay,
this should also be representative for the shot-to-shot reproducibility of the gas jet produced by the
nozzle.
connected to the gas feed of the nozzle. The recorded signal is shown in figure 3.4(b). The
drop of the signal to roughly -1 V between 1.7 and 3.3 ms corresponds to the pressure drop
in the gas feed caused by the opening of the nozzle. The signal shows a smooth opening
of the nozzle between 1.7 and 2 ms followed by an almost constant stretch between 2 and
2.1 ms. Within this time window, the RMS-fluctuation of the signal over the 100 shots
acquired in the measurement is approximately 0.5 %. If used at this delay, this number
should also be representative for the shot-to-shot reproducibility of the gas jet produced
by the nozzle. During the remaining nozzle opening time from 2.1 to 3.1 ms, some oscil-
lations occur in the gas duct, in this region the signal-RMS rises to approximately 1 to 2
%. And finally the nozzle closes between 3.1 and 3.3 ms. The nozzle driver was set to an
opening time of 1.2 ms during this measurement.
3.4 Shock Fronts in Supersonic Gas Jets
In section 2.2.6, the production of a very steep density gradient inside a gas target via
supersonic shocks was proposed. Here, first experimental results are presented. The ex-
perimental setup consists of a pulsed de Laval nozzle with an exit diameter of 1.5 mm
(see appendix B, figure B.6) that is equipped with a knife edge which is introduced from
one side into the gas jet, thereby blocking one part of it. The knife edge causes a shock
76 3. Experimental Characterization of Gas Jets
front that traverses the jet. Due to the rather large density jump in the shock, it is easily
detected via interferometry. Figure 3.5 shows the corresponding image. The interferome-
ter is adjusted such that it produces no fringes without gas. This so-called infinite fringe
width alignment is achieved by reducing the angle between the interfering wave fronts to
zero. In this way, any phase shifts picked up by one of the interferometer arms shows up
as an intensity modulation in the image. These images have the advantage of being easily
readable by the human eye but cannot be quantitatively analyzed with sufficient accuracy.
However, the axial symmetry is broken by the shock front so quantitative analysis using
Abel inversion cannot be used any more in any case. Therefore, the infinite fringe width
alignment was chosen here for flow visualisation, leaving the quantitative characterization
by tomography for future work. Figure 3.5 shows the measured interferogram produced
with a backing pressure of 50 bar and Argon. The gas jets emanates from the nozzle in
vertical direction as indicated by the large arrow. The knife edge is introduced to the jet
from the right, it overlaps with it by 320 µm, at a distance of approximately 50 µm from
the nozzle exit. The knife edge is a commercial razor blade of 100 µm thickness and is
slightly tilted with respect to the laser beam so that it appears thicker than that in the image.
The shock front caused by the knife edge is almost perpendicular to the gas jet as it
starts at the knife edge and then gradually bends upwards to reach an angle of approx-
imately 60◦ which then stays constant throughout the core of the jet. In the upper left
corner of the image it then starts to penetrate the density down-ramp at the opposite edge
of the jet, bending downwards again. This behavior is nicely reproduced in the simulations
presented in section 2.2.6, figure 2.25. In section 1.1.3, the analytic treatment of super-
sonic shocks is summarized yielding the main result that the ratio of all state variables
before and after the shock depend only on the Mach number M of the gas jet and on the
angle of the shock. Since M cannot be measured easily, it must either be calculated (see
section 1.1.4, equation (1.58) analytically or obtained via simulation. For Argon no simu-
lation has been done for this case, so the analytical value of M = 4.83 is taken. Since the
strength of the shock starts to saturate around M = 6 (see figure 1.2), the error introduced
by any uncertainty in M is small. With M = 4.8 and an angle of γ = 60◦, an effective
Mach number of Msin(γ) = 4.19 is obtained. By substituting this for M in equation 1.36,
a density rise in the shock by a factor of 3.42 is obtained. The corresponding values for
Helium are equal as by the one dimensional analytical theory. A simulation with Helium
predicts a slightly lower exit Mach number of 4.64. This then leads to a density rise by a
factor of 3.37 which is practically the same as the analytical result.
The resolution of the interferometric measurement at the moment does not permit de-
termination of the width of the shock, so the statement that it is on the order of the molec-
ular mean free path, which is around 500 nm in this case, must suffice at this point. This
is on the same order of magnitude as the typical laser wavelength of 800 nm, and at least
one order of magnitude smaller than the typical plasma wavelength. This close-to-ideal
situation might be very interesting for future laser-plasma experiments.
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Figure 3.5: Interferometric visualization of the shock front generated by introducing a knife edge
into the supersonic gas jet emanating from a de Laval nozzle. The nozzle has an exit diameter of 1.5
mm, the backing pressure is 50 bar, the medium is argon. The interferometric image was obtained
with the experimental setup detailed in section 3.1. In this case, the interferometer was aligned
such that the phase fronts of the two arms are parallel to each other in the imaging plane. This is
done by maximizing the fringe-separation in the interferogram up to the point where the distance
between to fringes is larger than the field of view of the camera recording the interferogram, so
that ideally the entire image would show only one shade of grey. Then each phase-modulation
introduced by a phase-object as the gas jet or the shock front shows up in the image as grey-scale
contours proportional to the phase shift, see for example [158]. The shock front has an angle of
approximately 60◦ with respect to the gas flow direction. For this angle, theory predicts a density
jump by a factor of 3.4 (see text for details).
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Part II
Few-Cycle Laser-Driven Electron
Acceleration

Chapter 4
Electron Acceleration by Few-Cycle
Laser Pulses: Theory and Simulation
4.1 Introduction to Relativistic Laser-Plasma Physics
4.1.1 Non-Relativistic Cold Collisionless Plasmas
In the following, the plasma is treated as an electron fluid, the ions serve only as a fixed
neutralizing background. This approximation is justified for all processes on timescales
much shorter than the inverse ion-plasma frequency which will be derived below. In order
to derive the dispersion relations of a cold collisionless plasma we start from the Maxwell
equations:
∇ × E = −1
c
∂
∂t
B (4.1)
∇ · E = 4piρ (4.2)
∇ × B = 1
c
∂
∂t
E +
4pi
c
j (4.3)
∇ · B = 0 (4.4)
(4.5)
Here, E is the electric field, B the magnetic field, ρ the charge density and j the current
density, all are functions of position r and time t. c is the vacuum speed of light. Since
in a plasma electromagnetic as well as electrostatic (charge separation) waves exist, it
makes sense to split the equations into a electromagnetic part containing only the part of
the electric field that has a curl and into an electrostatic part where the electric field has no
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curl and can, therefore, be expressed as the gradient of a scalar potential:
E = Erot + Egrad = −1c
∂
∂t
A − ∇Φ (4.6)
Here, A is a purely rotational vector potential and Φ is a scalar potential. The B field of
course is purely rotational and can be expressed by
B = ∇ × A (4.7)
The electromagnetic (rotational) equations then are given by
∇ × Erot = −1c
∂
∂t
B (4.8)
∇ · Erot = 0 (4.9)
∇ × B = 1
c
∂
∂t
Erot +
4pi
c
jrot (4.10)
∇ · B = 0 (4.11)
and the electrostatic ones by
∇ · Egrad = 4piρ (4.12)
−1
c
∂
∂t
Egrad +
4pi
c
jgrad = 0 (4.13)
In order to obtain a dispersion relation from the electromagnetic set (4.8) - (4.11) a
relationship between the current and the electrical field is needed. In the linear approxi-
mation, so by neglecting all terms of order |E|2 the linearized equation of motion reads
∂
∂t
u = − e
me
E(x) exp(−iωt) (4.14)
with u being the velocity of the electron fluid and E = E(x) exp (−iωt) the laser electric
field. With the current density being determined by
∂
∂t
jrot = −N0e∂u
∂t
=
ω2p
4pi
E (4.15)
and the plasma frequency
ω2p =
4pie2N0
m
(4.16)
with N0 being the electron density one obtains for the current
jrot =
iω2p
4piω
E (4.17)
4.1 Introduction to Relativistic Laser-Plasma Physics 83
Assuming linearly polarized plane waves propagating in x direction, the vector poten-
tial A is given as A = Re
{
A0eiψ
}
, A = A0eˆy and with the phase ψ = kr − ωt one obtains
Erot = −1c
∂
∂t
A = Re
{ iω
c
A0eiψ
}
(4.18)
B = ∇ × A = Re
{
ik × A0eiψ
}
(4.19)
(4.20)
Now, by taking the curl of equation (4.8), using equation (4.10) and then introducing
equation (4.18) the following wave equation for A is obtained
∇2A − 1
c2
∂2
∂t2
A = −4pi
c
jrot (4.21)
By now introducing (4.17) for jrot the well known dispersion relation for electromagnetic
waves in cold, collisionless plasmas is obtained:
ω2 = ω2p + k
2c2 (4.22)
with the main result that there is a minimum frequency ω = ωp below which electromag-
netic waves can not propagate in the plasma. For a laser (vacuum) wavelength of 800
nm, the so-called critical density where the plasma frequency equals the laser frequency
is reached at an electron number density of 1.74×1021/cm−3. With the definitions of the
phase velocity vph = ω/k = c/η and the group velocity vg = dω/dk = cη, the following
expression for the refractive index η of the plasma can be obtained:
η =
√
1 − ω
2
p
ω2
(4.23)
Therefore, a plasma has a refractive index smaller than one and its deviation from one
grows with decreasing frequency of the incident wave. This leads to phase velocities
larger than c and group velocities smaller than c. By using the ion mass and charge in
equation (4.16) instead of electron mass and charge, the corresponding ion-plasma fre-
quency ωION is obtained. It has been stated above that the ions are treated as immobile.
This approximation is valid as long as the largest relevant timescale of the process under
consideration is shorter than 1/ωION.
In order to derive the dispersion relation for electrostatic (charge separation) waves,
one departs from the Poisson equation (4.12) together with the equation of motion of an
electron fluid element and the continuity equation:
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∇ · E = −4pie(N − N0) (4.24)
m
du
dt
= −eE (4.25)
∂N
∂t
+ ∇ · (Nu) = 0 (4.26)
By looking for solutions for small deviations from quasi neutrality δn = N −N0  N0 and
linearizing and restricting to a one dimensional description by setting
N(x, t) = N0 + N1(x, t) (4.27)
u = u(x, t)eˆx (4.28)
E = E1(x, t)eˆx (4.29)
(4.30)
and now searching for plane wave solutions by rewriting N1(x, t), u1(x, t), E1(x, t) in the
form
ξ(x, t) = ξei(kx−ωt), ξ = N1(x, t), u1(x, t), E1(x, t) (4.31)
one finds the following system of algebraic equations
ikE1 = −4pieN1 (4.32)
−iωmu1 = −eE1 (4.33)
−iωN1 + ikN0u1 = 0 (4.34)
(4.35)
which has non-trivial solutions for
ω2 =
4pie2N0
m
= ω2p (4.36)
Therefore, the oscillations take place at a constant frequency equal to the plasma fre-
quency ωp for all k vectors. For a warm plasma with a temperature T, this result is changed
a bit with the dispersion relation reading (Meyer-ter-Vehn in [159])
ω2 = ω2p + 3k
2v2th (4.37)
where vth is the thermal electron velocity.
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4.1.2 Relativistic Threshold Intensity
Usually, the range of validity of relativistic laser-plasma physics is given in terms of a
threshold intensity beyond which relativistic effects start to play a significant role. This
threshold is usually obtained in the following way from the non-relativistic equation of
motion of a single electron:
m
du
dt
= −e
(
E +
u
c
× B
)
(4.38)
Here u is the velocity of the single electron. E and B can again be expressed using the
vector potential A as in equations (4.6) and (4.7). By introducing now equations (4.18)
and (4.19) into equation (4.38) and after neglecting the term uc × B against E which is
justified in the non-relativistic case, one obtains after one trivial integration the following
expression for the velocity of the electron:
u = Re
{
eE
imω
}
= −eA0
mc
eˆ cos(ψ) ≡ a0c cos(ψ). (4.39)
Since (in this non-relativistic) calculation u = |u| is equal to c for a0 = eA0/mc2 = 1, this
is termed the relativistic threshold. Via I0 = 〈I〉 = 〈|S|〉 = |(4pi/c)E × B| = ωk/(8pi)A20 this
translates to a relativistic threshold Intensity I0 of
I0λ2 =
pi
2
P0a20 , P0 =
mc2
e︸︷︷︸
511keV
· mc
3
e︸︷︷︸
17kA
(4.40)
where 511 keV corresponds to the electron mass and 17 kA is the Alven current, the
highest current that can be transported in vacuum without beam breakup caused by self-
fields. P0 is the relativistic power unit of 8.7 GW. In practical units, equation (4.40) reads
I0
(
W
cm2
)
× λ2(µm2) = 1.37 × 1018 × a20 (4.41)
For a wavelength of 0.8 µm this gives a relativistic threshold intensity of 2.1×1018W/cm2.
4.1.3 Relativistic Single Electron in EM Field
The starting point for the analysis of relativistic motion of an electron in the electromag-
netic field is the single electron Lagrangian [152]
L(r,u, t) = −mc2
√
1 − β2 − e
c
u · A + eΦ︸︷︷︸
=0
(4.42)
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with β = uc . As above, the electromagnetic field is described by its vector potential A, the
scalar potential Φ being zero in the purely rotational electromagnetic wave of interest here.
The electric and magnetic fields are connected to the vector potential again by equations
(4.18) and (4.19). The canonical (e.g. Lorentz invariant) momentum thus is
pcan =
∂L
∂u
=
mu√
1 − β2
− e
c
A = p − e
c
A (4.43)
with the relativistic momentum p = mγu and γ = 1/
√
1 − β2 = √1 + (p/mc)2. The
Euler-Lagrange equations
d
dt
∂L
∂u
− ∂L
∂r
= 0 (4.44)
now yield the equation of motion of a single electron in the electromagnetic field
dp
dt
= −e
(
E +
u
c
× B
)
(4.45)
The energy of the electron E is given by its Hamiltonian H = u · pcan − L(r,u, t) thus
being
E = H = mc2γ = mc2
√
1 +
( p
mc
)2
(4.46)
Since dH/dt = −∂L/∂t holds, H and, hence, E is constant if L has no explicit time
dependence.
For a plane light wave, two symmetries exist providing two constants of motion (see J.
Meyer-ter-Vehn et. al in [159]). Assuming plane waves, A(r, t) ≡ A(x, t) implies ∂L/∂r⊥ =
0 and, thus, the transverse canonical momentum p⊥ is a constant of motion:
p⊥,can − ecA⊥,can = p⊥0,can (4.47)
with p⊥0,can being the initial transverse momentum of the electron. For propagating waves
A(r, t) ≡ A(t − x/c), the relation dH/dt = −∂L/∂t yields
E − px,canc = const. = mc2 (4.48)
as a constant of motion. With the kinetic energy being Ekin = mc2(γ − 1) = px,canc =
p2⊥,can/(2m) this gives the interesting result that the angle of propagation θ of the elec-
tron with respect to the propagation axis of the electromagnetic wave is a function of the
electron gamma factor only and is given by
tan θ =
p⊥,can
px,can
=
√
2
γ − 1 (4.49)
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This has been experimentally confirmed in [160]. With the normalized vector potential
a = eA/mc2 it follows from (4.47) and (4.48) that the electron is accelerated to
γ = 1 + a2/2 (4.50)
if it was initially at rest and to
γ = γ0 + a2γ0 (4.51)
if it was already at relativistic speed corresponding to γ0 before the interaction with the
propagating wave. Therefore, in the latter case, the energy gain of the electron in the pres-
ence of the plane electromagnetic wave is much larger. It is emphasized here that these
results do not correspond to a net energy gain by the electron but rather represent the in-
stantaneous dependence of the electron motion on the electromagnetic wave. Once the
plane wave has passed, the electron is at rest again if initially at rest. It is only displaced
along the propagation axis of the wave a certain distance. However, if the electron did ex-
perience a net energy transfer, thereby obtaining a certain kinetic energy, and still the plane
propagating wave approximation is - at least approximately fulfilled - then it will propagate
at the angle θ, as prescribed by equation 4.49. The question under which circumstances
a single, free electron in vacuum can actually be accelerated by an electromagnetic wave
was treated by Woodward [161] and Lawson [162]. They showed that the net energy gain
of a relativistic electron interacting with an electromagnetic field in vacuum is zero if the
following assumptions are made [163]:
1. The laser field is in vacuum and is not truncated by any boundaries.
2. The electron is highly relativistic along the acceleration path.
3. There are no static electric or magnetic fields.
4. The interaction region is infinite.
5. Ponderomotive effects are neglected.
As soon as one or more of these criteria are broken, electrons can in principle gain en-
ergy from the laser field. An account of several methods that allow to accelerate electrons
in vacuum is given in [163]. For example, in [164] it is shown that under certain conditions
strong focusing is enough to obtain net acceleration. So far, however, vacuum acceleration
schemes have failed to show significant acceleration of sizeable amounts of electrons.
In contrast, a very efficient way of accelerating large numbers of electrons with rela-
tivistically strong transversal electromagnetic waves works via the generation of strongly
driven Langmuir waves in a plasma, a situation which certainly violates all of the as-
sumptions made in the Lawson-Woodward theorem. This mechanism is outlined in the
following sections.
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4.1.4 Relativistic Cold Collisionless Plasma Equations
The cold plasma equations given in the following describe the plasma as an electron fluid
with density N(x, t) with zero temperature that moves on a background of immobile neu-
tralizing ions with a density of Ni = N0. All plasma parameters are in Eulerian coordinates,
thus, all parameters are functions of position r and time t. The following dimensionless
variables are introduced for convenience
a =
eA
mc2
ϕ =
eΦ
mc2
p =
P
mc
n =
N
N0
(4.52)
Here P = mγu. The current density is given by J = −eNv = −eNP/mγ, with γ = √1 + p2.
The equation of motion of the electron fluid is
d
dt
P(r, t) = −e
(
E +
u
c
× B
)
(4.53)
where, in the fluid description, d/dt is the convective differential in Eulerian description
d
dt
=
(
∂
∂t
+ u · ∇
)
(4.54)
that essentially states that a certain parameter of a fluid element not only changes due to an
explicit dependence on time but also because fluid from neighboring positions is flowing
in. Using this and the potentials A and Φ introduced in section 4.1.1 equation (4.53)
becomes (
∂
∂t
+ u · ∇
)
P = −e
(
−1
c
∂A
∂t
− ∇Φ + u
c
×
(
∇ × A
))
(4.55)
By introducing now the dimensionless variables (4.52) and noting that (u/c ·∇) p = ∇γ −
u/c × (∇ × p) and ∇γ = ∇√1 + p2 = 1/(2γ)∇p2, the relativistic equation of motion of
cold collisionless plasmas is obtained:
1
c
∂
∂t
(p − a) − u
c
× [∇ × (p − a)] = ∇(ϕ − γ) (4.56)
In the adiabatic approximation p ' a one basic solution is obtained as ∇(ϕ − γ) = 0,
stating that the electrostatic force ∇ϕ is balanced exactly by the relativistic ponderomotive
force ∝ ∇γ which in the adiabatic case is given as
Fpond = −Nmc2∇γ = −Nmc2 1
γ
∇ |a|
2
2
(4.57)
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The proof that the above expression corresponds to the relativistic ponderomotive force is
non-trivial [165], [166] and it also produces some counterintuitive effects like, for exam-
ple, uphill acceleration [165]. This difficulties encountered here do not come surprising
taking into account that the classical ponderomotive force is a residual effect found by first
order perturbation theory applied to the Lorentz force and, thus, requiring small particle
velocities and correspondingly small electromagnetic fields.
Going back to the non-normalized quantities in equation (4.57) and using a harmonic
plane wave as in (4.18) the following expression for the relativistic ponderomotive force
is obtained
Fpond = −
ω2p
ω2γ
∇ |EL|
2
8pi
(4.58)
In the limit γ → 1, the classic result is recovered. Here ω and EL are frequency and
electric field strength of the harmonic electromagnetic wave. If the relativistic orbit of a
particle is to be calculated using the relativistic ponderomotive force, of course the rel-
ativistic formalism must be applied and, furthermore, it must be taken into account that
the ponderomotive force is attached to the (relativistic) movement of the average center of
gravity of a rapidly oscillating particle. This can elegantly be accomplished by ascribing
an effective mass to this center of gravity. Details and examples can be found in [165].
In order to obtain a complete description of the cold relativistic plasma, besides (4.56)
two more relations are needed, namely the Poisson equation
∇2ϕ = ω
2
p
c2
(n − 1) (4.59)
and, as always in fluid dynamics, the continuity equation
∂n
∂t
+ ∇(nu) = 0 (4.60)
using these relations, from ampere’s law (4.3) and using Coulomb Gauge (∇ · A = 0) the
following wave equation is derived:(
∇2 − 1
c2
∂2
∂t2
)
a =
ω2p
c2
· np
γ
+
1
c
∂
∂t
∇ϕ (4.61)
Only two special solutions of this equation, which are of primary interest in the context of
laser driven electron acceleration, are considered in the following. These are propagating
electromagnetic plane waves, studied in section 4.1.5 and electrostatic waves, analyzed
in section 4.1.6. A comprehensive compilation of analytic results on travelling waves in
relativistic cold collisionless plasmas is given in [167].
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4.1.5 Electromagnetic Waves – Self-Focusing
In order to treat electromagnetic waves, the electric field is separated into a rotational part
and gradient part as in equation 4.6. Then from (4.61) the following wave equation for
electromagnetic waves is obtained(
∇2 − 1
c2
∂2
∂t2
)
a =
ω2p
c2
· np
γ
(4.62)
The analysis is restricted now to transverse electromagnetic pulses with small and slowly
varying amplitude a of the form
a =
a
2
σeiψ + c.c., ψ = i(kr − ωt) (4.63)
where c.c. signifies the conjugated complex and where the polarization vector σ is defined
as σ = ey for linear polarization and 1/
√
2(ey + iey) for circular polarization. The vectors
ex , ey, ez are unit vectors in x, y, and z direction, respectively. With σ2 = 0 and σσ∗ = 1,
the square of the pump amplitude is now given by
a2 =
 14a2e2iψ + 12 |a|2 + 14a∗2e−i2ψ, linear1
2 |a|2, circular
(4.64)
The non-vanishing rapidly oscillating terms in the case of linear polarization complicate
the analysis, therefore, in the following only circular polarization is treated. The Poisson
equation 4.59 in adiabatic approximation (see equation (4.56))
n = 1 +
c2
ω2p
∇2ϕ ' 1 + c
2
ω2p
∇2γ (4.65)
shows, that the (normalized) density n only depends in higher orders on γ, therefore, a first
order result can be obtained from equation 4.62 by setting n = 1 and using the adiabatic
approximation a = p. Then, by introducing 4.63, the relativistic dispersion relation is
obtained
ω20 = c
2k20 + ω
2
p/γ (4.66)
containing now a relativistically modified plasma frequency ωp/
√
γ. This modification
leads to the so-called relativistically induced transparency: laser pulses of sufficient inten-
sity are able to propagate in plasmas with over-critical plasma density because the plasma
frequency is reduced by a factor of
√
γ. By substituting now ω2p/γ for ω
2
p in equation
(4.23), the relativistically modified refractive index reads as
η(r) =
√
1 − ωp
ω
√
1 + a(r)2/2
(4.67)
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Here, the gamma-factor of the electron fluid in the adiabatic limit and with the electro-
magnetic wave having circular polarization has been used:
γ =
√
1 + a2 =
√
1 +
a2
2
(4.68)
Equation 4.67 states that the radial intensity variation of the electromagnetic wave leads
to a radially changing refractive index which will start to counteract the natural diffraction
of the beam. In order to get a qualitative picture of this self-focusing, the diffraction of a
gaussian beam can be balanced against the self-focusing effect in the following way [168]:
the envelope of a Gaussian beam with a peak normalized vector potential of a0 in the focus
is given by [169]
a(r, z) =
a0e−r
2/(σ20(1+z2/Z2R))√
1 + z2Z2R
exp
−i arctan
(
z
ZR
)
+ i
(
r
σ0
)2 z/ZR
1 + z2/Z2R
 (4.69)
with σ0 being the focal spot radius and the Rayleigh range ZR being the distance from
focus at which the beam cross section is double that of the focal spot cross section
ZR = k
σ20
2
=
piσ20
λ
(4.70)
Then, the beam diffracts from the focal spot with the divergence angle θ
dR
dZ
=
σ0
ZR
=
1
kσ0
(4.71)
Counteracting this diffraction, the dependence of the refractive index on the laser intensity
4.67 causes the refractive index to be larger on-axis than off-axis thereby creating a lens-
ing effect. To estimate the magnitude of this focusing effect, one may compare the phase
velocity on-axis where the intensity is highest and off-axis. The larger off-axis phase ve-
locity will then bend the phase fronts and lead to beam contraction. The radius dependent
phase velocity vP(r) is given by
vP(r)
c
=
1
η(r)
' 1 + ω
2
P
2ω2
(
1 − a
2(r)
4
)
(4.72)
such that the velocity difference between the beam axis and at a radial distance r from the
axis reads
∆vP(r)
c
=
ω2P
8ω2
a20e
−r2/σ20 (4.73)
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The maximum path difference is then given by
∆L = |∆vP|max t = |∆vPc |max Z = αR, α
2 =
ω2Pa
2
0
8ω2
(4.74)
where R is the initial beam radius. By requiring now that θ ≡ α self-focusing just cancels
diffraction. This results in a threshold value for the laser beam power PL ∝ a20σ20:
a20
(
ωPσ0
c
)2
≥ 8 (4.75)
Rigorous derivations of the the critical power PC where relativistic self-focusing and
beam diffraction are just balanced can be found in [53], [54], [57], the value usually stated
in the literature is
PC = 2.0
(
ω
ωp
)2
P0, P0 = m
2c5
e2
= 8.7 GW (4.76)
By further increasing the power of the light pulse, electrons are pushed out by the pon-
deromotive force, readily leading to complete cavitation. This regime has been studied by
numerically solving the differential equations [170], [171], [172], basically showing that
under certain conditions an oscillatory behavior is observed and that for complete cavita-
tion a finite channel - and laser pulse - diameter of D ≈ 4(c/ωp) is obtained. Later, when
computing resources allowed full 3D particle-in-cell (PIC) simulations, it was confirmed
that self-focusing in 2D and 3D show very different behavior [173] and it was shown that
complete cavitation is hindered by strong electron heating in the channel and strong light
scattering before the channel is formed [174], [175].
The intensity dependence of the refractive index in the relativistic intensity regime
a ≥ 1 leads also to a variation of the refractive index and hence the phase and group
velocity in longitudinal direction, causing self phase modulation of the pulse. A similar
effect is caused by the electron density variation at the leading edge of the pulse, which
also causes a varying index of refraction in longitudinal direction. Via the concept of
photon acceleration this can directly be linked to the energy transfer process by which
laser energy is transferred to the wake causing a spectral redshift of the laser light [176].
4.1.6 Electrostatic Waves - Wave breaking
The following description follows [177]. The electrostatic equation of motion for a cold
relativistic plasma is given by (
∂
∂t
+ u · ∇
)
(γmu) = −eE (4.77)
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which together with the continuity equation (4.60) and the Poisson equation
∇ · E = 4pie(N0 − N) (4.78)
form the basis of the following derivation. Here, N0 is the constant background density
of the ions. Restricting to a one dimensional analysis and only considering propagating
waves which depend on x and t only through τ, with τ = ωp(t− x/vph) and where vph is the
phase velocity of the electrostatic plasma wave, the following set of equations is obtained
d
dτ
N(τ) =
1
vph
d
dτ
(
N(τ)u(τ)
)
(4.79)
d
dτ
(
γ(τ)mu(τ)
)
= − eE
ωp
(
1 − u(τ)
vph
) (4.80)
d
dτ
E(τ) = −4pievph
ωp
(
N0 − N(τ)
)
(4.81)
From now on, the argument τ is suppressed for clarity. From these equations one gets by
introducing the normalized density n = N/N0 and normalized field Eˆ = eE/mωpc, and
with βph = vph/c and β = u/c:
n =
1
1 − β
βph
(4.82)
−Eˆ =
(
1 − β
βph
)
d
dτ
(γβ) (4.83)
d
dτ
Eˆ =
β
1 − β
βph
(4.84)
Equation (4.82) shows a central feature of longitudinal plasma waves: when the elec-
tron fluid velocity β approaches the phase velocity of the wave βph, the density diverges.
This corresponds to the breaking of the wave, an effect that cannot be treated within the
fluid approximation because it leads to multi-flow conditions (at the same spatial coor-
dinate, fluid packets move at different velocities) that must be treated within a kinetic
description - either by solving the Vlasov-equation or by PIC codes. The greater βph is,
the harder it becomes to get wave breaking, as the electron-beta cannot exceed unity. In the
context of laser wakefield acceleration, where βph is always close to one this is a beneficial
effect because it renders the resultant wake wave very robust.
By combining the Euler and Poisson equations (4.83) and (4.84), the first integral is
obtained as
Eˆ(γ) =
√
2(γm − γ) (4.85)
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where the integration constant has been set to γm = 1/
√
1 − β2m corresponding to the max-
imum fluid velocity. For γ = γm the electric field vanishes, and for v = 0 one has γ = 1
and the maximum field is obtained as
Eˆmax =
√
2(γm − 1) (4.86)
Using the following relation for γph
γph =
1√
1 − v
2
ph
c2
=
1√
1 − v2Gc2
=
ω
ωP
=
√
NC
N0
(4.87)
with vG being the group velocity of the laser pulse given by
vG = cη = c
√
1 − ω
2
p
ω2L
(4.88)
in the relativistic case γ >> 1 one gets for a phase velocity that equals the group velocity
of the laser pulse a maximum field EWB for which wave breaking sets in of
EWB =
√
2(γph + 1)E0 
√
2γph
mωpc
e
=
√
2 2pi
mc2
eλL
(
ωP
ωL
) 1
2
≈ 5 × 1012 V
m
(
N0
NC
) 1
4
(4.89)
Here, the approximate numerical value for the wave breaking limit is given for typical
laser wavelengths between 800 and 1000 nm.
As shown in [177], also a warm relativistic plasma can be treated analytically, the wave
breaking limit in this case is for vph = c
EWB ≈ mωpce
(
4
27
mc2
T
) 1
4
(4.90)
This shows that for rising temperature the wave breaking threshold drops. This was to be
expected because in a warm plasma there is always a small population of electrons fast
enough to get trapped and this population grows of course with the temperature.
Electrons which are externally injected into the plasma wave or self-injected due a
wave-breaking process (see the following section), are accelerated by the longitudinal
electric wake field. Due to the very large fields in the range of GV/m – TV/m, the highly
relativistic regime, where the electron velocity is very close to c is readily reached. The
phase velocity of the wake wave, however, equals the group velocity of the laser pulse, and
this group velocity in turn is smaller than c according to vg = cη, with η being the refractive
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index of the plasma (4.23). This small deviation of vph from c has been neglected in the
derivation above. Therefore, after a propagation distance corresponding to the so-called
dephasing length Ld, the electrons outrun the wake and start to be decelerated again giving
their energy back to the wake wave. The dephasing length is then given by the length
needed by the injected electron to gain half a plasma wavelength with respect to the wake
wave:
Ld =
pi
ωp(1/vph − 1/c) =
pi
2pi
λp
(1/βph − 1)
≈ λpγ2ph (4.91)
This corresponds to a maximum energy Emax of the accelerated electrons at the cold rela-
tivistic wave breaking limit of
Emax = EWBλpγ2ph ≈ 5 MeV ×
(
ω
ωp
)5/2
(4.92)
4.1.7 Laser Wakefield Acceleration and Scaling Laws
In the last section, one dimensional wave breaking was summarized. It was shown, how-
ever, that in general the wave breaking thresholds are not the same in 1D, 2D and 3D
[173] owing to transversal wave breaking (see section 4.2) that sets in long before the
longitudinal one. This is actually a beneficial effect in current laser plasma accelerators
because it facilitates self-injection of electrons into laser-driven plasma waves far below
the cold longitudinal wave breaking limit. While only this has allowed the breakthrough
results in laser driven electron acceleration [68], [69], [70] it brings with it the disadvan-
tage that there is no way of controlling the number of trapped electrons or the positions
where trapping starts and stops (see chapter 7).
Since the kinetic nature (multi-stream flows) and the complexity of three dimensional
relativistic laser driven plasma waves has so far defeated rigorous analytical treatment,
prediction of the properties of these systems relies strongly on numeric simulation by
particle-in-cell codes (PIC). These codes describe the system by simulating the motion of
quasi-particles, each of them representing an electron cloud containing thousands of elec-
trons. In order to keep the computational requirements in a realistic regime, no particle-
to-particle interactions are considered because this would lead to a scaling of the compu-
tational cost of the simulation with N2 where N is the number of macro-particles. Instead,
the charge and current densities caused by the macro-particles are calculated and inter-
polated onto a grid that fills the simulation space. Then, the electric and magnetic fields
generated by these charges and currents are calculated and stored at the nodes of the grid
as well. Afterwards the macro-particles are propagated by interpolating the fields of the
close-by cell nodes to the current position of the particle and, using a short enough time
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Figure 4.1: Artist’s conception of electron acceleration in the bubble-Regime.The laser pulse,
shown in white, propagates from left to right and, almost like a light-bullet, pushes the elec-
trons (red) transversally out of its path. The heavy ions (blue) are left behind, their strong electric
field pulls some of the electrons into the bubble transversally and then accelerates them to ultra-
relativistic energies.
step, the new position is computed. Now, the charge and current densities are calculated
again, and the cycle starts anew. In this way, the computationally prohibitively expensive
tasks of considering the particle-to-particle interactions, or the one of numerically solving
the six-dimensional Vlasov equation, is circumvented.
Numerical studies using such PIC-codes, [62], [63], [64] have predicted for a certain
parameter regime the emergence of monoenergetic electrons bunches with relativistic en-
ergies and few-femtosecond duration from laser excited plasma waves. In this regime, the
plasma waves are strongly driven by a laser pulse of ultra-relativistic intensity (& 1019
W/cm2) and a duration and diameter that are matched to the plasma density. This means
that ideally a laser pulse is required that has a length of equal to or less than half the
plasma wavelength λp/2 = pic/ωp and a (focal) diameter of one λp. An artist’s conception
of this acceleration scheme is shown in Figure 4.1. The laser pulse, shown in white, is
so intense that its ponderomotive force pushes free electrons (red) transversally out of its
path leaving the positively charged and much heavier ions (blue) behind. The electrons
are pulled back to the axis by the electrical field created by charge separation after a prop-
agation length comparable to a plasma wavelength. In that way, they form a cavity void
of electrons trailing the laser pulse, dubbed a "bubble" [62], which constitutes a highly
anharmonic Langmuir wave that breaks down completely after the first period of its oscil-
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lation. According to the simulations, a fraction of the returning electrons are trapped in
the bubble and accelerated by its strong longitudinal electric field, producing relativistic
electron bunches with narrow-band energy spectra [62], [65], [66].
Gordienko and Pukhov also developed an analytical similarity theory for ultra-relativistic
(a0 > 1) laser-plasmas which will be shortly presented in the following because it gives
predictions for the parameter regime of interest in the present experiments.
This theory is conceptually equivalent to well known similarity laws in hydro- and gas
dynamics. Similarly to gas dynamical scalings presented in part I of this work, with the
dimensionless Knudsen number Kn as a similarity parameter, here, a general scaling with
a dimensionless similarity parameter S was found that determines the characteristics of
the laser plasma interaction. This similarity parameter is given by
S =
N
a0Nc
(4.93)
with all the symbols defined as in the last section. Strongly underdense plasmas (N/Nc 
1) as they occur in laser wake field acceleration hence correspond to the limit S  1.
In this limit, Gordienko and Pukhov derived scaling laws obtaining the parametric de-
pendencies from their similarity theory and the numerical constants and pre-factors from
comparison with a number of PIC-simulations. These scaling laws are valid for the bubble
regime and are presented in [65] and [66], they are summarized here:
The optimal radius w0 (intensity 1/e2 - radius) of the laser pulse must be matched to
the bubble radius R:
k0R ≈ 1/
√
S → R ≈
√
mc2a0
4piNe2
(4.94)
This is related to the plasma density via
kpR ' kpw0 = ς√a0 (4.95)
a relation that essentially states equilibrium between ponderomotive force pushing the
electrons out of and electrostatic force drawing the electrons towards the bubble [65]. ς
is equal to one for circular polarization and equal to 1.12 for linear polarization [178]. Of
course, a real world laser has constant pulse power and not constant intensity, therefore, it
is useful to cast equation 4.95 in the following form
a0,opt =
(
32
ς2
) 1
3
( P
Pc
) 1
3
(4.96)
giving the optimal a0 for a given pulse power P and density (through Pc(Ne)). ς is a
polarization dependent parameter, equal to 1.12 for linear polarization and equal to one
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for circular polarization. In order to obtain equation (4.96) from (4.95), formula (4.76)
and the relation between beam power P and a0 of a gaussian beam has to be used [159]:
P = ω
2
16c2
a20R
2P0, P0 = m
2c5
e2
(4.97)
Now, with a0,opt given, through (4.96) the optimal focal spot radius w0,opt can be calculated,
it evaluates to
w0,opt =
c
ωp
ς
2
3 32
1
6
( P
Pc
) 1
6
(4.98)
In practical units this gives for the intensity full width at half maximum diameter of the
optimal focal spot dFWHM0,opt and for linear polarization
dFWHM0,opt = 3.4 ×
(
λ
N
) 1
3 × P 16 (4.99)
where [dFWHM0,opt ] = [λ] = µm, [N] = 10
19/cm3 and [P] = TW.
For efficient acceleration and mono-energetic spectra with small energy spread, the
laser pulse duration (intensity 1/e2-duration) must satisfy
τc ≤ R (4.100)
The electron density N must lie between a lower and an upper bound, where the lower
bound is set by the requirement that the laser pulse is ultra-relativistic a0 > 1 and the
upper limit is implicitly defined by the condition (4.94), yielding
Nc
P0
P < N < Nc
√
P
P0
1
(ωLτ)3
(4.101)
In order to reach the bubble regime, the laser pulse powerPmust be larger than a threshold
value of
P > PBubble(ωLτ)2 = 30 GW ×
(
τ [fs]
λ [µm]
)2
(4.102)
With all these requirements being fulfilled, a mono-energetic electron bunch is then
produced, obeying the following scalings for the electron energy Emono, the number of
electrons in the bunchNmono, the acceleration length Lacc and the energy transfer efficiency
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between laser pulse and electron bunch ζ:
Emono ≈ 0.65mc2
√
P
P0
cτ
λ
(4.103)
Nmono ≈ 1.8k0re
√
P
P0 (4.104)
Lacc ≈ 0.7cτ
λ
ZR (4.105)
ζ =
EmonoNmono
τP ≈ 20% (4.106)
Here, ZR = piR2/λ is the Rayleigh range of the focused Gaussian beam, re = e2/mc2 is
the classical electron radius, and k0 = 2pi/λ. It is interesting to note that the efficiency is
predicted to be constant ≈ 20% for all cases within the bubble regime.
For laser pulses with a central wavelength of 800 nm, a pulse duration of 8 fs, and
40 mJ pulse energy, corresponding to 5 TW power the upper and lower limits for the
electron density N, according to relation (4.101) give 3 × 1018 < N < 6 × 1018 cm−3.
However, the experimentally obtained optimal value is 2 × 1019 cm−3. For these values
the theory predicts an optimum focal spot size of 3.3 µm (FWHM) corresponding to a
peak intensity of 3.5 × 1019 W/cm2. The power threshold for the bubble regime is around
3.1 TW corresponding to a pulse energy of 25 mJ. The considered pulses have 5 TW and,
therefore, produce a bubble that is predicted to yield electron bunches with an energy of 24
MeV and a charge of 312 pC. The acceleration length Lacc is then approximately Lacc ≈ 68
µm. Comparison with the experimental results shows that the experimentally obtained
energy is in the range of 20 MeV and hence confirms the validity of the energy scaling
(4.103). The acceleration length can be estimated from the experiment to be within 50
to maximum 150 µm agreeing with the scaling (4.105). The experimentally determined
charge of the accelerated electron bunch is between 1 - 10 pC. This is in clear contradiction
to the prediction by formula (4.104), which gives a two orders of magnitude higher result.
This also causes a large deviation of predicted efficiency of approximately 20 % to the
experimental value of below 1 %. For details on the experimental results see chapter 6.
For the sake of completeness, the electron beam parameters as predicted by the above
scaling laws for the upgraded laser system with double the laser pulse energy are given
here as well. These modified values are an optimum spot size of 3.7 µm, an optimum
density range of 1.5 × 1018 < N < 1.5 × 1019 cm−3 corresponding to a peak intensity of
2.9×1019 W/cm2, an electron energy of 34 MeV, 442 pC charge, and an acceleration length
of 78 µm.
A different set of scaling laws based on an empirical theory is given by Lu et al. [63]
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[178]. It gives in general larger optimal focal spots and longer optimal pulse durations.
For the above 5 TW laser, the optimal spot is here 11 µm FWHM and the predicted elec-
tron energy is around 80 MeV. These values are clearly far away from the experimentally
obtained optimum values, so this model does not seem to be suitable for estimating the
performance of current or future electron accelerators using few-cycle laser pulses. The
reason for this discrepancy seems to rest in the central role that the "etching rate" has in
the model by Lu et al. As the pulse propagates through the plasma, its leading edge con-
stantly looses energy to the plasma electrons thereby "etching" backward into the pulse.
The assumption by Lu et al. is now that acceleration goes on until the backward-etching
pulse front arrives at the trailing pulse edge. The time that this process takes is simply
calculated by dividing the etching speed by the pulse duration. While this seems to be
a valid assumption for cigar-shaped pulses, it clearly is not applicable for the ultrashort
pulses used in the present work. On the contrary, our PIC simulations show that the pulse
duration is reduced by only 10 % after the interaction and that the pulse simply stops being
able to drive the bubble due to intensity-loss caused by depletion and (mainly) diffraction.
The conclusion here seems to be that each of the models is the most accurate in differ-
ent cases: the model by Gordienko and Pukhov works best for pulses that are roughly half
as long as their diameter and higher plasma densities, whereas the model by Lu et al. is
accurate for pulses with longer pulse durations and lower densities.
4.2 Results of Particle-In-Cell Simulations
In this section, results of PIC simulations are presented that were performed by Michael
Geissler with his three dimensional PIC code ILLUMINATION [61]. The co-moving
simulation box represents a volume of 27 × 27 × 36 µm (z is the propagation axis) with a
grid size of 94 × 94 × 47 nm. The plasma is treated as fully (pre-)ionized with one macro-
particle per cell and immobile ions as a charge neutralizing background. It is modelled
with a uniform transversal density distribution whereas in the longitudinal direction a 120-
µm broad flat-top profile, matching the experimentally determined channel length, with
an electron density of 2 × 1019 cm−3 terminated by exponential gradients, are assumed.
The 1/e scale length of the entrance gradient is 5 µm, just to avoid numerical problems
with a steep gradient. The exit gradient was chosen as 30 µm to match the experimental
conditions. The simulations were performed with a time step of 0.1 fs using the following
laser parameters: pulse duration: 8.5 fs (Intensity-FWHM), spot size (Intensity-FWHM):
7 µm, pulse energy: 38 mJ, and carrier laser wavelength: 800 nm. These closely match
the typical experimental conditions.
Figure 4.2 shows snapshots of the electron density distribution, laser intensity, and
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longitudinal electrical field of the plasma accelerator at three different positions, namely
after the laser pulse has travelled 23 (a, b), 57 (c, d) and 123 (e, f) µm inside the plasma.
In panels (a) and (b), the laser pulse has just entered the plasma immediately causing
strong charge separation and thereby exciting a plasma wave. The charge separation in
turn causes a strong longitudinal electrostatic field to arise, its on-axis value is plotted
in red. Already at this early stage in the laser propagation, the plasma wave is strongly
anharmonic, having the typical saw-tooth shape of strongly driven Langmuir waves. In
panel (b) it can be seen that the electron density in the first through of the wave is reduced
to approximately 35 % and also the imprint of the laser pulse on the plasma density is
clearly visible. At the back of the first plasma oscillation, there is a density peak having
four times the density of the background plasma. This is a typical feature of strongly
driven plasma waves. It has been shown above that in the fluid model of the plasma, the
density diverges just at the moment when the fluid velocity approaches the phase velocity
of the plasma wave, leading to wave-breaking and of course also to the breakdown of the
fluid model. The strong density peaks in the plasma wave as well as the saw-tooth shape of
the longitudinal electric field therefore clearly indicate that the laser pulse is strong enough
to drive the plasma wave close to breaking without any prior self modulation. After 25 µm
propagation, the laser pulse is still retaining its original spot size and shape. The rainbow-
color contour (a) shows the instantaneous intensity (no cycle-average) of the laser pulse,
clipped at the 1/e2-contour line, the blue line in (b) shows the on-axis line-out of it.
The middle panel (c), (d) shows the system after approximately 57 µm propagation.
The laser pulse now exhibits a modified shape: through relativistic self-focusing it has now
a 10 % smaller spot size and also the Gaussian shape is altered to a somewhat conical one.
The plasma electrons need roughly one laser period to acquire relativistic energies, there-
fore the leading edge experiences no self-focusing but towards the end of the laser pulse
this effect has increasing influence on the laser, thereby contracting the pulse-tail. Since
the wave did not break so far, also the energy transfer from the laser pulse to the plasma
was up to that point only minor. Therefore the self-focusing leads to an intensity-increase
from 1.3 × 1019 W/cm2 at the beginning to 1.7 × 1019 W/cm2 after 57 µm propagation,
corresponding to a rise by 33 % (d). At this stage, the plasma wave is so strongly driven
that the density peak at the back of the first wave trough is almost an order of magnitude
larger than the background density. This triggers the onset of the breaking of the wave,
the red arrow in figure (d) marks a small density peak that corresponds to the first injected
electrons. The peak longitudinal electrical field is approximately 0.4 TV/m, two orders of
magnitude smaller than the cold one dimensional wave breaking limit of 47 TV/m (4.89).
Therefore it can be concluded that the wave breaking observed here is different from the
strictly longitudinal wave breaking that occurs in 1D. Indeed, inspection of particle tracks
shows, that the wave breaking here is transversal: the electrons that have been expelled by
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the laser pulse are pulled back to the axis by the strong charge separation field built up by
the ions in the bubble. They swing back towards the axis and cross it at the back of the
bubble, forming a vertex there. At the vertex, a strong electron density spike arises, pro-
ducing a strong repelling field for the incoming electrons. A fraction of these electrons are
then scattered by this field into forward direction, thereby acquiring the necessary speed to
get trapped by the wave. This injection process continues until beam loading prevents any
further injection: the electric field of the injected electron bunch becomes so strong that it
prevents any more electrons from being scattered into the bubble. However, this point is
not reached in the present simulation.
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Figure 4.3: Energy spectrum in the PIC simu-
lation after the electrons propagated out of the
plasma several 100 µm (dashed, black). Typical
experimental electron spectrum (solid, grey).
The last panel (e), (f) shows the ac-
celerator 25 µm before the pulse leaves
the plasma. The plasma wave is now
strongly anharmonic, the electrons are now
almost completely expelled from the posi-
tively charged "bubble" that trails the laser
pulse. As the electrons swing back towards
the axis, they form a compressed electron
sheath that "wraps" the bubble thereby pro-
ducing a charge distribution that generates
the almost perfect sawtooth profile of the
longitudinal electric field. Marked in red
in the lower panel (f) is the injected elec-
tron bunch that has already acquired an energy of 23 MeV. No dephasing (the dephasing
length according to equation 4.91 is 650 µm) can be observed so far, the electron bunch
still is located at the back of the bubble experiencing an accelerating field strength of ap-
proximately 0.45 TV/m. The laser pulse at this stage is self-focused down to 75 % of
its original spot size, its intensity has risen to 2.2 × 1019W/cm2, the conical pulse shape
produced by the intensity-dependent relativistic self-focusing effect is now clearly visibly.
Laser pulse and accelerated electron bunch are perfectly spatially separated at all times
thereby ensuring that all observed properties of the accelerated electron bunch are directly
related to the properties of the bubble regime without any modification due to direct laser-
electron interaction ([60]). The density depletion in the bubble now amounts to 25 %
corresponding to a electron density of 0.5× 1019 cm−3. The injected bunch has an electron
density of almost five times the background density and is strongly confined in space and
time having a duration of less than one fs at this point. The inset shows the electron density
at the back of the bubble to the full scale of the peak in the vertex. Its density is 6.2 × 1020
cm−3, more than 30 times the background density. The red peak again is the injected elec-
tron bunch, its amplitude dwindled by the peak at the bubble vertex. This indicates that the
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wave structure in principle would support much more injected charge before beam load-
ing becomes relevant. This is also supported by the fact that the accelerating longitudinal
electric field is hardly perturbed by the injected bunch.
The electron spectrum after the electron bunch left the plasma and propagated several
100 µm into the surrounding vacuum is given in Figure 4.3 in black. It shows a monoen-
ergetic peak at 24 MeV which implies together with the accelerating field of 0.45 TV/m
an effective acceleration length of about 60 µm. The electron bunch emerging from the
plasma carries a charge of about 4.5 pC has a duration on the order of 1 fs and is ac-
companied by a small exponential background. The ultrashort electron bunch duration
is approximately preserved within the range of simulated propagation extending several
100 micrometers behind the gas jet. For comparison, also a typical experimental electron
spectrum is shown in grey. Interestingly its spectral width is even smaller than the one
produced by simulation.
The simulations show that by using sub-10-fs laser pulses it is possible to access the
bubble regime with a pulse energy of only 35 mJ. As shown above, this laser pulse is not
able to drive the wave into breaking right from the start of the interaction but is able to do
so after self-focusing to 90 % of its original spot size which takes place over a propagation
distance of approximately 57 µm. Then, the laser intensity is just high enough to produce
self-injection but still low enough to allow the wake field to extend over several oscillations
before it decays entirely. Indeed, the simulations show that our current laser parameters are
close to the threshold below which no self-injection and formation of a stable accelerating
structure occurs any more [61]. This is in good agreement with both the analytic theory of
bubble acceleration [65] which - for our pulse duration - predicts the onset of the process
at pulse energies of about 30 mJ (see equation 4.102), and the experimental finding that
gradual reduction of the laser pulse energy results in rapid increase of fluctuations of the
electron beam properties with acceleration ceasing completely for pulse energies below
25 mJ. This implies that with our current on-target energy of 40 mJ we operate the bubble
accelerator near the boundary of its operational regime. Higher driving pulse energies
should not only improve stability but - according to our simulations - also dramatically
increase the laser-to-electron energy conversion efficiency, from currently ∼ 1% to up
to 20%. Furthermore the simulations show that after the pulse diameter has reached its
minimum due to self-focusing, the intensity of the laser pulse rapidly shrinks due to pulse
depletion and diffraction. Because of this, the laser pulse looses its ability to sustain a
stable bubble already after 250 µm propagation. This constitutes another reason to assume
that more energetic driver pulses are likely to improve the shot to shot stability of the
accelerator.
Chapter 5
Experimental Setup
5.1 The Light Source: Light Wave Synthesizer 10
It was mentioned in the introduction that many of the milestones in laser-driven electron
acceleration were ultimately reached by the ongoing development of ever more powerful
driving lasers. In 2004, when three independent groups showed for the first time the gen-
eration of mono-energetic electron beams by laser-driven plasma waves [68], [69], [70],
this was essentially made possible by the availability of high power ultra short pulse lasers
allowing for the first time to resonantly excite a plasma wave at densities in the range of
1018 W/cm2. Here, resonantly signifies that the laser pulse fits longitudinally within one
plasma wavelength. This increases the efficiency of wake field excitation and effectively
eliminates parametric instabilities like stimulated Raman and Brillouin scattering that are
dominant with longer pulses. Figure 2 in the introduction, shows the most important ex-
perimental results concerning laser driven electron acceleration starting in 2004. The black
line shows the limit of the bubble regime as obtained from (4.102). It is today a more or
less accepted fact that ultimately always a bubble-like structure is responsible for injection
and acceleration of electrons but still the majority of the experiments are clearly out of
this regime. In these cases self-compression and self-focusing transforms the laser pulse
into the required domain. Only two experiments have so far accessed the bubble regime
directly by initial laser parameters, one with a Ti:Sapphire based chirped pulse amplifier
(CPA) producing pulse powers of more than 100 TW [67] and the other one being the
present work, using 5 TW few-cycle pulses.
The ultrashort light pulses used in the present experiments were produced by a novel
light source, Light Wave Synthesizer 10 (LWS-10) [76]. Only through the unique proper-
ties of this two-staged non-collinear optical parametric chirped pulse amplifier (NOPCPA)
was it possible to access the bubble regime with on-target pulse energies of 40 mJ only.
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Figure 5.1: Layout of Light Wave Synthesizer 10 (LWS-10).
A sketch of the layout of LWS-10 is shown in figure 5.1. A broadband Ti:sapphire oscil-
lator (Rainbow, Femtolasers GmbH) simultaneously seeds the Nd:YAG pump laser (EK-
SPLA) and the signal amplification chain thereby ensuring optimal synchronization be-
tween pump and signal. The oscillator produces pulses with a spectral bandwidth of 300
nm, ranging from 650 to 950 nm, a pulse duration of 5.5 fs and 4 nJ energy at a repetition
rate of 80 MHz. 40 % of the output seeds the pump laser, 60 % the signal amplifier. In
order to generate the seed for the pump laser at 1064 nm from the Ti:sapphire oscillator,
the ultrashort pulses from the oscillator are sent through a photonic-crystal fibre where
the central wavelength is upshifted to the desired range via soliton-based Raman shift. In
this way, 4 pJ out of the 1.6 nJ (0.25 %) are converted to the 1064 nm range. The pump
laser is a commercial, flashlamp pumped Nd:YAG amplifier (EKSPLA) that consists of a
regenerative amplifier followed by a double-pass and two single-pass stages. After type-II
second harmonic generation in a DKDP crystal, it produces pulses with 600 mJ energy
and 80 ps (FWHM) duration at a repetition rate of 10 Hz.
The signal amplification chain starts with a commercial Ti:sapphire-based 9-pass am-
plifier (Femtopower Compact PRO CE, Femtolasers GmbH) that picks oscillator pulses at
1 kHz repetition rate, stretches and amplifies them in a multi-pass amplifier to an energy of
1.2 mJ. Gain narrowing strongly reduces the signal bandwidth such that after compression
by a prism-based compressor a pulse duration of 25 fs with 0.85 mJ energy is reached.
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These pulses are subsequently focused onto the entrance of a 1 m long hollow core fibre
(HCF) with a diameter of 250 µm that contains neon gas at a pressure of 1.8 bar. The hol-
low core fibre prevents the laser from diffracting and thereby ensures high laser intensity
over the entire length of the fibre, greatly exceeding the Rayleigh range. At these intensi-
ties of 1013 - 1014 W/cm2, neon exhibits a significant Kerr-nonlinearity that leads to strong
self-phase modulation of the laser pulses producing a broad output spectrum ranging from
500 to 1000 nm at a pulse energy of 0.35 mJ. Subsequently, a negative-dispersion reflection
grism pair and an acousto-optic programmable dispersive filter (Dazzler, Fastlite) stretch
the pulse to 25 ps duration. Grism-stretcher and a Dazzler have each an efficiency of 10
% leading to a final seed pulse energy for the first NOPCPA stage of 3 µJ. The Dazzler
is also used to pick the 10 Hz seed pulse train from the 1 kHz pulse train coming from
the multi-pass amplifier. The first NOPCPA stage consists of a 5 × 5 × 5 mm type-I BBO
crystal that is pumped by 15-mJ pulses at 532 nm and amplifies the seed pulses to approx-
imately 1 mJ. The second stage is operated in saturation and consists of a 15 × 15 × 5 mm
type-I BBO crystal pumped by 400-mJ pulses. The amplified stretched signal pulses after
the second stage have an energy of 70 mJ corresponding to an pump-to-signal conversion
efficiency of 18 %. After increasing the signal beam diameter, bulk glass (160 mm SF57,
100 mm fused silica) and chirped mirrors are used for compression of the pulses. Losses
in the bulks and on the silver mirrors in the compressor setup lead an efficiency of the
compression of 70 %, yielding compressed pulses with 50-mJ energy, 8 fs duration and
spectra covering the range of 700-980 nm (see figure 5.2(a)) at a 10-Hz repetition rate.
Near-transform-limited performance is achieved by high-order dispersion control using
the Dazzler. A pulse duration measurement by a home-made all-reflective second-order
single-shot intensity auto-correlator [179] is shown in figure 5.2(a) giving a de-convoluted
pulse duration of 8.02 ± 0.12 fs. This is within 5.5 % of the fourier limit.
An adaptive mirror (Imagine Optics) in closed loop mode is used to correct the wave-
front aberrations and also allows to modify the focal spot diameter without changing the
focusing optics in the experiment. A typical focal spot obtained by F/6 focusing during
the experiments is shown in figure 5.2(b). It has an average (with respect to the vertical
and horizontal axis) diameter of 6.1 µm corresponding to a peak intensity of up to 1× 1019
W/cm2.
The temporal contrast of the pulses was characterized with a third-order correlator
developed by the author [180], [181]. A measurement is presented in figure 5.3. The
measured contrast ratio with respect to the main pulse is 10−5 at a delay of -5 ps, 10−8 at
-15 ps and better than 10−10 at delays smaller than -60 ps. Here, a contrast ratio of 10−10
corresponds to the measurement limit of the measurement device. The post-pulses at a
delay of 60 ps stem from double internal reflection in the BBO-crystals of the NOPCPA
stages. Since they come after the main pulse, they do not influence the experimental
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Figure 5.2: (a) Measured pulse duration of LWS-10 by second-order single-shot autocorrelation
(black) and fourier transform of the pulse spectrum (red). The de-convoluted pulse duration is
8.02 ± 0.12 fs, which is within 5.5 % of the fourier limit. The inset shows the spectrum of the
amplified pulses. (b) Typical focal spot obtained with an F/6 focusing off-axis parabolic mirror.
The beam diameter on the parabola is 50 mm, the effective focal length of the parabola is 312
mm. A gaussian fit to the curves (not shown for clarity) yields a horizontal spot diameter (FWHM)
of 6.3 µm and a vertical one of 5.9 µm. 85±5% of the energy are within the first airy-ring. Pulse
duration measurement courtesy of Raphael Tautz.
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Figure 5.3: Measured contrast of LWS-10. The measurement was done by third-order autocorre-
lation using a high-dynamic range autocorrelator constructed by the author. The noise floor of the
device in this case is at a contrast ratio of 10−10, with respect to the main peak. The inset shows a
magnification of the correlation trace close to the main peak.
conditions but their energy content strongly depends on the delay between pump and seed
pulses. A deviation of 10 ps from the optimum alignment is enough to make them almost
equally strong than the main pulse thereby constituting a major source of energy loss -
the total energy as measured by a power meter is the same in all the cases. Therefore,
the pulse-contrast measurement had to be done on a daily basis in order to ensure that the
energy of the post pulses was negligible with respect to the main pulse.
The present electron acceleration experiments are the first experimental application of
the entirely new light source LWS-10. As such, it did not come as a surprise that the
system suffered from fair amount of teething troubles by the time that the major part of
the system development including pump-seed synchronization, pump-beam transport, and
seed pulse dispersion management had been finished. The three most significant prob-
lems turned out to be the tedious optimization procedure for pulse-compression, the low
and unreliable temporal contrast of the amplified pulses, and the unpredictable wave front
curvature of the main beam that strongly impacted the focusability. Therefore, the first ma-
jor system upgrade and improvement was indispensable before first light could be sent to
the experimental chamber. Significant contributions in the course of this upgrade, mainly
concerning the pulse contrast and the focusability, were made in the course of work of
the present doctoral thesis. Before experiments could start, within roughly one year’s
time, the laser system was equipped with the new GRISM-based strecher (this was done
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by Franz Tavella [76]), the new front-end was installed and one NOPCPA-stage was re-
moved (initially the seed amplification chain consisted of one broadband oscillator and
three NOPCPA amplification stages) and an adaptive mirror was installed for wavefront
optimization. With all these improvements made, it was finally possible to achieve the
experimental results which are presented in the following.
5.2 Setup of the Experiment
Figure 5.4: Photograph of experimental
chamber.
The electron acceleration experiments were per-
formed in the radiation protection bunker at Max-
Planck-Institute of Quantum Optics (MPQ). The
bunker resides on the ground floor whereas LWS-
10 is located in a clean-room on the first floor.
A remotely controllable vacuum beam line sys-
tem connects laser and experiment allowing to send
the compressed laser pulses to several experimen-
tal chambers. Due to the large bandwidth of the
pulses produced by LWS-10, silver mirrors have to
be employed in the beam line instead of the dielec-
tric mirrors that are commonly used for Ti:Sapphire
lasers. Seven of these silver mirrors in the beam line
plus three more in the experimental chamber unfor-
tunately lead to a rather poor transmission efficiency of approximately 84 % not including
the off-axis parabola in the experimental chamber. This leads to an on-target energy of 40
mJ that was obtained in the present experiments.
The experiments were performed in a dedicated experimental chamber that includes
not only the setup for electron acceleration but also a custom designed electron spectrom-
eter. A photograph of the chamber is shown in figure 5.4, a schematic drawing in figure
5.5. The laser pulses are focused by an off-axis parabolic mirror (OAP) onto the target
medium. Two different OAPs are used, providing F/3 (enhanced silver coated, effective
focal length 150 mm) and F/6 (gold coated, effective focal length 312 mm) focusing. A
typical focal spot obtained with the F/6 OAP is shown in figure 5.2(b). It has a diameter
(FWHM) of 6.1 µm, the calculated peak intensity is 1.0 - 1.2×1019 W/cm2 depending on
pulse energy. The focal spot obtained with the F/3 OAP was of similar quality having a
diameter of 3.5 µm with a calculated intensity of 3.4 - 3.6×1019 W/cm2. As mentioned
above, the laser system is equipped with an adaptive mirror in closed loop configuration.
However, due to wave-front abberations introduced by the out-coupling semi-transparent
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Figure 5.5: Experimental layout of the laser driven electron accelerator. The laser beam is focused
by a gold coated off-axis parabolic mirror onto a helium gas jet. A small fraction of the beam
is coupled out by a 1/2" mirror and is used as a probe beam. The laser can be blocked after the
interaction by a 10 µm Al-foil allowing to characterize the electron beam (yellow electron bunches)
profile on a flippable Lanex screen and the electron beam energy on Lanex screens in the imaging
plane of the spectrometer. The Lanex screens were imaged to 12-bit CCD cameras which allowed
acquisition at 10 Hz repetition rate. 600 scintillating fibers (in packs of 3) allow to detect the
electrons in the imaging plane without blocking the laser beam with the Al-foil and additionally
are absolutely calibrated. A highly sensitive, cryogenically cooled 16-bit CCD-camera is used to
read out the signal of the fibres. An integrating current transformer (ICT) can be used to measure
the charge (> 10 pC).
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mirror that sends a small fraction of the beam-power to the wavefront sensor as well as
due to the large number of optical elements between the point of optimally flat wavefronts
and the OAP in the experimental chamber, the focal spot needed manual optimization on
a daily basis. This was achieved by manually setting the adaptive mirror to correct for the
additional aberrations causing the quality of the focal spot to change somewhat from day
to day. Therefore, the focal spot was characterized before each experimental run using a
microscope objective and a beam profiler equipped with a CMOS camera.
The helium interaction medium is provided by a pulsed gas jet. Gas jets of several
different kinds - subsonic and supersonic - and sizes were tested, see the section on ex-
perimental results for details. The density of all gas jets was measured off line before
employment in the experiment, the accessible density range being 1018 - 1020 cm−3. De-
tails about numeric simulation, design and experimental characterization of the gas jets
are given in part I of this work.
The laser-generated plasma channel is imaged transversally by a microscope objective
with long object distance onto a CCD camera allowing high-resolution measurements of
channel diameter and length. In addition, a weak probe beam can be coupled into the
side-view imaging system for assisting in the alignment of the nozzle and for studying the
plasma channel.
The electron energy spectrum is measured by a high-resolution focusing permanent
magnet spectrometer suitable for analyzing electrons in the range of 2 - 400 MeV. It com-
prises a 30-cm x 40-cm focusing permanent magnet with a magnetic field of almost 1 T
over a gap of 5 cm. A map of the absolute value of the magnetic field on the center-
plane through the gap is shown in figure 5.6. As electron detector, 600 highly-sensitive
scintillating fibers, three at a given electron energy and coupled to a 16-bit CCD camera
are used [182]. Alternatively, a scintillating screen (Kodak Lanex) is imaged to a 12-
bit CCD-camera allowing simultaneous measurement of energy spectrum and divergence.
While the scintillating fibers are individually shielded against the stray light from laser and
plasma, the Lanex-diagnostic only worked when a thin (2 µm) aluminum foil was intro-
duced in front of the spectrometer entrance. The energy calibration was done by particle
tracking using the simulated, three dimensional magnetic field depicted in figure 5.6. Mea-
surements of the magnetic field with a hall-probe confirmed the simulation results. The
energy resolution of the spectrometer is better than 5 % over the energy range of 3 - 400
MeV, transversal de-focusing effects lead to increased transversal spot sizes on the detector
plane. Therefore, the divergence-values obtained by the Lanex screens in the spectrometer
represent upper bounds. The spectrometer is placed in a distance of 790 mm from the gas
jet, therefore its 5 cm gap corresponds to an angular acceptance of 63 mrad (full angle).
In order to obtain absolute charge values, Lanex and fibres were cross-calibrated using an
image plate [18] but subsequent changes in the detection system restricted the accuracy of
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Figure 5.6: Simulation results of the absolute value of the magnetic field (T) of the electron spec-
trometer on the center-plane through the gap of the permanent magnet.
the bunch-charge measurement to a factor of 2.
Low-energy electrons down to ∼100 keV and up to 12 MeV were detected and ana-
lyzed by a smaller spectrometer [60]. It has an entrance aperture of 10 mm and was placed
200 mm downstream of the gas jet, covering therefore a full angle of 50 mrad. Lanex
screens imaged to two 12 bit CCD cameras were used as a detection system.
As an additional bunch-charge diagnostic an integrating current transformer (ICT, by
BERGOZ) was used, but it did not permit the measurement of the typical charges around
10 pC due to the electromagnetic pulse generated by the laser-plasma interaction.
An additional Lanex screen, which could be flipped in and out of the electron beam
allowed the characterization of the transverse electron beam profile.
A radiation shield consisting of a 5 cm thick plexiglass plate and 1 cm lead plate were
used. The plexiglass contains only atoms with low atomic number (hydrogen and carbon)
and therefore stops low energy electrons (approximately up to 5 MeV) and decelerates
high energy electrons without producing much Bremsstrahlung. Then the lead stops the
remaining high energy electrons.
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Chapter 6
Experimental Results on Electron
Acceleration
6.1 Performance and Stability of the Electron Accelera-
tor
The few-cycle light pulses, having a pulse duration of 8 fs and an energy content of 40
mJ, were focused onto the gas target by F/6 focusing, yielding a focal spot diameter of ap-
proximately 6.1 µm FWHM with 85±5% of the energy being within the airy radius. The
exact values of diameter and energy content of the focal spot varies with adaptive mirror
settings and performance. During the first experiments, the gas target was provided by
a cylindrical (subsonic) nozzle with a diameter of 400 µm allowing to produce densities
approaching 1021 cm−3. This eased the initial alignment process and finding the electron
signal. At these large densities of more than 1020 cm−3, thermal electron spectra were
produced containing typically on the order of 100 pC charge and having a temperature
around 4 MeV. This strong signal could easily be detected allowing rough optimization of
the nozzle position with respect to the focus and pulse duration as well as verification of
the functioning of the diagnostics used in the experiment. The pulse duration was opti-
mized by adjustment of the values for second, third, and fourth order spectral phase on the
DAZZLER (see section 5.1). Then, by gradually lowering the pressure and continuously
adapting nozzle position and pulse-duration for optimum electron signal, mono-energetic
electron spectra could be produced at an electron density of (2 ± 0.15) × 1019 cm−3. Typi-
cal monoenergetic electron spectra, as detected by the scintillating fibres (see section 5.2),
are shown in figure 6.1a, showing the spectra of three different shots. The monoenergetic
peaks are located at energies of 13.4, 17.8 and 23 MeV, they contain a charge of approxi-
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mately 10 pC, 3.5 pC and 1.6 pC respectively. In contrast to earlier experiments [82], [83],
[85], [183] the monoenergetic electron bunches are virtually free of thermal background.
The measurement yields meaningful results down to a minimum energy of approximately
2 MeV. Within this limit, a small thermal contribution can be seen, but it is up to a factor
of 6 smaller than the main peak. In order to confirm this result down to even lower ener-
gies, another, much smaller, permanent magnet spectrometer was used [60], which allows
measurements down to approximately 100 keV. Two electron spectra obtained with this
spectrometer are shown in figure 6.1c,d. As detector Lanex was used, which was imaged
to a 12 bit CCD camera. The limited sensitivity of the Lanex together with a suboptimal
imaging geometry caused by constraints within the vacuum chamber lead to a rather poor
signal-to-noise (S/N) ratio. Still, the measurement shows that there is no observable con-
tribution to the monoenergetic electron spectra even at sub-MeV energies. Unfortunately,
quantitative comparison with earlier experiments is hampered by the lack of spectral anal-
ysis of the thermal electrons in most previous studies [82], [83]. A convenient side-effect
of the clean electron beam is the low dose of gamma radiation (Bremsstrahlung) generated
when the beam penetrates through the wall of the vacuum chamber.
The three different spectra depicted in figure 6.1a were all produced with nominally
the same experimental parameters implying that the shot-to-shot reproducibility is rather
unsatisfactory. The monoenergetic shot with the highest energy obtained so far is shown
in figure 6.1b. The mono-energetic feature consists of two narrow, mono-energetic peaks
with an energy separation of 3 MeV and a total charge of more than 10 pC. It will be shown
below that this multi-bunch structure is a typical feature of the most energetic electron
spectra. This spectrum also comprises a considerable thermal background, the maximum
amplitude of which is roughly twice as large as the one of the monoenergetic peak. Still,
this is orders of magnitude better than in previously realized experiments.
Several possible sources for the strong fluctuations of the electron beam properties are
worth considering: first, the above results were obtained in single-shot mode or at low
repetition rate, therefore, a slow drift in laser parameters would show up as shot-to-shot
fluctuation in the electron beam. To exclude this, the experimental diagnostic tools - most
importantly the electron spectrometer - were improved to allow data acquisition at the full
10 Hz repetition rate of LWS-10. The use of optimized microscopic de Laval nozzles
produced here a small enough gas load on the vacuum pumps, so that sustained operation
at 10 Hz was possible. Since the cooled 16-bit camera used for recording the signal of the
scintillating fibres could not be used at 10 Hz, scintillating Lanex screens were introduced
into the imaging plane of the electron spectrometer. These then were imaged to fast 12-bit
CCD cameras allowing 10 Hz operation as well as simultaneous observation of electron
energy and transversal beam profile.
Second, the gas jet emanating from the cylindrical nozzle is strongly divergent and
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Figure 6.1: (a) Typical spectra of monoenergetic electron beams from the sub-10-fs laser driven
accelerator. They have mean energies of 13.4, 17.8 and 23 MeV. The bunches carry a charge
of approximately 10 pC, 3.5 pC and 1.6 pC, respectively. All three spectra show remarkably few
thermal background electrons, an observation that has been confirmed down to energies of 100 keV
using a smaller spectrometer (c), (d). (b) Spectrum with the highest electron energy obtained so
far. The spectrum has a double-peaked structure and is centered around 50 MeV. It contains more
than 10 pC. All spectra were obtained with a subsonic gas jet produced by a cylindrical nozzle with
400 µm diameter. The laser pulses had an energy of 40 mJ, the spot size was 6.5 µm (FWHM)
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has a gaussian density profile with the peak-density exponentially decreasing with the
distance from the nozzle, see chapter 2, figure 2.6 for details. Therefore, small changes
of the distance between nozzle and laser focus as they occur during alignment lead to
large variations of the plasma density making alignment difficult. More importantly, the
lack of sharp jet edges will lead to a significant interaction of the laser pulse with the
plasma long before the region with high enough density for acceleration is reached thereby
altering the laser pulse shape. This in turn could alter the point where wave breaking is
reached as well as the subsequent laser-plasma evolution. As the electron bunch then
exits the plasma, it can again be modified by the extending gas jet exit gradient. These
considerations triggered the use of supersonic gas jets produced by de Laval nozzles. It
has been extensively detailed in part I of this work that only through allowing the gas to
assume supersonic flow conditions already inside the nozzle, it is possible to produce a
gas jet with a flat-top density profile in vacuum. The nozzle producing the gas jet in the
experiments had an exit diameter of 300 µm, a technical drawing can be found in appendix
B, figure B.2.
A nice shot acquired with this setup is shown in figure 6.2. The upper panel is the
raw data plotted in false colors, the transversal and energy line out are in calibrated units.
The monoenergetic electron bunch has an energy of 24.6 MeV with 3.3% energy spread
(FWHM), a divergence of 6.3 mrad (FWHM) and a charge of 3 pC. There is no visible
thermal background in the electron spectrum. As mentioned above, the value for the diver-
gence is an upper limit due to the transversally slightly de-focusing effect of the magnetic
field of the electron spectrometer. Although the above mentioned experimental modifica-
tions did not lead to an entirely stable electron beam, they did improve the shot-to-shot
reproducibility enough to conduct meaningful statistical analysis and parameter scans, al-
beit with rather large statistical error. Figure 6.3 shows a time series of 1500 electron
spectra. Only the shots showing at least one monoenergetic energy peak are shown. In
case that more than one peak was present, the one with the largest amplitude was taken.
The plot shows the energy of that monoenergetic peak versus shot number. The grey line
shows the original data, the black and orange lines represent the FFT - low pass filtered
data with a window size of 5 and 25 points, respectively. The stretches of very low yield
of monoenergetic spectra between shots 2400 to 2600 or between 3100 to 3300 are most
likely caused by long term variations of laser parameters which unfortunately were always
present during the experiments. A zoom into the shot series between shots 3550 and 3800
which shows a constant yield of 50 % is shown in the lower panel of the figure. The
peak-to-peak variation of the electron energy within this shot range amounts to 100 %.
Low-pass filtering the data thereby averaging out all variations on a scale shorter than 25
shots yields an almost constant value of 7 MeV (orange line). The upper panel also shows
that this low-pass filtered data effectively averages out all statistical fluctuations and shows
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Figure 6.2: Electron spectrum and transverse beam size obtained with a scintillating screen placed
in the electron spectrometer and imaged onto a CCD camera. The false-color plot shows the image
on the screen with the right and the bottom panels depicting calibrated line-outs along the energy
axis (lower plot) and the transversal axis (right side). The displayed result was obtained with a 300-
µm supersonic gas jet and exhibits a monoenergetic peak at 24.6 MeV with 3.3% energy spread
(FWHM), a divergence of 6.3 mrad (FWHM) and a charge of 3 pC. The laser pulses had an energy
of 40 mJ, the spot size was 6.5 µm (FWHM)
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reliably the slow variation of laser parameters. Applying the same FFT based low pass fil-
ter with a window of 5 points gives the black line. Interestingly, it reveals an oscillatory
behavior with a peak to peak amplitude of 20 % of the average value and with a time
constant of 30 - 40 shots corresponding to 12 - 16 s, since the data was acquired at 2.5 Hz
in this case. The source of this periodic variation is unclear but is also most likely linked
to the periodic variation of a laser parameter. The fast, stochastic shot-to-shot fluctuation
visible in the grey plot is caused by the acceleration process either through parametric am-
plification of fluctuations in laser- and gas jet parameters or through processes intrinsic to
the injection and acceleration in the plasma wave. To shed light on the dependence of the
electron beam properties on the variation of experimental parameters, several parameter
scans were conducted. The statistical analysis of a scan of plasma density is shown in
figure 6.4.
The figure shows the fraction of monoenergetic peaks with respect to the total number
of shots (orange) and plots of the charge (upper panel) and energy (lower panel, black
squares) of the monoenergetic spectral peak. Each point in the charge and energy plots
represent the average value of 300 shots with the error bars representing the root-mean-
square error about that average value. The grey line shows the temperature of the thermal
electrons in case that maxwellian spectra were produced. The fraction of monoenergetic
shots has a sharp maximum around 2 × 1019 cm−3 and rapidly decays towards higher and
lower density. A change of the plasma density of 10 % decreases the fraction of monoen-
ergetic shots by a factor of two. The average electron energy at the point of optimum yield
is 10 MeV in this case. It was consistently observed in many experiments that slightly
increased plasma density leads to higher electron energies but also to decreased yield of
monoenergetic spectra and larger shot-to-shot variations. As can be seen in the upper
panel, the charge of the monoenergetic electron bunch also varies strongly from shot to
shot but does not seem to depend on the plasma density.
PIC simulations and the scaling laws [65] show that the length of the self-guided
plasma channel is proportional to the Rayleigh range. For the parameters of the present ex-
periments, the scaling laws predict a channel length of roughly twice the Rayleigh range,
thus corresponding to the confocal parameter. Therefore, if pump depletion can be ne-
glected and if the accelerating electric fields are the same, higher electron energies can be
expected for longer focal length due the increased acceleration length. Histograms of mo-
noenergetic electron energy for a spot size of 4 µm and 5.4 µm corresponding to a confocal
parameter of 86 and 170 µm respectively, are given in figure 6.4. In the case of the longer
confocal parameter, a decaying tail towards higher energies is developed.
Obviously, increased plasma density and increased spot size cause similar effects in
the measured electron spectra. Due to the large fluctuations in the electron beam, no
conclusive distinction in terms of electron beam parameters between the two cases can be
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Figure 6.3: The upper panel shows a time series of monoenergetic electron energy. The series
contains 1500 shots out of which 40 % are monoenergetic. The majority of the other spectra
is non-maxwellian but not monoenergetic, a small fraction is maxwellian. The plots are energy
versus shot number, only monoenergetic shots are shown, the others are skipped. The black and
orange lines represent the FFT - low pass filtered data with a window 5 and 25 points, respectively.
The lower panel shows a magnification of the stretch from shot number 3550 to 3800. It shows an
increased monoenergetic shot fraction of 50% and seems to be free of long-term variations which
most likely are attributed to changes in laser parameters. These results were obtained with the 300
µm de Laval nozzle and 3.5 µm (FWHM) focal spot size.
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Figure 6.4: (a), (b) Results of a density scan with the 300 µm de Laval nozzle and 6 µm (FWHM)
focal spot size. The upper panel shows the charge in the monoenergetic peak, the lower panel the
fraction of shots having monoenergetic spectra (orange), the average energy of the monoenergetic
peak (black) and the temperature of the thermal electron spectra (grey). Each measurement point
corresponds to 300 shots, the error bars to the RMS fluctuation about the average. Histograms of
monoenergetic electron energy for a spot size of 4 µm (c) and 5.4 µm (d). For the larger focal spot
corresponding to a longer confocal parameter, a high energy tail shows up. The de Laval nozzle
producing the gas jet had a diameter of 300 µm.
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given here.
The last presented parameter scan is a systematic variation of the position of the gas
jet along the propagation axis of the laser beam. The results are presented in figure 6.5,
showing absolute and relative yield of monoenergetic electrons and their average energy
versus gas jet position along the laser beam propagation axis. Increasing position values
correspond to movement of the gas jet towards the focusing off-axis parabolic mirror. Error
bars of energy are RMS variation around the average (black line). Since the RMS error is
very sensitive to single outliers, the fraction of shots having energies of 20 - 80 % (grey
line) and 80 - 100 % of the maximum energy are also shown. The confocal parameter of
the laser beam calculated for the measured spot size of 3.5 µm is 70 µm, the diameter of
the gas jet was 300 µm. Electrons are accelerated within a range of 250 µm. The optimum
range where the most monoenergetic electron spectra are produced is approximately 50 µm
long and lies between -50 and 0 µm. Within this range no significant variation of electron
beam parameters with nozzle position is observed. Interestingly, when moving the gas
jet away from the focusing parabolic mirror, a peak of almost 80 % in the monoenergetic
yield is produced at a position of -100 µm just before acceleration ceases completely. The
average energy at this position is approximately 7 MeV and, thus, almost half the value
that is obtained within the optimum range.
A parameter scan with varying laser energy was also conducted with the main result
that electron acceleration only works at on-target energies larger than 25 mJ with optimum
stability reached above 30 mJ. Above this value no significant correlation between laser
energy and electron beam parameters could be observed. A similar result was obtained for
the pulse duration: only within a small range around the optimum pulse duration, electron
acceleration was possible at all. A deviation from the optimum group delay dispersion
(GDD) of ±50 fs2 significantly reduced the yield of monoenergetic electron spectra. As-
suming that the optimum setting corresponds to the shortest pulse of 8 fs, this deviation in
GDD corresponds to a pulse duration of approximately 13 fs.
Under optimal conditions, hence after manual optimization of laser pulse duration, gas
jet position, and plasma density, shot series like the one depicted in figure 6.6 could be
produced. It shows the electron spectra produced by 27 consecutive shots with all of them
showing monoenergetic features between 15 and 35 MeV. Due to long-term variation in
laser parameters similarly to the behavior shown in the upper panel of figure 6.3, the accel-
erator intermittently dropped in performance leading again to an optimum average yield
between 50 - 80 % monoenergetic spectra. Quite obviously, the spectra in figure 6.6 differ
one from one another in almost all important parameters like charge, energy, and diver-
gence. In order to exclude propagation effects like beam loading, laser pulse depletion
and electron bunch dephasing, a much smaller gas jet was used as a target as well. The
results of this measurement are shown in figure 6.7 showing again two series of consecu-
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Figure 6.5: Absolute and relative yield of monoenergetic electron bunches and their average energy
versus gas jet position along the laser beam propagation axis. Increasing position values correspond
to movement of the gas jet towards the focusing off-axis parabolic mirror. Error bars of energy are
RMS variation around the average (black line). Also the fraction of shots having energies of 20
- 80 % (grey line) and 80 - 100 % of the maximum energy are shown. The calculated confocal
parameter of the laser beam is 70 µm, the diameter of the gas jet is 300 µm.
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Figure 6.6: These electron spectra were obtained at 10 Hz repetition rate with a supersonic gas jet
with 300 µm diameter. The focal spot size was 6 µm (FWHM). The vertical coordinate in each
image is the energy axis, the horizontal coordinate is the transversal (position) axis. Compare to
figure 6.2 for more information.
tive shots. These spectra where measured with the scintillating fibres, so the information
about the electron beam divergence is lost. The charge and, hence, the amplitude of the
monoenergetic spectral peaks still varies from shot to shot but the improvement in terms of
reproducibility of the energy spectrum is remarkable. This last result that is shown in this
section marks the optimum performance in terms of stability that could be accomplished
during the present work.
6.2 Multiple Accelerated Electron Bunches
A feature that was regularly obtained during the experiments are electron spectra contain-
ing multiple electron bunches that are well separated in energy and sometimes also in di-
rection. One nice example of such a spectrum is depicted in figure 6.8. Six collimated and
spectrally narrow electron bunches are easily visible in the energy range between 20 and
30 MeV. The phenomenon of multiple electron bunches is also seen in PIC simulations, it
is treated, for example, in [184]. Analysis of the data of tens of thousands of shots showed
that predominantly the highest energy spectra show more than one bunch. By filtering out
of this large amount of spectra only those which have at least one monoenergetic peak at
energies larger than 35 MeV the spectra displayed in figure 6.9 are obtained. All of them
but one (the second from the left) show multiple bunches and were obtained with a spot
size of 6 µm. With an enlarged spot size of 12 µm the rate of generation of multi-bunch
spectra significantly increased.
In principle two effects - or a combination of them - can lead to the acceleration of
more than one electron bunch: consecutive injection of more than one bunch into the
same bubble and injection in more than one plasma wave trough with one injected bunch
each. In the present case, it is seen in PIC simulations (see 4.2) that - in contrast to the
fully developed bubble regime - the plasma wave does not break down entirely after the
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Figure 6.7: This shot series was obtained at 3.3 Hz repetition rate with a supersonic gas jet with
150 µm diameter. The focal spot size was 6 µm (FWHM). (a) shows all shots (out of 800) with a
monoenergetic peak at an energy larger than 10 MeV. Only few shots meet that criterion but these
show quite similar spectra. (b) shows one (out of several) consecutive shot series, where each shot
shows a monoenergetic peak. Out of 800 shots, 37 % are monoenergetic, the average energy of the
monoenergetic peak is 7.6 ± 1.6 MeV (RMS).
Figure 6.8: This shot was obtained with a supersonic gas jet with 300 µm diameter and a focal
spot size of 12 µm (FWHM). Six clearly separated monoenergetic electron bunches at different
energies and with slightly different pointing and divergence are visible. Similar spectra with up to
nine bunches were obtained. This type of spectrum was almost exclusively observed with a larger
focal spot size (12 µm (FWHM) instead of 6 µm) where up to 3 % of the spectra showed more than
three peaks.
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Figure 6.9: Out of several thousand shots acquired with 300 µm diameter gas jet and 6 µm (FWHM)
focal spot size these 15 shots are the only ones with monoenergetic peaks above 35 MeV. As can
be seen, they all show multiple peaks.
first oscillation. Rather a prolonged plasma-wave, extending over several oscillations is
trailing the laser pulse and reaches wave breaking in more than one wave trough also in
the simulations. Therefore, injection into several plasma wave buckets seem to be the most
likely cause of the multi-bunching. Since the fully developed bubble regime only allows
for the first bubble to survive the strong wave breaking, the appearance of multiple bunches
in the experimental spectra is an indication that the accelerator operates just at the limit
of the bubble regime, which also could cause the observed instability. This is confirmed
by the fact that the production rate of multiple-bunch spectra increased significantly with
increasing laser spot size whereas with smaller focal spot and shorter gas jet, more stable
acceleration at lower electron energy and no multi-bunching could be observed.
6.3 Discussion of the Experimental Results
The most important result of this work is the experimental demonstration that electron
acceleration is possible with the unprecedentedly low laser pulse energy of only 40 mJ
provided that the pulse duration is in the few-cycle-regime. These unique properties of the
laser system LWS-10 allowed to consistently satisfy the parametric requirements posed by
the scaling laws of the bubble regime. Supported by PIC simulations matching real world
experimental conditions, a parameter regime was experimentally delimited within which
monoenergetic electron beams can be reliably created. The accelerated electron bunches,
depending on laser spot size and plasma density have energies between 5 and 50 MeV,
a divergence around 7 mrad, and a charge between 1 - 10 pC. The electron beam is un-
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der optimal conditions virtually free of spectral contributions with thermal characteristics.
This feature is confirmed down to energies in the 100 keV regime. All these features are
well reproduced by PIC simulations.
All relevant parametric dependencies of the acceleration process on experimentally
available variables were analyzed. It was found that there is a well defined optimum den-
sity around 2 × 1019 cm−3 which just fits the requirement of the bubble regime that the
longitudinal pulse length should be approximately equal to the radius of the bubble. De-
tuning the density by approximately 10 % towards higher values leads to larger electron
energies but also to larger shot-to-shot fluctuations. This can easily be understood because
a larger plasma density will lead to a larger space charge enclosed in the bubble which in
turn leads to a larger longitudinal electric field that accelerates the electrons. The larger
shot-to-shot fluctuations can be explained either by dephasing, which means that the ac-
celerated electron bunch outruns the driving laser pulse, or by laser pulse depletion which
is faster for higher plasma densities. PIC simulations show that in this parameter regime
(few-cycle, low energy pulses) laser pulse depletion and intensity loss due to diffraction
are the dominant effect. The impact of larger spot size on the electron beam parameters
is qualitatively similar to the one of higher plasma density: again, the energy increases
together with the shot-to-shot fluctuations. At the largest spot size tested within this work
of 12 µm, multiple bunches within one shot occur at a significantly higher rate pointing
towards a less strongly driven wake-field that allows for more than one wake field trough
(bubble) to develop and subsequently break. Therefore, this constitutes an upper limit of
operation of the electron acceleration regarding the focal spot size.
The shot-to-shot reproducibility of the electron beam remains unsatisfactory with opti-
mum results reached using a short plasma length of 150 µm and a spot size of 6 µm. In this
case, up to 50 % of the produced shots are monoenergetic and show comparable spectra
with average energies around 8 to 12 MeV and a RMS energy fluctuation of ± 20%. Series
of more than 10 consecutive shots with monoenergetic electron spectra could be observed
in this case. Again, the fact that a short plasma improves the stability points towards laser
pulse depletion due to energy transfer and diffraction as a source of instability - for such a
short plasma, no visible dephasing occurs in the PIC simulations. It has also been observed
that the nice gaussian spot, which is obtained in the focus, rapidly degrades and develops
a rich structure as one moves longitudinally out of the focus. This could induce asymme-
tries in the plasma wave which in turn could cause shot-to-shot fluctuations in the electron
beam. Since also in this case no stable operation was obtained, something else seems
to alter the electron bunch properties from shot to shot. All the parametric instabilities
like stimulated Brillouin and Raman scattering are excluded by the short pulse duration,
so that what mainly remains as possible reasons for the fluctuations is first, the strongly
anharmonic wake field that depends non-linearly on the laser pulse parameters, and the
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injection process in the bubble regime. The latter one starts as soon as the transversal
wave-breaking threshold is reached and terminates when either the laser pulse is depleted
or leaves the plasma or when the space charge of the injected electron bunch prevents any
further loading of the bubble. To judge one from the other, parameter scans using full 3D
PIC codes must be conducted. Due to limitations in available computing resources, this
could not be accomplished within the present work. However, at least beam loading can be
excluded as a dominant factor because the simulations show that the electric field caused
by the charge of the injected bunch hardly affects the electric field within the bubble at all.
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Chapter 7
Next Steps for Optimizing the
Accelerator
As shown in chapter 6, it is now routinely possible to generate monoenergetic electron
bunches with the few-cycle laser-driven electron accelerator. Under optimal conditions
and tuned for low energies in the range around 8 - 12 MeV by using very small gas jets
of 150 µm length, the electron-beam is stable enough to be applied to first experiments.
However, at higher energies - the accelerator has been shown to be capable of producing
up to 50 MeV monoenergetic pulses - the shot-to-shot reproducibility of the electron beam
parameters is still unsatisfactory. Figure 6.3 shows that the fluctuations have a systematic
and a stochastic component. The systematic component is presumably caused by - at the
moment uncontrollable - slow drifts in laser and gas jet parameters. Efforts are under
way to reduce this drifts by introducing several active feedback loops that control beam
location and direction inside the light amplification chain as well as the timing between
pump and seed beam. Furthermore, diagnostics are under development that will allow
recording the most important laser pulse parameters as energy, spectrum, and focal spot
shape and pointing for every shot. This should not only reveal to which of these parameters
the acceleration process is most sensitive but should also allow post selection of the good
shots in a data set. At 10 Hz repetition rate - and with the NOPCPA process in principle
posing no limitation on the maximum repetition rate, providing a corresponding pump
laser exists - it would probably be acceptable to lose 10 or 20 % of the shots through
post-selection. However, it seems that even with a perfectly stable laser, the much larger
stochastic component of the fluctuations would remain.
The route to eliminate the stochastic fluctuations of the electron beam parameters is not
obvious because the source of these fluctuations is at the moment unknown. As discussed
in section 6.3, comparison of PIC simulations and experiment point towards laser-intensity
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loss due to pump depletion and diffraction and the injection process as the major contrib-
utors to the observed instability. Also the beam-degradation out of the focus cannot be
excluded at this point. To avoid or reduce all these effects, the interaction length can be
reduced or the laser pulse energy can be increased allowing larger spot size and longer
Rayleigh range.
The first option was successfully tested by using novel, very small supersonic gas jets
produced by microscopic de Laval nozzles. The diameter of only 150 µm of this gas jet
removed, or at least alleviated, the problem of laser pulse depletion and yielded a more
stable electron beam at energies around 10 MeV. However, even in this case it can be seen
in figure 6.7 that some fluctuation remains. One possible source for these remaining fluc-
tuations could be an intrinsic property of the bubble regime: the self injection mechanism.
In the past, self injection has been extensively used in almost all successful experi-
ments concerning laser driven electron acceleration because it provides a simple way to
inject a sizeably number of electrons into the accelerating phase of a plasma wave. The
process responsible for self-injection is wave-breaking. It has been extensively described
in sections 4.1.6 and 4.2. Wave breaking starts as soon as the amplitude of the plasma
wave surpasses a threshold value but the point at which this threshold value is reached is
not well defined because its exact location depends on the previous laser pulse evolution
in the plasma. Of course, later injection produces less energetic electron bunches if it is
assumed that the acceleration length stays constant. Once injection has started, it goes on
until the laser pulse leaves the plasma, the laser pulse is depleted or beam loading prevents
further injection. This ongoing injection can produce a considerable energy spread of the
electron bunch which only can be compensated again if dephasing is reached. Therefore,
restricting injection to one well defined point in the laser-plasma channel seems to be a
promising route for improving the stability of the accelerator. This has been experimen-
tally confirmed in [73] and [74]. In these experiments a second, counter-propagating,
low energy "injection beam" is overlapped with the main drive-beam at the point where
injection should be triggered. The intensity of the main drive-beam is kept below the self-
injection threshold so that injection only occurs where the two beams interfere with each
other. The results presented in [73] and [74] show a dramatic improvement of shot-to-
shot reproducibility using this scheme. Of course, overlapping two laser foci of a high
power laser in time and space is not a trivial task and, therefore, an experimentally more
straightforward and easy to use method would be more than welcome.
Another concept for triggering injection in a wake field below the wave breaking
threshold goes back to a concept presented by Bulanov, et al. [185] in 1998. In this work
it is theoretically and numerically shown that a downward density transition of sufficient
amplitude and finite gradient always leads to sizeable injection of background electrons
into the plasma wave excited by an ultra-intense laser pulse. In the case studied in this
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work, the width of the density gradient covers several plasma wavelength. It was shown
in section 4.1.6 that the central prerequisite for injection of background electrons into the
accelerating phase of a plasma wave is that the velocity of the plasma electrons becomes
larger than the phase velocity of the plasma wave. The presence of a downward (with
respect to the direction of propagation of the wake field) density transition now leads to
a locally reduced phase velocity because the wake field gradually adapts its wavelength
inside the higher density region to a longer wavelength in the lower density region. In
each of the regions, of course, the phase velocity is given by the group velocity of the laser
pulse. Just during the density transition, the phase-velocity is temporarily reduced simply
because the plasma wave length gets longer. This decreased phase velocity now facilitates
injection of electrons well below the wave breaking threshold.
Figure 7.1: Figure out of reference
[186]. Wake field structure at a down-
ward density transition by 30 %. Solid
lines are results from an analytical
model, the dotted line represents re-
sults from 1 D PIC simulations, both
presented in [186]. The thin dashed
lines show prolongations of each of the
two wake fields into the region with
higher/lower density.
Later, this concept was extended by Suk et al.
in 2001 [186] to the limit of infinite gradient pro-
duced by a step-like density transition for the case of
plasma wakefield acceleration (PWFA), which em-
ploys an ultra-relativistic electron bunch as driver of
the plasma wave. In this case of a step-like transi-
tion, electrons that cross the density transition which
separates the high density region from the low den-
sity region are suddenly re-phased in the wake field
due to the phase-jump of the wake field that occurs
at the density transition. This is illustrated in fig-
ure 7.1 which is taken out of [186]. The density
in region I (left side) is 5 × 1013 cm−3, the one in
region II (right side) is 3.5× 1013 cm−3, correspond-
ing to a density drop by 30 %. These low densities
are typical values for PWFA, however, the physical
principles stay the same for the higher densities typ-
ical in laser wake field acceleration (LWFA). It can
be seen in figure 7.1 that electrons are re-phased in
the wake field, as they cross the density transition.
Further studies of this concept concerning PWFA can be found in [187], [188]
As laser technology improved and LWFA became more popular, injection at density
transitions with short transition scale-length was extensively studied in this context as
well. First, in 2003 Tomassini et al. [189] published an analytic and numeric treatment
of the problem, considering parameters typical for LWFA. The laser intensity is tuned
such that the generated wake field is just below the threshold of wave breaking and self
injection. This ensures that maximum charge is trapped at the density transition but the
134 7. Next Steps for Optimizing the Accelerator
regular wake structure is preserved and guaranties a clean and reproducible electron beam.
The parameters in their 2.5D PIC simulations are as follows: a 20 µm long density plateau
at 2.1 × 1019 cm−3 is connected by a sharp density transition to a second plateau at 1.1 ×
1019 cm−3 which is 150 µm long. The density transition occurs as a linear density drop
over a length of 2 µm. The laser pulse that drives the wake field has an intensity of
2.5 × 1018 W/cm2 corresponding to a normalized amplitude a0 of 1.3, a pulse duration
of 17 fs (FWHM) and a spot size of 12 µm. This corresponds to a laser pulse energy
of 110 mJ. With these parameters, a charge of 15 pC is injected and accelerated to an
energy of 10 MeV with an energy spread of 5 % and a normalized RMS emittance of
0.1 mm mrad. The simulation shows at this stage no sign of dephasing or laser pulse
depletion, so further acceleration should be possible. The Rayleigh-range with the given
spot size is approximately 400 µm. So even in the absence of self-guiding much higher
energies should be attainable. The aspect of self-focusing is unfortunately also the weak
spot of the study by Tomassini et al. because it is a well known fact that self-focusing
depends on the dimensionality of the system [173], and so does the process of transversal
injection. Therefore, to be conclusive, a full 3D study is necessary in order to ensure that
self-focusing does not lead to parasitic wave-breaking.
Still, with this point to be clarified, the results by Tomassini et al. are especially rel-
evant within the context of the present work because LWS-20, the upgrade of LWS-10,
with a planned on-target energy of up to 70 mJ will be able to reach the above mentioned
optimal intensity at just the same spot size of 12 µm due to the short pulse duration of 8 fs.
Therefore, under the assumption that pump depletion is still negligible for the considered
propagation distances, the results from [189] should be valid here as well.
Up to the present day, several publications treating this topic appeared showing certain
refinements to the injection scheme. It was shown [190] that by replacing the second
(low) density plateau by a slowly rising density ramp, dephasing can be omitted and the
electron bunch always stays in the point of maximum accelerating gradient in the wake
field, leading to larger final energy of the accelerated electron bunch. This density rise
might also help to alleviate problems caused by beam-loading. However, several works
point towards the possibility that gradually lowering the density in the low density region
should lead to reduced energy spread [190] – [192]. Another recent study analyzes via
1D-PIC simulation the influence of amplitude and scale-length of the density transition
on the amount of trapped charge with the basic conclusion that - at least in 1D geometry
- more charge is trapped for larger amplitude and shorter scale-length of the transition.
However, no information is given on how the trapped charge is phased in the acceleration
field which, of course, is of utmost importance for the final electron beam parameters. To
complete the list of theoretical and simulation results on the topic of electron injection into
wake fields using sharp density transitions, the paper by Brantov et al. must be taken into
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account [193] where an analytical model based on Hamiltonian analysis is presented. And
finally, as an outlook, the concept-paper by Petrillo et al. should be mentioned where the
superior electron beam quality produced by this injection and acceleration scheme is used
to realize an all-optical free electron laser. Although a preliminary result, it represents - if
realizable - a very intriguing possibility for generating radiation with a wavelength on the
1 Å scale by replacing the usually employed undulator with a counter-propagating laser
pulse.
Backed by all these encouraging theoretical results, proposals and attempts were made,
as to how such a density transition could be realized. These proposed methods are: par-
tially blocking a flow of low density plasma in the case of PWFA [188], shock fronts pro-
duced by colliding plasmas that are generated via laser-ionization of thin foils [189], and
using a second laser at right angles with the driving beam that forms a parabolic density
profile with steep edges by ionization and heating of an expanding plasma channel. Most
likely, due to the involved experimental difficulties, of all these methods only the latter
one was experimentally realized [194] – [197] but none of them yielded mono-energetic
electron spectra. This can be attributed again to experimental difficulties with the rather
complex setups, to non-optimal available laser parameters and to the rather larger devia-
tions of the density-distributions produced in these experiments as compared to the ideal
case considered in the theoretical studies.
So it seems that this scheme stands and falls with a reliable and straightforward way to
produce step-like density profiles. In section 2.2.6 such a way was presented for the first
time to the knowledge of the author: shock fronts in supersonic gas flows. Shock fronts
in supersonic gas jets are easily produced just by placing an obstacle like a knife edge
into the gas jet. The shock front then naturally produces exactly the desired gas density
profile: A high density region that is connected to a low density region by a short scale-
length density jump as can be seen in figure 2.25. The scale-length is here on the order of
the molecular mean free path which depends only on gas type (through the scattering cross
section) and the number density. For a Helium jet of typical conditions, it is approximately
500 nm - much shorter than the plasma wavelength. Since the non-relativistic plasma
wave length is given by λP = 2pic
√
(ε0me)/nee2, and the molecular mean free path by
λMFP = 1/(
√
2σnG), the ratio between the two is given by
λP
λMFP
=
2
√
2picσ
e
√
ε0me
√
nG
ι
(7.1)
Here, nG is the neutral gas particle density, ne is the electron density, σ is the molecular (or
atomic) Van der Waals radius which amounts to 280 pm in the case of Helium and ι is the
average degree of ionization of the atoms in the plasma. The rest of the symbols have their
usual meaning. Figure 7.2 shows this relation for plasma densities between 1018 and 1020
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Figure 7.2: Ratio between plasma wave period (assuming full ionization) and mean free path for
Helium versus plasma (electron) density. High electron density lead to large ratio between mean
free path (transition scale length) and plasma wave length.
cm−3 for Helium. Obviously, high plasma densities are beneficial in this scheme because
they lead to transition scale-length much shorter than the plasma wave length. At a density
of 2 × 1019 cm−3 the ratio between the two amounts to almost an order of magnitude.
Experimentally it has been shown in section 3.4 that these shock fronts can easily
be produced and visualized interferometrically. The shock fronts in the experiment are
in a steady state and are reliably produced at the same location. Since the amplitude and
position of the shock front only depends on the Mach number of the gas jet, the shock front
is generated at the exact same location in a wide pressure range. The exact experimental
characterization of these shock fronts as well as their application to laser driven electron
acceleration are subject of ongoing and future work.
To summarize, it can be said that the concept of electron injection in non-breaking
plasma waves by short-scale density transitions is a theoretically and numerically well
studied and well understood concept that shows several clear advantages as compared with
electron injection via wave breaking. First and above all, the injection of electrons happens
at one well defined spot which is expected to improve the shot-to-shot reproducibility of
the electron beam by orders of magnitude. This claim is backed by encouraging experi-
mental results obtained with triggered injection by counter-propagating laser pulses [73],
[74]. By making important parameters as the amount of injected charge, the acceleration
length and the process of dephasing experimentally easily accessible and tuneable, this
new scheme can be expected to allow a leap in the development of user-friendly laser
driven electron accelerators which are up to now still an object of basic research. For the
first time, a straightforward, easy way to produce the density profiles called for by this
method has been developed within this work. In the near future, this will allow the ex-
perimental investigation of electron injection in plasma waves below the wave breaking
threshold, triggered by short scale density transitions.
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The general outlook to laser wakefield electron acceleration (LWFA) seems bright.
Many experiments have proven that the exceedingly high acceleration gradients predicted
in [20] exist and that they can be exploited for electron acceleration [32] – [47], [67]
– [75]. Maximum electron energies of up to 1 GeV have been demonstrated [72] with
laser parameters that are surpassed by laser systems which are nowadays commercially
available. Therefore it seems to be only a question of a few years before finally also the
10 GeV barrier will be broken.
Not only in terms of electron energy, also in terms of stability and reproducibility
great improvements have been made [67], [73] – [75]. Especially schemes for externally
triggering self-injection like the one employing counter-propagating laser pulses [73], [74]
or by density transitions offer the unique possibility of combining the advantages of self-
injection with those of robust, close-to-one dimensional laser wakes. Of course, there
remains much to be done. Further improvement of the electron beam stability together
with larger repetition rate of the accelerator will allow more sophisticated experiments
with the electron beam and the accumulation of larger statistics. Increasing the accelerated
charge and especially the charge density due to ultrashort electron pulse durations will
allow new ways of producing short wavelength radiation. The ultrashort duration might
also allow time resolved diffraction studies of unprecedented resolution. And finally, the
staging of multiple wake-field accelerators remains to be shown. Only by staging, the
electron energy range relevant for fundamental particle physics will become accessible.
Considering all this, truly application-ready laser-driven electron accelerators seem to
be within reach offering the prospect of table-top-scale experiments with electron beams
in the GeV-range. However, there is still a lot of interesting work to be done in laser
driven electron acceleration and relativistic laser-plasma physics so that these areas will
stay attractive and will keep flourishing for years to come.
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Conclusion
The main objective of this work was to experimentally investigate electron acceleration in
the bubble regime as described in the theoretical work by Pukhov and Meyer-ter-Vehn [62].
As detailed in chapter 4, this regime poses stringent limits on laser pulse duration, laser
pulse energy, focal spot diameter, plasma density, and propagation length in the plasma:
first, and most importantly, sufficient intensity (depending on laser parameters between
1018 and 1019 W/cm2) must be reached with the laser focal spot diameter being approxi-
mately twice as large as the pulse length. Then, the plasma density must be matched to
the pulse duration such that the plasma wavelength is larger than double the pulse duration
and the propagation distance in the plasma should match the maximum acceleration length
which is proportional to the Rayleigh-range of the laser beam.
By the time this work was initiated, conventional Ti:sapphire laser technology was
unable to produce the necessary ultrashort pulse durations with sufficient energy. Am-
plification gain narrowing lead to minimum pulse durations of approximately 35 - 40 fs
while the lacking availability of large aperture crystals and strong enough pump lasers
limited the amplified pulse energy to 1 - 2 Joule. Therefore, in this work an alternative
approach was followed by using non-collinear optical parametric chirped pulse amplifica-
tion (NOPCPA) to generate ultra broadband few-cycle light pulses with multi-TW power.
In this laser parameter range, electron acceleration in the bubble regime is possible but the
maximum acceleration length is in the 100 µm range thereby causing the need for well
defined gas jets in this size-range to be used as targets in the experiments. Ideally, such
a gas jet has a flat-top density profile in order to ensure clean and predictable interaction
dynamics and sharp jet edges to precisely define the maximum acceleration length and to
avoid any post-acceleration interaction of the electron bunch with the plasma.
These demands call for microscopic de Laval nozzles to be used for generating these
jets. In Part I of this work this topic is investigated for the first time in the context of
laser-plasma experiments.
The basic analytic considerations in chapter 1 and the detailed numerical simulations
presented in chapter 2 shed light on the peculiar properties of supersonic gas flows in mi-
croscopic de Laval nozzles. Thorough parameter studies allowed the optimized design of
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such nozzles as well as the prediction of the gas jet properties under experimental condi-
tions. The most important results of these parameter studies are:
1. De Laval nozzles generate collimated cold jets with sharp jet edges. As the
gas expands through the nozzle, the density decreases approximately one order of
magnitude. In this way, most of the enthalpy of the gas is converted into kinetic
energy within the nozzle, the confinement by the nozzle walls directs the gas flow
into forward direction.
2. The width of the density gradient at the jet-edge grows with nozzle-length and
ratio between throat an exit diameter. For sharp jet-edges, short nozzles and low
expansion inside the nozzle are preferable.
3. Density modulations decrease with nozzle length and angle. The violent expan-
sion of the gas close to the nozzle-throat causes density modulations that slowly
decay as the gas propagates through the remaining part of the nozzle.
4. Jet divergence decreases with increasing diameter ratio. This is an expected
result because the more enthalpy is already used up inside the nozzle the less there
is to cause transversal acceleration of the gas once it has left the nozzle.
5. The density at the nozzle exit scales according to a power-law with the backing
pressure. Approximately linear behavior is only given for high Knudsen numbers
Kn (high pressure and/or large nozzles) and small pressure variations.
6. Lowering the density or shrinking the nozzle leads to equivalent results. In both
cases, the gradient width and the jet divergence increase.
7. Simulations reproduce well the measurement. This holds true also in the case of
small nozzles where wall-effects are strong.
This preparatory work allowed the construction of the smallest de Laval nozzles ever
used in laser-plasma experiments. An experimental setup for gas jet characterization was
built, some measurement results are presented in chapter 3. The measurements confirm
the simulation results and, hence, the functionality of microscopic de Laval nozzles.
With the gas target being ready for experiment, the second part of this work is dedicated
to laser driven electron acceleration.
A short introduction to the analytic theory of laser-driven electron acceleration is given
in chapter 4 together with simulation results. The numeric simulations were conducted
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matching the experimental parameters and reproduce all the main properties of the bubble-
regime as cavitation, electron-self injection, and acceleration and give useful information
about optimum experimental conditions.
The main experimental novelty in this work besides the microscopic de Laval nozzles,
is the unique light source Light Wave Synthesizer 10 (LWS-10). Development and im-
provement of LWS-10 up to the point where it could finally be used for experiments was
an important part of this work and is briefly discussed in chapter 5. The system is now up
and running and available for experiments producing pulses with 8 fs duration (FWHM)
and an energy of 50 mJ. The experimental setup that was constructed and used for electron
acceleration is described in the same chapter.
The most important experimental findings, which are presented in detail in chapter 6,
are as follows:
1. Mono-energetic electron bunches can be generated by few-cycle multi-TW laser
pulses. The ultrashort laser pulse duration of 8 fs allowed to self-inject and accel-
erate electrons in a laser driven plasma wave using a laser pulse energy of only 40
mJ.
2. Low energy spread and divergence, low Thermal Background. Clean mono-
energetic electron bunches are produced comprising an almost background-free en-
ergy spectrum with a narrow mono-energetic peak having an energy spread down to
3 % and a divergence as small as 5 mrad.
3. Electron acceleration routinely operated at 10 Hz repetition rate. Due to the low
thermal background of the electron spectra and due to the low gas load on the vac-
uum system caused by the microscopic de Laval nozzles, the electron acceleration
can be run at 10 Hz.
4. Stable low energy electron beam. By using supersonic gas jets with a diameter of
only 150 µm, thereby restricting the interaction and acceleration length, a compara-
tively stable electron beam could be generated. Over hundreds of shots, the electron
energy remained stable at 7.6 MeV ± 1.6 MeV (RMS). Since the 10 Hz repetition
rate allows to rather quickly build up meaningful statistics, this in principle would
allow first experiments with the electron beam as, for example, time-resolved elec-
tron diffraction.
5. Maximum electron energies up to 50 MeV Maximum electron energies up to 50
MeV could be generated, but no stable operation could be achieved in this case, with
shot-to-shot energy fluctuations being as large as 100 %.
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From these results it becomes clear that the most pressing issue to be solved is the
lacking shot-to-shot reproducibility of the (high energy) electron beam. As a conclusion
to this work, a promising route towards a more stable electron beam is proposed in chapter
7. The proposed method exploits shock fronts in supersonic gas jets introduced in sec-
tion 3.4 to trigger the injection of electrons into the wake field thereby circumventing the
instabilities introduced by self-injection through transversal wave breaking.
Appendix A
Numeric setup of the fluid flow
simulations
The major issue in the construction of microscopic nozzles lies in the fact that viscosity and
boundary layer effects, which are of minor importance in the design of macroscopic super-
sonic gas jets, play an important role in the flow-formation. This implies that for correct
prediction of the flow in this regime, the Navier-Stokes equations must be solved. Since
this is only possible numerically, the commercial code FLUENT was employed. The fluid
was helium assumed to be a perfect gas. The problem was set up in 2D-axisymmetric with
double precision accuracy. The mesh was generated with the mesh generator GAMBIT
and was refined up to a point where the solution did not change any more with any further
refinement. Several full 3D simulations were also carried out and it could be verified that
the axisymmetric assumption is justified.
The boundary conditions were a pressure inlet at the high pressure side of the nozzle
and a pressure outlet confining the volume outside the nozzle exit. The walls are adiabatic.
After the gas leaves the de Laval nozzle it emanates into a vacuum. Of course a vac-
uum cannot itself be simulated within a continuum model, so in order to avoid problems
with dilute flows, the boundaries of the flow domain outside the nozzle have to be close
enough to the nozzle exit to ensure high enough particle density everywhere. Since the
flow through the pressure outlet is supersonic over a major part of the outlet boundary, the
actual boundary condition prescribed there does not influence the solution as long as the
pressure prescribed at the exit boundary is small enough, see section 2.2.5. In this case
the flow does not depend on downstream values and the solver has to extrapolate upstream
values from downstream values. To verify this, simulations with outlet pressures of 10, 1
and 0.1 Pa were made, yielding the expected result that within the main jet (95% of the
mass flow), the difference in local density between those three cases is less than 1%. Only
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in the regions outside the main gas flow, where density and pressure are very low, con-
siderable deviations occur. If not stated differently, in the following all simulations were
conducted with a pressure of 1 Pa prescribed on the vacuum boundary. Similarly, effects
of imperfect inlet boundary conditions (eg. constant flow parameters over the whole cross
section) do not significantly influence the simulation results.
In order to achieve fast convergence, all problems were initialized in a two-step pro-
cess. First the whole flow domain was initialized to inlet parameters, subsequently the
pressure in the vacuum-domain was set to approximately 100 Pa. Then the f-m-g initial-
ization function of FLUENT was used to obtain an initial state that shows already the main
properties of the final solution, albeit with very poor accuracy. Sometimes convergence
problems in the f-m-g-initialization made it necessary to start at higher background pres-
sures of around 5000 Pa and then stepwise lower the background pressure to the final value
of 1 Pa.
A.0.1 The Optimal Mesh
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Figure A.1: Pressure contours in a nozzle with a
sharper exit-rounding at the throat. Medium: He,
dC = 1mm, dE = 3 mm, L = 6 mm, p0 = 50bar.
The rounded contour between the throat and the
diverging section has a radius equal to half the
throat diameter instead of four times it. This leads
to the development of shock fronts that distort the
flow quite strongly.
In order to achieve numerical solutions
which are independent of mesh-resolution
and cell-geometry, a few quality factors
must be observed during mesh-generation.
The most obvious one is the resolution:
The cell-size should be smaller (at least a
factor of 2-3, better 5-10) than the smallest
flow feature to be resolved. In the case of
supersonic flows this can necessitate quite
large mesh resolutions due to two reasons.
First, in supersonic flows, shock fronts can
occur which comprise very steep pressure
gradients that have to be properly resolved.
Such shock fronts can be seen in Figure
A.1.
The second reason is connected to the
fact that we are interested here in the be-
havior of the subsonic, viscous boundary
layer attached to the inner nozzle contour.
Since at the usual backing pressures in
the range between 10 and 100 bar, the
Reynolds numbers (calculated at the throat) are very high, it is clear that these bound-
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ary layers will be very small, on the order of 5 µm in the throat. The Reynolds number Re
is defined as Re = ρwL/µ, with ρ being the density, w the velocity and µ the viscosity of
the fluid. L is a characteristic length scale of the flow-geometry
To properly resolve these small scales, meshes have been used whose resolution nor-
mal to the walls is large enough to have at least 10 cells within the boundary layer. The
main problem here is, that the boundary layer thickness is not a priori known, therefore
it requires some experience to make a good initial guess. In principle, mesh adaptation
can also be used for improving the boundary layer resolution during the simulation. How-
ever already in 2D the additional cells generated by one complete adaptation can be quite
large and in 3D it is due to the large number of surface-cells usually impossible, or only
at very high computational cost, to adapt large fractions of the boundary layer mesh. This
problem is especially critical in the use of turbulence models like the k-, the k-ω, or the
Reynolds-Stress-Model, since turbulent flows are significantly affected by the presence of
walls. Obviously, the mean velocity field is affected through the no-slip condition that has
to be satisfied at the wall. However, the turbulence is also changed by the presence of the
wall in non-trivial ways. Very close to the wall, viscous damping reduces the tangential
velocity fluctuations, while kinematic blocking reduces the normal fluctuations. Toward
the outer part of the near-wall region, however, the turbulence is rapidly augmented by the
production of turbulence kinetic energy due to the large gradients in mean velocity. The
near-wall modelling significantly impacts the quality of numerical solutions, because the
walls are the main source of vorticity and turbulence. Therefore, accurate representation of
the flow in the near-wall region determines successful predictions of wall-bounded turbu-
lent flows. The quantity Y+ called the wall unit can be used to judge whether the boundary
layer is sufficiently resolved for these turbulence models. It is defined as
Y+ =
ρuTy
µ
(A.1)
where ρ is the local density, µ is the dynamic viscosity, y is the distance between the cell
centroid and the wall for wall-adjacent cells and uT is the tangential velocity. For the
boundary layer to be properly resolved, Y+ must be smaller than 1.
It can be seen in Figure A.2(a) that for the given case (dC = 1mm, dE = 3 mm, L =
6 mm, p0 = 50bar), Y+ is smaller than one along the whole nozzle contour. It should be
noted that due to the dependence of Y+ on the density, it will vary roughly linear with the
backing pressure. This means that the mesh corresponding to A.2(a) will be applicable in
a range of approximately 10-100bar.
The mesh is shown in Figure A.2(b) with a closeup of the boundary layer mesh in
the inset. Interestingly there is also a lower limit to Y+, meaning that the boundary layer
resolution can also be too high. This is probably due to the fact that the continuum ap-
proximation of fluid flows requires that the molecular mean free path is much smaller than
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(a) Y+ at the nozzle walls
(b) Typical computational mesh
Figure A.2: (a) Y+ plotted along the walls of the nozzle at 50 bar. Y+ is everywhere smaller than
one, so the viscous boundary layer is properly resolved everywhere. (b) Typical mesh used in the
simulations. The Inset shows the magnified nozzle throat. The increasing mesh resolution in radial
direction towards the wall is clearly visible.
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the cell size. Therefore it is interesting to note that for this reason it is necessary for low
backing pressures or very small nozzles, to use meshes that actually contain less cells than
for large nozzles or high pressures in order to obtain converging solutions. Of course the
absolute resolution will still be higher for the smaller nozzles but on the smaller scale this
can be accomplished with fewer cells. Mesh resolution is not the only quality factor that
has to be satisfied by a mesh for the numeric solution of complicated nonlinear differential
equations. As mentioned earlier, also the cell geometry plays an important role for the
accuracy and stability of the numerical computation. Besides others, the most important
parameter that measures the geometric quality of a cell is the skewness. It is defined as the
difference between the shape of the cell and the shape of an equilateral cell of equivalent
volume. The equi-angle skewness, QEAS which was used here, is defined as
QEAS = max
{
Θmax − Θeq
180◦ − Θeq ,
Θeq − Θmin
Θeq
}
(A.2)
Here Θmax and Θmin are the maximum and minimum angles (in degrees) between the edges
of the element, and Θeq is the characteristic angle corresponding to an equilateral cell of
similar form. For triangular and tetrahedral elements, Θeq = 60◦. For quadrilateral and
hexahedral elements, Θeq = 90◦. By definition, 0 ≤ QQEAS ≤ 1, where QEAS = 0 describes
an equilateral element, and QEAS = 1 describes a completely degenerate element. The
following table outlines the overall relationship between QEAS and element quality:
Table A.1: Relationship between equi-angle skewness QEAS and mesh quality.
QEAS Quality
0 Equilateral (perfect)
0 ≤ QQEAS < 0.25 Excellent
0.25 ≤ QQEAS < 0.5 Good
0.5 ≤ QQEAS < 0.75 Fair
0.25 ≤ QQEAS < 0.9 Poor
0.9 ≤ QQEAS < 1 Very poor (sliver)
1 Degenerate
Highly skewed cells can decrease accuracy and destabilize the solution. For example,
optimal quadrilateral meshes will have vertex angles close to 90◦, while triangular meshes
should preferably have angles of close to 60◦ and have all angles less than 90◦ degrees.
Especially for flows involving high pressure gradients - like the ones considered here -
very high quality meshes are needed in order to obtain a converged solution. In the present
case this limitation is so severe that it is practically impossible to use anything else than
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the map-scheme for meshing. This produces very low skewness, quadrilateral cell meshes
with the drawback that there is only a limited possibility of cell size variation throughout
the flow domain. This leads to larger numbers of cells as compared to meshes generated
with more flexible schemes like the pave scheme in 2D for example. The displayed mesh
in Figure A.2(b) has for 95% of the cells a skewness < 0.13, the worst cell has a skewness
of 0.34.
A.0.2 Comparison of Numeric Flow Models
If one has to predict the flow properties of a given fluid with certain boundary condi-
tions, the first question to answer is, which model to use. Although the Navier-Stokes
(N-S) equations are complete and correct as long as the continuum approximation holds,
it is usually impossible to run simulations on grid-resolutions high enough to resolve the
smallest flow features. This is due to the fact that for turbulent flows these are repre-
sented by small scale eddies which are orders of magnitude smaller than the macroscopic
flow features. However they are still orders of magnitude larger than the molecular mean
free path, and therefore represent a continuum effect which is correctly captured by the
Navier-Stokes equations. To circumvent this problem several options are at disposition:
1. Ignore all viscosity and turbulence effects and solve the Euler equations. This is the
Inviscid Model.
2. ignore the small scales and solve the N-S equations on a coarse grid, capturing
only macroscopic effects. This is the Laminar Model, because turbulence effects are
ignored.
3. Rewrite all flow-parameters as the sum of a slowly varying average part and a rapidly
(e.g. much faster than the macroscopic timescale) fluctuating turbulent part and
introduce these parameters into the N-S equations. This allows to solve the NS-
equations for the average parameters under the condition that there is a turbulence
model at disposition that provides additional equations which allow to determine
the additional parameters that have been introduced. In Fluent, several different
turbulence models are implemented, which fall into three major categories: the k-
models, the k-ω models and the Reynolds Stress model (RSM).
4. Resolve the larger turbulences (eddies) down to a given scale, and use a turbulence
model for smaller scales. This is called Large Eddy Simulation (LES).
5. Direct numeric simulation (DNS), solving the N-S Equations on a grid fine enough
to capture even the smallest scales.
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Ignoring all viscosity and turbulence effects, (Option 1) may seem a very crude approxima-
tion, but if the main interest lies for example in the correct description of volume effects of
supersonic and hypersonic flows, it can be a valid assumption. Option 2 can be taken if it
is a-priori clear that the effects of turbulence will be negligible for a given flow. This holds
true for low Reynolds number laminar flows. At higher Reynolds numbers - the exact value
depends on geometry - the microscopic turbulent fluctuations influence the macroscopic
flow because they introduce additional transport effects for momentum and energy. This
is taken into account in option 3, where so called two equation turbulence models, like the
standard k- model and the k-ω model, assume that these turbulence driven transport ef-
fects are isotropic and therefore use scalar equations to describe them. For stationary flows
this mainly leads to an increased fluid viscosity, which can easily be understood consid-
ering that viscosity is responsible for transversal momentum transport and of course this
transversal transport is enhanced by turbulent fluctuations of the fluid which happen as
well in the transversal direction as in the longitudinal one, with respect to the macroscopic
flow velocity. However considering that these turbulence caused additional viscosity ef-
fects will play a significant role close to the confining walls of a flow where isotropy is
always broken, it is clear that in order to capture the physics, a tensor-grade model has
to be used, that allows for different transport terms in different directions. Such a model
is the Reynolds Stress Model. Due to the additional equations that this model introduces
as compared to the two equation models, it requires more memory space and usually also
needs more iterations until convergence is reached. And finally, if macroscopic eddies
develop in a flow, LES has to be used to correctly model the flow. Since those large eddies
are inherently time dependent, the problem has to be solved with a time dependent solver
which adds largely to computational cost and post processing efforts. As mentioned above,
option 4 is not available with current (and probably also future) computational resources.
Since the viscosity of the gas plays a decisive role in the formation of boundary layers
and therefore in the context of high mach number de Laval nozzles, the minimum require-
ment for describing the flow correctly is to solve the N-S equations without turbulence
model. Since we are also dealing with high Reynolds number flows, the influence of tur-
bulence effects should also be checked for by means of one of the turbulence models. To
underline this, it is noted that the Reynolds number calculated at the nozzle throat for a
typical case (dC = 1mm, p0 = 50bar) is 230000. This compares to a critical Reynolds num-
ber of 2300 for a cylindrical tube with smooth walls. At the critical Reynolds number, the
flow changes from laminar to turbulent. Therefore it is a priori clear that the flow in the de
Laval nozzle is turbulent and the only remaining question is by how much the turbulence
will influence the macroscopic flow. However, due to the large pressure gradients and the
fact that the gas jet emanates into vacuum, it is sensible to assume that there will be no
time dependent effects like the formation of large eddies within or outside of the nozzle.
Therefore no LES is necessary.
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(a) Standard k- model (b) k- realizable model (c) k- − RNG model
(d) Laminar model (e) Standard k-ω model (f) k-ω shear stress transport
model
Figure A.3: Comparison of several flow models with and without turbulence modelling. The plots
show contours of constant density (kg/m3).
To address the question of whether or not turbulence plays a significant role, simula-
tions with several different models have been performed. For the k- Model actually three
different versions are implemented in Fluent, namely the Standard, (s-k-), the Realizable
(r-k-) and the RNG (rng-k-) k- Models. For the k-ω Model there is one more version
called the k-ω-SST Model, where SST stands for shear stress tensor. All of these models
were run on a test case, which is a nozzle with the parameters dC = 1mm, dE = 3 mm, L =
8 mm and p0 = 50bar.
For the Laminar model only the "Boundary Slip" option exists, which allows to imple-
ment the velocity slip and temperature jump that occurs at Knudsen numbers (see section
2.1.2) larger than 0.003 or so, [131]. Since the Knudsen number for 50 bar backing pres-
sure is everywhere in the nozzle smaller than 10−5 (see 2.1.2), this option was not activated.
For the three k- Models the "Enhanced Wall Treatment" option was activated, which
is the appropriate choice if the boundary layer is properly resolved (Y+ ∼ 1), as is the
case here. (see Figure A.2(a)) Also the option "Pressure Gradient Effects" was activated
because this improves the model for boundary layers affected by large pressure gradients.
In order to compare the different turbulence models, density plots for the laminar model
(Figure A.3(d)), the three types of the k- models (Figures A.3(a),A.3(b),A.3(c)), and the
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(a) Wall-density gradient (b) Density gradient free jet (c) Displacement thickness
Figure A.4: Comparison of turbulence models regarding boundary layer effects. Black: Standard-
k-, short dashes: k--Realizable, long dashes: k--RNG, red: k-ω, green: k-ω-SST, yellow: k-ω-
Transitional, cyan: k-ω-SST-Transitional, blue: Laminar, grey: Reynolds Stress Model.
two different k-ω Models, (Figures A.3(e), A.3(f)) are shown. The Reynolds Stress Model
was also tested but did not converge, so the results are omitted here. All plots in figure A.3
have a logarithmic colormap.
It is obvious that the obtained solutions fall in two categories: those with and those
without shock fronts. While the Standard-k- Model and the k-ω Model do not show any
shock fronts, all the other models clearly show that a shock is generated close to the nozzle
throat and propagates along the diverging section, and reflects off the wall.
Because of the fact that this study aims at the prediction of boundary layer thickness
and density gradient width of (small) nozzles, also these boundary layer properties, as pre-
dicted by the three different models, were considered. The results for a nozzle with L = 8
mm, dC = 1 mm and dE = 3 mm are shown in FigureA.4. The k-ω model has an additional
option that improves the model for flows in the transitional regime for large Knudsen num-
bers. This option has been tested as well, results are given in the figures A.4(a) - A.4(c).
As can be seen, the predicted displacement thickness (see section 2.1.3) and density gra-
dient width differ considerably between the models. Figure A.4(a) shows the width of the
density rise from the value at the wall to 90% of the maximum value of the respective
transversal density profile. While the Laminar Model (blue line) marks the lower limit
of all the calculations, the RSM gives the largest values. In between lie the different ver-
sions of the k- and the k-ω models. Interestingly, all k-ω models (red, green, yellow,
cyan) agree quite well with each other even though they give different results regarding
the shock fronts described above. While the k-ω (red line) and the k-ω-Transitional (yel-
low line) do not show any shock fronts (Figure A.3(e)), the k-ω-SST (green line) and the
k-ω-SST-Transitional (cyan line) do show them. (Figure A.3(f)). However this is different
for the k- models. The two versions that show shock fronts, namely the k--Realizable
Model and the k--RNG Model, give very similar results for the width of density gradient
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along the nozzle wall. The Standard-k-, that doesn’t show shock fronts, also predicts a
different density gradient width at the nozzle exit.
The gradient width of the free jet was defined as the radial distance between two points
with 10% and 90% of the maximum density of a given radial density profile. Apart from
the different start values caused by the differing values for the density gradient width at
the exit of the nozzle, all the models except the RSM show very similar behavior, namely
a linear increase of the gradient width starting approximately 0.3 mm after the nozzle exit.
The deviating prediction of the RSM is most likely due to the above mentioned fact, that
it did not converge in the free jet region of the flow.
It is interesting to note that within the first 0.3 mm after the nozzle exit, the density
gradient stays fairly constant, making this region ideal for experiments that need a sharp,
well defined and constant density gradient.
If one plots the displacement thickness inside the diverging part of the nozzle, as de-
picted in Figure A.4(c), a similar picture as for the density gradient width is obtained.
Again, the Laminar Model gives the smallest and the RSM the largest values. The k--
Realizable and the k--RNG model agree almost perfectly, the Standard-k- is a little bit
off. The differences between the versions of the k-ω models are a bit more pronounced as
for the density gradient width, however they are still fairly close to each other.
Regarding the possibility of rarefication effects within the k-ω Model it can be seen
that there is a certain difference between the models with and without the transitional flow
option, however the difference between the two versions of the k-ω models (k-ω and k-ω-
SST) is larger than that.
To summarize it can be said that the tested flow models give results that fall in two
categories, namely those with and those without (weak) shock fronts. Which of them
corresponds closest to reality must be judged by experiment. Regarding the prediction
of density gradient width and displacement thickness the models deviate quantitatively
from each other, however all of them show similar trends. In both cases, the deviations
between the models are too small to be detected by the interferometric measurements that
were conducted in this study. Therefore the k-ω-SST model was used for the simulations
because it is a well studied and popular turbulence model that has been verified on a large
number of test cases and also shows favorable convergence behavior in the simulation.
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154 B. Nozzle designs
Figure B.1: De Laval nozzle with exit diameter 150 µm
155
Figure B.2: De Laval nozzle with exit diameter 300 µm
156 B. Nozzle designs
Figure B.3: De Laval nozzle with exit diameter 500 µm
157
Figure B.4: De Laval nozzle with exit diameter 750 µm
158 B. Nozzle designs
Figure B.5: De Laval nozzle with exit diameter 1 mm
159
Figure B.6: De Laval nozzle with exit diameter 1.5 mm
160 B. Nozzle designs
Figure B.7: De Laval nozzle with exit diameter 3 mm
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