Abstract. We show that the span of special cycles in the rth Chow group of a Shimura variety of orthogonal type is finite dimensional, if r < 5. As our main tool, we develop the theory of Jacobi forms with rational index M ∈ Mat N (Q).
Introduction
In 1956, Chow introduced cohomology groups attached to any variety X [Cho56] , which, by now, are called Chow groups and are denoted by CH r (X). They are constructed as formal sums up to rational equivalence of subvarieties of constant codimension r. The first Chow group equals the Picard group, which in interesting cases classifies holomorphic vector bundles up to isomorphisms. While Picard groups are difficult to study, our knowledge about Chow groups is even more restricted. Even their rank stays mysterious in most cases.
In 1998, Kudla suggested to consider "special cycles" [Kud97] , that he constructed on Shimura varieties of orthogonal type. These cycles, he conjectured, behave much better than general cycles. As an instance of this rather philosophical statement, he proposed that the generating function of special cycles of codimension r is modular. In particular, the span of special cycles, he predicted, is finite dimensional. Conjecture 1.1. Given a Shimura variety X Γ of orthogonal type, the generating function of codimension r cycles on X Γ is a Siegel modular form of degree r.
In particular, the span of special cycles in CH r (X Γ ) C has finite dimension.
In parallel, to Kudla's work, Borcherds finished his studies of product expansions of automorphic forms [Bor98] . As a result, he was able to resolve completely Kulda's conjecture in the case of r = 1. Theorem 1.2 (Borcherds [Bor99, Bor00] ). For r = 1, Kudla's conjecture is true.
Zhang dedicated his thesis to the above conjecture, and he was able to obtain partial results. Theorem 1.3 (Zhang [Zha09] ). If r = 2, the span of special cycles in CH r (X Γ ) has finite dimension.
In this paper, we extend the range for which this statement holds. to cover all cases r < 5. Zhang employed induction and standard vanishing results for elliptic modular forms of higher level. In his proof, these elliptic modular forms arose form Jacobi forms, which he did not consider directly. The key to our result is not to pass to elliptic modular forms, but study Jacobi forms directly. This leads us to develop a theory of vector valued Jacobi forms whose indices are matrices with rational entries.
Jacobi forms show up in many important places, including the proof of the SaitoKurokawa conjecture [And79, Maa79a, Maa79b, Maa79c, Zag81] and modern string theory [DG07, CD12, DMZ11] . They were originally defined as functions on H × C with an index m ∈ Z attached to them. Later, this notion was extended to functions on H × C N with matrix index M ∈ Mat N (Z) [Zie89, Sko08] . A further generalization it shows up naturally while studying theta lifts or special cycles. We extend the theory of Jacobi forms to indices M ∈ Mat N (Q). We show that there is an analog of the theta decomposition, which links Jacob forms to vector valued elliptic modular forms. Theta decompositions of usual Jacobi forms in the most general case is due to Shimura and Ziegler [Shi78, Zie89] . We write J k,M (ρ) for the space of Jacobi form of weight k ∈ 1 2 Z, index M ∈ Mat N (Q) and type ρ, where M is positive definite and symmetric, and ρ is a finite dimensional unitary representation of the metaplectic Jacobi group (see Definition 3.1).
Theorem 1.5. For given M and ρ there are functions θ M,ρ;ν such that for every k and φ ∈ J k,M (ρ), we have A more detailed statement and exact expressions for θ M,ρ;ν are provided in Theorem 3.16. The vanishing statement that is crucial to our argument, is given in Section 3.5.
The study of Jacobi forms requires classification of those representations of the full Jacobi group that occur for non-trivial Jacobi forms. We build standard representations of the metaplectic Jacobi group, that, as we show, occur as tensor factors of every irreducible representation. As a next step, we construct theta functions attached to each of these standard representations. This finally allows us to decompose any Jacobi forms.
A brief word on notation. This paper addresses people working on Shimura varieties of orthogonal type and working on Jacobi forms. Notation in these areas varies slightly, and we have decided to accommodate both as much as possible. In Section 3, which is dedicated to Jacobi forms, we use notation common in this area. In Section 4, we adopt the notation used by Zhang [Zha09] .
Section 2 contains preliminaries on modular forms and a vanishing result. In Section 3, we build up the theory of Jacobi forms. This includes theta decomposition, a vanishing theorem, and a proposition on the geometry of lattices. In Section 4, we combine these results in order to prove the main theorem.
Vector valued modular forms
We start by defining vector valued elliptic modular forms, that we will later relate to Jacobi forms. The Poincaré upper half plane is H = {τ = u + iv : v > 0} ⊂ C.
We write q for exp(2πi τ ) = e(τ ). The metaplectic cover Mp 2 (Z) of SL 2 (Z) is the preimage of SL 2 (Z) in Mp 2 (R), the connected double cover of SL 2 (R). Write γ = ( a b c d ) for a typical element of SL 2 (R). The elements of Mp 2 (R) can be written as γ, τ → √ cτ + d , where the first component is an element of SL 2 (R) and the second is a holomorphic root on H, that we usually write as ω : H → C. Since there are two branches of the square root, this yields indeed a double cover of SL 2 (R). The product in Mp 2 (Z) is defined as
The elements
T := ( 1 1 0 1 ) , τ → 1 and S := (
generate Mp 2 (Z). The root in the definition of S is the principal branch, which maps i to exp( 1 2 πi). An action of SL 2 (R) (and thus of Mp 2 (Z) ։ SL 2 (Z)) on H is given by
Given a representation ρ of Mp 2 (Z) with representation space V (ρ), k ∈ 1 2 Z, and Z and type ρ is a holomorphic function f : H → V (ρ) such that the following conditions are satisfied:
We write M k (ρ) for the space of modular forms of weight k and type ρ.
In this paper, our interest lies in unitary representations ρ. If ρ is unitary, ρ(T ) is diagonalizable and f ∈ M k (ρ) has Fourier expansion
Our chief interest in vector valued modular forms originates in the following vanishing result. . Given φ as in the statement, we have ∆ −l φ ∈ M k−12l (ρ), where ∆ is the unique cusp form of weight 12 and trivial type. If φ = 0, then we obtain a non-zero modular form of negative weight, which cannot be.
Jacobi forms
We now prepare for defining vector valued Jacobi forms. Given 0 < N ∈ Z, let
be the Jacobi upper half space. The metaplectic cover of the centrally extended Jacobi group is
We denote the group of symmetric matrices by Mat t N ( · ), and accordingly we write t ( · ) for the transpose of a vector or matrix.
Typical elements of the second component are written
In particular, the semidirect product is defined via the natural right action of SL 2 (Z) on Mat N,2 (Z). As before, we usually write γ = ( a b c d ) for elements of SL 2 (Z). We frequently use the notation
for elements of the Heisenberg-like group
In most cases, elements γ J ∈ Γ J(N ) are given as tuples ((γ, ω), (λ, µ), κ). In order to lighten notation, we occasionally switch the position of ω, writing
We next give a family of actions on functions on H J(N ) . Let tr( · ) denote the trace of a matrix. For convenience, we set
Z and a (Jacobi) index M ∈ Mat t N (Z) which is positive definite and has even diagonal entries. Note that in the case N = 1, it is more common to use indices m ∈ Q. These notions are releated by M = (2m).
(ii) We have φ(τ, ατ + β) = O(1) for all α, β ∈ Q N and some norm · on V (ρ).
We denote the space of Jacobi forms of weight k, index M, and type ρ by J k,M (ρ). Throughout this section, we assume that k, M, and ρ satisfy the assumptions in the previous definition. We write ζ r for e( t rz). If ρ is unitary, the second condition in Definition 3.1 is equivalent to
, the Fourier coefficients c(φ; m, r) satisfy the following relations, which are connected to the statement of Theorem 3.16.
. This allows us to reduce most considerations to the case of irreducible ρ.
Among experts it is well-known that on can restrict to positive definite M. The next proposition, however, is not in the literature. We do not need it, but it seems appropriate to justify our future assumption M > 0.
If M is positive semidefinite, but not positive definite , then there is s ∈ Mat
where
. By (3.2), for any m ∈ Q, r ∈ Q N , and l ∈ Z, we have
By choosing l large enough we can force the second argument on the right hand side to be negative, which shows that c(φ; m, r) = 0. Since m and r were arbitrary, this shows that φ = 0, contradicting our choice. We are reduced to the case of positive semidefinite M. If M is not positive definite, there is a primitive vector λ ∈ Z N with M[λ] = 0. Fix g ∈ GL N (Z) with last column λ. Then
It thus suffices to treat the case of M N,N = 0. Since M is positive semidefinite we have M N,i = 0 for all 1 ≤ i ≤ N.
Fix τ and z 1 , . . . , z N −1 , and let z N vary. Applying the transformation law for Jacobi forms, we see that
is holomorphic and bounded. Hence it is constant. This shows that we can choose s = (δ i,j ) 1≤i≤N, 1≤j≤N −1 , where δ is the Kronecker delta.
3.1. Representations of the Heisenberg-like part of Γ J(N ) . Representations of the Heisenberg-like group H( Γ J(N ) ) ⊂ Γ J(N ) that occur for non-zero Jacobi forms can be classified with little effort. Here and throughout Section 3.1, we assume that π is an irreducible, finite dimensional and unitary representation of H( Γ J(N ) ).
acts as e(tr(κM π )). Note that M π is only well-defined up to elements in Mat N (Z). Throughout the paper we assume that M π is symmetric. We justify this assumption in Proposition 3.15. Since M π can be freely modified by elements in Mat N (Z), we can and will also assume that M π is positive definite. We say that π has central character e(tr(M π · )).
where D Z is the diagonal matrix whose entries are the numerators of the entries of D. Set
We can view M Z and M Z as the integral and fractional part of M, respectively.
Lemma 3.3. We have
Proof. Given the Smith normal form of M = UDV , write M Z = UD Z V as in (3.4). We have
This proves the first and second equality. The remaining assertions can be proved in the same way.
Proof. We have λ ∈ (M Z ) −1 Z N , and hence the claim follows from
where U and V were used to define
The action on e r is given by
isomorphic if and only if
Proof. Clearly, the action of both [λ, 0, 0] J and [0, µ, 0] J on e r only depends on r modulo Z N . We have to check that J (λ ∈ Z N ). Thus we see that π M,α,β is irreducible. In the remainder of this proof, we will use Lemma 3.3 without further reference. Let π M 1 ,α 1 ,β 1 and π M 2 ,α 2 ,β 2 by isomorphic representations. By checking central characters, we find that
acts by e( t β 1 µ) and e( t β 2 µ) on V M 1 ,α 1 ,β 2 and V M 2 ,α 2 ,β 2 , respectively. Consequently, we have
acts by scalars and the attached eigenvalues are e( t α 1 λ) and e( t α 2 λ). In analogy to the previous considerations, we find that
We have to show that
First of all, the central characters coincide. Denote the previously chosen basis elements of V M 1 ,α 1 ,β 1 and V M 2 ,α 2 ,β 2 by e r,1 and e r,2 .
We claim that the map ι : e r,1 → e( t αr) e r+β,2 intertwines π M 1 ,α 1 ,β 1 and π M 2 ,α 2 ,β 2 . We have
This completes the proof of Proposition 3.5. 
It is straightforward to verify that π is isomorphic to π M,α,β(v) via the map 
In order to complete the proof, we show that π is reducible if #π(v) = #(MZ
N + Z N ) / Z N . Define B = Z N /{λ ∈ Z N : [λ, 0, 0] J span C (v) = span C (v)}. Setṽ = λ∈B [λ, 0, 0] J v,
Representations of Γ J(N )
. We have classified representations of H( Γ J(N ) ), and the next step is to study in which manner they occur as building blocks of representations of Γ J(N ) . We henceforth assume that ρ is an irreducible finite dimensional, unitary representation of Γ J(N ) with central character e(
Lemma 3.7. Suppose that π is a subrepresentation of ρ| H( Γ J(N)
) . If π is isomorphic to π M,α,β , then for γ ∈ Mp 2 (Z), γπ is also a subrepresentation of ρ| H( Γ J(N) ) . It is isomorphic to π M,α ′ ,β ′ , where (α ′ , β ′ ) = (α, β) t γ and γ acts via the projection
Furthermore, the image of e r given in (3.5) under γ is uniquely determined by relations in Γ J(N ) .
Corollary 3.8. Letπ M,α,β denote the isotypical components of ρ| H( Γ J(N) ) . Then we have γπ
M,α,β =π M,α ′ ,β ′ , where (α ′ , β ′ ) = (α, β)γ.
Proof of Lemma 3.7. Any irreducible representation of H( Γ J(N )
) with central character e(
By the commutation rules in Γ J(N ) , γπ M,α,β is hence irreducible. Proposition 3.6 shows that it is isomorphic to π M,α ′ ,β ′ for some α ′ , β ′ ∈ Q N . In order to compute α ′ and β ′ , it suffices to consider the action of [λ, 0, 0] 
The preceding lemma enables us to define minimal representations ρ M,α,β of Γ J(N ) . As a representation of H( Γ J(N ) ), let
where (α
)-isomorphism class occurs at most once. In accordance with Lemma 3.7, we let γ ∈ Mp 2 (Z) permute components π M,α ′ ,β ′ by the right action of
. By the same lemma, we can define the image of v ∈ V M,α,β under γ by the commutation relations in Γ J(N ) :
Proposition 3.9. Let ρ be an irreducible representation. Suppose that
Proof. First consider the H( Γ
Because ρ is irreducible and π M,α,β occurs in ρ| H( Γ J(N) ) , Lemma 3.7 implies that (α ′ , β ′ ) runs through (α, β)SL 2 (Z) / ∼. Since, for the same reason, SL 2 (Z) permutes the isotypical components transitively, we find that
where π ½ a multiple of the trivial representation of H( Γ J(N ) ). By construction of ρ M,α,β , we have
3.3. Theta functions. In this section, we set up the basic tool, the theta functions, to deduce the theta decomposition for Jacobi forms of arbitrary index. Theta functions for indices in Mat t N (Q) come with nontrivial representations of H( Γ J(N ) ) attached to them.
We denote Fourier transforms by F T . Recall that the Fourier transform of a function f : R N → C, by definition, is
Lemma 3.10. Let K be a symmetric, positive definite matrix. The Fourier transforms with respect to ξ ′ of
Proof. The following equations are standard.
By these rules, we have
Corollary 3.11. Given ν ∈ Q N , the Fourier transform of
Proof. For τ = iy and z = iv the result follows Lemma 3.10 with
Since the first and second expression in the corollary's statement represent holomorphic functions, this proves the corollary.
Lemma 3.12. We have
Proof. We proceed as in the proof of Lemma 3.3. Recall that we have M = UDV and M Z = UD Z V . In order to simplify computations, we use the fact that if
That is, we may assume that V is the identity matrix. Because M is symmetric, we have UD = D t U. Now, the following computation proves the lemma.
Note that is not a discriminant form in the sense of [Nik79] , since the associated quadratic form
be the group algebra of disc M, which has basis
where ξ runs through MZ N ∩ Z N . We find that
, transforms as a vector valued modular form under Mp 2 (Z).
Let ρ M be the representation of
, whose central character is e( 1 2 tr(·M)) and which is defined as
J ) e ν = e ν+M λ , and
where we identify S and T with the corresponding elements in Γ J(N ) . Proof. We have to prove that
This allows us to split the sum over ξ ′ with respect to congruence classes in (MZ
, and obtain the result.
By Proposition 3.9, we have
for a suitable representation ρ ′ M of Mp 2 (Z). We shift the elliptic variable z, to obtain representations ρ
where the sum runs over representatives modulo (M Z Z N ) 2 , and e α ′ ,β ′ is a basis element of C (α, β)SL 2 (Z) / ∼ . Proof. In conjunction with Propositon 3.9 and Theorem 3.13, it suffices to check the action of Mp 2 (Z) and [λ,
A straightforward computation yields the claim.
3.4. Theta decomposition. The aim of this section to deduce theta decomposition for all Jacobi forms of index 0 < M ∈ Mat t N (Q). We start by limiting the possible action of the center Mat N (Z) of Γ J(N ) .
Proposition 3.15. Suppose that ρ is irreducible. If
Proof. Any Jacobi form satisfies
This implies the statement straightforwardly.
Recall that any Jacobi form φ has Fourier expansion φ(τ, z) = 
Conversely, given a vector valued modular form of weight
Proof. Note that the sum ν + ν ′ , which occurs in the subscript, is well-defined, since ν ′ runs through all representatives modulo MZ N ∩ Z N . By Proposition 3.9, there is a representation ρ ′ such that ρ ∼ = ρ ′ ⊗ ρ M,α,β for some α, β ∈ Q N . Since ρ is irreducible, ρ ′ must be irreducible, too. We can assume that ρ = ρ ′ ⊗ ρ M,α,β , thus identifying representation spaces. The Fourier expansion of φ is uniquely determined by c(φ; n, r), where r runs through a system of representatives of (MZ N + Z N ) / MZ N . Fix some lift r of ν to MZ N + Z N and one pair (α, β). It is straightforward to check corresponding Fourier coefficients c( · ; n, r) of the left and right hand side. This proves the first part of the theorem.
The second part follows directly, when checking transformation properties.
We denote the induced bijection between J k,M (ρ) and
3.5. Vanishing of Jacobi forms. We deduce vanishing statements for Jacobi forms based on their connection to vector valued elliptic modular forms. The theta decomposition allows us to do this. Let
Note that rd(M) is related to the radius of a Voronoi cell of a lattice with Gram matrix M. Proof. We can assume that ρ is irreducible. According to Theorem 3.16, we have
We apply Proposition 2.2 to
where the subscripts r and α, β refer to the corresponding coordinates in C[disc M] and C (α, β)SL 2 (Z) / ∼ , respectively. Combining this with Relation (3.3), we see that it suffices to prove that for every
. By definition of rd(M), this is possible, since M −1 ξ is defined up to elements in Z N . This finishes the proof.
This is the length of the longest vector within a basis of shortest vectors.
Proof. Since the proposition holds for
Further, we can assume that for all 1 ≤ i < N, we have
In particular, we have md(M) = M N,N . Moreover, we find that |M i,j | ≤ 1 2 min{M i , M j }. Indeed, suppose that this was not the case for some i < j. Then we could replace the basis vector e j by e i ± e j . We would then have
for the right choice of sign. This would contradict the minimality of diagonal elements of M.
Given any ξ ∈ R N , we can find w = ±ξ + ξ ′ for some choice of sign and
Remark 3.19. In the next section, we use rd(M) < (2 − ǫ) md(M) for N < 4. In the case N = 4, the diagonal Gram matrix M = diag(2, 2, 2, 2) has md(M) = 2 and rd(M) = 1.
Special cycles
As announced in the introduction, we switch notation and adopt Zhang's. Let L be an integral, even lattice of signature (n, 2), and write L # for its dual. The Grassmannian of 2-dimensional negative subspaces of L⊗R is denoted by Gr − (L⊗R). 
Z(v).
All cycles of this form descend to cycles on X Γ , which we also denote by Z(T, µ). Writing rk(T ) for the rank of T , we find that Z(T, µ) is a cycle of codimension rk(T ), whose class in CH rk(T ) (X Γ ) C is denoted by {Z(T, µ)}. The aim of this section is to prove the next theorem. . For the convenience of the reader, we restate his result. 
where ρ L,2 is the Weil representation on Sp 2 (Z) associated to L (see [Zha09] ).
We want to show that f (θ µ,µ ′ ,M ) vanishes using Proposition 3.17. We must argue that c f (θ µ,µ ′ ,M ); m, p = 0 for all m < B + 
