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Abstract
On the Inducibility of Rooted Trees
A. A. V. Dossou-Olory
Department of Mathematical Sciences
Mathematics Division
University of Stellenbosch
Private Bag X1, Matieland 7602, South Africa.
Dissertation: PhD (Mathematics)
December 2018
The density of appearances of a fixed tree in a larger tree is examined for
rooted trees without vertices of outdegree 1 (also known as topological
trees). Given a topological tree S with k leaves and an integer n > k, we are
interested in finding the maximum and minimum number of isomorphic
copies of S in an arbitrary n-leaf topological tree T. The problem becomes
more relevant when n is sufficiently large. Then the goal becomes to de-
termine the limit superior of the proportion of all subsets of k leaves of the
set of leaves of T that induce a copy of S as the size of the tree T grows
to infinity. This limiting maximum quantity is called the inducibility of
S. We investigate the inducibility in topological trees at large: our major
focus, however, is placed on bounded degree topological trees which we
call d-ary trees—it is found that there is an explicit identity between the in-
ducibility in topological trees and the inducibility in d-ary trees. We prove
that the inducibility of every tree is strictly positive and also determine its
explicit value for some special families of trees, namely stars, binary cater-
pillars, complete d-ary trees and more generally even d-ary trees. Further
ii
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ABSTRACT iii
properties such as how much the inducibility differs asymptotically from
the maximum density, are also studied. In particular, our results provide
an affirmative answer to an existing conjecture on the inducibility of bi-
nary trees. We also solve (at least approximately) another open question
concerning the inducibility of a binary tree with five leaves—part of this is
done by means of an algorithmic approach. Finally, we consider the prob-
lem of finding the asymptotic minimum number of copies of a d-ary tree.
For the minimum, the situation is quite different from that of the maxi-
mum; we show that, in the degree-restricted context, the limit inferior of
the proportion of all subsets of k leaves of the set of leaves of T that induce
a copy of S as the size of T tends to infinity is positive for binary caterpillars
(a binary tree with the property that a rooted path remains upon removal
of all leaves) only. This allows us to derive an explicit lower bound on this
limiting quantity.
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Uittreksel
Oor die Indusibiliteit van Gewortelde Bome
(“On the Inducibility of Rooted Trees”)
A. A. V. Dossou-Olory
Departement Wiskundige Wetenskappe,
Wiskunde Afdeling
Universiteit van Stellenbosch
Privaatsak X1, Matieland 7602, Suid Afrika.
Proefskrif: PhD (Wiskunde)
Desember 2018
Die digtheid van verskynings van ’n vaste boom in ’n groter boom word
ondersoek vir wortelbome sonder nodusse van uitgangsgraad 1 (ook be-
kend as topologiese bome). Gegewe ’n topologiese boom S met k blare en
’n heelgetal n > k, stel ons belang daarin om die maksimum en minimum
aantal isomorfe kopiee¨ van S in ’n willekeurige n-blaar topologiese boom
T te bepaal. Die probleem word meer relevant wanneer n groot genoeg
is. Dan word die doel om die bolimiet te bepaal van die verhouding van
alle subversamelings van k blare van T wat ’n kopie van S voorstel, as die
grootte van die boom T ba oneindig strewe. Hierdie maksimum word in
die limiet die indusibiliteit van S genoem. Ons ondersoek die indusibili-
teit in topologiese bome oor die algemeen: ons belangrikste fokus word
egter op topologiese bome met beperkte grade geplaas wat ons d-eˆre bome
noem — dit word gevind dat daar ’n eksplisiete verband bestaan tussen
die indusibiliteit in topologiese bome en die indusibiliteit in d-eˆre bome.
iv
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Ons bewys dat die indusibiliteit van elke boom streng positief is en bepaal
ook die eksplisiete waarde daarvan vir sommige spesiale bome, naamlik
sterre, bineˆre ruspes, volledige d-eˆre bome en meer algemeen ewe d-eˆre
bome. Verdere eienskappe soos hoeveel die indusibiliteit asimptoties van
die maksimum digtheid verskil, word ook bestudeer. In die besonder le-
wer ons resultate ’n bevestigende antwoord op ’n bestaande vermoede oor
die indusibiliteit van bineˆre bome. Ons beantwoord ook (ten minste met ’n
benadering) ’n oop vraag oor die indusibiliteit van ’n sekere bineˆre boom
met vyf blare — ’n deel hiervan word deur middel van ’n algoritmiese be-
nadering gedoen. Laastens beskou ons die probleem om die asimptotiese
minimum aantal kopiee¨ van ’n d-eˆre boom te vind. Vir die minimum is die
situasie heel anders as die´ vir die maksimum; ons wys dat in die graad-
beperkte konteks die onderlimiet van die verhouding van alle subversame-
lings van k blare van T wat ’n kopie van S voorstel as die grootte van T
na oneindig strewe net vir bineˆre ruspes (’n bineˆre boom met die eienskap
dat ’n gewortelde pad oorbly as alle blare verwyder word) positief is. Dit
stel ons in staat om ’n eksplisiete ondergrens vir hierdie limiethoeveelheid
af te lei.
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Chapter 1
General introduction
Given a rooted tree S with k leaves and an integer n ≥ k, what can be said
about the extremal numbers of isomorphic copies of S among all rooted
trees with n leaves? As the question becomes substantially more interesting
when n gets large, we shall provide an asymptotic answer (as n → ∞) in
this thesis. The asymptotic maximum number of copies of S is captured by
the graph invariant called inducibility of S.
1.1 Objectives
The inducibility of a rooted tree with k leaves is a novel graph-theoretic
concept that has been put forward recently in [1] to deal with a typical
problem stemming from the phylogenetics context in mathematical biol-
ogy. In a compact way, the problem that is addressed in [1] can be stated
as maximising the asymptotic density of appearances of ‘small’ rooted binary
trees in rooted binary trees with ‘large’ number of leaves. The present work
is aimed at extending this newly introduced concept from binary trees to
rooted trees without vertices of outdegree 1. We primarily investigate the
inducibility in rooted trees with bounded degrees and no vertices of out-
degree 1. Later, we relax the degree restriction and show that there is a
striking connection between the inducibility in trees with bounded degrees
and the inducibility in trees (without vertices of outdegree 1) at large. Fi-
nally, we consider the opposite problem concerning the minimum number
of isomorphism copies of a fixed rooted tree with k leaves among all rooted
1
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trees with n ≥ k leaves.
1.2 An overview on prior work
The problem of maximising the density of graphs in larger graphs is a
key concept that has been explored starting from the work [2] of Mar-
tin C. Golumbic and Nicholas J. Pippenger, and has ever since been of
interest to graph theorists. In their article [2] published in the Journal of
Combinatorial Theory in 1975, Golumbic and Pippenger initiated the sub-
ject of the inducibility for simple graphs (i.e., nonoriented graphs without
multiple edges and loops) in the following manner: for finite and simple
graphs G and H with k and n vertices, respectively, let I(G, H) be the
number of distinct subgraphs induced by k distinct vertices of H which are
isomorphic to G; the quantity
I(G) := lim
n→∞
(
max
|H|=n
I(G, H)/
(
n
k
))
,
where the maximum runs over all finite and simple graphs on n ≥ k
vertices, is called the inducibility of the graph G. In this setting, it is the
asymptotic behaviour of the maximum number of appearances of G as a
subgraph in an arbitrary n-vertex graph as n → ∞, which is captured by
the inducibility I(G). The authors of [2] furnished some properties regard-
ing I(G), and calculated the precise inducibility of the complete bipartite
graphs Kk,k and Kk,1+k (as well as their equivalent graph complements) for
every k ≥ 1.
After the original work [2], there have been numerous investigations on
I(G) in special cases. Indeed, the maximum number of induced subgraphs
of H isomorphic to the complete bipartite graph Kk,k has been studied in a
1986 paper [3] by Bolloba´s, Nara and Tachibana. In particular, the value of
I(Kk,k) was rediscovered by Bolloba´s et al. A great deal of work (see [4; 5;
6]) followed [3] afterwards. As such, Brown and Sidorenko [5] computed
I(Kk,k+l) explicitly for all l ≥ 1 but under the restriction k ≥ l(l− 1)/2. For
k < l(l − 1)/2, they stated the result as a function of the maximum over
[0, 1] of a certain polynomial in a single variable. In 2014, James Hirst [7]
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determined, employing Razborov’s flag algebra 1 method and semi-definite
programming techniques 2, the inducibility of two 4-vertex graphs, namely
the complete tripartite graph K1,1,2 and the so-called paw graph (graph
constructed from a triangle by appending a pendant edge). The concept
of inducibility is still gaining consideration from several research groups;
refer to [15] and [16] for some recent results on so-called blow-up of graphs
and graphs on four vertices, respectively. The language of flag algebra was
also employed recently by Balogh, Hu, Lidicky´ and Pfender [17] to derive
the inducibility of the cycle on five vertices, thereby settling a particular
case of a conjecture formulated by Golumbic and Pippenger in [2].
Let us mention that there has also been interest in oriented graphs (with no
multiple edges and no loops). For instance, in 2011, Sperfeld [18] explored,
by means of flag algebra, the inducibility of (monodirected) graphs with
at most four vertices. Three years later, Huang [19] determined, by means
of a different approach, the maximum induced proportion of directed star
graphs and also worked on some related problems.
Inducibility of Trees: One of the best investigated classes of graphs is
the class of trees. This is due to their numerous applications in all of
science. For example, biologists and in particular geneticists use trees in
their models—refer to [20] for a recent work in theoretical biology; rooted
trees with maximum degree at most four are DNA graphs; computer scien-
tists are commonly using trees in data collection, processing, and analysis
of algorithms—[21; 22]; rooted trees have found uses in the analysis of
the order conditions of Runge-Kutta methods—[23; 24]; in organic as well
as quantum chemistry, trees function as molecular graphs of acyclic or-
ganic molecules, portraying a large body of biochemical reactions such as
molecules and molecular compounds—[25; 26]; trees are formal object of
study (from a purely mathematical view) for combinatorists—[27; 28], etc.
Due to the prevalence of trees in many situations, the study of the in-
ducibility of trees emerged in 2016, and has been addressed in two different
settings. In [29], Bubeck and Linial investigated what they called k-profile
1Flag algebra is a modern theory initiated by Alexander Razborov for solving ex-
tremal problems of a certain sort (typically density of a submodel in a “large” structure)
in combinatorics and graph theory; see [8; 9; 10; 11] for resources on this theory.
2These techniques are used for instance in [12; 13]; see also Chapter 6 of [14].
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of trees, which is the vector of induced proportions of trees with k vertices
classified according to their isomorphism type. At the end of their paper,
Bubeck and Linial briefly defined a notion of inducibility of trees in this
specific situation. Analogously, originally motivated by a question from
phylogenetics (a branch of mathematical biology), namely that of finding
the smallest possible number of crossing pairs of matching edges in tan-
glegrams 3, Czabarka, Sze´kely and Wagner [1] introduced a further variant
of the concept by studying the inducibility of a fixed rooted binary tree in
binary trees. Loosely speaking, the inducibility of a tree is a measure of the
maximum frequency at which the tree can be isomorphically embedded in
a very ‘large’ tree.
For rooted binary trees B, T with |B| and |T| leaves respectively, let us
denote by c(B, T) the number of subtrees induced by |B| distinct leaves of
T which are homeomorphically irreducible 4 to a tree isomorphic to B. The
inducibility i(B) of B, as defined and studied in [1], is given by
i(B) = lim sup
n→∞
(
max
|T|=n
c(B, T)/
(
n
|B|
))
,
where the maximum is taken over all rooted binary trees with n ≥ |B|
leaves. A natural related problem for further study is the inducibility of
rooted trees with bounded degrees and no vertices of degree 2, except
possibly the root. The special case of binary trees is also known as phylo-
genetic trees that are used in biology to describe, for instance, how entities
(such as species, populations, organisms) are evolutionarily linked [31; 33].
Of a purely mathematical interest, we shall also investigate the inducibility
in rooted trees without restriction on the degree sequence. As a particular
case of our results, we shall provide an affirmative answer to a conjecture
formulated by Czabarka, Sze´kely and Wagner in [1]. In addition, we shall
give an approximative answer to another question left open in [1].
3Tanglegrams are a special kind of graphs which are objects of study in evolutionary
biology [30; 31; 32].
4A formal definition is given in the next chapter.
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1.3 Layout of the thesis
The outline of the dissertation may be sketched as follows: Chapter 2 is of
a preparatory nature – it covers some important preliminary details such
as selected terminologies, tools and first established results that are used
in the thesis. Chapters 3 to 7 form our main contribution; they actually
represent papers that have been submitted/accepted for publication [34;
35; 36; 37; 38] in journals. A short version of Section 3.4 of Chapter 3 was
presented in a poster session and flash at the 5th Heidelberg Laureate Forum
(Germany, September 24-29, 2017).
In Chapter 3, we examine the inducibility in (rooted) d-ary trees; how much
it differs asymptotically from the maximum density; and its explicit value
in two special families of d-ary trees, namely stars and binary caterpillars.
We also discuss the characterisation of the d-ary trees that have the max-
imal inducibility. In Chapter 4, we investigate the inducibility in (rooted)
topological trees at large, and also find the maximal trees in this situation.
We show an explicit relation between the inducibility in topological trees
and its d-ary counterpart. We also look at various lower bounds involving
solely the number of leaves of the tree. Gradually, we extend the work by
deriving in Chapter 5 the precise inducibility of every even d-ary tree in
d-ary trees, furnishing bounds on the inducibility of an arbitrary balanced
d-ary tree, and also considering further structural restrictions on the tree.
Another main result of Chapter 5 is a general inequality between the in-
ducibilities of a fixed d-ary tree and its branches. We also prove that the
inequality holds with equality for infinitely many d-ary trees.
In Chapter 6, we focus on topological trees with at most five leaves, and
provide further lower and upper bounds on their inducibilities. The upper
bound is established using an algorithmic approach. In particular, one of
our main results is an approximative answer to an existing question on the
inducibility of a 5-leaf binary tree. Our final Chapter 7 is concerned with
the minimisation part of the work. We provide a complete solution to the
problem of finding the asymptotic minimum density of a binary caterpillar
in d-ary trees. We also derive an explicit formula for the number of copies
of a d-ary caterpillar in a complete d-ary tree of arbitrary height.
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The work also emphasises future directions of research on the present
topic—these suggestions are incorporated throughout, in chapters.
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Chapter 2
Terminologies and preliminary
statements
The purpose of this chapter is to fix in one place the main vocabulary and
present some ingredients needed for most of our analysis. Furthermore,
we give a formal definition of the inducibility and also provide some basic
results on the inducibility as a running example. New terms will be defined
in some other chapters when their time has come.
2.1 Main terminologies
We shall not recall graph-theoretic terms; for a thorough resource on the
basic concepts of graph theory, we refer to West et al. [39], and Harary
and Palmer [40]. We start with some conceptual facts on trees and their
structure.
2.1.1 Basics of trees
A tree is a simple (undirected, no multiple edges, no loops) connected
acyclic graph. Equivalently, any two vertices of a tree are connected by
a unique and simple path. A degree 1 vertex in a tree is called a leaf. A
rooted tree is a tree in which one of its vertices is designated to serve as
and to be called the root—sometimes, the root is the topmost vertex in a
graphical representation of the tree and each edge is then implicitly di-
7
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rected away from the root 1. The height of a rooted tree is defined as the
length of a longest path from the root to a leaf (see Figure 2.1 for a rooted
tree of height 3).
Figure 2.1: A rooted tree T1 of height 3 with 8 leaves.
Rooted trees have an evolutionary structure: if vertex u immediately pre-
cedes vertex v on the single path from the root to v, then we say that u is
the parent of v and v is a child of u. In particular, a leaf of a rooted tree
is any vertex having no children. The non-leaves (including the root) are
called internal vertices. The tree that consists of only one vertex will be
treated as both leaf and root. The children of the root r of a rooted tree T
are called the roots of the branches of T, so that the subtree induced by a
child u of r and all its descendants ui (i.e., u is on the unique path from
the root to every ui) is called a branch of T. In other words, the branches
of T are the (connected) components that remain when the root r (together
with all its incident edges) is suppressed. Thus, the branches of a rooted
tree (with root r) are themselves rooted trees (endowed with their natural
roots) and the number of branches is just the total number of children of r
(i.e., the degree of r). In particular, the number of leaves in a non-trivial (at
least two leaves) rooted tree is simply the sum of the number of leaves of
its branches.
The root of a tree is of a particular interest for us: we shall think of two
rooted trees as being isomorphic if there is a graph isomorphism between
them (preserving adjacency) that maps the root of the one to the root of
the other. In simple language, one tree can be obtained from the other by a
1This convention is adopted throughout the present work.
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finite sequence of rotating and/or shifting edges around in such a way that
root and edge structures are preserved. We then regard two rooted trees as
the same/identical if and only if they are isomorphic. Note that viewing
two isomorphic trees as the same also means that we do not distinguish
between the various embeddings of a tree in the plane. For example, the tree
depicted in Figure 2.2 is isomorphic to the one shown in Figure 2.1. Hence,
we consider them as the same, i.e., T1 = T2.
Figure 2.2: A rooted tree T2 isomorphic to the rooted tree in Figure 2.1.
Clearly, there are more isomorphism types of rooted trees than there are of
unrooted trees. We mention that a linear time algorithm in the number of
vertices is available for testing the isomorphism of two rooted trees, see [22]
for instance.
2.1.2 Topological trees and leaf-induced subtrees
If v is a vertex of a rooted tree, then the number of children of v is called
the outdegree of v. A tree that does not contain a vertex of degree 2 is called
a topological tree (see e.g. Bergeron, Labelle and Leroux [41], or Allman
and Rhodes [42]), or also series-reduced or homeomorphically irreducible tree.
Based on this definition, we shall call any rooted tree in which every vertex
has outdegree at least 2 a (rooted) topological tree. For technical reasons,
we also define the tree that has only one vertex as a topological tree.
The next question is typically enumeration. It is not hard to give a list of
topological trees with a small number of leaves. For example, Figure 2.3
displays all the topological trees with fewer than five leaves. The following
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formula2 given by Genitrini [43] computes the number Nn of topological
trees with n leaves: N0 = 0, N1 = 1 and for n > 1,
Nn =
1
n ∑m|n
m<n
m · Nm + 2n
( n−1
∑
j=1
j · Nj
⌊
n−1
j
⌋
∑
m=1
Nn−j·m − 12δn−j·m,1
)
,
where the first sum ranges over all positive divisors of n other than n and
δj,k is the Kronecker delta function. The counting sequence Nn for the
number of n-leaf topological trees (n ≥ 1) starts
1, 1, 2, 5, 12, 33, 90, 261, 766, 2312, 7068, . . . ,
see A000669 in Sloane’s Online Encyclopedia of Integer Sequences [44] for
more information.
1 2 3 3 4
4 4 4 4
Figure 2.3: All the topological trees with fewer than five leaves.
Note that it is important to not have vertices of outdegree 1 in our context,
because we are collecting trees according to the number of leaves, and there
are infinitely many trees with the same number of leaves (e.g. all paths;
more generally, one can subdivide any set of edges in a given tree). So
this restriction is naturally needed. Another motivation is that rooted trees
2The formula was derived by means of a generating function approach.
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where only the root may have degree 2 are the relevant trees for biological
applications.
Every rooted tree can be (homeomorphically) reduced to a topological tree
by suppressing all degree 2 vertices from the original tree. If L is a subset
of the leaf set of a topological tree T, then L induces another topological
tree which is obtained through the following operation: first extract the
minimal subtree of T containing all the leaves in L, and then suppress (if
any) all vertices whose outdegree is 1. Such a subtree will be referred to as
a leaf-induced subtree of T. It has a root in a natural way which we define as
the most recent common ancestor shared by the leaves in L. It follows from
the definition that there is a unique leaf-induced subtree with k leaves of an
arbitrary n-leaf topological tree (n ≥ k) for each of the (nk) possible choices
of k distinct leaves. Figure 2.5 presents a step-by-step illustration of the
operation that gives a leaf-induced subtree of the topological tree shown
in Figure 2.4. In this specific example, the root of the leaf-induced subtree
coincides with the root of the original tree (which is the only ancestor that
the leaves l1, l2, l3, l4, l5 have in common).
a
l1
c
b
l2
e
d
l3 g
f
l4 l5
Figure 2.4: A topological tree and five of its leaves: {l1, l2, l3, l4, l5}.
We shall write |T| for the number of leaves of a topological tree T.
Let d ≥ 2 be an arbitrary but fixed positive integer. A topological tree will
be called a d-ary tree if each of its non-leaf vertices has no more than d
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a
l1
c
b
l2
e
d
l3 g
f
l4 l5
The minimal tree containing the
leaves l1, l2, l3, l4, l5.
l1 l2
l3
l4 l5
The tree induced by the leaves
l1, l2, l3, l4, l5 after erasing the ver-
tices a, b, c, e, g.
Figure 2.5: The minimal tree containing the leaves l1, l2, l3, l4, l5 of the tree
shown in Figure 2.4 and the leaf-induced subtree.
children. The tree that has only one vertex is also called a d-ary tree. We
shall simply refer to a 2-ary tree as a binary tree, and a 3-ary tree will be
called a ternary tree.
The next question is typically enumeration. One can derive a general recur-
sive formula for counting the number of nonisomorphic d-ary trees with a
given number of leaves:
Proposition 2.1.2.1. Let d ≥ 2 be an arbitrary but fixed positive integer. If
Ndn denotes the number of nonisomorphic d-ary trees with n leaves, then
for n ≥ 2, we have
Ndn =
∑(
k1 = · · · = k1︸ ︷︷ ︸
α1 times
>k2 = · · · = k2︸ ︷︷ ︸
α2 times
>···>km = · · · = km︸ ︷︷ ︸
αm times
)
∈Pd(n)
m
∏
i=1
(
Ndki + αi − 1
αi
)
,
(2.1.1)
where Pd(n) represents the set of all partitions of n of length at least 2 but
at most d.
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Proof. We regard a partition (of length l) of n as a nonincreasing sequence
n1 ≥ n2 ≥ · · · ≥ nl of positive integers such that ∑li=1 ni = n. For arbitrary
d-ary trees D1, D2, . . . , Dl such that ∑li=1 |Di| = n, we can form an n-leaf
d-ary tree by attaching the roots of the Di to a (new) common vertex. That
way, given an element(
k1 = · · · = k1︸ ︷︷ ︸
α1 times
> k2 = · · · = k2︸ ︷︷ ︸
α2 times
> · · · > km = · · · = km︸ ︷︷ ︸
αm times
)
of Pd(n), the αi represent the multiplicities (in terms of number of leaves)
of the branches of the associated n-leaf tree. Thus, choosing each of the
m different branches to build the n-leaf tree is equivalent to choosing αi
d-ary trees with ki leaves each (with the possibility of choosing the same
tree more than once) among the Ndki available d-ary trees, for every i ∈
{1, 2, . . . , m}. This proves the required identity in the proposition.
The recursion (2.1.1) does not have an explicit (closed) formula for general
d. Table 2.1 indicates the first few values of Ndn obtained by means of a
computer program.
Table 2.1: The number Ndn of d-ary trees with n leaves.
Values of Ndn for d = 3, 4, 5.
n 1 2 3 4 5 6 7 8 9 10 11 12 13
d = 3 1 1 2 4 9 23 58 156 426 1194 3393 9802 28601
d = 4 1 1 2 5 11 30 80 228 656 1945 5835 17808 54881
d = 5 1 1 2 5 12 32 87 251 733 2201 6696 20705 64681
An equivalent recursive formula is known for the special case d = 2 (Wedderburn-
Etherington numbers). Starting with N21 = 1, we have
N22n =
1
2
(
N2n +
2n−1
∑
i=1
N2i · N22n−i
)
, N22n+1 =
1
2
( 2n
∑
i=1
N2i · N22n+1−i
)
,
which can also be explained as follows: for odd number of leaves, every
binary tree is counted exactly twice (swapping the left and right branches)
in this way, whereas for even number of leaves, a binary tree for which the
two branches have the same number of leaves is counted exactly once in
this way. We provide in Table 2.2 the first values of N2n.
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Table 2.2: Number of binary trees with n leaves.
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
N2n 1 1 1 2 3 6 11 23 46 98 207 451 983 2179 4850
For further information about the counting sequence (N2n)n≥1, we refer
to A001190 in [44]. We remark that the counting sequence for the general
case Ndn appeared very recently in [44] for the cases 3 ≤ d ≤ 10 as A268172,
A292210, A292211 through A292216, respectively.
A d-ary tree in which every vertex has exactly 0 or d children will be called
a strictly d-ary tree. So all the branches of a strictly d-ary tree are themselves
strictly d-ary trees; see Figure 2.6 for an example of a strictly d-ary tree.
Figure 2.6: A strictly ternary tree with height 3 and 9 leaves.
The restriction of Pd(n) to partitions of length exactly d in Proposition 2.1.2.1
yields the number of nonisomorphic strictly d-ary trees with n ≥ 2 leaves;
of course, this only exists for every n ≡ 1 mod (d− 1) (which is easily seen
by induction on n) for every given d ≥ 2.
A complete d-ary tree is a strictly d-ary tree in which all the leaves (dh in
total) are at the same distance h from the root. The branches of a complete
d-ary tree are themselves complete d-ary trees. The complete d-ary trees
of height 1 will also be referred to as stars. We shall denote the complete
d-ary tree of height h by CDdh. See Figure 2.7 for the complete 4-ary tree of
height 2.
Anticipating on what we shall see later, complete d-ary trees can be thought
of as a family of d-ary trees that contains ‘almost’ every d-ary tree. We shall
say more about this family of trees in a later chapter.
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Figure 2.7: The complete 4-ary tree of height 2.
Before continuing, we wish to supply a first result which motivates our
study. Denote by C3 the 3-leaf strictly ternary tree (the star with 3 leaves).
We are going to compute the maximum proportion, as n → ∞, of leaf-
induced subtrees with three leaves isomorphic to C3 that can occur in a
strictly ternary tree T with n leaves. We call this quantity the limiting maxi-
mum density of C3 in strictly ternary trees.
To be precise, we are going to calculate the greatest accumulation point of
the sequence (
max
|T|=n
T strictly ternary tree
c(C3, T)
(n3)
)
n≥1
.
Proposition 2.1.2.2. The limiting maximum density of C3 in strictly ternary
trees is 1/4.
Proof. We prove the statement using a well-known technique in calculus.
For a strictly ternary tree T with n leaves, we show that
c(C3, T) ≤ n(n− 1)(n + 1)24 ,
and moreover, the inequality holds with equality if and only if T is a com-
plete ternary tree.
Since for |T| = n ≤ 2, there are obviously no copies of C3 in T, and the
bound on c(C3, T) is a nonnegative quantity, we deduce that the inequality
holds for n ≤ 2. We may then assume that the tree T has more than two
leaves and reason by induction on |T| = n. For convenience, let us use the
abbreviation
P(n) :=
n(n− 1)(n + 1)
24
.
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For the induction step, consider a strictly ternary tree T with n ≥ 3 leaves
and denote by T1, T2, T3 its three branches. Suppose that |T1| = k1, |T2| = k2
and |T3| = k3 (so k1 + k2 + k3 = |T| = n). We note that there are only three
possible scenarios that can happen for a subset of three leaves of T:
• Case 1: All three leaves belong to the same branch of T. The total
number of these subsets of leaves of T that induce C3 is
c(C3, T1) + c(C3, T2) + c(C3, T3) .
• Case 2: Two of the leaves belong to one branch of T, the third leaf to
one of the two other branches of T. But any such set of three leaves
induces a tree whose root has exactly two children and so cannot be
isomorphic to C3, giving no copies of C3.
• Case 3: Each of the branches of T contains one of the three leaves. In
this case, the three leaves always induce the tree C3 (consisting of a
root and three leaves attached to it), yielding k1 · k2 · k3 copies of C3.
Putting the three cases together, we find the recursion
c(C3, T) = c(C3, T1) + c(C3, T2) + c(C3, T3) + k1 · k2(n− k1 − k2) ,
which gives the total number of copies of C3 in T. Now using the induction
hypothesis, we get the following inequality:
c(C3, T) ≤ P(k1) + P(k2) + P(n− k1 − k2) + k1 · k2(n− k1 − k2) .
Consider the function
f (k1, k2) := P(k1) + P(k2) + P(n− k1 − k2) + k1 · k2(n− k1 − k2)
in the two variables k1 and k2. One can see that f is a continuous function
in the closed and bounded domain given by the inequalities 1 ≤ k1, k2 ≤
n − 2. First, we solve the system ∇ f (k1, k2) = (0, 0) of first-order partial
derivatives of f , and we find(n
3
,
n
3
)
,
(7n
9
,
n
9
)
,
(n
9
,
7n
9
)
,
(n
9
,
n
9
)
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as the stationary points of f . Next, for every stationary point (k∗1, k
∗
2), we
compute the determinant
det H(k∗1, k
∗
2) =
(n− 9k∗1)(n− 9k∗2)− (5n− 9k∗1 − 9k∗2)2
16
of the Hessian matrix of second-order partial derivatives of f . Finally, we
take into account the maximum of f restricted to the boundary as well
as the four corners (1, 1), (1, n− 2), (n− 2, 1), (n− 2, n− 2) of the domain
defined by the inequalities 1 ≤ k1, k2 ≤ n− 2, and altogether, we discover
that f attains its unique maximum at (k1, k2) =
(n
3 ,
n
3
)
. Consequently, we
establish that
f (k1, k2) ≤ f
(n
3
,
n
3
)
for all (k1, k2) such that 1 ≤ k1, k2 ≤ n− 2. Also, a direct calculation reveals
that f (n/3, n/3) is exactly P(n). Thus, this completes the induction step.
Furthermore, the induction hypothesis tells us that f (k1, k2) = P(n) if and
only if for every non-leaf vertex v of T, the number of leaves in the three
branches of the subtree of T rooted at v (the subtree induced by v together
with all its descendants) are the same. In other words, f (k1, k2) = P(n) if
and only if each of the branches of T is a complete ternary tree, in which
case T itself is a complete ternary tree. Hence, the limiting maximum
density of C3 in strictly ternary trees is
lim
n→∞
P(n)
(n3)
=
3!
24
=
1
4
,
and this finishes the proof of the proposition.
We point out that while the proof of Proposition 2.1.2.2 brings the statement
that when n = 3h for some positive integer h, the maximum
max
|T|=n
T strictly ternary tree
c(C3, T)
is realised for T = CD3h, it can be further demonstrated that the limit
lim
n→∞ max|T|=n
T strictly ternary tree
(
c(C3, T)
(
n
3
)−1)
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exists (thus, is 1/4)—see the study conducted in the next chapter.
We conclude this section with a brief summary of some important compu-
tational rules on limits inferior and superior of sequences of real numbers.
At present, we state them without proof—these can be found in many stan-
dard books of real analysis, for instance, [45; 46].
2.1.3 Algebraic properties of limits inferior and superior
A sequence (γn)n≥1 of real numbers converges to a (finite) limit L (in which
case we write lim
n→∞ γn = L) if its terms γ1,γ2, . . . eventually get and stay
arbitrarily close to L for all sufficient large n. Formally, lim
n→∞ γn = L if for
every e > 0, there exists a natural number n0 (allowed to depend on e)
such that |γn − L| < e for all n > n0. The limit of a convergent sequence is
unique.
Every convergent sequence is bounded. Therefore, the boundedness is
a necessary condition for a sequence to be convergent. Given a natural
number N, the tail of the sequence (γn)n≥1 is its (shifted) subsequence
γN,γN+1, . . .. The convergence properties of (γn)n≥1 depend only on the
behavior of (γn)n≥N when we take N to be arbitrarily large. Thus, both
sequences (γn)n≥1 and (γn)n≥N have the same limit for every choice of N.
Consequently, taking away a finite number of terms in a sequence does not
influence its convergence properties viz. boundedness and limit.
1. If γn and θn are two convergent sequences such that γn ≤ θn for all
sufficiently large n, then lim
n→∞ γn ≤ limn→∞ θn (limits need not preserve
strict inequalities). In particular, if γn is bounded from below by M1
and above by M2, we have M1 ≤ limn→∞ γn ≤ M2.
2. Bounded monotone sequences always converge: if γn is bounded and
nondecreasing, then lim
n→∞ γn = supn≥1
γn; likewise, we have limn→∞ γn =
inf
n≥1
γn if γn is bounded and nonincreasing (note that both supremum
and infimum exist and are finite for every bounded sequence3).
3This property is another way of expressing the completeness of real numbers in con-
trast to rational numbers, where the limit of a monotone bounded sequence of rational
numbers need not be a rational number.
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In order for the limit of a bounded (not necessarily monotone) sequence to
always exist, one can introduce other concepts of limits: the limit superior
denoted by lim sup and the limit inferior denoted by lim inf, which corre-
spond to the limit of the supremum and the infimum of the tails of the
sequence, respectively.
Definition 2.1.3.1. For a sequence (γn)n≥1 of real numbers, the limit infe-
rior and the limit superior are defined as follows:
lim sup
n→∞
γn := limn→∞ supm≥n
γm = infn supm≥n
γm ,
lim inf
n→∞ γn := limn→∞ infm≥n γm = supn
inf
m≥n γm .
The limit superior of γn is finite if sup
m≥n
γm is finite for every n and bounded
from below. Likewise, the limit inferior of γn is finite provided that inf
m≥n γm
is finite for every n and bounded from above. Hence, both limits (inferior
and superior) of every bounded sequence of real numbers exist and are
finite.
Theorem 2.1.3.2. Let (γn)n≥1 be a bounded real sequence. Then there is
a subsequence of (γn)n≥1 that converges to lim sup
n→∞
γn (lim infn→∞ γn, respec-
tively).
Proof. Set
L := lim sup
n→∞
γn = limn→∞ supm≥n
γm .
By the definition of limit, we know that for every e > 0, there exists a
positive integer n0 such that for every n ≥ n0, we have∣∣∣( sup
m≥n
γm
)
− L
∣∣∣ < e .
Since L− e < sup
m≥l
γm for every l ≥ n0, there exists kl ≥ l such that
L− e < γkl ≤ sup
m≥l
γm < L + e
which implies that |γkl − L| < e for every l ≥ n0. But then, the subsequence
(γkl)kl≥l converges to L. The statement on the limit inferior is proved along
the same lines.
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The following standard rules are relevant for us. We shall frequently refer
back to them as needed, and this without further notice.
Proposition 2.1.3.3. For bounded sequences (γn)n≥1 and (θn)n≥1 of real
numbers, we have
1.
lim inf
n→∞ γn ≤ lim supn→∞ γn .
Moreover, the sequence (γn)n≥1 is convergent and has the limit L if and
only if
lim inf
n→∞ γn = lim supn→∞
γn = L .
2. Addition:
lim sup
n→∞
(γn + θn) ≤ lim sup
n→∞
γn + lim sup
n→∞
θn ,
lim inf
n→∞ (γn + θn) ≥ lim infn→∞ γn + lim infn→∞ θn .
Furthermore, if θn converges to θ, then
lim sup
n→∞
(γn + θn) = lim sup
n→∞
γn + θ and lim infn→∞ (γn + θn) = lim infn→∞ γn + θ .
3. Multiplication:
lim sup
n→∞
(γn · θn) ≤
(
lim sup
n→∞
γn
)(
lim sup
n→∞
θn
)
if (γn)n≥1 and (θn)n≥1 are both positive sequences. Moreover, if θn con-
verges to θ, then
lim sup
n→∞
(γn · θn) = θ · lim sup
n→∞
γn , lim infn→∞ (γn · θn) = θ · lim infn→∞ γn
for θ ≥ 0, and
lim sup
n→∞
(γn · θn) = θ · lim infn→∞ γn , lim infn→∞ (γn · θn) = θ · lim supn→∞ γn
for θ ≤ 0.
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We give a sketch of the proof of Proposition 2.1.3.3. According to Theo-
rem 2.1.3.2, the sequence (γn)n≥1 has at least one convergent subsequence,
and moreover its has a subsequence that converges to lim sup
n→∞
γn (resp.
lim inf
n→∞ γn). Therefore, it suffices to let Γ denote the set of all the limits of
the convergent subsequences of (γn)n≥1 and prove that
sup Γ ≤ lim sup
n→∞
γn, and inf Γ ≥ lim infn→∞ γn .
The conclusion is that
max Γ = lim sup
n→∞
γn, and min Γ = lim infn→∞ γn
from which the computational rules enumerated in Proposition 2.1.3.3 fol-
low.
2.2 Formal definition of the inducibility
In discrete mathematics and related areas of applications, one often wishes
to find a specific submodel within a large structure. In this thesis, we
focus on subtrees induced by leaves of a topological tree. By a copy of a
topological tree S in another topological tree T, we mean any leaf-induced
subtree of T isomorphic (in the sense of rooted tree isomorphism) to S.
The total number of copies of S in T will be denoted by c(S, T), and the
quotient
c(S, T)
(|T||S|)
by γ(S, T) whenever |T| ≥ |S|. In plain words, γ(S, T) is the proportion of
all subsets of |S| leaves of T that induce a copy of S. So γ(S, T) lies between
0 and 1. For brevity, γ(S, T) will be referred to as the density of S in T.
We are interested in the maximum of γ(S, T) as the number of leaves of T
grows to infinity, and the quantity
J(S) := lim sup
n→∞
max
|T|=n
T topological tree
γ(S, T) = lim sup
|T|→∞
T topological tree
γ(S, T) ,
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where the maximum runs over all n-leaf topological trees, will be called
the inducibility of S in topological trees.
When the maximum of the density γ(D, T) of a d-ary tree D is taken over
all d-ary trees T, we shall speak of the inducibility in d-ary trees. Specifically,
the inducibility Id(D) of a d-ary tree D in d-ary trees is
Id(D) = lim sup
n→∞
max
|T|=n
T d-ary tree
γ(D, T) = lim sup
|T|→∞
T d-ary tree
γ(D, T) .
Further, define the inducibility of a d-ary tree D in strictly d-ary trees as the
limit superior, taken over all strictly d-ary trees, of the density of subsets of
|D| leaves that induce a copy of D. That is, we have
id(D) := lim sup
n→∞
max
|T|=n
T strictly d-ary tree
γ(D, T) = lim sup
|T|→∞
T strictly d-ary tree
γ(D, T) .
By observing that for k ≤ 2, there is only one possibility for the k-leaf
induced tree, we obtain the following simple fact:
Remark 2.2.0.1. The inducibility of the tree that has only one vertex as well
as the 2-leaf topological tree is 1 in d-ary trees for every d.
We can interpret J(S) as the maximum asymptotic density of copies of S in
an arbitrary topological tree with sufficiently large number of leaves. Sim-
ilarly, Id(D) (resp. id(D)) is the maximum asymptotic density of copies of
D in an arbitrary d-ary tree (resp. strictly d-ary tree) with large enough
number of leaves. Instead of determining the values of the maximum den-
sity
max
|T|=n
γ(S, T)
on every given number of leaves n ≥ |S| and among topological trees (or
d-ary trees, or strictly d-ary trees), we shall only focus on understanding
the asymptotic behaviour of such a density as n grows to infinity, which is
therefore captured by the inducibility J(S) (or Id(S), or id(S) – depending
on the underlying set over which the maximum is taken). Furthermore, we
shall occasionally exhibit a sequence of trees that yields the inducibility in
the limit.
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Reasoning by means of induction will appear quite frequently as part of
our proof techniques. In addition, we shall use the multinomial theorem
and the so-called Muirhead’s inequality in many places of the manuscript.
Muirhead’s inequality (also known as the bunching principle) is a useful
tool employed to deal with seemingly difficult identities and inequalities
of a certain sort. For the sake of completeness of the present exposition, we
aim to discuss the fundamental idea behind the bunching principle.
2.3 The Bunching principle
Let A = (a1, a2, . . . , an) and B = (b1, b2, . . . , bn) be vectors of nonnegative
real numbers. Assume a1 ≥ a2 ≥ · · · ≥ an and b1 ≥ b2 ≥ · · · ≥ bn in this
order. We say that the vector A majorises the vector B if
n
∑
i=1
ai =
n
∑
i=1
bi ,
and for all k = 1, 2, . . . , n− 1,
k
∑
i=1
ai ≥
k
∑
i=1
bi .
Theorem 2.3.0.1 (Muirhead’s inequality). Consider a sequence (x1, x2, . . . , xn)
of positive real numbers. If (a1, a2, . . . , an) majorises (b1, b2, . . . , bn) then it
holds that
∑
pi∈Sn
n
∏
i=1
xai
pi(i) ≥ ∑
pi∈Sn
n
∏
i=1
xbi
pi(i) ,
where the sum is taken over the set Sn of all permutations of the in-
dices 1, 2, . . . , n. There is equality if and only if either ai = bi for all
i ∈ {1, 2, . . . , n}, or all the xi are equal.
It is worth stressing that in its original form, “A majorises B” is a necessary
but also sufficient condition in the theorem. A proof of this result can be
found, for instance, in the book on inequalities by Hardy, Littlewood and
Po´lya [47]. Since it is a fundamental tool which we shall use to prove
some of our main results, we find it important to give here a complete and
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comprehensive proof. The proof will follow after a series of very simple
lemmas.
For n ≤ 2, there is essentially nothing more to prove: the case n = 1 is
trivial, while for the case n = 2, one can use the identity(
xa11 · xa22 + xa12 · xa21
)− (xb11 · xb22 + xb12 · xb21 ) =
(x1 · x2)a2
(
xb1−a21 − xb1−a22
)(
xb2−a21 − xb2−a22
)
,
together with the fact that b1 ≥ b2 ≥ a2.
Let n ≥ 3 be fixed and assume the following conditions of the theorem are
satisfied:
• (C1) a1 ≥ a2 ≥ · · · ≥ an, b1 ≥ b2 ≥ · · · ≥ bn.
• (C2) a1 ≥ a2, a1 + a2 ≥ b1 + b2, . . . , a1 + a2 + · · ·+ an−1 ≥ b1 + b2 +
· · ·+ bn−1.
• (C3) a1 + a2 + · · ·+ an = b1 + b2 + · · ·+ bn.
• (C4) A = (a1, a2, . . . , an) 6= (b1, b2, . . . , bn) = B.
Lemma 2.3.0.2. Let n ≥ 3. The following hold:
1. (L1) There exists at least two different indices i such that ai 6= bi.
2. (L2) At least one index i satisfying ai > bi exists.
3. (L3) At least one index i satisfying ai < bi exists.
4. (L4) The first index i such that ai 6= bi yields ai > bi.
5. (L5) There are indices j, k such that
aj > bj, aj+1 = bj+1, . . . , ak−1 = bk−1, ak < bk .
6. (L6) A vector A′ := (a′1, a
′
2, . . . , a
′
n) of real numbers satisfying both∣∣{i ∈ {1, 2, . . . , n} : a′i 6= bi}∣∣ < ∣∣{i ∈ {1, 2, . . . , n} : ai 6= bi}∣∣
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and
∑
pi∈Sn
n
∏
i=1
xa
′
i
pi(i) ≤ ∑
pi∈Sn
n
∏
i=1
xai
pi(i)
can be constructed from the vectors A and B so that, if further vectors
A′′, A′′′ etc. are constructed in the same way, B is obtained after a finite
number of steps.
Proof. The proof goes as follows:
1. Condition (C4) guarantees the existence of at least one index i, with
ai 6= bi. At least two such indices exist as (C3) is to be satisfied.
2. If ai ≤ bi for all i, then
a1 ≤ a2, a1 + a2 ≤ b1 + b2, . . . , a1 + a2 + · · ·+ an ≤ b1 + b2 + · · ·+ bn ,
and together with (C2), this implies that
a1 = b1, a1 + a2 = b1 + b2, . . . , a1 + a2 + · · ·+ an = b1 + b2 + · · ·+ bn ,
contradicting (C4).
3. From (L2), let j be such that aj > bj. If ai ≥ bi for all i 6= j, then
a1 + · · ·+ aj−1 + aj+1 + · · ·+ an ≥ b1 + · · ·+ bj−1 + bj+1 + · · ·+ bn ,
implying that a1 + · · ·+ an > b1 + · · ·+ bn, which contradicts (C3).
4. If the first i, 1 ≤ i ≤ n, such that ai 6= bi gave rise to ai < bi, then we
would have a1 = b1, . . . , ai−1 = bi−1 and so a1 + · · ·+ ai < b1 + · · ·+ bi,
contradicting (C2).
5. From (L3), select the first index k satisfying ak < bk and from (L4), select
the greatest index j less than k with aj > bj.
6. Let j, k be indices as defined in (L5). We are going to operate exclusively
on the indices j and k. To this end, we define a new vector A′ by setting
a′i := ai for i 6= {j, k}. Thus, we have
∑
pi∈Sn
( n
∏
i=1
xai
pi(i) −
n
∏
i=1
xa
′
i
pi(i)
)
=
1
2 ∑
pi∈Sn
[( n
∏
i=1
i 6={j,k}
xai
pi(i)
)
·
(
x
aj
pi(j) · x
ak
pi(k) + x
aj
pi(k) · x
ak
pi(j) − x
a′j
pi(j) · x
a′k
pi(k) − x
a′j
pi(k) · x
a′k
pi(j)
)]
.
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We can choose a′j and a
′
k in such a way that a
′
j + a
′
k = aj + ak so that we
obtain a factor of the form
(
xα
pi(j) − xαpi(k)
)
: so we have
∑
pi∈Sn
( n
∏
i=1
xai
pi(i) −
n
∏
i=1
xa
′
i
pi(i)
)
=
1
2
· ∑
pi∈Sn
( n
∏
i=1
i 6={j,k}
xai
pi(i)
)(
x
a′j−ak
pi(j) − x
a′j−ak
pi(k)
)
xak
pi(j)
(
xa
′
k−ak
pi(j) − x
a′k−ak
pi(k)
)
xak
pi(k) ,
which is readily seen to be nonnegative. Now we need to choose a′j and
a′k in such a way that the condition∣∣{i ∈ {1, 2, . . . , n} : a′i 6= bi}∣∣ < ∣∣{i ∈ {1, 2, . . . , n} : ai 6= bi}∣∣
is met, i.e., guaranteeing either a′j = bj or a
′
k = bk. Since j < k, we have
ak ≤ aj and bk ≤ bj (so ak < bk ≤ bj < aj). Therefore, a′j − a′k = 2bj −
(aj + ak) if a′j = bj, and a
′
j − a′k = (aj + ak)− 2bk if a′k = bk. Altogether,
we can take
a′j − a′k =
{
2bj − (aj + ak) if |2bj − (aj + ak)| ≥ |aj + ak − 2bk| ,
aj + ak − 2bk otherwise .
This finishes the proof of the lemma.
Proof of Theorem 2.3.0.1. Replace A with A′ in the proof of Lemma 2.3.0.2
and call A′′ := A(2) the vector obtained from A′ := A(1) and B, and so on.
Since the number of indices i such that a′i 6= bi diminishes (by at least 1)
each time we apply the transformation which gives A′ using elements of A
and B, we shall get to a stage (after a finite number of steps, say l) where
a(l)i = bi for all 1 ≤ i ≤ n, and so the process comes to an end: the first part
of the theorem is proved. In view of the relation
∑
pi∈Sn
( n
∏
i=1
xai
pi(i) −
n
∏
i=1
xa
′
i
pi(i)
)
=
1
2 ∑
pi∈Sn
[( n
∏
i=1
i 6={j,k}
xai
pi(i)
)
·
(
x
a′j−ak
pi(j) − x
a′j−ak
pi(k)
)
xak
pi(j)
(
xa
′
k−ak
pi(j) − x
a′k−ak
pi(k)
)
xak
pi(k)
]
≥ 0 ,
it is clearly seen that for A 6= B, equality is secured in the theorem if and
only if xpi(j) = xpi(k) for every pi ∈ Sn, i.e., x1 = x2 = · · · = xn.
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Example 2.3.0.3. Since the vector (5, 1, 0, 0) majorises the vector (2, 2, 1, 1),
we get
∑
pi∈S4
x5pi(1) · x1pi(2) · x0pi(3) · x0pi(4) ≥ ∑
pi∈S4
x2pi(1) · x2pi(2) · x1pi(3) · x1pi(4)
for every sequence (x1, x2, x3, x4) of positive real numbers, i.e.,
x51 · x2 + x51 · x3 + x51 · x4 + x1 · x52 + x52 · x3 + x52 · x4 + x1 · x53 + x2 · x53 + x53 · x4
+ x1 · x54 + x2 · x54 + x3 · x54 ≥ 2(x21 · x22 · x3 · x4 + x21 · x2 · x23 · x4
+ x21 · x2 · x3 · x24 + x1 · x22 · x23 · x4 + x1 · x22 · x3 · x24 + x1 · x2 · x23 · x24)
with equality if and only if x1 = x2 = x3 = x4.
Some known inequalities can be deduced from the inequality of Muirhead.
For instance, the well-known inequality between the geometric mean and
the arithmetic mean can be inferred from it:
Example 2.3.0.4 (Geometric-Arithmetic Mean Inequality). Let (x1, x2, . . . , xn)
be a sequence of n ≥ 1 positive real numbers. Then the inequality
x1 + x2 + · · ·+ xn
n
= AM(x1,x2, . . . , xn)
≥ n√x1 · x2 · . . . · xn = GM(x1, x2, . . . , xn)
holds with equality if and only if x1 = x2 = · · · = xn.
Proof. Since (1, 0, 0, . . . , 0︸ ︷︷ ︸
(n−1) 0′s
) majorises
(
1/n, 1/n, . . . , 1/n︸ ︷︷ ︸
n terms
)
, we have
(n− 1)! · (x1 + x2 + · · ·+ xn) ≥ n! · x
1
n
1 · x
1
n
2 · . . . · x
1
n
n
by virtue of Muirhead’s inequality.
We mention that there is no simple recipe that leads to a solution when
computing the inducibility. Quite often, we shall not have an explicit for-
mula for the maximum number of copies max
|T|=n
c(S, T) of S among n-leaf
trees, even for S in the family of trees of interest.
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Chapter 3
Inducibility of d-ary trees
In this chapter, we study the inducibility in d-ary trees (rooted trees whose
vertex outdegrees are bounded from above by d ≥ 2). We determine the
exact inducibility for stars and so-called binary caterpillars. For T in the
family of strictly d-ary trees (every vertex has 0 or d children), we prove
that the difference between the maximum density γ(D, T) of a d-ary tree
D in T and the inducibility id(D) of D is of order at most O(|T|−1/2) com-
pared to the more general case Id(D) where it is shown that the difference
is O(|T|−1) which, in particular, responds positively to an existing conjec-
ture from [1] on the inducibility in binary trees. We also discover that the
inducibility of a binary tree (2-ary tree) in d-ary trees is independent of d.
Furthermore, we establish a general lower bound on the inducibility of ev-
ery d-ary tree and also provide a bound for some special trees. Moreover,
we find that the maximum inducibility is attained only for binary cater-
pillars (binary trees for which removal of all the leaves yields a path) for
every d.
The material is based on the results from the following paper [34]: In-
ducibility of d-ary trees. E´. Czabarka, A. A. V. Dossou-Olory, L. A. Sze´kely and
S. Wagner. Preprint https: // arxiv. org/ abs/ 1802. 03817
3.1 Introduction
We recall that if S is a subset of the leaf set of a d-ary tree T, then the unique
subtree obtained by first extracting the minimal subtree of T containing the
28
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leaves in S, and then suppressing, except possibly for the root, the vertices
of degree 2 in the induced tree, is called a leaf-induced subtree of T; see
Figure 3.1. Moreover, the resulting tree has a root in a natural way, namely
the most recent common ancestor of the leaves in S.
`1 `2 `3 `4 `1 `2 `3 `4
Figure 3.1: A ternary tree and the subtree induced by the four leaves
{`1, `2, `3, `4}.
A copy of D in T is any leaf-induced subtree of T isomorphic (in the sense
of rooted trees) to D. The total number of copies of D in T is denoted by
c(D, T), and the quotient c(D, T)/( |T||D|) by γ(D, T), which is the proportion
of all subsets of |D| leaves of T that induce a copy of D. The inducibility of
a d-ary tree D in d-ary trees T is
Id(D) = lim sup
|T|→∞
T d-ary tree
γ(D, T) , (3.1.1)
where we mean
lim sup
|T|→∞
T d-ary tree
γ(D, T) = lim sup
n→∞
max
|T|=n
T d-ary tree
γ(D, T).
This concept of inducibility is, of course, in analogy to the very first one [2]
for simple graphs. However, it is not clear at this point whether the se-
quence (
max
|T|=n
T d-ary tree
γ(D, T)
)
n≥|D|
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converges for every d-ary tree D, in which case we could simply write
Id(D) = limn→∞ max|T|=n
T d-ary tree
γ(D, T) .
But notice that equation (3.1.1) already tells us that the maximum number
of copies of D in an arbitrary n-leaf d-ary tree is at most(
n
|D|
)(
Id(D) + o(1)
)
as n → ∞. In fact, we shall prove later that Id(D) is always a positive real
number for every d-ary tree D—see Proposition 3.5.0.1. For the particular
case where d = 2, it was conjectured in [1] that the asymptotic formula
max
|T|=n
T binary tree
γ(B, T) = I2(B) +O(n−1) (3.1.2)
holds for every binary tree B. In the present chapter, we affirm this conjec-
ture, and even generalise the result for every d (see Theorem 3.3.0.1).
It turns out that Id(D) can also be computed by merely taking the limit
superior in the family of strictly d-ary trees. Recall that the inducibility of
a d-ary tree D in strictly d-ary trees is
id(D) = lim sup
|T|→∞
T strictly d-ary tree
γ(D, T) .
We note that 0 ≤ id(D) ≤ Id(D) ≤ 1 by definition. We demonstrate in
Section 3.3 that the identity Id(D) = id(D) holds for every d-ary tree D and
every d (Theorem 3.3.0.3). As counterpart of equation (3.1.2), we show in
Corollary 3.3.0.4 that
max
|T|=n
T strictly d-ary tree
γ(D, T) = id(D) +O(n−1/2).
In Section 3.4, we prove that the inducibility of any fixed binary tree is the
same among binary trees and d-ary trees, for any d; in Section 3.5 we show
that the inducibility of any d-ary tree is positive, and finally in Section 3.6
we prove that the only d-ary trees that have inducibility 1 are the binary
caterpillars.
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3.2 On stars and binary caterpillars
As mentioned in the introduction, it is instructive to treat the single vertex
(of the tree that has only one vertex) as both leaf and root. By joining leaves
to a single vertex v, one obtains a star with root v. We denote the k-leaf star
by Ck as suggested by Figure 3.2.
C2 C3 C4 C5
Figure 3.2: Stars Ck.
It is common knowledge that in several instances, stars, so-called cater-
pillars, and paths are solutions to many extremal problems among trees
with respect to a given combinatorial invariant. For instance, the star
minimises the Hosoya index (number of independent edge subsets) and
thus maximises the Merrifield-Simmons index (number of independent
vertex subsets) among connected graphs all having the same number of
vertices [48; 49; 50]. We begin our investigations on the inducibility with
these families of trees (the latter is not a d-ary tree!).
We recall that a complete d-ary tree is a strictly d-ary tree in which all the
leaves (dh in total) are at the same distance h from the root. For our next
theorem, which characterises the inducibility of stars, we need Muirhead’s
inequality (already discussed in Chapter 2): this inequality states that
∑
pi∈Sd
d
∏
j=1
x
lj
pi(j) ≥ ∑
pi∈Sd
d
∏
j=1
x
mj
pi(j)
for all nonnegative real numbers x1, x2, . . . , xd whenever the vector (l1, l2, . . . , ld)
majorises the vector (m1, m2, . . . , md). The sums on both sides are taken
over all permutations of the indices 1, 2, . . . , d.
Theorem 3.2.0.1. For every fixed positive integer d ≥ 2 and every k ∈
{2, 3, . . . , d}, the inducibility of the k-leaf star Ck in strictly d-ary trees is
id(Ck) =
d!
(d− k)!(dk − d) .
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Moreover, id(Ck) is an increasing function in d for every k ≥ 3, starting
with d = k.
Proof. Fix d ≥ 2, and let us prove that for a strictly d-ary tree T with n
leaves, we have
c(Ck, T) ≤
(
d
k
)
nk − n
dk − d
for every k ≥ 2, with equality if T is a complete d-ary tree.
For k = 2, the assertion is immediate as c(C2, T) = (
|T|
2 ). For k ≥ 3, we
use induction on n. The base cases n < k are trivial as there cannot be
any copies of Ck in T. For the induction step, consider the d branches
T1, T2, . . . , Td of T with n1, n2, . . . , nd leaves, respectively. So we have n1 +
n2 + · · ·+ nd = n. We distinguish possible scenarios that can occur for a
subset of k leaves:
• all k leaves belong to the same branch of T. The total number of these
subsets of leaves that induce Ck is given by
c(Ck, T1) + c(Ck, T2) + · · ·+ c(Ck, Td) ,
• one of the branches of T contains more than one of the k leaves, but
not all of them. In this case the leaf-induced subtree is not isomorphic
to Ck,
• k of the branches of T, say (without loss of generality) T1, T2, . . . , Tk,
contain exactly one of the leaves each. In this case, the k leaves always
induce Ck, yielding n1 · n2 · . . . · nk copies of Ck.
Therefore, we establish that
c(Ck, T) =
d
∑
i=1
c(Ck, Ti) + ∑
{i1,i2,...,ik}⊆{1,2,...,d}
k
∏
j=1
nij .
The induction hypothesis gives
c(Ck, T) ≤
(
d
k
)
dk − d
d
∑
i=1
(nki − ni) + ∑
{i1,i2,...,ik}⊆{1,2,...,d}
k
∏
j=1
nij . (3.2.1)
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On the other hand, the multinomial theorem yields the following decom-
position:
nk =
(
d
∑
i=1
ni
)k
= ∑
l1,l2,...,ld≥0
l1+l2+···+ld=k
(
k
l1, l2, . . . , ld
) d
∏
i=1
nlii
= ∑
l1,l2,...,ld≥0
l1+l2+···+ld=k
(
k
l1, l2, . . . , ld
)
1
d! ∑
pi∈Sd
d
∏
i=1
nli
pi(i)
=
d
∑
i=1
nki + ∑
0≤l1,l2,...,ld<k
l1+l2+···+ld=k
(
k
l1, l2, . . . , ld
)
1
d! ∑
pi∈Sd
d
∏
i=1
nli
pi(i) .
Since every vector (l1, l2, . . . , ld) of nonnegative integers with l1 + l2 + · · ·+
ld = k majorises the vector (1, 1, . . . , 1, 0, 0, . . . , 0) (k ones, followed by d− k
zeros), we can apply Muirhead’s inequality to every term in the second
sum of this decomposition:
∑
pi∈Sd
d
∏
i=1
nli
pi(i) ≥ ∑
pi∈Sd
k
∏
i=1
npi(i) = k! · (d− k)! ∑
{i1,i2,...,ik}⊆{1,2,...,d}
k
∏
j=1
nij .
This gives us
nk ≥
d
∑
i=1
nki + ∑
0≤l1,l2,...,ld<k
l1+l2+···+ld=k
(
k
l1, l2, . . . , ld
)
k! · (d− k)!
d! ∑{i1,i2,...,ik}⊆{1,2,...,d}
k
∏
j=1
nij
=
d
∑
i=1
nki + (d
k − d)k! · (d− k)!
d! ∑{i1,i2,...,ik}⊆{1,2,...,d}
k
∏
j=1
nij ,
using the multinomial theorem in the opposite direction now. We can
rewrite this as
∑
{i1,i2,...,ik}⊆{1,2,...,d}
k
∏
j=1
nij ≤
(dk)
dk − d
(
nk −
d
∑
i=1
nki
)
.
Plugging this into (3.2.1) yields
c(Ck, T) ≤
(dk)
dk − d
d
∑
i=1
(nki − ni) +
(dk)
dk − d
(
nk −
d
∑
i=1
nki
)
=
(dk)
dk − d (n
k − n) ,
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completing the induction. Furthermore, equality can only arise in this
context if n1 = n2 = · · · = nd. Thus the inequality holds with equality
if and only if, for every internal vertex v of T, the number of leaves in the
d branches of the subtree of T rooted at v are the same: in this case, T is
a complete d-ary tree as well. The assertion on the inducibility follows by
passing to the density and taking the limit:
id(Ck) = limn→∞
(dk) ·
(
nk − n)/(dk − d)
(nk)
=
d!
(d− k)!(dk − d) .
We now turn to the second assertion of the theorem.
Claim: For every given positive integer k ≥ 3,
uk(x) =
(x− 1) · (x− 2) · . . . · (x− k + 1)
xk−1 − 1
is an increasing function for x ≥ k.
Proof of the Claim: Indeed, we have
log uk(x) = − log(xk−1 − 1) +
k−1
∑
i=1
log(x− i)
so that
d
dx
(
log uk(x)
)
=− k− 1
xk−1 − 1 · x
k−2 +
k−1
∑
i=1
1
x− i
=
k−1
∑
i=1
( 1
x− i −
xk−2
xk−1 − 1
)
=
1
xk−1 − 1
k−1
∑
i=1
(−1+ i · xk−2
x− i
)
> 0
as x ≥ k ≥ 3. We conclude that (id(Ck))d≥k is an increasing sequence as
soon as k ≥ 3.
We remark that the special case d = k = 3 in Theorem 3.2.0.1 coincides
with Proposition 2.1.2.2 which was proved by other means in Chapter 2.
The next family of d-ary trees of interest is the family of binary caterpillars.
We determine the exact inducibility of every binary caterpillar, which in
turn, is also demonstrated to be the same among d-ary trees for every d.
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By a d-ary caterpillar, we mean a strictly d-ary tree in which every non-leaf
vertex has d− 1 children that are leaves, except for the lowest, which has d
children that are leaves. Note that the non-leaf vertices must lie on a single
path starting at the root. We denote the d-ary caterpillar with k leaves by
Fdk (refer to Figure 3.3 for ternary caterpillars).
F33 = C3 F
3
5 F
3
7
Figure 3.3: Ternary caterpillars F3k .
Theorem 3.2.0.2. Let d ≥ 2 be an arbitrary but fixed positive integer. For
the binary caterpillar F2k , we have
max
|T|=n
T strictly d-ary tree
γ
(
F2k , T
)
= 1−O(n−1)
for every k, d and all n ≥ k. In particular, id(F2k ) = Id(F2k ) = 1 for every k
and d.
Proof. Fix d ≥ 2. We use a direct counting argument which gives us a
lower bound on the number of copies of the binary caterpillar F2k in the
d-ary caterpillar Fdn . A binary caterpillar can be constructed by attaching
exactly one pendant edge to all vertices of a path, except the last one (that
is furthest away from the root). Thus, a copy of F2k in F
d
n can be obtained by
first choosing a subset of k vertices from the set of internal vertices of Fdn ,
and then for each of them, choosing one of its (at least) d− 1 children that
are leaves. Since every strictly d-ary tree T has exactly (|T| − 1)/(d − 1)
internal vertices 1, we deduce that there are at least(n−1
d−1
k
)
(d− 1)k
1It is proved by induction on |T|.
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copies of F2k in F
d
n . Therefore, we get
c(F2k , F
d
n ) ≥
(n−1
d−1
k
)
(d− 1)k = n
k
k!
−O(nk−1) .
Hence, because we have
c(F2k , F
d
n ) ≤
(
n
k
)
≤ n
k
k!
by definition, the assertion on the maximum density of F2k in strictly d-ary
trees and thus the inducibility id(F2k ) follows. In particular, we obtain
id(F2k ) = Id(F
2
k ) = 1 .
It can actually be shown that
c(F2k , F
d
n ) = (d− 1)k−1
( n−1
d−1
k− 1
)
· 2n− (d− 2)(k− 2)
2k
(3.2.2)
for k, n > 1, but this precision becomes immaterial when computing the
inducibility id(F2k ). The proof of this identity can be found at the end of
this chapter (Section 3.7).
3.3 Inducibility vs. maximum density
Our first goal in this section is to prove a conjecture from [1], which states
that the maximum of γ(D, T) over trees T with n leaves converges fairly
quickly to the inducibility Id(D), namely at a rate of n−1. (To be precise,
the conjecture was only made in the binary case.)
Theorem 3.3.0.1. For every fixed positive integer d ≥ 2 and every d-ary
tree D, we have
max
|T|=n
T d-ary tree
γ(D, T) = Id(D) +O(n−1)
for all n ≥ |D|. In particular,
lim
n→∞ max|T|=n
T d-ary tree
γ(D, T) = Id(D) ,
where the limit is that of a decreasing sequence.
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Proof. Fix d ≥ 2. Let D and T be arbitrary d-ary trees such that |D| ≤
|T|. Since c(D, T) represents the number of subsets of |D| leaves of T that
induce a copy of D, we immediately deduce that the |T| leaves of T are
contained in |D| · c(D, T)/|T| copies of D on average. Thus, there exist
leaves l1 and l2 of T satisfying the relation
cl1(D, T) ≤
|D| · c(D, T)
|T| ≤ cl2(D, T) (3.3.1)
where cl(D, T) stands for the number of l-containing subsets of |D| leaves
of T that induce a copy of D.
• We can assume |T| ≥ 2. The number of subsets of |D| leaves of T
not involving the leaf l1 that induce a tree isomorphic to D is exactly
c(D, T) − cl1(D, T), which is therefore at least
(
1 − |D||T|
) · c(D, T) in
view of relation (3.3.1). Create from T a new tree T′ by suppressing
the leaf l1 (and suppress its former neighbor, if its new degree is 2).
It follows that
max
|T′|=n−1
c(D, T′) ≥
(
1− |D|
n
)
max
|T|=n
c(D, T)
as T was taken to be an arbitrary d-ary tree. Hence, by passing to the
density by dividing by (n−1|D| ), we obtain
max
|T′|=n−1
T′ d-ary tree
γ(D, T′) ≥ max
|T|=n
T d-ary tree
γ(D, T)
for every n ≥ 1+ |D|. So the sequence(
max
|T|=n
T d-ary tree
γ(D, T)
)
n≥|D|
is decreasing and bounded from below, which means that the limit
lim
n→∞ max|T|=n
T d-ary tree
γ(D, T)
exists and is Id(D).
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• Denote by T+ the d-ary tree obtained by replacing the leaf l2 by an
internal vertex with two leaves l2, l′2 attached to it. That way, the num-
ber of copies of D in T+ not involving l′2 is just c(D, T), whereas the
number of copies of D in T+ involving l′2 is no less than the number
of copies of D in T involving l2. Therefore, by relation (3.3.1), the
quantity
(
1+ |D||T|
) · c(D, T) offers a natural lower bound on c(D, T+).
It follows that(
1+
|D|
n
)
max
|T|=n
c(D, T) ≤ max
|T|=n+1
c(D, T)
as T was assumed to be an arbitrary n-leaf d-ary tree. Consequently,
passing to the density, we obtain
max
|T|=n+1
T d-ary tree
γ(D, T) ≥
(
1− |D|(−1+ |D|)
n(n + 1)
)
max
|T|=n
T d-ary tree
γ(D, T)
for every n ≥ |D|, and by p-fold iteration
max
|T|=n+p
T d-ary tree
γ(D, T) ≥
max
|T|=n
T d-ary tree
γ(D, T) ·
p−1
∏
j=0
(
1− |D|(−1+ |D|)
(n + p− j)(n + p− j− 1)
)
for all n, p with p ≥ 1 and n ≥ |D|. Fixing n ≥ |D| and p ≥ 1, we
have
0 ≤ |D|(−1+ |D|)
(n + p− j)(n + p− j− 1) < 1
for every 0 ≤ j ≤ p− 1. A simple induction on p yields
p−1
∏
j=0
(
1− |D|(−1+ |D|)
(n + p− j)(n + p− j− 1)
)
≥
1−
p−1
∑
j=0
|D|(−1+ |D|)
(n + p− j)(n + p− j− 1) .
Now, letting p→ ∞ instantly gives the estimate
Id(D) ≥ max|T|=n
T d-ary tree
γ(D, T) ·
(
1−
∞
∑
i=0
|D|(−1+ |D|)
(n + i + 1)(n + i)
)
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for every n ≥ |D|. Since
∞
∑
i=0
1
(n + i + 1)(n + i)
=
∞
∑
i=0
( 1
n + i
− 1
n + i + 1
)
=
1
n
,
this shows that
Id(D) ≥
(
1− |D|(−1+ |D|)
n
)
max
|T|=n
T d-ary tree
γ(D, T) .
Now we combine the two contributions to obtain
0 ≤ max
|T|=n
T d-ary tree
γ(D, T)− Id(D) ≤ |D|(−1+ |D|)n
for every n ≥ |D|. The desired asymptotic formula follows immediately.
We remark that the averaging reasoning employed in the proof of Theo-
rem 3.3.0.1 does not work for a strictly d-ary tree. For example, removing
one leaf (as well as the single edge incident to it) from a strictly d-ary tree
yields a tree that is no longer strictly d-ary as soon as d ≥ 3. Moreover, the
error term O(n−1) is generally best possible, as e.g. the discussion of the
complete binary tree of height 2 (with four leaves) in [1], or the star with
three leaves in Proposition 2.1.2.2 in Chapter 2 shows.
Our next focus is to prove that id(D) and Id(D) are always equal for every
d-ary tree D and every d.
Lemma 3.3.0.2. For a fixed positive integer k, we have
(nk)
(p+nk )
= 1−O(p/n)
as p ≥ 1 and n/p→ ∞.
Proof. We have
(nk)
(p+nk )
=
n(n− 1) . . . (n− k + 1)
(n + p)(n + p− 1) . . . (n + p− k + 1)
≥ (n− k)
k
(n + p)k
=
(
1− k
n
)k(
1+
p
n
)−k
≥
(
1− k
2
n
)(
1− k · p
n
)
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where the last inequality follows from Bernoulli’s inequality. This implies
that
(nk)
(p+nk )
≥
(
1− k
2
n
)(
1− k · p
n
)
≥ 1− k · p + k
2
n
≥ 1− 2k
2 · p
n
as it is easy to see that p + k ≤ 2p · k. This completes the proof of the
lemma.
Theorem 3.3.0.3. Fix a positive integer d ≥ 2, and let D be a d-ary tree.
For every positive integer n ≡ 1 mod (d− 1) and every d-ary tree T with
bn 12 c leaves, there exists a strictly d-ary tree T∗ with n leaves such that the
asymptotic formula
γ(D, T) = γ(D, T∗) +O(n−1/2)
holds as n → ∞, and the O-constant depends on d only. In particular, we
have
id(D) = Id(D) .
Proof. Fix d ≥ 2 and n ≡ 1 mod (d− 1). Consider an arbitrary d-ary tree
T (not necessarily a strictly d-ary tree) such that |T| = bn 12 c = n 12 −O(1).
We describe an explicit construction for T∗; the line of reasoning follows
probabilistic ideas.
• For every r ∈ {2, 3, . . . , d − 1}, add d − r more branches of one leaf
each to every internal vertex of T whose number of children is r. Call
the augmented tree T′, and denote by L˜(T′) the set of the additional
leaves added to T to obtain the strictly d-ary tree T′. If |T|r stands for
the number of internal vertices of T with r children, then we have
|L˜(T′)| =
d−1
∑
r=2
(d− r)|T|r < (d− 2)|T|, |L˜(T′)| = O
(
n
1
2
)
because it is easy to see (by induction on |T|) that the total number of
internal vertices of T is less than its number of leaves. Note that
|T′| = |T|+ |L˜(T′)| = Θ(n 12 ) .
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• Consider the tree T′. Let m be the greatest positive integer satisfying
both m ≡ 1 mod (d− 1) and m ≤ n 12 . So we have bn 12 c − (d− 2) ≤
m ≤ bn 12 c. Since it suffices to prove the statement for sufficiently large
n, we may assume that m ≥ d. Choose an arbitrary strictly d-ary tree
S with m− (d− 1) leaves so that
bn 12 c+ 3− 2 · d ≤ |S| ≤ bn 12 c+ 1− d .
Append a copy of S to every leaf l of T′ that does not belong to L˜(T′)
by identifying its root with l. Call the resulting tree T′′. We shall refer
to the tree S as a ‘dangling’ tree of T′′. Note that
|T′′| = |T| · |S|+ |L˜(T′)| = n−O(n 12 )
and that |T′′| < n in view of the inequalities
|T| ≤ n 12 , |S| ≤ n 12 − (d− 1), |L˜(T′)| < (d− 1)|T| .
• Additionally, pick an arbitrary strictly d-ary tree SP with
1+ n− |T′′| = O(n 12 )
leaves and append the root of T′′ to a leaf of SP. Denote by T∗ the
strictly d-ary tree that results from this construction. Note that
|T∗| = |T′′|+ |SP| − 1 = n .
A picture that shows this construction is given in Figure 3.4.
Now let 1 ≤ k ≤ |T| be an arbitrary but fixed positive integer, and pick
k leaves of T∗ uniformly at random. The probability that none of the k
randomly chosen leaves of T∗ lies in L˜(T′) or SP and no two of them belong
to the same dangling tree of T∗ is exactly
(|T|k )
(|T
∗|
k )
· |S|k .
In words: since there are exactly |T| dangling trees in T∗, we choose k of
them and one leaf from each of the k chosen dangling trees to obtain such
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S
T
SS S SS
T′′
S
SSSS S S
SP
T∗
S
S S
T′
Figure 3.4: A step-by-step illustration of the explicit construction given in
the proof of Theorem 3.3.0.3: T∗ is a strictly 4-ary tree obtained from a
4-ary tree T with eight leaves.
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a subset of k leaves of T∗. With Lemma 3.3.0.2 at our disposal, we obtain
(|T|k )
(|T
∗|
k )
· |S|k =
(|T| · |S|)k(1−O(|T|−1))
nk
(
1−O(n−1))
= 1−O(n− 12 )
(3.3.2)
as n → ∞. Now let D be a d-ary tree with k leaves. Note that the tree
induced by k leaves of T∗ that belong to k distinct dangling trees is equal
to the tree induced by the k leaves of T to which these k dangling tree were
attached. Hence the probability that k randomly chosen leaves of T∗ are
from distinct dangling trees of T∗ and induce a copy of D is given by
c(D, T)
(nk)
· |S|k
(recall that T∗ has n leaves). From this observation and the fact that
γ(D, T∗) is exactly the probability that k distinct randomly chosen leaves
of T∗ induce a copy of D, we deduce that
γ(D, T∗) = c(D, T)
(nk)
· |S|k + Q
(
1− (
|T|
k ) · |S|k
(nk)
)
by virtue of the law of total probability, where Q stands for the probability
that k distinct leaves of T∗ induce a copy of D under the condition that the
event ‘k randomly chosen leaves of T∗ are from distinct dangling trees of
T∗’ has not occurred. This implies that
γ(D, T∗) = c(D, T)
(|T|k )
+
(
1− (
|T|
k ) · |S|k
(nk)
)(
Q− c(D, T)
(|T|k )
)
,
and since Q and γ(D, T) = c(D, T)/(|T|k ) are both between 0 and 1, it
follows from the asymptotic formula (3.3.2) that
γ(D, T∗)− γ(D, T) = O(n−1/2) .
This finishes the proof of the first part of the theorem. Finally, the immedi-
ate consequence we obtain is that
Id(D) = lim sup
|T|→∞
T d-ary tree
γ(D, T) = lim sup
|T∗|→∞
γ(D, T∗) ≤
lim sup
|T|→∞
T strictly d-ary tree
γ(D, T) = id(D) .
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In other words, this shows that Id(D) ≤ id(D). Thus, the proof of the
second part of the theorem is completed as well because we have Id(D) ≥
id(D) by definition.
With Theorem 3.3.0.3 and its proof at hand, we can now prove an analogue
of Theorem 3.3.0.1 for the maximum density in strictly d-ary trees.
Corollary 3.3.0.4. For every fixed positive integer d ≥ 2 and every d-ary
tree D, we have
max
|T|=n
T strictly d-ary tree
γ(D, T) = id(D) +O(n−1/2)
for every n ≥ |D|. In particular, we have
lim
n→∞ max|T|=n
T strictly d-ary tree
γ(D, T) = id(D) .
Proof. Using the identity id(D) = Id(D) from Theorem 3.3.0.3 together with
the first claim of Theorem 3.3.0.1, namely
max
|T|=n
T d-ary tree
γ(D, T) ≤ Id(D) +O
(
n−1
)
,
we immediately get
max
|T|=n
T strictly d-ary tree
γ(D, T) ≤ id(D) +O
(
n−1
)
. (3.3.3)
Also, the second claim of Theorem 3.3.0.1 gives
id(D) = Id(D) ≤ max
|T|=bn1/2c
T d-ary tree
γ(D, T) , (3.3.4)
while the first claim of Theorem 3.3.0.3 guarantees a particular strictly d-
ary tree T∗ on n leaves for the maximiser tree in (3.3.4), such that
γ(D, T) = γ(D, T∗) +O(n− 12 ) . (3.3.5)
Formulas (3.3.4) and (3.3.5) immediately give
id(D) ≤ max|T′|=n
T′ strictly d-ary tree
γ(D, T′) +O(n− 12 ) ,
which, together with (3.3.3), completes the proof of the corollary.
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In certain cases, we suspect a stronger asymptotic result on the maximum
density in strictly d-ary trees—see Chapter 5. This, in particular, happens
when
max
|T|=n
T d-ary tree
c(D, T)
is attained by strictly d-ary trees for every n ≡ 1 mod (d− 1). Finally, a
natural question to ask at this point is the following:
QUESTION 3.3.0.5. Can theO-term in Corollary 3.3.0.4 be improved some-
what further for general d-ary trees D?
3.4 Inducibility of a binary tree in d-ary trees
Our aim in this section is to compare the inducibilities of a binary tree B in
d-ary trees, for different values of d. It turns out that id(B) is independent
of d.
Theorem 3.4.0.1. Every binary tree B satisfies
id(B) = i2(B) = Id(B) = I2(B)
for every d.
Proof. The following correspondence is our stepping stone for proving the
assertion. Let d ≥ 3 be fixed, and fix an arbitrary total order ≺ on the set
of all strictly d-ary trees. For a strictly d-ary tree T, we always order its
branches T1, T2, . . . , Td in such a way that
T1  T2  · · ·  Td .
From the tree T, we build a binary tree G(T) by means of the recursive
algorithm depicted in Figure 3.5, starting with the single leaf being invari-
ant under G. More specifically, for |T| > 1, the tree G(T) is obtained as
follows:
• draw a path on d− 1 vertices v2, v3, . . . , vd in this order (v2 and vd are
the endvertices of the path);
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• attach a leaf li (by dropping a pendant edge) to every vertex vi of the
path except for the lowest vertex v2;
• replace the vertex v2 of the path by an internal vertex with two leaves
l1 and l2 attached to it;
• identify the root of G(Ti) to leaf li for every i ∈ {1, 2, . . . , d}; the vertex
vd is the root of G(T).
T1 T2 Td
G
v2
vd−1
vd
G(T1) G(T2)
G(Td−1)
G(Td)
l1 l2
ld−1
ld
Figure 3.5: T is a strictly d-ary tree and G(T) is its corresponding bi-
nary tree under the tree-transformation G described in the proof of Theo-
rem 3.4.0.1.
For example, G maps the star Cd to the binary caterpillar F2d . With this
transformation at hand, let us prove that the inequality
c
(
B, G(T)
) ≥ c(B, T)
holds for every binary tree B and every strictly d-ary tree T.
The construction of G(T) also yields a natural bijection between the leaves
of T and those of G(T). We can show by induction that if a set of leaves of
T induces a copy of a binary tree B, then so do the corresponding leaves in
G(T). This is clearly true when |T| = 1. For the induction step, we have
two cases:
• If the leaves that induce B all lie in one branch Ti for some i ∈
{1, 2, . . . , d}, then the corresponding leaves lie in G(Ti), and we are
done by the induction hypothesis.
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• Otherwise, they lie in exactly two branches Ti and Tj for some i, j ∈
{1, 2, . . . , d} such that i 6= j, and the two leaf sets induce the two
branches of B. By the induction hypothesis, this is also true for the
corresponding leaves in G(Ti) and G(Tj), and we are done again.
This shows that every subset of leaves of T that induces a copy of B cor-
responds to a unique subset of leaves of G(T) that induces a copy of B.
Therefore, there is an injection from the copies of B in T to the copies of B
in G(T), and we have c(B, T) ≤ c(B, G(T)) as claimed. Consequently, we
arrive at
id(B) ≤ lim sup
|T|→∞
T strictly d-ary tree
γ
(
B, G(T)
) ≤ lim sup
|T′|→∞
T′ binary tree
γ
(
B, T′
)
= i2(B) .
On the other hand, we have both i2(B) = I2(B) and Id(B) ≥ I2(B) by defi-
nition, while Corollary 3.3.0.4 gives us id(B) = Id(B). Hence, the statement
of the theorem follows.
We point out that the analogue of Theorem 3.4.0.1 for non-binary trees is
not true in general: as Theorem 3.2.0.1 shows, the inducibility id(Ck) of the
k-leaf star is a strictly increasing function of d for k ≥ 3.
From here onwards, we shall use only id(D). Our next section deals with
some bounds on the inducibility.
3.5 Some general results
Let us say something about how small id(D) can be:
Proposition 3.5.0.1. Let d ≥ 2 be an arbitrary but fixed positive integer.
Every d-ary tree D with at least two leaves satisfies
id(D) ≥ (−1+ |D|)!−1+ |D|−1+|D| .
In particular, every d-ary tree has positive inducibility.
Proof. We employ a tree-construction similar to the one used for proving
that id(D) = Id(D). Fix d ≥ 2. For two strictly d-ary trees S1, S2, denote
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by F (S1; S2) the unique strictly d-ary tree that is formed by appending the
root of S2 to every leaf of S1; see Figure 3.6 for a picture. So we have
|F (S1; S2)| = |S1| · |S2| by definition.
S1
S2 S2
F (S1; S2)
1 |S1|
Figure 3.6: A rough picture of the tree F (S1; S2) defined in the proof of
Proposition 3.5.0.1.
Starting with T[1] being the single leaf, we define recursively the family
T[n+1] = F (D; T[n]) of strictly d-ary trees. It is clear that T[2] = D and
|T[n]| = |D|−1+n. In this fashion, there are |D| · c(D, T[n]) copies of D in the
|D| copies of T[n] that are attached to the leaves of D to obtain T[n+1]. Also,
if one takes one arbitrary leaf from each of these |D| copies, one obtains a
total of another |T[n]||D| copies of D. Thus, we get
c(D, T[1+n]) ≥ |D| · c(D, T[n]) + |T[n]||D| ,
which gives
c(D, T[1+n]) ≥
n−1
∑
j=0
|D|j · |T[−j+n]||D|
by iteration as c(D, T[1]) = 0. Since |T[−j+n]| = |D|−1−j+n, we establish the
inequality
c(D, T[n]) ≥ |D|(−2+n)·|D|
n−2
∑
j=0
|D|j(1−|D|) ,
which becomes
γ
(
D, T[n]
) ≥ |D|(−1+n)|D| − |D|−1+n
(|D||D| − |D|)(|D|−1+n|D| )
.
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Letting n→ ∞ produces
lim sup
n→∞
γ
(
D, T[n]
) ≥ (−1+ |D|)!−1+ |D|−1+|D|
and, in particular, the assertion of the proposition.
The bound obtained in Proposition 3.5.0.1 seems to be weak in general.
Possibly, Cd is even the only d-ary tree that attains this bound (see Theo-
rem 3.2.0.1).
The tree F (S1; S2) (as constructed in the proof of Proposition 3.5.0.1) offers
another special result:
Theorem 3.5.0.2. Let d ≥ 2 be an arbitrary but fixed positive integer. For
two d-ary trees S1, S2, let F (S1; S2) be as defined in the proof of Proposi-
tion 3.5.0.1. Then we have
id
(F (S1; S2)) ≥ (|S1| · |S2|)!
(|S2|!)|S1| · |S1||S1|·|S2|
(
id(S2)
)|S1| .
Proof. Fix d ≥ 2. For a d-ary tree T, it is easy to see that a copy of F (S1; S2)
in F (S1; T) can be obtained by taking one copy of S2 in T for each of the
|S1| copies of T planted in F (S1; T). Thus, the inequality
c
(F (S1; S2),F (S1; T)) ≥ c(S2, T)|S1|
is valid so that we obtain
max
|T′|=|T|
T′ d-ary tree
c
(F (S1; S2),F (S1; T′))
(|S1|·|T
′|
|S1|·|S2|)
≥
( |T||S2|)
|S1|
( |S1|·|T||S1|·|S2|)
· γ(S2, T)|S1| .
Now we choose T in such a way that
|T| = n, c(S2, T) = max|T′′|=n
T′′ d-ary tree
c
(
S2, T′′
)
.
Letting n→ ∞ yields
lim sup
n→∞
max
|T′|=n
T′ d-ary tree
γ
(F (S1; S2),F (S1; T′)) ≥
(|S1| · |S2|)!
(|S2|!)|S1| · |S1||S1|·|S2|
(
id(S2)
)|S1| .
Consequently, we obtain the desired inequality.
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In some special cases, there is an upper bound that asymptotically matches
the lower bound on id
(F (S1; S2)) as |F (S1; S2)| gets large—see Chapter 5.
3.6 The d-ary trees with the maximal
inducibility
The first natural question to pose regarding a graph invariant concerns
its extreme values and the extremal graphs. In our case, we have already
proved that every d-ary tree has positive inducibility (Proposition 3.5.0.1)
in d-ary trees and that id(F2k ) = 1 for every k and every d (Theorem 3.2.0.2).
But besides binary caterpillars, are there other d-ary trees with inducibility
1? The answer turns out to be negative. This extends the result for binary
trees in [1].
Theorem 3.6.0.1. Let d ≥ 2 be an arbitrary but fixed positive integer.
Among d-ary trees, only binary caterpillars have inducibility 1.
Proof. Fix d ≥ 2 and let us prove that for any fixed positive integers k > 1
and n > dk−2, every d-ary tree with n leaves contains a copy of the k-leaf
binary caterpillar F2k .
The key observation is that if a d-ary tree has height at least k − 1, then
it must have F2k as a leaf-induced subtree. So fix k > 1, n > d
k−2, and
consider a d-ary tree T with n leaves. It is easy to see by induction on h
that for every fixed integer h ≥ 0, a d-ary tree with height at most h can
never have more than dh leaves. Since T has more than dk−2 leaves, its
height must be at least k − 1, so it contains F2k . In conclusion, for k > 1,
every n-leaf d-ary tree must contain a copy of the binary caterpillar F2k as
soon as n > dk−2.
Now, consider a d-ary tree D that has at least three leaves. If D is different
from F2|D|, then we obtain c(D, T) < (
|T|
|D|) for every d-ary tree T with n
leaves provided that n > d|D|−2. Therefore, fixing n > d|D|−2, we get
max
|T|=n
T d-ary tree
γ(D, T) < 1 .
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On the other hand, from the second part of Theorem 3.3.0.1, we have
id(D) ≤ max|T|=n
T d-ary tree
γ(D, T) ,
which now completes the proof of the theorem.
As one would expect, the limit
lim inf
|T|→∞
T d-ary tree
γ(F2k , T)
is positive for every d and every k. An exact formula is available in Chap-
ter 7.
3.7 Proof of identity 3.2.2 and concluding
comments
We want to prove that for every choice of d ≥ 2, the identity
c(F2k , F
d
n ) = (d− 1)k−1
( n−1
d−1
k− 1
)
2n− (d− 2)(k− 2)
2k
holds for all k, n > 1.
For k = 2, this identity gives c(F22 , F
d
n ) = n(n − 1)/2 which is true as
c(F22 , F
d
n ) = (
n
2). For n = d, we obtain c(F
2
k , F
d
d ) = 0 if k > 2 and c(F
2
k , F
d
d ) =
d(d− 1)/2 if k = 2, which is also true. So we can continue by induction on
n. To achieve this, we use the recurrence relation
c(F2k , F
d
n ) = c(F
2
k , F
d
n−d+1) + (d− 1)c(F2k−1, Fdn−d+1)
which is obtained by noticing that only two scenarios can occur for a subset
of k leaves of the n-leaf d-ary caterpillar Fdn :
• either all the k leaves of F2k belong to the branch F
d
n−d+1 of the tree F
d
n
giving c(F2k , F
d
n−d+1) copies of F
2
k ,
• or all the k− 1 leaves of the branch F2k−1 of the tree F2k lie in the leaf-
set of Fdn−d+1 while the single leaf branch of F
2
k is taken from any
of the d − 1 branches of Fdn which are leaves: this yields (d − 1) ·
c(F2k−1, F
d
n−d+1) copies of F
2
k .
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The induction hypothesis gives us
c(F2k , F
d
n ) = (d− 1)k−1
( n−d
d−1
k− 1
)
2(n− d + 1)− (d− 2)(k− 2)
2k
+ (d− 1)k−1
( n−d
d−1
k− 2
)
2(n− d + 1)− (d− 2)(k− 3)
2(k− 1) .
Using the identities( n−d
d−1
k− 1
)
=
(
1− (k− 1)(d− 1)
n− 1
)( n−1
d−1
k− 1
)
and ( n−d
d−1
k− 2
)
=
(k− 1)(d− 1)
n− 1
( n−1
d−1
k− 1
)
,
we obtain
c(F2k , F
d
n ) =
(d− 1)k−1
2k
( n−1
d−1
k− 1
)(
2(n− d + 1)− (d− 2)(k− 2)
− (k− 1)(d− 1)
n− 1
(
2(n− d + 1)− (d− 2)(k− 2))
+
k(d− 1)
n− 1
(
2(n− d + 1)− (d− 2)(k− 3)))
=
(d− 1)k−1
2k
( n−1
d−1
k− 1
)(
2n− (d− 2)(k− 2) + 2n(d− 1)
n− 1
− 2(d− 1)
(
1+
d− 1
n− 1
)
+
2(d− 1)(d− 2)
n− 1
)
= (d− 1)k−1
( n−1
d−1
k− 1
)
2n− (d− 2)(k− 2)
2k
completing the induction step.
It seems appropriate to close this chapter with further problems on the
inducibility of d-ary trees.
Since we already have a general lower bound on id(D), it would be nice to
understand the following problem:
PROBLEM 3.7.0.1. Given positive integers d ≥ 2 and k ≥ 5, find
min
|D|=k
D d-ary tree
id(D) ,
and furthermore, characterise the d-ary trees that attain this minimum.
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We conjecture that except for binary trees, the inducibility in d-ary trees
always depends on d (in contrast to binary trees, where it does not; see
Theorem 3.4.0.1 and the discussion thereafter).
CONJECTURE 3.7.0.2. Let d ≥ 2 be an arbitrary but fixed positive integer.
Among all d-ary trees D, only binary trees satisfy
id(D) = id+1(D) = id+2(D) = · · · .
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Chapter 4
Inducibility of topological trees
Trees without vertices of degree 2 are sometimes named topological trees.
In this chapter, we investigate the inducibility of (rooted) topological trees
with k leaves. The inducibility of a topological tree S is the limit superior of
the proportion of all subsets of |S| leaves of T that induce a copy of S as the
size of T grows to infinity. In particular, this relaxes the degree-restriction
for the notion of the inducibility in d-ary trees presented in Chapter 3. We
discuss some of the properties of this generalised concept and investigate
its connection with the degree-restricted inducibility. In addition, we prove
that stars and binary caterpillars are the only topological trees that have an
inducibility of 1. We also find an explicit lower bound on the limit inferior
of the proportion of all subsets of k leaves of T that induce either a star or
a binary caterpillar with k leaves as the size of T tends to infinity.
The material is based on the following paper [35]: Inducibility of topolog-
ical trees. A. A. V. Dossou-Olory and S. Wagner. Accepted for publication in
Quaestiones Mathematicae.
4.1 Introduction and auxiliary results
In Chapter 3, we proposed an extension of the inducibility of binary trees
to d-ary trees for every d ≥ 2. The object of this chapter is to continue
the investigation of the inducibility of trees. In particular, it is natural
to consider a variant of the concept that relaxes the degree-restriction on
the vertices of the tree: one might be interested in knowing how large the
54
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number of appearances of a tree in another larger tree with a given number
of leaves can be.
Before we can present our results, we need to recall some formal definitions
from Chapter 2. We call any rooted tree in which every internal vertex has
outdegree at least 2 a topological tree. For two topological trees S, T, we
denote by c(S, T) the number of copies of S in T, which is the number of
subsets of the leaf set of T that induce a tree isomorphic to S in the sense
of rooted trees (i.e., the isomorphism maps the root of one tree to the root
of the other tree). For |T| ≥ |S|, the quotient γ(S, T) = c(S, T)/(|T||S|) is
referred to as the density of S in T.
We are interested in the maximum of γ(S, T) in the limit: the quantity
J(S) = lim sup
n→∞
max
|T|=n
T topological tree
γ(S, T) = lim sup
|T|→∞
T topological tree
γ(S, T) , (4.1.1)
where the maximum runs over all topological trees, is called the inducibil-
ity of S in topological trees.
A topological tree with the property that every vertex has outdegree no
more than d (≥ 2) is called a d-ary tree. We simply call a 2-ary tree a
binary tree. When the maximum of the density γ(D, T) of a d-ary tree D
in T is taken over all d-ary trees, we speak of the inducibility in d-ary trees
which is given by
Id(D) = limn→∞ max|T|=n
T d-ary tree
γ(D, T) ,
as presented in Chapter 3, where the limit is shown to exist. We shall
prove that this is also the case for J(S), see Theorem 4.2.0.1. The d-ary trees
that attain the maximum inducibility 1 are determined in Chapter 3: for
every d ≥ 2, the maximal trees are binary caterpillars (paths with one pen-
dant edge dropped from all the vertices except for one of the endvertices).
Things change, however, when the vertices of the tree are allowed to have
any outdegree, see Theorem 4.2.0.2.
Clearly, for any given d-ary tree D, the inducibility Id(D) is non-decreasing
with respect to d, and thus tends to a definite limit as d → ∞. In the fol-
lowing section, we establish that J(S) = limd→∞ Id(S) for every topological
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tree S. We also prove a link between the maximum density of S in topo-
logical trees and the actual inducibility J(S), and demonstrate that stars
and binary caterpillars are the only topological trees with the maximum
inducibility 1. Furthermore, we find an explicit lower bound on the limit
inferior of the proportion of all subsets of k leaves of T that induce either a
star or a binary caterpillar with k leaves as the size of the topological tree
T grows to infinity (see Proposition 4.2.0.4). In addition, we show that one
can obtain a lower bound on the inducibility of any topological tree.
4.2 Main results and discussion
As for the degree-restricted inducibility, we begin our investigation by pro-
viding an estimate on how much the general inducibility can differ from
the maximum density γ(S, T) in topological trees. The result is an analogue
of Theorem 3.3.0.1 in Chapter 3 for J(S). It asserts that for every topolog-
ical tree S, the maximum of γ(S, T) tends to a definite limit as |T| → ∞
and that the precise gap between the maximum density and the limit is of
order at most O(|T|−1).
Theorem 4.2.0.1. Let S be a topological tree. Then the double inequality
0 ≤ max
|T|=n
T topological tree
γ(S, T)− J(S) ≤ |S|(−1+ |S|)n−1
is valid for all n ≥ |S|. In particular, we have
J(S) = lim
n→∞ max|T|=n
T topological tree
γ(S, T) .
Proof. We can follow the same averaging argument used in Chapter 3 to
prove Theorem 3.3.0.1. Since we shall make heavy use of the intermediary
results that appear in the proof, we present them for completeness.
Let S and T be two topological trees such that |S| ≤ |T|. We write L(T) for
the set of leaves of T. For l ∈ L(T), let us denote by cl(S, T) the number of
l-containing subsets of leaves of T that induce a copy of S. Thus, since
∑
l∈L(T)
cl(S, T) = |S| · c(S, T) ,
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we deduce that there exist leaves l1 and l2 of T (possibly l1 = l2) for which
the double inequality
cl1(S, T) ≤
|S| · c(S, T)
|T| ≤ cl2(S, T) (4.2.1)
is satisfied. By relation (4.2.1), the number of copies of S in T not involving
the leaf l1 is
c(S, T)− cl1(S, T) ≥
(
1− |S||T|
)
c(S, T) .
Let T− be the topological tree that results when the leaf l1 of T is removed
and the unique vertex adjacent to l1 is erased if it has outdegree 2 in T. We
have
c(S, T−) ≥
(
1− |S||T|
)
c(S, T) ,
and dividing by (|T|−1|S| ), we obtain
γ(S, T−) ≥ γ(S, T) .
Since T is an arbitrary topological tree, this implies that
max
|T|=n−1
T topological tree
γ(S, T) ≥ max
|T|=n
T topological tree
γ(S, T)
for every n ≥ 1+ |S|. In particular, the assertion on the limit follows as the
sequence (
max
|T|=n
T topological tree
γ(S, T)
)
n≥|S|
is nonincreasing and bounded below. Moreover, we get
J(S) ≤ max
|T|=n
T topological tree
γ(S, T) (4.2.2)
for all n ≥ |S|. Now, denote by T+ the tree obtained after replacing the
leaf l2 of T by an internal vertex with two leaves l2 and l′2 attached to it.
So, c(S, T) represents the number of copies of S in T+ not involving l′2
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(removing the leaf l′2 yields T) whereas the number of copies of S in T+
involving l′2 is at least cl2(S, T). Thus, it follows from relation (4.2.1) that
c(S, T+) ≥
(
1+
|S|
|T|
)
c(S, T) .
Dividing by (|T|+1|S| ) yields
γ(S, T+) ≥
(
1− |S|(−1+ |S|)|T|(|T|+ 1)
)
γ(S, T) ,
and since T was assumed to be an arbitrary n-leaf topological tree, we have
max
|T|=n+1
T topological tree
γ(S, T) ≥
(
1− |S|(−1+ |S|)
n(n + 1)
)
max
|T|=n
T topological tree
γ(S, T)
for every n ≥ |S|. After p iterations, we establish that
max
|T|=n+p
T topological tree
γ(S, T) ≥
(
max
|T|=n
T topological tree
γ(S, T)
) p−1
∏
j=0
(
1− |S|(−1+ |S|)
(n + p− j)(n + p− j− 1)
)
for all n, p with p ≥ 1 and n ≥ |S|. Letting p→ ∞ gives us the estimate
J(S) ≥
(
max
|T|=n
T topological tree
γ(S, T)
)(
1−
∞
∑
i=0
|S|(−1+ |S|)
(n + i + 1)(n + i)
)
=
(
max
|T|=n
T topological tree
γ(S, T)
)(
1− |S|(−1+ |S|)
n
) (4.2.3)
for every n ≥ |S|, where in the first step we used the standard inequality
(which is proved by a simple induction) ∏mi=1(1− yi) ≥ 1− ∑mi=1 yi (valid
when 0 ≤ yi ≤ 1 for every i – see [47, p. 60]) giving us
p−1
∏
j=0
(
1− |S|(−1+ |S|)
(n + p− j)(n + p− j− 1)
)
≥ 1−
p−1
∑
j=0
|S|(−1+ |S|)
(n + p− j)(n + p− j− 1) .
Putting relations (4.2.2) and (4.2.3) together, we obtain the desired double
inequality and in particular, the asymptotic formula
max
|T|=n
T topological tree
γ(S, T) = J(S) +O(n−1)
which is valid for all n ≥ |S|. This completes the proof of the theorem.
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The problem of determining extremal graph structures that maximise or
minimise a given graph parameter is a topical subject within graph theory.
In what follows, we address the question of characterising all the topologi-
cal trees that have the maximal inducibility 1. Unlike the degree-restricted
inducibility Id(S), two families of topological trees are found to be maximal
with respect to J(S).
We recall that a binary caterpillar is a binary tree whose non-leaf vertices
lie on a single path starting at the root, while a star is a topological tree
in which all leaves are children of the root. The binary caterpillar with k
leaves is denoted by F2k , and the star with k leaves is denoted by Ck. An
illustration of both classes of trees is given in Figure 4.1.
The star C6 with six
leaves.
The binary caterpillar F25 with
five leaves.
Figure 4.1: A star and a binary caterpillar.
Theorem 4.2.0.2. Both stars and binary caterpillars have the maximal in-
ducibility 1. Moreover, every topological tree S that is not a star or a binary
caterpillar satisfies J(S) < 1.
We remark that Theorem 4.2.0.2 has a link to an observation made by
Bubeck and Linial in [29]. In their context, the inducibility ind(R) of a
tree R (not necessarily a topological tree) with k vertices is defined to be
the limit superior of the proportion of R as a subtree among all k-vertex
induced subtrees where the limit is taken over all sequences of trees whose
number of vertices grows to infinity. In the last section of their paper,
Bubeck and Linial point out that stars and paths are the only trees R that
have an inducibility ind(R) of 1.
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Proof of Theorem 4.2.0.2. First off, note that we have both J(Ck) = 1 and
J(F2k ) = 1 for every k in view of the identity
c(Ck, Cn) = c(F2k , F
2
n) =
(
n
k
)
,
i.e., every subset of k leaves of the star Cn induces Ck, and every subset of
k leaves of the binary caterpillar F2n induces F2k .
The rest of the proof is a refinement of the proof of Theorem 3.6.0.1 in
Chapter 3. To begin, let us prove that for any fixed positive integers k > 2
and n > (k− 1)k−2, every n-leaf topological tree contains either a copy of
the k-leaf star Ck or a copy of the k-leaf binary caterpillar F2k .
Note that a topological tree has Ck as a leaf-induced subtree if and only if
it contains a vertex that has at least k children. Likewise, a topological tree
contains F2k as a leaf-induced subtree if and only if it has height at least
k − 1. Fix k > 2, n > (k − 1)k−2, and consider a topological tree T with
n leaves. If we suppose that T is a (k − 1)-ary tree and T has height at
most k − 2, then T must have at most (k − 1)k−2 leaves because it is easy
to see that for any fixed integers h ≥ 0 and m ≥ 2, an m-ary (m ≥ 2) tree
with height at most h can never have more than mh leaves. This contradicts
our assumption that |T| = n > (k − 1)k−2. Therefore, for k > 2 and
n > (k− 1)k−2, every n-leaf topological tree must contain either a copy of
the star Ck or a copy of the binary caterpillar F2k .
As a next step, if S is neither F2|S| nor C|S|, then by the discussion in the
preceding paragraph, we obtain c(S, T) < (|T||S|) for every topological tree
with n leaves if n > (|S| − 1)|S|−2. Therefore, fixing n > (|S| − 1)|S|−2, we
get
max
|T|=n
T topological tree
γ(S, T) < 1 .
Furthermore, we know from the proof of Theorem 4.2.0.1 that
J(S) ≤ max
|T|=n
T topological tree
γ(S, T)
for every n ≥ |S|: this completes the proof of the theorem.
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In particular, one obtains:
Corollary 4.2.0.3. We have
lim inf
|T|→∞
T topological tree
γ(S, T) = 0
for every topological tree S with at least three leaves.
Proof. This is a consequence of the identities J(Ck) = 1 and J(F2k ) = 1
because
lim inf
|T|→∞
T topological tree
γ(S, T) ≤ lim inf
|T|→∞
T topological tree
(
1− γ(F2|S|, T)
)
= 1− J(F2|S|)
for every topological tree S different from a binary caterpillar, and likewise
lim inf
|T|→∞
T topological tree
γ(S, T) ≤ lim inf
|T|→∞
T topological tree
(
1− γ(C|S|, T)
)
= 1− J(C|S|)
for every topological tree S different from a star.
As one might expect (in view of the aforementioned analogy to the work [29]),
the quantity
lim inf
|T|→∞
T topological tree
(
γ(Ck, T) + γ(F2k , T)
)
is positive for every k. It seems arduous to determine its explicit value as a
function of k. Nevertheless, we are able to say more about this quantity.
In fact, Bubeck and Linial [29] proved that in the context of induced sub-
trees of trees, the sum of the proportions of the k-vertex path and the k-
vertex star is always greater than zero in the limit for every k. Specifically,
they showed that the sum of the two proportions is bounded from below
by an explicit constant that depends solely on k.
Proposition 4.2.0.4. For every fixed positive integer k ≥ 2, we have
lim inf
|T|→∞
T topological tree
(
γ(Ck, T) + γ(F2k , T)
) ≥ 1
(1+(k−1)
k−2
k )
≥ k!(
1+ (k− 1)k−2)k .
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Proof. Let k ≥ 2 be an arbitrary but fixed positive integer. In analogy to the
proof of Theorem 4.2.0.1, we have
∑
l∈L(T)
(
cl(F2k , T) + cl(Ck, T)
)
= k
(
c(F2k , T) + c(Ck, T)
)
for every topological tree T. So there exists l1 ∈ L(T) such that the inequal-
ity
cl1(F
2
k , T) + cl1(Ck, T) ≥
k
|T|
(
c(F2k , T) + c(Ck, T)
)
holds. If we denote by T− the topological tree obtained when removing
the leaf l1 of T as well as erasing the unique vertex adjacent to l1 in T if it
has outdegree 2 in T, then this implies that
c(F2k , T
−) + c(Ck, T−) =
(
c(F2k , T) + c(Ck, T)
)− (cl1(F2k , T) + cl1(Ck, T))
≤
(
1− k|T|
)(
c(F2k , T) + c(Ck, T)
)
,
and dividing by (|T|−1k ) yields
γ(F2k , T
−) + γ(Ck, T−) ≤ γ(F2k , T) + γ(Ck, T)
for every topological tree T with n ≥ k leaves. Since T is arbitrary, it follows
that
min
|T|=n−1
T topological tree
(γ(F2k , T) + γ(Ck, T)) ≤ min|T|=n
T topological tree
(γ(F2k , T) + γ(Ck, T)) ,
and so the sequence(
min
|T|=n
T topological tree
(
γ(Ck, T) + γ(F2k , T)
))
n≥k
is nondecreasing. Using this result, we derive that
min
|T|=n
T topological tree
(
γ(Ck, T) + γ(F2k , T)
) ≥ min
|T|=1+(k−1)k−2
T topological tree
(
γ(Ck, T) + γ(F2k , T)
)
for every n > (k− 1)k−2. It follows that
lim inf
|T|→∞
T topological tree
(
γ(Ck, T) + γ
(
F2k , T
)) ≥ min
|T|=1+(k−1)k−2
T topological tree
(
γ(Ck, T) + γ(F2k , T)
)
.
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Furthermore, we know from the proof of Theorem 4.2.0.2 that
γ(Ck, T) + γ(F2k , T) ≥
1
(|T|k )
as soon as |T| > (k− 1)k−2. Hence, we obtain
lim inf
|T|→∞
T topological tree
(
γ(Ck, T) + γ(F2k , T)
) ≥ 1
(1+(k−1)
k−2
k )
.
This completes the proof of the proposition.
We would very much welcome seeing a solution to the following question:
QUESTION 4.2.0.5. What is the precise value of
lim inf
|T|→∞
T topological tree
(
γ(Ck, T) + γ(F2k , T)
)
when k > 3?
Our next result gives a simple identity involving J(S) and its d-ary counter-
part Id(S). Specifically, although using equation (4.1.1) can be very difficult,
we discover that to compute the inducibility J(S), it is enough to properly
understand the inducibility Id(S) as a single variable function of d.
Theorem 4.2.0.6. For every topological tree S,
J(S) = lim
d→∞
Id(S) .
Proof. Let e > 0 be an arbitrary but fixed positive real number. We shall
make use of the two estimates
J(S) ≤ max
|T|=n
T topological tree
γ(S, T) (4.2.4)
and
Id(S) ≥
(
1− |S|(−1+ |S|)
n
)
max
|T|=n
T d−ary tree
γ(S, T)
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both valid for every n ≥ |S|. They follow from the proof of Theorem 4.2.0.1
and Theorem 3.3.0.1 in Chapter 3, respectively. For any positive integer
me > |S|(−1+ |S|)/e, we have
|S|(−1+ |S|)
me
· max
|T|=me
T me−ary tree
γ(S, T) < e ,
which implies
max
|T|=me
T topological tree
γ(S, T)−
(
1− |S|(−1+ |S|)
me
)
max
|T|=me
T me−ary tree
γ(S, T) < e .
(4.2.5)
Employing the relation
Ime(S) ≥
(
1− |S|(−1+ |S|)
me
)
max
|T|=me
T me−ary tree
γ(S, T) ,
and invoking the fact that
(
Im(S)
)
m≥2 is a nondecreasing sequence of real
numbers, inequality (4.2.5) implies(
max
|T|=me
T topological tree
γ(S, T)
)
− Im(S) < e ,
for every m ≥ me. Combining this with (4.2.4), we establish that
J(S)− Im(S) < e
for every m ≥ me. On the other hand, we have
J(S) ≥ sup
d≥2
Id(S) = lim
d→∞
Id(S)
by definition of J(S). Hence, we conclude that for every e > 0, there exists
∆ ≥ 2 such that the inequality
|J(S)− Id(S)| < e
holds for every d > ∆. This completes the proof of the theorem.
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Remark 4.2.0.7. For a topological tree T, let us denote by ∆(T) the max-
imum among the outdegrees of the vertices of T. Let T•1 , T
•
2 , . . . be a se-
quence of topological trees such that |T•n | → ∞ as n→ ∞ and
J(S) = lim
n→∞ γ(S, T
•
n ) .
If max
i≥1
∆(T•i ) exists, then the sequence
(
Id(S)
)
d≥2 becomes constant from
the point ∆ = max
i≥1
∆(T•i ) onwards, that is,
I∆(S) = I1+∆(S) = I2+∆(S) = · · · .
As already mentioned earlier, Theorem 4.2.0.6 can be very useful. The
following corollary reveals one of its features:
Corollary 4.2.0.8. We have J(B) = I2(B) for every binary tree B.
Proof. It is shown (Theorem 3.4.0.1) in Chapter 3 that Id(B) = I2(B) for
every d and binary tree B. Therefore, by Theorem 4.2.0.6, we obtain J(B) =
I2(B).
For the next corollary, we first need to recall the definition of a complete
d-ary tree. The complete d-ary tree CDdh of height h is the d-ary tree defined
recursively in the following way: CDd0 is the single leaf; for h > 0, CD
d
h has
d branches isomorphic to the tree CDdh−1. In other words, a complete d-ary
tree is a d-ary tree in which every internal vertex has outdegree d and all
the leaves (dh in total) are at the same distance h from the root.
Corollary 4.2.0.9. There are infinitely many topological trees S with J(S) ≤
e for every e > 0.
Proof. It is sufficient to consider binary trees. By a result that appears
in [37] (see Corollary 5.3.0.4 in Chapter 5), we know that the inducibility
I2(CD2h) of the complete binary tree CD
2
h of height h is at most I2(CD
2
2)
2h−2
for all h ≥ 2. Therefore, since it is also proved in the same Chapter 5 (see
Theorem 5.4.0.2 and also paper [1]) that I2(CD22) = 3/7, we deduce that
I2(CD2h) ≤ I2(CD22)2
h−2
=
(3
7
)2h−2 → 0 as h→ ∞ .
Thus, the assertion of the corollary follows from Corollary 4.2.0.8.
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We close this section by collecting two general facts about the inducibility
J(S). We note that some results in Chapter 3 with respect to Id(S) hold
analogously for J(S) using our Theorem 4.2.0.6. Note that J(S) > 0 for
every topological tree S because by definition, we have J(S) ≥ I∆(S)(S)
where ∆(S) is the maximum outdegree among the vertices of S while it is
proved in Chapter 3 that I∆(S)(S) > 0.
The following proposition provides a better lower bound that only depends
on the number of leaves of S.
Proposition 4.2.0.10. We have
J(S) ≥ (−1+ |S|)!−1+ |S|−1+|S|
for every topological tree S with at least two leaves.
Proof. Consider a topological tree S. By a result in Chapter 3, we have
Id(S) ≥ (−1+ |S|)!−1+ |S|−1+|S|
for every d ≥ ∆(S). Passing to the limit as d → ∞, Theorem 4.2.0.6 gives
us the desired statement.
For two topological trees S1, S2, denote by F (S1; S2) the unique topological
tree which is constructed by appending the root of S2 to every leaf of S1.
See Figure 4.2 for a diagram.
S1
S2 S2
F (S1; S2)
1 |S1|
Figure 4.2: The shape of the tree F (S1; S2) defined for Theorem 4.2.0.11.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. INDUCIBILITY OF TOPOLOGICAL TREES 67
Theorem 4.2.0.11. The tree F (S1; S2) satisfies
J
(F (S1; S2)) ≥ (|S1| · |S2|)!
(|S2|!)|S1| · |S1||S1|·|S2|
· J(S2)|S1|
for every pair of topological trees S1 and S2.
Proof. Again, by Theorem 3.5.0.2 in Chapter 3, we have
Id
(F (S1; S2)) ≥ (|S1| · |S2|)!
(|S2|!)|S1| · |S1||S1|·|S2|
· Id(S2)|S1|
for every d ≥ ∆(F (S1; S2)). Taking the limit of both sides as d → ∞, and
invoking Theorem 4.2.0.6, we obtain the desired inequality of the theorem.
Let us call a topological tree full if for every internal vertex v, all the
branches of the subtree rooted at v are isomorphic. An example of a full
topological tree is shown in Figure 4.3.
Figure 4.3: A full topological tree.
Equivalently, a topological tree S is full if and only if all of its leaf-induced
subtrees with |S| − 1 leaves are isomorphic. With this observation, we
produce an analogue of Proposition 4.2.0.10 for such a leaf-induced subtree
of a full topological tree. In this special case, we obtain a better result:
Proposition 4.2.0.12. Let T be an arbitrary full d-ary tree (with at least three
leaves) and Dˆ its leaf-induced subtree with |T| − 1 leaves. Then we have
Id(Dˆ) ≥ |Dˆ|!−1+ (1+ |Dˆ|)−1+|Dˆ| .
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In particular, one obtains
J(Dˆ) ≥ |Dˆ|!−1+ (1+ |Dˆ|)−1+|Dˆ| .
Proof. The proof is a refinement of the proof of Proposition 3.5.0.1 in Chap-
ter 3. Fix d ≥ 2 and a full d-ary tree T with at least three leaves. Set T[1] = T
and then define recursively the family T[n+1] = F (T; T[n]) of strictly d-ary
trees. So |T[n]| = |T|n for every n ≥ 1.
Let Dˆ be the unique leaf-induced subtree of T with |T| − 1 leaves. There
are |T| · c(Dˆ, T[n]) copies of Dˆ in the |T| copies of T[n] that are attached
to the leaves of T to obtain T[n+1]. Also, if one chooses |T| − 1 of these
|T| copies and takes one arbitrary leaf from each of them, one obtains a
total of another |T| · |T[n]||T|−1 copies of Dˆ. This yields a lower bound on
c(Dˆ, T[1+n]), namely
c(Dˆ, T[1+n]) ≥ |T| · c(Dˆ, T[n]) + |T| · |T[n]||T|−1 ,
and by iteration (starting with c(Dˆ, T[0]) = 0), we get
c(Dˆ, T[1+n]) ≥
n
∑
j=0
|T|1+j · |T[−j+n]||T|−1
= |T|(n+1)·(|T|−1) · |T|2−|T| · 1− |T|
(n+1)·(2−|T|)
1− |T|2−|T| .
Since |T| ≥ 3, it follows that
Id(Dˆ) ≥ lim sup
n→∞
γ
(
Dˆ, T[n]
) ≥ (|T| − 1)! · |T|2−|T|
1− |T|2−|T|
=
|Dˆ|!
−1+ (1+ |Dˆ|)−1+|Dˆ| ,
proving the assertion of the first part of the proposition. Moreover, we have
Im(Dˆ) ≥ |Dˆ|!−1+ (1+ |Dˆ|)−1+|Dˆ| ,
for all m ≥ d. So passing to the limit as m → ∞ and invoking Theo-
rem 4.2.0.6, we obtain the second assertion of the proposition.
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It turns out that if one knows the inducibility of a topological tree S, then
one can obtain a lower bound on the inducibility of any of the leaf-induced
subtrees of S:
Theorem 4.2.0.13. For any three topological trees R, S and T such that
|T| ≥ |S| ≥ |R|, we have
c(R, T) ≥ c(R, S)
(|T|−|R||S|−|R|)
· c(S, T) .
In particular, we obtain
J(R) ≥ J(S)γ(R, S) .
Proof. Given a topological tree S, we can count the number of appearances
of any smaller topological tree R in a larger topological tree T by first
counting the number of copies of S in T and then the number of copies of
R in S. Clearly, c(R, T) is overcounted in this way based on the observation
that the intersection of the subsets of leaves of T that induce a copy of S
may not be empty. So we would like to take this observation into account.
Assume |T| ≥ |S| ≥ |R|. Given a subset L of leaves of T that induces a
copy of R, we can then choose any subset L′ of |S| − |R| leaves from the
set of leaves of T without L so that L ∪ L′ induces a subtree of T with |S|
leaves. In particular, all copies of S are obtained c(R, S) times in this way.
We deduce that the quantity c(S, T) · c(R, S) is at most (|T|−|R||S|−|R|) · c(R, T).
Consequently, one obtains a simple lower bound on c(R, T), namely
c(R, T) ≥ c(S, T) · c(R, S)
(|T|−|R||S|−|R|)
.
As a next step, we take the density:
γ(R, T) ≥ γ(R, S) ·
( |S||R|) · (|T||S|)
(|T||R|) · (|T|−|R||S|−|R|)
· γ(S, T)
= γ(R, S) · γ(S, T) .
Finally, in view of Theorem 4.2.0.1, we can take the limit to obtain the
desired result.
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Remark 4.2.0.14. Let d ≥ 2 be a fixed positive integer. By the same argu-
ment as in the proof of Theorem 4.2.0.13, it is also seen that
Id(D1) ≥ Id(D2) · γ(D1, D2)
for any two d-ary trees D1 and D2 satisfying |D1| ≤ |D2|.
4.3 Concluding comments
It would be interesting to answer the following question:
QUESTION 4.3.0.1. Can we explicitly determine the inducibility J(S) of
any topological tree S other than a star or a binary tree? Note that in the
degree-restricted context, the answer to this question is affirmative [37] (see
Chapter 5).
Finally, we conjecture that equality never holds in Proposition 4.2.0.10. It is
also natural to formulate the following problem:
QUESTION 4.3.0.2. Is there a sequence (Tn)n≥1 of topological trees such
that |Tn| = n and limn→∞ γ(S, Tn) exists and is positive for all topological
trees S? In the degree-restricted context, the answer is positive [37]—see
Chapter 5.
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Chapter 5
Further results on the inducibility
of d-ary trees
We give a general upper bound on the inducibility of D as a function of the
inducibilities of its branches. Moreover, we demonstrate that the bound is
sharp for infinitely many d-ary trees. A d-ary tree is called balanced if the
number of leaves of its branches pairwise differ at most by one. We ob-
tain an improved upper bound on the inducibility of an arbitrary balanced
d-ary tree. We give several examples proving that the bound is sharp for
every given number of leaves. In particular, the precise inducibilities of
certain balanced d-ary trees are derived. Furthermore, we present a lower
bound that asymptotically matches the (improved) upper bound under
specific restrictions. We also demonstrate that the sequence of complete
d-ary trees contains a positive density of any fixed d-ary tree in the limit.
The material in this chapter will appear as the following paper [37]: Further
Results on the Inducibility of d-ary Trees. A. A. V. Dossou-Olory, and S. Wagner.
To be submitted.
5.1 Introduction
Broadly speaking, the inducibility of a tree provides a measure of the
largest density at which the given tree can be found in a tree whose size
gets bigger. Recall that, the inducibility Id(D) of a d-ary tree D is the limit
superior, taken over all d-ary trees, of the density of subsets of |D| leaves
71
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of T that induce a copy of D:
Id(D) := lim sup
|T|→∞
T d-ary tree
c(D, T)
( |T||D|)
.
From now on, unless otherwise specified, d is always an arbitrary but fixed
positive integer greater than 1.
Set γ(D, T) = c(D, T)/( |T||D|), which is the probability that |D| distinct ran-
dom leaves of T induce a copy of D, or the density of D in T (for short). In
Chapter 3, we proved the following two asymptotic formulas:
max
|T|=n
T strictly d-ary tree
γ(D, T) = Id(D) +O
(
1√
n
)
,
max
|T|=n
T d-ary tree
γ(D, T) = Id(D) +O
(
1
n
) (5.1.1)
and hence,
Id(D) = limn→∞ max|T|=n
T d-ary tree
γ(D, T) = lim
n→∞ max|T|=n
T strictly d-ary tree
γ(D, T) .
Moreover, it was shown, among other things, that Id(D) > 0 for every d-
ary tree D, and we also gave lower bounds on the inducibility Id(D) under
various assumptions. The purpose of this chapter is multifold:
• we develop a new general lower bound on the inducibility of an ar-
bitrary d-ary tree—Theorem 5.3.0.1;
• we establish a general upper bound on the inducibility of a d-ary tree
as a function of the inducibilities of its branches—Theorem 5.3.0.2
(and Corollary 5.3.0.5 for instance);
• we present an improved upper bound on the inducibilities of the d-
ary trees that are ‘balanced’ as a function of the inducibilities of their
branches—Theorem 5.4.0.2;
• we give several examples showing that the improved upper bound is
also sharp, and furthermore, provide a characterisation of the d-ary
trees that attain the bound (Theorem 5.4.0.7);
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• we give an asymptotic formula for the density of certain balanced d-
ary trees in strictly d-ary trees (Theorem 5.4.0.7)—in this special case,
this improves on the error term in (5.1.1); we recall that it is an open
question whether the bound O(|T|−1/2) can be improved further for
all d-ary trees D and every d > 2.
5.2 Setting up a general recursion
Rooted trees are predestined for recursive approaches. For a d-ary tree D
with branches D1, D2, . . . , Dr, we define the equivalence relation ∼D on the
set of all permutations of the indices 1, 2, . . . , r as follows: for two permu-
tations pi and pi′ of {1, 2, . . . , r},(
pi(1),pi(2), . . . ,pi(r)
) ∼D (pi′(1),pi′(2), . . . ,pi′(r))
if for every j ∈ {1, 2, . . . , r}, the tree Dpi(j) is isomorphic (in the sense of
rooted trees) to the tree Dpi′(j). Further, we denote by M(D) a complete set
of representatives of all equivalence classes of the equivalence relation ∼D.
Thus, if m1, m2, . . . , mc denote the multiplicities of the branches of D with
respect to the equivalence relation ∼D, then the size of M(D) is precisely
|M(D)| =
(
r
m1, m2, . . . , mc
)
.
We can set up a recursion for the number c(D, T) of copies of D in a d-
ary tree T. To this end, we make use of the set M(D) which accounts for
the possibility that some of the branches of D are isomorphic. We get the
following identity:
c(D, T) =
d
∑
i=1
c(D, Ti) + ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
c
(
Dpi(j), Tij
)
, (5.2.1)
which is valid for every d-ary tree T with branches T1, T2, . . . , Td (some
branches are allowed to be empty). The proof of this formula is straight-
forward. In words, (5.2.1) is established as follows:
• The term ∑di=1 c(D, Ti) is the number of subsets of leaves that belong
to a single branch of T and induce a copy of D.
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• The expression ∏rj=1 c
(
Dpi(j), Tij
)
stands for the number of copies of D
in which its branches Dpi(1), Dpi(2), . . . , Dpi(r) are induced by subsets of
leaves of Ti1 , Ti2 , . . . , Tir , respectively. We sum this expression over all
subsets of r elements of the set of branches of T and all permutations
pi in M(D), so as to take into consideration the possibility that some
branches of D might be isomorphic.
Equation (5.2.1) will be used repeatedly in various places of this chapter.
Finally, we say that a sequence T1, T2, . . . of d-ary trees such that the num-
ber of leaves of Tn tends to infinity as n → ∞, is asymptotically maximal
for a d-ary tree D if
lim
n→∞ γ(D, T
n) = Id(D) .
In other words, the sequence T1, T2, . . . of d-ary trees yields the inducibility
of D in the limit.
5.3 Bounding the inducibility
For our first result, which offers a lower bound on the inducibility of an
arbitrary d-ary tree, we need to define a specific class of d-ary trees. By a
star, we mean a topological tree in which all its edges are incident with a
single vertex (the root of the tree). The symbol Ck denotes the star with k
leaves. The complete d-ary tree of height h – which we denote by CDdh – is
defined recursively as follows: CDd0 has only one vertex and for h > 0, the
tree CDdh is obtained by joining d copies of CD
d
h−1 (their respective roots)
to a new common vertex (the root of the tree CDdh). Note that the height of
a rooted tree is the distance from the root to a leaf farthest from the root
and thus CDdh has precisely d
h leaves. For example, CDd1 is the d-leaf star.
Our first two theorems demonstrate the special role that complete d-ary
trees play in the study of the inducibility of certain d-ary trees. Moreover,
the first theorem also infers that every d-ary tree appears in a positive
density as a leaf-induced subtree in complete d-ary trees of sufficiently
large height.
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Theorem 5.3.0.1. The limit
lim
h→∞
γ
(
D, CDdh
)
exists for every d-ary tree D and is given by
|M(D)|
(
d
r
) ( |D||D1|,|D2|,...,|Dr|)
d|D| − d
r
∏
i=1
lim
h→∞
γ
(
Di, CDdh
)
,
where D1, D2, . . . , Dr denote the branches of D.
Proof. Consider a d-ary tree D with branches D1, D2, . . . , Dr. We employ
the normalised recurrence relation
γ
(
D, CDdh
)
= d ·
(d
h−1
|D| )
( d
h
|D|)
· γ(D, CDdh−1)
+
(
d
r
)
∑
pi∈M(D)
∏ri=1 (
dh−1
|Dpi(i)|)
( d
h
|D|)
r
∏
i=1
γ
(
Dpi(i), CD
d
h−1
)
obtained through the specialisation T = CDdh in the general recursion (5.2.1)
when passing to the density γ(D, T) (recall that for h > 0, all the branches
of CDdh are isomorphic to CD
d
h−1).
Letting h→ ∞, and applying lim inf to both sides of this normalised equa-
tion, we get
lim inf
h→∞
γ
(
D, CDdh
) ≥ d1−|D| · lim inf
h→∞
γ
(
D, CDdh−1
)
+
(
d
r
)
∑
pi∈M(D)
[
|D|!
|Dpi(1)|! · |Dpi(2)|! · . . . · |Dpi(r)|!
·
(
r
∏
i=1
d−|Dpi(i)|
)
r
∏
i=1
lim inf
h→∞
γ
(
Dpi(i), CD
d
h−1
) ]
,
which implies (after rearranging terms accordingly) that
lim inf
h→∞
γ
(
D, CDdh
) ≥
|M(D)|
(
d
r
) ( |D||D1|,|D2|,...,|Dr|)
d|D| − d
r
∏
i=1
lim inf
h→∞
γ
(
Di, CDdh
)
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as |D1|+ |D2|+ · · ·+ |Dr| = |D|. In the same manner, now using lim sup
as h→ ∞, we also obtain
lim sup
h→∞
γ
(
D, CDdh
) ≤
|M(D)|
(
d
r
) ( |D||D1|,|D2|,...,|Dr|)
d|D| − d
r
∏
i=1
lim sup
h→∞
γ
(
Di, CDdh
)
.
Hence, we can conclude that the desired statement of the theorem follows
by induction on the height of D, starting with height 0 (in which case the
statement is trivial).
The lower bound on Id(D) derived in Theorem 5.3.0.1 is attained for every
complete d-ary tree, for instance; see Theorem 5.4.0.2.
Our next result is a general upper bound on the inducibility of every d-
ary tree. To be precise, the result is an explicit inequality between the
inducibilities of a d-ary tree and its branches.
Theorem 5.3.0.2. Let D be a d-ary tree with branches D1, D2, . . . , Dr. Then
the inequality
Id(D) ≤
( |D|
|D1|, |D2|, . . . , |Dr|
)( r
∏
i=1
Id(Di)
)
·
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
x
|Dpi(j)|
ij
}
holds.
The bound in Theorem 5.3.0.2 can also be attained; see Corollary 5.3.0.5 for
instance.
Another ingredient is needed in order to prove Theorem 5.3.0.2:
Lemma 5.3.0.3. Let D be a d-ary tree whose branches are D1, D2, . . . , Dr.
Assume that branches with the same number of leaves are isomorphic.
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Then
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
x
|Dpi(j)|
ij
}
≤ 1
( |D||D1|,|D2|,...,|Dr|)
.
Furthermore, if r = 2, |D1| = 1 and |D2| > 1 then
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
{i1,i2}⊆{1,2,...,d}
(
xi1 · x|D|−1i2 + x
|D|−1
i1
· xi2
)}
= |D|−1 .
We defer the proof of the lemma to the end of the section and now prove
Theorem 5.3.0.2:
Proof of Theorem 5.3.0.2. Let D be a d-ary tree whose branches are denoted
by D1, D2, . . . , Dr. It is easy to see that for |D| = 2, the inequality in the
theorem holds with equality. In fact, for |D| = 2,
1
1−∑di=1 x|D|i
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
x
|Dpi(j)|
ij
=
1
1−∑di=1 x2i
∑
{i1,i2}⊆{1,2,...,d}
xi1 · xi2 =
1
2
by virtue of the multinomial theorem, while we have Id(D1) = Id(D2) =
Id(D) = 1. So we can assume that D has more than two leaves. We know
from the proof of Theorem 3.3.0.1 in Chapter 3 that
0 ≤ max
|T|=n
T d-ary tree
γ(D, T)− Id(D) ≤ |D|(|D| − 1)n (5.3.1)
for all n ≥ |D|. Consider a sequence T1, T2, . . . of d-ary trees such that
|Tn| → ∞ as n→ ∞ and
max
|T|=|Tn|
T d-ary tree
c(D, T) = c(D, Tn) .
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. FURTHER RESULTS ON THE INDUCIBILITY 78
In particular, the sequence T1, T2, . . . is asymptotically maximal for D. De-
note the branches of Tn by Tn,1, Tn,2, . . . , Tn,d (some branches are allowed to
be empty). One can assume that Tn,1 is a branch with the largest number
of leaves for every n. Set αn,i := |Tn,i|/|Tn| for every i ∈ {1, 2, . . . , d} and n.
Set βn = 1− αn,1. Since 0 < βn ≤ 1, we have
1−
d
∑
i=1
α
|D|
n,i ≥ 1− α|D|n,1 −
( d
∑
i=2
αn,i
)|D|
= 1− α|D|n,1 − (1− αn,1)|D| = 1− (1− βn)|D| − β|D|n .
We distinguish two cases based on whether βn is ‘small’ or ‘large’ in the
limit.
Case 1: Suppose that βn is bounded below by a positive constant δ as
n→ ∞. In this case we have
1−
d
∑
i=1
α
|D|
n,i ≥ 1− (1− βn)|D| − β|D|n ≥ 1− (1− δ)|D| − δ|D|
for all n. According to (5.2.1), a recursion for the number of copies of D in
Tn is given by
c(D, Tn) =
d
∑
i=1
c(D, Tn,i) + ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
c(Dpi(j), Tn,ij) .
Using (5.3.1), we obtain
Id(D)
(|Tn|
|D|
)
≤ c(D, Tn) ≤
d
∑
i=1
(
Id(D) +
|D|(|D| − 1)
|Tn,i|
)(|Tn,i|
|D|
)
+ ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
(
Id(Dpi(j)) +
|Dpi(j)|(|Dpi(j)| − 1)
|Tn,ij |
)( |Tn,ij |
|Dpi(j)|
)
,
which implies that
Id(D)
|Tn||D|
|D|! +O(|Tn|
|D|−1) ≤
d
∑
i=1
(
Id(D)
|T|D|n,i
|D|! +
|Tn,i||D|−1
(|D| − 2)!
)
+ ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
(
Id(Dpi(j))
|Tn,ij ||Dpi(j)|
|Dpi(j)|!
+ N(Tn,ij , Dpi(j))
)
,
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where N(Tn,ij , Dpi(j)) is equal to |Tn,ij ||Dpi(j)|−1/(|Dpi(j)| − 2)! if |Dpi(j)| > 2,
and 0 otherwise. Consequently,(
|Tn||D| −
d
∑
i=1
|Tn,i||D|
)
Id(D) ≤
|D|! ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
Id(Dpi(j))
|Tn,ij ||Dpi(j)|
|Dpi(j)|!
+O(|Tn||D|−1)
as |Tn,ij | < |Tn| for all j ∈ {1, 2, . . . , r} and n. Dividing through by |Tn||D|,
we get(
1−
d
∑
i=1
α
|D|
n,i
)
Id(D) ≤ |D|!|D1|! · |D2|! · . . . · |Dr|!
· ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
Id(Dpi(j))α
|Dpi(j)|
n,ij
+O(|Tn|−1) .
Now using the fact that 1−∑di=1 α|D|n,i is bounded below by a positive con-
stant as n→ ∞, we deduce that
Id(D) ≤ |D|!|D1|! · |D2|! · . . . · |Dr|!
( r
∏
i=1
Id(Di)
)
·
∑{i1,i2,...,ir}⊆{1,2,...,d} ∑pi∈M(D) ∏
r
j=1 α
|Dpi(j)|
n,ij
1−∑di=1 α|D|n,i
+ O(|Tn|−1)
≤
( r
∏
i=1
Id(Di)
)( |D|
|D1|, |D2|, . . . , |Dr|
)
· sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
∑{i1,i2,...,ir}⊆{1,2,...,d} ∑pi∈M(D) ∏
r
j=1 x
|Dpi(j)|
ij
1−∑di=1 x|D|i
+ O(|Tn|−1) .
Finally, we take the limit as n→ ∞: this gives us the desired result.
Case 2: One can then assume (without loss of generality) that the limit
of βn is actually 0 as n → ∞ (by considering a subsequence). Denote by
Tn\Tn,1 the subtree induced by the leaves of Tn that are not leaves of Tn,1.
Claim 1: We claim that the number of copies of D in Tn that involve more
than one leaf of Tn\Tn,1 is at most of order O(β2n · |Tn||D|).
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For the proof of the claim, note that by definition, the number of copies of
D in Tn that involve more than one leaf of Tn\Tn,1 is at most
|D|
∑
l=2
(|Tn| − |Tn,1|
l
)( |Tn,1|
|D| − l
)
.
On the other hand, we have
|D|
∑
l=2
(|Tn| − |Tn,1|
l
)( |Tn,1|
|D| − l
)
≤
|D|
∑
l=2
(|Tn| − |Tn,1|)l
l!
· |Tn,1|
|D|−l
(|D| − l)!
= |Tn||D|(1− αn,1)2
|D|
∑
l=2
(1− αn,1)l−2α|D|−ln,1
l!(|D| − l)!
≤ |Tn||D| · β2n
|D|
∑
l=2
1
l!(|D| − l)! .
This completes the proof of the claim. It follows that the proportion of
copies of D in Tn that involve more than one leaf of Tn\Tn,1 is of order
O(β2n) among all subsets of |D| leaves of Tn.
Claim 2: Based on another result from Chapter 3, we further claim that D
must have only two branches, one of which is a single leaf.
Indeed, suppose that D does not have this shape. Then the subsets of leaves
of Tn that induce a copy of D come in two varieties: either the |D| leaves
are all leaves of Tn,1, or more than one of the |D| leaves is a leaf of Tn\Tn,1.
So this gives us
c(D, Tn) = c(D, Tn,1) +O(β2n · |Tn||D|) . (5.3.2)
by Claim 1. It was established in the proof of (5.3.1) (Theorem 3.3.0.1) that
0 ≤ max
|T′|=k
T′ d-ary tree
γ(D, T′)− max
|T′′|=k+1
T′′ d-ary tree
γ(D, T′′) ≤ |D|(|D| − 1)
k(k + 1)
.
Summing all these inequalities for k = m, m+ 1, . . . , n− 1, we establish that
0 ≤ max
|T′|=m
T′ d-ary tree
γ(D, T′)− max
|T′′|=n
T′′ d-ary tree
γ(D, T′′) ≤ |D|(|D| − 1)
n−1
∑
k=m
1
k(k + 1)
= |D|(|D| − 1)
( 1
m
− 1
n
)
.
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Thus
max
|T′|=m
T′ d-ary tree
γ(D, T′)− max
|T′′|=n
T′′ d-ary tree
γ(D, T′′) = O
(n−m
m · n
)
as m ≤ n and m→ ∞. In particular,
γ(D, Tn,1)− γ(D, Tn) ≤ max|T′|=|Tn,1|
T′ d-ary tree
γ(D, T′)− γ(D, Tn) = O
( |Tn| − |Tn,1|
|Tn| · |Tn,1|
)
.
(5.3.3)
Using (5.3.3), formula (5.3.2) implies that
c(D, Tn) ≤
(
|Tn,1|
|D| )
(|Tn||D|)
c(D, Tn) +O
(
|Tn,1||D| · |Tn| − |Tn,1||Tn| · |Tn,1|
)
+O(β2n · |Tn||D|) .
Thus,
(
1−
(
|Tn,1|
|D| )
(|Tn||D|)
)
c(D, Tn) ≤ O
(|Tn,1||D|−1 · βn)+O(β2n · |Tn||D|)
and using the asymptotic formula(|Tn|
|D|
)
−
(|Tn,1|
|D|
)
∼ (|Tn| − |Tn,1|) |Tn|
|D|−1
|D|! , (5.3.4)
which holds since |Tn| ∼ |Tn,1|, we derive that
γ(D, Tn) ≤ O(|Tn|−1) +O(βn) .
Therefore,
Id(D) = limn→∞ γ(D, Tn) ≤ 0
as limn→∞ βn = 0. This contradicts Proposition 3.5.0.1 in Chapter 3, which
states that Id(D) is strictly positive: our second claim is proved.
Now we can assume that D has only two branches, one of which is the tree
that has only one vertex. Since |D| > 2 by assumption, let D2 be the second
branch of D with at least two leaves. Then using Claim 1, we get
c(D, Tn) = c(D, Tn,1) + (|Tn| − |Tn,1|)c(D2, Tn,1) +O(β2n · |Tn||D|) .
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. FURTHER RESULTS ON THE INDUCIBILITY 82
Following the same course of reasoning used to prove Claim 2, we obtain
c(D, Tn) ≤
(
|Tn,1|
|D| )
(|Tn||D|)
c(D, Tn) +O
(|Tn||D|−1 · βn)+ (|Tn| − |Tn,1|)c(D2, Tn,1)
+O(β2n · |Tn||D|)
which implies that
(
1−
(
|Tn,1|
|D| )
(|Tn||D|)
)
c(D, Tn) ≤ O
(|Tn||D|−1 · βn)+ (|Tn| − |Tn,1|)(|Tn,1||D2|
)
γ(D2, Tn,1)
+O(β2n · |Tn||D|) .
It follows from the asymptotic formula (5.3.4) that
γ(D, Tn)− γ(D2, Tn,1) ≤ O(|Tn|−1) +O(βn) .
Applying lim inf to both sides of this inequality, we get
Id(D)− lim sup
n→∞
γ(D2, Tn,1) = lim infn→∞
(
γ(D, Tn)− γ(D2, Tn,1)
) ≤ 0 .
Hence,
Id(D) ≤ lim sup
n→∞
γ(D2, Tn,1) ≤ Id(D2) .
This completes the proof of the theorem once we invoke the second part of
Lemma 5.3.0.3.
The following corollary is a direct consequence of Theorem 5.3.0.2 com-
bined with the first part of Lemma 5.3.0.3:
Corollary 5.3.0.4. For a d-ary tree D with branches D1, D2, . . . , Dr in which
branches with the same number of leaves are isomorphic, we have
Id(D) ≤
r
∏
i=1
Id(Di) .
A binary tree is called a binary caterpillar if all its non-leaf vertices form a
single path, beginning at the root. We denote the k-leaf binary caterpillar
by F2k
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Corollary 5.3.0.5. Let D be a d-ary tree with two branches D1, D2 such that
|D1| = 1. Then we have
Id(D) ≤ Id(D2) ,
with equality for D = F2|D|.
Proof. It is proved in Theorem 3.2.0.2 (Chapter 3) that for every k and d, the
inducibility of the k-leaf binary caterpillar F2k is 1 in d-ary trees.
We conjecture that the bound in Corollary 5.3.0.5 is attained only for binary
caterpillars.
CONJECTURE 5.3.0.6. The inequality in Corollary 5.3.0.5 holds with equal-
ity if and only if D is a binary caterpillar.
We note that the general upper bound (Theorem 5.3.0.2) on the inducibility
Id(D) can be improved considerably if one restricts to a special class of
d-ary trees. For instance, when r = d and the number of leaves |Di| in
the branches Di of D satisfy
∣∣|Di| − |Dj|∣∣ ≤ 1 for all 1 ≤ i, j ≤ r, we can
actually calculate the supremum explicitly. Moreover, we can also show
that the bound is again sharp (see the next section).
We close this section by providing a proof of Lemma 5.3.0.3:
Proof of Lemma 5.3.0.3. Let Vd,|D| be defined by
Vd,|D| =
{
(i1, i2, . . . , id) : i1, i2, . . . , id nonnegative integers,
i1 + i2 + · · ·+ id = |D|, and i1, i2, . . . , id < |D|
}
.
Denote by V∗d,|D| the subset of Vd,|D| consisting of elements (i1, i2, . . . , id)
which are different from every permutation of the set{|D1|, |D2|, . . . , |Dr|, 0, 0, . . . , 0︸ ︷︷ ︸
(d−r) 0′s
}
.
Assume that branches of D that have the same number of leaves are iso-
morphic. Then two branches of D are isomorphic if and only if they have
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the same number of leaves; so we can rewrite 1−∑di=1 x|D|i by means of the
multinomial theorem as follows:
1−
d
∑
i=1
x|D|i = ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
( |D|
|D1|, |D2|, . . . , |Dr|
) r
∏
j=1
x
|Dpi(j)|
ij
+ ∑
(i1,i2,...,id)∈V∗d,|D|
( |D|
i1, i2, . . . , id
) d
∏
j=1
x
ij
j .
(5.3.5)
From this, we immediately deduce the inequality
1−
d
∑
i=1
x|D|i ≥
( |D|
|D1|, |D2|, . . . , |Dr|
)
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
x
|Dpi(j)|
ij
showing that
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
x
|Dpi(j)|
ij
}
is at most ( |D|
|D1|, |D2|, . . . , |Dr|
)−1
.
This proves the first part of the lemma. For the proof of the second part,
set
H(D; x1, x2, . . . , xd) :=
∑{i1,i2}⊆{1,2,...,d}
(
xi1 · x|D|−1i2 + x
|D|−1
i1
· xi2
)
1−∑di=1 x|D|i
.
We note that
H(D; x1, x2, . . . , xd) =
(
∑di=1 xi
)(
∑di=1 x
|D|−1
i
)− (∑di=1 x|D|i )
1−∑di=1 x|D|i
=
x|D|−1d (1− xd) +∑d−1i=1 x|D|−1i (1− xi)
(1− xd)
(
∑|D|−1i=0 x
i
d
)− (∑d−1i=1 x|D|i ) ,
and so
lim
e→0
H(D; e, e, . . . , e︸ ︷︷ ︸
(d−1) e′s
, 1− (d− 1)e) = |D|−1
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for |D| > 2. Hence, together with the first part of the lemma, we obtain
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
{i1,i2}⊆{1,2,...,d}
(
xi1 · x|D|−1i2 + x
|D|−1
i1
· xi2
)}
= |D|−1 ,
which completes the proof of the lemma.
5.4 On balanced trees
In this section, we focus on a special class of topological trees which we
call balanced.
Definition 5.4.0.1. A topological tree will be called balanced if the number
of leaves in its branches (branch sizes) pairwise differ at most by one.
For our purposes, the tree that has only one vertex is also considered as a
balanced tree. Figure 5.1 shows an example of a balanced 5-ary tree.
Figure 5.1: A balanced 5-ary tree.
For given positive integers p, n ≥ 2, denote by Wd(p, n) the set of all vec-
tors (l1, l2, . . . , ld) of nonnegative integers for which l1 + l2 + · · ·+ ld = n,
l1, l2, . . . , ld < n and at least d− p entries equal to 0.
In what follows, we give an improved upper bound on the inducibility of
every balanced d-ary tree with arbitrary root degree, and also prove, among
other things, that the lower bound on Id(D) derived in Theorem 5.3.0.1 is
attained for every complete d-ary tree (a special class of balanced d-ary
tree).
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Theorem 5.4.0.2. For a balanced d-ary tree D with branches D1, D2, . . . , Dr,
the inequality
Id(D) ≤
(
d
r
) |M(D)|
Ld(D)
( |D|
|D1|, |D2|, . . . , |Dr|
) r
∏
i=1
Id(Di)
is satisfied for every d, with
Ld(D) = ∑
(l1,l2,...,ld)∈Wd(r,|D|)
( |D|
l1, l2, . . . , ld
)
.
Furthermore, if r = d and for every i ∈ {1, 2, . . . , d}, the family of complete
d-ary trees yields the inducibility of Di in the limit, then the sequence of
complete d-ary trees is also asymptotically maximal for the tree D, and we
have
Id(D) = |M(D)|
( |D||D1|,|D2|,...,|Dd|)
d|D| − d
d
∏
i=1
Id(Di) .
Let us postpone the proof of Theorem 5.4.0.2 and provide some illustra-
tions.
Our Theorem 5.4.0.2 can be used to yield a new approach to a result
from [1]. An even binary tree (as defined in [1]) is any binary tree with
the property that, for every internal vertex, the number of leaves in the two
subtrees below it differ at most by one.
Clearly, there is only one even binary tree for any given number of leaves.
We show in Figure 5.2 the even binary tree with seven leaves.
Figure 5.2: An even binary tree.
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Corollary 5.4.0.3. If E2k denotes the unique even binary tree with k leaves,
then for every k ≥ 2, we have
I2
(
E2k
)
=
1
2k − 2
 (
k
k/2)I2
(
E2k/2
)2 if k is even ,
2( kk−1
2
)I2
(
E2k−1
2
)
I2
(
E2k+1
2
)
otherwise .
Proof. The assertion holds trivially for k = 2. We may then assume that it
is also true for even binary trees with at most k− 1 leaves for some k ≥ 3
and proceed by induction on k. Consider the even binary tree with k leaves.
The branches of E2k are the even binary trees E
2
bk/2c and E
2
dk/2e by definition.
According to the induction hypothesis, the family of complete binary trees
yields the inducibilities of E2bk/2c and E
2
dk/2e in the limit. Thus, by The-
orem 5.4.0.2, the family of complete binary trees is also asymptotically
maximal for the tree E2k , and the value of I2
(
E2k
)
is
|M(E2k)| ( kbk/2c,dk/2e)2k − 2 I2(E2bk/2c)I2(E2dk/2e) .
Note that |M(E2k)| is 1 if k is even, and 2 if k is odd. This completes the
induction step and thus the proof of the corollary.
The next corollary provides a formula for the inducibility of a complete
d-ary tree:
Corollary 5.4.0.4. For the complete d-ary tree of height h, we have
Id
(
CDdh
)
= (dh)! ·
h−1
∏
i=0
(
dd
h−i − d
)−di
for every d and h ≥ 1.
Proof. We fix d and demonstrate the result by induction on h. For h = 1,
the tree CDdh corresponds to the d-leaf star Cd whose inducibility is shown
in Theorem 3.2.0.1 (Chapter 3) to be equal to
lim
h→∞
γ
(
Cd, CDdh
)
=
(d− 1)!
dd−1 − 1 ,
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meaning that the formula holds for h = 1. Assume the statement is true
for every complete d-ary tree of height at most h− 1 for some h ≥ 2. That
is,
Id
(
CDdh−1
)
= lim
H→∞
γ
(
CDdh−1, CD
d
H
)
.
Then by Theorem 5.4.0.2, the sequence of complete d-ary trees is asymp-
totically maximal for the tree CDdh and the inducibility is given by
1
ddh − d
(
dh
dh−1, dh−1, . . . , dh−1︸ ︷︷ ︸
d times
)((
dh−1
)
! ·
h−2
∏
i=0
(
dd
h−1−i − d
)−di)d
as |M(CDdh)| = 1. A simple manipulation reduces this latter expression to
the desired identity of the corollary.
Let A = (a1, a2, . . . , an) and B = (b1, b2, . . . , bn) be vectors of real numbers.
Assume a1 ≥ a2 ≥ · · · ≥ an and b1 ≥ b2 ≥ · · · ≥ bn in this order. We say
that the vector A majorises the vector B if
n
∑
i=1
ai =
n
∑
i=1
bi ,
and for every k ∈ {1, 2, . . . , n− 1},
k
∑
i=1
ai ≥
k
∑
i=1
bi .
Before we get to a proof of Theorem 5.4.0.2, let us first introduce a key
auxiliary lemma which provides both an upper bound on the supremum of
certain functions in several variables, and the maxima of the same functions
in a special case.
For given positive integers p ≥ 2 and n ≥ 2, set
Vp,n :=
{
(i1, i2, . . . , ip) : i1, i2, . . . , ip nonnegative integers,
i1 + i2 + · · ·+ ip = n, and i1, i2, . . . , ip < n
}
.
The size of Vp,n is just (p+n−1n ) − p, i.e., the number of ways to choose n
elements from a set of p elements, with repetitions allowed and no elements
occurring n times.
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Lemma 5.4.0.5. For every balanced d-ary tree D with branches D1, D2, . . . , Dr,
we have
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
d
∏
j=1
x
|Dpi(j)|
ij
}
≤
(
d
r
) |M(D)|
Ld(D)
with
Ld(D) = ∑
(l1,l2,...,ld)∈Wd(r,|D|)
( |D|
l1, l2, . . . , ld
)
.
Furthermore, if r = d then we also have
max
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
pi∈M(D)
d
∏
j=1
x
|Dpi(j)|
j
}
=
|M(D)|
d|D| − d .
Proof. Let D be a balanced d-ary tree with r branches D1, D2, . . . , Dr for
some r ∈ {2, 3, . . . , d}. There exists a positive integer k such that each
branch of D contains either k or k + 1 leaves. So we deduce that the
representatives of the equivalence classes of the equivalence relation ∼D
defined on the set of all permutations of {1, 2, . . . , r} are exactly those per-
mutations of
{
k, k, . . . , k︸ ︷︷ ︸
(r−β) times
, k + 1, k + 1, . . . , k + 1︸ ︷︷ ︸
β times
}
induced by ∼D for some
β ∈ {0, 1, . . . , r− 1}—see the discussion in Section 5.2. So we lose no gen-
erality by assuming that |D1| = |D2| = · · · = |Dr−β| = k and |Dr−β+1| =
|Dr−β+2| = · · · = |Dr| = k+ 1 for some k ≥ 1 and some β ∈ {0, 1, . . . , r− 1}
(note, however, that branches with the same number of leaves can be iden-
tical).
In order to prove the lemma, we first show that every vector (i1, i2, . . . , ir) ∈
Vr,r·k+β majorises (
k + 1, k + 1, . . . , k + 1︸ ︷︷ ︸
β times
, k, k, . . . , k︸ ︷︷ ︸
(r−β) times
)
.
So assume i1 ≥ i2 ≥ · · · ≥ ir in this order. Fix a positive integer m ∈
{1, 2, . . . , r− 1} and suppose that
i1 + i2 + · · ·+ im < (k + 1) + (k + 1) + · · ·+ (k + 1) + k + k + · · ·+ k
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(t copies of k + 1 followed by m− t copies of k) for some t ∈ {1, 2, . . . , β}.
Then we have
m · im ≤ i1 + i2 + · · ·+ im < t · (k + 1) + (m− t) · k ,
which implies that m · im < t + m · k. Thus, im ≤ k as t ≤ m.
On the other hand, we also have
im+1 + im+2 + · · ·+ ir = r · k + β− (i1 + i2 + · · ·+ im)
> r · k + β− (t + m · k) ,
which implies that
(r−m) · im+1 ≥ im+1 + im+2 + · · ·+ ir > r · k + β− (t + m · k)
= (r−m) · k + β− t .
Thus, since r−m > 0 ≥ β− t, we obtain im+1 ≥ k + 1.
Altogether, we have found that im ≤ k < k + 1 ≤ im+1, meaning that
im < im+1, which is a contradiction. So we conclude that every vector
(i1, i2, . . . , ir) ∈ Vr,r·k+β majorises(
k + 1, k + 1, . . . , k + 1︸ ︷︷ ︸
β times
, k, k, . . . , k︸ ︷︷ ︸
(r−β) times
)
.
Hence, since Wd(p, n) is the set of all vectors (l1, l2, . . . , ld) of nonnegative
integers satisfying l1 + l2 + · · ·+ ld = n, l1, l2, . . . , ld < n and at least d− p
entries equal to 0, we deduce that every vector (l1, l2, . . . , ld) belonging to
the set Wd(r, r · k + β) majorises(
k + 1, k + 1, . . . , k + 1︸ ︷︷ ︸
β times
, k, k, . . . , k︸ ︷︷ ︸
(r−β) times
, 0, 0, . . . , 0︸ ︷︷ ︸
(d−r) 0′s
)
,
and thus Muirhead’s inequality (see Theorem 2.3.0.1 in Chapter 2) gives
∑
pi∈Sd
d
∏
j=1
x
lj
pi(j) ≥ ∑
pi∈Sd
r
∏
j=1
x
|Dj|
pi(j)
=
r! · (d− r)!
|M(D)| ∑{i1,i2,...ir}⊆{1,2,...,d}
∑
(α1,α2,...,αr)∈M(D)
r
∏
j=1
x
|Dαj |
ij
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for every such vector (l1, l2, . . . , ld) ∈ Wd(r, r · k + β) and every vector
(x1, x2, . . . , xd) of positive real numbers, where Sd denotes the set of all
permutations of the indices 1, 2, . . . , d.
On the other hand, using this inequality together with the multinomial
theorem, one obtains
(x1 + x2+ · · ·+ xd)r·k+β = ∑
l1,l2,...,ld≥0
l1+l2+···+ld=r·k+β
(
r · k + β
l1, l2, . . . , ld
)
1
d! ∑
pi∈Sd
d
∏
j=1
x
lj
pi(j)
≥
d
∑
j=1
xr·k+βj + ∑
(l1,l2,...,ld)∈Wd(r,r·k+β)
(
r · k + β
l1, l2, . . . , ld
)
1
d! ∑
pi∈Sd
d
∏
j=1
x
lj
pi(j)
≥
d
∑
j=1
xr·k+βj + ∑
(l1,l2,...,ld)∈Wd(r,r·k+β)
(
r · k + β
l1, l2, . . . , ld
)[
1
d!
· r! · (d− r)!|M(D)|
· ∑
{i1,i2,...ir}⊆{1,2,...,d}
∑
(α1,α2,...,αr)∈M(D)
r
∏
j=1
x
|Dαj |
ij
]
for every vector (x1, x2, . . . , xd) of nonnegative real numbers. In particular,
if (x1, x2, . . . , xd) is a vector of nonnegative real numbers such that x1 +
x2 + · · ·+ xd = 1, then we have
1−
d
∑
j=1
x|D|j ≥
Ld(D)
|M(D)|(dr)
∑
{i1,i2,...ir}⊆{1,2,...,d}
∑
(α1,α2,...,αr)∈M(D)
r
∏
j=1
x
|Dαj |
ij
(5.4.1)
with Ld(D) as defined in the lemma.
Clearly, the function
GD(x1, x2, . . . , xd) :=
1
1−∑di=1 x|D|i
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
x
|Dpi(j)|
ij
,
subject to the constraint x1 + x2 + · · ·+ xd = 1, is well-defined in the region
covered by the inequalities 0 ≤ x1, x2, . . . , xd < 1. Hence, we establish – by
relation (5.4.1) – that
GD(x1, x2, . . . , xd) ≤ |M(D)|Ld(D)
(
d
r
)
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for all 0 ≤ x1, x2, . . . , xd < 1 such that x1 + x2 + · · ·+ xd = 1, as Ld(D) is
never zero. This also shows that
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
GD(x1, x2, . . . , xd) ≤
(
d
r
) |M(D)|
Ld(D)
.
Furthermore, if r = d, then we have
GD(x1, x2, . . . , xd) =
1
1−∑di=1 x|D|i
∑
pi∈M(D)
d
∏
j=1
x
|Dpi(j)|
j ,
and a simple computation yields
GD
(
d−1, d−1, . . . , d−1︸ ︷︷ ︸
d times
)
=
|M(D)|
d|D| − d ,
while the multinomial theorem gives
Ld(D) = ∑
(l1,l2,...,ld)∈Wd(d,|D|)
( |D|
l1, l2, . . . , ld
)
= ∑
l1+l2+···+ld=|D|
0≤l1,l2,...,ld<|D|
( |D|
l1, l2, . . . , ld
)
= d|D| − d .
This proves that in the case where r = d, we have
max
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
GD(x1, x2, . . . , xd) =
|M(D)|
d|D| − d ,
which completes the proof of the entire lemma.
Armed with Lemma 5.4.0.5, we can now prove Theorem 5.4.0.2.
Proof. Let D be a balanced d-ary tree with branches D1, D2, . . . , Dr for some
r ∈ {2, 3, . . . , d}. Further, set
c(Dj) :=
Id(Dj)
|Dj|! , and c(D) :=
(
d
r
) |M(D)|
Ld(D)
r
∏
j=1
c(Dj)
with Ld(D) be as defined in the theorem. We are going to prove that there
exists a nonnegative absolute constant K(D) such that the inequality
c(D, T) ≤ c(D)|T||D| + K(D)|T||D|−1 (5.4.2)
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holds for every strictly d-ary tree T.
We know from the proof of Theorem 3.3.0.1 in Chapter 3 that for every d-
ary tree D′, the maximum of γ(D′, T′) over all d-ary trees T′ with n ≥ |D′|
leaves is bounded from above by
Id(D′) +
|D′|(−1+ |D′|)
n
.
In particular, we have
c(D′, T) ≤
(
Id(D′) +
|D′|(−1+ |D′|)
|T|
)( |T|
|D′|
)
for every strictly d-ary tree T, which implies that
c(D′, T) ≤ Id(D
′)
|D′|! · |T|
|D′| + 1
(|D′| − 2)! · |T|
|D′|−1
for every strictly d-ary tree T and d-ary tree D′ such that |D′| > 2. Taking
K(Dj) = 0 if |Dj| ≤ 2, and K(Dj) = 1/(|Dj| − 2)! otherwise, we see that
c(Dj, T) ≤ c(Dj)|T||Dj| + K(Dj)|T||Dj|−1 (5.4.3)
for every j ∈ {1, 2, . . . , r} as c(Dj) = Id(Dj)/|Dj|! by definition.
On the other hand, since K(D) ≥ 0 by definition, we also see that inequal-
ity (5.4.2) holds trivially for |T| < |D| as there cannot be any copies of D
in T. We may then continue by induction on |T|.
For the induction step, consider a strictly d-ary tree T with branches T1, T2, . . . , Td
such that |T| ≥ |D|. We have the following recursion – see equation (5.2.1):
c(D, T) =
d
∑
i=1
c(D, Ti) + ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
c
(
Dpi(j), Tij
)
.
Employing the induction hypothesis on every c(D, Ti) together with (7.2.5),
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we get
c(D, T) ≤
d
∑
i=1
(
c(D)|Ti||D| + K(D)|Ti||D|−1
)
+ ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
(
c
(
Dpi(j)
)|Tij ||Dpi(j)| + K(Dpi(j))|Tij ||Dpi(j)|−1)
= c(D)
d
∑
i=1
|Ti||D| + ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
c
(
Dpi(j)
)|Tij ||Dpi(j)|
+ K(D)
d
∑
i=1
|Ti||D|−1 + ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
A
(
d;pi; D; T; {i1, i2, . . . , ir}
)
(5.4.4)
with
A
(
d;pi; D; T; {i1, i2, . . . , ir}
)
=
r
∏
j=1
(
c
(
Dpi(j)
)|Tij ||Dpi(j)| + K(Dpi(j))|Tij ||Dpi(j)|−1)
−
r
∏
j=1
c
(
Dpi(j)
)|Tij ||Dpi(j)| .
(5.4.5)
Every single term in the expansion of A
(
d;pi; D; T; {i1, i2, . . . , ir}
)
is of the
form
r
∏
j=1
c
(
Dpi(j)
)aj K(Dpi(j))bj |Tij |aj·|Dpi(j)|+bj·(|Dpi(j)|−1)
for some binary (aj, bj ∈ {0, 1}) vector (a1, a2, . . . , ar, b1, b2, . . . , br) satisfying
aj + bj = 1 for all j, and (b1, b2, . . . , br) different from the null vector. Thus,
A
(
d;pi; D; T; {i1, i2, . . . , ir}
)
contains no terms of the form
|Ti||D|−1
r
∏
j=1
c
(
Dpi(j)
)aj K(Dpi(j))bj
unless r = 2 and |D| ≤ 3, in which case A(d;pi; D; T; {i1, i2, . . . , ir}) = 0
as K(D1) = K(D2) = 0 by definition. Based on this discussion, it follows
from (5.4.5) that
A
(
d;pi; D; T; {i1, i2, . . . , ir}
) ≤ (|T||D|−1 − d∑
i=1
|Ti||D|−1
)
·
(
r
∏
j=1
(
c
(
Dpi(j)
)
+ K
(
Dpi(j)
))− r∏
j=1
c
(
Dpi(j)
))
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as all the terms of the form
r
∏
j=1
|Tij |aj·|Dpi(j)|+bj·(|Dpi(j)|−1)
are bounded above by a term in the expansion of
(
∑di=1 |Ti|
)|D|−1
= |T||D|−1
other than one of the |Ti||D|−1, and none of them is |Ti||D|−1.
Now we can take
K(D) = ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
( r
∏
j=1
(
c
(
Dpi(j)
)
+ K
(
Dpi(j)
))− r∏
j=1
c
(
Dpi(j)
))
=
(
d
r
)
∑
pi∈M(D)
( r
∏
j=1
(
c
(
Dpi(j)
)
+ K
(
Dpi(j)
))− r∏
j=1
c
(
Dpi(j)
))
.
Inequality (5.4.4) implies that
c(D, T) ≤ c(D)
d
∑
i=1
|Ti||D| + ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
c
(
Dpi(j)
)|Tij ||Dpi(j)|
+ K(D)|T||D|−1 .
Finally, it remains to prove that
c(D)
d
∑
i=1
|Ti||D| + ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
c
(
Dpi(j)
)|Tij ||Dpi(j)| ≤ c(D)|T||D|
or equivalently,
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
(
r
∏
j=1
c(Dpi(j))
)
r
∏
j=1
( |Tij |
|T|
)|Dpi(j)|
≤ c(D)
(
1−
d
∑
i=1
(
|Ti|
|T|
)|D|)
,
which will then imply that c(D, T) ≤ c(D)|T||D|+K(D)|T||D|−1 as claimed.
Since
r
∏
i=1
c(Di) =
c(D)Ld(D)
|M(D)|(dr)
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as defined earlier, we obtain that
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
(
r
∏
j=1
c(Dpi(j))
)
r
∏
j=1
( |Tij |
|T|
)|Dpi(j)|
=
c(D)Ld(D)
|M(D)|(dr)
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
( |Tij |
|T|
)|Dpi(j)|
≤ c(D)
(
1−
d
∑
i=1
(
|Ti|
|T|
)|D|)
,
where the inequality in the last step follows from the first part of Lemma 5.4.0.5.
This completes the induction step. Consequently, taking the density of D
in T and passing to the limit as |T| → ∞, we obtain
Id(D) ≤ lim|T|→∞
c(D)|T||D| + K(D)|T||D|−1
( |T||D|)
= |D|! · c(D)
= |M(D)| |D|!
Ld(D)
(
d
r
) r
∏
i=1
Id(Di)
|Di|! ,
completing the proof of the first part of the theorem.
Now assume that r = d and the sequence of complete d-ary trees is asymp-
totically maximal for each of the d branches of D. Then using Theo-
rem 5.3.0.1, we get
Id(D) ≥ lim
h→∞
γ
(
D, CDdh
)
=
|M(D)|
d|D| − d
( |D|
|D1|, |D2|, . . . , |Dd|
) d
∏
i=1
Id(Di) .
Hence, since Ld(D) = d|D| − d in this case, we obtain equality:
Id(D) = lim
h→∞
γ
(
D, CDdh
)
.
This completes the proof of theorem.
The definition of even binary trees introduced in [1] (by Czabarka, Sze´kely
and the second author of the current article) can be broadened to arbitrary
d-ary trees in the following way:
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Definition 5.4.0.6. Denote by E d the family of d-ary trees whose elements
are described recursively as follows:
• The only trees with less than d leaves in E d are the stars;
• for every positive integer s, and every β ∈ {0, 1, 2, . . . , d− 1}, the tree
with n = d · s+ β leaves in E d is obtained by attaching d− β copies of
the tree with s leaves in E d and β copies of the tree with s + 1 leaves
in E d to a common vertex (their respective roots are joined to a new
common vertex).
The k-leaf tree in E d will be denoted by Edk , and E d will be referred to as the
family of even d-ary trees. We depict in Figure 5.3 the even ternary trees
with up to ten leaves.
E31 E
3
2 E
3
3 E
3
4 E
3
5
E36 E
3
7 E
3
8
E39 E
3
10
Figure 5.3: All the even ternary trees with at most ten leaves.
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The next result is an asymptotic formula for the maximum density of the
even d-ary tree Edr in strictly d-ary trees T as |T| gets large. The result is (in
this special case) an improvement over the formula
max
|T|=n
T strictly d-ary tree
γ(D, T) = Id(D) +O
(
n−1/2
)
,
which was shown in Chapter 3 to hold for general d-ary trees D.
Theorem 5.4.0.7. The inducibility of the even d-ary tree Edr is r! · cr in d-ary
trees, where cr is defined recursively by
cd·s+i =
(
d
i
)
cd−is · cis+1
dd·s+i − d
for every s ≥ 1 and every i ∈ {0, 1, . . . , d− 1}, starting with cr = (dr)/(dr −
d) for r < d.
Moreover, we have
lim
n→∞ γ
(
Edr , E
d
n
)
= Id
(
Edr
)
for every r, and the asymptotic formula
c
(
Edr , E
d
n
)
= cr · nr +O(nr−1)
holds for all n. In particular, we have
max
|T|=n
T strictly d-ary tree
γ
(
Edr , T
)
= Id(Edr ) +O(n−1)
for every r and all n ≡ 1 mod (d− 1).
Proof. The first part of the theorem can be obtained by combining Defini-
tion 5.4.0.6 with Theorem 5.4.0.2. Indeed, the even d-ary trees Edr are the
stars Cr for r < d. But we know from Theorem 3.2.0.1 in Chapter 3 that the
sequence of complete d-ary trees yields Id(Cr) in the limit and
Id(Cr) =
d!
(d− r)! · (dr − d)
for every r ≤ d. Therefore, it follows by induction on r that the sequence of
complete d-ary trees is also asymptotically maximal for Edr . Assume r ≥ d
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and write r = d · s + β with β in the residue class of r modulo d. Then
Theorem 5.4.0.2 gives
Id
(
Edr
)
=
(
d
β
)
(d · s + β)!
(s!)d−β · ((s + 1)!)β · (dd·s+β − d) · Id
(
Eds
)d−β Id(Eds+1)β
=
(
d
β
)
(d · s + β)!
dd·s+β − d
(
Id
(
Eds
)
s!
)d−β(
Id
(
Eds+1
)
(s + 1)!
)β
= (d · s + β)!
(
d
β
) cd−βs · cβs+1
dd·s+β − d ,
which proves the required recursive formula of the theorem.
Let us now prove that
lim
n→∞ γ
(
Edr , E
d
n
)
= cr · r!
for every r. For this purpose, let us show by means of induction with
respect to r that
lim
n→∞
c(Edr , Edn)
nr
= cr ,
which already provides us with what we want. For an arbitrary but fixed
nonnegative integer β ≤ d− 1, we have
c
(
Ck, Edd·m+β
)
= β · c(Ck, Edm+1)+ (d− β) · c(Ck, Edm)+(dk
)
·mk +O(mk−1)
for all m ≥ 1, and thus
γ
(
Ck, Edd·m+β
)
= β · (
m+1
k )
(d·m+βk )
· γ(Ck, Edm+1)+ (d− β) · (mk )
(d·m+βk )
· γ(Ck, Edm)
+
(
d
k
)
· m
k
(d·m+βk )
+O(m−1) ,
when passing to the density, we deduce that
lim inf
m→∞ γ
(
Ck, Edd·m+β
) ≥ β · d−k · lim inf
m→∞ γ
(
Ck, Edm+1
)
+ (d− β) · d−k · lim inf
m→∞ γ
(
Ck, Edm
)
+
(
d
k
)
· k! · d−k
= d1−k · lim inf
m→∞ γ
(
Ck, Edm
)
+
(
d
k
)
· k! · d−k
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and likewise
lim sup
m→∞
γ
(
Ck, Edd·m+β
) ≤ d1−k · lim sup
m→∞
γ
(
Ck, Edm
)
+
(
d
k
)
· k! · d−k .
Solving for the resulting equations, we obtain
lim inf
n→∞ γ
(
Ck, Edn
) ≥ (d
k
)
k!
dk − d , and lim supn→∞ γ
(
Ck, Edn
) ≤ (d
k
)
k!
dk − d ,
from which the identity
lim
n→∞ γ
(
Ck, Edn
)
=
(
d
k
)
k!
dk − d = Id(Ck)
follows. Consequently, the statement is true for r ≤ d, so we can focus on
the induction step.
With the specialisation T = Ed
d·m+βˆ and D = E
d
d·s+β in the general recur-
sion (5.2.1), we get the relation
c
(
Edd·s+β,E
d
d·m+βˆ
)
= (d− β) · c(Edd·s+β, Edm)+ β · c(Edd·s+β, Edm+1)
+ ∑
(α1,α2,...,αd)∈M
(
Edd·s+β
)
(
d−β
∏
i=1
c
(
Edαi , E
d
m
))( d
∏
i=d−β+1
c
(
Edαi , E
d
m+1
))
,
which is valid for all s, m ≥ 1 and all β, βˆ ∈ {0, 1, . . . , d− 1}. Dividing this
identity through by
(
d ·m + βˆ)d·s+β, we obtain
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m + βˆ)d·s+β = (d− β) ·
(
m
d ·m + βˆ
)d·s+β
·
c
(
Edd·s+β, E
d
m
)
md·s+β
+ β ·
(
m + 1
d ·m + βˆ
)d·s+β
·
c
(
Edd·s+β, E
d
m+1
)
(m + 1)d·s+β
+ ∑
(α1,α2,...,αd)∈M
(
Edd·s+β
)
[
m∑
d−β
i=1 |Edαi | · (m + 1)∑di=d−β+1 |Edαi |(
d ·m + βˆ)d·s+β ·(
d−β
∏
i=1
c
(
Edαi , E
d
m
)
m|E
d
αi |
)(
d
∏
i=d−β+1
c
(
Edαi , E
d
m+1
)
(m + 1)|E
d
αi |
)]
.
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Applying lim inf (as m → ∞) to both sides of this equation, we establish
that
lim inf
m→∞
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m + βˆ)d·s+β ≥ (d− β) · d−(d·s+β) · lim infm→∞
(
c
(
Edd·s+β, E
d
m
)
md·s+β
)
+ β · d−(d·s+β) · lim inf
m→∞
(
c
(
Edd·s+β, E
d
m+1
)
(m + 1)d·s+β
)
+ ∑
(α1,α2,...,αd)∈M
(
Edd·s+β
)
[
d−(d·s+β) ·
d−β
∏
i=1
(
lim inf
m→∞
c
(
Edαi , E
d
m
)
m|E
d
αi |
)
·
d
∏
i=d−β+1
(
lim inf
m→∞
c
(
Edαi , E
d
m+1
)
(m + 1)|E
d
αi |
)]
as we have
lim
m→∞
m∑
d−β
i=1 |Edαi | · (m + 1)∑di=d−β+1 |Edαi |(
d ·m + βˆ)d·s+β = d−(d·s+β)
in view of the identity ∑di=1 |Edαi | = d · s + β. Invoking the induction hy-
pothesis, we arrive at
lim inf
m→∞
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m + βˆ)d·s+β ≥ ((d− β) · d−(d·s+β) + β · d−(d·s+β))
· lim inf
m→∞
(
c
(
Edd·s+β, E
d
m
)
md·s+β
)
+ ∑
(α1,α2,...,αd)∈M
(
Edd·s+β
) d−(d·s+β)
(
d
∏
i=1
cαi
)
,
and this implies that
(
1− d1−(d·s+β)
)
· lim inf
m→∞
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m + βˆ)d·s+β ≥ d−(d·s+β)
(
d
β
)
· cd−βs · cβs+1 .
Finally, we replace (dβ) · cd−βs · cβs+1 with (dd·s+β− d) · cd·s+β as defined in the
theorem, and this gives us
lim inf
m→∞
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m + βˆ)d·s+β ≥ cd·s+β .
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Similarly, taking the lim sup (as m→ ∞), we establish that
lim sup
m→∞
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m + βˆ)d·s+β ≤ cd·s+β .
Therefore, we get
lim
m→∞
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m + βˆ)d·s+β = cd·s+β ,
which finishes the induction step. In particular, we deduce that
Id
(
Edr
)
= lim
n→∞ γ
(
Edr , E
d
n
)
= cr · r!
for every r. This completes the proof of the second part of the theorem.
It remains to prove the last two assertions of the theorem. Let us first
confirm that for every r ∈ {2, 3, . . . , d}, we have
c(Cr, Edn) ≥ cr · nr − Kr · nr−1
for all n, with Kr = (2d)r · cr.
We proceed by induction on n. For n ≤ d, the tree Edn is the star with n
leaves and so c(Cr, Edn) = (
n
r) as all the leaf-induced subtrees of a star are
themselves stars. Thus, the inequality is obvious. Assume then n > d and
set n = d · m + β, with β in the residue class of n modulo d. We have the
following lower bound on the number of copies of Cr in Edn:
c
(
Cr, Edn
) ≥ β · c(Cr, Edm+1)+ (d− β) · c(Cr, Edm)+(dr
)
·mr ,
and the induction hypothesis implies that
c
(
Cr, Edn
) ≥ cr(β · (m + 1)r + (d− β) ·mr)+(dr
)
·mr
− Kr
(
β · (m + 1)r−1 + (d− β) ·mr−1) .
Since for every positive integer p ≥ 1, we have
(d ·m + β)p − β · (m + 1)p − (d− β) ·mp
= (dp − d) ·mp +
p−1
∑
l=0
(
p
l
)(
(d ·m)l · βp−l − β ·ml
)
,
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and cr(dr − d) = (dr) by definition, we deduce that for r > 2 (the case r = 2
is trivial, since c(C2, Edn) = (
n
2)),
cr
(
(d ·m + β)r − β · (m + 1)r − (d− β) ·mr
)
−
(
d
r
)
·mr
= cr
(
r−1
∑
l=0
(
r
l
)(
dl · βr−l − β
)
ml
)
≤ cr
(
r−1
∑
l=0
(
r
l
)
dl · βr−l
)
mr−1
≤ cr(d + β)r
≤ Kr
(
(dr−1 − d) ·mr−1 +
r−2
∑
l=0
(
r− 1
l
)(
dl · βr−1−l − β
)
ml
)
because β < d and Kr = (2d)r · cr. It follows that
β · c(Cr, Edm+1)+ (d− β) · c(Cr, Edm)+(dr
)
·mr
≥ cr(d ·m + β)r − Kr(d ·m + β)r−1 ,
and this completes the induction step. Since the case r ≤ d has now been
dealt with and the case n < r is not interesting either, we can now use
simultaneous induction on r and n to prove that for every r, there exists a
positive absolute constant Kr (solely depending on r and d) such that
c
(
Edr , E
d
n
) ≥ cr · nr − Kr · nr−1
for all n. In fact, we may define Kr recursively as follows:
Kr = (2d)r · cr + ∑
pi∈M(Edr )
d
∏
j=1
(
c|Dpi(j)| + K|Dpi(j)|
)
, (5.4.6)
with D1, D2, . . . , Dd the branches of Edr , starting with Kr = (2d)r · cr for
r ≤ d.
Assume that r > d and n ≥ d. So n = d ·m+ β with β in the residue class of
n modulo d. Denote by D1, D2, . . . , Dd the branches of Edr . The recurrence
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relation that gives the number of copies of Edr in Edn is
c
(
Edr , E
d
n
)
= β · c(Edr , Edm+1)+ (d− β) · c(Edr , Edm)
+ ∑
pi∈M(Edr )
(
β
∏
i=1
c
(
Dpi(i), E
d
m+1
) · d∏
i=1+β
c
(
Dpi(i), E
d
m
))
≥ β · c(Edr , Edm+1)+ (d− β) · c(Edr , Edm)+ ∑
pi∈M(Edr )
d
∏
i=1
c
(
Dpi(i), E
d
m
)
.
Using the induction hypothesis, we obtain
c
(
Edr , E
d
n
) ≥ β · (cr · (m + 1)r − Kr · (m + 1)r−1)+ (d− β) · (cr ·mr − Kr ·mr−1)
+ ∑
pi∈M(Edr )
d
∏
i=1
(
c|Dpi(i)| ·m|Dpi(i)| − K|Dpi(i)| ·m|Dpi(i)|−1
)
= β · (cr · (m + 1)r − Kr · (m + 1)r−1)+ (d− β) · (cr ·mr − Kr ·mr−1)
+ ∑
pi∈M(Edr )
[
d
∏
i=1
c|Dpi(i)| ·m|Dpi(i)| +
d−1
∑
l=0
∑
{i1,...,il}⊆{1,2,...,d}
l
∏
j=1
c|Dpi(ij)| ·m
|Dpi(ij)|
· (−1)d−l ·
d
∏
i=1
i/∈{i1,...,il}
K|Dpi(i)| ·m|Dpi(i)|−1
]
,
where the empty product is treated as 1. By neglecting the terms for which
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d− l is even, and replacing |M(Edr )| ·∏dj=1 c|Dj| with cr · (dr − d), we obtain
c
(
Edr , E
d
n
) ≥ cr(β · (m + 1)r + (d− β) ·mr + (dr − d) ·mr)
− Kr
(
β · (m + 1)r−1 + (d− β) ·mr−1
)
− ∑
pi∈M(Edr )
[
d−1
∑
l=0
d−l odd
∑
{i1,...,il}⊆{1,2,...,d}
l
∏
j=1
c|Dpi(ij)| ·m
|Dpi(ij)|
·
d
∏
i=1
i/∈{i1,...,il}
K|Dpi(i)| ·m|Dpi(i)|−1
]
≥ cr
(
(d ·m + β)r −
r−1
∑
p=0
(
r
p
)
(dp · βr−p − β)mp
)
− Kr
(
(d ·m + β)r−1 − (dr−1 − d) ·mr−1 −
r−2
∑
p=0
(
r− 1
p
)
(dp · βr−1−p − β)mp
)
− ∑
pi∈M(Edr )
(
d−1
∑
l=0
∑
{i1,...,il}⊆{1,2,...,d}
l
∏
j=1
c|Dpi(ij)| ·
d
∏
i=1
i/∈{i1,...,il}
K|Dpi(i)|
)
mr−d+l
≥ cr · (d ·m + β)r − Kr · (d ·m + β)r−1 − cr
r−1
∑
p=0
(
r
p
)
(dp · βr−p − β)mp
+ Kr
(
(dr−1 − d) ·mr−1 +
r−2
∑
p=0
(
r− 1
p
)
(dp · βr−1−p − β)mp
)
− ∑
pi∈M(Edr )
(
d−1
∑
l=0
∑
{i1,...,il}⊆{1,2,...,d}
l
∏
j=1
c|Dpi(ij)| ·
d
∏
i=1
i/∈{i1,...,il}
K|Dpi(i)|
)
mr−1 .
Hence, it follows from (5.4.6) that
c
(
Edr , E
d
n
)
= c
(
Edr , E
d
d·m+β
) ≥ cr · (d ·m + β)r − Kr · (d ·m + β)r−1
for all m ≥ 1 as
Kr ≥ (2d)r · cr + ∑
pi∈M(Edr )
d−1
∑
l=0
∑
{i1,...,il}⊆{1,2,...,d}
l
∏
j=1
c|Dpi(ij)| ·
d
∏
i=1
i/∈{i1,...,il}
K|Dpi(i)| .
This completes the induction step.
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Therefore, in view of inequality (5.4.2), which is established in the proof of
Theorem 5.4.0.2, we deduce that
max
|T|=n
T strictly d-ary tree
γ
(
Edr , T
)
= cr · r! +O(n−1) ,
which is indeed the desired result. This completes the proof of the theorem.
The (ternary) inducibilities of the first few even ternary trees are indicated
in Table 5.1.
Table 5.1: Some values of I3(E3k).
k 1 2 3 4 5 6 7 8 9 10 11 12
I3(E3k) 1 1
1
4
6
13
3
8
15
121
15
208
35
2186
7
5248
1575
255886
4725
453596
1247400
194594881
We seem to possess good enough evidence to believe that the even d-ary
tree Edn has the greatest number of copies of the tree Edr over all n-leaf d-ary
trees. Let us put it on a more formal footing:
CONJECTURE 5.4.0.8. Let d ≥ 2 be a fixed positive integer. For every
positive integer r, we have
max
|T|=n
T d-ary tree
c(Edr , T) = c(E
d
r , E
d
n)
for every n.
5.5 Further bounds under restriction
Besides the even d-ary trees Edr for which Id(Edr ) is precisely the upper
bound given in Theorem 5.4.0.2, we also remark that in certain cases, there
is a lower bound that asymptotically matches the upper bound on the in-
ducibility of D given in Theorem 5.4.0.2, as |D| gets large. Our next theo-
rem presents a result that supports this observation.
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Theorem 5.5.0.1. Let d ≥ 2 be a fixed positive integer and D a balanced
d-ary tree with branches D1, D2, . . . , Dd. Assume that each of the branches
of D is a binary caterpillar. Then for |D| ≥ 4, we have
|M(D)|
d|D|
( |D|
|D1|, |D2|, . . . , |Dd|
)
≤ Id(D) ≤
∣∣M(D)|
d|D| − d
( |D|
|D1|, |D2|, . . . , |Dd|
)
.
Proof. For a fixed d ≥ 2, denote by Xdd·s+β the d-ary tree whose branches
are d− β binary caterpillars F2s and β binary caterpillars F2s+1, where s ≥ 1
is any positive integer and β any nonnegative integer in {0, 1, . . . , d − 1}
(see Figure 5.4 for an illustration).
Figure 5.4: The 4-ary tree X413 described in the proof of Theorem 5.5.0.1.
Set a1 = a2 = · · · = ad−β = s and ad−β+1 = ad−β+2 = · · · = ad = s + 1.
For |D| ≥ 4, let us prove that for fixed s ≥ 1 and β ∈ {0, 1, . . . , d− 1}, the
identity
lim
n→∞
c(Xdd·s+β, X
d
n)(
n
d · s + β
) =
(
d
β
)
(s!)d−β · ((s + 1)!)β · (d · s + β)!dd·s+β
holds. We begin by giving the recursion that counts the number of copies
of Xdd·s+β in X
d
n. Set n = d · m + βˆ where βˆ is in the residue class of n
modulo d. So we have
c
(
Xdd·s+β, X
d
d·m+βˆ
)
=
∑
(α1,α2,...,αd)∈M
(
Xdd·s+β
)
(
d−β
∏
i=1
c(F2aαi , F
2
m)
)(
d
∏
i=d−β+1
c(F2aαi , F
2
m+1)
)
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by virtue of equation (5.2.1), as evidently there cannot be any copy of Xdd·s+β
in F2m or F2m+1 (all the leaf-induced subtrees of binary caterpillars are them-
selves binary caterpillars).
Passing to the density, we obtain
γ
(
Xdd·s+β, X
d
d·m+βˆ
)
= ∑
(α1,α2,...,αd)∈M
(
Xdd·s+β
)
(
∏
d−β
i=1 (
m
aαi
)
)(
∏di=d−β+1 (
m+1
aαi
)
)
(d·m+βˆd·s+β )
as soon as m ≥ s + 1. Letting m→ ∞ and taking the limit, we arrive at
lim
m→∞ γ
(
Xdd·s+β, X
d
d·m+βˆ
)
=
d−(d·s+β) · (d · s + β)! · ∑
(α1,α2,...,αd)∈M
(
Xdd·s+β
)
(
d
∏
i=1
aαi !
)−1
.
Hence, we establish that
lim
m→∞ γ
(
Xdd·s+β, X
d
d·m+βˆ
)
=
|M(Xdd·s+β)|
(s!)d−β · ((s + 1)!)β · (d · s + β)!dd·s+β ,
and the first part of the theorem is proved.
The upper bound on Id
(
Xdd·s+β
)
is a consequence of Theorem 5.4.0.2 as
binary caterpillars have inducibility 1 for every d—see Theorem 3.2.0.2.
This completes the proof of the theorem.
Observe that for |D| ≤ 2 · d, the tree Xd|D| is an even d-ary tree, and the up-
per bound on Id
(
Xd|D|
)
is its precise inducibility (Theorem 5.4.0.7). How-
ever, for |D| > 2 · d, the exact inducibility of the tree Xd|D| is not known
(unless d = 2 and |D| ≤ 6). We have just established (Theorem 5.5.0.1)
upper and lower bounds on the inducibility Id(Xd|D|), but the ratio between
these two bounds approaches 1 at the rate of d−|D| when |D| gets large. We
conclude that the bounds on Id(Xdd·s+β) are quite accurate for larger values
of |D|.
In fact, we have got more: Theorem 5.5.0.1 can be refined and adapted to a
more general situation.
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Theorem 5.5.0.2. Let d ≥ 2 be an arbitrary but fixed positive integer and D
a d-ary tree. Assume that D has d branches all of which are isomorphic to
the same d-ary tree, say D′. Then we have
|D|!
d|D|
(
Id(D′)
|D′|!
)d
≤ Id(D) ≤ |D|!d|D| − d
(
Id(D′)
|D′|!
)d
.
Proof. The lower bound is a special case of Theorem 3.5.0.2 in Chapter 3,
while the upper bound is a consequence of Theorem 5.4.0.2.
We conclude with lower bounds, restricting ourselves to trees with only
two branches.
Theorem 5.5.0.3. Let D be a d-ary tree with two branches D1 and D2. Then
the following inequalities hold:
1. If D1 and D2 have the same number of leaves:
Id(D) ≥ 2−|D|
( |D|
|D|/2
)
Id(D1)Id(D2) ;
2. If D1 and D2 have a different number of leaves (assume |D1| < |D2|):
Id(D) ≥ |D|−|D| · |D1||D1| · |D2||D2|
( |D|
|D1|
)
Id(D1)Id(D2) .
Proof. By (5.2.1), the density γ(D, T) of D in a d-ary tree T with two
branches T1 and T2 is at least
1
( |T||D|)
∑
pi∈M(D)
( |T1|
|Dpi(1)|
)
γ(Dpi(1), T1)
( |T2|
|Dpi(2)|
)
γ(Dpi(2), T2)
for |T| ≥ |D|, where we only consider copies of D in which its branches
D1, D2 are induced by subsets of leaves of T1, T2.
• Suppose that |D1| = |D2|. If D1 and D2 are isomorphic then consider
a sequence T11 , T
2
1 , T
3
1 . . . of d-ary trees that is asymptotically maximal
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for D1 (and thus D2). Call Tn the d-ary tree with two branches, each
of which is isomorphic to Tn1 . So we have
γ(D, Tn) ≥ 1
(
2|Tn1 |
|D| )
(|Tn1 |
|D1|
)2
γ(D1, Tn1 )
2 ,
(as |M(D)| = 1), and this implies that
lim sup
n→∞
γ(D, Tn) ≥ |D|!|D1|!2 · 2|D|
(
lim sup
n→∞
γ(D1, Tn1 )
)2
.
In particular, one obtains
Id(D) ≥ 2−|D|
( |D|
|D|/2
)
Id(D1)2 .
If D1 and D2 are not isomorphic, then consider a sequence T11 , T
2
1 , T
3
1 . . .
of d-ary trees that is asymptotically maximal for D1 and another se-
quence T12 , T
2
2 , T
3
2 . . . of d-ary trees that is asymptotically maximal for
D2. Since one can always assume that |Tn1 | = n = |Tn2 |, we obtain
γ(D, Tn) ≥ 1
(|T
n|
|D| )
( |Tn1 |
|D|/2
)
γ(D1, Tn1 )
( |Tn2 |
|D|/2
)
γ(D2, Tn2 )
where Tn is the d-ary tree with two branches, one is isomorphic to Tn1
and the other one isomorphic to Tn2 . Passing to the limit as n → ∞,
we deduce that
Id(D) ≥ lim sup
n→∞
γ(D, Tn) ≥ |D|!
(|D|/2)!2 · 2|D| Id(D1)Id(D2) .
• Now suppose that D1 and D2 have different number of leaves. One
can then assume that |D1| < |D2|. Choose a sequence T11 , T21 , T31 . . .
of d-ary trees asymptotically maximal for D1 and another sequence
T12 , T
2
2 , T
3
2 . . . of d-ary trees asymptotically maximal for D2 in such a
way that |Tn1 |/|Tn2 | = |D1|/|D2| for all n (which is always possible!).
Let Tn be the d-ary tree with two branches, one is isomorphic to Tn1
and the other one isomorphic to Tn2 . Thus, we have
|Tn1 | =
|D1|
|D| |T
n|, and |Tn2 | =
|D2|
|D| |T
n| .
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Set α = |D1|/|D|. It follows that
γ(D, Tn) ≥ 1
(|T
n|
|D| )
(|Tn1 |
|D1|
)
γ(D1, Tn1 )
(|Tn2 |
|D2|
)
γ(D2, Tn2 ) ,
=
1
(|T
n|
|D| )
(
α · |Tn|
|D1|
)
γ(D1, Tn1 )
(
(1− α)|Tn|
|D2|
)
γ(D2, Tn2 ) .
and this gives us
lim sup
n→∞
γ(D, Tn) ≥ α|D1|(1− α)|D2|
( |D|
|D1|
)
Id(D1)Id(D2) .
In particular, we obtain
Id(D) ≥ |D|−|D| · |D1||D1| · |D2||D2|
( |D|
|D1|
)
Id(D1)Id(D2) .
This completes the proof of the theorem.
Let us remark that one cannot improve on the lower bounds using only
the argument in the proof of Theorem 5.5.0.3. This is because for any fixed
positive integers k and l, the function f (x) = xk(1 − x)l on the interval
(0, 1) has its unique maximum at k/(l + k):
xk(1− x)l ≤ k
k · ll
(l + k)l+k
for all 0 < x < 1. Indeed, the first derivative of f is given by
f ′(x) = xk−1(1− x)l(k− l · x/(1− x))
showing that f ′(x) ≥ 0 if and only if x ≤ k/(l + k); in particular,
f (x) ≤ f
( k
l + k
)
=
kk · ll
(l + k)l+k
for all 0 < x < 1.
Remark 5.5.0.4. One derives from the proof of Theorem 5.5.0.3 that if D1
and D2 are not isomorphic but have a common sequence of trees that is
asymptotically maximal for both, then the inducibility of D in d-ary trees
is at least
21−|D|
( |D|
|D1|
)
Id(D1)Id(D2) .
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Chapter 6
On the inducibility of small trees
The quantity that captures the asymptotic value of the maximum number
of appearances of a given topological tree (a rooted tree with no vertices
of outdegree 1) S with k leaves in an arbitrary tree with sufficiently large
number of leaves is called the inducibility of S. Its precise value is known
only for some specific families of trees, most of them exhibiting a sym-
metrical configuration. In an attempt to answer a recent question posed
by Czabarka, Sze´kely, and Wagner, we provide bounds for the inducibility
J(A5) of the 5-leaf binary tree A5 whose branches are a single leaf and the
complete binary tree of height 2. The aforementioned authors indicated
that J(A5) is ‘close’ to 1/4. We can show that 0.24707 ≤ J(A5) ≤ 0.24745.
Furthermore, we also consider the problem of determining the inducibil-
ity of the tree Q4 (having the stars with one and three leaves as its two
branches), which is the only tree among 4-leaf topological trees for which
the inducibility is unknown.
The results in this chapter will appear as the following paper [38]: On the
inducibility of small trees. A. V. Dossou-Olory, and S. Wagner. To be submitted.
6.1 Introduction and previous results
The study of graph inducibility was brought forward in 1975 by Pippenger
and Golumbic, who investigated the maximum frequency of k-vertex sim-
ple graphs occurring as subgraphs within a graph whose number of ver-
tices approaches infinity – see [2] for details and first results on the in-
112
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ducibility of graphs. To this day, there is substantial activity regarding this
concept. Bubeck and Linial [29] defined the inducibility of a tree S with k
vertices as the maximum proportion of S as a subtree among all k-vertex
subtrees of a tree whose number of vertices tends to infinity. We also men-
tion that Sperfeld [18] extended the concept of inducibility to monodirected
graphs, and also gave bounds (using Razborov’s flag algebra method) for
some graphs with at most four vertices. In previous chapters, we were
considering various inducibilities associated with rooted trees.
For any of the aforementioned notions of inducibility, can the exact in-
ducibility of trees (graphs) with a moderate size be always determined ex-
plicitly? The answer to this question turns out to be either undecidable or
negative in general in the original context of simple graphs [16; 7; 18; 29; 4].
The concept of inducibility of a tree with k leaves is still new and the
precise value of the inducibility is known only for a few classes of trees,
most of them exhibiting a symmetrical configuration. The recent paper [1]
raised some questions on the inducibility of binary trees, one of which is
discussed and approximately solved within this part of the thesis. The
present chapter also covers a related problem concerning the inducibility
of a ternary tree with four leaves.
The inducibility of trees with k leaves is a newly proposed quantity. The
inducibility of a topological tree S (as defined and studied in Chapter 4) is
its maximum density as a leaf-induced subtree of T as the size of T tends
to infinity:
J(S) := lim sup
|T|→∞
T topological tree
γ(S, T) = lim
n→∞ max|T|=n
T topological tree
γ(S, T) .
The limit is known to exist (see Theorem 4.2.0.1 in Chapter 4). Similarly,
when the underlying set over which the supremum is taken is restricted to
d-ary trees, we define
Id(D) := lim sup
|T|→∞
T d-ary tree
γ(D, T) = lim
n→∞ max|T|=n
T d-ary tree
γ(D, T)
to be the inducibility of a d-ary tree D in d-ary trees (where the limit is also
known to exist—Theorem 3.3.0.1 in Chapter 3). The subscript d is used to
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emphasize the fact that we are taking the maximum over the set of all d-ary
trees.
While in the past many results on the inducibility were obtained for graphs,
this is not yet the case for trees and many challenging questions remain.
The problem of computing the inducibility of a tree appears to be quite dif-
ficult even for trees with a small number of leaves—already the inducibil-
ities of some trees with only four or five leaves are not known. Among
5-leaf binary trees, the tree A5 (Figure 6.1) is the only one for which the in-
ducibility has not been determined yet. Also, the inducibility of the 4-leaf
ternary tree Q4 shown in Figure 6.1 is unknown.
The binary tree A5. The ternary tree Q4.
Figure 6.1: The topological trees A5 and Q4.
In previous Chapters 3 to 5, various lower bounds were given on the in-
ducibility of topological trees and thus the inducibilities of Q4 and A5.
In this chapter, we shall propose constructions that yield improved lower
bounds on the inducibility of the two trees Q4 and A5. Moreover, using a
computer search, we shall be able to bound both the inducibility of A5 in
topological trees and the inducibility of Q4 in ternary trees from above.
The inducibility of some families of topological trees is known precisely.
As such, we have stars, binary caterpillars (see Chapter 3), complete d-
ary trees and more generally, so-called even d-ary trees (see Chapter 5).
We already know the inducibility of all topological trees with at most three
leaves: each of them has inducibility 1, except for the star with three leaves,
which has inducibility (d− 2)/(d + 1) in d-ary trees. There are only five
different topological trees with four leaves (see Figure 6.2), and the pre-
cise inducibility of four of them is at least partially (for some values of d)
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known:
J
(
CD22
)
= Id
(
CD22
)
=
3
7
for all d (see Chapter 5 and [1]),
J
(
F24
)
= Id
(
F24
)
= 1 for all d (see Chapter 3 and [1]) ,
J(C4) = 1 (see Chapter 3) ,
Id(C4) =
6− 5d + d2
1+ d + d2
for all d (see Chapter 3) ,
I3
(
E34
)
=
6
13
(see Chapter 5) ,
Id
(
E34
)
= unknown for d > 3 .
Q4 CD22 F
2
4 E
3
4 C4
Figure 6.2: All the topological trees with four leaves.
When considering binary trees, we notice that there are only three isomor-
phism types of 5-leaf trees – see Figure 6.3 – and the inducibility of two of
them has been determined:
J
(
E25
)
= Id
(
E25
)
=
2
3
(see Chapter 5 and [1]) ,
J
(
F25
)
= Id
(
F25
)
= 1 (see Chapter 3 and [1])
for all d. The inducibility of the binary tree A5 is of particular interest
to us, since it is the smallest binary tree for which the inducibility is not
known explicitly. In [1], Czabarka, Sze´kely, and Wagner considered the
problem of computing the inducibility of the tree A5 in binary trees, and
mentioned that I2(A5) appears to be close to 1/4. This observation came
from a computer experiment, but no explicit sequence of binary trees that
would yield a value close to 0.25 in the limit was given. Here we provide a
construction which yields the value 0.24707 . . . as a lower bound. We also
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E25 F
2
5 A5
Figure 6.3: All the 5-leaf topological trees.
describe how to perform an efficient computer search and obtain 0.24745
as an upper bound on I2(A5).
In the second part of this chapter, we consider the problem of finding the
inducibility of the ternary tree Q4 in ternary trees. Specifically, we prove
that 0.1418 . . . ≤ I3(Q4) ≤ 0.1435 . . .. These two trees that we focus on
exhibit a non-symmetrical configuration, which makes the computation
of their inducibilities harder. For the binary tree A5, we are tempted to
conjecture that our candidate is an optimal sequence of binary trees giving
the explicit value of I2(A5) in the limit, which we obtain as a function of
the global maximum of a certain three-variable polynomial over a specific
domain.
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6.2 Statement of results
Chapter 4 covers, among other things, the relationship between the degree-
restricted inducibility Id(S) in d-ary trees and the general inducibility J(S)
in topological trees at large. It was proved in Chapter 4 that
J(S) = lim
d→∞
Id(S) .
A d-ary tree will is called a strictly d-ary tree if each of its internal vertices
has exactly d children. By Theorem 3.3.0.3 in Chapter 3, we also know that
the underlying set over which the maximum density in d-ary trees is taken
can be reduced to strictly d-ary trees, that is
Id(S) = limn→∞ max|T|=n
T strictly d-ary tree
γ(S, T) .
In [1], the authors formulated some questions and conjectures on the in-
ducibility in binary trees, one of which was solved recently in [34] (see
Chapter 3). Among the questions posed, one of them asks for the in-
ducibility of the 5-leaf binary tree A5 (see Figure 6.1). As mentioned in
the introduction, this problem appears to be quite hard and finding a se-
quence of binary trees that yields I2(A5) in the limit also appears to be a
difficult task. The authors of [1] further mentioned that I2(A5) is close to
1/4, which will be made more precise here with the following result:
Theorem 6.2.0.1. For the binary tree A5, we have
0.2470715 ≤ J(A5) = I2(A5) ≤ 0.24745 .
As part of the ingredients needed to prove this result, let us define a new
class of binary trees (which is already considered in recent papers [1; 37]–
Chapter 5). The even binary tree E2n with n leaves is obtained recursively
as follows: E21 is the tree with only one vertex; for n > 1, the branches of E
2
n
are the even binary trees E2bn/2c and E
2
dn/2e. An example of an even binary
tree can be found in Figure 6.4.
We shall prove the upper bound in Theorem 6.2.0.1 by means of an algo-
rithmic approach. For the lower bound, we shall make use of the binary
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Figure 6.4: The even binary tree E27 with seven leaves.
tree S(n1, n2, n3, n4) whose rough picture is shown in Figure 6.5, where each
triangle represents an even binary tree. More specifically, to obtain the tree
S(n1, n2, n3, n4), we take the 4-leaf binary tree whose internal vertices form
a path beginning at the root (the square vertex on top in Figure 6.5), and
identify the four leaves with the even binary trees whose number of leaves
is n1, n2, n3, n4, respectively in this order (starting with the top leaf attached
to the root).
n1
n2
n3
n4
Figure 6.5: The binary tree S(n1, n2, n3, n4) described for Theorem 6.2.0.1.
As a next step, we set up a formula for the number of copies of A5 in
S(n1, n2, n3, n4); this formula is used together with a result on even binary
trees from Chapter 5 to derive an asymptotic formula for c(A5, S(n1, n2, n3, n4))
as n = n1 + n2 + n3 + n4 → ∞. Finally, we compute (at least approximately)
the global maximum of the main term in the asymptotic formula of the
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density γ(A5, S(n1, n2, n3, n4)) in the region defined by 0 < n1, n2, n3, n4 <
n and n1 + n2 + n3 + n4 = n.
As a closing comment, when we consider five or more even binary trees
instead of four in the tree configuration of Figure 6.5, we do not seem to
get a better lower bound. We therefore expect our construction to be best
possible.
Among the topological trees with fewer than five leaves, the 4-leaf ternary
tree Q4 (Figure 6.1) is the only one for which we are yet to determine an
exact inducibility. What is the inducibility of Q4 (at least in ternary trees)?
In what follows, we shall derive a lower and upper bound on I3(Q4). Our
second main theorem reads as follows:
Theorem 6.2.0.2. For the ternary tree Q4, we have
0.141827 ≈ 59
416
≤ I3(Q4) ≤ 73848853514606225 ≈ 0.143506 .
The proof of the lower bound in Theorem 6.2.0.2 is accomplished by an
explicit construction (as in Theorem 6.2.0.1), while the upper bound is ob-
tained by means of a computer search. We defer them to Section 6.5.
The star with k leaves is obtained by joining k distinct vertices to a new
vertex (the root of the star). We shall denote it with the symbol Ck. The
complete d-ary tree of height h is the strictly d-ary tree in which the dis-
tance from every leaf to the root is h. Such a tree has dh leaves in total and
shall be denoted with the symbol CDdh.
For a positive integer k ≥ 3, denote by Qk the tree whose branches are
Ck−1 and C1 (the single leaf). The following proposition will serve as an
intermediary result to proving a new lower bound on the inducibility of
the tree Q4. Its proof will be given in Section 6.5.
Proposition 6.2.0.3. For every positive integer k ≥ 3, the formula
c
(
Qk, CDdh
)
=
(d− 1)( dk−1)
dk−1 − d · d
h
(
d(k−1)h − dk−1
dk−1 − 1 −
dh − d
d− 1
)
holds for every d ≥ 2 and all h ≥ 1. In particular, we have
Id(Qk) ≥
k!(d− 1)( dk−1)
(dk−1 − d)(dk−1 − 1)
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for every d and k ≥ 3.
The next proposition shows that the bounds mentioned in Theorems 6.2.0.1
and 6.2.0.2 are much better than the natural bounds provided by the com-
plete d-ary trees, cf. Chapter 5.
Proposition 6.2.0.4. For the trees Q4 and A5, we have
lim
h→∞
γ
(
Q4, CD3h
)
=
1
13
≈ 0.076923077
and
lim
h→∞
γ
(
A5, CD2h
)
=
1
7
≈ 0.142857143 .
Proof. The specialisation d = 3 and k = 4 in Proposition 6.2.0.3 yields
lim
h→∞
γ
(
Q4, CD3h
)
=
1
13
.
As a special case of a result in Theorem 5.3.0.1 (Chapter 5), we know that
lim
h→∞
γ
(
A5, CD2h
)
=
2 · 5
25 − 2 · I2
(
CD22
)
,
while it was proved in the same source (see also [1, Proposition 2]) that
I2
(
CD22
)
= 3/7. This completes the proof of the proposition.
6.3 An algorithm for the maximum
Our next theorem will be used to prove the upper bound on the inducibility
of each of the trees A5 and Q4. Here, we shall only discuss the tree A5 (the
case of Q4 is analogous, as will become clear from the proof). We know
from Theorem 3.3.0.1 in Chapter 3 that
Id(S) ≤ max|T|=n
T d-ary tree
γ(S, T)
for all d-ary trees S and n ≥ |S|. Thus it suffices to determine the value on
the right (which can be shown to be decreasing in n as n ≥ |S|) for as large
a value of n as possible to obtain an upper bound. This will be the main
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goal of this section, where an algorithm for this purpose will be presented.
We first need a series of lemmas.
If v is a vertex of a topological tree T, then the subtree T[v] consisting of v
and all its descendants in T is called a fringe subtree of T. In other words,
T[v] is the subtree of T rooted at v.
Lemma 6.3.0.1. Let v be a vertex of a binary tree T, and let T[v] be the fringe
subtree rooted at v. The number of copies of A5 in T can be expressed as
c(A5, T) = c(A5, T[v]) + (|T| − |T[v]|)c(CD22, T[v]) + R,
where R only depends on the size of T[v] (and the rest of T), but not its
precise structure.
Proof. If a set of leaves contains at most three leaves of T[v], then there is
only one possibility for the tree induced by them inside of T[v]. Thus the
number of copies of A5 in T that contain at most three leaves of T[v] only
depends on the size of T[v], but not its shape. This leaves us with
• copies of A5 that are entirely contained in T[v]; their number is clearly
c(A5, T[v]),
• copies of A5 that contain precisely four leaves of T[v]; there are |T| −
|T[v]| other leaves, and the four leaves in T[v] have to induce a copy
of CD22 to obtain a copy of A5. Thus the number of these copies is
(|T| − |T[v]|)c(CD22, T[v]).
The statement of the lemma follows.
Lemma 6.3.0.2. Let v be a vertex of a binary tree T, and let T[v] be the
fringe subtree rooted at v. Let S be a binary tree of the same size as T[v]
that satisfies
c(CD22, S) ≥ c(CD22, T[v]) and c(A5, S) ≥ c(A5, T[v]),
at least one of them with strict inequality. Let T′ be obtained from T by
replacing T[v] with S; then we have
c(A5, T′) > c(A5, T).
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 6. ON THE INDUCIBILITY OF SMALL TREES 122
Proof. This is immediate from the previous lemma.
Lemma 6.3.0.3. Let v be a vertex of a binary tree T, and let T[v] be the
fringe subtree rooted at v. Let S1 and S2 be two binary trees of the same
size as T[v] that satisfy
c(CD22, S1) > c(CD
2
2, T[v]) > c(CD
2
2, S2)
and
c(A5, S1) < c(A5, T[v]) < c(A5, S2).
Suppose further that
c(A5, S1)− c(A5, T[v])
c(CD22, S1)− c(CD22, T[v])
≥ c(A5, T[v])− c(A5, S2)
c(CD22, T[v])− c(CD22, S2)
. (6.3.1)
Let T1 and T2 be obtained from T by replacing T[v] with S1 and S2 respec-
tively; then we have
max
(
c(A5, T1), c(A5, T2)
) ≥ c(A5, T). (6.3.2)
If strict inequality holds in (6.3.1), then we also have strict inequality in (6.3.2).
Proof. Let k = |T| − |T[v]|. By Lemma 6.3.0.1, we have
c(A5, T1)− c(A5, T) = c(A5, S1)− c(A5, T[v]) + k
(
c(CD22, S1)− c(CD22, T[v])
)
=
(
c(CD22, S1)− c(CD22, T[v])
)
·
(
k +
c(A5, S1)− c(A5, T[v])
c(CD22, S1)− c(CD22, T[v])
)
.
If
c(A5, S1)− c(A5, T[v])
c(CD22, S1)− c(CD22, T[v])
≥ −k,
then we are done, since c(A5, T1) ≥ c(A5, T). Otherwise, (6.3.1) implies
that
c(A5, T[v])− c(A5, S2)
c(CD22, T[v])− c(CD22, S2)
< −k.
Now it follows that
c(A5, T2)− c(A5, T) = c(A5, S2)− c(A5, T[v]) + k
(
c(CD22, S2)− c(CD22, T[v])
)
=
(
c(CD22, S2)− c(CD22, T[v])
)
(
k +
c(A5, T[v])− c(A5, S2)
c(CD22, T[v])− c(CD22, S2)
)
> 0,
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so c(A5, T2) ≥ c(A5, T). Either way, we have (6.3.2). Equality can only hold
if both quotients in (6.3.1) are equal to −k. This completes the proof.
Lemma 6.3.0.4. Let v be a vertex of a binary tree T, and let T[v] be the
fringe subtree rooted at v. Let S be a binary tree of the same size as T[v]
that satisfies
c(CD22, S) > c(CD
2
2, T[v])
and
c(A5, S) < c(A5, T[v]).
Suppose further that
c(A5, S)− c(A5, T[v])
c(CD22, S)− c(CD22, T[v])
≥ |T[v]| − |T|. (6.3.3)
Let T′ be obtained from T by replacing T[v] with S; then we have
c(A5, T′) ≥ c(A5, T). (6.3.4)
If strict inequality holds in (6.3.3), then we also have strict inequality in (6.3.4).
Proof. As in the proof of the previous lemma, we have
c(A5, T′)− c(A5, T) =
(
c(CD22, S)− c(CD22, T[v])
)
(
|T| − |T[v]|+ c(A5, S)− c(A5, T[v])
c(CD22, S)− c(CD22, T[v])
)
.
The statement follows immediately.
Now we are ready to describe the algorithm to determine the maximum
number of copies of A5 in a binary tree with n leaves. To this end, we define
a sequence of sets of binary trees: intuitively speaking, L(n) consists of
trees with n leaves that can potentially occur as fringe subtrees of “optimal”
trees, i.e., binary trees that maximize the number of copies of A5. A formal
recursive definition will be provided below. We also associate every tree T
with the pair P(T) = (c(A5, T), c(CD22, T)), which can be interpreted as a
point in the plane, and we set
L(n) = {P(T) : T ∈ L(n)}
for every n. The sets L(n) are recursively defined as follows:
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 6. ON THE INDUCIBILITY OF SMALL TREES 124
1. The set L(1) only consists of one tree, which only has a single vertex.
2. For n > 1, we consider all binary trees with n leaves for which each
branch lies in one of the sets L(m) for some m < n. Clearly, if one
branch lies in L(k), the other has to lie in L(n − k). For reasons to
become clear later (essentially, we are applying Lemma 6.3.0.4), we
will be even more restrictive: we consider all binary trees with n
leaves whose branches both lie in
⋃
m<n
{
T ∈ L(m) : there is no S ∈ L(m) such that
c(CD22, S) > c(CD
2
2, T), c(A5, S) < c(A5, T), and
c(A5, S)− c(A5, T[v])
c(CD22, S)− c(CD22, T)
≥ m− n
}
.
This gives us a preliminary set H1(n).
3. If there are two trees T and T′ in H1(n) such that
c(CD22, T) ≥ c(CD22, T′) and c(A5, T) ≥ c(A5, T′),
remove T′ from H1(n). If we have equality in both inequalities, we
can arbitrarily remove either T or T′. In geometric terms, the condi-
tion means that the point P(T′) lies to the left and below the point
P(T) in the plane. We repeat this step until there are no two trees T
and T′ satisfying the aforementioned condition anymore. At the end,
we are left with a set H2(n).
4. As a final reduction step, we eliminate all trees T from H2(n) for
which there exist two trees S1 and S2 in H2(n) such that the inequal-
ities of Lemma 6.3.0.3 hold, i.e.,
c(CD22, S1) > c(CD
2
2, T) > c(CD
2
2, S2)
and
c(A5, S1) < c(A5, T) < c(A5, S2)
as well as
c(A5, S1)− c(A5, T)
c(CD22, S1)− c(CD22, T)
≥ c(A5, T)− c(A5, S2)
c(CD22, T)− c(CD22, S2)
.
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Considering the set of points {P(T) : T ∈ H2(T)} in the plane, this
amounts to taking the upper envelope of the points. The resulting
set after this reduction is L(n). At this point, we can arrange the
elements of L(n) as a list of trees T1, T2, . . . , Tr such that
c(CD22, T1) < c(CD
2
2, T2) < · · · < c(CD22, Tr),
c(A5, T1) > c(A5, T2) > · · · > c(A5, Tr),
and the sequence of “slopes”
c(A5, Tj+1)− c(A5, Tj)
c(CD22, Tj+1)− c(CD22, Tj)
is strictly decreasing. This also makes it easier to construct the set
in step (2): the trees from L(m) that are allowed as branches are
precisely those starting from the point where the slope is less than
m− n.
Due to the rules of the two elimination steps, the following holds for all
T ∈ H1(n) at the end:
• Either there exists an S ∈ L(n) (possibly T = S) such that
c(CD22, S) ≥ c(CD22, T) and c(A5, S) ≥ c(A5, T),
• or there exist two trees S1, S2 ∈ L(n) such that
c(CD22, S1) > c(CD
2
2, T) > c(CD
2
2, S2),
c(A5, S1) < c(A5, T) < c(A5, S2)
and
c(A5, S1)− c(A5, T)
c(CD22, S1)− c(CD22, T)
≥ c(A5, T)− c(A5, S2)
c(CD22, T)− c(CD22, S2)
.
The following theorem shows that the maximum of c(A5, T) for binary
trees T with a given number of leaves can be determined purely by focusing
on the sets L(n).
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Theorem 6.3.0.5. For every positive integer n, there exists a binary tree Mn
with n leaves such that
c(A5, Mn) = max|T|=n
T binary tree
c(A5, T)
and all fringe subtrees of Mn (including Mn itself) lie in
⋃
k≥1 L(k). In
particular,
max
|T|=n
T binary tree
c(A5, T) = max
T∈L(n)
c(A5, T).
Proof. Suppose that the statement does not hold, and let m be minimal with
the property that there is a positive integer n such that every “optimal” tree
(tree attaining the maximum max|T|=n c(A5, T)) has a fringe subtree with
m or fewer leaves that does not lie in
⋃
1≤k≤m L(k). Clearly, m > 1.
By our choice of m, there must be an optimal tree T with n leaves for which
all fringe subtrees with less than m leaves lie in
⋃
1≤k<m L(k). Among all
possible choices of T, we can choose one for which the number of m-leaf
fringe subtrees that do not lie in L(m) is minimal. Consider one of these
fringe subtrees T[v]. Both its branches lie in
⋃
1≤k<m L(k), which leaves us
with the following possible reasons why T[v] is not in L(m):
• There is a binary tree S ∈ L(m) such that
c(CD22, S) ≥ c(CD22, T[v]) and c(A5, S) ≥ c(A5, T[v]).
In this case, we can replace T[v] by S to obtain a new tree with at
least as many copies of A5 as T by Lemma 6.3.0.2. This contradicts
our choice of T (it is either not optimal, or it does not have the smallest
number of m-leaf fringe subtrees that do not lie in L(m)).
• There are binary trees S1, S2 ∈ L(m) such that
c(CD22, S1) > c(CD
2
2, T) > c(CD
2
2, S2), c(A5, S1) < c(A5, T) < c(A5, S2)
and
c(A5, S1)− c(A5, T)
c(CD22, S1)− c(CD22, T)
≥ c(A5, T)− c(A5, S2)
c(CD22, T)− c(CD22, S2)
.
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In this case, we can replace T[v] by either S1 or S2 to obtain a con-
tradiction in the same way as in the previous case (now by means of
Lemma 6.3.0.3).
• The branches of T[v] do not satisfy the condition of step (2) in the
construction of L(n). Suppose that for one of the branches B, there is
a tree S in L|B| such that
c(CD22, S) > c(CD
2
2, B), c(A5, S) < c(A5, B),
and
c(A5, S)− c(A5, B)
c(CD22, S)− c(CD22, B)
≥ |B| − |T[v]| ≥ |B| − |T|.
We can replace B by S, and do likewise with the other branch of
S if necessary. In this way, T[v] is replaced by a tree in L(m), and
Lemma 6.3.0.4 now yields the desired contradiction.
Since we reach a contradiction in all possible cases, the proof is complete.
For a practical implementation of this algorithm, it actually suffices to work
with the lists
L(n) = {P(T) : T ∈ L(n)}
that contain the values of P(T) = (c(A5, T), c(CD22, T)). These values can
be calculated recursively: if the branches of a binary tree T are B1 and B2,
we have
c(A5, T) = c(A5, B1) + c(A5, B2) + |B1|c(CD22, B2) + |B2|c(CD22, B1) (6.3.5)
and
c(CD22, T) = c(CD
2
2, B1) + c(CD
2
2, B2) +
(|B1|
2
)(|B2|
2
)
. (6.3.6)
They can be explained as follows:
• A subset of five leaves of the leaf-set of T can either be a subset of
leaves of B1, or a subset of leaves of B2, or splits into leaves of both
B1 and B2. In the latter case, the split must be of the type 1− 4 (or
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 6. ON THE INDUCIBILITY OF SMALL TREES 128
4− 1) as the branches of A5 are C1 and CD22. Moreover, the root of the
leaf-induced subtree in this case coincides with the root of the tree T.
This proves the recursion for A5.
• The four leaves of T that induce the tree CD22 can either lie entirely
in T1 or T2; or precisely two leaves of each of the branches B1 and
B2 of T induce the star C2 to obtain a copy of CD22. This proves the
recursive formula for CD22.
Thus it is never necessary to store full tree structures. At the end, the
maximum
max
|T|=n
T binary tree
c(A5, T)
can be determined easily from L(n).
6.4 Proof of Theorem 6.2.0.1
This section is devoted to proving Theorem 6.2.0.1. Recall that we are going
to use the binary tree S(n1, n2, n3, n4) presented in Figure 6.5. Moreover,
we now need to consider only I2(A5) because it is established in Corol-
lary 4.2.0.8 (Chapter 4) that J(B) = I2(B) for every binary tree B.
Proof of Theorem 6.2.0.1. Let us set n = n1 + n2 + n3 + n4. Recall from equa-
tion (6.3.5) that a recursion for the number of copies of A5 in any binary
tree T with branches B1 and B2 is given by
c(A5, T) = c(A5, B1) + c(A5, B2) + |B1| · c
(
CD22, B2
)
+ |B2| · c
(
CD22, B1
)
.
So for the tree S(n1, n2, n3, n4), we obtain
c
(
A5, S(n1, n2, n3, n4)
)
= c
(
A5, E2n1
)
+ c
(
A5, E2n2
)
+ c
(
A5, E2n3
)
+ c
(
A5, E2n4
)
+ n3 · c
(
CD22, E
2
n4
)
+ n4 · c
(
CD22, E
2
n3
)
+ n2 · c
(
CD22, Tn3,n4
)
+ (n3 + n4) · c
(
CD22, E
2
n2
)
+ n1 · c
(
CD22, Tn2,n3,n4
)
+ (n2 + n3 + n4) · c
(
CD22, E
2
n1
)
,
(6.4.1)
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where Tn3,n4 is the binary tree whose branches are the even binary trees E
2
n3
and E2n4 , while Tn2,n3,n4 is the binary tree whose branches are E
2
n2 and Tn3,n4 .
Also, recall from equation (6.3.6) that a recursion for the number of copies
of CD22 in any binary tree T with branches B1 and B2 is given by
c(CD22, T) = c(CD
2
2, B1) + c(CD
2
2, B2) +
(|B1|
2
)(|B2|
2
)
.
So for the binary tree Tn2,n3,n4 , we get
c
(
CD22, Tn2,n3,n4
)
= c
(
CD22, E
2
n2
)
+ c
(
CD22, Tn3,n4
)
+
(
n2
2
)(
n3 + n4
2
)
.
Likewise,
c
(
CD22, Tn3,n4
)
= c
(
CD22, E
2
n3
)
+ c
(
CD22, E
2
n4
)
+
(
n3
2
)(
n4
2
)
.
Thus, equation (6.4.1) becomes
c
(
A5,S(n1, n2, n3, n4)
)
= c
(
A5, E2n1
)
+ c
(
A5, E2n2
)
+ c
(
A5, E2n3
)
+ c
(
A5, E2n4
)
+ n3 · c
(
CD22, E
2
n4
)
+ n4 · c
(
CD22, E
2
n3
)
+ (n3 + n4) · c
(
CD22, E
2
n2
)
+ n2
(
c
(
CD22, E
2
n3
)
+ c
(
CD22, E
2
n4
)
+
(
n3
2
)(
n4
2
))
+ n1
(
c
(
CD22, E
2
n2
)
+ c
(
CD22, E
2
n3
)
+ c
(
CD22, E
2
n4
)
+
(
n3
2
)(
n4
2
)
+
(
n2
2
)(
n3 + n4
2
))
+ (n2 + n3 + n4) · c
(
CD22, E
2
n1
)
after combining everything. As a special case of Theorem 5.4.0.7 in Chap-
ter 5, we have
c
(
CD22, E
2
n
)
=
1
56
· n4 +O(n3)
for all n. On the other hand, using this asymptotic formula along with the
recursion
c
(
A5, E2n
)
= c
(
A5, E2bn/2c
)
+ c(A5, E2dn/2e)
+ bn/2c · c(CD22, E2dn/2e)+ dn/2e · c(CD22, E2bn/2c) ,
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which follows from (6.3.5) by the definition of the even binary tree E2n, it is
not hard to prove that there exist absolute constants K1, K2 ≥ 0 such that
the double inequality
1
840
· n5 − K1 · n4 ≤ c
(
A5, E2n
) ≤ 1
840
· n5 + K2 · n4
holds for all n—the details are omitted. Moreover, we have the asymptotic
formulas
c
(
CD22, E
2
n
)
=
1
56
· n4 +O(n3) and c(A5, E2n) = 1840 · n5 +O(n4) .
Now, let x1, x2, x3, x4 be positive real numbers with x1 + x2 + x3 + x4 = 1.
We set ni = bxinc = xin +O(1) for i = 1, 2, 3, 4. Combining all the asymp-
totic formulas, we we can now rewrite c
(
A5, S(n1, n2, n3, n4)
)
as follows:
c
(
A5, S(n1, n2,n3, n4)
)
=
n5
840
(
x51 + x
5
2 + x
5
3 + x
5
4
)
+
n5
56
(
x3 · x44 + x4 · x43
)
+
n5
56
· x2
(
x43 + x
4
4 + 14 · x23 · x24
)
+
n5
56
(x3 + x4)x42
+
n5
56
· x1
(
x42 + x
4
3 + x
4
4 + 14 · x23 · x24 + 14 · x22(x3 + x4)2
)
+
n5
56
(x2 + x3 + x4)x41 +O(n4) .
Set
F(x1, x2, x3) =
1
840
(
x51 + x
5
2 + x
5
3 + (1− x1 − x2 − x3)5
)
+
1
56
(
x3(1− x1 − x2 − x3)4 + (1− x1 − x2 − x3)x43
+ x2
(
x43 + (1− x1 − x2 − x3)4 + 14 · x23(1− x1 − x2 − x3)2
)
+ (1− x1 − x2)x42 + x1
(
x42 + x
4
3 + (1− x1 − x2 − x3)4
+ 14 · x23(1− x1 − x2 − x3)2 + 14 · x22(1− x1 − x2)2
)
+
1
56
(1− x1)x41
)
.
Then we obtain
c
(
A5, S(n1, n2, n3, n4)
)
= F(x1, x2, x3) · n5 +O(n4)
as x1 + x2 + x3 + x4 = 1. With the help of a computer, we find that the
global maximum of the function F(x1, x2, x3) in the region covered by the
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inequalities 0 < x1, x2, x3 < 1, x1 + x2 + x3 < 1 is approximately attained
at the points
(x1 = 0.0253477306003, x2 = 0.0514257548195463, x3 = 0.788023107375217)
and
(x1 = 0.0253477306003, x2 = 0.0514257548195463, x3 = 0.135203390298812).
Thus we have
max
0<x1,x2,x3<1
x1+x2+x3<1
F(x1, x2, x3) ≥
F(0.0253477306003, 0.0514257548195463, 0.788023107375217)
= 0.0020589291815410 .
The inequality
I2(A5) ≥ 0.00205892918154170× 5! ≈ 0.247071501785004
follows. This concludes the proof of the first part of the theorem.
For the upper bound, we make use of Theorem 6.3.0.5 which states that the
maximum of c(A5, T) for binary trees T with n leaves can be determined
purely by focusing on the sets L(n) whose algorithmic description is given
in Section 6.3. Recall that by Theorem 3.3.0.1 in Chapter 3, we have
I2(A5) ≤ max|T|=n
T binary tree
γ(A5, T)
for every n ≥ 5. Thus we want to calculate the maximum for different
values of n. When our algorithm terminates, the maximum number of
copies of A5 among all binary trees with n leaves can be read off as the
greatest x-coordinate (first coordinate) of the elements of L(n), that is the
x-coordinate of the very first element of L(n)—see the discussion before
Theorem 6.3.0.5.
We have implemented this algorithm in Mathematica. The notebook can be
accessed at http://math.sun.ac.za/~swagner/TreeA5Final. The precise
values of
an = max|T|=n
T binary tree
γ(A5, T)
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Table 6.1: Maximum density an of A5 among n-leaf binary trees
n 5 6 7 8 9 10 20 30
an 1 12
3
7
11
28
23
63
1
3
553
1938
19219
71253
n 40 50 60 70 80 90 100 150
an 57793219336
550621
2118760
351943
1365378
44899
175406
6127045
24040016
930032
3662439
3177631
12547920
24765738
98600005
n 200 250 300 350 400 500 600 700
an 0.250153 0.249543 0.249142 0.248854 0.24864 0.24834 0.248143 0.248001
n 800 900 1000 1200 1400 1600 1800 2000
an 0.247894 0.247812 0.247747 0.247648 0.247577 0.247524 0.247483 0.24745
have been computed for n ≤ 2000—see Table 6.1 .
It follows that I2(A5) ≤ a2000 ≈ 0.24745. This completes the proof of the
theorem.
6.5 Proof of Theorem 6.2.0.2
Let us first provide a proof of Proposition 6.2.0.3, which is an intermediary
step in the proof of Theorem 6.2.0.2:
Proof of Proposition 6.2.0.3. Let k ≥ 3 and d ≥ k− 1 be fixed; note that
c
(
Qk, CDdh
)
= 0 for d < k− 1 .
For h = 1, we have c
(
Qk, CDdh
)
= c(Qk, Cd) = 0. Since for the case h = 1,
the statement holds trivially, we can safely assume h ≥ 2 and proceed by
induction on h.
We distinguish possible cases that can happen for a subset of k leaves of
the tree CDdh:
• all k leaves belong to the same branch of CDdh. The total number
of these subsets of leaves that induce the tree Qk is given by d ·
c
(
Qk, CDdh−1
)
, as all the branches of CDdh are isomorphic to CD
d
h−1,
• more than two of the branches of CDdh contain at least one of the k
leaves. In this case the leaf-induced subtree is not isomorphic to Qk
(as the root degree of Qk is 2),
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• exactly two of the branches of CDdh contain at least two of the k leaves
each. In this case the leaf-induced subtree is not isomorphic to Qk (as
one of the branches of Qk is the single leaf),
• one branch of CDdh contains exactly one of the leaves and another
branch of CDdh contains k − 1 leaves. Since k > 2, the total number
of these subsets of leaves that induce the tree Qk is given by 2 · dh−1 ·
c
(
Ck−1, CDdh−1
)
for every choice of two branches of CDdh.
Therefore, a recursion for c
(
Qk, CDdh
)
is given by
c
(
Qk, CDdh
)
= d · c(Qk, CDdh−1)+ 2(d2
)
· dh−1 · c(Ck−1, CDdh−1)
= d · c(Qk, CDdh−1)+ (d− 1)dh( dk− 1
)(
d(k−1)(h−1) − dh−1
dk−1 − d
)
,
where the last step uses the identity
c
(
Ck, CDdh
)
=
(
d
k
)
dk·h − dh
dk − d (6.5.1)
valid for every k ≥ 2 – formula (6.5.1) can be found in the proof of Theo-
rem 3.2.0.1 (Chapter 3). The induction hypothesis (with respect to h) gives
c
(
Qk, CDdh
)
=
(d− 1)( dk−1)
dk−1 − d · d
h
(
d(k−1)(h−1) − dk−1
dk−1 − 1 −
dh−1 − d
d− 1
)
+ (d− 1)dh
(
d
k− 1
)(
d(k−1)·(h−1) − dh−1
dk−1 − d
)
=
(d− 1)( dk−1)
dk−1 − d · d
h
(
d(k−1)(h−1) + d
(k−1)(h−1) − dk−1
dk−1 − 1
− d
h−1 − d
d− 1 − d
h−1
)
,
which, after simplification, yields the desired equality. The statement on
the inducibility follows by passing to the limit of the density γ
(
Qk, CDdh
)
as h→ ∞:
Id(Qk) ≥ lim
h→∞
γ
(
Qk, CDdh
)
=
k!(d− 1)( dk−1)
(dk−1 − d)(dk−1 − 1) .
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We can now focus on Theorem 6.2.0.2.
Proof of Theorem 6.2.0.2. First off, we construct a new family of ternary trees:
given a nonnegative integer h ≥ 0, attach one copy of each of the complete
ternary trees CD3h and CD
3
h+1 to a common vertex (their respective roots
are joined to a new vertex) to form a ternary tree which we shall name W3h .
For example, W30 is the tree Q4. See also Figure 6.6 for the ternary tree W
3
1 .
Figure 6.6: The ternary tree W31 defined in the proof of Theorem 6.2.0.2.
Let us prove that
lim
h→∞
γ
(
Q4, W3h
)
= 59/416 .
To justify the specific choice, let us consider a more general construction.
For positive integers n1 and n2, we consider the ternary tree (which we
simply denote by Tn1,n2) whose branches are even ternary trees with n1 and
n2 leaves, respectively. The even ternary tree E3n with n leaves is obtained
recursively as follows: E31 is the tree with only one vertex; E
3
2 is the star
with two leaves; for n > 2, the branches of E3n are the even ternary trees
E3k1 , E
2
k2
and E3k3 with k1, k2, k3 as equal as possible and k1 + k2 + k3 = n.
According to Proposition 6.2.0.3, we have
c
(
Q4, CDdh
)
=
(d− 2)d4·h
6(d + 1)(d2 + d + 1)
+O(d2·h)
for every d and all h ≥ 3. In particular, the asymptotic formula
c
(
Q4, CD3h
)
=
1
312
· 34·h +O(32·h)
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is obtained for all h ≥ 3. Using the recursion
c
(
Q4, E3n
)
= c
(
Q4, E3k1
)
+ c
(
Q4, E3k2
)
+ c
(
Q4, E3k3
)
+ k1 · c
(
C3, E3k2
)
+ k2 · c
(
C3, E3k1
)
+ k1 · c
(
C3, E3k3
)
+ k3 · c
(
C3, E3k1
)
+ k2 · c
(
C3, E3k3
)
+ k3 · c
(
C3, E3k2
)
,
it is not difficult to show that we also have
c
(
Q4, E3n
)
=
1
312
· n4 +O(n3)
for all n. On the other hand, we recall that the specialisation k = 3 in
equation (6.5.1) of the proof of Proposition 6.2.0.3 gives
c(C3, CD3h) =
1
24
· 33h +O(3h)
for all h ≥ 1, and employing
c(C3, E3n) = c(C3, E
3
k1) + c(C3, E
3
k2) + c(C3, E
3
k3) + k1 · k2 · k3 ,
it is not difficult to show that
c(C3, E3n) =
1
24
· n3 +O(n2)
for all n. Moreover, the number of copies of Q4 in any topological tree T
with two branches T1, T2 is given by
c(Q4, T) = c(Q4, T1) + c(Q4, T2) + |T1| · c(C3, T2) + |T2| · c(C3, T1) .
For x ∈ (0, 1), set n1 = bxnc and n2 = b(1 − x)nc, and let n → ∞.
Combining all the formulas above, we see that an asymptotic formula for
c
(
Q4, Tn1,n2
)
is given by
c
(
Q4, Tn1,n2
)
=
1
312
(x · n)4 + 1
312
(
(1− x)n)4
+ x · n · 1
24
(
(1− x)n)3 + (1− x)n · 1
24
(x · n)3 +O(n3)
=
1
312
(
x4 + (1− x)4)n4 + 1
24
(
x(1− x)3 + (1− x)x3)n4
+O(n3)
=
1
312
(
1+ 9x− 33x2 + 48x3 − 24x4)n4 +O(n3) .
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Set
f (x) =
1
312
(
1+ 9x− 33x2 + 48x3 − 24x4) .
The first derivative of this function is given by
f ′(x) = −(2x− 1)(4x− 3)(4x− 1)
104
.
We see that f (x) attains its maximum at x = 1/4 (or x = 3/4):
f (x) ≤ f
(1
4
)
=
59
9984
for all x ∈ (0, 1). This motivates the choice of the trees W3h defined before.
We have
I3(Q4) ≥ lim
h→∞
γ
(
Q4, W3h
)
=
4! · 59
9984
=
59
416
.
This completes the proof of the lower bound in the theorem.
The proof of the upper bound is also via an algorithmic approach and is
quite similar to the one given for the binary tree A5 in Section 6.3. Recall
again that by Theorem 3.3.0.1 in Chapter 3,
I3(Q4) ≤ max|T|=n
T ternary tree
γ(Q4, T),
so the aim is to compute the right hand side for different values of n.
The algorithm is essentially the same as for A5, with the trees Q4 and C3
assuming the roles of A5 and CD22 respectively. The only difference is that
trees with two or three branches have to be considered in the construction
of the sets L(n).
For the recursive calculation of c(Q4, T) and c(C3, T), we have the formulas
c(Q4, T) = c(Q4, T1) + c(Q4, T2) + c(Q4, T3) + |T1| · c(C3, T2) + |T2| · c(C3, T1)
+ |T1| · c(C3, T3) + |T3| · c(C3, T1) + |T2| · c(C3, T3) + |T3| · c(C3, T2)
and
c(C3, T) = c(C3, T1) + c(C3, T2) + c(C3, T3) + |T1| · |T2| · |T3| ,
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where T1, T2, T3 are the branches of T. If there are only two branches, all
terms involving T3 can simply be left out.
Again, we have implemented the algorithm in Mathematica—the notebook
can be found at http://math.sun.ac.za/~swagner/TreeQ4Final. The ex-
act values of
bn = max|T|=n
T ternary tree
γ(Q4, T)
have been determined for values of n up to 500; see Table 6.2.
Table 6.2: Maximum density bn of Q4 among n-leaf ternary trees
n 4 5 6 7 8 9 10
bn 1 25
2
5
2
7
19
70
5
21
5
21
n 15 20 25 30 35 40 45
bn 1891
291
1615
1103
6325
172
1015
1097
6545
7452
45695
7948
49665
n 50 60 70 80 90 100 150
bn 0.158072 0.155422 0.153588 0.152096 0.150978 0.150264 0.147342
n 200 250 300 350 400 450 500
bn 0.145967 0.145195 0.144651 0.144239 0.143931 0.143691 0.143506
We conclude that
I3(Q4) ≤ b500 = 73848853514606225 ≈ 0.143506 .
This completes the proof of the theorem.
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Chapter 7
The minimum asymptotic density
of binary caterpillars
Given a positive integer d ≥ 2 and two (rooted) d-ary trees D and T such
that D has k leaves, the density γ(D, T) of D in T is the proportion of
all k-element subsets of leaves of T that induce a tree isomorphic to D,
after erasing all vertices of outdegree 1. In Chapter 3, it was proved (in
an implicit manner) that the limit inferior of this density as the size of T
grows to infinity is always zero unless D is the k-leaf binary caterpillar
F2k (the binary tree with the property that a path remains upon removal
of all the k leaves). Our main theorem in this chapter is an exact formula
(involving both d and k) for the limit inferior of γ(F2k , T) as the size of T
tends to infinity.
The material is based on the following paper [36]: The minimum asymp-
totic density of binary caterpillars. A. A. V. Dossou-Olory. Preprint https:
// arxiv. org/ abs/ 1804. 05731
7.1 Preliminaries and statement of the main
results
In a recent paper [34] (whose results are also presented in Chapter 3), Cz-
abarka, Sze´kely, Wagner and the author of this thesis investigated the in-
ducibility of d-ary trees, which can be thought of as the maximum asymptotic
138
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density of a d-ary tree occurring as a subtree induced by leaves of another
d-ary tree with sufficiently large number of leaves.
The inducibility of a d-ary tree (see Chapter 3) is defined as being the
maximum asymptotic density of D. Formally speaking, the inducibility
Id(D) of a d-ary tree D is the limit superior of the density of D in T as
the number of leaves of T grows to infinity. One of the principal results in
Chapter 3 is that
Id(D) = lim sup
|T|→∞
T d-ary tree
γ(D, T) = lim
n→∞ max|T|=n
T d-ary tree
γ(D, T) . (7.1.1)
For the purposes of this chapter, let us define and call the quantity
lim inf
|T|→∞
T d-ary tree
γ(D, T)
the minimum asymptotic density of the d-ary tree D in d-ary trees. To put it
another way, we mean
lim inf
|T|→∞
T d-ary tree
γ(D, T) = lim
n→∞ min|T|=n
T d-ary tree
γ(D, T) ,
where the proof of existence of the limit is analogous to that in (7.1.1).
An important and recurring theme that appears throughout extremal graph
theory is finding the minimum or maximum value of a given graph invari-
ant within a class of graphs all sharing a certain property. Understanding
an invariant provides information about the structure of a graph. In par-
ticular, the problem of characterising the extremal graphs has been and
continues to be a topic of a great interest to graph theorists. It is therefore
natural to consider the problem of determining the minimum asymptotic
density of a d-ary tree D in d-ary trees. Quite fascinatingly however, it turns
out that the study of this problem reduces to the study of the minimum
asymptotic density of binary caterpillars.
We recall that a binary caterpillar is a binary tree with the property that
its non-leaf vertices form a path starting at the root. We denote by F2k the
binary caterpillar with k leaves – see Figure 7.1 for the binary caterpillar
with five leaves.
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Figure 7.1: The 5-leaf binary caterpillar F25 .
The following fundamental result from Chapter 3 characterises all the d-ary
trees with the maximal inducibility:
Theorem 7.1.0.1 (Theorem 3.6.0.1 in Chapter 3 ). Let d ≥ 2 be an arbitrary
but fixed positive integer. Among d-ary trees, only binary caterpillars have
inducibility 1.
It follows immediately from Theorem 7.1.0.1 that
lim inf
|T|→∞
T d-ary tree
γ(D, T) = 0
for every d, as soon as D is not a binary caterpillar because
0 ≤ lim inf
|T|→∞
T d-ary tree
γ(D, T) ≤ lim inf
|T|→∞
T d-ary tree
(
1− γ(F2|D|, T)
)
= 1− Id
(
F2|D|
)
,
provided that D is not isomorphic to F2|D|. However, at this point, it is not
clear a priori that
lim inf
|T|→∞
T d-ary tree
γ(F2k , T) > 0
for every k—one will have to put more effort in finding out what the mini-
mum asymptotic density of binary caterpillars might be for every d. Thus,
the problem we address in this chapter can be formulated as follows:
Problem: Given a binary caterpillar F2k , is it true that every d-ary tree T with
sufficiently large number of leaves always contains a positive density of F2k ? If so,
what is the asymptotic minimum number of copies of F2k in a d-ary tree with large
enough number of leaves?
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Let us mention that binary caterpillars have been proved to be extremal
among binary trees with respect to some other graph parameters. For
instance, binary caterpillars have been shown in [51] to have the maximum
Wiener index (sum of distances between all unordered pairs of vertices)
among all binary trees with a prescribed number of leaves. In [52], Sze´kely
and Wang proved that binary caterpillars minimise the number of subtrees
among all binary trees with a given number of leaves.
In the following, we shall prove that the minimum asymptotic density of
an arbitrary binary caterpillar is strictly positive for every k. In fact, we
shall even be able to derive the precise value of this limiting quantity for
every k. Clearly,
lim inf
|T|→∞
T d-ary tree
γ(F2k , T) = 1
for k ≤ 2. Let us now proceed to find its value as a function of d and k for
k ≥ 3.
Our main result reads as follows:
Theorem 7.1.0.2. Let d, k ≥ 2 be arbitrary but fixed positive integers. Then
the following double identity
lim inf
|T|→∞
T d-ary tree
γ(F2k , T) = lim inf|T|→∞
T strictly d-ary tree
γ(F2k , T) =
k!
2
(d− 1)k−1
k−1
∏
j=1
(dj − 1)−1
holds. Furthermore, we have
min
|T|=n
T d-ary tree
γ
(
F2k , T
) ≤ lim inf
|T|→∞
T d-ary tree
γ(F2k , T)
for every k and n ≥ k.
Formally, the first equality in Theorem 7.1.0.2 tells us that the minimum
asymptotic density of any binary caterpillar can also be computed by re-
stricting the set of d-ary trees over which the minimum is taken to strictly
d-ary trees only. This situation, in a certain sense, parallels the opposite
problem concerning the maximum asymptotic density Id(D) of a d-ary tree
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D, where the authors of paper [34] (see also Chapter 3) could prove that
Id(D) satisfies the equivalent identity
Id(D) = limn→∞ max|T|=n
T strictly d-ary tree
γ(D, T)
for every d-ary tree D. So, it may also be immediately clear that the identity
lim inf
|T|→∞
T d-ary tree
γ(F2k , T) = lim inf|T|→∞
T strictly d-ary tree
γ(F2k , T)
holds for every k. Indeed, it is shown in Theorem 3.3.0.3 (Chapter 3) that
for every d-ary tree T with sufficiently large number of leaves, there exists
a strictly d-ary tree T∗ such that |T∗| ≥ |T| and the asymptotic formula
γ
(
D, T
)
= γ
(
D, T∗
)
+O(|T|−1) .
holds for every d-ary tree D, where the O-constant depends on d only (and
nothing else!).
Remark 7.1.0.3. The special cases d = 2 and d = 3 of Theorem 7.1.0.2
correspond to
lim inf
|T|→∞
T binary tree
γ
(
F23 , T
)
= 1 and lim inf
|T|→∞
T ternary tree
γ
(
F23 , T
)
=
3
4
,
respectively. In particular, it displays the following equivalence in ternary
trees:
lim inf
|T|→∞
T ternary tree
γ
(
F23 , T
)
= 1− I3(C3)
as the star C3 (consisting of a root and three leaves attached to it) and
the binary caterpillar F23 are the only 3-leaf d-ary trees for every d > 2.
Moreover, this confirms that the inducibility of C3 in ternary trees is 1/4—
see Theorem 3.2.0.1 in Chapter 3.
The next corollary will follow from the proof of Theorem 7.1.0.2:
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Corollary 7.1.0.4. Let d, k ≥ 2 be arbitrary but fixed positive integers. Then
the minimum number of copies of the binary caterpillar F2k in an arbitrary
n-leaf d-ary tree T is asymptotically
nk
2
(d− 1)k−1
k−1
∏
j=1
(dj − 1)−1 +O(nk−1)
as n→ ∞.
We should mention that the fact that the binary caterpillar has positive
minimum asymptotic density was actually the key result in [1] for the ap-
plication to the tanglegram crossing problem (see the proof of Lemma 11
in [1]). In fact, using the minimum asymptotic density of binary cater-
pillars in binary trees, Czabarka, Sze´kely and Wagner [1] proved that the
expected value of the number of crossings in a random tanglegram of size
n is at least n2
(2−o(1)
441
)
with probability at least 1 − n−1/2 as n tends to
infinity.
7.2 Proof of the main theorem and its corollary
This section carries a proof of Theorem 7.1.0.2 as well as a proof of Corol-
lary 7.1.0.4. But before we get to the proofs of these results, we need to go
through some preparation.
It is proved in Section 5.3 (Chapter 5) that for a d-ary tree T with branches
T1, T2, . . . , Td (some branches are allowed to be empty), the following recur-
sion
c(D, T) =
d
∑
i=1
c(D, Ti) + ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r
∏
j=1
c
(
Dpi(j), Tij
)
, (7.2.1)
is valid for every d-ary tree T.
Recall that the complete d-ary tree of height h is denoted by CDdh.
The following formula can be found explicitly in the proof of Theorem 3.2.0.1
in Chapter 3: for every fixed positive integer d ≥ 2, we have
c(CDr1, CD
d
h) =
(dr)
dr − d
(
dr·h − dh) (7.2.2)
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for every r > 1 and all h ≥ 1 (in Chapter 3, the tree CDr1 is called the r-leaf
star).
We also recall that a d-ary caterpillar is a strictly d-ary tree with the prop-
erty that every internal vertex has d − 1 adjacent vertices that are leaves,
except for the lowest which has d adjacent vertices that are leaves (note
that the non-leaf vertices must lie on a single path). We denote the d-ary
caterpillar with k leaves by Fdk .
In the following theorem, we derive an exact formula for the number of
copies of the r-ary caterpillar with k leaves in a complete d-ary tree of
arbitrary height:
Theorem 7.2.0.1. Let an arbitrary positive integer d ≥ 2 be fixed. For every
r ∈ {2, 3, . . . , d}, the number of copies of Frk in CDdh is
c
(
Frk , CD
d
h
)
=
(
d
r
) k−1
r−1 ·
( r
d
) k−r
r−1
dh−1
k−1
r−1
∏
i=1
(dh·(r−1) − d(i−1)·(r−1)
di·(r−1) − 1
)
for every k > 1 and all h ≥ 1. In particular, we have
lim
h→∞
γ(Frk , CD
d
h) =
k!
d
(
d
r
) k−1
r−1( r
d
) k−r
r−1
k−1
r−1
∏
j=1
(
d(r−1)j − 1)−1 .
Proof. For k = r, the formula of the theorem reads as
c
(
Frk , CD
d
h
)
=
(
d
r
)
· dh−1
(dh·(r−1) − 1
dr−1 − 1
)
=
(
d
r
)
dh·r − dh
dr − d ,
and this agrees with equation (7.2.2). For h = 1, the formula of the theorem
reads as
c
(
Frk , CD
d
h
)
=
(
d
r
) k−1
r−1 ·
( r
d
) k−r
r−1
k−1
r−1
∏
i=1
(dr−1 − d(i−1)·(r−1)
di·(r−1) − 1
)
,
which is equal to 0 as soon as k > r, and (dr) when k = r. So this is again
true because for k > r, it is clear that there cannot be any copies of Frk in
CDd1 . Assume k > r and h > 1. It is easy to see that the specialisation
T = CDdh and D = F
r
k in equation (7.2.1) yields the following recurrence
relation:
c
(
Frk , CD
d
h
)
= d · c(Frk , CDdh−1)+ r ·(dr
)
· d(h−1)·(r−1) · c(Frk−r+1, CDdh−1)
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as all the d branches of CDdh are isomorphic to CD
d
h−1.
Making use of this recursion, we then continue the proof of the theorem by
induction on h. Applying the induction hypothesis, we obtain
c
(
Frk , CD
d
h
)
=
(
d
r
) k−1
r−1 ·
( r
d
) k−r
r−1 · dh−1
( k−1
r−1
∏
i=1
(d(h−1)·(r−1) − d(i−1)·(r−1)
di·(r−1) − 1
)
+ d(h−1)·(r−1)
k−r
r−1
∏
i=1
(d(h−1)·(r−1) − d(i−1)·(r−1)
di·(r−1) − 1
))
.
We further manipulate this equation and we get
c
(
Frk , CD
d
h
)
=
(
d
r
) k−1
r−1 ·
( r
d
) k−r
r−1 · dh−1
(
d1−k ·
k−1
r−1
∏
i=1
(dh·(r−1) − di·(r−1)
di·(r−1) − 1
)
+ dr−k · d(h−1)·(r−1)
k−r
r−1
∏
i=1
(dh·(r−1) − di·(r−1)
di·(r−1) − 1
))
=
(
d
r
) k−1
r−1 ·
( r
d
) k−r
r−1 · dh−1
·
(
dh·(r−1) − dk−1
dk−1 · (dh·(r−1) − 1) +
d(h−1)·(r−1)(dk−1 − 1)
dk−r · (dh·(r−1) − 1)
)
·
k−1
r−1
∏
i=1
(dh·(r−1) − d(i−1)·(r−1)
di·(r−1) − 1
)
,
completing the induction step and thus the proof of the first part of the
theorem. For the assertion on the limit, we note that
c
(
Frk , CD
d
h
)
=
(
d
r
) k−1
r−1 ·
( r
d
) k−r
r−1 · dh−1
(
dh·(k−1) +O(dh·(k−r)))
·
k−1
r−1
∏
i=1
(
di·(r−1) − 1)−1
=
(
d
r
) k−1
r−1 ·
( r
d
) k−r
r−1 · d−1 · dk·h
k−1
r−1
∏
i=1
(
di·(r−1) − 1)−1
+O(dh·(k−r+1)) ,
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which implies that
lim
h→∞
γ
(
Frk , CD
d
h
)
=
k!
d
(
d
r
) k−1
r−1 ·
( r
d
) k−r
r−1
k−1
r−1
∏
j=1
(
d(r−1)j − 1)−1
as desired.
Our approach to the proof of Theorem 7.1.0.2 consists of the following
steps:
• First, we determine the density of F2k in CD
d
h as h→ ∞.
• Next, we prove two auxiliary lemmas.
• Employing the lemmas, we determine an explicit lower bound on
c(F2k , T) valid for all strictly d-ary trees T.
• Finally, we mention that the bound on γ(F2k , T) is achieved by com-
plete d-ary trees in the limit.
We replace r with 2 in the formula of limh→∞ γ(Frk , CD
d
h) given in Theo-
rem 7.2.0.1 to obtain:
Corollary 7.2.0.2. For the k-leaf binary caterpillar F2k , we have
lim
h→∞
γ(F2k , CD
d
h) =
k!
2
(d− 1)k−1
k−1
∏
j=1
(dj − 1)−1
for every d ≥ 2 and k ≥ 2.
As a second step, we need two lemmas. Given positive integers d ≥ 2 and
k ≥ 3, set
Vd,k =
{
(i1, i2, . . . , id) : i1, i2, . . . , id nonnegative integers,
i1 + i2 + · · ·+ id = k, and none of them is k
}
.
Lemma 7.2.0.3. For every given positive integer k ≥ 3, we have
sup
0<x1,x2,...,xd<1
x1+x2+···+xd=1
∑1≤i<j≤d
(
xi · x−1+kj + xj · x−1+ki
)
1−∑di=1 xki
=
1
k
for every positive integer d ≥ 2.
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Proof. Fix d ≥ 2 and k ≥ 3. Let V∗d,k denote the maximal subset of Vd,k
that contains no permutation of {1, k − 1, 0, 0, . . . , 0︸ ︷︷ ︸
(d−2) 0′s
}. Then we have the
decomposition
1−
d
∑
i=1
xki = ∑
(i1,i2,...,id)∈V∗d,k
(
k
i1, i2, . . . , id
) d
∏
j=1
x
ij
j
+ k · ∑
1≤i<j≤d
(
xi · xk−1j + xk−1i · xj
)
by the Multinomial Theorem. From that, we immediately deduce the in-
equality
1
1−∑di=1 xki
∑
1≤i<j≤d
(
xi · xk−1j + xk−1i · xj
) ≤ k−1 .
This shows that the function
Fd,k(x1, x2, . . . , xd) =
∑1≤i<j≤d
(
xi · x−1+kj + xj · x−1+ki
)
1−∑di=1 xki
is bounded from above, and so its supremum on the domain defined by
∑di=1 xi = 1 and the inequalities 0 < x1, x2, . . . , xd < 1 exists and is finite:
sup
0<x1,x2,...,xd<1
x1+x2+···+xd=1
Fd,k(x1, x2, . . . , xd) ≤ k−1 .
On the other hand, we note that
Fd,k(0, 0, . . . , 0︸ ︷︷ ︸
(d−2) 0′s
, e, 1− e) = e · (1− e)
k−1 + ek−1 · (1− e)
1− ek − (1− e)k
=
e · (1− e)k−1 + ek−1 · (1− e)
e
(
∑k−1i=0 (1− e)i
)− ek
for every e > 0. It follows that
lim
e→0
Fd,k(0, 0, . . . , 0︸ ︷︷ ︸
(d−2) 0′s
, e, 1− e) = lim
e→0
(1− e)k−1 + ek−2 · (1− e)
−ek−1 +∑k−1i=0 (1− e)i
=
1
k
,
as soon as k ≥ 3. Hence, we obtain
sup
0<x1,x2,...,xd<1
x1+x2+···+xd=1
Fd,k(x1, x2, . . . , xd) =
1
k
,
which is the desired result.
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The following lemma gives us the minimum of the function whose supre-
mum is computed in Lemma 7.2.0.3.
Lemma 7.2.0.4. For any positive integers d ≥ 2 and k ≥ 3, the function
Fd,k(x1, x2, . . . , xd) =
∑1≤i<j≤d
(
xi · x−1+kj + xj · x−1+ki
)
1−∑di=1 xki
subjected to the constraint ∑di=1 xi = 1, on the domain given by the inequal-
ities 0 < x1, x2, . . . , xd < 1 has its minimum at x1 = x2 = · · · = xd = d−1,
i.e.,
Fd,k(x1, x2, . . . , xd) ≥ Fd,k
(
d−1, d−1, . . . , d−1︸ ︷︷ ︸
d terms
)
=
d− 1
dk−1 − 1
for all 0 < x1, x2, . . . , xd < 1 such that ∑di=1 xi = 1.
Proof. Fix d ≥ 2 and k ≥ 3. Let Sd be the set of all permutations of the in-
dices 1, 2, . . . , d. Since Fd,k(x1, x2, . . . , xd) > 0 by definition, the Multinomial
Theorem gives
1
Fd,k(x1, x2, . . . , xd)
=
∑(i1,i2,...,id)∈Vd,k
(
k
i1, i2, . . . , id
)
∏dj=1 x
ij
j
∑1≤i<j≤d
(
xi · x−1+kj + xj · x−1+ki
) ,
where Vd,k is the set{
(i1, i2, . . . , id) : i1, i2, . . . , id nonnegative integers,
i1 + i2 + · · ·+ id = k, and none of them is k
}
.
Note that for every (i1, i2, . . . , id) ∈ Vd,k such that i1 ≥ i2 ≥ · · · ≥ id, the
vector (k− 1, 1, 0, 0, . . . , 0︸ ︷︷ ︸
(d−2) 0′s
) majorises (i1, i2, . . . , id). Thus, we obtain
(d− 2)! · ∑
1≤i<j≤d
(
xi · x−1+kj + xj · x−1+ki
)
≥ ∑
pi∈Sd
d
∏
j=1
x
ij
pi(j)
by Muirhead’s inequality (see the discussion in Section 2.3—Chapter 2).
On the other hand, we also have
d!
Fd,k(x1, x2, . . . , xd)
=
∑(i1,i2,...,id)∈Vd,k (
k
i1,i2,...,id
)∑pi∈Sd ∏
d
j=1 x
ij
pi(j)
∑1≤i<j≤d
(
xi · x−1+kj + xj · x−1+ki
) .
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Therefore, it follows that
d!
Fd,k(x1, x2, . . . , xd)
≤ (d− 2)! · ∑
(i1,i2,...,id)∈Vd,k
(
k
i1, i2, . . . , id
)
= (d− 2)! · (dk − d) ,
and hence, we establish that
Fd,k(x1, x2, . . . , xd) ≥ d− 1dk−1 − 1 = Fd,k
(
d−1, d−1, . . . , d−1︸ ︷︷ ︸
d terms
)
.
Moreover,
Fd,k
(
d−1, d−1, . . . , d−1︸ ︷︷ ︸
d terms
)
=
d− 1
dk−1 − 1 .
This completes the proof.
We can now give a proof of Theorem 7.1.0.2.
Proof of Theorem 7.1.0.2. Fix d ≥ 2. First of all, we want to prove that
lim inf
|T|→∞
T strictly d-ary tree
γ(F2k , T) =
k!
2
(d− 1)k−1
k−1
∏
j=1
(dj − 1)−1 (7.2.3)
for every k ≥ 2. Our approach is an adaptation of [1, Proof of Theorem 7].
Setting
bk =
1
2
(d− 1)k−1
k−1
∏
j=1
(dj − 1)−1 ,
we show that for every positive integer k ≥ 2, the inequality
c(F2k , T) ≥ bk · nk −
1
(k− 1)! · n
k−1
is satisfied for every strictly d-ary tree T with n leaves.
The case k = 2 is essentially obvious as c(F22 , T) = (
|T|
2 ) and b2 = 1/2 by
definition. The proof of the general case goes by induction on n. Since
d ≥ 2, it is easy to see that
dk − 1
d− 1 = d
k−1 + dk−2 + · · ·+ d + 1 ≥ k
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for every k ≥ 2. Thus, we have bk ≤ 1/(2 · (k− 1)!) ≤ 1/(k− 1)! meaning
that the base case n = 1 is true. We can then assume that k ≥ 3 and
n > 1. For the induction step, consider the d branches T1, T2, . . . , Td of
an arbitrary strictly d-ary tree T and suppose that they have α1 · n, α2 ·
n, . . . , αd · n leaves, respectively. In this setting, by replacing D with F2k in
equation (7.2.1), we obtain the following formula:
c
(
F2k , T
)
=
d
∑
i=1
c
(
F2k , Ti
)
+ ∑
1≤i,j≤d
i 6=j
αi · n · c
(
F2k−1, Tj
)
, (7.2.4)
which is valid for every k ≥ 3. Next, we apply the induction hypothesis:
this gives
c
(
F2k , T
) ≥ d∑
i=1
(
bk(αi · n)k − 1(k− 1)! (αi · n)
k−1
)
+ ∑
1≤i,j≤d
i 6=j
αi · n
(
bk−1(αj · n)k−1 − 1(k− 2)! (αj · n)
k−2
)
=
(
bk ·
d
∑
i=1
αki + bk−1 · ∑
1≤i,j≤d
i 6=j
αi · αk−1j
)
nk
− 1
(k− 2)!
( 1
k− 1 ·
d
∑
i=1
αk−1i + ∑
1≤i,j≤d
i 6=j
αi · αk−2j
)
nk−1 .
Using the identity
bk =
d− 1
dk−1 − 1 · bk−1
along with Lemma 7.2.0.4, we get
bk ≤ bk−1 ·
∑1≤i,j≤d
i 6=j
αi · αk−1j
1−∑di=1 αki
, (7.2.5)
and this takes us to the inequality
c(F2k , T) ≥ bk · nk −
1
(k− 2)!
( 1
k− 1 ·
d
∑
i=1
αk−1i + ∑
1≤i,j≤d
i 6=j
αi · αk−2j
)
nk−1 .
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On the other hand, we know from Lemma 7.2.0.3 that
∑1≤i,j≤d
i 6=j
αi · αk−2j
1−∑di=1 αk−1i
≤ 1
k− 1
for all 0 < α1, α2, . . . , αd < 1 such that ∑di=1 αi = 1, provided that k ≥ 4. In
this case, we are done immediately. However, for k = 3, equation (7.2.4)
becomes
c
(
F23 , T
)
=
d
∑
i=1
c
(
F23 , Ti
)
+ ∑
1≤i,j≤d
i 6=j
αi · n ·
(
αj · n
2
)
≥
d
∑
i=1
(
b3(αi · n)3 − 12(αi · n)
2
)
+
1
2
· ∑
1≤i,j≤d
i 6=j
αi · n ·
(
(αj · n)2 − αj · n
)
=
(
b3 ·
d
∑
i=1
α3i +
1
2
· ∑
1≤i,j≤d
i 6=j
αi · α2j
)
n3
− 1
2
( d
∑
i=1
α2i + ∑
1≤i,j≤d
i 6=j
αi · αj
)
n2 ,
where the inequality in the second step follows from the induction hypoth-
esis. Therefore, using the identity
1−
d
∑
i=1
α2i = ∑
1≤i,j≤d
i 6=j
αi · αj ,
together with inequality (7.2.5) (as b2 = 1/2), we deduce that
c
(
F23 , T
) ≥ b3 · n3 − 12 · n2 ,
and this completes the induction proof. Notice that the right side of equa-
tion (7.2.3) appears already in Corollary 7.2.0.2. That is, we have
lim inf
|T|→∞
T strictly d-ary tree
γ
(
F2k , T
)
= lim
h→∞
γ
(
F2k , CD
d
h
)
,
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and this finishes the proof of the first assertion of Theorem 7.1.0.2.
Let us now tackle the second part of the theorem. The proof is similar to
that of Theorem 3.3.0.1 in Chapter 3.
Claim: The sequence (
min
|T|=n
T d-ary tree
γ
(
F2k , T
))
n≥k
is nondecreasing, that is, we have
min
|T|=n−1
T d-ary tree
γ
(
F2k , T
) ≤ min
|T|=n
T d-ary tree
γ
(
F2k , T
)
for every n ≥ 1+ k.
For the proof of the claim, let T be a d-ary tree with leaf-set L(T) such that
|T| ≥ k. For l ∈ L(T), denote by cl(F2k , T) the number of subsets of leaves of
T that involve l and induce a copy of F2k . Thus, every leaf of T is involved
in k · c(F2k , T)/|T| copies of F2k on average, and so there exists a leaf l1 of T
for which the inequality
cl1(F
2
k , T) ≥
k · c(F2k , T)
|T| (7.2.6)
holds. The number of copies of F2k in T not involving the leaf l1 is
c(F2k , T)− cl1(F2k , T) ≤
(
1− k|T|
)
c(F2k , T)
by virtue of relation (7.2.6). Call T− the d-ary tree that results when the leaf
l1 of T is removed and the unique vertex adjacent to l1 (if it has outdegree
2 in T) is suppressed. Thus, since T is an arbitrary d-ary tree, we get
min
|T′|=n−1
T′ d-ary tree
c(F2k , T
′) ≤ c(F2k , T−) ≤
(
1− k
n
)
min
|T|=n
T d-ary tree
c(F2k , T) ,
so that dividing both sides of this inequality by (n−1k ), we obtain
min
|T′|=n−1
T′ d-ary tree
γ(F2k , T
′) ≤ min
|T|=n
T d-ary tree
γ(F2k , T)
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for every n ≥ 1+ k, showing that the sequence(
min
|T|=n
T d-ary tree
γ(F2k , T)
)
n≥k
is indeed nondecreasing. Hence, since this sequence is also bounded from
above for every n ≥ k, one obtains
lim
n→∞ min|T|=n
T d-ary tree
γ
(
F2k , T
)
= lim inf
|T|→∞
T d-ary tree
γ
(
F2k , T
)
and consequently, we get
min
|T|=n
T d-ary tree
γ
(
F2k , T
) ≤ lim inf
|T|→∞
T d-ary tree
γ
(
F2k , T
)
for every n ≥ k. This completes the entire proof of the theorem.
The proof of Corollary 7.1.0.4 is now immediate as
c
(
F2k , CD
d
h
)
=
(d− 1)k−1
2
· dh
k−1
∏
i=1
(dh − di−1
di − 1
)
for all h ≥ 1 (see Theorem 7.2.0.1).
7.3 Conclusion
We conclude this short chapter with an open question. To formalise the
question, we need to define a new class of binary trees. These trees are
already considered in Chapter 5 and [1]. A binary tree T is called even if
for every internal vertex v of T, the number of leaves in the two branches
of the subtree of T rooted at v differ at most by one. It is easy to see that
there is only one such a binary tree for every given number of leaves. We
denote the n-leaf even binary tree by E2n.
QUESTION 7.3.0.1. Is it true that for n ≥ k, the even binary tree E2n has
the smallest number of copies of the binary caterpillar F2k among all binary
trees with n leaves?
We mention that the case k ≤ 3 is trivial, while calculations show that the
case k ∈ {4, 5} is also true for values of n up to 100.
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