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Abstract. We propose a general framework of quantum kinetic Monte Carlo algorithm, based
on a stochastic representation of a series expansion of the quantum evolution. Two approaches have
been developed in the context of quantum many-body spin dynamics, using different decomposition
of the Hamiltonian. The effectiveness of the methods is tested for many-body spin systems up to 40
spins.
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1. Introduction. We consider the system with N spins in a magnetic field,
which is given by the Hamiltonian
(1.1) H(t) =
N∑
k=1
m(k)(t) · σ(k) +
∑
1≤j<k≤N
γjk(t)σ
(j) · σ(k)
with Hilbert space of the quantum system given by H = (C2)⊗N . For every k =
1, · · · , N , the operator σ(k) denotes the Pauli matrices acting on the k-th spin:
(1.2) σ(k) = (σ
(k)
1 , σ
(k)
2 , σ
(k)
3 )
>, σ(k)i = Id
⊗(k−1) ⊗ σi ⊗ Id⊗(N−k);
where Id stands for the identity operator acting on a single spin (C2). The first term
on the right hand side of (1.1) gives the single-body Hamiltonians, where m(k)(t) =
(m
(k)
1 (t),m
(k)
2 (t),m
(k)
3 (t))
> is the magnetic field acting on the kth spin. For the two-
body interaction in the Hamiltonian (1.1), we have used the notations
σ(j) · σ(k) = σ(j)1 σ(k)1 + σ(j)2 σ(k)2 + σ(j)3 σ(k)3 ,(1.3)
σ
(j)
i σ
(k)
i = Id
⊗(j−1) ⊗ σi ⊗ Id⊗(k−j−1) ⊗ σi ⊗ Id⊗(N−k).(1.4)
Thus σ(j) · σ(k) counts for a Heisenberg type interaction between the j-th and k-th
spins with γjk(t) being the interaction strength or coupling intensity.
This paper concerns numerical algorithm for the time evolution of the system:
The many-body wave function |Ψ〉 ∈ H is govern by the Schro¨dinger equation
(1.5)
d
dt
|Ψ〉 = −iH |Ψ〉 .
While (1.5) is a linear ODE system, solving the system directly is impractical even
for dozens of spins, as the size of the system dimH = 2N grows exponentially as
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the number of spins increases. In fact, even representing a particular state |Ψ〉 is
challenging: for N = 40, the size of the vector is greater than 1 trillion; not mentioning
the computational cost involved in evaluation the matrix-vector product H |Ψ〉.
While the Hamiltonian (1.1) is rather general, our algorithm development is
mainly motivated by applications in nuclear magnetic resonance (NMR) [3], where
the nuclear spins react to magnetic fields. In such applications, for the coefficient of
the single body term m(t) = (m1(t),m2(t),m
(k)
3 )
>, (m1(t),m2(t)) is prescribed as a
control field (such that the control magnetic field is only in (x, y) direction) and the
time independent m
(k)
3 is understood as an energy splitting of the |↑〉 and |↓〉 states
of the k-th spin. The γjk terms account for dipole-dipole interactions between the
nuclear spins, and the magnitude of which decays very fast as the distance between
nuclei increases and is usually quite small compared to the energy splitting and the
external fields. The value of these coefficients might contain some uncertainty due to
experimental imperfectness. One potential application of our method is robust con-
trol of NMR via pulse design (see e.g., [4] and references therein) when the spin-spin
interactions are taken into account, which we will leave for future works.
The high dimensionality of the system naturally calls for Monte Carlo type meth-
ods. The motivation of the algorithm proposed in this work comes from a surface
hopping method recently developed by us in [1], which can be viewed as a stochastic
method to solve generic high dimensional ODE systems (or PDE systems combined
with some particle / semiclassical methods, as in [9, 1]). The overall idea of the
algorithm contains two elements:
1. a series expansion of the solution of the system based on a time-dependent
perturbation theory, i.e., from the ODE point of view, a repeated back-
substitution in the integral form of the system based on Duhamel’s principle;
2. a Monte Carlo method to stochastically evaluate the series expansion based
on an efficient representation of part of the Hilbert space.
In this work, we will apply the above framework to develop methods for quantum
many-body spin dynamics. For a particular system, to make the algorithm efficient,
it is crucial to identify a suitable “small term” to be used in the series expansion
from time-dependent perturbation theory. In the setting of spin dynamics, we will
discuss two approaches: 1) one is based on a decomposition of the Hamiltonian into
terms commuting with σ3 and those not commuting (i.e., diagonal and off-diagonal
terms in the Z-basis of the spins); 2) the other approach is based on a splitting of the
Hamiltonian into single-body term and two-body interactions.
Over the years, many numerical methods have been developed in physics and
chemistry literature for many-body quantum dynamics, which is a central challenge
in theoretical understanding of quantum systems. While a complete literature review
is beyond the scope, we discuss here some related works to our approach.
The methods proposed in the literature can be roughly categorized into two
groups. One class of methods is based on an efficient representation of the rele-
vant part of the Hilbert space of the many-body quantum system, such as the multi-
configurational time-dependent Hartree (MCTDH) [10], originally developed for the
nucleus dynamics, which uses multi-configurational Hartree ansatz to represent wave
functions. Other methods belong to this class include the time-evolving block dec-
imation (TEBD) [17] and the time-dependent density matrix renormalization group
(tDMRG) [15] as extensions of the DMRG method [18] to dynamical problems. These
methods are based on matrix product states and hence rather powerful for one (phys-
ical) dimensional systems, but face difficulty in extending to higher dimensions.
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The other class of methods is based on Monte Carlo sampling. A particular
relevant class of quantum Monte Carlo methods to our method is the continuous-time
quantum Monte Carlo (CT-QMC) [13, 12, 5], which can be understood as a continuum
time limit of the Trotter splitting based Hirsch-Fye QMC method [6]. While the
CT-QMC method was originally developed for imaginary time propagation, it has
also been extended to real time dynamics in recent years [11, 2], in particular for
impurity models in condensed matter physics. Another related quantum Monte Carlo
method is the auxiliary field quantum Monte Carlo [20, 19] based on the Hubbard-
Stratonovich transformation [7, 16], which represents the imaginary time evolution of
the many-body electronic wave function as a stochastic sum of Slater determinants.
We also note a different strategy – discrete truncated Wigner approximation (DTWA)
– proposed recently [14] based on a tensor product ansatz on the level of discrete
Wigner representation of many-body spin density matrix. The Monte Carlo method
is used to sample initial states according to the phase space distribution.
Our method can be understood at the interface of the above two categories: The
idea of series expansion is also utilized in the CT-QMC method. Unlike CT-QMC,
which resorts to diagrammatic perturbation ideas in many-body theory, our stochastic
evaluation method is based on ansatz representation similar to those used in MCTDH.
The proposed method is not restricted to a particular geometry of the systems, and
is expected to work well when the stochastic ansatz captures the behavior of the
physical system under study, as will be further illustrated by numerical examples. As
another goal of the manuscript, we hope that the abstraction of the ideas developed
in the physics and chemistry literature would help transferring these techniques for
high dimensional computational challenges we face in other areas. Indeed, the unified
framework of our method can be applied to any linear evolution problems in high
dimensions.
2. Algorithm.
2.1. Quantum kinetic Monte Carlo algorithm. Before we turn to the spe-
cific quantum many-body spin dynamics, let us present the general framework of the
algorithm. This is an abstraction of the ideas behind the surface hopping algorithms
developed in our previous works [9, 1].
Given a Hamiltonian H on the Hilbert space H, the quantum kinetic Monte Carlo
algorithm starts with a choice of a decomposition of the Hamiltonian
(2.1) H = Heasy +Hhard,
together with a class of states A ⊂ H. We require that
A) Any vector |Ψ〉 ∈ A is easy to represent (i.e., we do not need to store directly
the full vector, but only a parametrized form of it). In general, A might not
be a vector space, i.e., the parametrization is nonlinear;
B) For any |Ψ〉 ∈ A, the action of Heasy remains in A:
(2.2) e−itHeasy |Ψ〉 ∈ A, ∀ t
and is easy to obtain (either exactly or with a controllable error);
C) It is possible to stochastically represent the action of Hhard, in the sense that
there exists a stochastic operator A(ω) with ω corresponding to some random
space Ω, such that for any |Ψ〉 ∈ A,
(2.3) EωA(ω) |Ψ〉 = Hhard |Ψ〉 , and A(ω) |Ψ〉 ∈ A, ∀ω.
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In practice, it is often easier to first determine the set A, and then look for the de-
composition of the Hamiltonian and also the stochastic representation of the action of
Hhard. Thus, in the following, when discussing two examples of algorithms developed
under this framework, we will refer to them by the choice of the set A.
With such a decomposition, the Schro¨dinger equation (1.5) can be written as the
following integral form by the Duhamel’s principle:
|Ψ(t)〉 = e−itHeasy |Ψ(0)〉 − i
∫ t
0
e−i(t−t1)HeasyHhard |Ψ(t1)〉 dt1
= e−itHeasy |Ψ(0)〉 − i
∫ t
0
∫
Ω
e−i(t−t1)HeasyA(ω1) |Ψ(t1)〉 dµω1 dt1,
(2.4)
where we have used µω to denote the probability measure of ω and write
(2.5) Eωf(ω) =
∫
Ω
f(ω) dµω.
Note that the right hand side of (2.4) involves the unknown wave function at time t1.
To proceed, we apply (2.4) to its own right hand side and get
|Ψ(t)〉 = e−itHeasy |Ψ(0)〉 − i
∫ t
0
∫
Ω
e−i(t−t1)HeasyA(ω1)e−it1Heasy |Ψ(0)〉 dµω dt1
+ (−i)2
∫ t
0
∫
Ω
∫ t1
0
∫
Ω
e−i(t−t1)HeasyA(ω1)e−i(t1−t2)HeasyA(ω2) |Ψ(t2)〉 dµω2 dt2 dµω1 dt1.
(2.6)
Inserting again (2.4) into the right hand side of (2.6), we will get one more term on
the right hand side. Such a substitution can be done repeatedly, which results into
the following Dyson series expansion of |Ψ〉:
|Ψ(t)〉 =
+∞∑
M=0
∫ t
0
∫
Ω
∫ t1
0
∫
Ω
· · ·
∫ tM−1
0
∫
Ω
(−i)M×
× e−i(t−t1)HeasyA(ω1)e−i(t1−t2)HeasyA(ω2) · · ·
× e−i(tM−1−tM )HeasyA(ωM )e−itMHeasy |Ψ(0)〉 dµωM dtM · · · dµω2 dt2 dµω1 dt1
=
+∞∑
M=0
∫ t
0
∫
Ω
∫ tM
0
∫
Ω
· · ·
∫ t2
0
∫
Ω
(−i)M×
× e−i(t−tM )HeasyA(ωM )e−i(tM−tM−1)HeasyA(ωM−1) · · ·
× e−i(t2−t1)HeasyA(ω1)e−it1Heasy |Ψ(0)〉 dµω1 dt1 · · · dµωM−1 dtM−1 dµωM dtM ,
(2.7)
where the last step is just renaming the integration variables. Using dominated con-
vergence, it is easy to see that if the operators A(ω) are uniformly bounded, the
above series expansion converges absolutely. According to the properties B) and C),
the integrand in the above equation is always a state in A, and is therefore easy to
represent. The challenge then lies in the high dimensional integration both in the
stochastic space and in the time sequence, for which we turn to Monte Carlo method.
Before discussing the algorithm, let us note that the above can be extended to
time-dependent Hamiltonian operators, with the assumption (2.3) now changes to for
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any |Ψ〉 ∈ A
(2.8) EωA(t, ω) |Ψ〉 = Hhard(t) |Ψ〉 , and A(t, ω) |Ψ〉 ∈ A,
and the semigroup generated by Heasy(t) preserves the state in A (it is also possible
to consider the more general case that the set A depends on time). The expansion
(2.7) changes to
|Ψ(t)〉 =
+∞∑
M=0
∫ t
0
∫
Ω
∫ tM
0
∫
Ω
· · ·
∫ t2
0
∫
Ω
(−i)M×
× U(t, tM )A(tM , ωM )U(tM , tM−1)A(tM−1, ωM−1) · · ·
× U(t2, t1)A(t1, ω1)U(t1, 0) |Ψ(0)〉 dµω1 dt1 · · · dµωM−1 dtM−1 dµωM dtM .
(2.9)
with the unitary evolution operator U(t, s) given by
(2.10) U(t, s) := T exp
(
−i
∫ t
s
Heasy(τ) dτ
)
,
where T is the time-ordering operator.
The expansion (2.9) inspires us to use Monte Carlo method to evaluate |Ψ(t)〉. In
such a method, each sample would be the integrand on the right hand side of (2.9).
To determine the integrand, we need to specify the following:
1. A non-negative integer M ;
2. A sequence of random times: 0 ≤ t1 ≤ t2 ≤ · · · ≤ tM ≤ t;
3. A sequence of random samples in Ω: ω1, · · · , ωM .
This links the Monte Carlo method to a marked point process with mark space Ω
(see the textbook [8] for an introduction of the marked point process and also point
process in general). We denote Ξ = ((tm), (ωm))m>1 one realization of the marked
point process, in which ωm ∈ Ω is marked at time tm. The marked point process is
generated by an intensity function λ(t, ω), i.e.
(2.11)
P(A mark in Σ appears in [t, t+ h)) =
∫
Σ
λ(t, ω)hdµω + o(h), ∀t > 0, ∀Σ ⊂ Ω.
Any intensity function that is strictly positive can be used, a better choice will however
reduce the sampling variance of the algorithm. We will further discuss the choice of
the intensity function in the next section.
The following identity is essential to our method: It turns the problem of calcu-
lating |Ψ(t)〉 into a sampling problem:
(2.12) |Ψ(t)〉 = EΞ |ΦΞ(t)〉 ,
if for a given realization of the marked point process Ξ, the state |ΦΞ(t)〉 is defined by
|ΦΞ(t)〉 = exp
(∫ t
0
∫
Ω
λ(s, ω) dµω ds
)
U(t, tM )A˜(tM , ωM )×
× U(tM , tM−1)A˜(tM−1, ωM−1) · · ·U(t2, t1)A˜(t1, ω1)U(t1, 0) |Ψ(0)〉 ,
(2.13)
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where M is the number of marks in Ξ before time t, and we have used the short hands
(2.14) A˜(tm, ωm) = −iA(tm, ωm)/λ(tm, ωm), m = 1, · · · ,M.
The equality (2.12) follows as for any function F(Ξ) depending only on the part
of Ξ in the time interval [0, t), we have
EΞF(Ξ) =
+∞∑
M=0
∫ t
0
∫
Ω
∫ tM
0
∫
Ω
· · ·
∫ t2
0
∫
Ω
exp
(
−
∫ t
0
∫
Ω
λ(s, ω) dµω ds
)
×
×
(
M∏
m=1
λ(tm, ωm)
)
F(Ξ) dµω1 dt1 · · · dµωM−1 dtM−1 dµωM dtM .
(2.15)
An algorithm to evaluate |Ψ(t)〉 naturally follows the equality (2.12). The idea is
to draw a sequence of realizations of process Ξ, evaluate |ΦΞ(t)〉 for each realization,
an estimate of |Ψ〉 is then given by the average. For easier implementation, we define
(2.16) η(t) =
∫ t
0
∫
Ω
λ(s, ω) dµω ds, |Φ˜Ξ(t)〉 = e−η(t) |ΦΞ(t)〉 .
It can be easily seen that η(t) can be obtained by solving
(2.17)
dη
dt
=
∫
Ω
λ(t, ω) dµω.
Thus, while evolving the state |ΦΞ(t)〉, an additional scalar quantity η(t) needs to
be evolved simultaneously. In our application, the mark space Ω is a finite set, and
therefore solving (2.17) does not introduce much numerical cost. In (2.16), the time-
dependent state |Φ˜Ξ(t)〉 can be considered as a trajectory in A. To obtain this tra-
jectory, we use the fact that between two adjacent marks, the trajectory satisfies
(2.18)
d
dt
|Φ˜Ξ(t)〉 = −iHeasy(t)|Φ˜Ξ(t)〉, t ∈ (tm−1, tm), m > 0.
When a mark is met, one just needs to apply the operator A˜(tm, ωm). An illustration
of the trajectory |Φ˜Ξ(t)〉 is given in Figure 2.1.
|Φ˜(0)〉
|Φ˜(t−1 )〉
|Φ˜(t+1 )〉 |Φ˜(t−2 )〉
|Φ˜(t+2 )〉
|Φ˜(t−3 )〉
|Φ˜(t+3 )〉
A˜(t1, ω1)
A˜(t2, ω2)
A˜(t3, ω3)
A
Fig. 2.1: Illustration of the trajectory |Φ˜Ξ(t)〉. The bold lines denote the evolution of
the equation (2.18), and the thin dashed lines denote the application of the operator
marked over them. The states |Φ˜Ξ(t±k )〉 are the left/right limits of |Φ˜Ξ(t)〉 at tk.
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In (2.16), the reason for introducing η(t) is the following property:
(2.19) P(no mark exists in (s1, s2)) = exp
(− [η(s2)− η(s1)]),
which helps us to realize the marked point process. In our implementation, the draw-
ing of the marked point process and the evolution of the trajectory are simultaneously
done. In detail, one trajectory |Φ˜Ξ(t)〉 can be obtained by the following steps:
1. Set t ← 0, η˜ ← 0, |Φ˜Ξ(0)〉 ← |Ψ(0)〉, flag ← false. Generate a random
number Y obeying the uniform distribution in [0, 1].
2. Stop if t is large enough. Otherwise, select a time step ∆t, and solve η(t+∆t)
according to (2.17).
3. If exp(η˜ − η(t+ ∆t)) 6 1− Y , then solve the equation of the mark time t˜
exp
(
η˜ − η(t˜)) = 1− Y
by interpolation of η(t) in [t, t+∆t], and set ∆t← t˜−t, flag ← true, η˜ = η(t˜).
4. Solve the equation (2.18) to get |Φ˜Ξ(t+ ∆t)〉. Set t← t+ ∆t.
5. If flag is false, return to step 2. Otherwise, generate a mark ω ∈ Ω according
to the probability measure µω, and set |Φ˜Ξ(t)〉 ← A˜(t, ω)|Φ˜Ξ(t)〉. Generate a
new uniformly distributed random variable Y ∈ [0, 1] and return to step 2.
In the above algorithm, η˜ records the value of η at the last mark, and step 3 uses the
property (2.19) to determine the time of the next mark. When a mark is set at the
current time step, the boolean variable flag is set to be true, and in step 5, a mark
is picked from the mark space. By doing this, the whole process Ξ is generated mark
by mark. At the same time, the value of η(t) at the trajectory |Φ˜Ξ(t)〉 is obtained
at all discrete times, and thus |ΦΞ(t)〉 can be evaluated by |ΦΞ(t)〉 = eη(t)|Φ˜Ξ(t)〉.
Regarding the computational cost, it can be seen that at each time step for a single
trajectory, we need to evaluate the integral over Ω for O(1) times (depends on the
Runge-Kutta method used), apply Heasy for O(1) times, and apply A˜(t, ω) at most
once.
Remark 2.1. This section gives a general framework for the algorithm. To apply
the algorithm, we need a decomposition (2.1) satisfying the conditions A) to C). In
general, such decomposition should be studied case by case. One standard way is to
decompose the Hamiltonian into non-interacting and interacting parts, where the non-
interacting part will be regarded as Heasy and the interacting part as Hhard. Since the
interacting part usually induces many-body entanglement to the system and is therefore
considered as “hard”.
2.2. QKMC with Z-basis. Let us now consider specific examples of the quan-
tum kinetic Monte Carlo algorithm. In the first example, we take
(2.20) A =
{
|Ψ〉 = a |ψ1〉 ⊗ · · · ⊗ |ψN 〉
∣∣ a ∈ C, |ψi〉 ∈ {|↑〉 , |↓〉}, ∀i}
We call this the Z-basis, since each |Ψ〉 ∈ A is an eigenvector of (one-body or many-
body) Pauli matrices in the z-direction.
It is obvious that we can choose Heasy as
(2.21) Heasy(t) =
N∑
k=1
m
(k)
3 σ
(k)
3 +
∑
1≤j<k≤N
γjk(t)σ
(j)
3 σ
(k)
3 ,
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since for U(t, s) defined as (2.10),
(2.22) U(t, s) |Ψ〉 = exp
−i(t− s) N∑
k=1
κkm
(k)
3 − i
∑
1≤j<k≤N
κjκk
∫ t
s
γjk(τ) dτ
 |Ψ〉 ,
where |Ψ〉 is an arbitrary state in A and κk = 〈ψk|σ3 |ψk〉. The sample space for ω
can be chosen as Ω = Ω1 ∪ Ω2, where
(2.23) Ω1 = {k | k = 1, · · · , N}, Ω2 = {(j, k) | j, k = 1, · · · , N, j < k},
and the operator A(t, ω) is set to be
(2.24) A(t, ω) =
{
|Ω|(m(k)1 σ(k)1 +m(k)2 σ(k)2 ), if ω = k ∈ Ω1,
|Ω|γjk(t)(σ(j)1 σ(k)1 + σ(j)2 σ(k)2 ), if ω = (j, k) ∈ Ω2,
where |Ω| = N(N + 1)/2 is the cardinality of Ω. For all ω0 ∈ Ω, the probabilities are
assigned the same:
(2.25) P(ω = ω0) =
1
|Ω| ,
which gives the defintion of µω. The above definitions immediately lead to
(2.26) EωA(t, ω) = Hhard := H −Heasy.
In our implementation, the intensity function λ(t, ω) is chosen as
(2.27) λ(t, ω) =
{
|Ω|∣∣m(k)1 + im(k)2 ∣∣ if ω = k ∈ Ω1,
2|Ω||γjk(t)| if ω = (j, k) ∈ Ω2,
so that the operator A˜(t, ω) defined in (2.14) does not change the magnitude of the
state.
Remark 2.2. The Z-basis can be considered as a weight multiplied by an element
in the finite set
(2.28) S =
{
|ψ1〉 ⊗ · · · ⊗ |ψN 〉
∣∣∣ |ψi〉 ∈ {|↑〉 , |↓〉},∀i} .
From this point of view, the marked point process can be interpreted as a jump process
with state space S. In detail, supposing the current state in the jump process is |Ψ〉,
we can interpret the mark ω at time t as the jump |Ψ〉 → |Φ〉, where |Φ〉 is the only
state in S such that 〈Φ|A(t, ω) |Ψ〉 6= 0. At each jump, the weight is changed to fit
the result of applying A˜(t, ω). Such an interpretation matches the currently proposed
method with the surface hopping method proposed in [1], where each element in S is
considered as a “surface”, and the weight is considered as evolving on the surfaces.
2.3. QKMC with simple tensors. In this case, we choose the subset A to be
all simple tensors in the tensor product space H = (C2)⊗N .
(2.29) A =
{
|Ψ〉 = |ψ1〉 ⊗ · · · ⊗ |ψN 〉
∣∣ |ψi〉 ∈ C2, ∀i}
It is clear that this set is larger than the one of Z-basis.
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In such a case, we can choose Heasy to be
(2.30) Heasy(t) =
N∑
k=1
m(k)(t) · σ(k).
Thus for any |Ψ〉 = |ψ1〉 ⊗ · · · ⊗ |ψN 〉 ∈ A, we have
U(t, s) |Ψ〉 = U (1)(t, s) |ψ1〉 ⊗ · · · ⊗ U (N)(t, s) |ψN 〉 ∈ A,
where
U (k)(t, s) = exp
(
−i
[∫ t
s
m(k)(τ) dτ
]
· σ
)
,
where σ = (σ1, σ2, σ3)
>. The sample space Ω and the probability measure µω are
given by
(2.31)
Ω = {(i, j, k) | i = 1, 2, 3, j, k = 1, · · · , N, j < k}, P(ω = ω0) = 1/|Ω|, ∀ω0 ∈ Ω.
By defining
(2.32) A(t, ω) = |Ω|γjk(t)σ(j)i σ(k)i ,
it is easy to find that EωA(t, ω) = H(t)−Heasy(t). Again, we choose
(2.33) λ(t, ω) = |Ω||γjk(t)|,
so that A˜(t, ω) does not change the norm of the state.
In this method, the evolution equation for η(t) defined in (2.16) is
(2.34)
dη
dt
= 3
∑
1≤j<k≤N
|γjk(t)|.
In the method using Z-basis (see Section 2.2), we have
(2.35)
dη
dt
=
N∑
k=1
∣∣m(k)1 + im(k)2 ∣∣+ 2 ∑
1≤j<k≤N
|γjk(t)|.
Therefore, if the coupling intensity is significantly smaller than the control field, the
growing rate of η(t) in (2.35) is larger than that in (2.34), which indicates larger
variance in the numerical solution with Z-basis.
3. Analysis of the sampling variance. In this section, we discuss the evolu-
tion of the numerical error for the above algorithm. Suppose Ntraj trajectories are
used in the simulation. Then the numerical solution is
(3.1) |Ψnum(t)〉 = 1
Ntraj
Ntraj∑
i=1
|ΦΞi(t)〉 ,
where Ξi is the realization of the marked point process corresponding to the i-th
trajectory, and Ξi and Ξj are independent of each other if i 6= j. Define |Ψerr(t)〉 as
the difference between the numerical solution and the exact solution:
(3.2) |Ψerr(t)〉 = |Ψnum(t)〉 − |Ψ(t)〉 .
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Apparently E |Ψerr(t)〉 = 0. Therefore the variance of |Ψerr(t)〉 is
(3.3) σ2 = E 〈Ψerr(t)|Ψerr(t)〉 ,
which will be estimated below.
Inserting (3.1) and (3.2) into (3.3) and using the fact that EΞi |ΦΞi(t)〉 = |Ψ(t)〉
for any i, we have
(3.4) σ2 =
1
N2traj
Ntraj∑
i=1
Ntraj∑
j=1
EΞi,Ξj
〈
ΦΞi(t)
∣∣ΦΞj (t)〉− 〈Ψ(t)|Ψ(t)〉 .
Since all trajectories are independent, in the above sum, the terms with i 6= j can be
directly evaluated, which yields
(3.5) σ2 =
1
Ntraj
EΞ 〈ΦΞ(t)|ΦΞ(t)〉 − 1
Ntraj
〈Ψ(t)|Ψ(t)〉 .
This equation shows that the the variance is proportional to the inverse of the number
of trajectories, which is of course typical for Monte Carlo algorithms.
To further estimate EΞ 〈ΦΞ(t)|ΦΞ(t)〉, we use the definition of the trajectory (2.13)
to get
(3.6)
〈ΦΞ(t)|ΦΞ(t)〉 6 exp
(
2
∫ t
0
∫
Ω
λ(s, ω) dµω ds
)( M∏
m=1
‖A˜(tm, ωm)‖
)2
〈Ψ(0)|Ψ(0)〉 ,
where ‖ · ‖ is the operator norm, and we have used the fact that U(·, ·) is a unitary
operator. If the intensity function λ(t, ω) is chosen such that there exist constants Λ
and α˜ satisfying
(3.7) |λ(t, ω)| 6 Λ and ‖A˜(t, ω)‖ 6 α˜, ∀t ∈ R+, ∀ω ∈ Ω,
we can apply (2.15) to get
(3.8) EΞ 〈ΦΞ(t)|ΦΞ(t)〉 6 eΛt 〈Ψ(0)|Ψ(0)〉
+∞∑
M=0
tM
M !
ΛM α˜2M = eΛ(1+α˜
2)t 〈Ψ(0)|Ψ(0)〉 .
Here one sees that the variance grows exponentially with respect to t.
Note that the equation (3.6) becomes an equality if every operator A(t, ω) is a
unitary operator multiplied by a positive constant α. This condition holds for (2.32)
if we have either γjk(t) ≡ 0 or γjk(t) ≡ γ for any j, k, and in this case, we have
α = ‖A(t, ω)‖ = Ncγ, where Nc is the number of the pairs of coupling spins, i.e. the
number of γjk which are not zero. Since ‖A˜(t, ω)‖ = ‖A(t, ω)‖/λ(t, ω) = α/λ(t, ω), we
need a lower bound of λ(t, ω) to get a finite α˜ as defined in (3.7). Assume λ(t, ω) > `,
and then the estimation (3.8) becomes
(3.9) EΞ 〈ΦΞ(t)|ΦΞ(t)〉 6 etΛ[1+(α/`)2] 〈Ψ(0)|Ψ(0)〉 .
Using the inequality
(3.10) Λ[1 + (α/`)2] > Λ[1 + (α/Λ)2] > 2α,
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we get a minimum value for the right hand side of (3.9), which can be achieved when
λ(t, ω) ≡ ` = Λ = α. Such a choice also turns (3.8) and (3.9) into equalities, and we
eventually have
(3.11) EΞ 〈ΦΞ(t)|ΦΞ(t)〉 = e2αt 〈Ψ(0)|Ψ(0)〉 .
In fact, we can also show in this case that the variance is minimized by choosing
λ(t, ω) ≡ α. To simplify the notation, we define
(3.12) wΞ(t) = exp
(∫ t
0
∫
Ω
λ(s, ω) dµω ds
) M∏
m=1
α
λ(tm, ωm)
.
Then 〈ΦΞ(t)|ΦΞ(t)〉 = [wΞ(t)]2 〈Ψ(0)|Ψ(0)〉. Applying (2.15) to wΞ(t) yields EΞwΞ(t) =
eαt, and thus we get the following estimation of the lower bound:
EΞ 〈ΦΞ(t)|ΦΞ(t)〉 = 〈Ψ(0)|Ψ(0)〉EΞ[wΞ(t)]2
> 〈Ψ(0)|Ψ(0)〉 [EΞwΞ(t)]2 = e2αt 〈Ψ(0)|Ψ(0)〉 .
(3.13)
From (3.11), it is clear that λ(t, ω) = α gives the optimal intensity function.
The above analysis also explains the reason for our choice (2.33). When γjk(t) is
either zero or a fixed constant γ as stated in the begining of the previous paragraph,
we can naturally remove the tuples (i, j, k) with γjk(t) ≡ 0 from the sample space Ω
defined in (2.31), and then |Ω| = Nc and (2.33) becomes λ(t, ω) = Ncγ = α, which
gives exactly the optimal intensity function.
4. Numerical results.
4.1. Examples with few spins: Validity check. To verify the algorithm, we
first consider some simple cases with only a few spins. The magnetic field (m1(t),m2(t))
is chosen as
m1(t) = cos(ωt), m2(t) = sin(ωt)
withe ω = −0.5, and m(k)3 = 1 is used for all the spins. Assuming that each spin
interacts only with its adjacent spins, and all the interaction strengths are equal, we
have that
γjk(t) = γ0δ1,|j−k|.
Initially, we assume that all the spins have the same state |↑〉:
(4.1) |Ψ(0)〉 = |↑〉⊗N ,
and we are concerned about the evolution of the probability for the “all spin-down”
state:
(4.2) p(t) = 〈Ψ(t)|B|Ψ(t)〉 , B = |Ψdown〉 〈Ψdown| ,
where |Ψdown〉 = |↓〉⊗N . For small N , we use a deterministic Runge-Kutta solver to
provide reference solutions.
In Figure 4.1, we show the numerical results using QKMC with Z-basis. The
cases with one spin to four spins are considered, and the coupling intensity γ0 is set
to be 0.05. For all the four cases, 1,000,000 trajectories are used. It can be seen that
when t is large, the numerical solution of QKMC becomes oscillatory and unreliable,
11
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Fig. 4.1: Numerical tests of QKMC with Z-basis, γ0 = 0.05
due to the large sample variance. As the number of spins increases, the reliable part
of the curve becomes shorter.
Better results can be obtained using the QKMC with simple tensors. Figure 4.2
shows the numerical results with the same settings. The number of trajectories is
again 1,000,000. For this method, when only one spin is present, the algorithm is
identical to the deterministic ODE solver. In all the four cases, two complete cycles
are obtained without obvious oscillation.
In the case of 4 spins, we also check the numerical error for QKMC with simple
tensors. Using the result of the deterministic solver as the reference solution
∣∣Ψref(t)〉,
we plot the evolution of the 2-norm of numerical error |Ψerr(t)〉 = |Ψnum(t)〉−∣∣Ψref(t)〉:
(4.3) eNtraj(t) =
√
〈Ψerr(t)|Ψerr(t)〉,
where |Ψnum(t)〉 is the numerical solution of QKMC with Ntraj trajectories. Figure
4.3 shows the reduction of the error as the number of trajectories increases, and the
order of convergence is calculated in Figure 4.4. It is obvious that the numerical
order is around 1/2 for all t, which indicates that the expected convergence rate in
the Monte Carlo method is achieved in our numerical test.
4.2. High dimensional tests. The cases with more spins are shown in Figure
4.5. Here we consider weaker coupling intensity γ0 = 0.01, while the number of spins
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Fig. 4.2: Numerical tests of QKMC with simple tensors, γ0 = 0.05
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the y-axis is the numerical order obtained as indicated in the legend.
ranges from 10 to 40. In these cases, the method with Z-basis needs a huge number
of trajectories to get meaningful results, which is out of our current computational
capacity. However, by using 8, 000, 000 trajectories, two complete cycles are still well
obtained using QKMC with simple tensors. For 10 and 20 spins, the numerical results
are again validated by comparison with the reference results. For 30 and 40 spins, the
reference solutions are not provided since the computational time for a deterministic
solver is not affordable. For the case of 40 spins, the second peak is lower than the
first one, which might indicate some numerical error induced by insufficient number
of trajectories.
4.3. Numerical examples with random parameters. In this example, we
assume that the interactions and the energy splittings are random. For spin interac-
tions, we let Ic be the set of all possible interaction pairs:
(4.4) Ic = {(j, k) | 1 ≤ j < k ≤ N}.
For each trajectory, we randomly pick a subset I ⊂ Ic with N − 1 elements. Using
U(a, b) to denote the uniform distribution in [a, b], we set the coupling intensity to be
(4.5) γjk(t)
{ ∼ U(γ0 −∆γ, γ0 + ∆γ), if (j, k) ∈ I,
= 0, otherwise.
The energy splitting m
(k)
3 is also assumed to be uniformly distributed:
(4.6) m
(k)
3 ∼ U(0.9, 1.1).
The initial condition is the same as (4.1).
Figure 4.6 shows the results of p(t) with γ0 = 0.05 and ∆γ = 0.005 for one
to four spins, and the number of trajectories is again 1, 000, 000. Different from the
deterministic cases in Section 4.1, the second peak is slightly lower than the first peak,
which indicates some cancellation between different interaction patterns. Similarly, we
also consider the case with weaker coupling intensity γ0 = 0.01, ∆γ = 0.001 but more
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Fig. 4.5: Numerical tests of QKMC with simple tensors, γ0 = 0.01
spins. Smooth results can be obtained with 8, 000, 000 trajectories for as many as 40
spins. Figure 4.7 also shows the lower second peaks, which indicates the qualitatively
correct behavior of the numerical solution.
5. Conclusion. In this work, we propose a stochastic method to solve the multi-
spin dynamics. The method is derived from a quite general framework and the multi-
spin dynamics appears here to be an interesting application. Numerical experiments
show that very small “flipping probabilites” can be well captured by this method in
a system with as many as 40 spins. Future work includes other applications of this
framework and numerical techniques reducing the variance in the solution and better
preserving the conservative quantities.
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