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Abstract
To construct a supersymmetric theory for a fermionic D-brane moving in a space-time
Y , modeled by smooth maps ϕ̂ : (X̂Az, Ê ; ∇̂) → Y from an Azumaya/matrix supermanifold
XAz with a fundamental module Ê with a connection ∇̂ to Y , one needs to impose some
SUSY-Rep Compatible Conditions on (∇̂, ϕ̂). In this work, we begin the task to address
such issues. To begin, we focus on the theory for dynamical fermionic D3-branes, in which
the d = 4, N = 1 supersymmetry algebra is involved.
As the necessary background to construct from the aspect of Grothendieck’s Algebraic
Geometry dynamical fermionic D3-branes along the line of Ramond-Neveu-Schwarz super-
strings in string theory, three pieces of the building blocks are given in the current notes:
(1) basic C∞-algebrogeometric foundations of d = 4, N = 1 supersymmetry and d = 4,
N = 1 superspace in physics, with emphasis on the partial C∞-ring structure on the
function ring of the superspace,
(2) the notion of SUSY-rep compatible hybrid connections on bundles over the superspace
to address connections on the Chan-Paton bundle on the world-volume of a fermionic
D3-brane,
(3) the notion of D̂-chiral maps ϕ̂ from a d = 4 N = 1 Azumaya/matrix superspace with
a fundamental module with a SUSY-rep compatible hybrid connection ∇̂ to a complex
manifold Y as a model for a dynamical D3-branes moving in a target space(-time).
Some test computations related to the construction of a supersymmetric action functional
for SUSY-rep compatible (∇̂, ϕ̂) are given in the end, whose further study is the focus of a
separate work. The current work is a sequel to D(11.4.1) (arXiv:1709.08927 [math.DG]) and
D(11.2) (arXiv:1412.0771 [hep-th]) and is the first step in the supersymmetric generalization,
in the case of D3-branes, of the standard action functional for D-branes constructed in
D(13.3) (arXiv:1704.03237 [hep-th]).
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N = 1 Fermionic D3-Branes in RNS Formulation I. Foundations
0. Introduction and outline
From the aspect of Grothendieck’s Algebraic Geometry ([Har]; [Ei], [E-H]), a dynamical D-
brane ([Po1], [Po2]), a notion developed first by Polchinski and his group, moving in a target
space(-time) Y can be described as a ‘morphism ϕ’ from an ‘Azumaya locally-ringed space’
with a fundamental module with a connection to Y ([L-Y1] (D(1)), [Liu]; see also [H-W], [Wi5]).
Mathematically, depending on the context, this ‘Azumaya locally-ringed space’ can an Azumaya
scheme ([L-Y1] (D(1)), [L-L-S-Y] (D(2)), [L-Y2] (D(6))) or an Azumaya C∞-scheme ([L-Y3]
(D(11.1))) XAz, if one considers only bosonic D-branes, or an Azumaya super C∞-scheme X̂Az
([L-Y4] (D(11.2))), if one also takes into account fermionic D-branes, while the ‘morphism’
turns out to have to be defined cotravariantly as an equivalence class of gluing systems of ring-
homomorphisms
ϕ] : OY −→ OAzX (resp. ϕ̂] : OY −→ ÔAzX )
from the equivalence class of gluing systems of local function rings on Y to that on XAz (resp.
X̂Az) in each context in order to match basic Higgsing-un-Higgsing physical behaviors of D-
branes, ([L-Y1] (D(1)), [L-Y5] (D(11.3.1)), [L-Y9] (D(11.4.1))). There is something still missing
in this picture in the case of dynamical fermionic D-branes:
· To construct a supersymmetric theory for a fermionic D-brane moving in a space-time
ϕ̂ : (X̂Az, Ê ; ∇̂) −→ Y ,
one needs to impose some constraints on the connection ∇̂ on the fundamental module Ê
of X̂Az and ϕ̂] that defines the morphism ϕ̂ so that the true physical degrees of freedom
(including both the dynamical and the non-dynamical ones) in the problem match with
those dictated by the related representations of the supersymmetry algebra involved, i.e.
‘SUSY-Rep Compatible Conditions’ on (∇̂, ϕ̂]).
([L-Y9: Sec. 3.1] (D(11.4.1))). In this work, we begin the task to address such issues. As the
supersymmetry algebras in different dimensions behave slightly differently, to begin, we focus
on the theory for dynamical fermionic D3-branes, in which the d = 4, N = 1 supersymmetry
algebra is involved.
As the necessary background to construct from the aspect of Grothendieck’s Algebraic Ge-
ometry dynamical fermionic D3-branes along the line of Ramond-Neveu-Schwarz superstrings
in string theory, three pieces of the building blocks are given in the current notes:
(1) basic C∞-algebrogeometric foundations of d = 4, N = 1 supersymmetry and d = 4, N = 1
superspace in physics, with emphasis on the partial C∞-ring structure on the function ring
of the superspace, (Sec. 1);
(2) the notion of SUSY-rep compatible hybrid connections on bundles over the superspace
to address connections on the Chan-Paton bundle on the world-volume of a fermionic
D3-brane, (Sec. 2);
(3) the notion of D̂-chiral maps ϕ̂ from a d = 4 N = 1 Azumaya/matrix superspace with
a fundamental module with a SUSY-rep compatible hybrid connection ∇̂ to a complex
manifold Y as a model for a dynamical D3-branes moving in a target space(-time), (Sec.
3 and Sec. 4).
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Some test computations related to the construction of a supersymmetric action functional for
SUSY-rep compatible (∇̂, ϕ̂) are given in the end (Sec. 5), whose further study is the focus of
a separate work. The current work is a sequel to [L-Y9] (D(11.4.1)) and [L-Y4] (D(11.2)) and
is the first step in the supersymmetric generalization, in the case of D3-branes, of the standard
action functional for D-branes constructed in [L-Y8] (D(13.3)).
Remark on footnotes Various footnotes are added to illuminate further the main text without
causing distractions. They can be skipped at the first reading. Footnotes that are familiar
to physicists but unfamiliar to mathematicians are started with a ‘Note for Mathematicians’.
Similarly, footnotes that are familiar to mathematicians but unfamiliar to physicists are started
with a ‘Note for Physicists’.
Remark on sign-related elementary details Many computations in the work involve sign-factors
(−1)• or parity conjugations that arise from passing (cohomological degree, parity) bi-graded
objects and the conventions chosen. Their details are provided whenever appropriate not because
they are difficult but, rather, because they are so simple yet tedious that they become a source
of errors. More often than not, such sign-factors or parity-conjugation influence the result and
its applications very much and hence deserve a special effort to record them accurately.
Convention. References for standard notations, terminology, operations and facts are1
(1) differential geometry: [Hi], [K-N];
(2) algebraic geometry: [Har]; C∞-algebraic geometry: [Joy];
(3) graded bundles and supermanifolds: [Man], [S-W]; also [CB], [C-C-F], [DeW];
(4) superstring theory: [Gr-S-W], [Po2], [B-B-S]; D-branes: [Po1], [Po2]; also [Joh], [Sz2];
(5) supersymmetry (mathematical aspect): [D-F1], [D-F2], [D-M], [Freed];
(6) supersymmetry (physical aspect, especially d = 4, N = 1 case): [We-B], [G-G-R-S], [West1];
also [Ar], [Bi], [Freund], [Gi], [St], [Te], [Wei].
· For clarity, the real line as a real 1-dimensional manifold is denoted by R1, while the field
of real numbers is denoted by R. Similarly, the complex line as a complex 1-dimensional
manifold is denoted by C1, while the field of complex numbers is denoted by C.
· The inclusion ‘R ⊂ C’ is referred to the field extension of R to C by adding √−1, unless
otherwise noted.
· R̂ : the Z/2-graded R-algebra of real Grassmann numbers in question;
Ĉ : the Z/2-graded C-algebra of complex Grassmann numbers in question.
· All manifolds are paracompact, Hausdorff, and admitting a (locally finite) partition of
unity. We adopt the index convention for tensors from differential geometry. In particular,
the tuple coordinate functions on an n-manifold is denoted by, for example, (y1, · · · yn).
However, no up-low index summation convention is used.
· For this note, ‘differentiable’, ‘smooth’, and C∞ are taken as synonyms.
· group action vs. action functional for D-branes.
1Note for mathematicians There are different sets of standard conventions and notations in the physicists’
superworld. One first has to be familiar with all of them and then choose or make her/his own to proceed. All the
grading-or-supersymmetry-related conventions or notations used in the current work are stated explicitly along
our way to avoid confusions. The following six works influence our setup very strongly: [D-F2]; [Man], [S-W];
[We-B], [G-G-R-S], and [West1].
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· dimensions d = 4 vs. the exterior differential operator d.
· For a sheaf F on a topological space X, the notation ‘s ∈ F ’ means a local section s ∈ F(U)
for some open set U ⊂ X.
· For an OX -module F , the fiber of F at x ∈ X is denoted F|x while the stalk of F at x ∈ X
is denoted Fx.
· coordinate-function index, e.g. (y1, · · · , yn) for a real manifold vs. the exponent of a power,
e.g. a0y
r + a1y
r−1 + · · · + ar−1y + ar ∈ R[y].
· the collective fermionic coordinate-functions (θ, θ¯) := (θ1, θ2, θ¯1˙, θ¯2˙)
vs. the ideal m̂ := (θ1, θ2, θ¯1˙, θ¯2˙) generated by θ1, θ2, θ¯1˙, θ¯2˙.
· derivations ξ, η vs. sections (ξ, η¯) of the Dirac spinor bundle S′ ⊕ S′′.
· principal bundle P vs. operator P .
· Various brackets : [A,B] := AB −BA, {A,B} := AB +BA,
[A,B} := AB − (−1)p(A)p(B)BA, where p( • ) is the parity of • .
· The switching between a (locally free) sheaf of modules and a vector bundle is taken freely,
whichever is conceptually or notationwise more convenient.
· Convention 1.3.5 on passings of (cohomological degree, parity) bi-graded objects;
Convention 2.1.5 on End ÔX(Ê)-valued 1-forms on the d = 4, N = 1 superspace X̂;
Convention 2.2.1 on left operators, right operators, and their compositions.
· The current Note D(14.1) continues the study in
[L-Y4] D-branes and Azumaya/matrix noncommutative differential geometry, II: Azumaya/
matrix supermanifolds and differentiable maps therefrom - with a view toward dynam-
ical fermionic D-branes in string theory, arXiv:1412.0771 [hep-th]. (D(11.2))
[L-Y9] Further studies of the notion of differentiable maps from Azumaya/matrix super-
manifolds, I. The smooth case: Ramond-Neveu-Schwarz and Green-Schwarz meeting
Grothendieck, arXiv:1709.08927 [math.DG]. (D(11.4.1))
[L-Y8] Dynamics of D-branes II. The standard action - an analogue of the Polyakov action
for (fundamental, stacked) D-branes, arXiv:1704.03237 [hep-th]. (D(13.3))
Other notations and conventions follow ibidem when applicable.
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Outline
0. Introduction
1. The d = 4, N = 1 superspace X̂ from the aspect of super C∞-Algebraic Geometry
1.1 A word on C∞-Algebraic Geometry and super C∞-Algebraic Geometry
1.2 The d = 4, N = 1 superspace as a super C∞-scheme with complexification
1.3 Calculus on the d = 4, N = 1 superspace X̂
1.4 Supersymmetry transformations of and related objects on X̂
2. d = 4, N = 1 Azumaya/matrix superspaces X̂Az with a fundamental module with a connection
2.1 Lessons from left connections on the Chan-Paton bundle Ê over X̂
2.2 Hybrid connections on the Chan-Paton bundle Ê over X̂
2.3 Simple hybrid connections on Ê that ring with the vector representation of the d = 4, N = 1
supersymmetry
2.4 d = 4, N = 1 Azumaya/matrix superspaces X̂Az
3. The D̂-chiral and the D̂-antichiral structure sheaf of X̂Az
3.1 The D̂-chiral structure sheaf and the D̂-antichiral structure sheaf of X̂Az
3.2 Normal form of D̂-chiral sections and D̂-antichiral sections of ÔAzX
4. D̂-chiral map from (X̂Az, Ê ; ∇̂) to a complex manifold
· Step 1: Smooth map from (X̂Az, Ê) to a real manifold
· Step 2: Smooth map from (X̂Az, Ê) to a complex manifold
· Step 3: D̂-chiral/D̂-antichiral map from (X̂Az, Ê ; ∇̂) to a complex manifold
5 D̂-chiral maps from (X̂Az, Ê ; ∇̂) to a Ka¨hler manifold and the N = 1 Super D3-Brane Theory
in Ramond-Neveu-Schwarz formulation
· Fermionic D3-branes and D̂-chiral maps ϕ̂ from (X̂Az, Ê ; ∇̂) to a Ka¨hler manifold
· The standard supersymmetry-invariant action functional for ∇̂
· Given ∇̂, the standard supersymmetry-invariant action functional for ϕ̂:
Zumino meeting Polchinski & Grothendieck
· (Fundamental) N = 1 Super (Stacked) D3-Brane Theory in the RNS formulation
Appendix Basic moves for the multiplication of two superfields
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1 The d = 4, N = 1 superspace X̂ from the aspect of super
C∞-Algebraic Geometry
1.1 A word on C∞-Algebraic Geometry and super C∞-Algebraic Geometry
C∞-Algebraic Geometry (resp. super C∞-Algebraic Geometry) is the study of smooth manifolds
(resp. superspaces, originated from physicists’ study of supersymmetry), sheaves thereover, and
morphisms in-between all from the aspect of Grothendieck’s modern Algebraic Geometry.2 A
beginning central object/notion is the notion of a C∞-ring ([Joy] and more references therein).
This is a ring R that admits operations on its elements more than just the two binary ones,
addition + and multiplication · :
· For any f ∈ C∞(Rk), f(r1, · · · , rk) ∈ R is defined for all r1, · · · , rk ∈ R.
And this collection of C∞-operations has to satisfy a few compatibility conditions and normal-
ization conditions. This is the additional structure that characterizes the function-ring C∞(X)
of a smooth manifold X than just a ring (R,+, ·) in Algebra (e.g. [Ja]).
Since the binary operation + is the operation associated to the f ∈ C∞(R2), f(x1, x2) =
x1 + x2, which is the same as x2 + x1, a C∞-ring is always commutative. Thus, when one
wants to generalize such a notion to the super case, one has to decide what to choose in a
noncommutative ring to make a C∞-ring. For a superring (i.e. a ring R that is equipped with
a Z/2-grading R = Reven ⊕Rodd) that is Z-commutative, the choice is immediate: Its even part
Reven is a commutative ring, and one should require Reven be a C
∞-ring.
2These mild words are meant only to reduce the psychological barrier to access C∞-Algebraic Geometry and
Super C∞-Algebraic Geometry. There is unfortunately no short-cut here. Readers are referred to [Joy] for a
review, upgrade and references of C∞-Algebraic Geometry and [L-Y9: Sec. 1.3 & Sec. 1.4] (D(11.4.1) for a
natural super extension of a minimal set of basic notions in C∞-Algebraic Geometry that are used in the current
notes. They are all motivated by one belief (1) and two considerations (2) & (3):
(1) There should be a final mathematical language on Super Geometry that follows Grothendieck’s construction
of modern Algebraic Geometry. Furthermore, since a super smooth manifold is meant to be a generalization
a smooth manifold and the function-ring of the latter is a C∞-ring, a notion of super C∞-ring, related
modules, and morphisms should be the starting building blocks of this final language.
(2) This final language should already take physicists’ setting of supersymmetry into account. In particular,
most materials in the standard textbooks (e.g. [We-B]; also [G-G-R-S], [West1]) should be all rephrasable
immediately in this final language.
(3) It should has a feedback to physics, where its origin lies.
This “final mathematical language” is not yet in existence in a completed format as in Algebraic Geometry
but several algebraic-geometry-based mathematical studies of superspace have been around (e.g. [Man] (1988),
[S-W] (1989), [C-C-F] (2011)). Besides the algebrogeometric setting of a superspace/supermanifold as a Z/2-
graded-locally-ringed topological space, i.e. superscheme and the role of spinors to odd functions on the super-
space/supermanifold, the setting in [L-Y4] (D(11.2)), [L-Y9] (D(11.4.1)), and continued in the current notes, is
guided further by the requirement that it needs to answer the following three questions:
Q1 Can it be used to easily describe superspaces and supersymmetry in [We-B], [G-G-R-S], [West1]?
Q2 Can it be used to easily describe fermionic strings as in [Gr-S-W], [Po2]?
Q3 Can it be used to easily describe fundamental fermionic D-branes in a way that takes key physical features
of D-branes into account?
For that, one has to be able to address in particular the notion of smooth map from a superspace/supermanifold to
a smooth manifold. Since the function ring of a smooth manifold is a C∞-ring, this naturally leads us to bring out
the notion of partial C∞-ring structure and the C∞-hull of the Z/2-graded function ring of a superspace. Such
notion/structure can then be generalized to Azumaya/matrix supermanifold and becomes part of the structure
on the function ring of a fermionic D-brane or the world-volume of a fermionic D-brane.
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Definition 1.1.1. [super C∞-ring, C∞-hull, partial C∞-ring structure] Let
R = Reven ⊕ Rodd be a Z/2-graded, Z/2-commutative ring. We call R a super C∞-ring if its
even part Reven is endowed with a C
∞-ring structure. Reven with the C∞-ring structure is then
called the C∞-hull of R. We say also that R is equipped with a partial C∞-ring structure.
Example 1.1.2. [function-ring of super real line] (Cf. d = 1, N = 2 superspace.) The
function-ring C∞(R1|2) of the 1-dimensional super real line R1|2 with two fermionic generators
θ1, θ2 is the Z/2-graded, Z/2-commutative superpolynomial ring
C∞(R1)[θ1, θ2]anti-c :=
C∞(R1)〈θ1, θ2〉
(fθµ − θµf , θµθν + θνθµ | f ∈ C∞(R1) ; µ, ν = 1, 2)
with coefficients in C∞(R1). (Cf. [L-Y9: Example/Definition 1.3.2] (D(11.4.1)).) Its even part
is given by the polynomial rings in θ1θ2 with coefficients in C∞(R1)
C∞(R1|2)even = C∞(R1)[θ1θ2] = {f + gθ1θ2|f, g ∈ C∞(R1)} ,
whose C∞-ring structure is given by
h(f1 + g1θ
1θ2, · · · , fk + gkθ1θ2) = h(f1, · · · , fk) +
k∑
i=1
(∂ih)(f1, · · · , fk)(giθ1θ2) ,
for any f1 + g1θ
1θ2, · · · , fk + gkθ1θ2 ∈ C∞(R1)[θ1, θ2]anti-c, h : Rk → R smooth, and k ∈ Z≥1.
Here, ∂ih is the partial derivative of h with respect to its i-th argument.
With these mild words and an example as an introduction, readers are referred to the prepara-
tory notes [L-Y9: Sec. 1.3 & Sec. 1.4] (D(11.4.1)) for the basic notions, objects, and terminologies
in super C∞-Algebraic Geometry that will be freely used in the current notes. Two lemmas3
from ibidem are quoted below; they will play a key role in our construction later:
Lemma 1.1.3. [C∞ evaluation after nilpotent perturbation] [L-Y9: Lemma 1.2.1]
(D(11.4.1).) Given a C∞-ring R, let r1, · · · , rk ∈ R and n1, · · · , nk be nilpotent elements in R
with nl+11 = · · · = nl+1k = 0. Then, for any h ∈ C∞(Rk), the element h(r1+n1, · · · , rk+nk) ∈ R
from the C∞-ring structure of R is given explicitly by
h(r1 + n1, · · · , rk + nk) =
kl∑
d=0
1
d1! · · · dk!
∑
d1+ ···+dk=d
(∂ d11 · · · ∂ dkk h)(r1, · · · , rk) · nd11 · · · ndkk ,
where ∂ d11 · · · ∂ dnn h ∈ C∞(Rk) is the partial derivative of h with respect to the first variable
d1-times, the second variable d2-times, ..., and the k-th variable dk-times.
Lemma 1.1.4. [extension of C∞-ring structure] ([L-Y9: Lemma 1.2.2] (D(11.4.1).)) Let R
be a C∞-ring and S = R⊕N be a commutative R-algebra with N l+1 = 0 for some l ∈ Z≥1. Then,
S admits a unique C∞-ring structure such that both the built-in ring-monomorphism R ↪→ S
and the built-in ring-epimorphism S → R are C∞-ring-homomorphisms.
3For the case of superrings R̂ constructed from an extension of an ordinary ring R by fermionic variables, it is
also natural to just require that R be a C∞-ring. Lemma 1.1.3 and Lemma 1.1.4 say that actually the C∞-ring
structure on R extends to a C∞-ring structure on R̂ even for free and that the extension is canonical.
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1.2 The d = 4, N = 1 superspace as a super C∞-scheme with complexification
Physicists’ “superspace” in the study of Supersymmetry & Supergravity is meant to be a “space”
with not only the ordinary commuting coordinates as for the charts of an ordinary manifold but
also anticommuting “fermionic coordinates” so that a supersymmetry can act on this space.
Mathematically in terms of Algebraic Geometry, “coordinates” are nothing but the generating
elements of the function-ring of that space. Before the polishment by further details, this gives
one the first reason why a physicists’ superspace “should” be naturally described as a super
C∞-scheme in Super C∞ Algebraic Geometry. We explain in this subsubsection in four steps
how this is realized and how a spinor bundle comes into play and influences the C∞-scheme
structure for the case d = 4, N = 1 superspace.
(a) Basic setup: The 4-dimensional Minkowski space-time X and spinor bundles thereupon
Let X be the Minkowski space-time R3+1, with global coordinates (x0, x1, x2, x3), the Minkowski
metric ds2 = −(dx0)2+(dx1)2+(dx2)2+(dx3)2, and the orientation given by dx0∧dx1∧dx2∧dx3.
Let C∞(X) be the ring of smooth functions on X, it is a C∞-ring. The corresponding structure
sheaf on X is denoted by OX ; the locally-ringed space (X,OX) is a C∞-scheme, denoted also
in the short-hand X.
Proper orthochronous frames on X gives rise to the principal SO ↑(3, 1)-bundle P over X,
where SO ↑(3, 1) is the connected component of the Lorentz group O(3, 1) that contains the iden-
tity element. P is canonically trivialized by the flat Levi-Civita connection from the Minkowski
metric ds2 on X. Associated to the irreducible real spinor representation of SO ↑(3, 1) and the
two irreducible complex spinor representations (12 , 0) and (0,
1
2) of the analytic complexification
SO ↑(3, 1)C of SO ↑(3, 1) are the real spinor bundle S and two complex spinor bundles S′ and S′′
on X. The former has real rank 4 while the latter have complex rank 2 each and are complex
conjugate to each other. The three are related by
S C := S ⊗R C ' S′ ⊕ S′′ .
Sections of S (resp. S′⊕S′′, S′, S′′) are called Majorana spinors (resp. Dirac spinors, chiral Weyl
spinors, antichiral Weyl spinors) on X. As associated bundles to P or its fiberwise-complexified
SO ↑(1, 3)C-bundle P C, the induced flat connection on S, S′, S′′ gives a built-in trivialization of
these spinor bundles. The term ‘constant sections’ of any of these spinor bundles are referred to
‘sections that are constant with respect to this trivialization’. They are the covariantly constant
sections with respect to the induced connection from that on P or P C.
By the identification of the real representation underlying (12 , 0) with the real spinor repre-
sentation, one can fix a quadruple of constant generating sections (ϑ1, ϑ2, ϑ3, ϑ4) of S and a pair
of constant generating sections θ1, θ2 (resp. θ¯1˙, θ¯2˙) of S′ (resp. S′′) such that
θ1 = ϑ1 +
√−1ϑ2 , θ2 = ϑ3 +√−1ϑ4 , θ¯1˙ = ϑ1 −√−1ϑ2 , θ¯2˙ = ϑ3 −√−1ϑ4 .
under the isomorphism S C ' S′ ⊕ S′′. Note that the above relation of constant generating
sections of spinor bundles is a realization of the statement that, in four dimensions, a Majo-
rana spinor is a Dirac spinor whose antichiral component is the complex conjugate of its chiral
component; (e.g. [G-G-R-S: Sec. 3.1.a]).
(b) From a spinor bundle to its associated super C∞-scheme structure on X
Each of the spinor bundles S, S′, S′′, S′ ⊕ S′ defines a super C∞-scheme structure on the
4-dimensional Minkowski space-time X as follows; cf. [L-Y9: Example 1.4.5] (D(11.4.1)).4
4Note that the convention here is slightly different from that of [L-Y9: Example 1.4.5] (D(11.4.1)), where it
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(b.1) The super C∞-scheme structure on X associated to the Majorana spinor bundle S
In this case, local sections of the Grassmann-algebra bundle associated to S∧•
RS :=
⊕4
l=0
∧l
RS (with
∧0
R S := the constant R-line bundle R over X)
over X defines a sheaf RÔX of Z/2-graded, Z/2-commutative OX -algebras on X, with
RÔX(U) = C∞(
∧•
RS|U )
for an open set U ⊂ X and the Z/2-grading given by
RÔX, even := sheaf of sections of
∧even
R S := R⊕
∧2
R S ⊕
∧4
R S
and RÔX, odd := sheaf of sections of
∧odd
R S := S ⊕
∧3
R S .
By Lemma 1.1.3 and Lemma 1.1.4, the C∞-ring structure on C∞(U) extends uniquely and
canonically to a C∞-ring structure on
C∞(
∧even
R S|U ) = C∞(U)[ϑ1|U , ϑ2|U , ϑ3|U , ϑ4|U ]anti-ceven
= C∞(U)[(ϑ1ϑ2)|U , (ϑ1ϑ3)|U , (ϑ1ϑ4)|U , (ϑ2ϑ3)|U , (ϑ2ϑ4)|U , (ϑ3ϑ4)|U ] .
This renders RÔX a sheaf of super C∞-rings on X.
Definition 1.2.1. [super C∞-scheme RX̂ associated to S] We call the locally-ringed space
RX̂ := (X, RÔX) the super C∞-scheme associated to the Majorana spinor bundle S on X.
(b.2) The super C∞-scheme structure on X associated to the chiral Weyl spinor bundle S′
In this case, local sections of the real-complex-mixed Grassmann-algebra bundle associated to S′∧•
R,CS
′ := R⊕⊕2l=1 ∧lCS′
over X defines a sheaf Ô ′X of Z/2-graded, Z/2-commutative OX -algebras on X, with
Ô ′X(U) = C∞(
∧•
R,CS
′|U )
for an open set U ⊂ X and the Z/2-grading given by
Ô ′X, even := sheaf of sections of
∧even
R,CS
′ := R⊕∧2C S′
and Ô ′X, odd := sheaf of sections of
∧odd
C S
′ := S′ .
By Lemma 1.1.3 and Lemma 1.1.4, the C∞-ring structure on C∞(U) extends uniquely and
canonically to a C∞-ring structure on
C∞(
∧even
R,CS
′|U ) = C∞(U)R,C[θ1|U , θ2|U ]anti-ceven
:= C∞(U)⊕ C∞(U)C · (θ1θ2)|U .
This renders Ô ′X a sheaf of super C∞-rings on X.
is the dual bundle S∨ of a spinor bundle S that is used in the construction. Indeed, algebrogeometrically it is
more natural and functorially correct to think of a fermionic coordinate as a map from the spinor bundle S and
hence a section of the dual bundle S∨, rather than the bundle S itself. (Fortunately, as a module of the principal
SO ↑(3, 1)-bundle P , the two different choices of conventions S vs. S∨ keep the same chirality ( 1
2
, 0) or (0, 1
2
) when
the spinor bundle involved is S′ or S′′.) However, for the purpose of the current notes it is the C∞-ring structure
that matters in the end. We thus adopt the physicists’ convention here, which directly takes a section of a spinor
bundle as giving a fermionic coordinate, to avoid the unnecessary distraction from the burden of notations with
( · )∨ everywhere. A setup, construction, or statement using one convention can always be converted into one
using the other convention.
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Definition 1.2.2. [super C∞-scheme X̂ ′ associated to S′] We call the locally-ringed space
X̂ ′ := (X, Ô ′X) the super C∞-scheme associated to the chiral Weyl spinor bundle S′ on X.
(b.3) The super C∞-scheme structure on X associated to the antichiral Weyl spinor bundle S′
In this case, local sections of the real-complex-mixed Grassmann-algebra bundle associated to S′′∧•
R,CS
′′ := R⊕⊕2l=1 ∧lCS′′
over X defines a sheaf Ô ′′X of Z/2-graded, Z/2-commutative OX -algebras on X, with
Ô ′′X(U) = C∞(
∧•
R,CS
′′|U )
for an open set U ⊂ X and the Z/2-grading given by
Ô ′′X, even := sheaf of sections of
∧even
R,CS
′′ := R⊕∧2C S′′
and Ô ′′X, odd := sheaf of sections of
∧odd
C S
′′ := S′′ .
By Lemma 1.1.3 and Lemma 1.1.4, the C∞-ring structure on C∞(U) extends uniquely and
canonically to a C∞-ring structure on
C∞(
∧even
R,CS
′′|U ) = C∞(U)R,C[θ¯1˙|U , θ¯2˙|U ]anti-ceven
:= C∞(U)⊕ C∞(U)C · (θ¯1˙θ¯2˙)|U .
This renders Ô ′′X a sheaf of super C∞-rings on X.
Definition 1.2.3. [super C∞-scheme X̂ ′′ associated to S′′] We call the locally-ringed space
X̂ ′′ := (X, Ô ′′X) the super C∞-scheme associated to the antichiral Weyl spinor bundle S′′ on X.
(b.4) The super C∞-scheme structure on X associated to the Dirac spinor bundle S′ ⊕ S′′
In this case, local sections of the real-complex-mixed Grassmann-algebra bundle associated to
S′ ⊕ S′′ ∧•
R,C(S
′ ⊕ S′′) := R⊕⊕4l=1 ∧lC(S′ ⊕ S′′)
over X defines a sheaf CÔX of Z/2-graded, Z/2-commutative OX -algebras on X, with
CÔX(U) = C∞(
∧•
R,C(S
′ ⊕ S′′)|U )
for an open set U ⊂ X and the Z/2-grading given by
CÔX, even := sheaf of sections of
∧even
R,C(S
′ ⊕ S′′) := R⊕∧2C(S′ ⊕ S′′)⊕∧4C(S′ ⊕ S′′)
and CÔX, odd := sheaf of sections of
∧odd
C (S
′ ⊕ S′′) := (S′ ⊕ S′′)⊕∧3C(S′ ⊕ S′′) .
By Lemma 1.1.3 and Lemma 1.1.4, the C∞-ring structure on C∞(U) extends uniquely and
canonically to a C∞-ring structure on
C∞(
∧even
R,C(S
′ ⊕ S′′)|U ) = C∞(U)R,C[θ1|U , θ2|U , θ¯1˙|U , θ¯2˙|U ]anti-ceven
:= the even polynomial ring in anticommuting variables θ1|U , θ2|U , θ¯1˙|U , θ¯2˙|U with
the degree-0 coefficient in C∞(U) and all higher-degree coefficients in C∞(U)C .
This renders CÔX a sheaf of super C∞-rings on X.
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Definition 1.2.4. [super C∞-scheme CX̂ associated to S′ ⊕ S′′] The locally-ringed space
CX̂ := (X, CÔX) is called the super C∞-scheme associated to the Dirac spinor bundle S′ ⊕ S′′
on X.
(c) Relation among different super C∞-scheme structures on X
Since all the structure sheaves RÔX , Ô ′X , Ô ′′X , CÔX are extensions of OX by nilpotent elements,
· the underlying topology of the super C∞-schemes RX̂, X̂ ′, X̂ ′′, CX̂ are all canonically
identical to the topology of X, i.e. R4.
Note that though
∧
C is used in the construction of Ô ′X , Ô ′′X , CÔX that involves complex spinor
bundles, all the four sheaves RÔX , Ô ′X , Ô ′′X , CÔX are by default sheaves of OX -algebras. With
X taken also as a super C∞-scheme with the odd part of the structure sheaf identically zero,
then, by construction, all the super C∞ schemes (̂ · ) constructed in Item (b) fit into the sequence
of morphisms of super C∞-schemes
X 
 // any of RX̂, X̂ ′, X̂ ′′, CX̂ // // X ,
with the composition the identity map IdX : X → X of the C∞-scheme X. Furthermore, one
has the following commutative inclusion-quotient diagram of sheaves of super C∞ OX -algebras
CÔX
zzzz
 $$ $$
RÔX
, 
::
## ##
Ô ′X
?
OO

Ô ′′X ,
R2
dd
{{{{
OX
Q1
cc
?
OO
- 
;;
which gives rise contravariantly to a commutative diagram of dominant morphisms and inclusions
between super C∞-schemes
CX̂
||||
 ## ##
RX̂
-
<<
"" ""
X̂ ′
 ?
OO

X̂ ′′ ,
1 Q
cc
{{{{
X
0 P
bb
 ?
OO
-
;;
that all restrict to the identity map IdX on X.
(d) The d = 4, N = 1 superspace
The relations in Item (c) suggest the super C∞-scheme CX̂ := (X, CÔX) as the d = 4, N = 1 su-
perspace. However, one soon finds that in practice it is not very convenient to work on C∞(CX̂).
For example, from the presentation of C∞(CX̂) as a polynomial ring in anti-commuting variables
θ1, θ2, θ¯1˙, θ¯2˙, one would expect derivations on C∞(CX̂) of the form ∂/∂θ1, ∂/∂θ2, ∂/θ¯1˙, ∂/θ¯2˙.
Yet, the natural definition for these differential operators on C∞(CX̂) does not give operations
on C∞(CX̂) at all since new elements with degree-0 coefficients in C∞(X)C can occur. This
consideration leads us to a final revision to the structure sheaf for the d = 4, N = 1 superspace.
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Definition 1.2.5. [d = 4, N = 1 superspace] Continuing the notations in Item (b.4). Let
CÔX ⊂ ÔX be the extension of CÔX as OX -algebras with
ÔX(U) = C∞(
∧•
C(S
′ ⊕ S′′)|U )
for an open set U ⊂ X, where∧•
C(S
′ ⊕ S′′) := ⊕4l=0 ∧lC(S′ ⊕ S′′)
with
∧0
C(S
′ ⊕ S′′) := C by convention. The super C∞-ring structure on CÔX is intact. The
Z/2-grading of ÔX extends that of CÔX :
ÔX, even := sheaf of sections of
∧even
C (S
′ ⊕ S′′) := C⊕∧2C(S′ ⊕ S′′)⊕∧4C(S′ ⊕ S′′)
and ÔX, odd := sheaf of sections of
∧odd
C (S
′ ⊕ S′′) := (S′ ⊕ S′′)⊕∧3C(S′ ⊕ S′′) .
The locally-ringed space X̂ := (X, ÔX) is called the d = 4, N = 1 superspace. Explicitly,
ÔX(U) = C∞(U)C[θ1|U , θ2|U , θ¯1˙|U , θ¯2˙|U ]anti-c
:= the polynomial ring in anticommuting variables θ1|U , θ2|U , θ¯1˙|U , θ¯2˙|U
with coefficients in C∞(U)C
and the function-ring of X̂ is given by
C∞(X̂) := ÔX(X) = C∞(X)C[θ1, θ2, θ¯1˙, θ¯2˙]anti-c ,
which contains the super C∞-ring C∞(CX̂) as a super C∞(X)-subalgebra. By construction,
for U ⊂ X open, the C∞-hull of ÔX(U) is given by the C∞-hull of CÔX(U). Recall the
coordinate functions x0, x1, x2, x3 on X, which generate the C∞-ring C∞(X). We will call the
collection x0, x1, x2, x3, θ1, θ2, θ¯1˙, θ¯2˙ the standard generators of C∞(X̂) (under C∞-operations,
anticommutativity of θ1, θ2, θ¯1˙, θ¯2˙, and with
√−1 ). An element in C∞(X̂) is called a superfield
or a scalar superfield5 on the superspace in physics literature (e.g. [F-W-Z]; cf. [We-B: Chap.
IV]). Recall the principal SO ↑(3, 1)-bundle P over X. Then, ÔX can be decomposed into a
direct sum of complex irreducible (left) P -modules
ÔX = O CX ⊕ S ′ ⊕ S ′′ ⊕
∧2S ′ ⊕ S ′ ⊗O CX S ′′ ⊕ ∧2S ′
⊕S ′ ⊗O CX
∧2S ′′ ⊕ (∧2S ′)⊗O CX S ′′ ⊕∧4(S ′ ⊕ S ′′) ,
in which
∧2 S ′ ' ∧2S ′′ ' ∧4(S ′ ⊕ S ′′) ' OCX , S ′ ⊗S ′′ ' T∗XC, S ′ ⊗O CX (∧2S ′) ' S ′, and
(
∧2 S ′)⊗O CX S ′′ ' S ′′ as complex P -modules.
5Note for Mathematicians There are two naming systems or senses in physics literature for fields over a
superspace and they are usually used in a mixed way. The first one follows the nature of (θ, θ¯)-degree-0 component.
If it is a section of the associated bundle of P from the trivial (resp. spinor, vector, · · · ) representation of
SO↑(3, 1), then it is called scalar superfield (resp. spinor superfield, vector superfield, · · · ). The second follows the
representation of the supersymmetry algebra in question. If it corresponds to the chiral multiplet (resp. vector
multiplet, · · · ) then it is called chiral superfield, (resp. vector superfield, · · · ). In the second case, the superfields
are usually defined along with (a system of) constraints (i.e. SUSY-Rep Compatible Conditions) to remove the
surplus degrees of freedom not included in the corresponding representation of the supersymmetry algebra. In
the current work, we call a general f ∈ ÔX a scalar superfield according the first sense and call a f ∈ ÔX with
SUSY-Rep Compatible Conditions a chiral superfield, a vector superfield, · · · , according to the second sense. See,
e.g., [We-B: Chap.s. IV, V, VI] and also [G-G-R-S: Sec. 3.3.b.3 & 3.3.b.4], [West1: Sec. 11.1].
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Notation 1.2.6. [collective standard coordinates, components] For convenience, we
denote collectively
x = (x0, x1, x2, x3) = (xµ)µ , θ = (θ
1, θ2) = (θα)α , θ¯ = (θ¯
1˙, θ¯2˙) = (θ¯β˙)β˙
when in need. In terms of this, we write f ∈ C∞(X̂) as a polynomial in (θ, θ¯) with coefficients
in C∞(X)C:
f = f(x, θ, θ¯)
= f(0)(x) +
∑
α
f(α)(x)θ
α +
∑
β˙
f(β˙)(x)θ¯
β˙ + f(12)(x)θ
1θ2 +
∑
α,β˙
f(αβ˙)(x)θ
αθ¯β˙
+ f(1˙2˙)(x)θ¯
1˙θ¯2˙ +
∑
β˙
f(12β˙)(x)θ
1θ2θ¯β˙ +
∑
α
f(α1˙2˙)(x)θ
αθ1˙θ2˙ + f(121˙2˙)(x)θ
1θ2θ1˙θ2˙ ;
and call f(•) of the components of f .
6
Remark 1.2.7. [ÔX vs. RÔX ⊗R C] As a sheaf of Z/2-graded rings, ÔX and RÔX ⊗R C are
canonically isomorphic. However, by standard convention, the C∞-hull of RÔX ⊗R C is defined
to be the C∞-hull of RÔX while the C∞-hull of ÔX is much larger. Thus, they are not isomorphic
as sheaves of rings with partial C∞-ring structure.
1.3 Calculus on the d = 4, N = 1 superspace X̂
Calculus on the d = 4, N = 1 superspace X̂ comes from the extension of the calculus on
X. Essential basics of the extension we need are collected in this subsection for introducing
terminology and notations and also for fixing the conventions we will adopt. Cf. [We-B: Chap.’s
IV & XII]; also [G-G-R-S: Sec.’s 3.3.b & 3.7], [West1: Chap. 14].
Definition 1.3.1. [parity-conjugation] (1) For a = aeven + aodd a Z/2-graded object, define
the parity conjugation of a to be ςa := aeven − aodd.
(2) Let β be another Z/2-graded object (not necessarily of the same kind as a) of pure parity
(i.e. β is either even or odd). Define the β-induced parity-conjugation of a to be ςβa = a if β is
even, or ςa if β is odd.
Such parity conjugation often occurs in a passing of a Z/2-graded object of pure parity. E.g.
for f1, f2 ∈ C∞(X̂) with f1 of pure parity, f1f2 = ςf1(f2)f1, in which f1 passes over f2.
6On the index-hidden notation for a superfield. With the notations in [We-B: Appendix A] of Wess & Bagger,
one may express a superfield f ∈ C∞(X̂) as
f(x, θ, θ¯) = f(x) + θφ(x) + θ¯χ¯(x) + θθm(x) + θ¯θ¯n(x)
+
∑
µ
θσµθ¯vµ(x) + θθθ¯λ¯(x) + θ¯θ¯θψ(x) + θθθ¯θ¯d(x)
([We-B: Eq. (4.9)]) in accordance with the P -module decomposition of ÔX . Such notations are used prevailingly
in [We-B] and other physicists’ supersymmetry literatures. However, for the computations in the current work it is
more convenient to keep the fermionic indices explicit and treat a superfield as a polynomial of odd, anticommuting
variables explicitly. For that reason, such by-now-standard index-hidden notations in physics literature are not
adopted here.
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Vector fields on X̂ := Derivations of C∞(X̂)
Definition 1.3.2. [derivation of C∞(X̂)] A derivation7 of C∞(X̂) over C is a Z/2-graded
C-linear operation ξ : C∞(X̂)→ C∞(X̂) on C∞(X̂) that satisfies the Z/2-graded Leibniz rule
ξ(fg) = (ξf)g + (−1)p(ξ)p(f)f(ξg)
when in parity-homogeneous situations. The set Der C(X̂) := Der C(C
∞(X̂)) of derivations
of C∞(X̂) is a (left) C∞(X̂)-module, with (aξ)( · ) := a(ξ( · )) and p(aξ) := p(a) + p(ξ) for
a ∈ C∞(X̂) and ξ ∈ Der C(X̂).
Geometrically, one should think of a derivation of C∞(X̂) as a vector field on X̂.
Example 1.3.3. [derivations associated to the standard coordinates (x, θ, θ¯)] Associ-
ated to the standard coordinates (x, θ, θ¯) on X̂ are the following basic derivations on C∞(X̂):
∂
∂xµ ,
∂
∂θα ,
∂
∂θ¯β˙
,
for µ = 0, 1, 2, 3, α = 1, 2, and β˙ = 1˙, 2˙. They are characterized by8
∂
∂xµ (x
ν) = δµν ,
∂
∂θα (θ
β) = δαβ ,
∂
∂θ¯α˙
(θ¯β˙) = δα˙β˙ ,
∂
∂xµ (θ
α) =
∂
∂xµ (θ¯
β˙) = 0 ,
∂
∂θα (x
µ) =
∂
∂θα (θ¯
β˙) = 0 ,
∂
∂θ¯α˙
(xµ) =
∂
∂θ¯α˙
(θα) = 0 .
Here, δµν = 1 if µ = ν; and 0 if µ 6= ν. Similarly for δαβ and δα˙β˙.
Since δµµ = δαα = δβ˙β˙ = 1 is even, we assign the parity
p(∂/∂xµ) = p(xµ) = 0 , p(∂/∂θα) = p(θα) = 1 , p(∂/∂θ¯β˙) = p(θ¯β˙) = 1 .
The collection {∂/∂xµ, ∂/∂θα, ∂/∂θ¯β˙}µ=0,1,2,3;α=1,2; β˙=1˙,2˙ forms a basis of the (left) C∞(X̂)-
module Der C(X̂).
Lemma 1.3.4. [chain rule] Let ξ ∈ Der C(X̂), h ∈ C∞(Rl), and
f1, · · · , fl ∈ C∞(
∧even
R,C(S
′ ⊕ S′′)) ⊂ C∞(X̂). Then
ξ(h(f1, · · · , fl)) =
l∑
k=1
(
(∂kh)(f1, · · · , fl)
) · ξfk ∈ C∞(X̂) ,
where ∂kh ∈ C∞(Rl) is the partial derivative of h with respect to the k-th argument.
7Left vs. right derivation As defined, this is indeed a left derivation, which acts on C∞(X̂) from the left (of
C∞(X̂)). One can also define the notion of right derivations, which are C-linear and satisfy the Z/2-graded right
Leibniz rule
(f1f2)
←ξ = (−1)p(f2)p(ξ) (f1←ξ)f2 + f1(f2←ξ)
for f2 and ξ parity-homogeneous. In this work, all derivations of C
∞(X̂) are by default left derivations.
8This illustrates also that C∞(X̂) is more a Z/2-commutative ring than a noncommutative ring. The Leibniz
rule for a derivation ξ of a general noncommutative ring R is given by ξ(r1r2) = (ξr1)r2 + r1(ξr2). If taking
C∞(X̂) just as a noncommutative ring with the Z/2-grading suppressed, then one would have, for example,
∂
∂θ2
(θ1θ2) =
( ∂
∂θ2
θ1
)
θ2 + θ1
( ∂
∂θ2
θ2
)
= θ1 ,
which equals − ∂
∂θ2
(θ2θ1) = −θ1 since θ1θ2 = −θ2θ1. This implies 2θ1 = 0, a contradiction. Such contradictions
are resolved exactly by correctly assigning odd-parity to θα’s, θ¯β˙ ’s, ∂/∂θα’s, and ∂/∂θ¯β˙ ’s and imposing the
Z/2-graded Leizniz rule.
13
Proof. Since fi’s are even, h(f1, · · · , fl) and (∂kh)(f1, · · · , fl)’s are all even as well. This implies
that both the left-hand side and the right-hand side of the chain-rule identity to be proved are
C∞(X̂)-linear. Thus, we only need to show that the identity holds for ξ being one of basic
derivations ∂/∂xµ, ∂/∂θα, and ∂/∂θ¯β˙, for µ = 0, 1, 2, 3, α = 1, 2, and β˙ = 1˙, 2˙.
Let fi = ai + ni, where ai ∈ C∞(X) and ni is even and nilpotent, i = 1, . . . , l. Then,
h(f1, · · · , fl) = h(a1 + n1, · · · , al + nl)
= h(a1, · · · , al) +
l∑
k=1
((∂kh)(a1, · · · , al)) · nk + 12
l∑
k,k′=1
((∂k∂k′h)(a1, · · · , al)) · nknk′ .
It follows that, for ξ one of the basic derivations, the left-hand side of the identity is
ξ(h(f1, · · · , fl))
= ξ(h(a1, · · · , al)) +
l∑
k=1
ξ((∂kh)(a1, · · · , al)) · nk +
l∑
k=1
((∂kh)(a1, · · · , al)) · ξnk
+ 1
2
l∑
k,k′=1
ξ((∂k∂k′h)(a1, · · · , al)) · nknk′ + 12
l∑
k,k′=1
((∂k∂k′h)(a1, · · · , al)) · ξ(nknk′)
=
l∑
k=1
(∂kh)(a1, · · · , al)) · ξak +
l∑
k′,k=1
((∂k′∂kh)(a1, · · · , al)) · (ξak′)nk +
l∑
k=1
((∂kh)(a1, · · · , al)) · ξnk
+ 1
2
l∑
k′′,k,k′=1
((∂k′′∂k∂k′h)(a1, · · · , al)) · (ξak′′)nknk′ +
l∑
k,k′=1
((∂k∂k′h)(a1, · · · , al)) · (ξnk)nk′
while the right-hand side of the identity is
l∑
k=1
((∂kh)(f1, · · · , fl)) · ξfk =
l∑
k=1
((∂kh)(a1 + n1, · · · , al + nl)) · ξ(ak + nk)
=
l∑
k=1
(
(∂kh)(a1, · · · , al) +
l∑
k′=1
((∂k′∂kh)(a1, · · · , al))nk′
+ 1
2
l∑
k′,k′′=1
((∂k′∂k′′∂kh)(a1, · · · , al)) · nk′nk′′
)
· (ξak + ξnk) ,
which equals the left-hand side of the identity after an expansion and some relabeling of k, k′,
k′′. Here, we used (wherever applicable), in addition to the Z/2-graded Leibniz rule,
(1) nknk′nk′′ = nknk′(ξnk′′) = 0 for k, k
′, k′′ = 1, . . . , l since the minimal total-(θ, θ¯)-degree of
terms in these expressions > 4;
(2) the existing chain rule for ∂∂xµ (h(a1, · · · , al)), ∂∂xµ ((∂kh)(a1, · · · , al)), and
∂
∂xµ ((∂k∂k′h)(a1, · · · , al)), following the classical Calculus for real variables;
(3) nk and ξnk′ commute, for all k, k
′, since nk is even;
(4) ξ(h(a1, · · · , al)) = ξ((∂kh)(a1, · · · , al)) = ξ((∂k∂k′h)(a1, · · · , al)) = 0 for ξ = ∂/∂θα,
∂/∂θ¯β˙, since h(a1, · · · , al), (∂kh)(a1, · · · , al), and (∂k∂k′h)(a1, · · · , al) have no θα- nor
θ¯β˙-dependence.
This proves the Lemma.
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The Z/2-graded Lie bracket [ · , · }, defined by (ξ1, ξ2) 7→ [ξ1, ξ2} := ξ1ξ2 − (−1)p(ξ1)p(ξ2)ξ2ξ1
for ξ1, ξ2 parity-homogeneous, gives Der C(X̂) a super Lie algebra structure that satisfies the
super Jacobi identity (in the form of Z/2-graded Leibniz rule)
[ξ1, [ξ2, ξ3}} = [[ξ1, ξ2}, ξ3}+ (−1)p(ξ1)p(ξ2)[ξ2, [ξ1, ξ3}}
for ξ1, ξ2, ξ3 ∈ Der C(X̂) parity-homogeneous.
1-forms on X̂ := differentials of C∞(X̂)
To begin, we adopt the following convention as in [D-F2: §6].
Convention 1.3.5. [cohomological degree vs. parity ] We treat elements f of C∞(X̂) as of co-
homological degree 0 and the exterior differential operator d as of cohomological degree 1 and
even. In notation, c.h.d (f) = 0 and c.h.d (d) = 1, p(d) = 0. Under such (Z× (Z/2))-bi-grading,
ab = (−1)c.h.d(a) c.h.d(b)(−1)p(a)p(b)ba
for objects a, b homogeneous with respect to the bi-grading.9 Here, a and b are not necessarily
of the same type.
Definition 1.3.6. [differential of C∞(X̂)] The bi-C∞(X̂)-module Ω
X̂
:= Ω
C∞(X̂) of dif-
ferentials of C∞(X̂) over C is the quotient of the free bi-C∞(X̂)-module generated by d(f),
f ∈ C∞(X̂), by the bi-C∞(X̂)-submodule of relators generated by
(1) [C-linearity] d(c1f1 + c2f2)− c1d(f1)− c2d(f2) , for c1, c2 ∈ C, f1, f2 ∈ C∞(X̂);
(2) [Leibniz rule] d(f1f2)− (d(f1))f2 − f1d(f2) , for f1, f2 ∈ C∞(X̂);
(3) [chain-rule identities from the C∞-hull structure]
d(h(f1, · · · , fl))−
l∑
k=1
(∂kh)(f1, · · · , fl) d(fk)
for h ∈ C∞(Rl), f1, · · · , fl ∈ C∞(
∧even
R,C(S
′ ⊕ S′′)) ⊂ C∞(X̂); here, ∂kh is the partial
derivative of h ∈ C∞(Rl) with respect to the k-th argument.
The element of Ω
X̂
associated to d(f), f ∈ C∞(X̂), is denoted by df . Using Relators (2), one
can convert Ω
X̂
to either solely a left C∞(X̂)-module or solely a right C∞(X̂)-module.10
A differential of C∞(X̂) is also called synonymously a 1-form on X̂.
By construction, there is a built-in map d : C∞(X̂)→ Ω
X̂
defined by f 7→ df .
9This is the convention that matches with the sign rules in [We-B: Chap. XII, Eq.’s (12.2), (12.3)] of Wess &
Bagger. In many mathematical literatures motivated by the study of supersymmetry in physics, the operator d is
taken as odd. In that case, to make the parity rule right in many situations one has to introduce the parity-swap
operator Π: (Πa) := a with the parity odd, if a is even, or parity even, if a is odd. In physics, even parity
corresponds to bosons while odd parity corresponds to fermions. Bosons and fermions are distinguished by the
Pauli Exclusion Principle, which is a fundamental nature of a particle, not by assignment. Thus, the operator Π
almost never occurred in physics literature involving supersymmetry.
10Indeed, the sign rule in Convention 1.3.5 already gives (df1)f2 = (−1)p(f1)p(f2)f2df1. Compatibility of the
two different ways to convert the bi-C∞(X̂)-module ΩX̂ to a left C
∞(X̂)-module enforces upon us a second form
of the Leibniz rule for differentials:
d(f1f2) = (−1)p(f1)p(f2)f2df1 + f1df2 .
This second form makes the effect of Z/2-grading to the Leibniz rule manifest. One should compare this with the
Leibniz rule for differentials of a commutative ring: d(r1r2) = r2dr1 + r1dr2, for r1, r2 in a commutative ring R.
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Note that, by Convention 1.3.5, d is even, i.e. p(d) = 0. Thus, the Leibniz-rule relators in the
above definition are indeed Z/2-graded-Leibniz-rule relators,
i.e. d(f1f2)− (df1)f2 − (−1)p(d)p(f1)f1(df2) for f1, f2 ∈ C∞(X̂) with f1 parity-homogeneous.
The additivity rule for cohomological degree and parity gives c.h.d (df) = 1 and p(df) = p(f).
Lemma 1.3.7. [evaluation of Ω
X̂
on Der C(X̂) from the right] The specification
11
(df)(ξ) := (ξ)←(df) := ξ(f)
for f ∈ C∞(X̂) and ξ ∈ Der C(X̂), defines an evaluation of ΩX̂ on Der C(X̂) from the right:
for $ =
∑k
i=1 ai dfi ∈ ΩX̂ , with ai parity-homogeneous, and ξ ∈ Der C(X̂) parity-homogeneous,
$(ξ) := (ξ)←$ :=
k∑
i=1
(−1)p(ξ)p(ai)ai ξ(fi) .
This evaluation is (left) C∞(X̂)-linear: $(aξ) = a$(ξ), for a ∈ C∞(X̂).
Proof. To show that the evaluation of Ω
X̂
on Der C(X̂) as defined is well-defined, we need to
show that the evaluation of the relators in Definition 1.3.6 on any ξ ∈ Der C(X̂) vanish. The
vanishing of [C-linearity]-relator (ξ) follows from the C-linearity of ξ. The vanishing of [Leibniz
rule]-relator (ξ) follows from the Z/2-graded Leibniz rule of ξ, that the evaluation is from the
right of ξ, and the sign rule for passing Z/2-graded objects:
(d(f1f2))(ξ) := ξ(f1f2) = (ξf1)f2 + (−1)p(ξ)p(f1)f1(ξf2)
=: (ξ)←((df1)f2) + (ξ)←(f1df2) =: ((df1)f2)(ξ) + (f1df2)(ξ) .
The vanishing of [chain-rule identities from the C∞-hull structure]-relator (ξ) follows from Lemma
1.3.4 on the chain rule for ξ applied to the pre-composition of h ∈ C∞(Rl) with (f1, · · · , fl),
where f1, · · · , fl ∈ C∞(
∧even
R,C(S
′ ⊕ S′′)): (Recall that since fi’s are even, h(f1, · · · , fl) and
(∂kh)(f1, · · · , fl)’s are all even as well.)
(d(h(f1, · · · , fl)))(ξ) := ξ(h(f1, · · · , fl)) =
∑l
k=1((∂kh)(f1, · · · , fl)) ξfk
=:
∑l
k=1(ξ)
←((∂kh)(f1, · · · , fl) dfk) =:
∑l
k=1((∂kh)(f1, · · · , fl) dfk)(ξ) .
Finally, for $ = df , (df)(aξ) := (aξ)(f) = a (ξf) =: a((df)(ξ)). It follows that for general
$ ∈ Ω
X̂
, $(aξ) := (aξ)←$ = a ((ξ)←$) =: a$(ξ).
This completes the proof.
11Using the formula (df)(ξ) := ξf to define the evaluation of a differential df on a derivation ξ forces us to
regard this as an evaluation of df from the right of ξ, i.e. (ξ)←(df). Admittedly, then one should leave the notation
df(ξ) for the evaluation of df on ξ from its left. Unfortunately, one soon realizes the burden of notations. Since we
consider in this work only evaluations of differentials from the right of derivations except in some supplementary
remarks, we reserve df(ξ) to mean (ξ)←(df).
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Remark 1.3.8. [evaluation of Ω
X̂
on Der C(X̂) from the right vs. from the left ] The evaluation
of Ω
X̂
on Der C(X̂) from the right corresponds to the pairing
Der C(X̂)× ΩX̂ −→ C∞(X̂)
(ξ, df) 7−→ ξf
while the evaluation of Ω
X̂
on Der C(X̂) from the left corresponds to the pairing
Ω
X̂
×Der C(X̂) −→ C∞(X̂)
(df, ξ) 7−→ (−1)p(ξ)p(f) ξf .
Due to the sign-factor (−1)• when passing Z/2-graded objects, the former is left C∞(X̂)-linear
for the Der C(X̂)-component and right C
∞(X̂)-linear for the Ω
X̂
-component while the latter is
left C∞(X̂)-linear for the Ω
X̂
-component and right C∞(X̂)-linear for the Der C(X̂)-component.
Such a distinction looks conceptually minor but becomes important in exact computations. In
this work we only use evaluations from the right.
Definition 1.3.9. [tangent sheaf T
X̂
& cotangent sheaf T ∗
X̂
of X̂] Replacing X by open
sets U ⊂ X in the above construction gives the tangent sheaf T
X̂
of X̂, with T
X̂
(U) := Der C(Û),
and the cotangent sheaf T ∗
X̂
of X̂, with T ∗
X̂
(U) := Ω
Û
, for U ⊂ X open.
Differential forms on X̂
Definition 1.3.10. [sign to Z/2-permutation] Given a k-tuple a = (a1, · · · , ak) of Z/2-
graded objects with each ai parity-homogeneous and a permutation τ ∈ Symk on the set of k
letters {1, · · · , k}. Let τ = (i1i2) ◦ · · · ◦ (i2l−1i2l) be a decomposition of τ into a composition
of transitions, where a transition (ij) exchanges the label i and the label j and leaves all other
labels of the letters intact. Define the sign associated to τ(a) := (aτ(1), · · · , aτ(k)) to be
(−1)ςτa :=
∏l
j=1
(− (−1)p(ai2j−1 ) p(ai2j )) .
Lemma 1.3.11. [well-definedness of (−1)ςτa ]
The sign (−1)ςτa in Definition 1.3.10 is well-defined.
Proof. If there is at most one ai that is odd, then the lemma is a classical result from Algebra,
e.g. [Ja]. Thus, up to a relabelling, one may assume that k ≥ 2 and that p(ai) = 1 exactly when
1 ≤ i ≤ k1 ≤ k for some k1 ≥ 2. Let τ = γl · · · γ1 be the decomposition into disjoint cycles.
Such decomposition is unique up to cyclic permutation within each cycle and re-orderings of the
cycles. Since in such decomposition γ1, · · · , γl commute with each other, up to a relabelling one
may assume that exactly γ1, · · · , γl′ have the property that all its entries are odd. In terms of
this
(−1)ςτa = (−1)τ (−1)γ1 · · · (−1)γl′ ,
where (−1)τ , (−1)γ1 , · · · , (−1)γl′ take value 1 (resp. −1) if the respective permutation in the
exponent is even (resp. odd). This proves the lemma.
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Definition 1.3.12. [k-form on X̂] The bi-C∞(X̂)-module of k-forms on X̂ is the bi-sub-
C∞(X̂)-module Ωk
X̂
:=
∧k
C∞(X̂) ΩX̂ of the k-th tensor product
⊗
C∞(X̂)ΩX̂ := ΩX̂ ⊗C∞(X̂) · · · · · · ⊗C∞(X̂) ΩX̂︸ ︷︷ ︸
k times
of Ω
X̂
generated by
ω1 ∧ · · · ∧ ωk :=
∑
τ∈Symk
(−1)ςτω ωτ(1) ⊗ · · · ⊗ ωτ(k) .
Here, ω1, · · · , ωk ∈ ΩX̂ parity-homogeneous, ω := ω1⊗· · ·⊗ωk, and (−1)
ςτ
ω is the sign associated
to τ(ω) := ωτ(1) ⊗ · · · ⊗ ωτ(k). In situations where ω can be understood from the context and it
becomes cumbersome to carry the subscript ω in (−1)ςτω , we will denote it by (−1)
ςτ
• .
An element of Ωk
X̂
is also called a k-form on X̂. It has cohomological degree (c.h.d ) k.
Definition 1.3.13. [wedge product] Define the wedge product ∧ : Ωk
X̂
× Ωl
X̂
→ Ωk+l
X̂
by
setting
(f0 df1 ∧ · · · dfk) ∧ (g0 dg1 ∧ · · · dgl) := f0 df1 ∧ · · · ∧ dfk ∧ (g0 dg1) ∧ · · · ∧ dgl .
Lemma 1.3.14. [basic property of wedge product] Let α ∈ Ωk
X̂
and β ∈ Ωl
X̂
, both parity-
homogeneous. Then
α ∧ β = (−1)kl(−1)p(α) p(β) β ∧ α .
Proof. With the notation from Definition 1.3.12, this follows from the identity
ω1 ∧ · · · ∧ ωi−1 ∧ ωi ∧ ωi+1 ∧ ωi+2 ∧ · · · ∧ ωk′
= −(−1)p(ωi)p(ωi+1) ω1 ∧ · · · ∧ ωi−1 ∧ ωi+1 ∧ ωi ∧ ωi+2 ∧ · · · ∧ ωk′
in Ωk
′
X̂
for any k′ and that p(ω1∧ · · · ∧ωl) = p(ω1)+ · · ·+p(ωl′) for any l′. Here, ω1, · · · , ωk′ or ωl′
∈ Ω
X̂
= Ω1
X̂
. Collectively in the end, the “−”-signs contribute to the (−1)kl-factor while the
(−1)p(ωi)p(ωi+1)-factors contribute to the (−1)p(α)p(β)-factor.
Definition 1.3.15. [exterior differential d] The operation d : C∞(X̂)→ Ω1
X̂
:= Ω
X̂
extends
to the exterior differential operator d : Ωk → Ωk+1 defined by
f0 df1 ∧ · · · dfk 7−→ df0 ∧ df1 ∧ · · · ∧ dfk .
Lemma 1.3.16. [basic property of d] (1) d ◦ d = 0.
(2) Let α ∈ Ωk
X̂
and β ∈ Ωl
X̂
. Then
d(α ∧ β) = dα ∧ β + (−1)kα ∧ dβ .
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Proof. Statement (1) follows from d(df) = 0 for f ∈ C∞(X̂).
Statement (2) follows from the special case α = f0 df1 ∧ · · · ∧ dfk and β = g0 dg1 ∧ · · · ∧ dgl
with f1, · · · , fk, g0, · · · , gl parity-homogeneous, in which
d(α ∧ β) = d((f0 df1 ∧ · · · ∧ dfk) ∧ (g0 dg1 ∧ · · · ∧ dgl))
= (−1)(p(f1)+ ···+p(fk)) p(g0)d(f0g0) ∧ df1 ∧ · · · ∧ dfk ∧ dg1 ∧ · · · ∧ dgl
= (−1)(p(f1)+ ···+p(fk)) p(g0)((df0)g0 + f0dg0)) ∧ df1 ∧ · · · ∧ dfk ∧ dg1 ∧ · · · ∧ dgl
= (df0 ∧ df1 ∧ · · · ∧ dfk) ∧ (g0 dg1 ∧ · · · ∧ dgl) + (−1)k (f0 df1 ∧ · · · ∧ dfk) ∧ (dg0 ∧ · · · ∧ dgl)
= dα ∧ β + (−1)k α ∧ dβ .
Note that the identity in Lemma 1.3.16, Statement (2), is nothing but the Leibnitz rule for
(Z× (Z/2))-graded objects with the bi-grading of d being (1, 0); cf. Convention 1.3.5.
Definition 1.3.17. [evaluation of Ωk
X̂
on ×kDer C(X̂) from the right] The evaluation of
Ωk
X̂
on ×kDer C(X̂) from the right is defined by setting12
(f0 df1 ∧ · · · ∧ dfk)(ξ1, · · · , ξk) := (ξ1, · · · , ξk)←(f0 df1 ∧ · · · ∧ dfk)
:=
∑
τ∈Symk
(−1)ςτ• (−1)p(ξ1)(p(f0))+ ···+p(ξk)(p(f0)+p(fτ(1))+ ···+p(fτ(k−1))) f0 ((ξ1)←dfτ(1)) · · · ((ξk)←dfτ(k))
=:
∑
τ∈Symk
(−1)ςτ• (−1)p(ξ1)(p(f0))+ ···+p(ξk)(p(f0)+p(fτ(1))+ ···+p(fτ(k−1))) f0 (dfτ(1)(ξ1)) · · · (dfτ(k)(ξk)) .
Remark 1.3.18. [evaluation of Ω k
X̂
on ×kDer C(X̂) from the right vs. from the left ] Similar to
the evaluation of Ω
X̂
on Der C(X̂) (cf. Remark 1.3.8), the evaluation of Ω
k
X̂
on ×kDer C(X̂) from
the right corresponds to the pairing
(×kDer C(X̂))× Ω kX̂ −→ C
∞(X̂)
(ξ1, · · · , ξk; f0 df1 ∧ · · · ∧ dfk) 7−→
∑
Symk
(−1)·R•,τ f0 (ξ1fτ(1)) · · · (ξkfτ(k))
while the evaluation of Ω k
X̂
on ×kDer C(X̂) from the left corresponds to the pairing
Ω k
X̂
× (×kDer C(X̂)) −→ C∞(X̂)
(f0 df1 ∧ · · · ∧ dfk; ξ1, · · · , ξk) 7−→
∑
Symk
(−1)·L•,τ f0 (ξ1fτ(1)) · · · (ξkfτ(k)) ,
12Convention on the cohomological degree of derivation The defining equation df(ξ) := ξf leads to an ambiguity
as to how one should assign the cohomological degree to a derivation. Since both f and ξf ∈ C∞(X̂) have
cohomological degree 0, it is natural to set c.h.d (ξ) = 0. This convention is chosen throughout the work so that
the evaluation resumes to the standard form in the commutative case (i.e. when ξ1, · · · , ξk and f0, · · · , fk are all
even) without an additional (−1)•-factor. On the other hand, since c.h.d (df) = 1 while c.h.d (df(ξ)) = 0, it is
not-too-unnatural to set c.h.d (ξ) = −1. In which case
(f0 df1 ∧ · · · ∧ dfk)(ξ1, · · · , ξk) := (ξ1, · · · , ξk)←(f0 df1 ∧ · · · ∧ dfk)
:= (−1)k(k−1)/2
∑
τ∈Symk
(−1)ςτ• (−1)p(ξ1)(p(f0))+ ···+p(ξk)(p(f0)+p(fτ(1))+ ···+p(fτ(k−1))) f0 ((ξ1)←dfτ(1)) · · · ((ξk)←dfτ(k))
=: (−1)k(k−1)/2
∑
τ∈Symk
(−1)ςτ• (−1)p(ξ1)(p(f0))+ ···+p(ξk)(p(f0)+p(fτ(1))+ ···+p(fτ(k−1))) f0 (dfτ(1)(ξ1)) · · · (dfτ(k)(ξk)) .
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for ξ1, · · · , ξk and f0, f1, · · · , fk parity-homogeneous. Here,
(−1)·R•,τ = (−1)ςτ• (−1)p(ξ1)(p(f0))+ ···+p(ξk)(p(f0)+p(fτ(1))+ ···+p(fτ(k−1)))
(−1)·L•,τ = (−1)ςτ• (−1)p(ξ1)(p(fτ(k))+ ···+p(fτ(1)))+ ···+p(ξk)p(fτ(k)) .
In this work we only use evaluations from the right.
Definition 1.3.19. [sheaf
∧k T ∗
X̂
of k-forms] Replacing X by open sets U ⊂ X in the
construction of Ω k
X̂
gives the bi-ÔX-module
∧k T ∗
X̂
of k-forms on X̂, with (
∧k T ∗
X̂
)(U) := Ω k
Û
.
The global construction of the exterior differential operator d and the wedge product ∧ pass to
local constructions to give the chain complex
ÔX d // T ∗X̂
d //
∧2 T ∗
X̂
d //
∧3 T ∗
X̂
d // · · ·
and the wedge product of bi-ÔX -modules
∧ : ∧kT ∗
X̂
×∧lT ∗
X̂
−→ ∧k+lT ∗
X̂
.
Fermionic integrations over X̂
For the purpose of the current work, a fermionic integration of a function f on the superspace
X̂ is in effect the same as taking some specified component of f with respect to the standard
coordinate-functions (x, θ, θ¯) on X̂.13 There are three kinds of integrations over fermionic vari-
ables we will take in this work: Let
f(x, θ, θ¯) = f(0)(x) +
2∑
α=1
f(α)(x)θ
α +
2˙∑
α˙=1˙
f(α˙)(x)θ¯
α˙
+ f(12)(x)θ
1θ2 + f(1˙2˙)(x)θ¯
1˙θ¯2˙ +
2∑
α=1
2˙∑
β˙=1˙
f(αβ˙)(x)θ
αθ¯β˙
+
2˙∑
α˙=1˙
f(12α˙)(x)θ
1θ2θ¯α˙ +
2∑
α=1
f(α1˙2˙)(x)θ
αθ¯1˙θ¯2˙ + f(121˙2˙)(x)θ
1θ2θ¯1˙θ¯2˙
be a function on X̂. Then ∫
X̂
f(x, θ, θ¯) dθ2dθ1d4x :=
∫
X
f(12)(x) d
4x ,∫
X̂
f(x, θ, θ¯) dθ¯2˙dθ¯1˙d4x :=
∫
X
f(1˙2˙)(x) d
4x ,∫
X̂
f(x, θ, θ¯) dθ¯2˙dθ¯1˙dθ2dθ1d4x :=
∫
X
f(121˙2˙)(x) d
4x .
We leave the general theory of integrations of fermionic variables from the aspect of super-
C∞-algebraic geometry to future work. Interested readers are referred to the more recent [Wi6]
(2012) and key-word search for existing studies both in mathematics and physics.
13In this work this is the only coordinate-functions for which we will consider fermionic integrations. In general,
one needs to understand how the integration behaves when using different coordinate-functions.
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1.4 Supersymmetry transformations of and related objects on X̂
The whole N = 1 super Poincare´ group acts on the d = 4, N = 1 superspace X̂ with its Poicare´
subgroup acts on the underlying Minkowski space-time X as the group of isometries. The
supersymmetry-transformation part of the super Poincare´ group is parameterized by constant
sections14 (ξ, η¯) of S′ ⊕ S′′. Regarded as elements in ÔX , these parameters are fermionic (i.e.
odd). While supersymmetry transformations act on the underlying topology X of X̂ trivially,
they act nontrivially on the super C∞-scheme X̂ since they transform elements in the function-
ring C∞(X̂) of X̂. We take this action as our starting point that relates Supersymmetry on the
physics side and super C∞-Algebraic Geometry on the mathematics side.
In this subsection, we recast a minimal subset of objects and notions related to the d = 4,
N = 1 supersymmetry from the standard textbook15 [We-B], Supersymmetry and Supergravity,
by Julius Wess and Jonathan Bagger that we need into the super C∞-Algebraic Geometry
setting. See also [G-G-R-S] and [West1].
The supersymmetry transformations of the d = 4, N = 1 superspace X̂
Recall the standard generators in collective notation
x = (x0, x1, x2, x3) , θ = (θ1, θ2) , θ¯ = (θ¯1˙, θ¯2˙)
of the super C∞-ring C∞(X̂). For a constant section (ξ, η¯) = (ξ1, ξ2; η¯1˙, η¯2˙) of S′⊕S′′, let g(ξ, η¯)
be the Z/2-grading-preserving automorphism of C∞(X̂) defined by the correspondence
xµ 7−→ xµ +√−1(θσµη¯t − ξσµθ¯t)
θα 7−→ θα + ξα
θ¯β˙ 7−→ θ¯β˙ + η¯β˙ ,
µ = 0, 1, 2, 3, α = 1, 2, β˙ = 1˙, 2˙, on the standard generators of C∞(X̂). Here,
σ0 =
(
−1 0
0 −1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −√−1√−1 0
)
, σ3 =
(
1 0
0 −1
)
are the Pauli matrices (whose entries are indexed as σµ
αβ˙
) , denoted collectively as
σ = (σ0, σ1, σ2, σ3), and
η¯t =
(
η¯1˙
η¯2˙
)
, θ¯t =
(
θ¯1˙
θ¯2˙
)
.
This gives a C-linear representation of the Abelian group of constant sections of S′ ⊕ S′′ on the
Z/2-graded C-algebra C∞(X̂):
g(ξ1+ξ2,η¯1+η¯2) = g(ξ1,η¯1) ◦ g(ξ2,η¯2) = g(ξ2,η¯2) ◦ g(ξ1,η¯1) and g(0,0) = Id C∞(X̂) .
14Remark on Notations: This is denoted by (ξ, ξ¯) in [We-B: Chap. IV, Eqs. (4.2), (4.3), (4.4)]. Here, we follow
the convention of [We-B] that sections ξ of the chiral Weyl spinor bundle S′ are denoted without a ¯ while sections
η¯ of the antichiral Weyl spinor bundle S′′ are denoted with a .¯ Since S′′ is the complex conjugate of S′, this is
consistent with ‘taking complex conjugation’. In other words, η¯ may be interpreted as the complex conjugate of
a section η of S′ as well. However, we reserve the notation (ξ, ξ¯) for a Majorana spinor, i.e. a Dirac spinor whose
antichiral component ξ¯ is indeed the complex conjugate of its chiral component ξ.
15All the three by-now-classical physics textbooks [G-G-R-S]: Superspace – one thousand and one lessons
in supersymmetry, by S. James Gates, Jr., Marcus T. Grisaru, Martin Rocc˘ek, and Warren Siegel, [West1]:
Introduction to supersymmetry and supergravity, by Peter West, and [We-B]: Supersymmetry and supergravity,
by Julius Wess and Jonathan Bagger on Supersymmetry & Supergravity have influenced our understanding
tremendously. The setting and notations of [We-B] were later used in many string-theorists’ work. As part of the
preparations for sequels to the current notes, we follow [We-B] as much as we can and as long as there are no
severe notational conflicts with the existing notation system in works in the the D-project.
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Explicitly16, for
f = f(x, θ, θ¯)
= f(0)(x) +
2∑
α=1
f(α)(x)θ
α +
2˙∑
β˙=1˙
f(β˙)(x)θ¯
β˙ + f(12)(x)θ
1θ2 + f(1˙2˙)(x)θ¯
1˙θ¯2˙
+
2∑
α=1
2˙∑
β˙=1˙
f(αβ˙)(x)θ
αθ¯β˙ +
2˙∑
β˙=1˙
f(12β˙)(x)θ
1θ2θ¯β˙ +
2∑
α=1
f(α1˙2˙)(x)θ
αθ¯1˙θ¯2˙ + f(121˙2˙)(x)θ
1θ2θ¯1˙θ¯2˙
∈ C∞(X̂) ,
g(ξ,η¯)(f) = f(x+
√−1(θση¯t − ξσθ¯t), θ + ξ, θ¯ + η¯)
= f(0)(x+
√−1(θση¯t − ξσθ¯t)) +
2∑
α=1
f(α)(x+
√−1(θση¯t − ξσθ¯t)) (θα + ξα)
+
2˙∑
β˙=1˙
f(β˙)(x+
√−1(θση¯t − ξσθ¯t)) (θ¯β˙ + η¯β˙)
+ f(12)(x+
√−1(θση¯t − ξσθ¯t)) (θ1 + ξ1)(θ2 + ξ2)
+ f(1˙2˙)(x+
√−1(θση¯t − ξσθ¯t)) (θ¯1˙ + η¯1˙)(θ¯2˙ + η¯2˙)
+
2∑
α=1
2˙∑
β˙=1˙
f(αβ˙)(x+
√−1(θση¯t − ξσθ¯t)) (θα + ξα)(θ¯β˙ + η¯β˙)
+
2˙∑
β˙=1˙
f(12β˙)(x+
√−1(θση¯t − ξσθ¯t)) (θ1 + ξ1)(θ2 + ξ2)(θ¯β˙ η¯β˙)
+
2∑
α=1
f(α1˙2˙)(x+
√−1(θση¯t − ξσθ¯t)) (θα + ξα)(θ¯1˙ + η¯1˙)(θ¯2˙ + η¯2˙)
+ f(121˙2˙)(x+
√−1(θση¯t − ξσθ¯t)) (θ1 + ξ1)(θ2 + ξ2)(θ¯1˙ + η¯1˙)(θ¯2˙ + η¯2˙) ,
16See Second Proof of Lemma 1.4.14, where a block-matrix form for superfields on X̂ is introduced as a book-
keeping tool for explicit computations:
f =

f(0) f(1˙) f(2˙) f(1˙2˙)
f(1) f(11˙) f(12˙) f(11˙2˙)
f(2) f(21˙) f(22˙) f(21˙2˙)
f(12) f(121˙) f(122˙) f(121˙2˙)
 .
Such block-matrix form is also generalized to the case for elements m̂ ∈ C∞(X̂Az) of the function ring of an
Azumaya/matrix superspace (Sec. 2.3 & 2.4). Tedious computations in the current work are computed in this
format, from which patterns of the results manifest themselves easily, when there is no immediate conceptual
shortcut to begin with. These patterns arising from computations serve also a self-error-detecting tool when there
is a term, sign, or labelling index that is off-pattern.
Cf. Appendix ‘Basic moves for the multiplication of two superfields’.
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with
f(•)(x+
√−1(θση¯t − ξσθ¯t))
= f(•)(x) +
∑
µ
∂µf(•)(x) ·
√−1(θσµη¯t − ξσµθ¯t))
− 12
∑
µ,ν
∂µ∂νf(•)(x) · (θσµη¯t − ξσµθ¯t)) (θσν η¯t − ξσν θ¯t))
= f(•)(x) −
√−1
∑
α
ξα ·∑µ,δ˙σµαδ˙ θ¯δ˙∂µf(•)(x) − √−1 ∑
β˙
η¯β˙ ·∑µ,γθγσµγβ˙∂µf(•)(x)
+ ξ1ξ2 ·∑µ,ν(σµ12˙σν21˙ − σµ11˙σν22˙)θ¯1˙θ¯2˙∂µ∂νf(•)(x) −∑
α,β˙
ξαη¯β˙ ·∑µ,ν,γ,δ˙θγσµαδ˙σµγβ˙ θ¯δ˙∂µ∂νf(•)(x)
+ η¯1˙η¯2˙ ·∑µ,νθ1θ2(σµ11˙σν22˙ − σµ21˙σν12˙)∂µ∂νf(•)(x)
by the C∞-hull structure of C∞(X̂) and the fact that (
√−1(θση¯t− ξσθ¯t))3 = 0 since ξα’s (resp.
η¯β˙’s) are C-linear combinations of θ1 and θ2 (resp. θ¯1˙ and θ¯2˙). After the expansion
f( • , θ + ξ, θ¯ + η¯)
= f(0)(•) +
2∑
α=1
f(α)(•)(θ
α + ξα) +
2˙∑
β˙=1˙
f(β˙)(•)(θ¯
β˙ + η¯β˙) + f(12)(•)(θ
1 + ξ1)(θ2 + ξ2)
+ f(1˙2˙)(•)(θ¯
1˙ + η¯1˙)(θ¯2˙ + η¯2˙) +
2∑
α=1
2˙∑
β˙=1˙
f(αβ˙)(•)(θ
α + ξα)(θ¯β˙ + η¯β˙)
+
2˙∑
β˙=1˙
f(12β˙)(•)(θ
1 + ξ1)(θ2 + ξ2)(θ¯β˙ η¯β˙) +
2∑
α=1
f(α1˙2˙)(•)(θ
α + ξα)(θ¯1˙ + η¯1˙)(θ¯2˙ + η¯2˙)
+ f(121˙2˙)(•)(θ
1 + ξ1)(θ2 + ξ2)(θ¯1˙ + η¯1˙)(θ¯2˙ + η¯2˙)
= f( • , θ, θ¯) +
∑
α
ξα · ∂
∂θα
f( • , θ, θ¯) +
∑
β˙
η¯β˙ · ∂
∂θ¯β˙
f( • , θ, θ¯) + ξ1ξ2 · ∂
2
∂θ2∂θ1
f( • , θ, θ¯)
+
∑
α,β˙
ξαη¯β˙ · ∂
2
∂θ¯β˙∂θα
f( • , θ, θ¯) + η¯1˙η¯2˙ · ∂
2
∂θ¯2˙∂θ¯1˙
f( • , θ, θ¯) +
∑
β˙
ξ1ξ2η¯β˙ · ∂
3
∂θ¯β˙∂θ2∂θ1
f( • , θ, θ¯)
+
∑
α
ξαη¯1˙η¯2˙ · ∂
3
∂θ¯2˙∂θ¯1˙∂θα
f( • , θ, θ¯) + ξ1ξ2η¯1˙η¯2˙ · ∂
4
∂θ¯2˙∂θ¯1˙∂θ2∂θ1
f( • , θ, θ¯)
in (ξ, η¯) and the substitution of f(•)(x+
√−1(θση¯t − ξσθ¯t)), one obtains
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g(ξ,η¯)(f) = f +
∑
α
ξα · ( ∂
∂θα
−√−1∑µ,β˙σµαβ˙ θ¯β˙ ∂∂xµ ) f + ∑
β˙
η¯β˙ · ( ∂
∂θβ˙
−√−1∑µ,αθασµαβ˙ ∂∂xµ ) f
+ ξ1ξ2 · ( ∂2
∂θ2∂θ1
−√−1∑µ,β˙ σµ1β˙ θ¯β˙ ∂2∂xµ∂θ2 +√−1∑µ,β˙ σµ2β˙ θ¯β˙ ∂2∂xµ∂θ1
+
∑
µ,ν (σ
µ
12˙
σν
21˙
− σµ
11˙
σν
22˙
)θ¯1˙θ¯2˙ ∂
2
∂xµ∂xν
)f
+
∑
αβ˙
ξαη¯β˙ · ( ∂2
∂θ¯β˙∂θα
−√−1∑µ,δ˙ σµαδ˙ θ¯δ˙ ∂2∂xµ∂θ¯β˙ +√−1∑µ,γ θγσµγβ˙ ∂2∂xµ∂θα
−∑µ,ν,γ,δ˙ θγσµαδ˙σνγβ˙ θ¯δ˙ ∂2∂xµ∂xν )f
+ η¯1˙η¯2˙ · ( ∂2
∂θ¯2˙∂θ¯1˙
−√−1∑µ,α θασµα1˙ ∂2∂xµ∂θ¯2˙ +√−1∑µ,α θασµα2˙ ∂2∂xµ∂θ¯1˙
+
∑
µ,ν θ
1θ2(σµ
11˙
σν
22˙
− σµ
21˙
σν
12˙
) ∂
2
∂xµ∂xν
)f .
+
∑
β˙
ξ1ξ2η¯β˙ · ( ∂3
∂θβ˙∂θ2∂θ1
−√−1∑µ,δ˙σµ1δ˙ θ¯δ˙ ∂3∂xµ∂θ¯β˙∂θ2 +√−1∑µ,δ˙σµ2δ˙ θ¯δ˙ ∂3∂xµ∂θ¯β˙∂θ1
−√−1∑µ,αθασµαβ˙ ∂3∂xµ∂θ2∂θ1 +∑µ,ν (σµ12˙σν21˙ − σµ11˙σν22˙)θ¯1˙θ¯2˙ ∂3∂xµ∂xν∂θ¯β˙
+
∑
µ,ν,γ,δ˙ θ
γσµ
1δ˙
σν
γβ˙
θ¯δ˙ ∂
3
∂xµ∂xν∂θ2
−∑µ,ν,γ,δ˙ θγσµ2δ˙σνγβ˙ θ¯δ˙ ∂3∂xµ∂xν∂θ1 ) f
+
∑
α
ξαη¯1˙η¯2˙ · ( ∂3
∂θ¯2˙∂θ¯1˙∂θα
+
√−1∑µ,γθγσµγ1˙ ∂3∂xµ∂θ¯2˙∂θα −√−1∑µ,γθγσµγ2˙ ∂3∂xµ∂θ¯1˙∂θα
−√−1∑µ,β˙σµαβ˙ θ¯β˙ ∂3∂xµ∂θ¯2˙∂θ¯1˙ +∑µ,ν θ1θ2(σµ11˙σν22˙ − σµ21˙σν12˙) ∂3∂xµ∂xν∂θα
−∑µ,ν,γ,β˙ θγσµαβ˙σνγ1˙θ¯β˙ ∂3∂xµ∂xν∂θ¯2˙ +∑µ,ν,γ,β˙ θγσµαβ˙σνγ2˙θ¯β˙ ∂3∂xµ∂xν∂θ¯1˙ ) f
+ ξ1ξ2η¯1˙η¯2˙ · ( ∂4
∂θ¯2˙∂θ¯1˙∂θ2∂θ1
−√−1∑µ,αθασµα1˙ ∂4∂xµ∂θ¯2˙∂θ2∂θ1 +√−1∑µ,αθασµα2˙ ∂4∂xµ∂θ¯1˙∂θ2∂θ1
+
√−1∑µ,β˙σµ2β˙ θ¯β˙ ∂4∂xµ∂θ¯2˙∂θ¯1˙∂θ1 −√−1∑µ,β˙σµ1β˙ θ¯β˙ ∂4∂xµ∂θ¯2˙∂θ¯1˙∂θ2
+
∑
µ,ν (σ
µ
12˙
σν
21˙
− σµ
11˙
σν
22˙
)θ¯1˙θ¯2˙ ∂
4
∂xµ∂xν∂θ¯2˙∂θ¯1˙
+
∑
µ,ν,α,β˙ θ
ασµ
2β˙
σν
α2˙
θ¯β˙ ∂
4
∂xµ∂xν∂θ¯1˙∂θ1
−∑µ,ν,α,β˙ θασµ2β˙σνα1˙θ¯β˙ ∂4∂xµ∂xν∂θ¯2˙∂θ1 −∑µ,ν,α,β˙ θασµ1β˙σνα2˙θ¯β˙ ∂4∂xµ∂xν∂θ¯1˙∂θ2
+
∑
µ,ν,α,β˙ θ
ασµ
1β˙
σν
α1˙
θ¯β˙ ∂
4
∂xµ∂xν∂θ¯2˙∂θ2
+
∑
µ,ν θ
1θ2(σµ
11˙
σν
22˙
− σµ
21˙
σν
12˙
) ∂
4
∂xµ∂xν∂θ2∂θ1
) f .
Lemma 1.4.1. [g• as representation on super-C
∞-ring] For (ξ, η¯) a constant sections of
S′ ⊕ S′′, g(ξ,η) is an automorphism of C∞(X̂) as a super C∞-ring.
Proof. Since ξα, α = 1, 2, (resp. η¯β˙, β˙ = 1˙, 2˙) is a C-linear combination of θ1 and θ2 (resp. θ¯1˙
and θ¯2˙), g(ξ,η¯)(x
µ) lies in C∞-hull (C∞(X̂)), for µ = 0, 1, 2, 3. This implies that g(ξ,η¯) leaves
C∞-hull (C∞(X̂)) invariant. It remains to show that g(ξ,η¯) is compatible with the operations
associated to h ∈ ∪∞l=1C∞(Rl) on the C∞-hull of C∞(X̂).
Let h ∈ C∞(Rl) and f1 = f1(x, θ, θ¯), · · · , fl = fl(x, θ, θ¯) ∈ C∞-hull (C∞(X̂)). Then,
(g(ξ,η¯)(h(f1, · · · , fl)))(x, θ, θ¯)
= h(f1(g(ξ,η¯)(x), g(ξ,η¯)(θ), g(ξ,η¯)(θ¯)) , · · · , fl(g(ξ,η¯)(x), g(ξ,η¯)(θ), g(ξ,η¯)(θ¯)))
= h((g(ξ,η¯)(f1))(x, θ, θ¯) , · · · , (g(ξ,η¯)(fl))(x, θ, θ¯)) .
24
Which says
g(ξ,η¯)(h(f1, · · · , fl)) = h(g(ξ,η¯)(f1) , · · · , g(ξ,η¯)(fl)) .
This proves the lemma.
Infinitesimal generators of the supersymmetry transformations on X̂
Observe that g(ξ,η¯)(f(x, θ, θ¯)) has an expression as a polynomial in the anticommuting parame-
ters (ξ, η¯) = (ξ1, ξ2, η¯1˙, η¯2˙) from the constant sections of S′ ⊕ S′′, with coefficients in C∞(X̂), of
the form
g(ξ,η¯)(f(x, θ, θ¯)) = f(x, θ, θ¯) +
2∑
α=1
ξα · [f ](α)(x, θ, θ¯) +
2˙∑
β˙=1˙
η¯β˙ · [f ](β˙)(x, θ, θ¯)
+ (terms of total-(ξ, η¯)-degree ≥ 2) .
It follows from the identity g(ξ,η¯)(f1(x, θ, θ¯)f2(x, θ, θ¯)) = g(ξ,η¯)(f1(x, θ, θ¯)) · g(ξ,η¯)(f1(x, θ, θ¯)) that
[f1f2](α) = [f1](α) · f2 + ς(f1) · [f2](α) , α = 1, 2 ;
[f1f2](β˙) = [f1](β˙) · f2 + ς(f1) · [f2](β˙) , β˙ = 1˙, 2˙ .
Here, recall that ς(f1) = f1(even) − f1(odd) is the parity-conjugation of f1; cf. Definition 1.3.1.
This implies that all the correspondences
f 7−→ [f ](α) , f 7−→ [f ]β˙ ,
α = 1, 2, β˙ = 1˙, 2˙, are odd derivations on C∞(X̂) since g(ξ,η¯) is C-linear and hence these
correspondences are C-linear as well.
The explicit expansion of g(ξ,η¯)(f) = f(x+
√−1(θση¯t− ξσθ¯t), θ+ ξ, θ¯+ η¯) from the C∞-hull
structure of C∞(X̂) gives an explicit expression for these odd derivations: 17
g(ξ,η¯)(f(x, θ, θ¯)) = f(x, θ, θ¯) +
2∑
α=1
ξαQαf(x, θ, θ¯) −
2˙∑
β˙=1˙
η¯β˙ · Q¯β˙f(x, θ, θ¯)
+ (terms of total-(ξ, η¯)-degree ≥ 2) .
where
Qα =
∂
∂θα
− √−1
3∑
µ=0
2˙∑
β˙=1˙
σµ
αβ˙
θ¯β˙
∂
∂xµ
and Q¯β˙ = −
∂
∂θ¯β˙
+
√−1
3∑
µ=0
2∑
α=1
θασµ
αβ˙
∂
∂xµ
.
Definition 1.4.2. [standard (infinitesimal) supersymmetry generator] The odd deriva-
tions Qα, Q¯β˙, α = 1, 2, β˙ = 1˙, 2˙, of C
∞(X̂) are called the standard (infinitesimal) supersymmetry
generators for the supersymmetry transformations on the superspace X̂, with Qα (resp. − Q¯β˙)
the infinitesimal generator of the action of the 1-parameter subgroup (of the Abelian group of
constant sections of S′ ⊕ S′′) parameterized by ξα (resp. η¯β˙).
17The ‘−’-sign before the summand∑β˙ is chosen so that the resulting expressions for Qα and Q¯β˙ match exactly
with [We-B: Eq. (4.4)] of Wess & Bagger except the the labelling indices.
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By construction, Qα’s and Q¯β˙’s satisfy the following super Lie-bracket relations in Der C(X̂):
{Qα , Q¯β˙} = 2
√−1
3∑
µ=0
σµ
αβ˙
∂
∂xµ
and {Qα , Qβ} = {Q¯α˙ , Q¯β˙} = 0 .
(Cf. E.g. [We-B: Eq. (4.5)].)
Remark 1.4.3. [super-Poincare´-group action on X̂ ] In addition to the supersymmetry transfor-
mations on X̂, the built-in action of the Poincare´ group on X extends also to an action on X̂.
First, it acts on the standard coordinate-functions (x, θ, θ¯) R-affine-linearly on x and C-linearly
on (θ, θ¯). This then defines an action of the Poincare´ group on C∞(X̂) from the C∞-hull
structure of C∞(X̂). The corresponding infinitesimal generators of the action, as derivations
of C∞(X̂), can be worked out similarly to the case of supersymmetric transformations. All
together, they form a super Lie algebra with the super Lie bracket from Der C(X̂). This repro-
duces the standard results of symmetries of the d = 4, N = 1 superspace in, for example, [We-B:
Eq. (1.26)], [G-G-R-S: Sec. 3.2.c], [West1: Sec. 14.2] in the context of Super C∞-Algebraic
Geometry. Details are left to readers as an exercise.
Supersymmetrically invariant flow and supersymmetrically invariant frame on X̂
Consider another action on X̂ of the Abelian group of constant sections (ξ, η¯) = (ξ1, ξ2, η¯1˙, η¯2˙)
of S′ ⊕ S′′, given by the following transformations of the basic coordinate-functions (x, θ, θ¯)
g′(ξ,η¯) :

xµ 7−→ xµ +√−1(−θσµη¯t + ξσµθ¯t)
θα 7−→ θα + ξα
θ¯β˙ 7−→ θ¯β˙ + η¯β˙ ,
µ = 0, 1, 2, 3, α = 1, 2, β˙ = 1˙, 2˙ . Since (ξ, η) is odd, this is again a Z/2-grading-preserving
transformation and
g′(ξ,η¯)(f(x, θ, θ¯)) := f(x+
√−1(−θση¯t + ξσθ¯t), θ + ξ, θ¯ + η¯)
is defined by the C∞-structure of C∞(X̂), as in the case of g(ξ,η)(f(x, θ, θ¯)). Similar to the
representation g•, one has
Lemma 1.4.4. [g′• as representation on super-C∞-ring] For (ξ, η¯) a constant sections of
S′ ⊕ S′′, g′(ξ,η) is an automorphism of C∞(X̂) as a super C∞-ring.
Furthermore, one has the following commutativity property:
Lemma 1.4.5. [g′ and g commute] As super-C∞-ring-automorphisms of C∞(X̂),
g′(ξ′,η¯′) ◦ g(ξ,η¯) = g(ξ,η¯) ◦ g′(ξ′,η¯′)
for all constant sections (ξ′, η¯′), (ξ, η¯) of S′ ⊕ S′′.
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Proof. This follows from the direct computation that g′(ξ′,η¯′) ◦ g(ξ,η¯) and g(ξ,η¯) ◦ g′(ξ′,η¯′) give the
same transformation of the basic coordinate-functions (x, θ, θ¯) in C∞(X̂):
x 7−→ x+√−1 (θσ(η¯ − η¯′)t + (−ξ + ξ′)σθ¯t + ξ′ση¯t − ξση¯′t)
θ 7−→ θ + ξ + ξ′
θ¯ 7−→ θ¯ + η¯ + η¯′ .
Motivated by the notion of invariant flows on a manifold under a group action, one has
Definition 1.4.6. [symmetrically invariant (even) flow (with odd parameters)] We say
that g′ defines a (Z/2-grading preserving) supersymmetrically invariant flow on the superspace
X̂, parameterized by the odd parameters (ξ, η¯) in the Abelian group of constant sections of
S′ ⊕ S′′.
As in the case of g(ξ,η¯)(f(x, θ, θ¯)), one can also express g
′
(ξ,η¯)(f(x, θ, θ¯)) as a polynomial in
(ξ, η) to give the linearization of the action g′ on X̂:
g′(ξ,η¯)(f(x, θ, θ¯)) = f(x, θ, θ¯) +
2∑
α=1
ξα eα′f(x, θ, θ¯) −
2˙∑
β˙=1˙
η¯β˙ · eβ′′f(x, θ, θ¯)
+ (terms of total-(ξ, η¯)-degree ≥ 2) .
where18
eα′ =
∂
∂θα
+
√−1
3∑
µ=0
2˙∑
β˙=1˙
σµ
αβ˙
θ¯β˙
∂
∂xµ
and eβ′′ = − ∂
∂θ¯β˙
− √−1
3∑
µ=0
2∑
α=1
θασµ
αβ˙
∂
∂xµ
.
They satisfy the following super Lie bracket relations
{eα′ , eβ′′} = −2
√−1
3∑
µ=0
σµ
αβ˙
∂
∂xµ
and {eα′ , eβ′} = {eα′′ , eβ′′} = 0
while anti-commuting with Qα’s and Q¯β˙’s:
{eα′ , Qβ} = {eα′ , Q¯β˙} = {eα′′ , Qβ} = {eα′′ , Q¯β˙} = 0 ,
for α′ = 1′, 2′, α′′ = 1′′, 2′′, β = 1, 2, β˙ = 1˙, 2˙. (Cf. [We-B: Eq. (4.6) and Eq.’s (4.7) & (4.8)].)
18In terms of [We-B] of Wess & Bagger, eα′ and eβ′′ here are denoted respectively by Dα and D¯β˙ ibidem. While
the latter notations were essentially already carved in stone in the supersymmetry literature, in view that we need
to reserve the notation D for a connection, to avoid confusion from same letter D representing various different
objects, we have no choice but to change the classical notation in the supersymmetry literature. Here, the index
α′ is to match the spinor index α while the index β′′ is to match the spinor index β˙.
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Definition 1.4.7. [standard supersymmetrically invariant frame on X̂] Let eµ :=
∂/∂xµ, µ = 0, 1, 2, 3. Recall that they commute with Qα’s and Q¯β˙’s. Then the 8-tuple of
derivations
(eI)I := (eµ, eα′ , eβ′′)µ,α′,β′′ := (e0, e1, e2, e3 ; e1′ , e2′ ; e1′′ , e2′′)
is called the standard supersymmetrically invariant frame on the superspace X̂, with eα′ (resp.
− eβ′′) the infinitesimal generator of the supersymmetrically invariant flow parameterized by ξα
(resp. η¯β˙).
Definition 1.4.8. [standard supersymmetrically invariant coframe on X̂] The dual
frame
(eI)I := (e
µ, eα
′
, eβ
′′
)µ,α′,β′′ := (e
0, e1, e2, e3 ; e1
′
, e2
′
; e1
′′
, e2
′′
)
to (eµ, eα′ , eβ′′)µ,α′,β′′ is called the standard supersymmetrically invariant coframe on the super-
space X̂. It is a collection of 1-forms eI on X̂ characterized by eI(eJ) := (eJ)
←eI = δIJ . In terms
of (x, θ, θ¯), they are given by
eµ = dxµ +
√−1 ∑α,β˙ σµαβ˙ θ¯β˙ · dθα + √−1 ∑α,β˙ θα σµαβ˙ · dθ¯β˙ ,
eα
′
= dθα , eβ
′′
= − dθ¯β˙ .
One has
deµ = 2
√−1
∑
α,β˙
σµ
αβ˙
dθα ∧ dθ¯β˙ , deα′ = 0 , deβ′′ = 0 .
If writing [eI , eJ} =
∑
K c
K
IJeK , then one has de
K = 12
∑
I,J c
K
IJe
I ∧ eJ .
The supersymmetrically invariant flat geometry with torsion on X̂
One may use the standard supersymmetrically invariant frame (eµ, eα′ , eβ′′)µ,α′,β′′ on X̂ to define
a left connection on the tangent sheaf T
X̂
of X̂ as follows. (See Sec. 2.1 for a general study of left
connections on a left ÔX -module and more explanations of the curvature tensor of a connection
on a ÔX -module.)
Definition 1.4.9. [canonical connection on T
X̂
] The tangent sheaf T
X̂
of the superspace
X̂ is a left free ÔX -module with basis (eI)I := (eµ, eα′ , eβ′′)µ,α′,β′′ . Thus, one can define the
canonical connection ∇can on T
X̂
by setting
∇caneI eJ = [eI , eJ} ,
for I, J = 0, 1, 2, 3, 1′, 2′, 1′′, 2′′. Explicitly,
∇caneα′ eβ′′ = ∇
can
eβ′′ eα′ = −2
√−1σν
αβ˙
eν and all other ∇caneI eJ ’s are 0.
This then determines ∇canu v, for general u, v ∈ TX̂ , by the ÔX -linearity in the u-argument and
the C-linearity and the Z/2-graded Leibniz rule in the v-argument: (See Definition 2.1.2.)
∇canu v :=
∑
I,J
uI((eIvJ) · eJ + ςeIvJ · ∇caneI eJ)
=
∑
µ
(uvµ − 2√−1
∑
α′,β′′
ςvα
′
σµ
αβ˙
− 2√−1
∑
α′,β′′
ςvβ
′′
σµ
αβ˙
) · eµ
+
∑
α′
(uvα
′
) · eα′ +
∑
β′′
(uvβ
′′
) · eβ′′ , ,
for u =
∑
I u
IeI and v =
∑
J v
JeJ .
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From the explicit expression of ∇caneI eJ , one concludes that ∇can is even and of cohomological
degree 1, and is invariant under the (even) transformations on T
X̂
induced by the supersymmet-
rically invariant flow-with-odd-parameters on X̂. This re-creates the flat geometry with torsion
on X̂ described in, e.g., [We-B: Chap.XIV], [G-G-R-S: Sec. 3.4.c], and [West1: Sec. 14.2]. See
also [K-N: Sec. II.11 & Sec. X.2] and [Gi: Sec. I.9] for related studies.
The chiral sector and the antichiral sector of X̂
(Cf. [We-B: Chap. V] of Wess & Bagger)
(1) The chiral sector of X̂
Let
x′µ := xµ +
√−1 θσµθ¯t , θ′α := θα , θ¯′β˙ := θ¯β˙ , µ = 0, 1, 2, 3 , α = 1, 2 , β˙ = 1˙, 2˙,
denoted collectively as (x′, θ′, θ¯′), be a new set of coordinate-functions in C∞(X̂). They satisfy
eµx
′ν = δµν , eµθ′α = 0 , eµθ¯′β˙ = 0 ,
eα′x
′µ = 2
√−1 ∑β˙ σναβ˙ θ¯β˙ , eα′θ′β = δαβ , eα′ θ¯′β˙ = 0 ,
eβ′′x
′µ = 0 , eβ′′θ′α = 0 , eβ′′ θ¯′α˙ = − δβ˙α˙
and, hence, in terms of the new coordinate functions (x′, θ′, θ¯′), one has
eµ =
∂
∂x′µ
, eα′ =
∂
∂θ′α
+ 2
√−1
∑
ν,β˙
σν
αβ˙
θ¯′β˙
∂
∂x′ν
, eβ′′ = − ∂
∂θ¯′β˙
.
Here, ∂/∂x′µ, ∂/∂θ′α, ∂/∂θ¯′θ˙, µ = 0, 1, 2, 3, α = 1, 2, β˙ = 1˙, 2˙, are by definition the derivations of
C∞(X̂) associated to (x′, θ′, θ¯′), which are characterized by ∂∂x′µx
′ν = δµν , ∂∂x′µ θ
′α = ∂∂x′µ θ¯
′β˙ = 0,
∂
∂θ′α θ
′β = δαβ, ∂∂θ′αx
′µ = ∂∂θ′α θ¯
′β˙ = 0, and ∂
∂θ¯′β˙
θ¯′α˙ = δβ˙α˙,
∂
∂θ¯′β˙
x′µ = ∂
∂θ¯′β˙
θ′α = 0.
Example 1.4.10. [eα′ in new coordinate-functions (x
′, θ, θ¯′)]19 Let
eα′ =
∑
ν c
ν
α′
∂
∂x′ν +
∑
β c
β′
α′
∂
∂θ′β +
∑
β˙ c
β′′
α′
∂
∂θ¯′β˙
, where c να′ , c
β′
α′ , c
β′′
α′ ∈ C∞(X̂). Then,
c να′ = eα′x
′ν = 2
√−1 ∑β˙ σναβ˙ θ¯β˙ = 2√−1 ∑β˙ σναβ˙ θ¯′β˙ ,
cβ
′
α′ = eα′θ
′β = δαβ , c
β′′
α′ = eα′ θ¯
′β˙ = 0 .
Thus, eα′ =
∂
∂θ′α + 2
√−1 ∑ν,β˙ σναβ˙ θ¯β˙ ∂∂x′ν , as is given above.
Definition 1.4.11. [standard chiral coordinate-functions on X̂]
(x′, θ′, θ¯′) are called the standard chiral coordinate-functions on X̂.
19As illustrated by this example, the process goes the same as in the case of representing a vector field on a
smooth manifold in different coordinate charts because we take DerC(X̂) as a left C
∞(X̂)-module and all the
derivations here are left derivations. Cf. Footnote 7.
29
Definition 1.4.12. [chiral function-ring & chiral structure sheaf of X̂] (1) f ∈ C∞(X̂)
is called chiral if e1′′f = e2′′f = 0 . The set of chiral functions on X̂ is a C-subalgebra of
C∞(X̂), called the chiral function-ring of X̂, denoted by C∞(X̂)ch.
(2) Replacing X̂ by Û for U ⊂ X open and e1′′ , e2′′ by e1′′ |Û , e2′′ |Û in the above setup, one
obtains the sheaf of chiral functions ÔchX ⊂ ÔX , also called the chiral structure sheaf of X̂.
Since eβ′′ = ∂/∂θ¯
′β˙ in terms of the coordinate-functions (x′, θ′, θ¯′), f is chiral if and only if
f = f ′(0)(x
′) +
∑
α
f ′(α)(x
′)θ′α + f ′(12)(x
′)θ′1θ′2
in chiral coordinate-functions (x′, θ′, θ¯′).
Lemma 1.4.13. [induced C∞-hull structure on C∞(X̂)ch] C∞(X̂)ch is closed under the
C∞-hull structure of C∞(X̂) and, hence, has an induced C∞-hull structure from that of C∞(X̂).
Proof. This is a consequence of the fact that in the standard chiral coordinate-functions (x′, θ′, θ¯′)
for X̂, the commuting coordinate-functions x′0, x′1, x′2, x′3 lie in the C∞-hull of C∞(X̂) while
the nilpotent anticommuting coordinate functions θ′1, θ′2, θ¯′1˙, θ¯′2˙, are identical to θ1, θ2, θ¯1˙, θ¯2˙.
Explicitly, let h ∈ C∞(Rl) and f1, · · · , fl ∈ C∞(X̂)ch ∩ C∞-hull (X̂). Then
fi = f
′
i,(0)(x
′) + f ′i,(12)(x
′) θ′1θ′2, for i = 1, . . . , l, and hence h(f1, · · · , fl) ∈ C∞-hull (C∞(X̂))
can be expressed as
∑l
k=1(∂kh)(f
′
1,(0)(x
′), · · · , f ′i,(0))f ′k,(12)θ′1θ′2, which is chiral.
Lemma 1.4.14. [chiral function on X̂ in terms of (x, θ, θ¯)] In terms of the standard
coordinate functions (x, θ, θ′), a chiral function f on X̂ is determined by the components f(0),
f(α), and f(12) of f via the following formula
f = f(0)(x) +
√−1
∑
µ
(∂µf(0))(x) · θσµθ¯t − 1
2
∑
µ,ν
(∂µ∂νf(0))(x) · θσµθ¯tθσν θ¯t
+
∑
α
f(α)(x) · θα +
√−1
∑
µ,α
(∂µf(α))(x) · θσµθ¯tθα + f(12)(x) · θ1θ2
= f(0)(x) +
∑
α
f(α)(x) · θα + f(12)(x) · θ1θ2 +
∑
α,β˙
√−1∑µσµαβ˙ · (∂µf(0))(x) · θαθ¯β˙
+
∑
β˙
√−1∑µ(σµ2β˙ · (∂µf(1))(x)− σµ1β˙ · (∂µf(2))(x)) · θ1θ2θ¯β˙ + (f(0))(x) · θ1θ2θ¯1˙θ¯2˙
= f(0)(x) + f(1)(x) · θ1 + f(2)(x) · θ2 + f(12)(x) · θ1θ2
+
√−1 (− ∂0f(0) + ∂3f(0))(x) · θ1θ¯1˙ +
√−1 (∂1f(0) −
√−1∂2f(0))(x) · θ1θ¯2˙
+
√−1 (∂1f(0) +
√−1∂2f(0))(x) · θ2θ¯1˙ −
√−1 (∂0f(0) + ∂3f(0))(x) · θ2θ¯2˙
+
√−1 (∂1f(1) +
√−1∂2f(1) + ∂0f(2) − ∂3f(2))(x) · θ1θ2θ¯1˙
+
√−1 (−∂0f(1) − ∂3f(1) − ∂1f(2) +
√−1∂2f(2))(x) · θ1θ2θ¯2˙
+ ((∂20 − ∂21 − ∂22 − ∂23)f(0))(x) · θ1θ2θ¯1˙θ¯2˙ .
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Proof. Though elementary, we give two methods to prove the statement. The first is slick but
is unclear how it can be generalized to the situation when f takes values on a bundle with a
connection. The second looks unnecessarily tedious for the current situation but has a direct
generalization to the case where f takes values on a bundle with a connection on X̂.
(a) First proof
In terms of the chiral coordinate functions (x′, θ′, θ¯′),
f = f ′(x′, θ′, θ¯′) = f ′(0)(x
′) +
∑
α
f ′(α)(x
′)θ′α + f ′(12)(x
′)θ′1θ′2
where f ′(0), f
′
(α), f
′
(12) ∈ C∞(R4)C. By Lemma 1.1.3, applied to the real and the imaginary
component of f ′(0), f
′
(α), f
′
(12),
f ′(•)(x
′) = f ′(•)(x+
√−1θσθ¯t)
= f ′(•)(x) +
√−1
∑
µ
(∂µf
′
(•))(x) θσ
µθ¯t − 1
2
∑
µ,ν
(∂µ∂νf
′
(•))(x) (θσ
µθ¯t)(θσν θ¯t) .
The claim follows from applying the expansion to f ′(0)(x
′), f ′(α)(x
′), and f ′(12)(x
′), collecting like
terms in (θ, θ¯), and re-denoting f ′(•)(x) by f(•)(x).
(b) Second proof
To better organize the terms of polynomial in (θ, θ¯) and since only summations of terms are
involved, we will write a general f ∈ C∞(X̂) in a bookkeeping block-matrix20
f = f(0) +
∑
α
f(α)θ
α +
∑
β˙
f(β˙)θ¯
β˙ + f(12)θ
1θ2 +
∑
α,β˙
f(αβ˙)θ
αθ¯β˙ + f(1˙2˙)θ¯
1˙θ¯2˙
+
∑
α
f(α1˙2˙)θ
αθ¯1˙θ¯2˙ +
∑
β˙
f(12β˙)θ
1θ2θ¯β˙ + f(121˙2˙)θ
1θ2θ¯1˙θ¯2˙
=

f(0) f(1˙) f(2˙) f(1˙2˙)
f(1) f(11˙) f(12˙) f(11˙2˙)
f(2) f(21˙) f(22˙) f(21˙2˙)
f(12) f(121˙) f(122˙) f(121˙2˙)
 .
Here, all the coefficients/entries f(•) are in C
∞(X)C and are functions of x = (x0, x1, x2, x3).
Recall that eβ′′ := − ∂
∂θ¯β˙
−√−1∑µ,α θασµαβ˙∂µ, with ∂µ := ∂∂xµ . Thus,
e1′′f = − ∂
∂θ¯1˙
f − √−1
∑
µ,α
θασµ
α1˙
∂µf
= −

f(1˙) 0 f(1˙2˙) 0
− f(11˙) 0 −f(11˙2˙) 0
−f(21˙) 0 −f(21˙2˙) 0
f(121˙) 0 f(121˙2˙) 0

−√−1

0 0 0 0∑
µ σ
µ
11˙
∂µf(0)
∑
µ σ
µ
11˙
∂µf(1˙)
∑
µ σ
µ
11˙
∂µf(2˙)
∑
µ σ
µ
11˙
∂µf(1˙2˙)∑
µ σ
µ
21˙
∂µf(0)
∑
µ σ
µ
21˙
∂µf(1˙)
∑
µ σ
µ
21˙
∂µf(2˙)
∑
µ σ
µ
21˙
∂µf(1˙2˙)∑
µ(σ
µ
11˙
∂µf(2) − σµ21˙∂µf(1))
∑
µ(σ
µ
11˙
∂µf(21˙) − σµ21˙∂µf(11˙))
∑
µ(σ
µ
11˙
∂µf(22˙) − σµ21˙∂µf(12˙))
∑
µ(σ
µ
11˙
∂µf(21˙2˙) − σµ21˙∂µf(11˙2˙))

20More precisely, one may write f as (1, θ1, θ2, θ1θ2)M(1, θ¯1˙, θ¯2˙, θ¯1˙θ¯2˙)t, where M is a 4× 4 matrix with entries
in C∞(X)C, and then use M to represent f .
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and
e2′′f = − ∂
∂θ¯2˙
f − √−1
∑
µ,α
θασµ
α2˙
∂µf
= −

f(2˙) −f(1˙2˙) 0 0
− f(12˙) f(11˙2˙) 0 0
−f(22˙) f(21˙2˙) 0 0
f(122˙) −f(121˙2˙) 0 0

−√−1

0 0 0 0∑
µ σ
µ
12˙
∂µf(0)
∑
µ σ
µ
12˙
∂µf(1˙)
∑
µ σ
µ
12˙
∂µf(2˙)
∑
µ σ
µ
12˙
∂µf(1˙2˙)∑
µ σ
µ
22˙
∂µf(0)
∑
µ σ
µ
22˙
∂µf(1˙)
∑
µ σ
µ
22˙
∂µf(2˙)
∑
µ σ
µ
22˙
∂µf(1˙2˙)∑
µ(σ
µ
12˙
∂µf(2) − σµ22˙∂µf(1))
∑
µ(σ
µ
12˙
∂µf(21˙) − σµ22˙∂µf(11˙))
∑
µ(σ
µ
12˙
∂µf(22˙) − σµ22˙∂µf(12˙))
∑
µ(σ
µ
12˙
∂µf(21˙2˙) − σµ22˙∂µf(11˙2˙))
 .
Setting e1′′f = e2′′f = 0, one obtains
f(1˙) = f(2˙) = f(1˙2˙) = 0 , f(αβ˙) =
√−1∑µ σµαβ˙∂µf(0) ,
f(121˙) =
√−1∑µ(σµ21˙∂µf(1) − σµ11˙∂µf(2)) , f(122˙) = √−1∑µ(σµ22˙∂µf(1) − σµ12˙∂µf(2)) ,
f(11˙2˙) =
√−1∑µ σµ11˙∂µf(2˙) = 0 , f(21˙2˙) = √−1∑µ σµ21˙∂µf(1˙) = 0 ,
f(121˙2˙) =
√−1∑µ(σµ21˙∂µf(12˙) − σµ11˙∂µf(22˙))
=
√−1∑µ(σµ22˙∂µf(11˙) − σµ12˙∂µf(21˙)) = (∂20 − ∂21 − ∂22 − ∂23)f(0)
and a redundant collection of equations that are automatically satisfied under the above system
of equations:
−√−1∑µ σµ11˙∂µf(1˙) = 0 , −√−1∑µ σµ12˙∂µf(2˙) = 0 ,
−√−1∑µ σµ21˙∂µf(1˙) = 0 , −√−1∑µ σµ22˙∂µf(2˙) = 0 ,√−1∑µ(σµ21˙∂µf(11˙) − σµ11˙∂µf(21˙)) = 0 , √−1∑µ(σµ22˙∂µf(12˙) − σµ12˙∂µf(22˙)) = 0 ,
−√−1∑µ σµ11˙∂µf(1˙2˙) = 0 , −√−1∑µ σµ12˙∂µf(1˙2˙) = 0 ,
−√−1∑µ σµ21˙∂µf(1˙2˙) = 0 , −√−1∑µ σµ22˙∂µf(1˙2˙) = 0 ,√−1∑µ(σµ21˙∂µf(11˙2˙) − σµ11˙∂µf(21˙2˙)) = 0 , √−1∑µ(σµ22˙∂µf(11˙2˙) − σµ12˙∂µf(21˙2˙)) = 0 .
This proves the lemma.
(2) The antichiral sector of X̂
The above chiral sector of X̂ has an antichiral partner, which follows a very similar setup and
is summarized below.
Let
x′′µ := x−√−1 θσµθ¯t , θ′′α := θ , θ¯′′β˙ := θ¯β˙ , µ = 0, 1, 2, 3 , α = 1, 2 , β˙ = 1˙, 2˙,
denoted collectively as (x′′, θ′′, θ¯′′), be another set of coordinate-functions in C∞(X̂). They
satisfy
eµx
′′ν = δµν , eµθ′′α = 0 , eµθ¯′′β˙ = 0 ,
eα′x
′′µ = 0 , eα′θ′′β = δαβ , eα′ θ¯′′β˙ = 0 ,
eβ′′x
′′µ = − 2√−1 ∑α θασµαβ˙ , eβ′′θ′′α = 0 , eβ′′ θ¯′′α˙ = − δβ˙α˙
32
and, hence, in terms of the new coordinate functions (x′′, θ′′, θ¯′′), one has
eµ =
∂
∂x′′µ
, eα′ =
∂
∂θ′′α
, eβ′′ = − ∂
∂θ¯′′β˙
− 2√−1
∑
ν,α
θ′′ασν
αβ˙
∂
∂x′′ν
.
Here, ∂/∂x′′µ, ∂/∂θ′′α, ∂/∂θ¯′′θ˙, µ = 0, 1, 2, 3, α = 1, 2, β˙ = 1˙, 2˙, are the derivations of C∞(X̂)
associated to (x′′, θ′′, θ¯′′), characterized by ∂∂x′′µx
′′ν = δµν , ∂∂x′′µ θ
′′α = ∂∂x′′µ θ¯
′′β˙ = 0,
∂
∂θ′′α θ
′′β = δαβ, ∂∂θ′′αx
′′µ = ∂∂θ′′α θ¯
′′β˙ = 0, and ∂
∂θ¯′′β˙
θ¯′′α˙ = δβ˙α˙,
∂
∂θ¯′′β˙
x′′µ = ∂
∂θ¯′′β˙
θ′′α = 0.
Definition 1.4.15. [standard antichiral coordinate-functions on X̂]
(x′′, θ′′, θ¯′′) are called the standard antichiral coordinate-functions on X̂.
Definition 1.4.16. [antichiral function-ring & antichiral structure sheaf of X̂]
(1) f ∈ C∞(X̂) is called antichiral if e1′f = e2′f = 0 . The set of antichiral functions on X̂ is
a C-subalgebra of C∞(X̂), called the antichiral function-ring of X̂, denoted by C∞(X̂)ach.
(2) Replacing X̂ by Û for U ⊂ X open and e1′ , e2′ by e1′ |Û , e2′ |Û in the above setup, one obtains
the sheaf of antichiral functions ÔachX ⊂ ÔX , also called the antichiral structure sheaf of X̂.
Since eα′ = ∂/∂θ
′′α in terms of the coordinate-functions (x′′, θ′′, θ¯′′), f is antichiral if and
only if
f = f ′′(0)(x
′′) +
∑
β˙
f ′′
(β˙)
(x′′) θ¯′′β˙ + f ′′(12)(x
′′) θ¯′′1˙θ¯′′2˙
in antichiral coordinate-functions (x′′, θ′′, θ¯′′).
Lemma 1.4.17. [induced C∞-hull structure on C∞(X̂)ach] C∞(X̂)ach is closed under the
C∞-hull structure of C∞(X̂) and, hence, has an induced C∞-hull structure from that of C∞(X̂).
Lemma 1.4.18. [antichiral function on X̂ in terms of (x, θ, θ¯)] In terms of the standard
coordinate functions (x, θ, θ′), an antichiral function f on X̂ is determined by the components
f(0), f(β˙), and f(1˙2˙) of f via the following formula
f = f(0)(x) −
√−1
∑
µ
(∂µf(0))(x) · θσµθ¯t − 1
2
∑
µ,ν
(∂µ∂νf(0))(x) · θσµθ¯tθσν θ¯t
+
∑
β˙
f(β˙)(x) · θ¯β˙ −
√−1
∑
µ,β˙
(∂µf(β˙))(x) · θσµθ¯tθ¯β˙ + f(1˙2˙)(x) · θ¯1˙θ¯2˙
= f(0)(x) +
∑
β˙
f(β˙)(x) · θ¯β˙ + f(1˙2˙)(x) · θ¯1˙θ¯2˙ −
∑
α,β˙
√−1∑µσµαβ˙ · (∂µf(0))(x) · θαθ¯β˙
+
∑
α
√−1∑µ(σµα2˙ · (∂µf(1˙))(x)− σµα1˙ · (∂µf(2˙))(x)) · θαθ¯1˙θ¯2˙ + (f(0))(x) · θ1θ2θ¯1˙θ¯2˙
= f(0)(x) + f(1˙)(x) · θ¯1˙ + f(2˙)(x) · θ¯2˙ + f(1˙2˙)(x) · θ¯1˙θ¯2˙
−√−1 (− ∂0f(0) + ∂3f(0))(x) · θ1θ¯1˙ −
√−1 (∂1f(0) −
√−1∂2f(0))(x) · θ1θ¯2˙
−√−1 (∂1f(0) +
√−1∂2f(0))(x) · θ2θ¯1˙ +
√−1 (∂0f(0) + ∂3f(0))(x) · θ2θ¯2˙
+
√−1 (∂1f(1˙) −
√−1∂2f(1˙) + ∂0f(2˙) − ∂3f(2˙))(x) · θ1θ¯1˙θ¯2˙
−√−1 (∂0f(1˙) + ∂3f(1˙) + ∂1f(2˙) +
√−1∂2f(2˙))(x) · θ2θ¯1˙θ¯2˙
+ ((∂20 − ∂21 − ∂22 − ∂23)f(0))(x) · θ1θ2θ¯1˙θ¯2˙ .
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2 d = 4, N = 1 Azumaya/matrix superspaces X̂Az with a funda-
mental module with a connection
In Sec. 1.3, we set the convention that a derivation ξ ∈ Der C(X̂) apply to f ∈ C∞(X̂) from
the left (of f). For this reason, it is natural to take as convention that the covariant derivation
∇̂ξ defined by a connection ∇̂ on a vector bundle Ê on X̂ apply to a section ŝ of Ê also from
the left. This turns out fine if one only consider connections that are purely even. While
mathematically a theory of purely even, left connections gives a sound theory, the physicist’s
construction of a connection from a vector multiplet gives a connection that include also an
odd part. This suggests that one needs to consider a general left connections, which include
not only the even part, such as d, but also the odd part. Once making such a generalization,
one finds new subtleties (Sec. 2.1). The resolution of these subtleties leads us to the notion of
hybrid connections (Sec. 2.2), which best fit physicists’ construction of a connection from a vector
superfield (Sec. 2.3). Using this, together with the notion of Azumaya/matrix supermanfolds
with a fundamental module developed in [L-Y4] (D(11.2)), one obtains the d = 4, N = 1
Azumaya/matrix superspace with a fundamental module with a connection (Sec. 2.4). This
describes the world-volume of fermionic D3-branes with N = 1 world-volume supersymmetry.
2.1 Lessons from left connections on the Chan-Paton bundle Ê over X̂
The notion of (left) derivations on X̂ can be generalized naturally to the notion of ‘left connec-
tions’ on a bundle Ê over X̂. This is a good mathematical theory by itself and they behave well
under parity-preserving gauge transformations. But as we will learn the notion does not fit well
under general gauge transformations that mix the even component of Ê and the odd component
of Ê. The lesson will guide us how to “correct” this in Sec. 2.2.
The old setup
Recall first the basic setup, notations, and a fact: ([L-Y4] (D(11.2)) and [L-Y9] (D(11.4.1)))
· Denote by Ĉ the algebra C[θ1, θ2, θ1˙, θ2˙]anti-c of complex Grassmann numbers.
· Let m̂ := (θ1, θ2, θ¯1˙, θ¯2˙) be the ideal sheaf of the 4-dimensional Minkowski space-time X
in the d = 4, N = 1 superspace X̂ as a super C∞-subscheme.
· Let E be a complex vector bundle of rank r on X. The corresponding sheaf of smooth
sections is denoted by E . Denote by End C(E) (resp. Aut C(E)) the bundle of endomor-
phisms (resp. the bundle of automorphisms) of E. The corresponding sheaves are denoted
by EndO CX (E) and AutO CX (E) respectively. In this old setup, by default, End C(E) andEndO CX (E) act respectively on E and E from the left.
· Let Ê be the complex vector bundle of rank r on X̂ that extends E; each fiber of Ê
over X is a free bi-Ĉ-module of rank r. The corresponding sheaf of smooth sections is a
bi-ÔX -modules, denoted by Ê . Ê = E ⊗O CX ÔX is Z/2-graded; and the left and the right
locally free ÔX -module structure of Ê are related by sa = (−1)p(s)p(a)as for a ∈ ÔX , s ∈ Ê
parity homogeneous.
· Let End
Right- Ĉ(Ê) be the bundle of endomorphisms of Ê as a right Ĉ-module over X. The
corresponding sheaf of endomorphisms of Ê is denoted by End
Right- ÔX (Ê). By default,
End
Right- Ĉ(Ê) and End ÔX (Ê) act respectively on Ê and Ê from the left.
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· Let Aut
Right- Ĉ(Ê) ⊂ EndRight- Ĉ(Ê) be the bundle of automorphisms of Ê as a right Ĉ-
module overX. The corresponding sheaf of automorphisms of Ê is denoted byAut
Right- ÔX (Ê).
Recall [L-Y9: Lemma 2.2.1.1 & Corollary 2.2.1.2] (D(11.4.1)) that
Aut
Right- ÔX (Ê) ' AutO CX (E) ⊕ EndO CX (E)⊗O CX m̂ .
The set C∞(Aut
Right- Ĉ(Ê)) of smooth sections of AutRight- Ĉ(Ê) forms the group of gauge
transformations of Ê.
General aspects of left connections on Ê and their curvature tensor
Definition 2.1.1. [even part vs. odd part of C-bilinear pairing] Let V1, V2, and W be
Z/2-graded C-vector spaces and
A : V1 × V2 −→ W
(v1, v2) 7−→ v1Av2
be a C-bilinear pairing that is applied to V1 from the right and to V2 from the left. The even
part A(even) of A is defined to be the C-bilinear pairing V1 × V2 →W with
v1A
(even)v2 :=
{
(v1Av2)
(even) if v1 and v2 are both even or both odd ,
(v1Av2)
(odd) if either (v1 even, v2 odd) or (v1 odd, v2 even)
while the odd part A(odd) of A is defined to be the C-bilinear pairing V1 × V2 →W with
v1A
(odd)v2 :=
{
(v1Av2)
(odd) if v1 and v2 are both even or both odd ,
(v1Av2)
(even) if either (v1 even, v2 odd) or (v1 odd, v2 even)
Here, (v1Av2)
(even) (resp. (v1Av2)
(odd)) is the even component (resp. odd component) of v1Av2 ∈
W . By construction, A = A(even) +A(odd).
Definition 2.1.2. [left connection on Ê] A left connection ∇̂ on Ê is a C-bilinear pairing21
∇̂ : T
X̂
× Ê −→ Ê
(ξ, s) 7−→ ∇̂ξs
such that
(1) [ÔX-linearity in the TX̂-argument]
∇̂f1ξ1+f2ξ2s = f1∇̂ξ1s+ f2∇̂ξ2s, for f1, f2 ∈ ÔX , ξ1, ξ2 ∈ TX̂ , and s ∈ Ê ;
(2) [C-linearity in the Ê-argument]
∇̂ξ(c1s1 + c2s2) = c1∇̂ξs1 + c2∇̂ξs2, for c1, c2 ∈ C, ξ ∈ TX̂ , and s1, s2 ∈ Ê ;
21The notion of right connection can be defined similarly with the right Z/2-graded Leibniz rule. This is a
generalization of the notion of right derivation.
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(3) [generalized Z/2-graded Leibniz rule in the Ê-argument]
∇̂ξ(fs) = (ξf)s+ (−1)p(f)p(ξ) f · ςf(∇̂)ξs,
for f ∈ ÔX , ξ ∈ TX̂ parity homogeneous and s ∈ Ê . Here, ςf(∇̂) is the parity-conjugation of
∇̂ induced by f ; i.e., ςf(∇̂) = ∇̂, if f is even, or ς∇̂ := (even part of ∇̂) − (odd part of ∇̂)
if f is odd; (cf. Definition 1.3.1).
As an operation on the pairs (ξ, s), a connection ∇ on Ê is applied to ξ from the right while
applied to s from the left;22 cf. Lemma 1.3.7 and Remark 1.3.8.
Explanation 2.1.3. [generalized Z/2-graded Leibniz rule in Definition 2.1.2] For better
illumination, we’ll denote ∇̂ξs in this Explanation as ξ∇̂s (cf. Footnote 22). Notice that, unlike
the exterior differential operator d, we do not assume that a connection ∇̂, as a C-bilinear pairing
of the two sheaves of C-vector spaces T
X̂
and Ê , is even. Thus, when imposing a Z/2-graded
Leibniz rule for ξ∇̂(fs), for ξ ∈ TX̂ , f ∈ ÔX , and s ∈ Ê , one has to take into account not only
how f passes ξ but also how f passes ∇̂ so that one can reach a term of the form f · (ξ(· · · ))s.
Applying the general rule for passing Z/2-graded objects not necessarily of the same kind, one
then has
ξ∇̂(fs)  ξ(f · ςf(∇̂)s)  (−1)p(f)p(ξ) f · ξςf(∇̂)s =: (−1)p(f)p(ξ) f · ςf(∇̂)ξs .
This explains the generalized Z/2-graded Leibniz rule for a connection ∇̂ on Ê .
When ∇̂ is even, ςf (∇̂) = ∇̂ for all f ∈ ÔX . The generalized Z/2-graded Leibniz rule then
resumes to the ordinary Z/2-graded Leibniz rule: ∇̂ξ(fs) = (ξf)s + (−1)p(f)p(ξ) f · ∇̂ξs , for
f ∈ ÔX , ξ ∈ TX̂ parity homogeneous and s ∈ Ê .
Lemma 2.1.4. [even vs. odd part of connection ∇̂] Given a connection ∇̂ on Ê, the even
part ∇̂(even) of ∇̂ is another connection on Ê while the odd part of ∇̂ is an odd End Ô CX (Ê)-valued
1-form A(odd) on X̂. In notation, ∇̂ = ∇̂(even) +A(odd).
Proof. That ∇̂(even) is ÔX -linear in the TX̂ -argument and C-linear in the Ê is immediate. For
example, let f ∈ ÔX odd and p(fξ) = p(s); then fξ and s have the opposite parities and, hence,
∇̂(even)fξ s := (∇̂fξs)(odd) = (f · ∇̂ ξs)(odd) = f · (∇̂ξs)(even) =: f · ∇̂(even)ξ s .
That ∇̂(even) satisfies the ordinary Z/2-graded Leibniz rule (cf. Explanation 2.1.3) follows from:
∇̂(even)ξ (fs) = (∇̂ξ(fs))(p(ξ)+p(fs))
=
(
(ξf)s+ (−1)p(f)p(ξ) f · ςf(∇̂)ξs
)(p(ξ)+p(f)+p(s))
= (ξf)s + (−1)p(f)p(ξ)
(
f · ςf(∇̂)ξs
)(p(ξ)+p(f)+p(s))
= (ξf)s + (−1)p(f)p(ξ) f · ∇̂(even)ξ s .
Here, ( · · · )(k) := ( · · · )(even), if k is even, or ( · · · )(odd) if k is odd.
22In the Z/2-graded world, it is instructive to denote ∇̂ξs as ξ∇̂s or ξ∇̂s (though we do not adopt it as a
regularly used notation in this work). In particular, from fξ∇̂s to f(ξ∇̂s), f and ∇̂ do not pass each other.
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Finally,
(A(odd)(ξ))(fs) = ∇̂ξ(fs)− ∇̂(even)ξ (fs)
= (−1)p(f)p(ξ) f ·
(
ςf(∇̂)ξs− ∇̂(even)ξ s
)
= (−1)p(f)(p(ξ)+1) f · (A(odd)(ξ))(s) ,
for ξ ∈ T
X̂
and f ∈ ÔX parity homogeneous and s ∈ Ê . Note that since A(odd) is odd, p(ξ) + 1
is nothing but p(A(odd)(ξ)). This says that A(odd)(ξ) ∈ End ÔX (Ê), acting on Ê from the left.
This completes the proof.
Convention 2.1.5. [End ÔX(Ê)-valued 1-form] Normally we take an End ÔX(Ê)-valued 1-form A
as a section in End ÔX(Ê) ⊗ÔX T ∗X̂ .
23 For example, in terms of the supersymmetrically invari-
ant coframe (eµ, eα
′
, eβ
′′
)µ,α′,β′′ , A =
∑3
µ=0Aµe
µ +
∑
α=1′,2′ Aα′e
α′ +
∑
β′′=1′′,2′′ Aβ′′e
β′′ , with
Aµ, Aα′ , Aβ′′ ∈ End ÔX(Ê). However, one may also take an End ÔX(Ê)-valued 1-form A as a
section in T ∗
X̂
⊗ÔX End ÔX(Ê) and write A as
∑
I e
IA′I with matching Z/2-passing sign rule.
Cf. Footnote 23.
Lemma/Definition 2.1.6. [even left connection associated to even trivialization of
Ê] A trivialization of Ê on X̂ by a basis of even global sections (s1, · · · , sr) defines an even left
connection on Ê by the assignment (ξ, s) 7→∑ri=1(ξf i)si, for ξ ∈ TX̂ and s = ∑ri=1 f isi ∈ Ê.
We will call such a trivialization an even trivialization of Ê , denote such a left connection by
d, and call it the trivial left connection associated to an even trivialization of Ê .
Proof. Denote the C-bilinear pairing (ξ, s) 7→ ∑ri=1(ξf i)si in the Statement by P . Then since
si’s are all even, P sends (ξ : even, s : even) and (ξ : odd, s : odd) (resp. (ξ : even, s : odd) and
(ξ : odd, s : even)) to even (resp. odd) sections of Ê . This implies that P is an even pairing,
cf. Definition 2.1.1. It is straightforward now to check that it satisfies all the defining properties
of a left connection.
Explanation 2.1.7. [even trivialization condition in Lemma/Definition 2.1.6] If si’s
in the basis (s1, · · · , sr) of Ê are not all even, then the pairing P : (ξ, s) 7→
∑r
i=1(ξf
i)si, for
ξ ∈ T
X̂
and s =
∑r
i=1 f
isi ∈ Ê in general does not satisfy the generalized Z/2-graded Leibniz
rule and, hence, does not define a left connection on Ê. The following simplified counterexample
serves to illustrate this.
Let Z = R1 with coordinate-function x and Ẑ be the super line with C∞(Ẑ) = C∞(R)[θ],
θ2 = 0. Take Ê = ÔZ and s1 = 1 + θ as a basis. A section s = a(x) + b(x)θ ∈ Ê can
be expressed as (a(x) + (b(x) − a(x))θ)s1 =: f1s1. Thus P (ξ, s) = (ξf1)s1. In particular,
P (∂θ, b(x)θ) = P (∂θ, (b(x)θ)s1) = b(x) · (1 + θ). Should the generalized Z/2-graded Leibniz rule
for P hold, this would equal ∂θ(b(x)θ)s1+(−1)p(∂θ)p(b(x)θ)(b(x)θ)·(P (even)(∂θ, s1)−P (odd)(∂θ, s1)),
Which would imply that I := − (b(x)θ) · (P (even)(∂θ, s1)− P (odd)(∂θ, s1)) vanishes.
23This is based on the convention that we write a differential form on X̂ as a combination of
f0 df1 ∧ · · · ∧ dfl, where f0, f1 , · · · , fl ∈ C∞(X̂). One has the other choice: T ∗X̂ ⊗ÔX End ÔX (Ê). Different choices
of conventions may influence the (−1)•-factor in an explicit computation.
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Now, P (even)(∂θ, s1) = P
(even)(∂θ, 1 + θ) = (P (∂θ, 1))
(odd) + (P (∂θ, θ))
(even) = 1− θ while
P (odd)(∂θ, s1) = P
(odd)(∂θ, 1 + θ) = (P (∂θ, 1))
(even) + (P (∂θ, θ))
(odd) = −1 + θ . It follows that
I = − (b(x)θ) · (2− 2θ) = − 2b(x)θ 6= 0. This shows that P is not a left connection on Ê .24
The same argument as in the proof of Lemma 2.1.4 says that:
Lemma/Definition 2.1.8. [connection 1-form] Let d be a trivial left connection on Ê (as-
sociated to the trivialization of Ê by some even basis) and ∇̂ = ∇̂(even) +A(odd) be a connection
on Ê. Then
∇̂(even) = d + A(even)
for an even End Ô CX (Ê)-valued 1-form. Together, ∇̂ = d+ A
(even) + A(odd) =: d+ A. A is called
the connection 1-form associated to ∇̂ (with respect to the underlying (even) trivialization of
Ê). By construction, A(even) is the even part of A, which depends on the trivialization, while
A(odd) is the odd part of A, which is independent of the trivialization.
Having had the notion of a left connection ∇̂, one naturally wants to define the curvature
tensor F ∇̂ of ∇̂. Unfortunately the standard formula for F ∇̂ when ∇̂ is purely even does not
work due to the odd part A(odd) in ∇̂. Some modification to the standard formula is required.
See Lemma/Definition 2.1.9 in the next theme.
Subtleties behind the notion of ‘left connection’
(a) Left connections under general gauge transformations
Explanation 2.1.7 gives an example that
· In general, a non-even gauge transformation g on Ê does not take a (left) covariant deriva-
tive ∇̂ξ on Ê to another (left) covariant derivative on Ê by conjugation.
Indeed, in general the operation
(ξ, ŝ) 7−→ g(∇̂ξ(g−1ŝ))
does not define a connection on Ê. The correct rule is given by
(ξ, ŝ) 7−→ (ξ)←(g ◦ ∇ ◦ g−1)(ŝ) := ςξg(∇̂ξ(g−1ŝ)) ,
for ξ parity homogeneous.25
24Connection under gauge transformations Behind this simple example is the more general state-
ment/observation that conjugation by a gauge symmetry g of a vector bundle Ê over the super space X̂ does
not take a covariant derivative to a covariant derivative unless g is even (i.e. Z/2-grading preserving). On the
other hand, in physics literature gauge transformations of the form exp (Φ), where Φ is a superfield on X̂ frequently
appear. Such transformations are in general not even. How to deal with such transformations coherently with
connections for the case we need for D-branes motivates the notion of left-right hybrid connection in Sec. 2.2.
25Caution that, by the convention of current notes, ∇̂ξ := (ξ)←̂∇. Thus, there is no passing between ∇̂ and ξ.
Similarly, Aeven(ξ) := (ξ)←Aeven and Aodd(ξ) := (ξ)←Aodd.
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(b) The curvature tensor F ∇̂ associated to a connection ∇̂
Naively, one would define the End Ĉ(Ê)-valued curvature 2-tensor on X̂ associated to a connec-
tion ∇̂ on Ê by the assignment
(ξ1, ξ2; ŝ) 7−→ [∇̂ξ1 , ∇̂ξ2}s − ∇̂[ξ1,ξ2}s
for ξ1, ξ2 ∈ Der C(X̂) and ŝ ∈ C∞(Ê). Yet, as given above, this is not a 2-tensor on X̂.
The correct definition is given by:
Lemma/Definition 2.1.9. [curvature 2-tensor associated to left connection] Let ∇̂ be
a (general) left connection on Ê. Then the correspondence
F ∇̂ : (ξ1, ξ2; ŝ) 7−→ ([∇̂ξ1 , ∇̂ξ2} − ∇̂[ξ1,ξ2} − (1− (−1)p(ξ2)) · [A(odd)(ξ1), ξ2}) s ,
for ξ1, ξ2 ∈ Der C(X̂) and ŝ ∈ C∞(Ê), defines an End Ĉ(Ê)-valued 2-tensor on X̂. We shall call
F ∇̂ thus defined the curvature tensor on X̂ associated to the left connection ∇̂ on Ê.
Since we mean to use this only as a contrast to and motivation for the new setting in Sec. 2.2,
we leave the proof to interested readers as an exercise.
Left connections on Ê that are adapted to vector multiplets of supersymmetry
representations
(See Sec. 2.2 for more thorough explanations in the case of simple hybrid connections. The
current theme is for comparison with Sec. 2.2 only.) One can press on, following, e.g., [G-G-R-
S: Sec. 4.2], to define the notion of SUSY-rep compatible left connection associated to a vector
superfield V by first fixing an even trivialization of of Ê and then setting26
∇̂eβ′′ = eβ′′ , ∇̂eα′ = e−V ◦ eα′ ◦ ς(eV ) , ∇̂eµ =
√−1
2
∑
α,β˙
σ˘αβ˙µ · {∇̂eα′ , ∇̂eβ′′} .
Here, σ˘µ = (σ˘
αβ˙
µ )αβ˙ with
σ˘0 :=
1
2
[ −1 0
0 −1
]
, σ˘1 :=
1
2
[
0 1
1 0
]
, σ˘2 :=
1
2
[
0
√−1
−√−1 0
]
, σ˘3 :=
1
2
[
1 0
0 −1
]
.
One can check that ∇̂ satisfies some curvature vanishing properties.
The complexity of expressions propagated from the seemingly harmless subtleties of not-
purely-even left connections mentioned in the previous theme, when one presses on further,
suggests that considering only purely left connections may not give the best context to study
connections on bundles on a superspace. This leads us to a new notion: left-right hybrid con-
nections, which we now turn to.
26Caution that in general V is not purely even and, hence, eV is not an even gauge transformation of Ê. Because
of this, ∇̂eα′ is defined as e−V ◦ eα′ ◦ ς(eV ), rather than e−V ◦ eα′ ◦ eV , so that it is a left covariant derivation on
Ê. One may define ∇̂eα′ instead as ς(e−V ) ◦ eα′ ◦ eV . Cf. Item (a) of the previous theme.
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2.2 Hybrid connections on the Chan-Paton bundle Ê over X̂
Guided by the lesson learned from Sec. 2.1, we introduce and study in this subsection the notion
of ‘hybrid connections’: Ordinary derivations still act from the left, but endomorphisms from
the evaluation of endomorphisms-valued 1-forms on derivations — which need to be added to
make a good notion of covariant derivations — act from the right. Our basic setup needs to be
adjusted accordingly, which we take as our starting point.
The new setup
Up to now, we have taken the endomorphism sheaf EndO CX (E) (resp. End ÔX (Ê)) of E (resp.
Ê) as acting on E (resp. Ê) from the left. In the commutative world, this is the most natural
convention. In the Z/2-graded world, as we have chosen the convention that derivations act on
their subjects from the left, to vary the notion of connections from Sec. 2.1 we are forced to
reset the convention to that the endomorphism sheaf EndO CX (E) (resp. End ÔX (Ê)) of E (resp. Ê)
as acting on E (resp. Ê) from the right so that one can encompass more situations in physics
literature and obtain cleaner formula in various situations. Similarly, for endomorphism bundles
End C(E) and End Ĉ(Ê).
· Denote by Ĉ the C-algebra C[θ1, θ2, θ1˙, θ2˙]anti-c of complex Grassmann numbers with the
standard Z/2-grading.
· Let m̂ := (θ1, θ2, θ¯1˙, θ¯2˙) be the ideal sheaf of the 4-dimensional Minkowski space-time X
in the d = 4, N = 1 superspace X̂ as a super C∞-subscheme.
· Let E be a complex vector bundle of rank r on X. The corresponding sheaf of smooth
sections is denoted by E . Denote by End C(E) (resp. Aut C(E)) the bundle of endomor-
phisms (resp. the bundle of automorphisms) of E. The corresponding sheaves are denoted
by EndO CX (E) and AutO CX (E) respectively. Here, we reset the convention to that
· End C(E) and Aut C(E) act on E from the right
and, similarly,
· EndO CX (E) and AutO CX (E) act on E from the right.
· Let Ê be the Z/2-graded complex vector bundle of rank r on X̂ that extends E; each
fiber of Ê over X is a free bi-Ĉ-module of rank r. By construction the corresponding
sheaf of smooth sections is a bi-ÔX -modules, denoted by Ê . Ê = E ⊗O CX ÔX is naturally
Z/2-graded; and the left and the right locally free ÔX -module structure of Ê are related
by sa = (−1)p(s)p(a)as for a ∈ ÔX , s ∈ Ê parity homogeneous.
· Let End Ĉ(Ê) be the bundle of endomorphisms of Ê as a left Ĉ-module over X. The
corresponding sheaf of endomorphisms of Ê is denoted by End ÔX (Ê). Under the new setup
· End Ĉ(Ê) (resp. End ÔX (Ê)) acts on Ê (resp. Ê) from the right.
End Ĉ(Ê) is naturally Z/2-graded: an even endomorphism sends even elements to even
elements and odd elements to odd elements in Ê while an odd endomorphism sends even
elements to odd elements and odd elements to even elements in Ê. Similarly, for End ÔX (Ê).
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· Let Aut Ĉ(Ê) ⊂ End Ĉ(Ê) be the bundle of automorphisms of Ê as a left Ĉ-module over X.
The corresponding sheaf of automorphisms of Ê is denoted by Aut ÔX (Ê). By convention,
· Aut Ĉ(Ê) (resp. Aut ÔX (Ê)) acts on Ê (resp. Ê) from the right.
Recall [L-Y9: Lemma 2.2.1.1 & Corollary 2.2.1.2] (D(11.4.1)) that
Aut ÔX (Ê) ' AutO CX (E) ⊕ EndO CX (E)⊗O CX m̂ .
The set C∞(Aut Ĉ(Ê)) of smooth sections of Aut Ĉ(Ê) forms the group of gauge transfor-
mations of Ê.
Convention 2.2.1. [left operators, right operators, and their compositions] Given sets A and C
of operators (e.g. derivations, endomorphisms, ...) that act on a set-with-structure B (e.g. rings,
modules, ...) with A acting from the left (of B) and C acting from the right (of B),27 we set
the following notational conventions:
· For a ∈ A, c ∈ C, and z ∈ B, we write az also as a(z), and zc also as (z)←c or c◦(z)
whichever is more convient.
· Let z ∈ B and, for example, a1, a2, a3 ∈ A and c1, c2 ∈ C. Then, denote the composition
a3((a2((a1z)c1))c2) =: (a3 ◦ c◦2 ◦ a2 ◦ c◦1 ◦ a1)(z) .
· When an operation P on B is a sum of an operator-from-left a ∈ A and an operator-from-
right c ∈ C, we write P as a+ c◦. By definition, P (z) = (a+ c◦)(z) = az + zc for z ∈ B.
For convenience we say that P is applied to B formally from the left.
· Similar notations and conventions apply to operators on B with values in another set-
with-structure.
The notion of simple hybrid connections on Ê
Definition 2.2.2. [pre-connection on Ê] A pre-connection ∇̂ on Ê is a C-bilinear pairing
∇̂ : T
X̂
× Ê −→ Ê
(ξ, s) 7−→ ∇̂ξs
such that
(1) [ÔX-linearity in the TX̂-argument]
∇̂f1ξ1+f2ξ2s = f1∇̂ξ1s+ f2∇̂ξ2s, for f1, f2 ∈ ÔX , ξ1, ξ2 ∈ TX̂ , and s ∈ Ê ;
(2) [C-linearity in the Ê-argument]
∇̂ξ(c1s1 + c2s2) = c1∇̂ξs1 + c2∇̂ξs2, for c1, c2 ∈ C, ξ ∈ TX̂ , and s1, s2 ∈ Ê ;
(3) [Z/2-graded Leibniz rule in the s-argument]
∇̂ξ(fs) = (ξf)s+ (−1)p(f)p(ξ) f · ∇̂ξs,
for f ∈ ÔX , ξ ∈ TX̂ parity homogeneous and s ∈ Ê .
27Caution that a left operation and a right operation may not commute.
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As an operation on the pairs (ξ, s), a pre-connection ∇̂ on Ê is applied to ξ from the right while
applied to s possibly only formally from the left;28 cf. Lemma 1.3.7 and Remark 1.3.8. Note
that, similar to d on ÔX , the Z/2-graded Leibniz rule for ∇̂ on Ê can written equivalently as
(3′) ∇̂(fs) = (df) · s + f · ∇̂s
since ∇̂ξ := (ξ)←̂∇ for ξ ∈ TX̂ .
Explanation 2.2.3. [Z/2-graded Leibniz rule in Definition 2.2.2] The ςf(∇̂) in the gen-
eralized Z/2-graded Leibniz rule in Definition 2.1.2 of a left connection ∇̂ on Ê indicates that
all ingredients of ∇̂ apply to s from the left. Here for a pre-connection ∇̂, only the usual ∇̂
appears in the Z/2-graded Leibniz rule. This is an indication that ingredients of ∇̂ are either
even and applied to s from the left, or even-odd-mixed and applied to s from the right.
Lemma/Definition 2.2.4. [pre-connection associated to trivialization of Ê] A trivial-
ization of Ê on X̂ by a basis of global sections (s1, · · · , sr) defines a pre-connection on Ê by the
assignment (ξ, s) 7→ ∑ri=1(ξfi)si, for ξ ∈ TX̂ and s = ∑ri=1 fisi ∈ Ê. We will call it the trivial
pre-connection associated to the given trivialization of Ê .
Note that the even component (s1(even), · · · , sr(even)) of a basis (s1, · · · , sr) of Ê (as a left
ÔX -module) gives another basis of ÔX , thus none of si(even) can be zero. Compared with
Lemma/Definition 2.1.6, here, however, si’s can have non-zero odd component si(odd).
Proof of Lemma/Definition 2.2.4. Denote the C-linear pairing (ξ, s) 7→ ∑ri=1(ξfi)si in the
Statement by P . Then, its clear that P satisfies the ÔX -Linearity-in-the TX̂ -Component Condi-
tion and C-Linearity-in-Ê-Component Condition. For the Z/2-graded Leibniz Rule Condition,
P (ξ, f0s) =
∑r
i=1 ξ(f0fi)s
i = (ξif0)s+ (−1)p(ξ)p(f0)f0 · P (ξ, s) from the Z/2-graded Leibniz rule
for ξ. This completes the proof.

Remark 2.2.5. [relook at Explanation 2.1.7] (Continuing Explanation 2.1.7.) Let s1 = 1 + θ
and repeat the computation in Explanation 2.1.7. This time P (∂θ, s1) on one hand equals zero
by definition, and one the other hand equals P (∂θ, 1)+P (∂θ, θ) = −s1+s1 = 0 since 1 = (1−θ)s1
and θ = θs1. Thus, there is no contradiction now.
Lemma/Definition 2.2.6. [simple hybrid connection on Ê] Let (s1, · · · , sr) be a basis of
Ê (as an ÔX-module) and A ∈ End ÔX (Ê)⊗ÔX T ∗X̂ be an End ÔX (Ê)-valued 1-from on X̂. Recall
28Similarly to the situation for left connections, it is instructive to denote ∇̂ξs as ξ∇̂s or ξ∇̂s (though we do
not adopt it here). In particular, from fξ∇̂s to f(ξ∇̂s), f and ∇̂ do not pass each other.
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that End ÔX (Ê) now acts on Ê from the right. Then the C-bilinear pairing29
∇̂ : T
X̂
× Ê −→ Ê
(ξ, s) 7−→ ∇̂ξs :=
∑r
i=1
(
(ξfi)s
i + ςξfi · (ςξsi)A(ξ)
)
=:
∑r
i=1
(
dfi(ξ) · si + ςξfi ·A(ξ)◦(ςξsi)
)
=: (ξ)←(ds+ sA)
=: (ds)(ξ) + (A(ξ)◦)(ςξs) ,
for ξ ∈ T
X̂
parity homogeneous and s =
∑r
i=1 fis
i, is a pre-connection on Ê. Here, recall (Def-
inition 1.3.1) that ςξsi := si for ξ even, or si(even) − si(odd) for ξ odd; and similarly for ςξfi.
In particular, for (s1, · · · , sr) even, ∇̂ξs =
∑r
i=1
(
dfi(ξ) · si + (−1)p(ξ)p(fi) fi ·A(ξ)◦(si)
)
for
fi ∈ ÔX , ξ ∈ TX̂ parity homogeneous.
A pre-connection on Ê of such particular type is called a simple hybrid connection on Ê . The
End ÔX(E)-valued 1-from A in the setting is called the connection 1-form of ∇̂ with respect to
the trivialization of Ê . From the expression ∇̂ξs = (ξ)←(ds+ sA), we will write
∇̂s = ds+ sA or ∇̂ = d+A◦
in short hand. In particular, when A = 0, ∇̂ = d resumes to the trivial pre-connection asso-
ciated to the given trivialization of Ê . We will call such trivial pre-connection simply a trivial
connection.
Proof. (1) Ê-linearity in the T
X̂
-argument
∇̂f0ξ s =
∑r
i=1
(
(f0ξ)fi · si + ε(f0ξ)fi · ς(f0ξ)siA(f0ξ)
)
=
∑r
i=1
(
f0 · ξfi · si + f0 · ςξfi · ςξsiA(ξ)
)
= f0 ∇̂ξs .
Here, we’ve used the identity that A(f0ξ) = (f0ξ)
←A = f0A(ξ) and the observations that
· For f0 even : p(f0ξ) = p(ξ) and hence ς(f0ξ)( • ) = ςξ( • ); ςξfi · ςξsi · f0 = f0 · ςξfi · ςξsi.
· For f0 odd :
· For ξ even : f0ξ is odd; ς(f0ξ)( • ) = ς( • ); ςfi · ςsi · f0 = f0 · fi · si = f0 · ςξfi · ςξsi
· For ξ odd : f0ξ is even; ς(f0ξ)( • ) = ( • ); fi · si · f0 = f0 · ςfi · ςsi = f0 · ςξfi · ςξsi.
(2) Z/2-graded Leibniz rule in the Ê-argument
∇̂ ξ(f0s) =
∑r
i=1
(
ξ(f0fi) · si + ςξ(f0fi) · ςξsiA(ξ)
)
=
∑r
i=1
(
(ξf0)fis
i + (−1)p(ξ)p(f0)f0(ξfi) · si + (−1)p(ξ)p(f0) f0 · ςξfi · ςξsiA(ξ)
)
= (ξf0)s + (−1)p(ξ)p(f0) f0 ∇̂ξs .
29There is a subtle point here that does not occur in the case of left connections: The EndÔX (Ê)-valued 1-form
A now applies to s ∈ Ê and evaluates on ξ ∈ TX̂ both from their right. Which of the two performs first? Here, we
set the conventions that the pair is (ξ, s), not (s, ξ), and (ξ, s)←A := (ξ)←(sA) so that one can express ∇̂ξs neatly
as (ξ)←(ds+ sA). Details of the expression will be different if one chooses the other convention (s, ξ), due to that
different passings of Z/2-graded objects are involved.
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Here, we’ve used the identities that, for ξ parity homogeneous, ςξ(f0f1) =
ςξf0 · ςξf1 for general
f0, f1, and
ςξf0 = (−1)p(ξ)p(f0) f0 for f0 parity homogeneous.
This completes the proof.
Lemma 2.2.7. [simple hybrid connection under gauge transformation] Let ∇̂ be a
simple hybrid connection on Ê and g ∈ Aut ÔX (Ê) be a gauge transformation, acting on Ê from
the right. Then the conjugated C-bilinear pairing
∇̂g : T
X̂
× Ê −→ Ê
(ξ, s) 7−→ ∇̂gξs := (g◦ ◦ ∇̂ξ ◦ g−1 ◦)(s) :=
(
∇̂ξ(sg−1)
)
g
defines a simple hybrid connection on Ê. Suppose that ∇̂s = ds + sA (with respect to a fixed
trivialization of Ê). Then
∇̂gs = ds + s(dg−1g + g−1Ag) =: ds+ sAg
(with respect to the fixed trivialization of Ê). Here, d in dg−1 is the induced trivial connection
on Aut ÔX (Ê) from the fixed trivial connection d on Ê and dg−1, dg−1g ∈ End ÔX (Ê) ⊗ÔX T ∗X̂ .
Note that dg−1g = −g−1dg.
Proof. That ∇̂gfξs = f∇̂gξs is clear. The Z/2-Graded Leibniz Rule Condition on ∇̂g follows from
∇̂gξs =
(
∇̂ξ(f · sg−1)
)
g =
(
(ξf) · sg−1 + (−1)p(ξ)p(f) f · ∇̂ξ(sg−1)
)
g
= (ξf)s + (−1)p(ξ)p(f) f ·
(
∇̂ξ(sg−1)
)
g = (ξf)s + (−1)p(ξ)p(f) f · ∇̂gξs .
This shows that ∇̂g is a pre-connection.
Now fix a trivialization of Ê . This induces a trivialization of Aut ÔX (Ê). With respect to
these trivializations,
∇̂gξs =
(
∇̂ξ(sg−1)
)
g =
(
ξ(sg−1) + ςξ(sg−1A(ξ))
)
g
=
(
(ξs)g−1 + ςξs(ξg−1) + ςξs · ςξg−1 ·A(ξ)) g
= ξs + ςξs(ξg−1)g + ςξs · ςξg−1 ·A(ξ)g
= ξs + (ξ)←
(
s(dg−1g) + s(g−1Ag)
)
= (ξ)←
(
ds+ s(dg−1g + g−1Ag)
)
=: (ξ)←(ds+ sAg) .
This shows that ∇̂g is indeed a simple hybrid connection.
Note that, as illustrated in Explanation 2.1.7, similar statement holds for a left connection
only when the gauge transformation is parity-preserving.
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The curvature tensor of a simple hybrid connection on Ê and its components
Lemma/Definition 2.2.8. [curvature tensor of simple hybrid connection ∇̂] Let ∇̂ be
a simple hybrid connection on Ê with ∇̂s = ds + sA with respect to a fixed trivialization of Ê.
Let
F ∇̂ := dA − A ∧A ,
where
· the d on End ÔX (Ê) ⊗ÔX T ∗X̂ comes from the usual exterior differential d on T ∗X̂ and the
trivial left connection d associated to the induced trivialization of End ÔX (Ê) from that of
Ê, and
· the wedge-product A ∧ A comes from the wedge-product of 1-forms on X̂ and the ring-
multiplication in End ÔX (Ê) subject to the Z×Z/2-bi-grading passing rule Convention 1.3.5.
Then, under a gauge transformation g ∈ Aut ÔX (Ê) ⊂ End ÔX (Ê),
F ∇̂
g
= g−1 F ∇̂ g .
In particular, F ∇̂ ∈ End ÔX (Ê)⊗ÔX
∧2 T ∗
X̂
is independent of the trivialization of Ê. We shall call
F ∇̂ the curvature tensor of the simple hybrid connection ∇̂.
Proof. Recall Lemma 2.2.7 that ∇̂s = ds+ sAg, with Ag = dg−1g + g−1Ag with respect to the
same fixed trivialization of Ê . Thus,
dAg = − dg−1 ∧ dg + dg−1 ∧Ag + g−1dAg − g−1A ∧ dg
while
Ag ∧Ag = (dg−1g + g−1Ag) ∧ (dg−1g + g−1Ag)
= (dg−1g) ∧ (dg−1g) + (dg−1g) ∧ (g−1Ag) + (g−1Ag) ∧ (dg−1g) + (g−1Ag) ∧ (g−1Ag)
= − dg−1 ∧ dg + dg−1 ∧Ag − g−1A ∧ dg + g−1A ∧Ag .
Here, the identity dg−1g = −g−1dg is used. It follows that
dAg −Ag ∧Ag = g−1(dA−A ∧A)g .
This proves the lemma.
Lemma 2.2.9. [components of curvature tensor] In terms of the supersymmetrically in-
variant frame {eI}I and coframe {eJ}J on X̂ (Definition 1.4.7 and Definition 1.4.8), let
F ∇̂ =
∑
I,J e
I ∧ eJFIJ . Then,
(eI , eJ , s)
←F ∇̂ = (−1)p(s)(p(eI)+p(ej)) s ((−1)p(eI)p(eJ )FIJ − FJI)
=
(
L[ ∇̂eI , ∇̂eJ} − ∇̂[eI ,eJ}
)
s .
Here for two left-right-mixed operators O1 = a1 + c
◦
1 and O2 = a2 + c
◦
2 with a1 and a2 parity
homogeneous and c1 and c2 in arbitrary parity situation,
L[O1, O2} := O1O2 − (−1)p(a1)p(a2)O2O1 .
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Proof. The first equality follows from the identity
(eI , eJ)
←(eK ∧ eL) = (eI , eJ)←(eK ⊗ eL − (−1)p(eK)p(eL) eL ⊗ eK)
= (−1)p(eI)p(eJ ) δIKδJL − δILδJK
and the sign-rule for passings (Convention 1.3.5). We now turn to the second equality.
To reduce some load of notations, write A =
∑
I e
IAI and [eI , eK} =
∑
K c
K
IJeK . Recall that
cKIJ ∈ C (and hence are even) and that deK = 12
∑
I,J c
K
IJe
I ∧ eJ ; Definition 1.4.8. Then,
F ∇̂ = dA−A ∧A =
∑
I
deIAI −
∑
I
eI ∧ dAI −
∑
I,J
(eIAI) ∧ (eJAJ)
=
∑
I,J
eI ∧ eJ
( 1
2
∑
K
cKIJAK − eJAI − ςeJAIAJ
)
=:
∑
I,J
eI ∧ eJ FIJ .
Thus, for s ∈ Ê parity homogeneous,
(eI , eJ , s)
←F ∇̂ =
∑
K,L
(−1)p(s)(p(eK)+p(eL))(eI , eL)←(eK ∧ eL) · sFKL
= (−1)p(s)(p(eI)+p(ej)) s ((−1)p(eI)p(eJ )FIJ − FJI)
= (−1)p(s)(p(eI)+p(eJ )) s
(
− (−1)p(eI)p(eJ ) eJAI + eIAJ
− (−1)p(eI)p(eJ ) · ςeJAIAJ + ςeIAJAI −
∑
K
cKIJAK
)
.
Here, note that p(eI) = p(e
I) for all I and we’ve used the observation that
(−1)p(s)(p(eI)+p(eJ ))+p(eI)p(eJ )s
∑
k
cKIJAK = − (−1)p(s)(p(eI)+p(eJ )) s
∑
K
cKIJAK
since cKIJ 6= 0 only when (I, J) = (α′, β′′) or (β′′, α′), in which case p(eI)p(eJ) = 1.
On the other hand, since the applying-from-the-left part of ∇̂ is d, which is even,
(L[ ∇̂eI , ∇̂eJ} − ∇̂[eI ,eJ})s = ∇̂eI ∇̂eJ s − (−1)p(eI)p(eJ ) ∇̂eJ ∇̂eIs − ∇̂[eI ,eJ}s
=: (I) + (II) + (III) .
We now proceed to work out the three summands (I), (II), and (III).
(I) := ∇̂eI ∇̂eJ s = ∇̂eI(eJs+ (−1)p(s)p(eJ )sAJ)
= eI(eJs+ (−1)p(s)p(eJ )sAJ) + ςeI(eJs+ (−1)p(s)p(eJ )sAJ)AI
= eIeJs + (−1)p(s)p(eJ ) (eIs)AJ + (−1)p(s)(p(eJ )+p(eI)) s · eIA
+ (−1)p(eI)p(eJ )+p(eI)p(s) (eJs)AI + (−1)p(s)(p(eJ )+p(eI)) s · ςeIAJAI .
With I ↔ J and the sign-factor added,
(II) := − (−1)p(eI)p(eJ ) ∇̂eJ ∇̂eIs
= − (−1)p(eI)p(eJ ) eJeIs
− (−1)p(eI)p(eJ )+p(s)p(eI) (eJs)AI − (−1)p(eI)p(eJ )+p(s)(p(eI)+p(eJ )) s · eJA
− (−1)p(eJ )p(s) (eIs)AJ − (−1)p(eI)p(eJ )+p(s)(p(eI)+p(eJ )) s · ςeJAIAJ .
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(III) := −∇̂[eI ,eJ}s = − [eI , eJ}s − (−1)p(s)(p(eI)+p(eJ )) s · ([eI , eJ})←A
= − [eI , eJ}s − (−1)p(s)(p(eI)+p(eJ )) s
∑
K c
K
IJAK .
After summing (I), (II), and (III), one find that all terms that involve derivations on s cancel:
(L[ ∇̂eI , ∇̂eJ} − ∇̂[eI ,eJ})s = (I) + (II) + (III)
= (−1)p(s)(p(eJ )+p(eI)) s · eIA + (−1)p(s)(p(eJ )+p(eI)) s · ςeIAJAI
− (−1)p(eI)p(eJ )+p(s)(p(eI)+p(eJ )) s · eJA− (−1)p(eI)p(eJ )+p(s)(p(eI)+p(eJ )) s · ςeJAIAJ
− (−1)p(s)(p(eI)+p(eJ )) s∑KcKIJAK
= (eI , eJ , s)
←F ∇̂ .
This completes the proof.
The induced connection on Ê∨ and End ÔX(Ê)
Let Ê∨ := Hom
Left- ÔX (Ê , ÔX) be the right dual bi-ÔX -module of Ê . It applies to Ê from the
right (of Ê) and there is a built-in evaluation map Ê⊗ÔX Ê∨ → ÔX , with s⊗t˜ 7→ (s)←˜t. For a right
endomorphism m̂ ∈ End ÔX(Ê) of Ê , denote by m̂∨ ∈ EndRight- ÔX(Ê∨) its dual left endomorphism
of Ê∨, defined by (sm̂)←˜t = (s)←(m̂∨t˜) for all s ∈ Ê and t˜ ∈ Ê∨. In terms of these notations, one
has the following two Lemma/Definitions.
Lemma/Definition 2.2.10. [induced left connection on right dual Ê∨] Let ∇̂ be a simple
hybrid connection on Ê with ∇̂s = ds+ sA with respect to a fixed trivialization of Ê. Then
∇̂∨t := dt − A∨t ,
with respect to the dual trivialization of Ê∨, defines a left connection on Ê∨. It satisfies the
identity
d((s)←t) = (∇̂s)←˜t + (s)←(∇̂∨t˜) .
∇̂∨ is called the induced (left) connection on Ê∨ from ∇̂ on Ê .
Proof. That ∇̂∨ is a left connection on Ê∨ follows from Sec. 2.1. The identity follows from a
direct computation:
(∇̂s)←˜t + (s)←(∇̂∨t˜) = (ds+ sA)←˜t + (s)←(dt˜−A∨t˜)
= ((ds)←˜t + (s)←(dt˜)) + ((sA)←˜t − (s)←(A∨t˜)) = d((s)←t) .
Remark 2.2.11. [A∨ in form of matrix ] If s ∈ Ê are taken as row vectors under the trivialization
and t˜ ∈ Ê∨ are taken as column vectors under the dual trivialization, let A be in the form of a
matrix that applies to Ê from the right: s 7→ sA as matrix multiplications. Then in the form of
a matrix that applies to Ê from the left, A∨ = A. I.e. A∨ : t˜ 7→ At˜.
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Lemma/Definition 2.2.12. [induced hybrid connection D̂ on End ÔX(Ê)] Let ∇̂ be a
simple hybrid connection on Ê with ∇̂s = ds + sA with respect to a fixed even trivialization of
Ê. Then, (assuming m̂ parity homogeneous when using ςm̂(•))
D̂m̂ := dm̂ − [A, m̂} = (dm̂−Am̂) + m̂ ςm̂A =: D̂(left)m̂ + m̂ ςm̂A
with respect to the induced trivialization of End ÔX(Ê), defines a hybrid connection on End ÔX(Ê).
As a C-bilinear pairing D̂ : T
X̂
× End ÔX(Ê) → End ÔX(Ê) with (ξ, m̂) 7→ D̂ξm̂, it satisfies the
following three properties:30
(1) [ÔX -linearity in the TX̂ -argument]
D̂f1ξ1+f2ξ2m̂ = f1D̂ξ1m̂+ f2D̂ξ2m̂, for f1, f2 ∈ ÔX , ξ1, ξ2 ∈ TX̂ , and m̂ ∈ End ÔX(Ê);
(2) [C-linearity in the End ÔX(Ê)-argument]
D̂ξ(c1m̂1+c2m̂2) = c1D̂ξm̂1+c2D̂ξm̂2, for c1, c2 ∈ C, ξ ∈ TX̂ , and m̂1, m̂2 ∈ End ÔX (Ê);
(3) [general Z/2-graded Leibniz rule in the End ÔX(Ê)-argument]
D̂ξ(fm̂) = (ξf)m̂+ (−1)p(f)p(ξ) f · ςf(D̂)ξm̂,
for f ∈ ÔX , ξ ∈ TX̂ parity homogeneous and m̂ ∈ End ÔX(Ê).
Which justifies D̂ to be taken as a connection. Note that Property (3) can be written as
D̂(fm̂) = df · m̂ + f · ςfD̂ m̂
as well. Furthermore,
(4) [Z/2-graded Leibniz rule with respect to product in End ÔX(Ê)]
D̂(m̂1m̂2) = (D̂m̂1)m̂2 + m̂1(
ςm̂1D̂ m̂2),
for m̂1 (parity homogeneous), m̂2 ∈ End ÔX(Ê).
(5) [relation with ∇̂∨ and ∇̂ under canonical isomorphism End ÔX(Ê) ' Ê∨ ⊗ÔX Ê ]
for m̂ = t˜⊗ s parity homogeneous, D̂m̂ = (∇̂∨t˜)⊗ s+ t˜⊗ ςm̂∇̂ s ;
(6) [relation with evaluation]
∇̂(sm̂) = (∇̂s)m̂ + s(D̂m̂) + sm̂(A− ςm̂A), for s ∈ Ê and m̂ ∈ End ÔX (Ê);
note that A− ςm̂A = (1− (−1)p(m̂))A(odd) vanishes if m̂ or A is even;
(7) [D̂ as extension of d]
D̂ restricts to d under the built-in Z/2-graded-ring-inclusion ÔX ↪→ End ÔX(Ê).
D̂ is called the induced hybrid connection on End ÔX(Ê) from the simple hybrid connection ∇̂
on Ê .
30In this work, we’ve defined the notion of left connections and simple hybrid connectons. The induced connec-
tion D̂ on End ÔX(Ê) from the simple hybrid connection ∇̂ on Ê is of neither kind. Since this is the only connection
we will use that has not been covered yet in this work, we list its specific characterizing properties here and leave
the development of the notion of general hybrid connections on an ÔX -module to the future.
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Proof. Properties (1), (2), and (7) are immediate.
For Property (3), note that [A, fm̂} = [A, f}m̂+ f [ςfA, m̂} = f [ςfA, m̂}, for m̂ parity homoge-
neous, since [A, f} = 0 for f ∈ ÔX . Thus,
D̂ξ(fm̂) = ξ(fm̂) − (ξ)←[A, fm̂}
= (ξf)m̂ + (−1)p(ξ)p(f) f · (ξm̂ − (ξ)←[ςfA, m̂})
= (ξf)m̂ + (−1)p(ξ)p(f) f · ςf(D̂)ξm̂ .
Property (4) follows from the identity [A, m̂1m̂2} = [A, m̂1} m̂2 + m̂1 [ςm̂1A, m̂2}.
For Property (5), recall Lemma/Definition 2.2.10 and Remark 2.2.11. Then,
(∇̂∨t˜)⊗ s+ t˜⊗ ςm̂∇̂ s = (dt˜−At˜)⊗ s + t˜⊗ (ds+ s ςm̂A)
= (dt˜)⊗ s + t˜⊗ ds − At˜⊗ s + t˜⊗ s ςm̂A = dm̂− [A, m̂} = D̂m̂ .
For Property (6), recall also Lemma/Definition 2.2.10 and Remark 2.2.11 and let m̂ = t˜⊗ s
under the canonical isomorphism End ÔX(Ê) ' Ê∨ ⊗ÔX Ê . Then,
(∇̂s′)m̂ + s′(D̂m̂) = (ds′ + s′A)←˜t · s + s′←(dm̂) − (s′At˜) · s + (s′t˜)⊗ s ςm̂A)
= ∇̂(s′m̂) + (s′t˜)⊗ s ςm̂A) − (s′m̂)A .
This completes the proof.
More explicitly, writing A =
∑
I e
IAI , then
ςm̂A =
∑
µ e
µ · ςm̂Aµ + (−1)p(m̂)
∑
α′ e
α′ · ςm̂Aα′ + (−1)p(m̂)
∑
β′′ e
β′′ · ςm̂Aβ′′
and (eI)
←(m̂ ςm̂A) = (−1)p(eI)p(m̂)m̂ · (eI)←ςm̂A = (−1)p(eI)p(m̂) ςm̂AI . And one has
D̂eI m̂ = eIm̂ − (eI)←[A, m̂} = eIm̂ − AIm̂ + m̂ ςm̂AI = eIm̂ − [AI , m̂} ,
for m̂ ∈ End ÔX(Ê) parity homogeneous.
Remark 2.2.13. [ [·, ·] vs. [·, ·} in Lemma/Definition 2.2.12 ] If one defines instead
D̂′m̂ := dm̂ − [A, m̂] = (dm̂−Am̂) + m̂A =: D̂(left)m̂ + m̂A ,
then D̂′ satisfies Properties (1), (2) and
(3′) [mixed general Z/2-graded Leibniz rule in the End ÔX(Ê)-argument]
D̂′ξ(fm̂) = (ξf)m̂+ (−1)p(f)p(ξ) f · ςf(D̂(left))ξm̂ + (−1)p(f)p(ξ) f · (ξ)←(m̂A),
for f ∈ ÔX , ξ ∈ TX̂ parity homogeneous and m̂ ∈ End ÔX(Ê).
(4′) [Leibniz rule with respect to product in End ÔX(Ê)]
D̂′(m̂1m̂2) = (D̂′m̂1)m̂2 + m̂1D̂′m̂2, for m̂1, m̂2 ∈ End ÔX(Ê).
(5′) [relation with ∇̂∨ and ∇̂ under canonical isomorphism End ÔX(Ê) ' Ê∨ ⊗ÔX Ê ]
for m̂ = t˜⊗ s parity homogeneous, D̂′m̂ = (∇̂∨t˜)⊗ s+ t˜⊗ ∇̂ s ;
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(6′) [compatibility with evaluation]
∇̂(sm̂) = (∇̂s)m̂ + s(D̂′m), for s ∈ Ê and m̂ ∈ End ÔX (Ê);
(7′) [D̂′ restricted to ÔX ]
D̂′(f · Id ) = df · Id + f · (A− ςfA) (= df · Id + (1− (−1)p(f))) fA(odd),
for f ∈ ÔX parity homogeneous.
Comparisons of (3) vs. (3′) and (7) vs. (7′) indicate that D̂ is the more natural one to take for
our problem.31
Remark 2.2.14. [left-part vs. right-part in D̂] From Property (3) that D̂ satisfies, D̂ behaves
like a left connection as long as the related Z/2-graded Leibniz rule is concerned. On the other
hand, the term m̂ ςm̂A in the expanded expression D̂m̂ = dm̂ − Am̂ + m̂ ςm̂A for D̂ = d + [A, ·}
suggests that D̂ has non-vanishing right-part. Indeed, the identity [A, m̂f} = [A, m̂}f suggests
that D̂ behaves like a simple hybrid connection as well.
2.3 Simple hybrid connections on Ê that ring with the vector representation
of the d = 4, N = 1 supersymmetry
Continuing the new setup at the beginning of Sec. 2.2. The simple hybrid connection introduced
in Sec. 2.2 has too many components when compared to a (End ÔX (Ê)-valued) vector multiplet
of the d = 4, N = 1 supersymmetry algebra and, hence, needs to be constrained appropriately.
In this subsection, we adopt the lesson learned from physicists to directly construct a simple
hybrid connection on a bundle over the superspace from a vector multiplet. This guarantees
that it is SUSY-rep compatible.
SUSY-rep compatible simple hybrid connection on Ê
The study in the textbook [G-G-R-S: Sec.4.2.a.3] of S. James Gates, Jr., Marcus Grisaru, Martin
Roc˘ek, and Warren Siegel motivate the following definitions.
Definition 2.3.1. [endomorphism in Wess-Zumino gauge] An h ∈ End ÔX(Ê) is said to
be in Wess-Zumino gauge if h is of the following form in the coordinate-functions (x, θ, θ¯) on X̂:
h(x, θ, θ¯) =
∑
α,β˙
h(αβ˙)(x)θ
αθ¯β˙ +
∑
α
h(α12)(x)θ
αθ¯1˙θ¯2˙ +
∑
β˙
h(12β˙)(x)θ
1θ2θ¯β˙ +
∑
α
h(121˙2˙)(x)θ
1θ2θ¯1˙θ¯2˙ .
Definition 2.3.2. [vector superfield] Given Ê , a vector superfield V on X̂ is an element of
End ÔX(Ê) such that there exist a gauge transformation g ∈ Aut ÔX(Ê) and a V ′ ∈ End ÔX(Ê)
in Wess-Zumino gauge such that g◦eV ◦g−1◦ = eV ′◦ (equivalently g−1eV g = eV ′ , cf. Conven-
tion 2.2.1). The sheaf of vector superfields on X̂ associated to Ê is denoted by V
X̂,Ê . (See
footnote 32 for words on the exponential eV of V .)
31Induced connection and evaluation : (5) vs. (5′) and (6) vs. (6′) The equality in Property (5′) is usually
the identity used to define the induced connection on a tensor product. Unfortunately, it gives D̂′, not D̂. Also,
it is a little puzzling that D̂′ is compatible with the evaluation completely while D̂ isn’t except for the case when
D̂ is purely even. These two observations seem to say that D̂, despite satisfying Properties (1), (2), (3), (4), (7),
may still not be the most functorially-natural induced connection on End ÔX(Ê) from the connection ∇̂ on Ê .
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Note that since g−1(0)e
V(0)g(0) = e
V ′
(0) if g−1eV g = eV ′ , a necessary condition for h ∈ End ÔX(Ê)
to be a vector superfield is that h0 = 0. Also note that g
−1eV g = e g−1V g; thus the condition
g−1eV g = eV ′ in Definition 2.3.1 above is equivalent to the condition g−1V g = V ′. Finally, note
that (V ′)3 = 0 for V ′ in Wess-Zumino gauge. Thus for V a vector superfield in the sense of
Definition 2.3.2, V 3 = g(V ′)3g−1 = 0 and, hence, eV = Id + V + 12V
2.32
Definition 2.3.3. [SUSY-rep compatible simple hybrid connection on Ê] Fix a trivial-
ization of Ê ; the corresponding left connection on Ê is denoted by d. Let ∇̂ be a simple hybrid
connection on Ê . ∇̂ is said to be SUSY-rep compatible if ∇̂ is of the following form up to a gauge
transformation:
· There is a vector superfield V ∈ V
X̂,Ê ⊂ End ÔX(Ê) such that
∇̂eβ′′ = eβ′′ , ∇̂eα′ = eV ◦ ◦ eα′ ◦ e−V ◦ , ∇̂eµ =
√−1
2
∑
α,β˙
σ˘αβ˙µ · L[∇̂eα′ , ∇̂eβ′′} ,
for β′′ = 1′′, 2′′, α′ = 1′, 2′, and µ = 0, 1, 2, 3. Here, σ˘µ = (σ˘
αβ˙
µ )αβ˙ with
σ˘0 :=
1
2
[ −1 0
0 −1
]
, σ˘1 :=
1
2
[
0 1
1 0
]
, σ˘2 :=
1
2
[
0
√−1
−√−1 0
]
, σ˘3 :=
1
2
[
1 0
0 −1
]
and L[∇̂eα′ , ∇̂eβ′′} = {∇̂eα′ , ∇̂eβ′′} (cf. Lemma 2.2.9).
In particular, a SUSY-rep compatible simple hybrid connection on Ê is determined by a vector
superfield V ∈ V
X̂,Ê , up to a gauge transformation.
More explicitly, let ∇̂s = ds + sA with A = ∑I eIAI in terms of the supersymmetrically
invariant coframe (eI)I on X̂. Then, straightforward computations give
∇̂eβ′′s = eβ′′s ,
∇̂eα′s = (eα′(se−V ))eV = eα′s + (−1)p(s) s (eα′e−V )eV ,
∇̂eµs =
√−1
2
∑
α,β˙ σ˘
αβ˙
µ · L[∇̂eα′ , ∇̂eβ′′} s = eµs + s · (
√−1
2
∑
α,β˙ σ˘
αβ˙
µ Θαβ˙) ,
where
Θαβ˙ = (eβ′′eα′e
−V ) eV − (eα′ ςe−V ) · (eβ′′eV ) = eβ′′((eα′e−V ) eV ) .
This justifies that ∇̂ is indeed a simple hybrid connection on Ê with the the connection 1-form
A, with respect to the underlying trivialization of Ê , determined by V :
A =
∑
I e
I ·AI =
∑3
µ=0 e
µ · (
√−1
2
∑
α,β˙ σ˘
αβ˙
µ Θαβ˙) +
∑2′
α′=1′ e
α′ · (eα′e−V )eV .
For
V :=
∑
γ,δ˙
V(γδ˙)θ
γ θ¯δ˙ +
∑
δ˙
V(12δ˙)θ
1θ2θ¯γ˙ +
∑
γ
V(γ1˙2˙)θ
γ θ¯1˙θ¯2˙ + V(121˙2˙)θ
1θ2θ¯1˙θ¯2˙ ∈ ÔAzX ,
32Exponential eV Since we do not introduce the notion of C∞-group-scheme and super C∞-group-scheme in
this work, rigorously speaking, we haven’t defined what the exponential eV of V means in the context of super
C∞-Algebraic Geometry. However, the only situation of eV that is relevant to the current work is for V a vector
super field in the sense of Definition 2.3.2. Thus, as a hindsight, one may take Id +V + 1
2
V 2 as the definition of
eV for V a vector superfield. From this, one also see that the parity-conjugate ςeV := ς(eV ) = e
ςV .
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this is given in terms of components of V by
Θ11˙ = V(11˙) − V(121˙)θ2 + V(11˙2˙)θ¯2˙ +
√−1∑µσµ11˙∂µV(11˙)θ1θ¯1˙
+ ([V(11˙), V(12˙)]−
√−1∑µσµ12˙∂µV(11˙) + 2√−1∑µσµ11˙∂µV(12˙)) θ1θ¯2˙
+
√−1∑µσµ21˙∂µV(11˙)θ2θ¯1˙
+ (− V(121˙2˙) +
1
2
[V(11˙), V(22˙)] +
1
2
[V(21˙), V(12˙)] +
√−1∑µσµ21˙∂µV(12˙)
−√−1∑µσµ12˙∂µV(21˙) +√−1∑µσµ11˙∂µV(22˙)) θ2θ¯2˙
+
√−1∑µσµ11˙∂µV(121˙) θ1θ2θ¯1˙
+ ([V(11˙), V(122˙)]− [V(12˙), V(121˙)]−
√−1∑µσµ12˙∂µV(121˙) + 2√−1∑µσµ11˙∂µV(122˙)) θ1θ2θ¯2˙
+
√−1∑µσµ11˙∂µV(11˙2˙)θ1θ¯1˙θ¯2˙ + √−1∑µσµ21˙∂µV(11˙2˙)θ2θ¯1˙θ¯2˙
+ (
√−1∑µσµ11˙∂µV(121˙2˙) +√−1∑µσµ21˙∂µ[V(11˙), V(12˙)]− 12 √−1∑µσµ11˙∂µ[V(11˙), V(22˙)]
−1
2
√−1∑µσµ11˙∂µ[V(21˙), V(12˙)] +∑µ,νσµ21˙σν12˙∂µ∂νV(11˙) −∑µ,νσµ21˙σν11˙∂µ∂νV(12˙)
−∑µ,νσµ11˙σν12˙∂µ∂νV(21˙) +∑µ,νσµ11˙σν11˙∂µ∂νV(22˙)) θ1θ2θ¯1˙θ¯2˙ ,
Θ12˙ = V(12˙) − V(122˙)θ2 − V(11˙2˙)θ¯1˙
+ (− [V(11˙), V(12˙)] + 2
√−1∑µσµ12˙∂µV(11˙) −√−1∑µσµ11˙∂µV(12˙)) θ1θ¯1˙
+
√−1∑µσµ12˙∂µV(12˙)θ1θ¯2˙
+ (V(121˙2˙) −
1
2
[V(11˙), V(22˙)]−
1
2
[V(21˙), V(12˙)] +
√−1∑µσµ22˙∂µV(11˙)
+
√−1∑µσµ12˙∂µV(21˙) −√−1∑µσµ11˙∂µV(22˙)) θ2θ¯1˙
+
√−1∑µσµ22˙∂µV(12˙)θ2θ¯2˙
+ (− [V(11˙), V(122˙)] + [V(12˙), V(121˙)] + 2
√−1∑µσµ12˙∂µV(121˙) −√−1∑µσµ11˙∂µV(122˙)) θ1θ2θ¯1˙
+
√−1∑µσµ12˙∂µV(122˙) θ1θ2θ¯2˙ + √−1∑µσµ12˙∂µV(11˙2˙)θ1θ¯1˙θ¯2˙ + √−1∑µσµ22˙∂µV(11˙2˙)θ2θ¯1˙θ¯2˙
+ (
√−1∑µσµ12˙∂µV(121˙2˙) +√−1∑µσµ22˙∂µ[V(11˙), V(12˙)]− 12 √−1∑µσµ12˙∂µ[V(11˙), V(22˙)]
−1
2
√−1∑µσµ12˙∂µ[V(21˙), V(12˙)] +∑µ,νσµ22˙σν12˙∂µ∂νV(11˙) −∑µ,νσµ22˙σν11˙∂µ∂νV(12˙)
−∑µ,νσµ12˙σν12˙∂µ∂νV(21˙) +∑µ,νσµ12˙σν11˙∂µ∂νV(22˙)) θ1θ2θ¯1˙θ¯2˙ ,
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Θ21˙ = V(21˙) + V(121˙)θ
1 + V(21˙2˙)θ¯
2˙ +
√−1∑µσµ11˙∂µV(21˙)θ1θ¯1˙
+ (V(121˙2˙) +
1
2
[V(11˙), V(22˙)] +
1
2
[V(21˙), V(12˙)]−
√−1∑µσµ22˙∂µV(11˙)
+
√−1∑µσµ21˙∂µV(12˙) +√−1∑µσµ11˙∂µV(22˙)) θ1θ¯2˙
+
√−1∑µσµ21˙∂µV(21˙)θ2θ¯1˙
+ ([V(21˙), V(22˙)]−
√−1∑µσµ22˙∂µV(21˙) + 2√−1∑µσµ21˙∂µV(22˙)) θ2θ¯2˙
+
√−1∑µσµ21˙∂µV(121˙) θ1θ2θ¯1˙
+ ([V(21˙), V(122˙)]− [V(22˙), V(121˙)]−
√−1∑µσµ22˙∂µV(121˙) + 2√−1∑µσµ21˙∂µV(122˙)) θ1θ2θ¯2˙
+
√−1∑µσµ11˙∂µV(21˙2˙)θ1θ¯1˙θ¯2˙ + √−1∑µσµ21˙∂µV(21˙2˙)θ2θ¯1˙θ¯2˙
+ (
√−1∑µσµ21˙∂µV(121˙2˙) −√−1∑µσµ11˙∂µ[V(21˙), V(22˙)] + 12 √−1∑µσµ21˙∂µ[V(11˙), V(22˙)]
+
1
2
√−1∑µσµ21˙∂µ[V(21˙), V(12˙)] +∑µ,νσµ21˙σν22˙∂µ∂νV(11˙) −∑µ,νσµ21˙σν21˙∂µ∂νV(12˙)
−∑µ,νσµ11˙σν22˙∂µ∂νV(21˙) +∑µ,νσµ11˙σν21˙∂µ∂νV(22˙)) θ1θ2θ¯1˙θ¯2˙ ,
Θ22˙ = V(22˙) + V(122˙)θ
1 − V(21˙2˙)θ¯1˙
+ (− V(121˙2˙) −
1
2
[V(11˙), V(22˙)]−
1
2
[V(21˙), V(12˙)] +
√−1∑µσµ22˙∂µV(11˙)
−√−1∑µσµ21˙∂µV(12˙) +√−1∑µσµ12˙∂µV(21˙)) θ1θ¯1˙
+
√−1∑µσµ12˙∂µV(22˙)θ1θ¯2˙
+ (− [V(21˙), V(22˙)] + 2
√−1∑µσµ22˙∂µV(21˙) −√−1∑µσµ21˙∂µV(22˙)) θ2θ¯1˙
+
√−1∑µσµ22˙∂µV(22˙)θ2θ¯2˙
+ (− [V(21˙), V(122˙)] + [V(22˙), V(121˙)] + 2
√−1∑µσµ22˙∂µV(121˙) −√−1∑µσµ21˙∂µV(122˙)) θ1θ2θ¯1˙
+
√−1∑µσµ22˙∂µV(122˙) θ1θ2θ¯2˙ + √−1∑µσµ12˙∂µV(21˙2˙)θ1θ¯1˙θ¯2˙ + √−1∑µσµ22˙∂µV(21˙2˙)θ2θ¯1˙θ¯2˙
+ (
√−1∑µσµ22˙∂µV(121˙2˙) −√−1∑µσµ12˙∂µ[V(21˙), V(22˙)] + 12 √−1∑µσµ22˙∂µ[V(11˙), V(22˙)]
+
1
2
√−1∑µσµ22˙∂µ[V(21˙), V(12˙)] +∑µ,νσµ22˙σν22˙∂µ∂νV(11˙) −∑µ,νσµ22˙σν21˙∂µ∂νV(12˙)
−∑µ,νσµ12˙σν22˙∂µ∂νV(21˙) +∑µ,νσµ12˙σν21˙∂µ∂νV(22˙)) θ1θ2θ¯1˙θ¯2˙ ;
A0 = −
√−1 (Θ11˙ + Θ22˙)/4 ,
A1 =
√−1 (Θ12˙ + Θ21˙)/4 ,
A2 = − (Θ12˙ −Θ21˙)/4 ,
A3 =
√−1 (Θ11˙ −Θ22˙)/4 ;
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A1′ = −V(11˙)θ¯1˙ − V(12˙)θ¯2˙ − V(121˙)θ2θ¯1˙ − V(122˙)θ2θ¯2˙ − V(11˙2˙)θ¯1˙θ¯2˙
+ ([V(11˙), V(12˙)] +
√−1∑µσµ11˙∂µV(12˙) −√−1∑µσµ12˙∂µV(11˙)) θ1θ¯1˙θ¯2˙
+ (− V(121˙2˙) +
1
2
[V(11˙), V(22˙)] +
1
2
[V(21˙), V(12˙)]
+
√−1∑µσµ11˙∂µV(22˙) −√−1∑µσµ12˙∂µV(21˙)) θ2θ¯1˙θ¯2˙
+ (− [V(11˙), V(122˙)] + [V(12˙), V(121˙)]
+
√−1∑µσµ12˙∂µV(121˙) −√−1∑µσµ11˙∂µV(122˙)) θ1θ2θ¯1˙θ¯2˙ ,
A2′ = −V(21˙)θ¯1˙ − V(22˙)θ¯2˙ + V(121˙)θ1θ¯1˙ + V(122˙)θ1θ¯2˙ − V(21˙2˙)θ¯1˙θ¯2˙
+ (V(121˙2˙) +
1
2
[V(11˙), V(22˙)] +
1
2
[V(21˙), V(12˙)]
+
√−1∑µσµ21˙∂µV(12˙) −√−1∑µσµ22˙∂µV(11˙)) θ1θ¯1˙θ¯2˙
+ ([V(21˙), V(22˙)] +
√−1∑µσµ21˙∂µV(22˙) −√−1∑µσµ22˙∂µV(21˙)) θ2θ¯1˙θ¯2˙
+ (− [V(21˙), V(122˙)] + [V(22˙), V(121˙)]
+
√−1∑µσµ22˙∂µV(121˙) −√−1∑µσµ21˙∂µV(122˙)) θ1θ2θ¯1˙θ¯2˙ ,
A1′′ = A2′′ = 0 .
In terms of the coframe (dxµ, dθα, dθ¯β˙)µ,α,β˙ on X̂, let
A =
∑3
µ=0dx
µ · aµ +
∑2
α=1dθ
α · bα +
∑2˙
β˙=1˙
dθ¯β˙ · bβ˙ ,
then, by Definition 1.4.8,
aµ = Aµ ,
bα = Aα′ −
√−1∑µ,β˙ σµαβ˙ θ¯β˙Aµ ,
bβ˙ = −
√−1∑µ,ασµαβ˙θαAµ .
Recall Lemma/Definition 2.2.8 and Lemma 2.2.9. Then, the design of a SUSY-rep compatible
simple hybrid connection on Ê renders the following statement immediate:
Corollary 2.3.4. [flat directions of SUSY-rep compatible simple hybrid connection]
Let ∇̂ be a SUSY-rep compatible simple hybrid connection on Ê. Then, with respect to the
supersymmetrically invariant coframe (eI)I on X̂, the components of the curvature tensor F
∇̂
of ∇̂ in purely fermionic directions all vanish:
Fα′β′ = Fα′′β′′ = Fα′β′′ = 0 .
Proof. Fα′′β′′ = {eα′′ , eβ′′} = 0. Fα′β′ = e−V ◦ ◦ {eα′′ , eβ′′} ◦ eV ◦ = 0. And
Fα′β′′ = {∇̂e′α , ∇̂eβ′′} − ∇̂{eα′ ,eβ′′} = 0 by tautology since ∇̂{eα′ ,eβ′′} = −2
√−1 ∑µ σµαβ˙ ∇̂eµ and
the design of ∇̂eµ as a C-combination of ∇̂{eα′ ,eβ′′}’s means to make Fα′β′′ vanish.
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Remark 2.3.5. [parity-conjugate ς∇̂ of SUSY-rep compatible connection ∇̂] Recall that for a
simple hybrid connection ∇̂ on Ê with ∇̂s = ds + sA, the parity-conjugate ς∇̂ of ∇̂ is given by
ς∇̂s = ds+ ςAs. For a SUSY-rep compatible simple hybrid connection ∇̂ on Ê , say, associated to
a vector superfield V , ς∇̂ is given by the SUSY-rep compatible simple hybrid connection ∇̂ on Ê
associated to the parity conjugate ςV of V . Let A =
∑
I e
IAI be the connection 1-form associated
to ∇̂. Then the connection 1-from associated to ς∇̂ is given by ςA = ∑I(−1)p(eI) eI ς(AI).
Induced SUSY-rep compatible hybrid connection on End ÔX(Ê)
Continuing the notations. Let ∇̂ be the SUSY-rep compatible simple hybrid connection on
Ê associated to a vector superfield V on X̂, with ∇̂s = ds + sA for s ∈ Ê . Then, by
Lemma/Definition 2.2.12, D̂m̂ := dm̂ − [A, m̂}, for m̂ ∈ End ÔX(Ê), defines a hybrid con-
nection on End ÔX(Ê) that restricts to d on ÔX .
Lemma 2.3.6. [D̂eβ′′ and D̂eα′ ] D̂eβ′′ and D̂eα′ have the following alternative expressions
D̂eβ′′ m̂ = eβ′′m̂ and D̂eα′ m̂ =
ςe−V (eα′(eV m̂ ςm̂e−V )) ςm̂eV ,
for β′′ = 1′′, 2′′, α′ = 1′, 2′ and m̂ parity homogeneous in the second equality. Here, ςe−V (resp.
ςm̂e−V , ςm̂eV ) is the shorthand for ς(e−V ) (resp. ςm̂(e−V ), ςm̂(eV )).
Proof. Recall that D̂eI m̂ = eIm̂ − [AI , m̂}. Thus, D̂eβ′′ m̂ = eβ′′m̂ − [Aβ′′ , m̂} = eβ′′m̂ since
Aβ′′ = 0, for β
′′ = 1′′, 2′′ and, for m̂ parity homogeneous,
D̂eα′ m̂ = eα′m̂ − [Aα′ , m̂} = eIm̂ − Aα′m̂ + m̂ ςm̂Aα′
= eα′m̂ − (eα′e−V )eV · m̂ + m̂ · ςm̂((eα′e−V )eV )
= ςe−V (eα′(eV m̂ ςm̂e−V )) ςm̂eV ,
for α′ = 1′, 2′. Here, the following identities are used:
(eα′e
−V )eV = − ςe−V (eα′eV ) , ςm̂((eα′e−V )eV ) = ςm̂(eα′e−V ) ςm̂eV ,
ςm̂(eα′e
−V ) = (−1)p(m̂) ςm̂e−V ,
eα′(e
V m̂ ςm̂e−V ) = (eα′eV ) · m̂ · ςm̂e−V + ςeV · (eα′m̂) · ςm̂e−V + ςeV · (−1)p(m̂) m̂ · (eα′ ςm̂e−V ) .
A similar statement for ςD̂ also holds:
Lemma 2.3.7. [ςD̂eβ′′ and
ςD̂eα′ ]
ςD̂eβ′′ and
ςD̂eα′ have the following alternative expressions
ςD̂eβ′′ m̂ = eβ′′m̂ and
ςD̂eα′ m̂ = e
−V (eα′(ςeV m̂ ςm̂ςe−V )) ςm̂ςeV ,
for β′′ = 1′′, 2′′, α′ = 1′, 2′ and m̂ parity homogeneous in the second equality. Here,
ςD̂eβ′′ := (
ςD̂)eβ′′ ,
ςD̂eα′ := (
ςD̂)eα′ , and
ςeV (resp. ςm̂ςe−V , ςm̂ςeV ) is the shorthand for ς(eV )
(resp. ςm̂(ς(e−V )) , ςm̂(ς(eV ))).
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2.4 d = 4, N = 1 Azumaya/matrix superspaces X̂Az
Let
· X be the 4-dimensional Minkowski space-time with structure sheaf OX as a C∞-scheme
and E be a complex vector bundle (say, of rank r) on X with the associated sheaf of
sections denoted by E as an OCX -module;
· X̂ be the 4-dimensional, N = 1 superspace with the structure sheaf ÔX as a super C∞-
scheme and Ê := E ⊗O CX ÔX be the extension of E to X̂; and
· End ÔX(Ê) be the sheaf of Z/2-graded rings of right endomorphisms of Ê (with Ê as a
left ÔX -module); End ÔX(Ê) acts on Ê from the right by default and hence is canonically
isomorphic to Ê∨ ⊗ÔX Ê .
In this subsection we introduce the 4-dimensional N = 1 Azumaya superspace as a super Azu-
maya C∞-scheme with underlying topology X and study its chiral function ring and antichiral
function ring associated to a simple hybrid connection on its fundamental module.
The partial C∞-ring structure on End ÔX(Ê)
The following theorem is a substatement of [L-Y9: Theorem 2.1.8] (D(11.4.1)), rephrased in the
form that fits the current situation directly:
Theorem 2.4.1. [C∞ partial operations on End ÔX(Ê)] Let h ∈ C∞(Rl) and m̂i = mi,(0) +
m̂i,(≥1) ∈ End ÔX(Ê), i = 1, · · · , l with mi,(0) ∈ EndO CX(E) and mi,(≥1) contains all the terms in
m̂i that involve the fermionic generators in ÔX . Suppose that m̂1, · · · , m̂l satisfy the following
two properties
(1) [commutativity] m̂im̂j = m̂jm̂i , for i, j = 1, · · · , l.
(2) [realness] For every p ∈ X, the eigenvalues of the restriction mi,(0)(p) of mi,(0) to the
fiber End C(E|p) 'Mr×r(C) of EndO CX(E) over p are all real.
Then, h(m̂1, · · · , m̂l) is uniquely well-defined.
Definition 2.4.2. [partial C∞-ring structure on & weak C∞-hull of End ÔX(Ê)] In view
of Theorem 2.4.1, we say that End ÔX(Ê) has a partial C∞-ring structure. For convenience,
though with a slight abuse of terminology, a finite set of elements in End ÔX(Ê) that satisfy the
two conditions ibidem are said to lie in the weak C∞-hull of End ÔX(Ê). In notation,
{m̂1, · · · , m̂l} ∈ weak-C∞-hull (End ÔX(Ê)) .
Notation 2.4.3. [weak-C∞-hull (End ÔX(Ê))∩F̂ ] For {m̂1, · · · , m̂l} ∈ weak-C∞-hull (End ÔX(Ê))
with m̂1, · · · , m̂l all in a subsheaf F̂ of End ÔX(Ê), we will denote
{m̂1, · · · , m̂l} ∈ weak-C∞-hull (End ÔX(Ê)) ∩ F̂ .
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d = 4, N = 1 Azumaya/matrix superspace as super D3-brane world-volume
We are finally ready to give the mathematical structure on the world-volume of a super (stacked)
D3-brane along the line of [L-Y1] (D(1)), [L-Y3] (D(11.1)), and [L-Y4] (D(11.2)).
Definition 2.4.4. [Azumaya/matrix superspace as super D3-brane world-volume]
The Z/2-graded-locally-ringed space
X̂Az := (X, ÔAzX := End ÔX(Ê)) ,
with ÔAzX endowed with the partial C∞-ring structure from Theorem 2.4.1, is called a 4-
dimensional N = 1 Azumaya superspace or interchangeably 4-dimensional N = 1 matrix super-
space, or in short d = 4, N = 1 Azumaya/matrix superspace. The pair (X̂Az, Ê) = (X, ÔAzX , Ê) is
called a d = 4, N = 1 Azumaya/matrix superspace with a fundamental module.
String-theoretically, the Azumaya/matrix superspace X̂Az is the world-volume of a super D3-
brane and Ê is the Chan-Paton sheaf on the super D-brane world-volume. SUSY-rep compatible
simple hybrid connections ∇̂ on Ê encode the gauge fields, their super partners gauginos, and
some auxiliary fields on the super D-brane world-volume; they are the fields that correspond to
the vector multiplet in the representations of the d = 4, N = 1 supersymmetry algebra.
Definition 2.4.5. [standard/reference structures on (X̂Az, Ê)] We collect from previous
(sub)sections a few standard/reference structures related to (X̂Az, Ê) here:
(1) [special coordinate functions on X̂] The standard coordinate-functions (x, θ, θ¯), cf. No-
tation 1.2.6; the standard chiral coordinate functions (x′, θ′, θ¯′), cf. Definition 1.4.11; the
standard antichiral coordinate functions (x′′, θ′′, θ¯′′), cf. Definition 1.4.15.
· [special derivations and 1-forms on X̂] The standard supersymmetry generators Qα, Q¯β˙;
the standard supersymmetrically invariant derivations eα′ , eβ′′ ; the standard supersymmet-
rically invariant coframe (eI)I ; all on X̂.
(2) [reference trivialization of sheaves of modules] Fix a reference trivialization of E on X.
This induces then reference trivializations for E∨ and EndO CX (E) onX. These trivializations
extend to reference trivializations for Ê , Ê∨, and End ÔX(Ê) on X̂ via the extension of the
structure sheaf ( • )⊗O CX ÔX .
· [reference connection] By construction, each such trivialization corresponds to a partic-
ular choice of an even basis. The connection associated to the reference trivialization is
denoted by d.
(3) [Ê, Ê∨, and End ÔX(Ê) as equivariant sheaves under supersymetry] The reference trivial-
ization of Ê , Ê∨, and End ÔX(Ê) in Item (2) induces a lifting of the flows on X̂ to flows on
Ê , Ê∨, and End ÔX(Ê) rendering them equivariant sheaves under supersymmetry.
· [reference lifting of derivations on X̂] Via the reference connection d on Ê , Ê∨, and
End ÔX(Ê), a derivation ξ on X̂ can now lift to apply on Ê , Ê∨, and End ÔX(Ê) as well. In
particular, Qα, Q¯β˙, eα′ , eβ′′ all apply on Ê , Ê∨, and End ÔX(Ê) via this reference lifting.
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3 The D̂-chiral and the D̂-antichiral structure sheaf of X̂Az
In considering the notion of a ‘chiral stricture sheaf’ or ‘antichiral structure sheaf’ on the d = 4,
N = 1 Azumaya/matrix superspace X̂Az, we are guided by three wished-for properties:
(1) [SUSY-rep compatible] It has to reflect the multiplets associated to the ÔAzX -valued scalar
representation of d = 4, N = 1 supersymmetry.
(2) [Z/2-graded with partial C∞-ring structure] Being in the Z/2-world, it preferably should
be a sheaf of Z/2-graded rings. For C∞-Algebraic Geometry to apply, it better has a
reasonably natural partial C∞-ring structure.
(3) [Useful] It should lead us to a good notion of ‘chiral maps’ or ‘antichiral maps’ from X̂Az
and be useful in the construction of a supersymmetric action functional for them so that
one can use them to study the dynamics of fermionic D3-branes in a target space(-time).
In this subsection, we introduce the notion of the D̂-chiral structure sheaf and the D̂-antichiral
structure sheaf of X̂Az that meet the above requirements and give the normal form of their
sections.
3.1 The D̂-chiral structure sheaf and the D̂-antichiral structure sheaf of X̂Az
The reference chiral/antichiral structure sheaf on X̂Az associated to d
The notion of chiral functions and antichiral functions on X̂ extends to that on X̂Az very naively
via the reference trivial connection d on ÔAzX . The SUSY-Rep Compatibility and Z/2-Graded-
Ring Property become automatic.
Definition/Lemma 3.1.1. [reference chiral/antichiral structure sheaf of X̂Az] Recall
the fixed reference connection d on ÔAzX . An m̂ ∈ ÔAzX is called d-chiral (resp. d-antichiral) if
e1′′m̂ = e2′′m̂ = 0 (resp. e1′m̂ = e2′m̂ = 0).
The subsheaf of d-chiral sections in ÔAzX is a sheaf of Z/2-graded subrings of ÔAzX , called the
reference chiral structure sheaf or d-chiral structure sheaf of X̂Az, denoted by ÔAz,d-chX . Similarly,
the subsheaf of d-antichiral sections in ÔAzX is a sheaf of Z/2-graded subrings of ÔAzX , called the
reference antichiral structure sheaf or d-antichiral structure sheaf of X̂Az, denoted by ÔAz,d-achX .
Lemma 3.1.2. [partial C∞-ring structure on ÔAz,d-chX and ÔAz,d-achX ] The partial C∞-
ring structure on ÔAzX restricts to a partial C∞-ring structure on ÔAz,d-chX and ÔAz,d-achX . I.e.
let {m̂1, · · · , m̂l} ∈ weak-C∞-hull (ÔAzX ) ∩ ÔAz,d-chX (resp. weak-C∞-hull (ÔAzX ) ∩ ÔAz,d-achX ) and
h ∈ C∞(Rl). Then h(m̂1, · · · , m̂l) ∈ ÔAz,d-chX (resp. ÔAz,d-achX ).
These two lemmas are special cases of Definition/Lemma 3.1.3 and Lemma 3.1.4 in the next
theme.
The reference trivialization in Definition 2.4.5 specifies an isomorphism ÔAzX ' ÔX ⊗C
Mr×r(C). Under this isomorphism, a section of ÔAzX can be written as m̂ = (fij)ij , fij ∈ ÔX ,
and ξm̂ = (ξfij)ij for a derivation ξ on X̂. It follows that under this isomorphism,
ÔAz,d-chX ' ÔchX ⊗CMr×r(C) and ÔAz,d-achX ' ÔachX ⊗CMr×r(C) .
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The D̂-chiral and the D̂-antichiral structure sheaf on X̂Az
Let ∇̂ be the SUSY-rep compatible simple hybrid connection on Ê associated to a vector super-
field V on X̂Az and D̂ be the induced hybrid connection on ÔAzX := End ÔX(Ê).
Definition/Lemma 3.1.3. [D̂-chiral/antichiral structure sheaf of X̂Az] An m̂ ∈ ÔAzX is
called D̂-chiral (resp. D̂-antichiral) if 33
D̂eβ′′ m̂ =
ςD̂eβ′′ m̂ = 0 ,
for β′′ = 1′′, 2′′ (resp.
D̂eα′ m̂ =
ςD̂eα′ m̂ = 0 ,
for α′ = 1′, 2′). Note that the D̂-chiral conditions are equivalent to the conditions
(D̂(even))eβ′′ m̂ = (D̂
(odd))eβ′′ m̂ = 0 ;
and also to the conditions
D̂eβ′′ m̂(even) = D̂eβ′′ m̂(odd) = 0 ,
and to the conditions
ςD̂eβ′′ m̂(even) =
ςD̂eβ′′ m̂(odd) = 0
while the D̂-antichiral conditions are equivalent to the conditions
(D̂(even))eα′ m̂ = (D̂
(odd))eα′ m̂ = 0 ;
and also to the conditions
D̂eα′ m̂(even) = D̂eα′ m̂(odd) = 0 ,
and to the conditions
ςD̂eα′ m̂(even) =
ςD̂eα′ m̂(odd) = 0 .
Here, D̂ = D̂(even) + D̂(odd) is the decomposition of D̂ into the even part and the odd part, and
m̂ = m̂(even) + m̂(odd) is the decomposition of m̂ into the even part and the odd part.
The subsheaf of D̂-chiral sections in ÔAzX is a sheaf of Z/2-graded subrings of ÔAzX , called the
D̂-chiral structure sheaf of X̂Az and denoted by ÔAz,D̂-chX . Similarly, the subsheaf of D̂-antichiral
sections in ÔAzX is a sheaf of Z/2-graded subrings of ÔAzX , called the D̂-antichiral structure sheaf
of X̂Az and denoted by ÔAz,D̂-achX .
Proof. For D̂-chiral sections of ÔAzX , since ςD̂eβ′′ = D̂eβ′′ = eβ′′ ,
ÔAz,D̂-chX = ÔAz,d-chX ' ÔchX ⊗CMr×r(C)
and the claim follows.
33For a connection like D̂ that is not purely even, the naive D̂-chiral condition D̂e1′′ m̂ = D̂e2′′ m̂ = 0 alone
or the naive D̂-antichiral condition D̂e1′ m̂ = D̂e2′ m̂ = 0 alone does not seem to give a good chiral or antichiral
theory. Cf. Remark 3.1.5.
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For D̂-antichiral sections of ÔAzX , let D̂ = D̂(even) + D̂(odd) be the decomposition of D̂ into the
even part and the odd part. Then, ςD̂ = D̂(even)−D̂(odd). Note also that ς(ςD̂eβ′′ m̂) = −D̂eβ′′ ςm̂.
Thus, the D̂-antichiral conditions D̂eα′ m̂ =
ςD̂eα′ m̂ = 0 are equivalent to the conditions
(D̂(even))eα′ m̂ = (D̂
(odd))eα′ m̂ = 0 ;
and also to the conditions
D̂eα′ m̂(even) = D̂eα′ m̂(odd) = 0 ,
and to the conditions
ςD̂eα′ m̂(even) =
ςD̂eα′ m̂(odd) = 0 ,
where m̂ = m̂(even) + m̂(odd) is the decomposition of m̂ into the even part and the odd part.
Thus, if m̂ is D̂-antichiral, then both m̂(even) and m̂(odd) are D̂-antichiral. Furthermore,
D̂eα′ (m̂1m̂2) = (D̂eα′ m̂1) m̂2 + m̂1,(even) D̂eα′ m̂2 − m̂1,(odd) ςD̂eα′ m̂2
= (D̂eα′ m̂1) m̂2 +
ςm̂1 D̂
(even)
eα′ m̂2 + m̂1 D̂
(odd)
eα′ m̂2 ;
ςD̂eα′ (m̂1m̂2) = (
ςD̂eα′ m̂1) m̂2 + m̂1,(even)
ςD̂eα′ m̂2 − m̂1,(odd) D̂eα′ m̂2
= (ςD̂eα′ m̂1) m̂2 +
ςm̂1 D̂
(even)
eα′ m̂2 − m̂1 D̂
(odd)
eα′ m̂2 .
Thus, if m̂1 and m̂2 are D̂-antichiral, then so is m̂1m̂2. This proves that the sheaf of D̂-antichiral
sections of ÔAzX is a sheaf of Z/2-graded subrings of ÔAzX .
This completes the proof.
Lemma 3.1.4. [partial C∞-ring structure on ÔAz,D̂-chX and ÔAz,D̂-achX ] The partial C∞-
ring structure on ÔAzX restricts to a partial C∞-ring structure on ÔAz,D̂-chX and ÔAz,D̂-achX . I.e.
let {m̂1, · · · , m̂l} ∈ weak-C∞-hull (ÔAzX ) ∩ ÔAz,D̂-chX (resp. weak-C∞-hull (ÔAzX ) ∩ ÔAz,D̂-achX ) and
h ∈ C∞(Rl). Then h(m̂1, · · · , m̂l) ∈ ÔAz,D̂-chX (resp. ÔAz,D̂-achX ).
Proof. The proof is an application of the Malgrange Division Theorem ([Mal]; [Br]) and fol-
lows the same argument as in the proof for [L-Y5: Theorem 3.1.1] (D(11.3.1)), [L-Y6: Sec. 4]
(D(13.1)), [L-Y8: Lemma 2.1.6] (D(13.3)), and [L-Y9: Theorem 2.1.5] (D(11.4.1)). We will only
give a sketch here and refer readers to ibidem for missing details.
Let Rl be equipped with the standard coordinate functions t := (t1, · · · , tl). Then, the
commutativity of m̂1, · · · , m̂l and realness of their eigenvalues imply that their characteristic
polynomials are in C∞(X)[t1, · · · tl] ⊂ C∞(X̂ × Rl) and the ideal generalized by these charac-
teristic polynomials describes a nonempty C∞-subscheme Σm̂ of X̂ × Rl, finite over X̂. Here,
m̂ := (m̂1, · · · , m̂l). Via the pullback of the projection maps X̂ × Rl −→− X × Rl −→− Rl, one
can regard h ∈ C∞(Rl) as in C∞(X × Rl) ⊂ C∞(X̂ × Rl). For p ∈ X ⊂ X̂, applying the Mal-
grange Division Theorem to the germ of h over p with respect to the square of the characteristic
polynomials of m̂1, · · · , m̂l repeatedly, one concludes that:
· There exist open sets Û ⊂ X̂ that contains p and V ⊂ Rl that contains the projection of
Γm̂ ∩ Û × R in Rl such that
h|
Û×V = f̂0[1] + f̂1[1] ,
with the following properties:
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(1) f̂0[1] =
∑
d a[1]d t
d ∈ C∞(U)[t1|V , · · · , tl|V ]|;
(2) f̂1[1] ∈ Î 2m̂ ⊂ C∞(Û × V ) satisfies
f̂1[1]|t m̂ = (ξ̂f̂1[1])|t m̂ = 0 ∈ C∞(End Ĉ(Ê|Û ))
for all ξ̂ ∈ Der C(C∞(Û × V )) .
Here,
· d := (d1, · · · dl) , a[1]d ∈ C∞(U) , and td := (t1)d1 · · · (tl)dl ;
· Îm̂ ⊂ C∞(Û × V ) is the ideal associated to Σm̂ ∩ (Û × V ) ⊂ Û × V and (•)|t m̂ is
the evaluation of (•) at (t1, · · · , tl) = (m̂1, · · · , m̂l).
Property (1) and the first equality f̂1[1]|t m̂ = 0 of Property (2) imply that
h(m̂1, · · · , m̂l)|Û = f̂0[1]|t m̂ =
∑
d
a[1]d · m̂d ∈ C∞(End Ĉ(Ê|Û )) ,
where m̂d := m̂d11 · · · m̂dll . Since ξh = 0 for ξ ∈ Der C(C∞(Û)), Property (1) and the second
equality (ξ̂f̂1[1])|t m̂ = 0 for all ξ̂ ∈ Der C(C∞(Û × V )) imply that
ξf̂0[1] =
∑
d
(ξa[1]d) · td = 0
for all ξ ∈ Der C(C∞(Û)).
Now assume that m̂1, · · · , m̂l are D̂-antichiral. Then Definition/Lemma 3.1.3 implies that
m̂d is also D̂-antichiral. Recall that D̂ restricts to d on ÔX (Lemma/Definition 2.2.12 (7)). It
follows that, over Û ,
D̂eα′h(m̂1, · · · , m̂l) =
∑
d
(eα′a[1]d) · td +
∑
d
a[1]d · D̂eα′ (m̂d) = 0
and
ςD̂eα′h(m̂1, · · · , m̂l) =
∑
d
(eα′a[1]d) · td +
∑
d
a[1]d · ςD̂eα′ (m̂d) = 0 .
Since p ∈ X ⊂ X̂ is arbitrary, this proves that h(m̂1, · · · , m̂l) is D̂-antichiral.
This completes the proof.
Remark 3.1.5. [weakly D̂-chiral/D̂-antichiral structure sheaf on X̂Az] There is a weaker notion
of D̂-chirality/D̂-antichirality for sections of ÔAzX :
· [weakly D̂-chiral/D̂antichiral section of ÔAzX ] An m̂ ∈ ÔAzX is called weakly D̂-chiral (resp.
weakly D̂-antichiral) if
D̂(even)eβ′′ m̂ = 0 ,
for β′′ = 1′′, 2′′ (resp.
D̂(even)eα′ m̂ = 0 ,
for α′ = 1′, 2′).
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Since D̂(even)eα′ is purely odd, if D̂
(even)
eα′ m̂ = 0, then both D̂
(even)
eα′ m̂(even) and D̂
(even)
eα′ m̂(odd)
must vanish. Together with the fact D̂(even) itself is a connection on ÔAzX , the same argument as
in Definition/Lemma 3.1.3 proves the following statement:
· The subsheaf of weakly D̂-chiral sections in ÔAzX is a sheaf of Z/2-graded subrings of ÔAzX ;
and so is the subsheaf of D̂-antichiral sections in ÔAzX .
Call the former the weakly D̂-chiral structure sheaf of X̂Az and denote it by ÔAz,D̂-chwX and call
the latter the weakly D̂-antichiral structure sheaf of X̂Az and denote it by ÔAz,D̂-achwX . Then
similar arguments as in the proof of Lemma 3.1.4 give:
· [partial C∞-ring structure on ÔAz,D̂-chwX and ÔAz,D̂-achwX ] The partial C∞-ring structure
on ÔAzX restricts to a partial C∞-ring structure on ÔAz,D̂-ch
w
X and ÔAz,D̂-ach
w
X . I.e. let
{m̂1, · · · , m̂l} ∈ weak-C∞-hull (ÔAzX ) ∩ ÔAz,D̂-ch
w
X (resp. weak-C
∞-hull (ÔAzX ) ∩ ÔAz,D̂-ach
w
X )
and h ∈ C∞(Rl). Then h(m̂1, · · · , m̂l) ∈ ÔAz,D̂-ch
w
X (resp. ÔAz,D̂-ach
w
X ).
An abstract characterization of ÔAz,D̂-chX and ÔAz,D̂-achX
Recall from Lemma 2.3.6 that D̂eα′ m̂ =
ςe−V (eα′(eV m̂ ςm̂e−V )) ςm̂eV and that D̂eβ′′ m̂ = eβ′′m̂,
for α′ = 1′, 2′ and β′′ = 1′′, 2′′. In particular,
D̂eα′ m̂(even) =
ςe−V (eα′(eV m̂(even) e−V )) eV and D̂eα′ m̂(odd) =
ςe−V (eα′(eV m̂(odd) ςe−V )) ςeV .
It follows that D̂e1′ m̂(even) = D̂e2′ m̂(even) = 0 if and only if e
V m̂(even) e
−V ∈ ÔAz,d-achX . Similarly,
D̂e1′ m̂(odd) = D̂e2′ m̂(odd) = 0 if and only if e
V m̂(odd)
ςe−V ∈ ÔAz,d-achX . This proves the following
lemma, which gives an abstract characterization of the D̂-chiral structure sheaf ÔAz,D̂-chX and
the D̂-antichiral structure sheaf ÔAz,D̂-achX of X̂Az.
Lemma 3.1.6. [characterization of ÔAz,D̂-chX and ÔAz,D̂-achX ] As subsheaves of ÔAzX ,
ÔAz,D̂-chX = ÔAz,d-chX ,
ÔAz,D̂-achX = ((e−V ÔAz,d-achX eV ) ∩ ÔAz,(even)X ) ⊕ ((e−V ÔAz,d-achX ςeV ) ∩ ÔAz,(odd)X ) .
As a consequence of this characterization, one has the following proposition:
Proposition 3.1.7. [invariance of ÔAz,D̂-chX and ÔAz,D̂-achX under supersymmetry] Recall
that the reference trivial connection d on ÔAzX gives a lifting of the supersymmetry transfor-
mations on X̂ to transformations on ÔAzX . Then, with respect to this lifting of supersymmetry
transformations, both ÔAz,D̂-chX and ÔAz,D̂-achX are supersymmetrically invariant subsheaves of
ÔAzX .
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Proof. The reference trivialization that gives the reference connection d on ÔAzX specifies the
following isomorphisms
ÔAzX = ÔX ⊗CMr×r(C), ÔAz,(even)X = Ô(even)X ⊗CMr×r(C) , ÔAz,(odd)X = Ô(odd)X ⊗CMr×r(C) ,
ÔAz,d-chX = ÔchX ⊗CMr×r(C) , ÔAz,d-achX = ÔachX ⊗CMr×r(C) ,
From these isomorphisms, one concludes that all ÔAz,d-chX , ÔAz,d-achX , ÔAz,(even)X , and ÔAz,(odd)X are
invariant subsheaves of ÔAzX under the lifted-via-d supersymmetry transformations since ÔchX ,
ÔachX , Ô(even)X , and Ô(odd)X are invariant subsheaves of ÔX under supersymmetry transformations
on X̂. The proposition now follows from Lemma 3.1.6.
3.2 Normal form of D̂-chiral sections and D̂-antichiral sections of ÔAzX
A normal form of D̂-chiral sections and D̂-antichiral sections of ÔAzX that generalizes Lemma 1.4.14
and Lemma 1.4.18 is given in this subsection. We begin with the following four basic formulas
from straightforward computations:
Lemma 3.2.1. [basic formula] For s ∈ Ê, let ∇̂ ∂
∂xµ
s = ∂∂xµ s + saµ, ∇̂ ∂
∂θα
s = ∂∂θα s +
ςsbα,
∇̂ ∂
∂θ¯β˙
s = ∂
∂θ¯β˙
s+ ςsbβ˙, where aµ, bα, bβ˙ ∈ ÔAzX . Then, (∂µ := ∂∂xµ , (−1)1˙ := −1, (−1)2˙ := 1)
D̂eα′ m̂(even) = D̂ ∂∂θα
m̂(even) +
√−1
∑
µ,β˙
σµ
αβ˙
θ¯β˙D̂ ∂
∂xµ
m̂(even)
= − [bα(0),m(0)]−
∑
γ
((−1)α(1− δαγ)m(12) + [bα(γ),m(0)]) θγ
−
∑
δ˙
(m(αδ˙) + [bα(γ˙),m(0)] +
√−1∑µσµαδ˙(∂µm(0) − [aµ(0),m(0)])) θ¯δ˙
− ([bα(12),m(0)] + [bα(0),m(12)]) θ1θ2
+
∑
γ,δ˙
(− [bα(γδ˙),m(0)]− [bα(0),m(γδ˙)] +
√−1∑µσµαδ˙[aµ(γ),m(0)]) θγ θ¯δ˙
+ (− [bα(1˙2˙),m(0)]− [bα(0),m(1˙2˙)] +
√−1∑µσµα2˙[aµ(1˙),m(0)]−√−1∑µσµα1˙[aµ(2˙),m(0)]) θ¯1˙θ¯2˙
+
∑
δ˙
(− [bα(12δ˙),m(0)] + [bα(2),m(1δ˙)]− [bα(1),m(2δ˙)]− [bα(δ˙),m(12)]
+
√−1∑µσµαδ˙(∂µm(12) − [aµ(0),m(12)])−√−1∑µσµαδ˙[aµ(12),m(0)]) θ1θ2θ¯δ˙
+
∑
γ
(− (−1)α (1− δαγ)m(121˙2˙)
−[bα(γ1˙2˙),m(0)]− [bα(2˙),m(γ1˙)] + [bα(1˙),m(γ2˙)]− [bα(γ),m(1˙2˙)]
+
√−1∑µσµα2˙(∂µm(γ1˙) − [aµ(0),m(γ1˙)])−√−1∑µσµα1˙(∂µm(γ2˙) − [aµ(0),m(γ2˙)])
−√−1∑µσµα2˙[aµ(γ1˙),m(0)] +√−1∑µσµα1˙[aµ(γ2˙),m(0)]) θγ θ¯1˙θ¯2˙
+ (− [bα(121˙2˙),m(0)]− [bα(1˙2˙),m(12)] + [bα(22˙),m(11˙)]− [bα(21˙),m(12˙)]
−[bα(12˙),m(21˙)] + [bα(11˙),m(22˙)]− [bα(12),m(1˙2˙)]− [bα(0),m(121˙2˙)]
+
√−1∑µσµα1˙(− [aµ(122˙),m(0)]− [aµ(2˙),m(12)] + [aµ(2),m(12˙)]− [aµ(1),m(22˙)])
+
√−1∑µσµα2˙([aµ(121˙),m(0)] + [aµ(1˙),m(12)]− [aµ(2),m(11˙)] + [aµ(1),m(21˙)])) θ1θ2θ¯1˙θ¯2˙ ,
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D̂eα′ m̂(odd) = D̂ ∂∂θα
m̂(odd) +
√−1
∑
µ,β˙
σµ
αβ˙
θ¯β˙D̂ ∂
∂xµ
m̂(odd)
= m(α) −
∑
γ
[bα(0),m(γ)] θ
γ −
∑
δ˙
[bα(0),m(δ˙)] θ¯
δ˙
+ ([bα(2),m(1)]− [bα(1),m(2)]) θ1θ2
+
∑
γ,δ˙
(− (−1)α(1− δαγ)m12δ˙ + [bα(δ˙),m(γ)]− [bα(γ),m(δ˙)]
−√−1∑µσµαδ˙(∂µm(γ) − [aµ(0),m(γ)])) θγ θ¯δ˙
+ (m(α1˙2˙) + [bα(2˙),m(1˙)]− [bα(1˙),m(2˙)]
−√−1∑µσµα2˙(∂µm(1˙) − [aµ(0),m(1˙)])+√−1∑µσµα1˙(∂µm(2˙) − [aµ(0),m(2˙)])) θ¯1˙θ¯2˙
+
∑
δ˙
(− [bα(21˙),m(1)] + [bα(1˙1˙),m(2)]− [bα(12),m(δ˙)]− [bα(0),m(12δ˙)]
+
√−1∑µσµαδ˙([aµ(2),m(1)]− [aµ(1),m(2)])) θ1θ2θ¯δ˙
+
∑
γ
(− [bα(1˙2˙),m(γ)] + [bα(γ2˙),m(1˙)]− [bα(γ1˙),m(2˙)]− [bα(0),m(γ1˙2˙)]
+
√−1∑µσµα1˙(− [aµ(2˙),m(γ)] + [aµ(γ),m(2˙)])
+
√−1∑µσµα2˙([aµ(1˙),m(γ)]− [aµ(γ),m(1˙)])) θγ θ¯1˙θ¯2˙
+ ([bα(21˙2˙),m(1)]− [bα(11˙2˙),m(2)] + [bα(122˙),m(1˙)]− [bα(121˙),m(2˙)]
+[bα(2˙),m(121˙)]− [bα(1˙),m(122˙)] + [bα(2),m(11˙2˙)]− [bα(1),m(21˙2˙)]
−√−1∑µσµα2˙(∂µm(121˙) − [aµ(0),m(121˙)])+√−1∑µσµα1˙(∂µm(122˙) − [aµ(0),m(122˙)])
+
√−1∑µσµα2˙([aµ(21˙),m(1)]− [aµ(11˙),m(2˙)] + [aµ(12),m( ˙˙1)])
+
√−1∑µσµα1˙(− [aµ(22˙),m(1)] + [aµ(12˙),m(2)]− [aµ(12),m(2˙)])) θ1θ2θ¯1˙θ¯2˙ ,
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− D̂eβ′′ m̂(even) = D̂ ∂
∂θ¯β˙
m̂(even) +
√−1
∑
µ,α
θασµ
αβ˙
D̂ ∂
∂xµ
m̂(even)
= − [bβ˙(0),m(0)]−
∑
γ
(m(γβ˙) + [bβ˙(γ),m(0)] +
√−1∑µσµγβ˙(∂µm(0) − [aµ(0),m(0)])) θγ
−
∑
δ˙
((−1)β˙(1− δβ˙δ˙)m(1˙2˙) + [bβ˙(δ˙),m(0)]) θ¯δ˙
+ (− [bβ˙(12),m(0)]− [bβ˙(0),m(12)] +
√−1∑µσµ2β˙ [aµ(1),m(0)]−√−1∑µσµ1β˙ [aµ(2),m(0)]) θ1θ2
−
∑
γ,δ˙
([bβ˙(γδ˙),m(0)] + [bβ˙(0),m(γδ˙)] +
√−1∑µσµγβ˙ [aµ(δ˙),m(0)]) θγ θ¯δ˙
− ([bβ˙(1˙2˙),m(0)] + [bβ˙(0),m(1˙2˙)]) θ¯1˙θ¯2˙
+
∑
δ˙
(− (−1)β˙ (1− δβ˙δ˙)m(121˙2˙)
−[bβ˙(12δ˙),m(0)]− [bβ˙(δ˙),m(12)] + [bβ˙(2),m(1δ˙)]− [bβ˙(1),m(2δ˙)]
−√−1∑µσµ2β˙(∂µm(1δ˙) − [aµ(0),m(1δ˙)])+√−1∑µσµ1β˙(∂µm(2δ˙) − [aµ(0),m(2δ˙)])
+
√−1∑µσµ2β˙ [aµ(1δ˙),m(0)]−√−1∑µσµ1β˙ [aµ(2δ˙),m(0)]) θ1θ2θ¯δ˙
+
∑
γ
(− [bβ˙(γ1˙2˙),m(0)]− [bβ˙(2˙),m(γ1˙)] + [bβ˙(1˙),m(γ2˙)]− [bβ˙(γ),m(1˙2˙)]
+
√−1∑µσµγβ˙(∂µm(1˙2˙) − [aµ(0),m(1˙2˙)])−√−1∑µσµγβ˙ [aµ(1˙2˙),m(0)]) θγ θ¯1˙θ¯2˙
+ (− [bβ˙(121˙2˙),m(0)]− [bβ˙(1˙2˙),m(12)] + [bβ˙(22˙),m(11˙)]− [bβ˙(21˙),m(12˙)]
−[bβ˙(12˙),m(21˙)] + [bβ˙(11˙),m(22˙)]− [bβ˙(12),m(1˙2˙)]− [bβ˙(0),m(121˙2˙)]
+
√−1∑µσµ1β˙(− [aµ(21˙2˙),m(0)]− [aµ(2˙),m(21˙)] + [aµ(1˙),m(22˙)]− [aµ(2),m(1˙2˙)])
+
√−1∑µσµ2β˙([aµ(11˙2˙),m(0)] + [aµ(2˙),m(11˙)]− [aµ(1˙),m(12˙)] + [aµ(1),m(1˙2˙)])) θ1θ2θ¯1˙θ¯2˙ ,
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− D̂eβ′′ m̂(odd) = D̂ ∂
∂θ¯β˙
m̂(odd) +
√−1
∑
µ,α
θασµ
αβ˙
D̂ ∂
∂xµ
m̂(odd)
= m(β˙) −
∑
γ
[bβ˙(0),m(γ)] θ
γ −
∑
δ˙
[bβ˙(0),m(δ˙)] θ¯
δ˙
+ (m(12β˙) + [bβ˙(2),m(1)]− [bβ˙(1),m(2)]
−√−1∑µσµ2β˙(∂µm(1) − [aµ(0),m(1)])+√−1∑µσµ1β˙(∂µm(2) − [aµ(0),m(2)])) θ1θ2
+
∑
γ,δ˙
((−1)β˙(1− δβ˙δ˙)mγ1˙2˙ + [bβ˙(δ˙),m(γ)]− [bβ˙(γ),m(δ˙)]
+
√−1∑µσµγβ˙(∂µm(δ˙) − [aµ(0),m(δ˙)])) θγ θ¯δ˙
+ ([bβ˙(2˙),m(1˙)]− [bβ˙(1˙),m(2˙)]) θ¯1˙θ¯2˙
+
∑
δ˙
(− [bβ˙(2δ˙),m(1)] + [bβ˙(1δ˙),m(2)]− [bβ˙(12),m(δ˙)]− [bβ˙(0),m(12δ˙)]
+
√−1∑µσµ1β˙([aµ(δ˙),m(2)]− [aµ(2),m(δ˙)])
+
√−1∑µσµ2β˙(− [aµ(δ˙),m(1)] + [aµ(1),m(δ˙)])) θ1θ2θ¯δ˙
+
∑
γ
(− [bβ˙(1˙2˙),m(γ)] + [bβ˙(γ2˙),m(1˙)]− [bβ˙(γ1˙),m(2˙)]− [bβ˙(0),m(γ1˙2˙)]
+
√−1∑µσµγβ˙([aµ(2˙),m(1˙)]− [aµ(1˙),m(2˙)])) θγ θ¯1˙θ¯2˙
+ ([bβ˙(21˙2˙),m(1)]− [bβ˙(11˙2˙),m(2)] + [bβ˙(122˙),m(1˙)]− [bβ˙(121˙),m(2˙)]
+[bβ˙(2˙),m(121˙)]− [bβ˙(1˙),m(122˙)] + [bβ˙(2),m(11˙2˙)]− [bβ˙(1),m(21˙2˙)]
−√−1∑µσµ2β˙(∂µm(11˙2˙) − [aµ(0),m(11˙2˙)])+√−1∑µσµ1β˙(∂µm(21˙2˙) − [aµ(0),m(21˙2˙)])
+
√−1∑µσµ2β˙([aµ(1˙2˙),m(1)]− [aµ(12˙),m(1˙)] + [aµ(11˙),m(2˙)])
+
√−1∑µσµ1β˙(− [aµ(1˙2˙),m(2)] + [aµ(22˙),m(1˙)]− [aµ(21˙),m(2˙)])) θ1θ2θ¯1˙θ¯2˙ ,
for α′ = 1′, 2′, β′′ = 1′′, 2′′.
The main goal of this subsection is to prove the following proposition that generalizes, e.g.,
[We-B: Chap. V, Eqs. (5.3) & (5.5)] of Wess and Bagger to the current situation:
Proposition 3.2.2. [normal form of D̂-chiral/D̂-antichiral sections of ÔAzX ] Continuing
the notations from Lemma 3.2.1. Recall that D̂ is the induced connection on ÔAzX := End ÔX (Ê)
from a SUSY-rep compatible simple hybrid connection ∇̂ on Ê that is associated to a vector super-
field in Wess-Zumino gauge on X̂. Then, in terms of the standard coordinate functions (x, θ, θ¯)
on X̂, a D̂-chiral section m̂ of ÔAzX is determined by four of its components, m(0),m(1),m(2),
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and m(12), in the following form
m̂ = m(0) +
∑
γ
m(γ)θ
γ + m(12)θ
1θ2
+
∑
γ,δ˙
(− [bδ˙(γ),m(0)] +
√−1∑µσµγδ˙D∂µm(0)) θγ θ¯δ˙ + [b1˙(2˙),m(0)] θ¯1˙θ¯2˙
+
∑
δ˙
(− [bδ˙(2),m(1)] + [bδ˙(1),m(2)] +
√−1∑µσµ2δ˙D∂µm(1) −√−1∑µσµ1δ˙D∂µm(2)) θ1θ2θ¯δ˙
+
∑
γ
[b1˙(2˙),m(γ)] θ
γ θ¯1˙θ¯2˙
+ (− [b2˙(1˙),m(12)]− [b2˙(121˙),m(0)]− [b2˙(2), [b1˙(1),m(0)]] + [b2˙(1), [b1˙(2),m(0)]]
+
√−1∑µσµ22˙[D∂µb1˙(1),m(0)]−√−1∑µσµ12˙[D∂µb1˙(2),m(0)] +√−1∑µσµ11˙[b2˙(2), D∂µm(0)]
−√−1∑µσµ12˙[b1˙(2), D∂µm(0)]−√−1∑µσµ21˙[b2˙(1), D∂µm(0)] +√−1∑µσµ22˙[b1˙(1), D∂µm(0)]
+
√−1∑µσµ22˙[aµ(11˙),m(0)]−√−1∑µσµ12˙[aµ(21˙),m(0)]
−[F∇03 +
√−1F∇12,m(0)] +Dm(0)) θ1θ2θ¯1˙θ¯2˙ .
Here,
· D is the restriction of the connection D̂ to OAzX , defined by D∂µm = ∂µm− [aµ(0),m]
for m = m(·), b·(·) ∈ OAzX ,
· D := D∂0D∂0 −D∂1D∂1 −D∂2D∂2 −D∂3D∂3,
· ∇ is the restriction of the connection ∇̂ to E, defined by ∇∂µs = ∂µs + saµ(0), F∇ is the
curvature 2-tensor of ∇ and F∇µν := F∇(∂µ, ∂ν) = [∇∂µ ,∇∂ν ] ∈ OAzX .
The four components m(0), m(1), m(2), m(12) ∈ OAzX can be arbitrary (i.e. not subject to any
constraints), with m(0) and m(12) determining m̂(even) and m(1) and m(2) determining m̂(odd).
Similarly, a D̂-antichiral section m̂ of ÔAzX is determined by four of its components, m(0),
m(1˙), m(2˙), and m(1˙2˙), in the following form
m̂ = m(0) +
∑
δ˙
m(δ˙)θ¯
δ˙ + m(1˙2˙)θ¯
1˙θ¯2˙
+ [b1(2),m(0)] θ
1θ2 +
∑
γ,δ˙
([bγ(δ˙),m(0)]−
√−1∑µσµγδ˙D∂µm(0)) θγ θ¯δ˙
+
∑
δ˙
[b1(2),m(δ˙)] θ
1θ2θ¯δ˙
+
∑
γ
(− [bγ(2˙),m(1˙)] + [bγ(1˙),m(2˙)] +
√−1∑µσµγ2˙D∂µm(1˙) −√−1∑µσµγ1˙D∂µm(2˙)) θγ θ¯1˙θ¯2˙
+ (− [b2(1),m(1˙2˙)]− [b2(11˙2˙),m(0)]− [b2(2˙), [b1(1˙),m(0)]] + [b2(1˙), [b1(2˙),m(0)]]
+
√−1∑µσµ22˙[D∂µb1(1˙),m(0)]−√−1∑µσµ21˙[D∂µb1(2˙),m(0)] +√−1∑µσµ11˙[b2(2˙), D∂µm(0)]
−√−1∑µσµ21˙[b1(2˙), D∂µm(0)]−√−1∑µσµ12˙[b2(1˙), D∂µm(0)] +√−1∑µσµ22˙[b1(1˙), D∂µm(0)]
−√−1∑µσµ22˙[aµ(11˙),m(0)] +√−1∑µσµ21˙[aµ(12˙),m(0)]
−[F∇03 −
√−1F∇12,m(0)] +Dm(0)) θ1θ2θ¯1˙θ¯2˙ .
Here, the four components m(0),m(1˙),m(2˙),m(1˙2˙) ∈ ÔAzX can be arbitrary, with m(0) and m(1˙2˙)
determining m̂(even) and m(1˙) and m(2˙) determining m̂(odd).
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Proof. To be specific, consider D̂-antichiral sections. For
m̂ = m(0) +
∑
γ
m(γ)θ
γ +
∑
δ˙
m(δ˙)θ¯
δ˙ + m(12)θ
1θ2 +
∑
γ,δ˙
m(γδ˙)θ
γ θ¯δ˙ + m(1˙2˙)θ¯
1˙θ¯2˙
+
∑
δ˙
m(12δ˙)θ
1θ2θ¯δ˙ +
∑
γ
m(γ1˙2˙)θ
γ θ¯1˙θ¯2˙ + m(121˙2˙)θ
1θ2θ¯1˙θ¯2˙ ∈ ÔAzX ,
the D̂-antichiral conditions
D̂e1′ m̂(even) = D̂e1′ m̂(odd) = D̂e2′ m̂(even) = D̂e2′ m̂(odd) = 0
together give 8 × 4 = 32 equations from Lemma 3.2.1 on the 16 components m(0), m(1), m(2),
m(1˙), m(2˙), m(12), m(11˙), m(12˙), m(21˙), m(22˙), m(1˙2˙), m(121˙), m(122˙), m(11˙2˙), m(21˙2˙), m(121˙2˙) of m̂.
12 of them
m(1) = 0 , m(2) = 0 , m(12) − [b1(2),m(0)] = 0 ,
m(γδ˙) − [bγ(δ˙),m(0)] +
√−1∑µσµγδ˙D∂µm(0) = 0 ,
m(12δ˙) − [b1(2),m(δ˙)] + [b1(δ˙),m(2)]−
√−1 ∑µ σµ1δ˙D∂µm(2) = 0 ,
m(γ1˙2˙) + [bγ(2˙),m(1˙)]− [bγ(1˙),m(2˙)]−
√−1∑µσµγ2˙D∂µm(1˙) +√−1∑µσµγ1˙D∂µm(2˙) = 0 ,
−m(121˙2˙) − [b2(11˙2˙),m(0)]− [b2(2˙),m(11˙)] + [b2(1˙),m(12˙)]− [b2(1),m(1˙2˙)] +
√−1 ∑µ σµ22˙D∂µm(11˙)
−√−1 ∑µ σµ21˙D∂µm(12˙) −√−1 ∑µ σµ22˙[aµ(11˙),m(0)] +√−1 ∑µ σµ21˙[aµ(12˙),m(0)] = 0
are used to solve m(1), m(2), m(12), m(11˙), m(12˙), m(21˙), m(22˙), m(121˙), m(122˙), m(11˙2˙), m(21˙2˙),
m(121˙2˙) in terms of m(0), m(1˙), m2˙, m(1˙2˙). The computation is straightforward and the result is
given in the statement of the proposition. The remaining 20 equations give a system of formal
constraints on m(1), m(1˙), m(2˙), m(1˙2˙). We need to show that this system of constraints are in
fact redundant.
This is the place we have to use the fact that D̂ is the induced connection on ÔAzX := End ÔX (Ê)
from a SUSY-rep compatible simple hybrid connection ∇̂ on Ê that is associated to a vector
superfield in Wess-Zumino gauge
V =
∑
α,β˙
V(αβ˙)θ
αθ¯β˙ +
∑
β˙
V(12β˙)θ
1θ2θ¯β˙ +
∑
α
V(α1˙2˙)θ
αθ¯1˙θ¯2˙ + V(121˙2˙)θ
1θ2θ¯1˙θ¯2˙ ∈ ÔAzX
on X̂. Being so, Lemma 3.1.6 says that
ÔAz,D̂-achX = ((e−V ÔAz,d-achX eV ) ∩ ÔAz,(even)X ) ⊕ ((e−V ÔAz,d-achX ςeV ) ∩ ÔAz,(odd)X ) .
I.e. m̂ is D̂-antichiral if and only if there exist d-antichiral sections n̂1, n̂2 ∈ ÔAz,d-achX such that
m̂ = (e−V n̂1eV )(even) + (e−V n̂2 ςeV )(odd) .
From the vanishing of the components V(0), V(1˙), V(2˙), V(1˙2˙) of V , a direct computation shows
that
m̂(0) = n̂1,(0) , m̂(1˙2˙) = n̂1,(1˙2˙) , m̂(1˙) = n̂2,(1˙) , m̂(2˙) = n̂2,(2˙) .
Since n̂1,(0), n̂1,(1˙2˙), n̂2,(1˙), n̂2,( ˙˙2) ∈ OAzX can be arbitrary, one concludes that m̂(0), m̂(1˙2˙), m̂(1˙),
m̂(2˙) must be allowed to be arbitrary as well. It follows that the system of 20 constraint equations
on m̂(0), m̂(1˙2˙), m̂(1˙), and m̂(2˙) must be redundantly satisfied.
Similar arguments justify the statement for D̂-chiral sections in the proposition.
This completes the proof.
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4 D̂-chiral map from (X̂Az, Ê ; ∇̂) to a complex manifold
With all the preparations in the previous sections, we are finally ready to introduce the notion
of ‘D̂-chiral maps’ from (X̂Az, Ê ; ∇̂) to a complex manifold. This is what we will take to model
fermionic D3-branes moving in a target space(-time), cf. Sec. 5. We proceed in three steps.
Step 1: Smooth map from (X̂Az, Ê) to a real manifold
The notion of smooth maps from Azumaya/matrix supermanifolds with a fundamental module to
a real super C∞-manifold and basic facts concerning such maps are given in [L-Y9] (D(11.4.1)).
They apply to smooth maps from a d = 4, N = 1 Azumaya/matrix superspace (X̂, Ê) to a real
manifold Y as a special case. Some re-statements are given below.
Definition 4.1. [smooth map to real manifold] Let Y be a smooth manifold, whose struc-
ture sheaf of smooth functions is denoted by OY . A smooth map (or synonymously C∞-map)
ϕ̂ : (X̂Az, Ê)→ Y is defined contravariantly by a ring-homomorphism
ϕ̂] : C∞(Y ) −→ C∞(X̂Az) := C∞(End Ĉ(Ê))
over R ↪→ C. Equivalently, in terms of structure sheaves, ϕ̂ is defined contravariantly by an
equivalence class of gluing systems of ring-homomorhisms (cf. [L-Y1] (D(1)))
OY −→ ÔAzX := End ÔX(Ê)
over R ↪→ C. Such equivalence class is also denoted by ϕ̂].
As a consequence of the Malgrange Division Theorem ([Mal]; see also [Br] and more references
in [L-Y9] (D(11.4.1)) for germs of smooth functions, ϕ̂] is compatible with the C∞-ring structure
on OY and the partial C∞-ring structure on ÔAzX (cf. [L-Y9: Theorem 2.1.5] (D(11.4.1))):
Theorem 4.2. [compatibility with partial C∞-ring structure] For any f1, · · · , fl ∈ OY
and h ∈ C∞(Rl), the collection {ϕ̂](f1), · · · , ϕ̂](fl)} lies in the weak C∞-hull of ÔAzX with
ϕ̂](h(f1, · · · , hl)) = h(ϕ̂](f1), · · · , ϕ̂](fl)) .
A special case of [L-Y9: Theorem 2.1.8] (D(11.4.1)) says that
Theorem 4.3. [smooth map to Rn] Let Y = Rn as a smooth manifold, with coordinate
functions (y1, · · · , yn). Then any specification
η̂ : yi 7−→ m̂i ∈ C∞(End Ĉ(Ê)) , i = 1, . . . , n ,
such that the collection {m̂1, · · · , m̂n} lies in the weak C∞-hull of C∞(End Ĉ(Ê)) extends to a
ring-homomorphism
ϕ̂]η̂ : C
∞(Y ) −→ C∞(End Ĉ(Ê))
over R ↪→ C and, hence, defines a smooth map
ϕ̂η̂ : (X̂
Az, Ê) −→ Y .
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Remark 4.4. [components of smooth map] The built-in isomorphism
End ÔX (Ê) ' EndO CX (E)⊗O CXÔX induces an expression of ϕ̂
] : C∞(Y )→ C∞(End Ĉ(Ê)) in terms
of components in the expansion in (θ, θ¯):
ϕ̂] = ϕ̂(0) +
∑
α
ϕ̂](α)θ
α +
∑
β˙
ϕ̂]
(β˙)
θ¯β˙ + ϕ̂](12)θ
1θ2 +
∑
α,β˙
ϕ̂]
(αβ˙)
θαθ¯β˙ + ϕ̂]
(1˙2˙)
θ¯1˙θ¯2˙
+
∑
β˙
ϕ̂]
(12β˙)
θ1θ2θ¯β˙ +
∑
α
ϕ̂]
(α1˙2˙)
θαθ¯1˙θ¯2˙ + ϕ̂]
(121˙2˙)
θ1θ2θ¯1˙θ¯2˙ ,
where the coefficients ϕ̂](•) are all C
∞(End C(E))-valued. That ϕ̂] is a ring-homomorphism
implies in particular the following:
(i) ϕ] := ϕ̂](0) : C
∞(Y ) → C∞(End C(E)) is a ring-homomorphism over R ↪→ C and, hence,
defines a smooth map ϕ : (XAz, E)→ Y that makes the following diagram commute
(X̂Az, Ê) ϕ̂ // Y
(XAz, E)
?
OO
ϕ
88
.
(ii) ϕ̂(α), ϕ̂(β˙) : C
∞(Y )→ C∞(End C(E)) satisfy the identities
ϕ̂](α)(f1f2) = ϕ̂
]
(α)(f1) · ϕ](f2) + ϕ](f1) · ϕ̂](α)(f2) ,
ϕ̂]
(β˙)
(f1f2) = ϕ̂
]
(β˙)
(f1) · ϕ](f2) + ϕ](f1) · ϕ̂](β˙)(f2) ,
for all f1, f2 ∈ C∞(Y ) and, hence, are OAzX -valued derivations of C∞(Y ). They are
thus sections of ϕ∗T∗Y := OAzX ⊗ϕ],OY T∗Y (cf. [L-Y8: Sec. 3.2] (D(13.3))). The tuple
(ϕ̂](1), ϕ̂
]
(2), ϕ̂
]
1˙
, ϕ̂]
2˙
) can be thought of as defining the mappino — the supersymmetry partner
— of the map ϕ.
(iii) ϕ̂](12), ϕ̂
]
(αβ˙)
, ϕ̂]
(1˙2˙)
, ϕ̂]
(12β˙)
ϕ̂]
(α1˙2˙)
, ϕ̂]
(121˙2˙)
: C∞(Y )→ C∞(End C(E)) are OAzX -valued higher
derivations of C∞(Y ). After imposing the D̂-Chirality/D̂-Antichiral Condition on ϕ̂ they
become either nondynamical or secondary in the end; cf. Proposition 3.2.2, theme ‘Step 3:
D̂-chiral/D̂-antichiral map from (X̂Az, Ê ; ∇̂) to a complex manifold’ of the current section,
and Example 5.2.
Step 2: Smooth map from (X̂Az, Ê) to a complex manifold
For a complex manifold Y , denote by OC∞Y (resp. OC
∞,C
Y , OholY , OaholY ) the structure sheaf of
smooth functions (resp. the complexification OC∞Y ⊗RC of OC
∞
Y , the structure sheaf of holomor-
phic functions, the structure sheaf of antiholomorphic functions) on Y .
Definition 4.5. [smooth map to complex manifold] Let Y be a complex manifold. A
smooth map (or synonymously C∞-map) from (X̂Az, Ê) to Y is by definition a smooth map ϕ̂
from (X̂Az, Ê) to the smooth manifold underlying Y , defined contravariantly by an equivalence
class of gluing system of ring-homomorphisms ϕ̂] : OC∞Y → ÔAzX over R ↪→ C or, equivalently,
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by a ring-homomorphism ϕ̂] : C∞(Y ) → C∞(End Ĉ(Ê)) over R ↪→ C. In this case, ϕ̂] extends
canonically to an equivalence class of gluing systems of C-algebra-homomorphisms ÔC∞,CY → ÔAzX
by the assignment
f +
√−1 g 7−→ ϕ̂](f) +√−1 ϕ̂](g) .
Denote this extension still by ϕ̂].
Before proceeding further, we digress to discuss the complex form of the C∞-ring structure
of the function ring of a complex coordinate chart of the complex manifold Y . Let V ⊂ Y be
a local chart, with complex coordiantes (z1, · · · , zn) = (y1 + √−1y2, · · · , y2n−1 + √−1y2n).
Then, as generators of the C∞-ring C∞(V ), an f ∈ C∞(V ) can be expressed as f(y1, · · · , y2n).
In the complex form, one denotes f also as
f = f(z1, · · · , zn, z¯1, · · · , z¯n) .
In other words, we set the convention that
h(z1, · · · , zn, z¯1, · · · , z¯n) := h(1
2
(z1 + z¯1),
1
2
√−1 (z
1 − z¯1), · · · , 1
2
(zn + z¯n),
1
2
√−1(z
n − z¯n))
for h ∈ C∞(Cn) = C∞(R2n) applying to complex-conjugate-paired complex-valued functions
(z1, · · · , zn, z¯1, · · · , z¯n). Define the complex-valued derivations on C∞(V )
∂
∂zi
:=
1
2
( ∂
∂y2i−1
− √−1 ∂
∂y2i
) , ∂
∂z¯i
:=
1
2
( ∂
∂y2i−1
+
√−1 ∂
∂y2i
) .
Then, one has the following result from basic analysis:
Lemma 4.6. [complex form of Taylor’s formula] Denote coordinates on V collectively
by y := (y1, · · · , y2n), z := (z1, · · · , zn), and z¯ := (z¯1, · · · , z¯n). Then, for f ∈ C∞(V ) and
q ∈ V of coordinates y, and a := (a1, · · · , a2n) ∈ R2n such that points qt of real coordinates
yt := y + t · a are contained in V for all t ∈ [0, 1], the Taylor’s formula
f(y + a) =
l∑
d=0
∑
|d|=d
1
d!
∂ df
∂yd
(y)ad +
∑
|d|=l+1
1
d!
∂ l+1f
∂yd
(yt0)a
d
for some t0 ∈ [0, 1] depending on a has the following complex form
f(z + u, z¯ + u¯) =
l∑
d=0
∑
|d1|+|d2|=d
1
d1!d2!
∂ df
∂zd1∂z¯d2
(z, z¯)ud1u¯d2
+
∑
|d|=l+1
1
d1!d2!
∂ l+1f
∂zd1∂z¯d2
(zt0 , z¯t0)u
d1u¯d2
for some t0 ∈ [0, 1] depending on u. Here, d := (d1, · · · , d2n) with di ∈ Z≥0,
|d| := d1 + · · · + d2n, d! := d1! · · · d2n! with 0! := 1, ∂ d/∂yd := (∂/∂y1)d1 · · · (∂/∂y2n)d2n for
|d| = d, ad := (a1)d1 · · · (a2n)d2n and similarly u := (u1, · · · , un) ∈ Cn such that points qt of
complex coordinates zt := z + t · u are contained in V for all t ∈ [0, 1], di = (di,1, · · · , di,n),
i = 1, 2, with di,j ∈ Z≥0, |di| := di,1 + · · · + di,n, di! := di,1! · · · di,n!,
∂ d/(∂zd1∂z¯d2) := (∂/∂z1)d1,1 · · · (∂/∂zn)d1,n(∂/∂z¯1)d2,1 · · · (∂/∂z¯n)d2,n for |d1|+ |d2| = d,
ud := (u1)d1,1 · · · (u1,n)d1,n, u¯d := (u¯1)d2,1 · · · (u¯2,n)d2,n.
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The above complex form to express real-valued functions on a complex manifold and their
Taylor’s expansions motivates a complex form of the partial C∞-ring structure on ÔAzX as follows.
Definition 4.7. [C∞-operable in complex form] A tuple (m̂1, · · · , m̂2k) of elements in ÔAzX
is said to be C∞-operable in the complex form if its entries can be paired up to m̂1, m̂k+1; · · · ;
m̂k, m̂2k so that the collection
{ 1
2
(m̂1 + m̂k+1),
1
2
√−1 (m̂1 − m̂k+1), · · · ,
1
2
(m̂k + m̂2k),
1
2
√−1 (m̂k − m̂2k)}
lies in the weak C∞-hull of ÔAzX , i.e. for any p ∈ X so that m̂1(p), · · · , m̂2k(p) are defined,
(1) m̂1(p), · · · , m̂2k(p) commute with each other,
(2) the eigenvalues of 12(m̂1(p) + m̂k+1(p)),
1
2
√−1 (m̂1(p)− m̂k+1(p)), · · · , 12(m̂k(p) + m̂2k(p)),
1
2
√−1 (m̂k(p)− m̂2k(p)) are all real.
Definition 4.8. [C∞-operation in complex form] Let h ∈ C∞(Ck) and (m̂1, · · · , m̂2k) be
a tuple of elements in ÔAzX that is C∞-operable in the complex form. Then define
h(m̂1, · · · , m̂k, m̂k+1, · · · , m̂2k)
:= h(
1
2
(m̂1 + m̂k+1),
1
2
√−1 (m̂1 − m̂k+1), · · · ,
1
2
(m̂k + m̂2k),
1
2
√−1 (m̂k − m̂2k) ) .
The following lemma is immediate:
Lemma 4.9. [shift by commuting nilpotent element] If the tuple (m̂1, · · · , m̂2k) of ele-
ments in ÔAzX is C∞-operable in the complex form, then so is the tuple (m̂1 + n̂1, · · · , m̂2k+ n̂2k),
where n̂1, · · · , n̂2k ∈ ÔAzX are nilpotent and commute with each other and with m̂1, · · · , m̂2k.
Furthermore, assuming that n̂l1 = · · · = n̂l2k = 0 for some l ∈ Z≥0, then for h ∈ C∞(Ck), one
has
h(m̂+ n̂, m̂′ + n̂′) =
2kl∑
d=0
∑
|d1|+|d2|=d
1
d1!d2!
∂ dh
∂zd1∂z¯d2
(m̂, m̂′) · n̂d1n̂′d2 .
Here, z := (z1, · · · , zk) the complex coordiantes of Ck, m̂ := (m̂1, · · · , m̂k),
m̂′ := (m̂k+1, · · · , m̂2k), n̂ := (n̂1, · · · , n̂k), n̂′ := (n̂k+1, · · · , n̂2k), d1 := (d1,1, · · · , d1,k),
d2 := (d2,1, · · · , d2,k), n̂d1 := (n̂1)d1,1 · · · (n̂k)d1,k , and n̂′d2 := (n̂k+1)d2,1 · · · (n̂2k)d2,k .
In terms of C∞-operable tuples in the complex form, Theorem 4.2 has a partial rephrasing
for Y a complex manifold:
Theorem 4.10. [smooth map to complex manifold] Let Y be a complex manifold and
ϕ̂ : (X̂Az, Ê)→ Y be a smooth map defined contravariantly by an equivalence class ϕ̂] : OC∞Y →
ÔAzX of gluing systems of ring-homomorphisms over R ↪→ C. Let f1, · · · , fk ∈ OholY be local
holomorphic functions on Y and f¯1, · · · , f¯k ∈ OaholY their complex conjugates. Then
(ϕ̂](f1), · · · , ϕ̂](fk), ϕ̂](f¯1), · · · , ϕ̂](f¯k)) is a C∞-operable tuple. Furthermore, for h ∈ C∞(Ck),
h(ϕ̂](f1), · · · , ϕ̂](fk), ϕ̂](f¯1), · · · , ϕ̂](f¯k)) = ϕ̂](h(f1, · · · , fk, f¯1, · · · , f¯k)) .
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Step 3: D̂-chiral/D̂-antichiral map from (X̂Az, Ê ; ∇̂) to a complex manifold
Definition 4.11. [D̂-chiral map & D̂-antichiral map to complex manifold] Let Y be a
complex manifold. A smooth map ϕ̂ : (X̂Az, Ê ; ∇̂)→ Y , defined contravariantly by ϕ̂] : OC∞Y →
ÔAzX , is called D̂-chiral (resp. D̂-antichiral) if the induced equivalence class of gluing systems
of C-algebra-homomorphisms ϕ̂] : OC∞,CY → ÔAzX sends OholY to ÔAz,D̂-chX and OaholY to ÔAz,D̂-achX
(resp. OholY to ÔAz,D̂-achX and OaholY to ÔAz,D̂-chX ).
5 D̂-chiral maps from (X̂Az, Ê ; ∇̂) to a Ka¨hler manifold and the
N = 1 Super D3-Brane Theory in Ramond-Neveu-Schwarz
formulation
We conclude the current work with some highlights, test computations, and open ends on how
D̂-chiral maps from a d = 4, N = 1 Azumaya/matrix superspace with a fundamental module
with a connection gives a construction of Super D3-Brane Theory in Ramond-Neveu-Schwarz
formulation. Details and beyond are the focus of separate works.34
As a preliminary, readers are referred to [L-Y4: Sec. 5.1] (D(11.2)) for a detailed explanation
of the following statement:
· [Ramond-Neveu-Schwarz (RNS) fermionic string ] A Ramond-Neveu-Schwarz (RNS)
fermionic string moving in a Minkowski space-time M(d−1)+1 as studied in [Gr-S-W: Chap.
4] can be described by a map f̂ : Σ̂ → M(d−1)+1 from a 2-dimensional superspace to
M(d−1)+1 in the sense of Grothendieck’s Algebraic Geometry.
Replacing the world-sheet Σ̂ of the fermionic string by the world-volume X̂ (a superspace in
the case of simple D-branes) or X̂Az (an Azumaya/matrix superspace in the case of stacked
D-branes), by the same sense of the above statement we call a dynamical fermionic D-brane
moving in a space(-time) Y that is modelled, with the additional fermionic-string-induced D-
brany structure of Chan-Paton bundle with a connection on X̂ or X̂Az, by a map from X̂ or X̂Az
to a general target-space(-time) Y a D-brane in the Ramond-Neveu-Schwarz formulation.
Fermionic D3-branes and D̂-chiral maps ϕ̂ from (X̂Az, Ê ; ∇̂) to a Ka¨hler manifold
Beginning from the string-theory side, excitations of RNS fermionic (oriented) open strings with
end-points on a D-brane create the spetrum of fields on the D-brane world-volume.
a 
sp
ati
al s
lice 
of spac
e-time   
D-brane
RNS fermionic (oriented) open string
D
-b
ra
ne
34This section means to give readers a taste of Super D3-Brane Theory in Ramond-Neveu-Schwarz formulation.
Some physicists’ well-accepted facts/rules are taken for granted here without further explanations or justifications.
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After a choice of the Gliozzi-Scherk-Olive (GSO) projection on the spectrum, what remains forms
a collection of multiplets under the world-volume supersymmetry. In particular, there are now
fermionic fields on the D-brane world-volume. The massless spectrum consists of massless scalar
multiplets and a massless vector multiplet. The former collectively describe how the fermionic
D-branes fluctuates in the target-space-time while the latter gives a (super) connection on the
Chan-Paton bundle on the fermionic D-brane world-volume. For the RNS open string to govern
also the dynamics of these massless multiplets in a way that is supersymmetric with respect to
the D-brane world-volume supersymmetry, some appropriate constraint on the geometry of the
target space-time is required.
When a collection of fermionic D-branes coincide, the rank of the Chan-Paton bundle on
the common D-brane world-volume increases to the multiplicity of the coincidence and the
multiplets in the spectrum on the common fermionic D-brane world-volume are enhanced to
endomorphism/matrix-valued.
A careful re-examination of the above stringy picture from the aspect of Grothendieck’s Alge-
braic Geometry, combined with mathematical naturality, gives rise to the following mathematical
objects in the general case of fermionic coincident/stacked D-branes:35
· [meaning of the mass scalar multiplets collectively]
(i) The function-ring of the world-volume of the fermionic D-brane is enhanced to
C∞(End Ĉ(Ê)), where Ê is the Chan-Patan bundle on the fermionic D-brane world-
volume.
(ii) The map ϕ̂ that describes how the fermionic stacked D-branes move around in the
target space(-time) Y is defined contravariantly via a ring-homomorphism
ϕ̂ : C∞(Y )→ C∞(End Ĉ(Ê)) that satisfies some SUSY-Rep Compatible Condition.
· [meaning of the vector multiplet]
There is a connection on Ê that is defined via the vector multiplet.
In this way a supersymmetric D-brane moving in a target space(-time) Y is modelled by a SUSY-
rep compatible map ϕ̂ from an Azumaya/matrix superspace X̂Az with a fundamental module
with a SUSY-rep compatible connection (Ê , ∇̂) to Y with compatible geometry:
35Readers are referred to [L-Y1] (D(1)) for the very careful explanation in the case of bosonic D-branes in the
realm of Algebraic Geometry. For the current case, Super C∞-Algebraic Geometry is involved but the reasoning
is completely the same. See also [Liu].
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ϕX YAz
fermionic D-brane world-volume
= Azumaya/matrix superspace 
    with a fundamental module
〉
〉
〉
In particular, fermionic D3-branes moving in Y with d = 4, N = 1 world-volume supersym-
metry are modelled by D̂-chiral maps ϕ̂ from a d = 4, N = 1 Azumaya/matrix superspace with
a fundamental module with a SUSY-rep compatible connection (X̂Az, Ê ; ∇̂) to Y with Y Ka¨hler.
The standard supersymmetry-invariant action functional for ∇̂
(Cf. e.g., [G-G-R-S: Sec. 4.2] and [We-B: Chap. VII].) Let ∇̂ be the simple hybrid connection
on Ê associated to a vector superfield in the Wess-Zumino gauge
V :=
∑
γ,δ˙
V(γδ˙)θ
γ ¯˙δ +
∑
δ˙
V(12δ˙)θ
1θ2θ¯γ˙ +
∑
γ
V(γ1˙2˙)θ
γ θ¯1˙θ¯2˙ + V(121˙2˙)θ
1θ2θ¯1˙θ¯2˙ ∈ ÔAzX .
Then one needs to construct a d-chiral section Wα, α = 1, 2, of ÔAzX from V that encodes all the
curvature information of ∇̂. Presumably, W1 and W2 should be obtained from the computation
of the curvature tensor of ∇̂. Once having such W1 and W2, a general fact on the construction
of supersymmetry-invariant action functionals (e.g. [Bi: Sec. 4.3]) says that, up to boundary
terms, the following action functional for ∇̂
SSYM(∇̂) := 1
g 2gauge
Re
∫
X̂
Tr (W1W2) d
4xdθ2dθ1 =
1
g 2gauge
Re
∫
X
Tr (W1W2)(12) d
4x
is invariant under the d = 4, N = 1 supersymmetry and gives the analogue of the super-Yang-
Mills action functional for the connection ∇̂. Here, ggauge is the gauge coupling constant.
Example 5.1. [test computation of SSYM(∇̂)] As suggested by, e.g., [G-G-R-S: Sec. 4.2] and
[We-B: Chap. VII] with some necessary adaptation, one may consider the following sections of
ÔAzX :
Wα = e1′′e2′′((eα′e
−V )eV ) , α = 1, 2.
Since {e1′′ , e2′′} = {e1′′ , e1′′} = {e2′′ , e2′′} = 0,
eβ′′Wα = 0 , for α = 1, 2, β
′′ = 1′′, 2′′ .
I.e. both W1 and W2 are d-chiral sections of ÔAzX . The very format of W1 and W2 implies
that they do contain some curvature information of ∇̂. A general fact on the construction
of supersymmetry-invariant action functionals (e.g. [Bi: Sec. 4.3]) now says that the following
action functional
S(∇̂) := −1
16 g 2gauge
Re
∫
X̂
Tr (W1W2) d
4xdθ2dθ1 =
−1
16 g 2gauge
Re
∫
X
Tr (W1W2)(12) d
4x
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gives a supersymmetry-invariant action functional for ∇̂. Here, ggauge is the gauge coupling
constant and the factor −1/16 is added as a normalization factor from a hindsight from the
explicit computation below.
Written out explicitly,
Wα = V(α1˙2˙) +
∑
γ
((1− δαγ)(−1)γ V(121˙2˙) + δαγ · [V(γ2˙), V(α1˙)]
+(1− δαγ)(12 [V(22˙), V(11˙)] +
1
2
[V(12˙), V(21˙)]) +
√−1∑µσµγ2˙∂µV(α1˙)
−√−1∑µσµγ1˙∂µV(α2˙) +√−1∑µσµα2˙∂µV(γ1˙) −√−1∑µσµα1˙∂µV(γ2˙)) θγ
+ ([V(α1˙), V(122˙)] + [V(121˙), V(α2˙)] + 2
√−1∑µσµα1˙∂µV(122˙) − 2√−1∑µσµα2˙∂µV(121˙)) θ1θ2
+ ( terms of θ¯-degree ≥ 1 )
and
S(∇̂) = −1
16 g 2gauge
Re
∫
X
Tr(V(11˙2˙) · ([V(21˙), V(122˙)] + [V(121˙), V(22˙)]
+2
√−1∑µσµ21˙∂µV(122˙) − 2√−1∑µσµ22˙∂µV(121˙))
+ ([V(12˙), V(11˙)] + 2
√−1∑µσµ12˙∂µV(11˙) − 2√−1∑µσµ11˙∂µV(12˙))
·([V(22˙), V(21˙)] + 2
√−1∑µσµ22˙∂µV(21˙) − 2√−1∑µσµ21˙∂µV(22˙))
− (1
2
[V(22˙), V(11˙)] +
1
2
[V(12˙), V(21˙)] + V(121˙2˙) +
√−1∑µσµ22˙∂µV(11˙)
−√−1∑µσµ21˙∂µV(12˙) +√−1∑µσµ12˙∂µV(21˙) −√−1∑µσµ11˙∂µV(22˙))
·(1
2
[V(22˙), V(11˙)] +
1
2
[V(12˙), V(21˙)]− V(121˙2˙) +
√−1∑µσµ22˙∂µV(11˙)
−√−1∑µσµ21˙∂µV(12˙) +√−1∑µσµ12˙∂µV(21˙) −√−1∑µσµ11˙∂µV(22˙))
+ ([V(11˙), V(122˙)] + [V(121˙), V(12˙)]
+2
√−1∑µσµ11˙∂µV(122˙) − 2√−1∑µσµ12˙∂µV(121˙)) · V(21˙2˙)) d 4x .
An expression of such explicitness allows one to examine some further detail to realize that
S(∇̂) as defined is not an extension of the usual Yang-Mills action functional. One needs to
derive the appropriate W1 and W2 from the foundations in Sec. 2.2 and Sec. 2.3.
Given ∇̂, the standard supersymmetry-invariant action functional for ϕ̂ :
Zumino meeting Polchinski & Grothendieck
Let
ϕ̂ : (X̂Az, Ê ; ∇̂) −→ Y
be a D̂-chiral map from a d = 4, N = 1 Azumaya/matrix superspace with a fundamental module
with a connection to a Ka¨hler manifold Y , defined contravariantly by an equivalence class of
gluing systems of ring-homomorphisms
ϕ̂] : OC∞Y −→ ÔAzX .
Assume that ϕ̂(X̂Az) is contained in an open set of Y on which the Ka¨hler metric admits a Ka¨hler
potential h. Then, guided by the construction [Zu] of Bruno Zumino and as a consequence of a
general fact in supersymmetry (e.g. [Bi: Sec. 4.3]), the following action functional for ϕ̂
S∇̂(ϕ̂) := ReT3
∫
X̂
Tr ϕ̂](h) d 4x dθ¯2˙dθ¯1˙dθ2dθ1 = ReT3
∫
X̂
Tr (ϕ̂](h))(121˙2˙) d
4x
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is invariant under the d = 4, N = 1 supersymmetry on X̂, up to boundary terms. Here T3 is a
constant for fermionic D3-brane tension. Since ϕ̂ is D̂-chiral, a shift of h by a holomorphic or
an antiholomorphic function gives rise only to boundary terms of S∇(ϕ̂). Thus, for ϕ̂ D̂-chiral
and up to boundary terms, S∇(ϕ̂) depends only on the Ka¨hler metric on Y . As a lesson learned
from [L-Y6] (D(13.1)), [L-Y7] (D(13.2.1)) and [L-Y8] (D(13.3)), to extract information from
ϕ̂](h), one needs to impose an appropriate admissible condition on the pair (∇̂, ϕ̂) in addition to
the requirement that ϕ̂ be D̂-chiral and ∇̂ be SUSY-rep compatible. Such admissible condition
reflects the physics requirement that the gauge field ∇̂ on Ê be massless from the aspect of super
open strings.
Example 5.2. [test computation of S∇̂(ϕ̂)] Let Y = Cn as a Ka¨hler manifold, with complex
coordinate functions (z1, · · · , zn) = (y1 +√−1y1, · · · , y2n−1 +√−1y2n), and
ϕ̂ : (X̂Az, Ê ; ∇̂) −→ Y
be a D̂-chiral map defined contravariantly by a ring-homomorphism
ϕ̂] : C∞(Y ) −→ C∞(End Ĉ(Ê))
over R ↪→ C that is specified by
yi 7−→ m̂i, i = 1, . . . , 2n ,
such that
· {m̂1, · · · , m̂2n} lies in the weak C∞-hull of C∞(End Ĉ(Ê)),
· ϕ̂](zi) := ϕ̂](y2i−1) +√−1 ϕ̂](y2i) are D̂-chiral and
ϕ̂](z¯i) := ϕ̂](y2i−1)−√−1 ϕ̂](y2i) are D̂-antichiral, for i = 1, · · · , n.
(Cf. Theorem 4.3.) Recall the normal form of D̂-chiral sections and D̂-antichiral sections of ÔAzX
in Proposition 3.2.2, with a conversion of notations36 for an easy comparison with [We-B: Chap.
XXII] of Wess and Bagger: (∂µ := ∂/∂x
µ, µ = 0, 1, 2, 3, for formulae below)
Φi := ϕ̂](zi)
= Ai +
√
2 θχi +
√−1
∑
µ
θσµθ¯D∂µA
i + θθF i −
√−1√
2
∑
µ
θθD∂µχ
iσµθ¯ +
1
4 θθθ¯θ¯
DAi
+ (unlike terms depending on (Ai, χiα, F
i) and D̂)
and
Φ+i := ϕ̂](z¯i)
= A∗i +
√
2 θ¯χ¯i − √−1
∑
µ
θσµθ¯D∂µA
∗i + θ¯θ¯F ∗i +
√−1√
2
∑
µ
θ¯θ¯θσµD∂µ χ¯
i +
1
4 θθθ¯θ¯
DA∗i
+ (unlike terms depending on (A∗i, χ¯i
β˙
, F ∗i) and D̂) ,
for i = 1, . . . , n. Here,
· terms in the normal form that have no counterparts in [We-B: Chap. XXII] are omitted;
· χi = (χi1, χi2), χ¯i = (χ¯i1˙, χ¯i2˙); Ai, χi1, χi2 , F i, A∗i, χ¯i1˙, χ¯i2˙, F ∗i ∈ OAzX ;
36Some spinor notation convention in this example follows [We-B: Appendices A & B] of Wess and Bagger.
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· D is the connection on OAzX from the restriction of D̂ on ÔAzX .
Note that, by construction, the 2n sections Φ1, · · · , Φn,Φ∗1, · · · , Φ∗n of ÔAzX commute with
each other and the 2n sections A1, · · · , An, A∗1, · · · , A∗n of OAzX commute with each other.
Let h ∈ C∞(Y ) be a Ka¨hler potential for the Ka¨hler metric on Y . Assume in addition an
admissible condition that
(∗extreme)
(i) Φ1 −A1, , · · · , Φn −An, Φ∗1 −A∗1, · · · , Φ∗n −A∗n commute with each other.
(ii) The total collection
Ai , χi1 , χ
i
2 , F
i , A∗i , χ¯i
1˙
, χ¯i
2˙
, F ∗i , DµAi , Dµχi1 , Dµχi2 , DµA∗i , Dµχ¯i1˙ , Dµχ¯
i
2˙
,
i = 1, . . . , n , µ = 0, 1, 2, 3 ,
of sections of OAzX commute with each other. (Here, Dµ := D∂µ .)
Then the expansion in Lemma 4.9 applies to give: (cf. [We-B: Eq. (22.9)])
4 · (ϕ̂](h))(121˙2˙) = −
∑
i,j¯;µ
gij¯(DµA
i)(DµA∗j) − √−1
∑
ij¯;µ
gij¯χ¯
j σ¯µDµχ
i
−√−1
∑
i,j,k;l,µ
glk¯Γ
l
ijχ¯
kσ¯µχiDµA
j +
1
4
∑
ij¯,k,l¯
gij¯,kl¯χ
iχkχ¯jχ¯l
+
∑
i,j¯
gij¯F
iF ∗j − 12
∑
i,j¯,k¯;l¯
gil¯Γ
l¯
j¯k¯F
iχ¯jχ¯k − 12
∑
i¯,j,k;l
gl¯iΓ
l
jkF
∗iχjχk
+ (other terms unlike the previous seven) .
where Dµ is the raising of Dµ by the Minkowski metric on X; (gij¯) is the Ka¨hler metric on
Y , gij¯,• its derivatives and Γ
•′
• •′′ its Christoffel symbols, all in terms of the complex coordinate
functions (z1, · · · , zn, z¯1, · · · , z¯n) on Y and evaluated at (A1, · · · , An, A∗1, · · · , A∗n).

The above test-example shows that the action functional
S∇̂(ϕ̂) := Re
∫
X̂
Tr ϕ̂](h) d 4x dθ¯2˙dθ¯1˙dθ2dθ1 is indeed a generalization of the construction [Zu]
of Bruno Zumino. The first term − ∑i,j¯;µ gij¯(DµAi)(DµA∗j) of 4 ·(ϕ̂](h))(121˙2˙) in the example
justifies S∇̂(ϕ̂) thus defined as a supersymmetric extension of the term
1
2 T3 Re
∫
X Tr 〈Dϕ,Dϕ〉d 4x in the standard action functional for bosonic, metrically flat D3-
branes, cf. [L-Y8: Sec. 4] (D(13.3)).
(Fundamental) N = 1 Super (Stacked) D3-Brane Theory in the RNS formulation
Having the SUSY-rep compatible pairs (∇̂, ϕ̂) from Sec. 2 – Sec. 4 that describe fermionic D3-
branes moving in a Ka¨hler target space-time Y , once a supersymmetric action functional S(∇̂, ϕ̂)
is also properly constructed, one then has the same starting point as that for Superstring Theory
in the Ramond-Neveu-Schwarz formulation:
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RNS-superstring theory super D3-brane theory in RNS formulation
fundamental objects :
open or closed fermionic string
,
fundamental objects :
Azumaya/matrix
3-dimensional superspace
with a fundamental module
with a connection
fermionic string world-sheet :
2-dimensional superspace Σ̂
fermionic D3-brane world-volume :
Azumaya/matrix 4-dimensional superspace
with a fundamental module with a connection
(X̂Az, Ê ; ∇̂) with ∇̂ SUSY-rep compatible
fermionic string moving in space-time Y :
differentiable map f̂ : Σ̂→ Y
fermionic D3-brane moving in (Ka¨hler) space-time Y :
(admissible) D̂-chiral map ϕ̂ : (X̂Az, Ê ; ∇̂)→ Y
action functional S(f̂) for maps f̂ that is
invariant under world-sheet supersymmetry
action functional S(∇̂, ϕ̂) = SSYM(∇̂) + S∇̂(ϕ̂) for pairs (∇̂, ϕ̂)
that is invariant under the world-volume supersymmetry
· · · · · · ???
Challenges remain ahead to understand Super D3-Brane Theory in such a format and its gen-
eralization to one with extended supersymmetries, central charges, and BPS states.
Finally we remark that while the current work focuses on super D3-branes to make all the
statements specific, similar C∞-algebrogeometric foundations to supersymmetry apply to other
dimensions and the corresponding notion of SUSY-rep compatible smooth maps from the re-
lated Azumaya/matrix superspaces in other dimensions to a target space(-time) gives then a
description of super Dp-branes for other p’s in the Ramond-Neveu-Schwarz formulation. There
are many pieces yet to be understood in this study/subject in the making.
~~~Jia Dao (779-843)：《A Swordsman》 
“It takes a decade to make a good sword.＂
~~~賈島(779-843)：《劍客》 
“十年磨一劍＂
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Appendix Basic moves for the multiplication of two superfields
In the block-matrix form of a superfield f ∈ C∞(X̂) on the superspace X̂
f = f(0) +
∑
α
f(α)θ
α +
∑
β˙
f(β˙)θ¯
β˙ + f(12)θ
1θ2 +
∑
α,β˙
f(αβ˙)θ
αθ¯β˙ + f(1˙2˙)θ¯
1˙θ¯2˙
+
∑
β˙
f(12β˙)θ
1θ2θ¯β˙ +
∑
α
f(α1˙2˙)θ
αθ¯1˙θ¯2˙ + f(121˙2˙)θ
1θ2θ¯1˙θ¯2˙
= f(0) +
∑
α
θαf(α) +
∑
β˙
θ¯β˙f(β˙) + θ
1θ2f(12) +
∑
α,β˙
θαθ¯β˙f(αβ˙) + f(1˙2˙)θ¯
1˙θ¯2˙
+
∑
β˙
f(12β˙)θ
1θ2θ¯β˙ +
∑
α
f(α1˙2˙)θ
αθ¯1˙θ¯2˙ + f(121˙2˙)θ
1θ2θ¯1˙θ¯2˙
=:

f(0) f(1˙) f(2˙) f(1˙2˙)
f(1) f(11˙) f(12˙) f(11˙2˙)
f(2) f(21˙) f(22˙) f(21˙2˙)
f(12) f(121˙) f(122˙) f(121˙2˙)
 ,
the application of a derivation on a superfield or the multiplication of two superfields can be
decomposed into a combination of basic moves:
∂
∂θ1
f =

f(1) f(11˙) f(12˙) f(11˙2˙)
0 0 0 0
f(12) f(121˙) f(122˙) f(121˙2˙)
0 0 0 0
 , ∂∂θ2 f =

f(2) f(21˙) f(22˙) f(21˙2˙)
− f(12) − f(121˙) − f(122˙) − f(121˙2˙)
0 0 0 0
0 0 0 0
 ,
∂
∂θ¯1˙
f =

f(1˙) 0 f(1˙2˙) 0
− f(11˙) 0 − f(11˙2˙) 0
− f(21˙) 0 − f(21˙2˙) 0
f(121˙) 0 f(121˙2˙) 0
 , ∂∂θ¯2˙ f =

f(2˙) − f(1˙2˙) 0 0
− f(12˙) f(11˙2˙) 0 0
− f(22˙) f(21˙2˙) 0 0
f(122˙) − f(121˙2˙) 0 0
 ;
θ1f =

0 0 0 0
f(0) f(1˙) f(2˙) f(1˙2˙)
0 0 0 0
f(2) f(21˙) f(22˙) f(21˙2˙)
 , θ2f =

0 0 0 0
0 0 0 0
f(0) f(1˙) f(2˙) f(1˙2˙)
− f(1) − f(11˙) − f(12˙) − f(11˙2˙)
 ,
θ¯1˙f =

0 f(0) 0 f(2˙)
0 − f(1) 0 − f(12˙)
0 − f(2) 0 − f(22˙)
0 f(12) 0 f(122˙)
 , θ¯2˙f =

0 0 f(0) − f(1˙)
0 0 − f(1) f(11˙)
0 0 − f(2) f(21˙)
0 0 f(12) − f(121˙)
 ,
θ1θ2f =

0 0 0 0
0 0 0 0
0 0 0 0
f(0) f(1˙) f(2˙) f(1˙2˙)
 , θ¯1˙θ¯2˙f =

0 0 0 f(0)
0 0 0 f(1)
0 0 0 f(2)
0 0 0 f(12)
 ,
θ1θ¯1˙f =

0 0 0 0
0 f(0) 0 f(2˙)
0 0 0 0
0 − f(2) 0 − f(2˙2˙)
 , θ1θ¯2˙f =

0 0 0 0
0 0 f(0) − f(1˙)
0 0 0 0
0 0 − f(2) f(2˙1˙)
 ,
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θ2θ¯1˙f =

0 0 0 0
0 0 0 0
0 f(0) 0 f(2˙)
0 f(1) 0 f(12˙)
 , θ2θ¯2˙f =

0 0 0 0
0 0 0 0
0 0 f(0) − f(1˙)
0 0 f(1) − f(11˙)
 ,
θ1θ2θ¯1˙f =

0 0 0 0
0 0 0 0
0 0 0 0
0 f(0) 0 f(2˙)
 , θ1θ2θ¯2˙f =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 f(0) − f(1˙)
 ,
θ1θ¯1˙θ¯2˙f =

0 0 0 0
0 0 0 f(0)
0 0 0 0
0 0 0 f(2)
 , θ2θ¯1˙θ¯2˙f =

0 0 0 0
0 0 0 0
0 0 0 f(0)
0 0 0 − f(1)
 ,
θ1θ2θ¯1˙θ¯2˙f =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 f(0)
 ;
fθ1 =

0 0 0 0
f(0) − f(1˙) − f(2˙) f(1˙2˙)
0 0 0 0
− f(2) f(21˙) f(22˙) − f(21˙2˙)
 , fθ2 =

0 0 0 0
0 0 0 0
f(0) − f(1˙) − f(2˙) f(1˙2˙)
f(1) − f(11˙) − f(12˙) f(11˙2˙)
 ,
f θ¯1˙ =

0 f(0) 0 − f(2˙)
0 f(1) 0 − f(12˙)
0 f(2) 0 − f(22˙)
0 f(12) 0 − f(122˙)
 , f θ¯2˙ =

0 0 f(0) f(1˙)
0 0 f(1) f(11˙)
0 0 f(2) f(21˙)
0 0 f(12) f(121˙)
 ,
fθ1θ2 = θ1θ2f , f θ¯1˙θ¯2˙ = θ¯1˙θ¯2˙f ,
fθ1θ¯1˙ = θ1θ¯1˙f , fθ1θ¯2˙ = θ1θ¯2˙f ,
fθ2θ¯1˙ = θ2θ¯1˙f , fθ2θ¯2˙ = θ2θ¯2˙f ,
fθ1θ2θ¯1˙ =

0 0 0 0
0 0 0 0
0 0 0 0
0 f(0) 0 − f(2˙)
 , fθ1θ2θ¯2˙ =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 f(0) f(1˙)
 ,
fθ1θ¯1˙θ¯2˙ =

0 0 0 0
0 0 0 f(0)
0 0 0 0
0 0 0 − f(2)
 , fθ2θ¯1˙θ¯2˙ =

0 0 0 0
0 0 0 0
0 0 0 f(0)
0 0 0 f(1)
 ,
fθ1θ2θ¯1˙θ¯2˙ = θ1θ2θ¯1˙θ¯2˙f .
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