Generally, the inconvenience of establishing the mathematical optimization models directly and the conflicts of preventing simultaneous optimization among several objectives lead to the difficulty of obtaining the optimal solution of a practical engineering problem with several objectives. So in this paper, a generate-first-choose-later method is proposed to solve the multiobjective engineering optimization problems, which can set the number of Pareto solutions and optimize repeatedly until the satisfactory results are obtained. Based on Frisch's method, Newton method, and weighed sum method, an efficient hybrid algorithm for multiobjective optimization models with upper and lower bounds and inequality constraints has been proposed, which is especially suitable for the practical engineering problems based on surrogate models. The generate-first-choose-later method with this hybrid algorithm can calculate the Pareto optimal set, show the Pareto front, and provide multiple designs for multiobjective engineering problems fast and accurately. Numerical examples demonstrate the effectiveness and high efficiency of the hybrid algorithm. In order to prove that the generate-first-choose-later method is rapid and suitable for solving practical engineering problems, an optimization problem for crash box of vehicle has been handled well.
Introduction
Most of the practical engineering optimization problems are multiobjective. For example, an airplane design problem might require maximizing fuel efficiency and payload, while minimizing the weight of the structure [1] . Moreover, in automotive industry, people pay more attention to the optimization of occupant restraint systems. In order to meet the design requirements, such as the chest displacement and head injury criterion, the design can be treated as a multiobjective optimization problem [2] . With the increasing demand of multiobjective optimization in engineering problems, researches of multiobjective optimization algorithms are necessary and valuable.
Recently, researchers have proposed various methods with the fast development of multiobjective optimization.
Generally, these methods can be divided into scalar methods and evolution methods by way of solving the optimization problems.
Scalar methods transform the vector optimization problems into adaptive scalar ones. Combining with some gradient methods, a scalar method can easily obtain the optimum by iterations. Typical multiobjective scalar methods include traditional weighted sum method [3, 4] , constraint method [5] , NBI [6] , and multiobjective automatic weighted sum method [7] . With the continuous development, more and more new scalar methods have emerged in this field [8] [9] [10] [11] .
The idea of evolutionary methods is similar to the biological evolution process, established by Darwin's theory of natural selection. Referring to the biological evolution process, evolutionary methods make use of crossover, mutation, or inheritance operations during iterations to obtain better 2 Mathematical Problems in Engineering results. Evolutionary methods have developed rapidly in the field of multiobjective optimization, such as Multiobjective Genetic Algorithm [12] , NSGA-II [13] , improving strength Pareto evolutionary algorithm [14] , multiobjective particle swarm optimization method [15] , and multiobjective artificial immune system optimization algorithm [16] . Recently, some new multiobjective evolutionary methods have been proposed [17, 18] .
In recent years, the multiobjective optimization methods are widely used in the engineering problems, such as aerospace [19] , automobile [20] , information [21] , health care [22] , and robot and control [23] . The methods can solve specific problems, such as the development of prototype, structural design, and control system design. Most references relative to these fields adopted evolutionary methods. This is because the derivatives of practical engineering optimization problems may not always be obtained, which leads the scalar methods out of work [24] . But the process of converging to the Pareto front by evolutionary methods is slow, random, and difficult to control [25] . According to the analysis of Coello et al., it is hard to determine the stopping criterion definitely. Some researchers often define the iterations as the termination condition of methods [26] . In order to get a satisfactory result, the number of iterations is always defined so large, which means the computation time and efficiency are unacceptable [27] .
The purpose of the method proposed in this paper is to provide the design advice to designers quickly. So we hope that, during the process of calculation, the method can rapidly get the Pareto optimal solutions and Pareto front of the multiobjective optimization problems. Meanwhile, if the results are not satisfactory, it is necessary to increase the number of the solutions or reconstruct the models of multiobjective optimization problems. Doubtlessly, the low calculation efficiency of multiobjective evolutionary algorithms dissatisfies this need.
Usually, the engineering optimization problems cannot be solved directly. They can be described approximately by surrogate models and then can be optimized. The surrogate models are always constructed by polynomial response surface method [28] , radial basis function method [29] , Kriging method [30] , and so on, which are generally expressed as secondary or higher order polynomial functions. Obviously, the first-order and second-order derivatives of these functions can be obtained easily, so we take Newton method as basic theory for the proposed method in this paper, which has a fast rate of local convergence.
We should consider that the surrogate models are meaningful only in the constraint interval. So in order to keep the computational accuracy, this paper takes Frisch's method [31] to deal with the constraints, which is one of the interior point methods and can easily obtain the second-order derivatives. Though weighted sums method makes it hard to obtain the uniform Pareto optimal solutions and the Pareto front for nonconvex regions, it is still convenient and effective, as the most commonly used multiobjective scalar method [32] . This paper takes weighted sums method to solve the multiobjective optimization problems, in order to get satisfactory Pareto optimal solutions rapidly.
For obtaining excellent crashworthiness performance of vehicles, some researchers studied about the structural optimization problems. Acara et al. took CFE and SEA as optimization objectives and got a tradeoff solution by sequential quadratic programming [20] . Gu et al. constructed the surrogate models of restraint system by Kriging method, obtained the Pareto front of each objective by NSGA-II, and finally determined the best design points [2] . In this paper, the surrogate models of vehicle's crash box have been constructed and optimized by the proposed method, in order to provide detailed advice for designers rapidly.
The outline of this paper is as follows. Section 2 establishes a generate-first-choose-later method for multiobjective engineering optimization problem, which offers design advice to designers as a reference. Section 3 proposes a hybrid algorithm for multiobjective optimization problems with upper and lower bounds. In Section 4, two numerical examples are calculated by the proposed hybrid algorithm to prove the accuracy and efficiency. In Section 5, a surrogate model of vehicle's crash box is optimized by the proposed method in order to prove the validity for dealing with engineering problems.
Strategy for Solving Multiobjective Engineering Optimization Problems
Generally, in engineering optimization problems there are many objectives which are always conflicting with each other. Because of the complex conditions and structural shape, the relationship among objective functions, design variables, and constraint functions is hard to construct directly. Sometimes, in practical engineering problems, numerical simulation and experiments are adopted, but these ways rely on the experience of designers and make it hard to achieve the optimal design globally. Surrogate models are widely used to improve the efficiency of engineering design and optimization. In this paper, a valid method for solving the engineering optimization problems based on surrogate model is proposed, which is a generate-first-choose-later method. After constructing the surrogate models of multiobjective engineering optimization problems with constraints, the proposed method can calculate the Pareto optimal solutions and Pareto front. The Pareto front is shown intuitively to provide lots of suggestions for designers as a reference. Meanwhile, designers can reset the number of solving Pareto optimal solutions and calculate again, in order to get better results. The flow chart of the proposed method is shown in Figure 1 .
In the proposed method, constructing the surrogate models of engineering problems is very important, which will highly influence the accuracy of optimization results. After determining the optimization problem, the surrogate models of objective functions and constraint functions can be constructed by response surface method, radial basis function method, Kriging method, and so on.
It is worth noting that the magnitudes of different objective functions are often different. So we have to unify the expression and normalize the functions before optimization. The theory of the proposed method will be stated in Section 3. 
The Hybrid Algorithm for
Multiobjective Optimization Models with Upper and Lower Bounds
Disadvantage of Evolutionary Methods.
Evolutionary methods are widely used in engineering multiobjective optimization problems recently. Moreover, the derivative of some engineering problems does not exist or cannot be obtained easily. So the evolutionary methods are more suitable for solving these problems. However, the disadvantages of evolutionary methods should not be neglected [33] . In particular, the slow convergence rate and lack of effective convergence criterion influence the calculation efficiency seriously. The randomness of searching in the iterative directions leads to the slow convergence rate of evolutionary methods. When the individuals are far from the Pareto optimal solutions, both the field which can be Pareto improved and the opportunity to generate a descent direction randomly are large. With the approach to Pareto optimal solutions, the conflict among objective functions increases, which leads to the difficulty of finding the descent directions for each objective function. When the individuals are close to the Pareto optimal solutions, both the proportion of the fields which can be Pareto improved and the opportunity to generate a descent direction randomly are small. These are the reasons that convergence rate of evolutionary methods solving the multiobjective optimization problems is fast during the initial stage and slow during the final stage.
Compared with multiobjective evolutionary methods, the advantage of local search methods in efficiency is remarkable, such as Newton method.
Newton
Method. The models of multiobjective engineering optimization problems in this paper are established by response surface methods, and also the constraints are handled by log functions. So the optimization models are derivable and the second derivative can be obtained by gradient methods. Meanwhile, the method proposed in this paper may calculate Pareto optimal solutions more than once in order to provide satisfying advice for designers. Hence, the computational efficiency of the method is very important.
Although evolutionary methods are widely used in multiobjective engineering optimization problems, the computational efficiency is not satisfactory. In this paper, a multiobjective scalar method is researched, which has the advantage of fast convergence. Newton method has been chosen to calculate Pareto optimal solutions in this paper, for its high computational efficiency.
The iteration direction of Newton method includes the gradient and Hessian matrix information of objective functions, so the iteration point can be definitely close to the optimal point. When the iteration point is near the optimal point, the rate of convergence is rapid [34] . If the objective functions satisfy some conditions, it can achieve superlinear convergence or quadratic convergence [10] . In rare cases, the obtained Newton directions are not descent reducing the computational efficiency. This paper adopted a decision mechanism to solve this problem and improve calculation efficiency, which chooses the negative gradient direction as descent direction to replace the nondescent Newton directions.
Establish the Hybrid Algorithm.
Newton method is chosen as the main calculation algorithm for searching the solutions. The process of solving multiobjective engineering optimization problems with upper and lower bounds is described in detail. And the overall construction course of the hybrid algorithm is in the following.
Mathematical Model and Pareto Optimal Solution.
In practical engineering optimization problem, there are always several objects which are conflicting to prevent simultaneous optimization of each other. There is no one optimal solution satisfying all the minima of objects. So searching for the Pareto optimal set of these objects is one of the most effective ways. Meanwhile, there are some constraints in the engineering optimization problems, generally about the upper and lower bounds of design variables. In this section, a valid method will be proposed, in order to fast calculate the multiobjective optimization problem with upper and lower bounds.
The objects of engineering optimization problem can be denoted as
where the -dimensional vector is x = ( 1 , 2 , . . . , ) . The upper and lower bounds of the design variables are always constrained as
For convenient calculation, the upper and lower bounds can be transformed into upper and lower bounds; that is,
So the multiobjective optimization engineering problem with constraints of upper and lower bounds can be uniformly written as
where F(x) is vector function with objects and x is a vector with variables. All the design variables satisfying the constraints construct the feasible region of the optimization problem, denoted as X.
The aim of solving multiobjective optimization problems is to obtain the Pareto optimal set. For two design variables x ∧ and x * , it is said that x * is Pareto dominant, if and only if
denoted as x * ≻ x. The vector x * ∈ X is a Pareto optimal solution only under the condition that there does not exist x ∈ X for x ≻ x * . So a Pareto optimal solution means the reasonable solution, which satisfies the objectives at an acceptable level without being dominated by any other solution. The method proposed in this paper can obtain both the Pareto optimal solutions and the Pareto fronts of the multiobjective optimization problems with constraints.
Handling of the Constraints.
The process of solving multiobjective optimization problems with constraints is to find the Pareto optimal set of all the objects in the feasible region under the constraint conditions. The problem should be transformed into an unconstrained one first and then be solved. Hence, a penalty term can be added to the object functions. When the penalty term is closer to zero, it means the design variables satisfy the constraints. During the solving process, the penalty term should be scaled down until it is small enough and can be neglected relative to the object values for meeting the stopping criterion. At the moment, the obtained solution can not only be equivalent to the optimal solution of the original problem but also satisfy the constraints.
The optimization problems discussed in this paper are based on surrogate models. So the interior point method is chosen to deal with the constraints. For solving the gradient and Hessian matrix conveniently, the penalty term is constructed by Frisch's method, which is expressed as
Iteration Direction for Multiobjective Optimization.
Despite having deficiencies in depicting the Pareto optimal set, the weighted sum method for multiobjective optimization continues to be used extensively not only to provide multiple solution points by varying the weights consistently but also to provide the solutions that reflect the preference of each object. In the proposed method of this paper, weighted sum method is chosen. After the designers set the number of Pareto optimal solutions, the corresponding group of weighting factors can be provided uniformly. Because the gradient and Hessian matrices of object and constraint functions can be obtained, Newton method is selected for its rapid convergence. In order to improve computational efficiency, the negative gradient direction is considered when the Newton directions are not descent. In this paper, the Pareto optimal solutions will be solved by iteration. The process of deducing iteration direction is as follows.
First, the penalty functions should be constructed. The logarithmic penalty function of the th ( = 1, 2, . . . , ) object function can be denoted as
Express (x + d) by Taylor expansion; that is,
For x , the iteration direction d satisfies d = x − x , and the penalty function of the th object function is
Then, adding the penalty function of every object function together, a sum function can be expressed as
where
By calculating the derivative of with respect to d, one can get the iteration direction at x ; that is,
This method combines Newton method and linear weighted sum method, and the iteration direction d is equal to Newton direction. The iteration direction of sum function can be obtained only based on the gradient and Hessian matrices of each penalty function. But Newton method is locally convergent. When the sum function is not continuous twice differentiable, the improper selection of the initial point cannot ensure the iteration direction is descent, which affects the computational efficiency of optimization greatly.
In order to ensure all the iteration directions are descending during the optimization, an identification process is introduced. If Newton direction at some point is ascending, take the negative gradient direction of sum function at this point as the iteration direction. The criterion is the product of Newton direction and negative gradient direction, denoted as
During the process of calculation, the selection of iteration step length is necessary. For the object functions are based on surrogate models, the accuracy can be ensured only if the design variables satisfy the constraint conditions. Hence, a criterion is set to prevent that the design variables dissatisfy the constraint conditions. When the iteration point is beyond the range of constraints, the step length will be scaled down. Until the new iteration point satisfies the constraints, output the current step length.
The Proposed Hybrid Method: Algorithm 1.
In this section, details of calculating Pareto optimal solutions then forming the Pareto optimal set and Pareto front will be described.
As in the introduction above, proposing a method to obtain Pareto optimal solutions rapidly is the key of this paper. In this paper, based on Frisch's method, Newton method, and weighted sum method, an effective algorithm is put forward, named Algorithm 1. Not only the reason for choosing these theories, but also the derivation process of penalty term, iteration direction, and step length have been given in the previous sections. Now the iteration steps of Algorithm 1 are stated as follows.
Algorithm 1.
The whole process of Algorithm 1 for calculating a Pareto optimal solution is as follows.
Step 1. Establish the logarithmic penalty functions of each objective (x), = 1, 2, . . . , , and calculate (x).
Step 2. Choose an initial point x 0 ∈ X and give stopping criteria and and coefficients = 0.9, = 0.5, and = 2.
Step 3. Calculate the gradients of each logarithmic penalty function ∇ (x ).
If ‖ ∑ =1 ∇ (x )‖ ≤ , stop the algorithm; go to Step 8. Else, go to Step 4.
Step 4. Calculate the iterative direction d .
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Step 5. Calculate iteration step size . If for all of the constraint functions (x ) > 0, = 1, 2, . . . , , = , then go to Step 7. Else, go to Step 6.
Step 6. Consider = ; go to Step 5.
Step 7. Iteratively calculate x +1 = x + d , define = + 1, and go to Step 3.
Step 8. Calculate penalty term (x ); if | (x )| ≤ , stop and output x . Else, = 10 ; go to Step 1.
In the process, the small positive constants and are stopping criteria and is step length. is the reduction scale of step length and is the coefficient of penalty term.
Algorithm 1 shows the process of solving one Pareto optimal solution, which is the core of the proposed method in this paper. However, in order to provide comprehensive references for designers, one Pareto optimal solution is not enough. So a method for obtaining a Pareto optimal set is proposed based on Algorithm 1. The designers should determine firstly, which is the number of Pareto optimal solutions. Then, by giving group of weighting factors uniformly, the method can calculate the Pareto optimal solutions of different weight factors in turn and form the Pareto optimal solutions set. If the number of object functions is not more than 3, the Pareto front can be expressed as a coordinate graph. The whole process is shown in Figure 2 .
According to this method, designers should only set the number of solutions and initial point. By calculating automatically, a Pareto optimal set will be output. In addition, the Pareto front will be shown as a coordinate graph for designers.
The Benefits and Shortcomings of the Present Method.
The solution of multiobjective function optimization problems obtained by the present method is always a local solution, which converges to the real Pareto front when the stopping criterion is close to zero. If the objective functions are convex then the local solution is global one at the same time. By the popular evolutionary algorithms, global solution can be got, which turns out to be not close to the real Pareto front in a short time. When the constrained and objective functions are continuously differentiable and nonlinear, the solution close to the real Pareto front can be got rapidly by the proposed method. So, a more accurate solution can be obtained by the proposed algorithm in a short time. However, a good solution is hard to obtain by the algorithm when the constrained and objective functions are not continuously differentiable and nonlinear.
Another advantage by the present method is high efficiency in converging to the Pareto front, and the shortcoming is that the objective functions and inequality constraints must be continuously differentiable and nonlinear [10] . All the benefits and shortcomings are because the Newton method is used to calculate the iteration direction.
On one side, many multiobjective engineering optimization problems can be established as the mathematical models which are nonlinear and continuously differentiable, such as the engineering problems described by surrogate models. On the other side, the hybrid method provides references to designers more rapidly than popular evolutionary algorithms, which will improve working efficiency apparently. So, the method proposed in this paper presents an applicable value for actual engineering optimization problems.
The solutions by different algorithms are compared in detail next.
Numerical Examples
Two benchmark numerical examples are chosen to check the algorithm. One of them is an example in the user's guide of MATLAB [35] and the other one is from a published paper [36] . The prototype implementations of them are executed by MATLAB V7.12.0. Test 1 we deal with here is to minimize 1 = For further evaluation, the tests are also executed by Multiobjective Genetic Algorithm. Then, the results obtained by the proposed method are compared with the one by Multiobjective Genetic Algorithm. The methods' performances are evaluated from three aspects, which include the diversity of solutions in Pareto front, the accuracy of the Pareto solutions, and the computational efficiency. To keep things simple, the Multiobjective Genetic Algorithm is written as MOGA for short and the proposed algorithm is named as NSWFA. In all tests, one hundred initial points are iterated for a Pareto optimal set. The Pareto optimal fronts of the two tests are shown in Figures 3 and 4 .
Sometimes, the solutions of multiobjective optimization problems, which are obtained by the algorithms based on weighted sum method, are not well distributed in the Pareto optimal front. Studies can be found in this field [4, 32] . However, the algorithm in this paper is for multiobjective engineering optimization problems, which do not require even-distributed Pareto optimal solutions in the Pareto optimal front. With the purpose of offering reference to engineers, some better designs can usually be obtained by this algorithm, which is enough. In Figures 3 and 4 , the difference between the Pareto fronts obtained by the MOGA and NSWFA is clear. Although the Pareto optimal points acquired by NSWFA are not distributed evenly, the spread is much better than the solutions by MOGA. For studying the accuracy of the results, the Pareto optimal fronts obtained by the two algorithms are shown in the same figures. In Figures  5 and 6 , the Pareto optimal fronts obtained by NSWFA are closer to the real Pareto optimal fronts than MOGA. So the results by the proposed algorithm have good accuracy.
Another important performance is the computational efficiency, which is studied from the iterative number and the consumed CPU time. Facts have proved that the iterative points cannot be convergent to the Pareto optimal front in a short time by evolutionary algorithms. In this paper, the maximum number of iterations is 2000, and the results by MOGA at the 2000th iteration are recorded. More detailed information is listed in Table 1 . In all tests, the calculations are executed ten times by each algorithm and the data in Table 1 are the real results on average.
The stopping criterion is 10 −5 and the results by MOGA are all not convergent. But the results by NSWFA are convergent to the Pareto optimal front with less iterations and CPU time. At each iteration, the whole population is iterated at the same time by MOGA, but only one point is iterated by NSWFA. The average iterations of one Pareto optimal solution are only 7.3 and 6.15 times by NSWFA. That is why the CPU time by NSWFA is far less than MOGA. In addition, more Pareto optimal solutions are got by NSWFA than MOGA with the same initial points.
Generally, the Pareto optimal solutions obtained by NSWFA have better accuracy and spread than MOGA. Also, far less CPU time is consumed by NSWFA than MOGA. All the evidence suggests that NSWFA is perfect in the multiobjective optimization problems whose mathematical models and inequality constraints are nonlinear and continuous.
The Design of Crash Box
The crash box is an important part of car collision system, which plays an important role in occupant protection during the collision of vehicles at low speed. In the section, the generate-first-choose-later method with the hybrid algorithm proposed for multiobjective engineering optimization design problems in this paper is adopted to finish the design of the crash box.
The Multiobjective Engineering Optimization Problem.
The properties of energy absorption and maximum crushing force must be considered simultaneously in designing the crash box. The structure design becomes a problem of complicated multiobjective optimization design. The crash box is made of four cutting boards whose thickness can be chosen as design variables to optimize. In the collision of vehicles at low speed, the crash box should absorb the collision energy as much as possible, but the peak force should be small as soon as possible. So in this problem, energy absorbing and the biggest impact are selected to be objectives, and the four wall thickness values of the crash box are selected as design variables. A car collision system with two crash boxes is shown in Figure 7 , and the wall thickness as the design variables is shown in Figure 8 .
Design of Experiment, Construct Surrogate Model, and
Variance Analysis. In order to effectively simulate the energy absorption characteristic of crash box under axial load in the vehicle frontal impact, choose the bumper and crash box as a whole for research according to real crash process. The rear part of crash box connecting vehicle body is constrained, while the front part is struck by a rigid wall weighing one ton with speed of 4 m/s. In the simulation of low-speed crash, the model could use elastoplastic material without regard to strain-rate effect. The response surface models are established referring to the paper of Li et al. [37] . Adopting quadratic regression orthogonal combination design of experiment and distributing experiment point reasonably, 25 simulation experiments are completed.
According to the result, the response surface models of energy absorption and maximum crushing force with respect to wall thickness t = 
After getting the surface functions, the variance analysis is used to verify the fitting degree. In the process, the determination coefficient 2 and the adjusting determination coefficient 2 adj are calculated to check the fitting precision, which are defined as follows:
In the formula, is the number of samples, is the number of design variables, and , ∧ , and are the measured value, predicted value, and the average of measured value.
In general, if the determination coefficient and adjusting determination coefficient are more close to 1, the response surface function with respect to response variables is more precise. The determination coefficients 2 of and are 99.72% and 99.11%, respectively. The adjusting determination coefficients 2 adj are 99.37% and 98.12%, respectively. Thus, the response surface functions in the paper can simulate response variables accurately.
The Constrained Multiobjective Optimization Model of Crash Box (The Method Is Proposed for Reference).
In order to reduce passenger injury, the crash box is desired to absorb more energy and generate less maximum crushing force, that is, maximize the objective function and minimize the objective function .
The standard multiobjective optimization model should be established firstly. When converting the objective function to minimization problem, the magnitude of objective functions should be comparable since large magnitude results in large deviation. Based on simulation result, the minimum energy absorption (3365.7 J) and maximum crushing force 
To solve constrained multiobjective optimization problem by the proposed method, set 100 as the number of Pareto optimal solutions and pick a random initial design variable in accordance with constraint. The Pareto optimal front of standard model by rapid calculation is shown in Figure 9 .
According to Pareto optimal solution set, the corresponding energy absorption and maximum crushing force are obtained to form Pareto front of real crash problem, which helps engineers choose design proposal more conveniently. The Pareto front end of crash problem is shown in Figure 10 .
The design of crash box mainly aims to improve performance. However, the mass of structure is also a very important factor. The mass of crash box varies according to the design variables. Their relation is geometrical. It is easy to get mass based on design variables in the simulation software. The coordinates graph about the energy absorption, maximum crashing force, and mass is shown in Figure 11 . Figure 11 provides designers with a more comprehensive and intuitive reference. They can check the performance and mass of crash box with different wall thickness. Designers could choose reasonable point based on actual needs and find corresponding design variables as initial reference. The Pareto optimal solutions set and their performance calculated in this paper are shown in Table 2 .
Choose the Design and Check the Properties by Simulation.
According to the results in Table 2 , the maximum crashing force increases with the increase of the energy absorption Computer simulation is employed to examine the design. The obtained result of energy absorption is 5680.40 J and the maximum crashing force is 80.50 kN. For having a strong ability of energy absorption and accompanying acceptable maximum crashing force, the simulation results demonstrate that this design is fine. The simulation model before and after the collision is shown in Figure 12 .
In order to examine the efficiency of the generate-firstchoose-later method with the hybrid algorithm proposed in this paper, the engineering example is executed 20 times by the computer whose CPU is P8400. All the results in Table 2 as well as the above Pareto fronts are obtained within an average time of 4 minutes so that the method solves the multiobjective engineering optimization problem efficiently.
Overall, the method proposed in this paper for multiobjective engineering optimization problems can offer many effective suggestions to designer as a comprehensive reference, and the short computing time speeds up the design.
Conclusions
The proposed generate-first-choose-later method is an effective and efficient approach for multiobjective engineering optimization problems. In the example of crash box, this method gives some valuable reference to design the structure. Relying on the generated reference, the designers can understand the relationship between the design variables and the properties of structures. In addition, the preliminary shape design can be chosen from the optimal solutions.
According to the numerical examples and the engineering example, Algorithm 1 proposed in this paper can solve the multiobjective optimization problem with upper and lower bounds with high efficiency, and the Pareto optimal solutions as well as Pareto front are often obtained in a short time. So the proposed method with Algorithm 1 can solve multiobjective engineering optimization problems rapidly.
For the weighted sum approach being adopted, this method has difficulty in searching the solutions when the Pareto curve is not convex. Improving Algorithm 1 to obtain more entire Pareto optimal solutions is the future research, so that more potential design advice can be offered.
