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Resumo
A variabilidade na produção de energia solar fotovoltaica constitui o principal impedimento
para a sua penetração nos mercados elétricos. Tal deve-se ao facto da sua fonte de energia depender
fundamentalmente das condições meteorológicas do local de instalação dos parques PV, que são,
por si só, muito voláteis.
Um sistema de previsão de produção dotado de alta precisão é imprescindível para este pro-
blema ser ultrapassado, pois sabendo quanto irá ser produzido no futuro, podem ser tomadas
decisões informadas, quer pelo operador do sistema, quer pelas empresas.
Nesse contexto surge o tema desta dissertação, cujo objetivo principal consiste na construção
de modelos de previsão de curto prazo da produção de energia solar fotovoltaica. As ferramentas
usadas incluíram um programa baseado no KDE, o SPSS e o Microsoft Office Excel. Os dois
últimos software constituíram ferramentas de apoio à análise e tratamento de dados.
Inicialmente, estudou-se o comportamento da previsão PV a partir de um modelo que continha
apenas informação meteorológica. Posteriormente, estudou-se o efeito da assimilação de dados do
agregado na precisão do modelo. Por ﬁm, construiu-se um modelo com duas abordagens distintas
para a previsão da variabilidade na produção com o ﬁm de descobrir qual das duas obtinha me-
lhores resultados - modelo de 2ª ordem, baseado no conceito de derivada, e modelo de estimativa
direta da variabilidade. Todos os modelos construídos, à exceção do modelo de estimativa direta
da variabilidade, possuíram uma componente de previsão de incertezas associadas à produção.
Veriﬁcou-se, por comparação dos resultados obtidos com e sem assimilação de informação
proveniente do agregado, que os modelos que possuíam, unicamente, variáveis meteorológicas,
obtiveram maior erro (MAPE) que os modelos com assimilação. No entanto, estes últimos acres-
centam maior erro à previsão de incertezas.
O modelo de 2ª ordem mostrou mais sucesso na previsão da variabilidade na semana de no-
vembro que o modelo de estimativa direta, mas piores resultados na semana de agosto. No entanto,
pelo facto da diferença obtida em agosto não ter sido muito signiﬁcativa e por incluir a previsão de
incertezas associadas à produção, considerou-se que o modelo de 2ª ordem é a melhor alternativa
para a previsão de variabilidade na produção PV.
Palavras chave: previsão de produção de energia fotovoltaica, incerteza associada à produção,
variabilidade, Kernel Density Estimation.
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Abstract
The photovoltaic power production’s variability is the main obstacle to integration in the elec-
tricity markets. This is due to the fact that its power source depends crucially on the weather
conditions of the PV plants’ location, for they are very volatile.
A power forecasting system provided with high accuracy is imperative to overcome this pro-
blem because knowing how much it will be produced in the future can help to make informed
decisions, either by the system operator or by companies.
In this context arises the theme of this dissertation, whose main objective is to construct fore-
cast models of short-term photovoltaic power production. The tools used include a program based
on KDE, SPSS and Microsoft Office Excel. The last two constituted software to support analysis
and data processing.
Initially the behavior of the PV forecast from a model that contained only meteorological
information was studied. Subsequently, the effect of assimilation of the aggregate data on the
accuracy of the model was analised. Finally, a model with two distinct approaches to predict the
variability in power production was constructed, in order to ﬁnd out which of the two presented
results - a 2nd order model, based on the concept of derivative, and a direct estimation of the
variability model. All models built, except for the direct estimation of the variability model,
owned a component of forecast uncertainties associated with the power production.
It was found, by comparing the results obtained with and without assimilation of information
from the aggregate, that the models that had solely meteorological variables had greater error
(MAPE) than models with assimilation. However, the latter adds greater error to the uncertainty
forecast.
The 2nd order model was more successful in predicting the variability on the week of Novem-
ber than the direct estimation model, but worse on the week of August. However, because the
difference obtained in August was not very signiﬁcant and it included estimates of uncertainty
associated with the power production, it was considered that the 2nd order model was the best
alternative for predicting variability in PV production.
Keywords: photovoltaic power production, prediction of the uncertainty associated with the
power production, variability, textit Kernel Density Estimation.
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Capítulo 1
Introdução
A presente dissertação é realizada no âmbito do Mestrado Integrado em Engenharia Eletrotéc-
nica e de Computadores, da Faculdade de Engenharia da Universidade do Porto (FEUP).
O dados utilizados durante este trabalho, assim como a ferramenta computacional usada, são
fornecidos pela Smartwatt, SA, uma empresa de serviços e consultoria em eﬁciência e racionaliza-
ção energética, apresentando, também, soluções de energias renováveis, temática em que se insere
esta dissertação.
As ferramentas utilizadas são um programa baseado no KDE (Kernel Density Estimation),
uma ferramenta de inteligência computacional para produção de previsões; o Microsoft Office
Excel para o desenvolvimento de modelos analíticos e o SPSS, uma ferramenta de estatística para
apoio ao desenvolvimento dos modelos.
Este capítulo começa com uma secção dedicada ao enquadramento da dissertação (1.1), seguindo-
se a motivação e objetivos (1.2) e a apresentação do caso de estudo e dados utilizados (1.3). Por
ﬁm, é deﬁnida a estrutura de toda a dissertação (1.4).
1.1 Enquadramento
O tema desta dissertação surge no âmbito do projeto europeu SiNGULAR (Smart and Sustai-
nable Insular Electricity Grids Under Large-Scale Renewable Integration), um projeto na área da
sustentabilidade energética, em particular na gestão de energia em ilhas. Este projeto é feito com
a colaboração de 11 empresas e 5 universidades de 5 países: Itália, Espanha, Portugal, Roménia,
Chipre e Suiça (1.1), com o objetivo comum de criar soluções energéticas que garantam autonomia
e uma boa gestão dos recursos, focando-se no campo das energias renováveis. Para tal, pretende-
se construir redes inteligentes de gestão de energia em ilhas de vários países (smart grids). Estas
redes têm como objetivo a otimização e previsão da disponibilidade de energia, conseguindo-se
prever, por exemplo, quando há uma diminuição na produção de energia e programar um armaze-
namento suﬁciente para que não haja falhas na distribuição aos consumidores.
As smart grids criadas vão ser implementadas, nomeadamente, nas Canárias (Espanha) e na
ilha de Creta (Grécia). Estas regiões - insulares - beneﬁciam particularmente destes sistemas,
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visto que a existência de smart grids pode aumentar a sua autonomia energética, sendo conjugadas
energias renováveis com outras fontes de energia já existentes. Esta dissertação foca-se na ilha de
Creta, mais concretamente no segmento da produção de energia solar fotovoltaica, tendo como
principal objetivo o desenvolvimento de um modelo de previsão de produção a curto prazo (com
um horizonte temporal de 7 dias). A previsão realizada visa facilitar o processo de inclusão e de
despacho da energia solar no mercado.
Figura 1.1: Países colaboradores no projeto SiNGULAR.
1.2 Motivação e Objetivos
Com a crescente demanda pelas energias renováveis, tanto por motivos políticos, ambientais
e sociais como económicos - dado o aumento do preço dos combustíveis fósseis - torna-se im-
perativa a aposta neste tipo de recursos, nos quais se enquadra a energia solar fotovoltaica, que
constitui um recurso limpo, seguro e inesgotável. No entanto, apesar destas vantagens, a sua vola-
tilidade, pelo facto de depender fortemente das condições meteorológicas, torna-se um entrave na
sua penetração na rede elétrica: a intensidade da radiação solar varia consoante a estação do ano
e a localização geográﬁca, estando também relacionada com o tempo, ângulo solar, data e hora,
nuvens e temperatura. Isto faz com que a produção solar fotovoltaica seja dotada de incerteza e
variabilidade intra-horária. A variabilidade, por sua vez, afeta diretamente os custos de capital e os
custos operacionais, visto que diﬁculta o controlo da produção fotovoltaica. Para que se torne mais
viável a sua introdução no mercado de eletricidade, é necessário que as técnicas de previsão utili-
zadas sejam o mais precisas possível. Boas previsões da produção solar fotovoltaica têm impacto
direto na operação económica dos sistemas elétricos de energia e no resultado económico das cen-
trais cuja energia é vendida nos mercados de eletricidade, o que motivou o desenvolvimento de
previsões a curto prazo em centrais fotovoltaicas relativamente grandes, com ligação à rede. Isto
porque, no mercado spot, os produtores devem seguir uma agenda de produção - apresentam pro-
postas de venda - e baseiam-se nas previsões hora a hora para o fazerem. O uso destas previsões
apresenta um risco, pois se a previsão estiver errada e não fornecerem aquilo a que se propuseram,
são penalizados com remunerações mais baixas do que aquelas estabelecidas no mercado, nas
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horas em que ocorreu desvio entre a energia efetivamente produzida e a apresentada nas ofertas.
Assim, previsões de alta qualidade são precisas para reduzir a frequência destas penalizações e
para otimizar lucros: quanto menor o erro de previsão, maior o lucro. A vertente da previsão com
base em incertezas é muito útil para avançar o valor esperado da penalização (caso exista), o que
permite ao agente de mercado traçar um plano para cobrir o risco [11].
Conclui-se, portanto, que uma boa previsão pode aumentar a ﬁabilidade do sistema, diminuir o
impacto da incerteza na produção fotovoltaica na rede ao mesmo tempo que se mantém a qualidade
da energia.
Com estes factos em mente, pretende-se, no decorrer desta dissertação, atingir os seguintes
objetivos:
• Fazer o processamento e análise de dados provenientes de um sistema GFS (Global Forecast
System);
• Desenvolver modelos de previsão a curto prazo (7 dias) de produção em centrais solares
fotovoltaicas, com a consideração da existência de nuvens;
• Modelizar a incerteza associada às previsões de produção do agregado de centrais fotovol-
taicas, utilizando novas ferramentas de inteligência computacional;
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A produção agregada dos parques fotovoltaicos da ilha de Creta, na Grécia, engloba 20 parques
fotovoltaicos de 80 kW de capacidade instalada, distribuídos por 15 subestações. A localização
das subestações onde estão ligados os parques PV e sua capacidade encontra-se na tabela 1.1.
De acordo com a tabela 1.1, nem todas as subestações de Creta estão ligadas a parques PV:
excluem-se Spili, Agia Varvara, Maronia e Atherinolakkos. Como se sabe que existem 20 parques
PV em funcionamento, ligados a 15 subestações, sabe-se que há subestações com mais de um
parque PV ligado.
Os dados a utilizar no decorrer desta dissertação corresponderam a dados de 2012 (24/02/2012
a 31/12/2012) e de 2013 (todo o ano), consistindo em não só dados meteorológicos (temperatura
e TCDCclm ou cobertura de nuvens) como também de produção PV real. Através dos dados da
localização e também das datas fornecidas, foi calculada, posteriormente, a variável hora solar.
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Tabela 1.1: Localização das subestações em Creta e sua capacidade instalada (informação de
Novembro de 2013).
Localização Capacidade PV instalada (MW)
KASTELI 3,39
AGYIA 3,39
CHANIA 1,60
VRYSESI 3,39
SPILI 0
RETHYMNO 16,62
MOIRES 15,25
AGIA VARVARA 0
LINOPERAMATA 0,352
IRAKLEIO 3 3,42
IRAKLEIO1GIS 1,06
IRAKLEIO 2 7,65
PRAITORIA 10,47
STALIDA 2,32
AGIA NIKOLAOS 5,17
IERAPETRA 7,09
MARONIA 0
SITEIA 9,29
ATHERINOLAKKOS 0
TOTAL 94,17
1.4 Estrutura da Dissertação
Para além da introdução, esta dissertação contém mais 4 capítulos. No capítulo 2, é descrito o
estado da arte e são apresentadas abordagens já utilizadas para a resolução de problemas relacio-
nados com o tema em causa. No capítulo 3, é explicada a forma como foram criados os modelos
de previsão, passando pelo programa utilizado, variáveis utilizadas, metodologia seguida, entre
outros. No capítulo 4, são demonstrados os resultados obtidos da aplicação dos modelos cria-
dos. No capítulo 5 são retiradas conclusões acerca da satisfação dos objetivos propostos e feitas
considerações sobre possíveis desenvolvimentos futuros.
Capítulo 2
Revisão Bibliográfica
2.1 Introdução
Este capítulo tem como objetivo fazer uma análise crítica e ampla do estado da arte atual,
respeitante aos assuntos a abordar nesta dissertação. Nele é veriﬁcada a existência de publica-
ções acerca do tema em estudo e, nesse caso, é estudada a forma como o assunto foi abordado e
analisado e quais as principais variáveis e aspetos a melhorar no problema em questão.
Inicialmente, é estudada a inﬂuência que os fatores externos têm na produção solar fotovoltaica
(2.2). De seguida, são explorados alguns dos modelos de previsão meteorológica existentes (2.3),
assim como a abordagem ao problema da previsão de variáveis meteorológicas. Analogamente
são descritos, de seguida, modelos de previsão de potência (2.4). Por ﬁm, são discutidos possíveis
modos de avaliação da precisão dos métodos de previsão (2.5).
2.2 Influência de fatores externos na produção
A produção fotovoltaica depende de um grande número de variáveis meteorológicas, como
são a temperatura e a irradiância. Devido à natureza dos equipamentos utilizados, cada variável
inﬂuenciará, de um modo particular, a sua produção. As características elétricas dos painéis são
fornecidas para valores de referência de temperatura e irradiância, pelo que, dependendo da con-
dição de funcionamento do painel, os valores de tensão e corrente vão variar, consoante o valor da
temperatura e da irradiância em cada instante. É interessante o estudo desta dependência para que
se consiga determinar quanto é que o painel irá produzir, a cada instante, com os valores previstos
de irradiância e temperatura.
Para além das variáveis meteorológicas, sabe-se também que o ângulo de incidência da radi-
ação [3], o sombreamento [12], a existência de nuvens [13] e o desempenho técnico dos equipa-
mentos terão alguma interferência nos valores de produção. O objetivo desta secção baseia-se,
portanto, em descobrir a inﬂuência destes fatores na produção.
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2.2.1 Irradiância
A produção fotovoltaica é realizada, fundamentalmente, devido ao efeito fotovoltaico, fenó-
meno através do qual a radiação solar incidente nas células do painel é transformada em energia
elétrica [14]. Assim, torna-se importante a medição da potência incidente nos painéis, cuja mag-
nitude por área incidente é denominada irradiância, que é dada pela equação 2.1.
G=
Pincidente
Acelula
(2.1)
em queG representa a irradiância (W/m2), Pincidente a potência incidente no painel (W) e Acelula
a área da célula do painel fotovoltaico (m2).
Procurou-se explicar a inﬂuência do nível de irradiância nos valores da tensão e corrente dentro
das células fotovoltaicas e, consecutivamente, na potência produzida pelo painel PV e no seu
rendimento. Utilizaram-se, para apoio, a ﬁgura 2.1 (curva I-V) e equações matemáticas.
Figura 2.1: Variação dos níveis de corrente e tensão com diferentes valores de irradiância e tem-
peratura ﬁxa [1].
A corrente representada na ﬁgura 2.1 diz respeito à corrente de curto-circuito na célula (Isc) -
corrente que a célula solar fornece quando ambos os seus terminais se encontram ligados entre si
- enquanto que a tensão corresponde à tensão em circuito aberto (Voc) - tensão que a célula solar
fornece quando ambos os seus terminais não estão ligados a uma carga [10].
Numa primeira análise, veriﬁcou-se que a corrente varia linearmente com a irradiância e que a
tensão apresenta uma variação, ainda que baixa, do seu valor. Como estas observações são apenas
aproximadas, torna-se necessário recorrer a ferramentas matemáticas para as comprovar.
Segundo [15], a relação entre a corrente Isc (A) e a irradiância G (W/m2) é dada por:
Isc =
G · Isc(STC)
G(STC)
(2.2)
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em que STC é sigla para Standard Test Conditions, ou seja, condições de teste standard,
correspondentes a uma temperatura de 25oC e a uma irradiância de 1000 W/m2 - valor atingido
ao meio dia, em boas condições atmosféricas, independentemente da localização [10]. Com esta
correção, pôde obter-se a corrente Isc para qualquer valor de irradiância, usando-se para isso o
valor da corrente de curto circuito atribuído ao modelo de painel usado.
Por análise da expressão 2.2, conﬁrmou-se que a corrente Isc varia linearmente com o valor da
irradiância, com um fator multiplicativo de Isc(STC)1000 .
Para o cálculo da tensão em função da irradiância foi necessário, em primeiro lugar, obter o
valor de Vt, que representa a tensão térmica, dada por
V t =
k ·T
q
(2.3)
em que k é a constante de Boltzmann (J/K), que relaciona a temperatura e a energia de mo-
léculas, T a temperatura da célula (em K) e q a carga do electrão (em C). A uma temperatura de
25oC, ou seja, de 298 K, esta tensão é de 25,7 mV (condições STC). Prosseguiu-se, de seguida, ao
cálculo da tensão em função da irradiância:
V oc =Voc(STC)+Vt · ln
(
G
G(STC)
)
(2.4)
Por análise da expressão 2.4, veriﬁca-se que a tensão varia logaritmicamente com a irradiân-
cia. A variação da tensão, como se pode veriﬁcar pela ﬁgura 2.1, é muito baixa, chegando a ser
considerada praticamente inexistente por [10].
O valor da potência produzida pelo painel (W) e o seu rendimento (%) são dados por 2.5 e 2.6,
respetivamente.
P(STC) =Vm · Im (2.5)
η =
P(STC)
G(STC) ·Apainel (2.6)
em que P(STC) representa a potência produzida pelo painel (W) em condições STC, Vm eIm a
tensão e corrente máximas do painel [9] e Apainel a área do painel (m2).
Em resumo:
• A corrente Isc varia linearmente com a irradiância;
• A tensão Voc varia logaritmicamente com a irradiância;
• Quanto maior for o nível de radiação incidente, maior será o valor da potência produzida.
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2.2.2 Temperatura
Analogamente ao realizado para a análise da irradiância, estudou-se a inﬂuência da tempe-
ratura por visualização de um gráﬁco I-V, que representa a variação da corrente e tensão com a
temperatura, considerando um valor ﬁxo de irradiância (2.2) e por análise das relações matemáti-
cas entre as variáveis em questão.
Figura 2.2: Variação dos níveis de corrente e tensão para diferentes valores de temperatura [1].
O desempenho técnico do painel em função dos valores de temperatura é calculado tendo em
conta os coeﬁcientes de temperatura. Caso não esteja disponível informação sobre estes coeﬁci-
entes, pode recorrer-se a valores típicos, que se encontram especiﬁcados na tabela 2.1.
Tabela 2.1: Coeﬁcientes de temperatura típicos em módulos de silício cristalino [9].
Condição Coeficiente temp. típico
Tensão de circuito aberto (Voc) -0,36%/oC
Corrente de curto circuito (Isc) +0,043%/oC
Os valores de Isc e Voc fornecidos nas folhas de características dos painéis PV são apenas
válidos para a temperatura nominal de funcionamento da célula ou NOCT (Nominal Operating
Cell Temperature). Essa temperatura é atingida em condições especiais de temperatura ambiente
e irradiância, atingidas num dia típico de verão (temperatura ambiente de Ta = 20oC e irradiância
G = 800 W/m2).
Tendo isto em conta, é necessária a correção da temperatura da célula, que, segundo [9], se
realiza de acordo com a expressão:
Tc = Ta+G · NOCT −20800 (2.7)
Em que Tc é a temperatura da célula e Ta a temperatura ambiente, ambas em oC; Acélula é a área
da célula, Kc e Kv são fatores de perdas térmicas do painel (J ·K−1 ·m−3) e vvento é a velocidade
do vento (m/s).
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Depois de corrigida a temperatura da célula foi necessário recalcular o valor de Isc e de Voc,
de acordo com esta nova temperatura. Para corrigir o valor da tensão, recorreu-se à expressão 2.8.
Voc =Voc(25
oC)+βT · (Tc−25oC) (2.8)
em que βT corresponde ao coeﬁciente de correção de temperatura da tensão.
Procede-se da mesma forma para o valor de corrente. Por questão de conveniência, a expressão
2.9 foi desenvolvida, originando a expressão 2.10.
Isc = Isc(25
oC) · (1+αT · (Tc−25oC)) (2.9)
Isc = Isc(25
oC)+ Isc(25
oC) · (αT · (Tc−25oC)) (2.10)
em que α ′T corresponde à coeﬁciente de correção de temperatura da corrente.
Por análise das expressões acima, pôde concluir-se que um aumento da temperatura resultara
numa diminuição do valor da tensão e num aumento do valor da corrente, tal como se pode ver, por
exemplo, em 2.10, onde, para corrigir o valor da corrente, é adicionado um novo componente. Por
observação do gráﬁco da ﬁgura 2.2, retira-se que existe, de facto, uma variação mais acentuada
no valor da tensão em circuito aberto do que na corrente de curto circuito, que sofre apenas um
pequeno aumento. [16] aﬁrma que este aumento se deve ao facto de, quando a temperatura do
silício (material semicondutor presente na célula) aumenta, ocorre uma redução do valor da banda
de energia do material, facilitando a geração de pares eletrão lacuna por fotão.
Os valores da potência de saída em função da temperatura, segundo [12], assim como o rendi-
mento do painel, são dados, respetivamente, por
P= Pre f [1+(αT −βT ) ·∆T ] (2.11)
η(T ) = η(Tre f )[1+(αT −βT ) ·∆T ] (2.12)
em que Pref é o valor da potência de saída para a temperatura de referência Tref(25o) e Ta a
temperatura (ambiente) em que se quer ver calculado o rendimento.
Visto que o valor da potência produzida pelo painel, como explicado em 2.5, depende de Isc
e de Voc, a potência sofre, como consequência, uma alteração no seu valor com a variação da
temperatura. Assim, e de acordo com a expressão 2.11, veriﬁca-se que um aumento do valor da
temperatura tem como consequência uma diminuição na potência de saída do painel.
Existem algumas soluções para diminuir os impactos do aumento da temperatura nas células,
baseados no fenómeno de convecção. Uma delas corresponde ao aproveitamento do fenómeno de
convecção natural, processo no qual ocorre a formação de uma corrente de convecção que trans-
fere energia térmica do fundo (onde o painel está mais quente) para o topo [17]. Podem, então,
obter-se temperaturas mais baixas no módulo ao mudar o ângulo de inclinação, utilizando estrutu-
ras, nos telhados das casas ou em terreno livre disponível, que favoreçam a convecção natural do
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ar. Em alternativa, pode recorrer-se à inserção de um sistema de ventilação ([18]). Nos sistemas
dotados de cooler, veriﬁca-se que o aumento da temperatura nas células é mais lento, originando
valores de potência produzida superiores aos sistemas desprovidos de sistema de ventilação. Para
além de aumentarem a eﬁciência dos painéis, estes sistemas prolongam a vida útil do equipamento
devido à diminuição das variações de temperatura. No entanto, deve ter-se em atenção que o uso
de sistemas de ventilação só se justiﬁca se o aumento do rendimento compensar a potência por
eles consumida, ou seja, se a potência de saída do sistema fotovoltaico for superior ao consumo
dos coolers.
Em resumo:
• Quanto mais elevada for a temperatura, menor será o valor da tensão;
• A corrente Isc cresce ligeiramente com o aumento da temperatura;
• A potência produzida, como consequência do aumento de temperatura para o mesmo valor
de irradiância, sofrerá um decréscimo;
• O impacto do aumento da temperatura na eﬁciência do painel pode ser diminuído tirando
partido do fenómeno de convecção natural ou com o recurso a sistemas de ventilação.
2.2.3 Ângulos de incidência da radiação
Devido à grande distância existente entre o Sol e a Terra, apenas uma mínima parte (aproxima-
damente duas partes por milhão) da radiação solar emitida atinge a superfície da Terra. Estima-se
que o valor da radiação incidente corresponda a uma quantidade de energia de cerca de 1 x 108
kWh por ano [10].
Esta pequena parcela da radiação que atinge é atmosfera é constituída por uma componente
direta, que segue ﬁelmente a posição do sol, produzindo sombras bem deﬁnidas quando atinge
algum obstáculo, e por uma componente difusa, sem direção especíﬁca. Nos dias claros, a com-
ponente direta prevalece, enquanto que nos dias mais enublados (especialmente no inverno) a
radiação solar é constituída quase exclusivamente pela componente difusa. Para além destas duas
componentes, se a superfície recetora dos raios solares estiver inclinada em relação ao plano ho-
rizontal, existe uma terceira componente que é reﬂetida pelo ambiente circundante (pelas nuvens,
poluição atmosférica, solo, vegetação ou outros obstáculos).
A irradiância, deﬁnida anteriormente, corresponde à soma destes componentes. O seu valor é
bastante inﬂuenciado pelas condições atmosféricas, como é o exemplo da humidade e da nebulo-
sidade, e também pela época do ano e pela hora do dia.
A energia reﬂetida para o espaço, devido ao efeito das nuvens, massas de gelo, neve ou da
própria superfície terrestre, constitui cerca de 30 a 40% da energia recebida. O nível de reﬂexão é
deﬁnido pelo albedo (ﬁgura 2.3), que representa uma medida relativa da quantidade de luz reﬂe-
tida. Quando nada se sabe acerca da composição da superfície terrestre, arbitra-se o seu valor para
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de 0,2 [10]. Se se possui informação quanto ao local, deﬁne-se um valor adequado para o tipo de
superfície de acordo com a tabela 2.2.
Figura 2.3: Fenómeno do albedo [2].
Tabela 2.2: Valores do albedo em função da composição da superfície terrestre [10].
Superfície Albedo Superfície Albedo
Pastos (julho, agosto) 0,25 Asfalto 0,15
Relva 0,18...0,23 Florestas 0,05...0.18
Pastos secos 0,28...0,32 Áreas de urzes e areal 0,10...0,25
Campos não lavrados 0,26 Superfície da água (gamma>45o) 0,05
Terra estéril 0,17 Superfície da água (gamma>30o) 0,08
Pedregulhos 0,18 Superfície da água (gamma>20o) 0,12
Betão liso 0,30 Superfície da água (gamma>10o) 0,22
Betão sob efeito da erosão 0,20 Camada de neve fresca 0,80...0,90
Cimento liso 0,55 Camada de neve velha 0,45...0,70
O conhecimento do valor do albedo é muito importante visto que nos dá uma indicação sobre
o nível de reﬂexão da radiação e a razão entre a radiação direta e difusa. Normalmente, quanto
maior o valor do albedo maior é o nível de reﬂexão solar e maior é a componente de radiação
difusa [19].
O controlo do ângulo de incidência da radiação nos painéis fotovoltaicos é importante para
a produção fotovoltaica na medida em que inﬂuencia, naturalmente, a quantidade de radiação
solar que atinge, efetivamente, o equipamento. Para medir o efeito destes ângulos é necessário
conhecer a posição do sol, representada por duas unidades do sistema horizontal de coordenadas
astronómicas 1: o azimute e a altura ou elevação solar.
1sistema horizontal de coordenadas astronómicas: sistema que utiliza como plano fundamental a esfera celeste
(hemisfério celeste visível)
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O azimute (αs) corresponde ao ângulo medido sobre o horizonte, no sentido horário, com ori-
gem no norte geográﬁco (N) e a extremidade no círculo vertical do astro (neste caso, a Terra). Os
valores do azimute podem variar entre 0 e 360o. Fixando a localização de um ponto no hemisfério
norte, o sul tem azimute αs=0o, o norte αs=180o, o este αs=90o e o oeste αs=270o, seguindo,
portanto, o sentido dos ponteiros do relógio (ﬁgura 2.4).
Figura 2.4: Coordenadas astronómicas tendo em conta o valor do azimute.
A altura (γ) ou elevação solar corresponde ao ângulo medido entre o plano horizontal e a
radiação direta no plano. O seu valor pode variar entre -180 e 180o.
Figura 2.5: Medição do ângulo de incidência da radiação solar [3].
A distância zenital (θ zs) representa o complemento da altura solar e varia entre 0 e 180o.
Corresponde ao ângulo medido entre o zénite 2 e a radiação direta no plano. Sabendo o valor de
uma destas variáveis, o valor da outra pode ser calculado através de 2.13.
γ +θzs = 90
o (2.13)
2zénite: designação atribuído ao ponto imaginário atravessado por um eixo vertical, também imaginário, traçado a
partir da cabeça de um observador, e que se prolonga até a esfera celeste.
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Partindo do sistema de coordenadas mencionado, pode estudar-se o efeito dos ângulos de
incidência da radiação na célula fotovoltaica (ângulos solares). Para ângulos compreendidos entre
0 e 50o, admite-se que a irradiância que atinge o painel é dada, segundo [20], por
G= J ·
(
1+0,033 · cos
(2pi ·dn
365
))
· cos(θzs) (2.14)
Em que G corresponde ao valor da irradiância, J corresponde ao valor da constante solar -
valor da irradiância no plano normal da célula (ou seja, o ângulo solar é de 90o), de valor 1353
W/m2 - dn o dia do ano e θ zs a distância zenital.
Por simpliﬁcação, pode recorrer-se à expressão 2.15 [20]. No entanto, para ângulos superiores
a 50o, a corrente de saída desvia-se do pressuposto anterior. Para estes casos, deve recorrer-se ao
valor do coseno de Kelley [20], que corresponde a uma curva que relaciona a corrente e o ângulo
solar na célula. O facto de ser considerada a corrente e não a irradiância neste exemplo parte do
facto de se ter considerado Isc ≈G dada a sua relação aproximadamente linear, já demonstrada em
2.2.1.Os valores do coseno de Kelley, para células fotovoltaicas de silício, encontram-se na tabela
2.3.
G= J · cos(θzs) (2.15)
Tabela 2.3: Valores do coseno matemático e do coseno de Kelley para diferentes ângulos de inci-
dência.
Ângulo Solar (o) Valor do Coseno Matemático Valor do Coseno de Kelley
30 0,866 0,866
50 0,643 0,635
60 0,500 0,450
80 0,174 0,100
85 0,087 0
É de reparar que, de facto, o valor dos cosenos é semelhante até aos 50o (exclusive) e que,
a partir dos 85o (inclusive), o valor do coseno é nulo, ou seja, quando o ângulo solar possui um
valor igual ou superior a 85o, a radiação solar não atinge a superfície do painel e, portanto, não
há produção. O valor da corrente em função do ângulo de incidência encontra-se representado na
ﬁgura 2.6.
Segundo a ﬁgura 2.6, quanto maior o ângulo do incidência da radiação, menor o valor da
corrente no painel e, consequentemente, menor o valor da potência de saída, ou seja, da produção
do painel. Também se conﬁrma, pela sua observação, o facto da corrente (e da produção) ser nula
com ângulo solar igual ou superior a 85o.
A constante solar (J), utilizada na formulação das equações 2.14 e 2.15, corresponde ao valor
médio da irradiância solar a céu limpo em plano horizontal Go, que é também denominada por
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Figura 2.6: Variação do valor da corrente em função dos ângulos de incidência
irradiância a céu limpo. Varia em função do dia do ano, da distância zenital, da elevação solar e
da declinação do painel e pode ser calculada por 2.16.
Go =


0, γ < 2
J ·
(
1+0,033 · cos
(
2pi·dn
365
))
· cos(θzs), o.v.
(2.16)
em que, tal como explicado em 2.14, J corresponde ao valor da constante solar, γ ao ângulo de
elevação solar (o) e θzs ao ângulo de incidência no painel (em plano horizontal) ou distância zenital
(o).
A distância zenital, por sua vez, é função da declinação δ (2.17) e de γ (2.13), é calculada por
δ = 24,5 · sin
(
2pi · 284+dn
365
)
(2.17)
Seguindo esta lógica, o ângulo de incidência no painel, na posição horizontal, ou distância
zenital, é dado por 2.18.
θzs = acos
(
sen(φ) · sen(δ )+ cos(φ) · cos(δ ) · cos(hs)
)
(2.18)
em que φ corresponde à latitude do local. θ zs encontra-se em graus (o).
A hora solar (hs), é a hora medida através da posição do Sol, considerando-se como meio dia o
momento em que o Sol atinge a sua maior altura, que corresponde também ao momento de maior
radiação emitida e, consequentemente, de maior produção. Por este motivo, a hora solar é uma
medida extremamente importante para a previsão da produção fotovoltaica. Como a hora solar
depende do movimento do sol e este não é constante ano após ano devido a modiﬁcações da órbita
da Terra, usa-se recorrentemente a expressão “hora solar aparente”.
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O seu valor é dependente do dia do ano e da longitude do local onde se encontra a instalação
PV e pode ser calculado pela equação 2.19.
hs = hora(UTC)+ET +
longitude
15
(2.19)
A equação do tempo (ET) indica a diferença ou desfasamento entre o tempo solar aparente e
o médio para cada dia do ano, e é dada por 2.20.
ET =
9,87sin(2B)−7,53cos(B)−1,5sin(B)
60
(2.20)
sendo B calculado por
B=
360 · (dn−81)
364
· pi
180
(2.21)
com B em radianos e dn correspondente ao dia do ano em que se pretende ver calculada a hora
solar.
Normalmente, o ângulo de incidência que maximiza a produção dos painéis é aproximada-
mente igual ao valor da latitude do local. Este ângulo representa um valor médio da inclinação
ótima ao longo do ano pois, naturalmente, são necessárias maiores inclinações no inverno que
no verão. Como alternativa aos sistemas de inclinação ﬁxa, pode recorrer-se ao uso de suportes,
que possuem duas inclinações diferentes (uma inclinação ótima para o verão - meses de abril a
setembro - e uma inclinação ótima para o inverno - outubro a março) [10] ou então um sistema de
seguimento solar (ﬁgura 2.7). Este sistema possui um mecanismo que deteta a inclinação ótima
para um melhor aproveitamento solar, procedendo ao reajuste automático da inclinação do painel.
O seu objetivo é a minimização do ângulo de incidência da radiação solar no painel fotovoltaico.
Figura 2.7: Exemplo de aplicação do sistema de seguimento solar.
Segundo [10], os sistemas de seguimento solar são dividios em dois tipos:
• Sistema de seguimento com um eixo: segue o sol de este a oeste durante o dia;
• Sistema de seguimento com dois eixos: segue o sol de este a oeste durante o dia, mas
também de norte a sul durante as estações do ano, ou seja, a trajetória diária e anual do sol.
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Os valores do rendimento em cada um destes sistemas é, naturalmente, diferente. Na Europa
central, por exemplo, é conseguido um aumento de 20% usando um sistema de seguimento de um
eixo e cerca de 30% usando um sistema de seguimento a dois eixos. Por este facto e também por
serem tecnicamente mais complexos, os sistemas de seguimento de dois eixos são normalmente
escolhidos em detrimento dos sistemas com um eixo [10].
Naturalmente, a vantagem do uso dos sistemas de seguimento solar depende, em grande forma,
do local geográﬁco em que são utilizados e da estação do ano em se encontram. A maior parte do
aumento da energia produzida em comparação com o uso de sistemas ﬁxos veriﬁca-se, essencial-
mente, no verão, visto que não só possui menos dias nublados que o inverno como também níveis
de irradiância superiores [10]. Como a opção de adotar um sistema de seguimento implica maior
despesa (cerca de 20% do orçamento de um projeto fotovoltaico), esta opção só é compensada
caso haja um aumento signiﬁcativo da produção, especialmente quando são constituídos por um
sistema de controlo elétrico. Este sistema implica o fornecimento de energia elétrica para a sua ali-
mentação, o que provoca uma diminuição da eﬁciência do sistema fotovoltaico. No caso da Europa
central, que possui predominantemente clima temperado ou marítimo, os dias são normalmente
nublados em duas das estações do ano, o investimento na aquisição de sistemas de seguimento não
é recompensada. O caso seria diferente em África, que apresenta níveis de nebulosidade bastante
inferiores.
2.2.4 Sombreamento
O sombreamento possui uma importância considerável na projeção de um sistema fotovol-
taico, podendo produzir perdas na ordem dos 5 e 10% [10]. É provocado pela existência de
árvores, montanhas ou edifícios nas proximidades do sistema fotovoltaico ou até pelo edifício
ou terreno onde se encontra inserido (existência de antenas, chaminés, pára-raios, saliências do
telhado e da fachada, características de construção do prédio, entre outras). Os cabos elétricos
podem também provocar sombras transitórias.
O sombreamento por parte das árvores é medido através do fator de transmissão t, cujos valores
se encontram dispostos na tabela 2.4.
Tabela 2.4: Fator de transmissão consoante o tipo de árvore [10].
Árvore Fator de transmissão
Conífera 0,30
Árvore de folha caduca no inverno 0,64
Árvore de folha caduca no verão 0,23
O impacto do sombreamento pode ser minimizado na fase de conceção do projeto fotovoltaico,
na escolha da forma como são ligadas as strings e os módulos e/ou na inclusão de um estudo de
sombreamento. Este estudo pode ser feito utilizando um de três recursos distintos:
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• Programas de simulação: são programas de software que calculam, através da inserção
das características do local, a projeção de sombras causada pelos objetos circundantes ao
sistema fotovoltaico. Têm em consideração, por exemplo, o fator de transmissão, o azimute
e o ângulo de elevação solar.
Tabela 2.5: Programas de simulação de sombreamento e respetivas abordagens [10].
Programa Abordagem
SOLDIM Perdas por sombreamento estimadas pelos utilizadores
GOMBIS Perdas por sombreamento estimadas pelos utilizadores
PVS Sombra horizontal obtida graﬁcamente
PV*Sol Sombra horizontal obtida graﬁcamente
SUNDI Sombra horizontal obtida graﬁcamente
PVsyst Análise tridimensional do sombreamento
Pvcad Análise tridimensional do sombreamento
• Plano do local
Caso se pretenda optar por traçar um plano do local, é necessário calcular a distância entre
o objeto e o sistema fotovoltaico e as dimensões da projeção da sombra sobre os painéis.
Com estes dados é possível, posteriormente, calcular o azimute e o ângulo de elevação solar
[10]. O primeiro passo é escolher um ponto de referência para as medidas, que normalmente
corresponde ao ponto central do sistema fotovoltaico.
Tal como se pode observar na ﬁgura 2.8, para obter o ângulo de elevação, γ , mede-se a
distância entre os painéis solares e o objeto que provoca a sombra (dist), a altura do objeto
(h2) e também a altura a que se encontram os painéis (h1). Depois de obtidas esta medidas,
o ângulo γ é calculado através da expressão 2.22.
Figura 2.8: Medição do ângulo de elevação solar e do azimute.
γ = arctan
h2−h1
dist
(2.22)
Este procedimento é feito para todos os eventuais objetos que provoquem sombra aos pai-
néis. O azimute calcula-se dos objetos calcula-se diretamente a partir do plano do local.
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• Mapa da trajetória solar
Para produzir um mapa da trajetória solar, copia-se para uma transparência o eixo das
ordenadas graduado segundo uma divisão trigonométrica, dispondo-o num semi-círculo.
Olhando pela transparência, é possível apontar diretamente tanto o ângulo de elevação solar
como o azimute. Também podem ser obtido por vias computacionais, cujo resultado é o
ilustrado na ﬁgura 2.9.
Figura 2.9: Exemplo de um mapa da trajetória solar [4].
A análise do sombreamento, a partir de qualquer um dos três recursos, tem como resultado a
silhueta da sombra causada pelos objetos no meio envolvente do sistema fotovoltaico.
2.2.5 Influências climatéricas locais
A radiação, ao atravessar a atmosfera terrestre, é atenuada pela reﬂexão, pela absorção por
parte de gases tais como o dióxido de carbono, vapor de água, oxigénio e ozono e pela disper-
são, dividida em dispersão de Rayleigh (quando relativa à dispersão provocada pela existência de
moléculas) e em dispersão de Mie (relativa à dispersão por partículas de pó e pela poluição do
ar). O fenómeno de reﬂexão por parte das nuvens, apesar de ser um problema transitório, é o
mais preocupante. A intensidade da reﬂexão depende, fundamentalmente, da espessura, estrutura
e constituição das nuvens, podendo atingir valores na ordem dos 90%. A componente de absorção
pelas nuvens é pequena, atingindo no máximo os 7% [19].
O facto das nuvens reﬂetirem uma signiﬁcante parte da radiação que atravessa a atmosfera
terrestre possui grande inﬂuência na produção fotovoltaica, pelo facto de reﬂetirem a radiação
que, de outro modo, atingiria os painéis. Estima-se que exista uma redução da produção foto-
voltaica em cerca de 20% [21] em dias parcialmente nublados e de 75% em dias de céu coberto,
comparativamente com o seu potencial máximo .
Segundo [21], a existência de nuvens pode causar “saltos” (períodos em que não há produ-
ção) ou até mesmo rampas, que representam subidas ou descidas muito acentuadas na produção
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aquando da passagem de nuvens. Tais fenómenos, se não forem mitigados, podem causar surtos
(produção anormal), ﬂutuações e problemas para o operador da rede. A afetação da produção PV
por nuvens pode ser veriﬁcada pela análise da ﬁgura 2.10.
Figura 2.10: Produção fotovoltaica com inﬂuência da cobertura por nuvens [5].
Pode visualizar-se, no gráﬁco da ﬁgura 2.10, a existência de cobertura por nuvens na pro-
dução fotovoltaica. A produção é mais ou menos constante, com uma forma aproximadamente
sinusoidal, tendo um pico disforme aquando da existência de nuvens. Normalmente, os painéis
fotovoltaicos geram alguma eletricidade durante o dia, mas essa produção depende fortemente do
tipo e percentagem de cobertura de nuvens, tendo como referência um dia de produção ótima, que
normalmente acontece com dias de sol contínuo e sem cobertura de nuvens. A quantiﬁcação de
nuvens é dividida em camadas, sendo a sua percentagem em cada camada dada pelos seguintes
índices:
• TCDCclm – cobertura total por nuvens de toda a atmosfera (considerada como uma camada
única) (%);
• TCDCblcl – cobertura total por nuvens da camada de nuvens da camada limite [%];
• TCDClcll – cobertura total por nuvens da camada baixa de nuvens [%];
• TCDCmcll – cobertura total por nuvens da camada média de nuvens [%];
• TCDChcll – cobertura total por nuvens da camada alta de nuvens [%] ;
• TCDCccll – cobertura total por nuvens da camada convectiva de nuvens [%].
Em que 100% indica uma camada totalmente coberta por nuvens e 0% uma camada sem nuvens.
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Pesquisas cientíﬁcas tiveram como fruto algumas soluções para suavizar os impactos do efeito
das nuvens na produção fotovoltaica. Começa-se por sugerir, em [21], que o armazenamento da
energia gerada pelo sol é uma maneira de suavizar as ﬂutuações, na medida em que, quando há
um decréscimo acentuado na produção devido à passagem momentânea de uma nuvem ou em dias
muito nublados, é possível recorrer à energia armazenada para compensar a perda. Do mesmo
modo, ao haver boa informação estatística sobre os padrões de nuvens (nomeadamente no que diz
respeito aos índices já apresentados), é possível conceber sistemas e ligá-los segundo determinadas
orientações de modo a minimizar o impacto da passagem de nuvens, e amortecer essas oscilações
[13].
2.2.6 Desempenho técnico dos painéis
A produção efetiva de energia elétrica que se consegue obter através da utilização de sistemas
fotovoltaicos depende, em grande forma, do modo como são instalados e mantidos os sistemas.
Pormenores como um bom dimensionamento e uma boa manutenção dos equipamentos possuem
uma grande inﬂuência na performance e nas perdas. Com isso em mente, refere-se, de seguida, a
importância dessas considerações e as consequências que têm para a produção.
2.2.6.1 Instalação
A instalação de painéis fotovoltaicos em planos inclinados garante um aumento na produção
em cerca de 10%, em comparação com a produção dos mesmo painéis num plano horizontal
[22]. No entanto, esta inclinação exige um cuidado extra aquando da disposição dos painéis na
superfície em questão. De modo a evitar que haja sombreamento de painéis fotovoltaicos por parte
de painéis do mesmo sistema, deve garantir-se que exista uma distância mínima entre eles [10].
A distância mínima entre painéis é função da sua inclinação, da elevação solar e também da
sua largura. A equação que exprime esta relação e que permite calcular a distância pretendida
encontra-se em 2.23.
d =
b · sin(180o−φp− γ)
sinγ
(2.23)
Em que d representa a distância mínima entre painéis, φp a inclinação ótima do painel, γ a
elevação solar e b a largura do painel.
Existem regras empíricas para calcular a distância entre painéis, de uma forma simpliﬁcada,
consoante o efeito que se pretende obter:
1. Redução das perdas – d = 3,5 ·h
2. Otimização da área disponível para instalação dos painéis – d = 2,25 ·b
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2.2.6.2 Avarias
Segundo o programa fotovoltaico 1000 Solar Rooftops ou 1000 telhados [10], a avaria de um
painel fotovoltaica é rara, pois este é considerado o elemento mais ﬁável do sistema. Tal pode
ocorrer, no entanto, por efeito de descargas atmosféricas, por falhas nos díodos de ﬁleira ou então
por defeitos de origem, tais como deﬁciência nos próprios módulos e na cablagem DC.
O componente que apresenta maior taxa de avarias é o inversor, devido a mau dimensiona-
mento, ao efeito dos harmónicos e por falha do equipamento eletrónico. À semelhança do módulo
fotovoltaico, pode também sofrer danos devido à ação de descargas atmosféricas.
Outras falhas devem-se a fenómenos de corrosão ou a distúrbios no fornecimento de energia
aos equipamentos. As avarias têm como consequência a não produção de energia por períodos de
tempo correspondentes ao tempo de reparação dos equipamentos.
2.2.6.3 Limpeza e manutenção
De acordo com [10], a existência de neve, folhas e sujidade na superfície dos painéis fotovol-
taicos causa uma perda de eﬁciência na ordem dos 2 a 5%. Este problema pode ser resolvido ou
evitado fazendo-se uma limpeza periódica dos painéis, usando somente água, pois o uso de deter-
gentes pode daniﬁcá-os. No caso de possuir uma inclinação igual ou superior a 12o, é possível que
o painel faça auto-limpeza, pois, com essa inclinação, o ﬂuxo de chuva aumenta (aquando da sua
ocorrência), o que ajuda a desobstruir o painel.
Em caso de locais cujo inverno seja dotado de neve, deve ter-se em atenção a conﬁguração
dos painéis: deve tentar-se que a neve cubra o mínimo de ﬁleiras possível. Para tal pode proceder-
se à colocação dos painéis na posição horizontal, havendo menor área de sombreamento. Esta
conﬁguração permite reduzir as perdas em 50%.
2.3 Modelos numéricos de previsão meteorológica (NWP)
A previsão de variáveis meteorológicas serve como ponto de partida para a construção dos
modelos de previsão de produção, pois estas são as variáveis mais intimamente ligadas à produção
PV. Quando menor for o erro das variáveis previstas, menor será o erro ﬁnal da previsão, ou seja,
mais preciso será o resultado obtido e mais próxima estará a previsão do valor real. Esta previsão
pode ser feita através da utilização de métodos numéricos como é o caso do modelo numérico
de previsão meteorológica (NWP ou Numerical Weather Prediction), constituído por uma grande
variedade de software com diferentes horizontes temporais e espaciais.
Os modelos NWP têm sido bastante usados para a previsão de variáveis meteorológicas a curto
prazo, correspondendo a um soﬁsticado conjunto de programas de computador que contêm mo-
delos matemáticos e físicos que descrevem o comportamento da atmosfera e do oceano. A partir
da informação do seu estado meteorológico atual, o modelos usado prevê o estado meteorológico
futuro.
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São normalmente classiﬁcados de acordo com a escala espacial e temporal com que são feitas
as previsões [11], havendo uma relação entre a extensão geográﬁca e a validade temporal das
previsões: modelos com uma grande escala espacial obtêm previsões para uma validade temporal
relativamente curta, enquanto que modelos com uma escala espacial menor conseguem previsões
com uma validade muito superior. Dividem-se, deste modo, em modelos globais e e em modelos
regionais ou em mesoescala.
A construção deste tipo de modelos, tanto globais como regionais, pressupõe uma fase de
análise e de observação da atmosfera, da superfície terrestre e dos oceanos. A qualidade da análise
e da observação inﬂuenciam diretamente a qualidade das previsões, pelo que quanto mais precisos
forem os dados recolhidos, mais preciso será o modelo de previsão que utiliza como variáveis de
entrada as recolhidas e processadas pelo modelo.
2.3.1 Modelos globais
Os modelos globais possuem escala sinótica, originando visão geral do globo terrestre. São
dotados de uma escala espacial bastante grande, que pode atingir os 100 km (do ponto de vista
horizontal da atmosfera). No que diz respeito ao alcance temporal destes modelos, sabe-se que
podem produzir previsões até um período de 15 dias. Os parâmetros meteorológicos recolhidos
por este modelo variam deste a temperatura, precipitação até cobertura de nuvens. No caso da
previsão da radiação que atinge a superfície da Terra (irradiância), o modelo, devido ao facto
de possuir uma escala espacial de dimensão considerável, não consegue obter essa informação
diretamente, fazendo uma inferência sobre a informação de nuvens no local e, posteriormente,
uma aproximação ao valor real da radiação transmitida [23]. Pela mesma razão, não permite um
mapeamento detalhado de características em pequena escala, mas é útil quando queremos obter
informações globais de determinadas variáveis meteorológicas.
Apesar da maioria destes modelos conseguir atingir um horizonte temporal ate cerca de 15
dias, a sua performance diminui à medida que o horizonte temporal se alarga. A tabela 2.6 apre-
senta uma síntese dos modelos globais mais utilizados para a previsão de variáveis meteorológicas
e as instituições que os criaram.
Tabela 2.6: Modelos NWP globais e instituição que os criou.
Designação Instituição
Global Forecasting Model (GFS)
National Centers for
Environmental Prediction (NCEP)
Global Environmental Multiscale (GEM) Environment Canada
Integrated Forecast System (IFS)
European Centre for
Medium-Range Weather Forecasts (ECMWF)
Navy Global Environmental Model (NAVGEM)
Fleet Numerical Meteorology
and Oceanography Center
2.3 Modelos numéricos de previsão meteorológica (NWP) 23
2.3.2 Modelos regionais
Os modelos regionais ou em mesoescala cobrem apenas uma área especiﬁca, sendo também
denominados de modelos de área limitada. A sua escala espacial é bastante inferior à dos modelos
globais (cerca de 2 a 50 km), motivo pelo qual conseguem produzir resultados com mais detalhe,
como é o caso da radiação que atinge a Terra, que não consegue ser medida pelos modelos glo-
bais. Os modelos escolhidos em cada caso dependem da sua aplicação e da necessidade em causa
(prever catástrofes, por exemplo). A síntese dos modelos regionais mais utilizados encontra-se
ilustrada na tabela 2.7, em que se enumeram os modelos e a instituição que os criou.
Tabela 2.7: Modelos NWP globais e instituição que os criou.
Designação Instituição
Weather Research and
Forecasting model (WRF)
Cooperação entre National Centers
for Environmental Prediction (NCEP),
National Center for Atmospheric
Research (NCAR) e a comunidade
de pesquisa meteorológica
North American Mesoscale model (NAM) NCEP
Fifth Generation Penn State/NCAR
Mesoscale Model (MM5)
Penn State University and NCAR
High Resolution Limited Area Model (HIRLAM)
Cooperação entre
diversos institutos meteorológicos Europeus
Aire Limitée Adaptation dynamique
Développement InterNational (ALADIN)
Cooperação entreMéteo-France e
National Meteorological Services of
Central and Eastern Europe
2.3.3 Abordagens usadas nos modelos NWP
A obtenção de informação meteorológica por parte dos modelos NWP tem como objetivo a
seleção de informação necessária para a construção de modelos de previsão, nomeadamente no
que diz respeito às variáveis de entrada a utilizar.
Em [11], foi utilizado um modelo GFS (com cobertura mundial) para obter informação mete-
orológica e fornecê-la a um modelo MM5, que possui uma melhor resolução espacial. O objetivo
foi aliar a grande escala espacial do GFS à resolução do MM5, sendo obtidos, assim, dados me-
teorológicos com grande pormenor e de uma grande área terrestre. O mesmo foi feito no artigo
[6], que descreve o procedimento de obtenção e inserção de variáveis meteorológicas no modelo
de previsão como ilustra a ﬁgura 2.11.
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Figura 2.11: Combinação de dois modelos NWP para obtenção de variáveis para previsão [6].
No artigo [24], por outro lado, pretende desenvolver-se um modelo de previsão fotovoltaica
com recurso exclusivo a variáveis endógenas, que representam variáveis que apenas utilizam a
informação que é captada pelos painéis fotovoltaicos. A informação recolhida correspondeu à
média horária da potência de saída do painel, ou seja, da potência por ele produzida. Como o
processo de produção de energia fotovoltaica não é estacionário, mas sim dinâmico, uma vez que
está sujeito aos valores de energia solar, é aplicada uma decomposição de céu limpo à potência de
saída dos painéis antes de prosseguir com o modelo de previsão em si.
Normalmente, todas as variáveis de que a produção fotovoltaica é dependente podem ser mo-
delizadas de forma determinística, com exceção das variáveis respeitantes à condições atmosfé-
ricas. Quando se pretende construir um modelo que não depende das variáveis atmosféricas ou
meteorológicas, recorre-se ao modelo de céu limpo. No mesmo artigo é utilizada uma versão
simpliﬁcada deste modelo, em que é traçada a série de tempo da potência em função da hora do
dia e do dia do ano. De seguida, para a criação do modelo de céu limpo, são interpolados line-
armente os pontos da série de tempo a partir da qual foram calculados os coeﬁcientes. Por ﬁm,
decompõe-se a série de tempo original, que traduzia a produção PV medida, numa parcela está-
tica (comportamento da produção num dia de céu limpo) e numa parcela dinâmica ou estocástica
(comportamento resultante das variáveis atmosféricas) 2.24.
P(t) = Pc−s+Pst (2.24)
em que P(t) representa a potência produzida no instante de tempo t, Pc−s a potência produzida em
condições de céu limpo e Pc−s a componente estocástica da potência produzida.
2.4 Metodologias de previsão de produção de energia fotovoltaica
A previsão da produção de energia fotovoltaica fornece, tal como o seu nome indica, o que
será produzido por um parque, ou agregado de parques. O seu objetivo reside em facultar dados
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sobre o que será produzido num determinado horizonte temporal para uma tomada de decisões
informada, seja por parte de empresas ou do operador de rede.
Apesar de não haver um consenso no que diz respeito à divisão em trechos temporais, admite-
se que os horizontes temporais da previsão, segundo [25], variam entre:
• Curto prazo – 1 hora a algumas semanas. É útil para a operação da rede a curto prazo e
possibilita a obtenção do diagrama diário, em passos de uma hora, para os dias seguintes ao
instante da previsão;
• Médio prazo – meses até alguns anos. É utilizada para o planeamento ﬁnanceiro, planea-
mento de expansão da rede a curto prazo e programação da manutenção dos equipamentos;
• Longo prazo – 5 a 25 anos. Permite a realização de bons planos de expansão da rede a
curto prazo.
De um modo geral, a previsão pode ser determinística ou previsão de ponto central (point
forecasting) ou probabilística. A previsão determinística destina-se à previsão de um valor de
produção PV por cada instante de tempo t, enquanto que a previsão probabilística, normalmente
usada para previsão de incertezas associadas à previsão, gera uma banda probabilística que indica
a probabilidade de ocorrência de determinados valores de produção. Os métodos determinísticos
para previsão de produção podem ainda dividir-se, segundo [26], em métodos diretos e métodos
indiretos:
• Métodos diretos ou métodos com introdução de variáveis endógenas – quando as va-
riáveis usadas no modelo dizem apenas respeito àquilo que os painéis conseguem captar.
Normalmente, apenas são usadas informações relativas à produção em instantes anterio-
res (horas ou dias) e acrescentam metodologias semelhantes à usada para o modelo de céu
limpo;
• Métodos indiretos ou métodos com introdução de variáveis exógenas – utilizam infor-
mação de fontes exteriores aos painéis. Essas fontes correspondem, frequentemente, a siste-
mas de previsão meteorológica, como é o caso dos sistemas NWP. Podem ainda acrescentar
informação sobre a produção PV em instantes anteriores.
2.4.1 Previsão determinística
A previsão determinística tem como objetivo obter o valor da potência que será produzida num
instante t. São muitas as técnicas matemáticas utilizadas para este ﬁm, variando desde as redes
neuronais artiﬁciais [6] [11] [24] [27], ferramentas analíticas [11], máquinas de suporte de vetor
ou support vector machines [26] [28] e ainda o modelo de persistência, quer seja para obter, de
maneira simplista, a previsão de produção [24] [26] ou para comparação de resultados [11] [23].
Em [27] há ainda uma tentativa de melhoria dos resultados obtidos por combinação das redes neu-
ronais artiﬁciais com um algoritmo genético, que mostrou melhores resultados que os restantes
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modelos.
Métodos diretos
Em [24] foi usada como variável de entrada a informação proveniente dos painéis PV da
central, que dispunham apenas da informação da potência horária de saída dos painéis. Apesar
de estarem disponíveis mais informações, nomeadamente meteorológicas, o objetivo do estudo
consistia em avaliar metodologias endógenas e univariadas, para que se pudesse fazer uma análise
independente de cada variável do modelo. Neste modelo foram feitas previsões para um horizonte
temporal de 24 horas utilizando para isso as técnicas Auto-Regressive Integrated Moving Average
(ARIMA), k-Nearest-Neighbours (kNNs), redes neuronais artiﬁciais (ANNs) e ainda um modelo
híbrido constituído por ANNs otimizadas através de um algoritmo genético (ANNs/GAs).
O modelo de referência é utilizado em [11], para posterior comparação com o obtido nos
modelos de previsão construídos, tal como será explicado em 2.5. O facto de não necessitar de
informação de variáveis meteorológicas é uma vantagem, no sentido em que não é introduzido
mais ruído ao modelo. A equação utilizada para a construção do modelo de persistência encontra-
se representada em 2.25.
Ppers = Pc
Er
Ec
(2.25)
em que Ppers representa a previsão de produção obtida pelo modelo de persistência, Pc a produção
PV horária em condições de céu limpo, Er a produção PV anual real e Ec a produção PV anual em
condições de céu limpo.
Métodos indiretos
Usualmente, os métodos indiretos utilizam não só a informação proveniente dos painéis PV
(produção em instantes anteriores) como também informação de outras fontes, como é o caso dos
modelos de previsão numérica (NWP), já estudados em 2.3.
Em [27], foi usado o modelo HISIMI (HIstorical SImilar MIning), melhorado através de um
algoritmo genético baseado em técnicas de data mining, para obtenção da previsão da produção
PV nas 24 horas seguintes. As variáveis utilizadas foram obtidas através de um modelo NWP
de mesoescala (WRF) e de produções em instantes anteriores. Neste modelo procurou-se fazer a
representação das transições de potência que ocorreram no passado para prever as que poderiam
acontecer no futuro. Para isto, os dados de entrada foram deﬁnidos como intervalos de valores e
não como uma variável contínua.
Uma nova abordagem foi realizada por [24], em que através da informação da irradiância real
Gt , obtida através de modelos NWP, foi modelizado um índice de atenuação da irradiância KG,
com o ﬁm de ajustar o valor da irradiância obtida em dias limpos para a irradiância real. Esse
índice é obtido em função da hora solar e da irradiância a céu limpo Go. Depois de obtido este
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índice, obteve-se o coeﬁciente de atenuação da irradiância desejado, como demonstra a equação
2.26.
KG =
Gt
Go
(2.26)
Da mesma forma, foi construído um coeﬁciente de atenuação da produção PV em dias limpos.
Em resumo, esta metodologia baseou-se na modelização do ajuste de dados de irradiância em dias
limpos por um índice de atenuação de irradiância em conjunto com um índice de atenuação de
produção PV.
A normalização das variáveis respeitantes à produção foi realizada em [29], com o objetivo da
minimização do erro da previsão. A equação utilizada para a normalização encontra-se represen-
tada em 2.27.
Pi,norm =
Pi(t)
Pnominal
(2.27)
em que Pi,norm corresponde à normalização da potência no instante i , Pi a potência a normalizar e
Pnominal a potência nominal do parque ou central PV.
A potência nominal utilizada em 2.27 corresponde, muitas vezes, à capacidade do parque. Por
este motivo, esta formulação torna-se interessante quando há mudanças na capacidade da central
cuja produção queremos prever.
2.4.2 Previsão de incertezas associadas à produção
A previsão de incertezas procura modelizar a estocacidade em cada instante temporal, tentando
acompanhar anormalidades no seu valor. Baseia-se, para isso, em técnicas probabilísticas, que
calculam a probabilidade de residência da produção em determinado estado ou valor. Para obter
previsões de incerteza, são criadas funções de distribuição de probabilidade discretas para cada
instante a prever.
Em [27], esta técnica é utilizada para recolher informação sobre a probabilidade de transição da
produção do instante anterior para o instante seguinte é para a obtenção da previsão de incerteza
na variabilidade da produção. Para além da obtenção da previsão determinística ou de ponto
central, o modelo obtém a incerteza aliada a essa previsão, representada por descidas ou subidas
imprevisíveis de produção. Esta nova informação é particularmente útil em situações em que há
um risco associado aos erros na previsão de produção, como é o caso dos mercados elétricos.
Nestes mercados, possuir a informação sobre a incerteza na produção torna possível o risco da
aplicação de uma penalidade a qualquer instante, tendo esta técnica, por essa razão, vantagens a
nível económico.
O mesmo tipo de previsão é usado em [7], em que se associa a incerteza prevista com a pre-
visão determinística de parques PV. É possivel reparar que, durante a noite, a incerteza é pratica-
mente nula visto saber-se, de antemão, que não existe produção fotovoltaica nas horas desprovidas
de radiação solar. Tal encontra-se ilustrado na ﬁgura 2.12.
28 Revisão Bibliográfica
Figura 2.12: Previsão determinística e probabilística utilizada em [7].
O método utilizado para a previsão de incertezas em [7] utiliza a Kernel Density Estimation
(KDE), método que será explicado em 2.4.2.1.
2.4.2.1 Kernel Density Estimation - KDE
A estimação de densidade de Kernel ou Kernel density estimation [30] é uma forma não para-
métrica de estimar a função de densidade de probabilidade (fdp) de uma variável aleatória, cons-
tituindo uma ferramenta muito útil de suavização dos dados de uma amostra ﬁnita onde são feitas
inferências sobre os dados, ou seja, onde os dados atuais são obtidos por observação dos dados
anteriores. É caracterizada pelo kernel (K), que determina a forma da função de peso (weighting
function), ou seja, o peso a ser dado a cada vizinho dos dados e também a largura de banda (hb),
que determina a largura da função de peso (a distância na qual se procuram vizinhos) e, assim,
a quantidade de suavização (smoothing) que é necessário fazer. Estes dois parâmetros determi-
nam as propriedades da função fˆ (x). Resumidamente, o problema nuclear consiste em escolher a
função de K e o valor de hb de modo a otimizar as propriedades de fˆ (x).
Como em problemas estatísticos dispõe-se, apenas, de uma amostra e não conhecemos a dis-
tribuição que gerou os dados, o procedimento habitual consiste em:
1. Assumir a função de distribuição de probabilidades que gerou os dados – distribuição nor-
mal ou beta, por exemplo;
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2. Estimar os parâmetros largura de banda hb e tipo de kernel a partir dos dados;
3. Veriﬁcar a precisão do método – testa-se se a largura de banda utilizada foi adequada. Caso
contrário, utiliza-se outra distribuição e recomeça-se o procedimento.
Depois de obtidos os parâmetros, constrói-se um histograma de frequências relativas a partir
da amostra de dados disponível. De seguida, adiciona-se, ao histograma, uma linha de densidade
estimada. O número de bins, ou seja, barras do histograma, consiste na nossa largura de banda.
Deste modo, a função fdp faz a representação probabilística do histograma (ﬁgura 2.13), em que
são capturados e realçados as principais características dos dados, importante para a futura previ-
são.
Figura 2.13: Histograma aplicado à função densidade de probabilidade beta [8].
Escolha do tipo de kernel
Considerando uma amostra tirada de uma distribuição com uma densidade f desconhecida, a
expressão usada para o procedimento do KDE univariado [7] é dada por
fˆhb(x) =
1
n ·hb
n
∑
t=1
K
(x−Xt)
hb
(2.28)
em que hb é a largura de banda que controla a suavização da estimação de dados, n é o número de
amostras e Xt a amostra de dados do instante de tempo t .
A seleção do tipo de kernel pode ser feita dentro de um vasto conjunto [30]. A função do
kernel mais utilizado (gaussiano), encontra-se representada na equação 2.29.
K(t) =
1√
2pi
e−
1
2 t
2
(2.29)
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Sabe-se, no entanto, que o impacto da escolha do tipo de kernel não é tão signiﬁcativo para a
qualidade da estimação como a escolha da largura de banda.
Seleção da largura de banda
No processo de seleção da largura de banda, considera-se que são utilizadas funções de base
gaussiana para aproximação de dados univariados, e que a densidade a ser estimada é de base
gaussiana [30]. Pode ser determinada, então, pela equação 2.30.
hb =
(4σˆ5
3n
) 1
5 ≈ 1,06σˆn− 15 (2.30)
onde σˆ é o desvio padrão das amostras. A aproximação usada é chamada de aproximação de
Gauss.
Função de densidade de probabilidade da distribuição beta
Depois de aplicada a técnica de estimação de densidade, o resultado pode ser aplicado a uma
distribuição beta. É uma função de probabilidade contínua que se mostrou uma boa aproximação
para a modelização de variáveis com um limite mínimo (b ou min) e um limite máximo (a ou
max). A função que a deﬁne encontra-se representada na equação 2.31.
f (x,α,β ) =
(xα−1 · (1− x)β−1
B[α,β ]
)
(2.31)
em que x tem domínio [0,1], B[α,β ] é a funçao beta, que garante o domínio da função entre [0,1]
e α e β são os coeﬁcientes de forma da função, maiores que 0.
Os coeﬁcientes de forma deﬁnem, tal como o seu nome indica, a forma da distribuição beta e
podem ser calculados segundo 2.32 e 2.33.
α =
(1−µ) ·µ2
ϑ
−µ (2.32)
β =
(1−µ)
µ
·α (2.33)
em que µ e ϑ são a média e a variância da densidade original, respetivamente.
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2.5 Avaliação da precisão dos métodos
A avaliação dos modelos pode ser realizada de várias formas, sendo todas baseadas na proxi-
midade da relação dos resultados obtidos no modelo com os resultados reais. Podem ser avaliados
comparando a sua performance com modelos mais simples (como é o caso do modelo de persis-
tência) ou então calculando o valor do erro obtido em cada modelo.
2.5.1 Índices de erro
Uma avaliação básica da precisão de um modelo consiste no cálculo de índices de erro. Exis-
tem inúmeros índices, sendo que os mais usados para avaliação da precisão de modelos de previsão
se encontram formulados de seguida.
• Root Mean Square Error (RMSE) [24]
RMSE =
√
1
n
n
∑
t=1
(Pt − Pˆt)2 (2.34)
A sua versão normalizada é chamada de normalized Root Mean Square Error ou erro médio
quadrático normalizado [24], podendo ser calculado por
nRMSE =
√
1
n ∑
n
t=1(Pt − Pˆt)2
∑
n
t=1P
2
t
(2.35)
• Mean Absolute Error (MAE) [24]
MAE =
1
n
n
∑
t=1
∣∣Pt − Pˆt∣∣ (2.36)
• Mean Absolute Percentage Error (MAPE) [7]
MAPE =
1
n ∑
n
t=1
∣∣Pt − Pˆt∣∣
1
n ∑
n
t=1 |Pt |
(2.37)
• Mean Square Error (MSE) [24]
MSE =
1
n
n
∑
t=1
(Pˆt −Pi)2 (2.38)
em que n é o tamanho da amostra em avaliação, Pt é a potência real no instante t e Pˆt é a
potência prevista no instante t.
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2.5.2 Coeficiente de determinação (R2) e coeficiente de correlação de Pearson (R)
R2 mede a percentagem da variância de uma das variáveis que pode ser explicada pela variância
da outra. Possui valores entre 0 e 1, em que 0 indica que não existe relação entre as variáveis ou
que essa razão não é linear e 1 indica uma relação linear perfeita. Pode ser calculado, segundo
[24], pela expressão 2.39.
R2 = 1−
1
n ∑
n
t=1(Pt − Pˆt)2
∑
n
t=1(Pt −Ps)2
(2.39)
em que Ps = 1n ∑
n
t=1Pt .
R2 representa, também, o quadrado do coeﬁciente de correlação de Pearson.
O coeﬁciente de correlação de Pearson ou R informa sobre o quanto o valor de uma variável
aleatória é capaz de inﬂuenciar os seus vizinhos, podendo dizer-se que constitui uma ferramenta
matemática para encontrar padrões de repetição. Pode variar entre -1 a 1: R = -1 indica que existe
uma relação perfeita negativa (de proporcionalidade inversa) entre as duas variáveis; 0 indica que
não existe uma relação linear entre as variáveis (embora possa existir outro tipo de relação) e 1
indica uma correlação perfeita positiva entre as variáveis (são diretamente proporcionais). O seu
cálculo é formulado de acordo com o apresentado na equação 2.40.
Supondo-se uma variável aleatória Yt discreta e estacionária, com média µ e que depende do
tempo, sabe-se que a sua autocorrelação é deﬁnida como
R(k) =
E[(Yt −µ)(Yt+k−µ)]
ϑ
(2.40)
em que k representa o atraso ou distância com que se deseja medir a variável Y (quando a dis-
tancia é 0 o valor do coeﬁciente de correlação é 1, pois signiﬁca que a variável esta correlacionada
com ela mesma), E é o valor esperado e ϑ a variância.
2.5.3 Modelo de persistência
É um modelo analítico usado, neste contexto, como um modelo de referência para avaliar a
performance dos modelos de previsão criados. A sua formulação é variada, sendo apresentadas
duas abordagens diferentes em [11] e [24]. A comparação é feita calculando quanto é que a
performance do modelo construído melhora em relação ao obtido no modelo de persistência, como
demonstra a equação 2.41, utilizada em [27]. O erro aplicado a este exemplo foi o RMSE, mas
podem ser aplicados outros índices.
Melhoria(%) =
RMSEre f −RMSE
RMSEre f
·100 (2.41)
Capítulo 3
Metodologia para a construção de
modelos de previsão
3.1 Introdução
No presente capítulo é descrita toda a metodologia utilizada para a construção de modelos de
previsão. O primeiro modelo construído trata-se de um modelo de previsão de primeira ordem que
se divide numa versão que apenas utiliza como variáveis de entrada variáveis derivadas de modelos
de previsão meteorológica e a hora solar (3.3.1), e numa que acrescenta ao modelo anterior a
previsão da produção PV em horas anteriores ao instante a prever (3.3.2). Por ﬁm, é construído
um modelo de 2ª ordem que procura fazer a previsão da variabilidade associada à produção (3.4.2)
para posterior comparação do obtido com um modelo de referência ou de estimativa direta da
variabilidade (3.4.1). O modelo de 2ª ordem é ainda usado para construção de um modelo de
previsão de eventos extremos de rampa (3.4.3).
3.2 Principais passos para a construção de modelos de previsão
Na construção dos modelos de previsão foi adotado um horizonte temporal de curto prazo,
mais concretamente previsão para o dia seguinte. Os mercados de eletricidade, como é o exemplo
do MIBEL, beneﬁciam particularmente do uso destas ferramentas de previsão, pois as propostas
de compra e venda são efetuadas com um dia de antecedência (dia D), tendo em conta o que
será produzido no dia seguinte (D+1). No contexto desta dissertação, foram feitas previsões todas
as 0h de cada dia D para as 24h do dia D+1. Apesar dos modelos a construir seguirem este
esquema, podem também ser feitas previsões com um horizonte temporal de 7 dias. Saber quanto
será (muito provavelmente) produzido no dia em questão, é vantajoso para o mercado no sentido
de minimização dos custos dos desvios; torna também mais fácil ao operador fazer a gestão das
variabilidades e reservas.
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A construção dos modelos de previsão pressupõe uma metodologia especíﬁca, que inclui a
obtenção das variáveis que podem ter inﬂuência na produção PV e a escolha, dentro das variá-
veis disponíveis, daquelas que melhor ajudam a obter uma boa previsão, para além da aﬁnação
dos parâmetros dos modelos escolhidos. Foram construídos três tipos de modelos, cada um com
propósitos diferentes:
1. Modelo de 1a ordem (a) – com informação de variáveis meteorológicas, sem assimilação
de informação medida no agregado;
2. Modelo de 1a ordem (b) – com informação de variáveis meteorológicas e assimilação de
informação medida no agregado, ou seja, da produção PV nas horas imediatamente anterio-
res ao instante a considerar;
3. Modelo de previsão de variabilidade – correspondente a um modelo de previsão da vari-
abilidade na produção. Não é um modelo de previsão de produção, mas é bastante útil para
a deteção de variações de produção que possam causar efeitos nefastos nos equipamentos e
que diﬁcultam o papel do operador de rede. Foram estudadas duas vertentes deste modelo:
um modelo de referência (baseado no cálculo direto ou estimativa da variabilidade) e um
modelo de 2ª ordem (baseado no conceito de derivada).
3.3 Previsão de produção de 1a ordem
A previsão de 1a ordem divide-se em dois modelos: um modelo que entra em conta apenas
com variáveis meteorológicas (modelo 1a) e um segundo modelo que acrescenta ao primeiro a
informação da produção nas horas imediatamente anteriores ao instante a prever (modelo 1b). Os
dados utilizados para a construção e treino do modelo correspondem a dados do ano de 2012.
3.3.1 Previsão de produção com variáveis meteorológicas (modelo 1a)
Para a construção de modelos de previsão de produção de energia solar fotovoltaica tendo em
conta apenas variáveis meteorológicas, foi seguida a seguinte metodologia:
• Etapa 1 – Cálculo da hora solar e da irradiância, tendo em conta a existência de nuvens no
local;
• Etapa 2 – Processamento e análise de dados;
• Etapa 3 – Familiarização com as ferramentas a utilizar - KDE, Microsoft Office Excel e
SPSS;
• Etapa 4 – Estudo das variáveis a utilizar no modelo de previsão;
• Etapa 5 – Parametrização do KDE;
• Etapa 6 – Construção dos modelos de previsão.
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3.3.1.1 Etapa 1
A primeira etapa pressupõe o cálculo da hora solar e da irradiância a céu limpo. Para o cál-
culo da hora solar, foi considerado o conjunto de dados em questão, correspondente ao intervalo
24/02/2012 - 31/12/2012, usando a fórmula referida no capítulo 2, na equação 2.19.
Para o cálculo da irradiância tendo em conta a existência de nuvens, considerou-se o fator de
medida de cobertura de nuvens TCDCclm (%), tal como estudado em 2.2.5, ou seja, considerou-se
a atmosfera como uma camada única. Na equação 3.1, multiplicou-se o valor da irradiância a céu
limpo (Go) por um coeﬁciente de atenuação, que nos permitiu obter uma aproximação da afetação
das nuvens no valor deGo. Foi necessário realizar esta aproximação visto que os dados disponíveis
foram obtidos usando o modelo GFS que, sendo um modelo global e devido à sua escala espacial,
não nos fornece informação sobre o nível de radiação que atinge a superfície terrestre.
G= Go · 100−TCDCclm100 (3.1)
O coeﬁciente de atenuação é, basicamente, a probabilidade da cobertura da atmosfera por
nuvens, na forma de percentagem. Se o valor da variável TDCDclm for 0, então não há cobertura
do céu por nuvens e a irradiância corresponde à irradiância a céu limpo; se o valor for diferente de
0 (possui valor entre 1 e 100), então a percentagem de cobertura do céu por nuvens é aquela ﬁxada
pela variável TCDCclm. O valor da irradiância a céu limpo, ao ser multiplicado por este valor, é,
assim, atenuado.
Uma alternativa a esta modelização seria a obtenção do valor real da irradiância através de
modelos de mesoescala, como é o caso do sistema WRF.
3.3.1.2 Etapa 2
A análise e processamento dos dados consistiu na adequação dos dados disponíveis (em horá-
rio UTC) ao horário local de Creta e numa ﬁltragem dos erros existentes nas variáveis a utilizar.
Mudança de hora em Creta
Creta apresenta um fuso horário UTC+2 (horário de inverno) e UTC+3 (horário de verão). A
mudança de hora no ano de 2012 ocorreu no dia 25 de março às 3h00 (mudança para horário de
verão) e dia 28 de outubro às 4h00 (mudança para horário de inverno) [31]. Devido ao facto de
os dados usados se referirem à hora UTC, foi necessário ter em conta estes pormenores para uma
melhor sincronização da previsão com a hora real. Foram, então, realizadas as seguintes mudanças
no conjunto de dados relativo à produção:
• Mudança para horário de verão – eliminar dados de produção relativas à hora 3h00,
passando imediatamente para as 4h00;
• Mudança para horário de inverno – repetir linha das 3h00, ﬁcando-se assim com duas
linhas de 3h00 com a respetiva produção.
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Foi assegurado, neste processo, que a hora local da produção coincidia, corretamente, com a
hora UTC. Essa correspondência, tal como a efetiva mudança de hora, encontra-se ilustrada na
tabela 3.1.
Tabela 3.1: Mudanças de hora em Creta, no ano de 2012.
Data Hora Local Hora UTC Fuso Horário
...
...
...
...
25/03/2012 2h00 24h00 inverno (UTC+2)
25/03/2012 4h00 1h00 verão (UTC+3)
...
...
...
...
28/10/2012 3h00 24h00 verão (UTC+3)
28/10/2012 3h00 1h00 inverno (UTC+2)
...
...
...
...
Filtragem dos dados
A eliminação dos erros existentes nas variáveis a utilizar constituiu um passo muito importante
para a previsão, visto que estes pontos inconsistentes aumentam o valor do erro. Como o progra-
mas utilizado para construção de modelos de previsão se baseia no valor dos pontos vizinhos, ao
encontrar um ponto com valores anormais, o programa pensará que o estado do ponto é o normal
para aquela hora e formará uma previsão com maior erro do que se o ponto tivesse sido eliminado.
A primeira variável a ser ﬁltrada foi a Irradiância, que, originalmente, possuía um comporta-
mento como o demonstrado na ﬁgura 3.1.
Figura 3.1: Comportamento da variável irradiância, em relação à produção PV, antes do processo
de ﬁltragem.
Por observação da ﬁgura 3.1, veriﬁca-se a existência de alguns pontos que fogem ao compor-
tamento normal da irradiância, quando relacionada com a produção PV. Tal como se estudou em
2.2.1, a irradiância é proporcional à produção PV, sendo uma das informações mais importantes
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que se pode usar na sua previsão. Veriﬁca-se, nomeadamente, um conjunto de pontos erróneos na
zona Z1.
Figura 3.2: Sombreamento (a rosa) dos pontos da variável irradiância a eliminar.
Para eliminar estes pontos erróneos, foi criada uma flag que eliminou alguns dos valores erra-
dos da variável correspondentes à zona Z1, segundo a equação 3.2. Caso a flag tivesse valor 1, a
linha de dados correspondente era eliminada, pois contribuía para uma previsão incorreta e, assim,
para um aumento do erro na previsão.

1, PVreal < 0,2
∧
G> 200
0, outros casos
(3.2)
Olhando mais atentamente, foi possível veriﬁcar que a produção máxima do agregado se apro-
ximava dos 63 MW, e que os pontos superiores a este valor, sendo escassos, correspondiam muito
provavelmente a valores errados (zona Z3). Para resolver este problema, foram eliminadas as
linhas de dados cuja produção fosse superior a 63 MW.
O último ponto eliminado localizava-se na zona Z2. Apesar de existirem, ainda, alguns pontos
que se possam assemelhar a erros, não foi realizado mais nenhum passo de ﬁltragem. Ao ﬁltrar
demasiado a variável, podem ser eliminados pontos que, embora possam corresponder a momentos
anormais de irradiância ou produção, podem ajudar a prever futuros comportamentos semelhantes,
pois traduzem, de certa forma, o padrão de produção das centrais em questão. O resultado ﬁnal da
ﬁltragem desta variável encontra-se na ﬁgura 3.3.
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Figura 3.3: Variável irradiância, depois de ﬁltrada.
A segunda variável ﬁltrada foi a Hora solar. Visto que a hora solar traduz o movimento do sol
ao longo do dia, existe um padrão consistente quando correlacionada com a produção PV. A sua
relação encontra-se ilustrada na ﬁgura 3.4.
Figura 3.4: Comportamento da variável Hora solar, em relação a PV real, antes do processo de
ﬁltragem.
Como é observável, a nuvem de pontos do gráﬁco da ﬁgura 3.4 possui uma forma marcante.
Do mesmo modo, é possível identiﬁcar os pontos que, estando fora desse padrão, constituem
informação errada para a previsão. Estes pontos encontram-se marcados na ﬁgura 3.5.
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Figura 3.5: Sombreamento (a rosa) dos pontos da variável Hora solar a eliminar.
Depois da eliminação manual dos pontos sombreados na ﬁgura 3.5, obteve-se o gráﬁco ilus-
trado na ﬁgura 3.6.
Figura 3.6: Variável Hora solar, depois de ﬁltrada.
A terceira e última variável ﬁltrada foi a Temperatura, cujo comportamento (sem ﬁltro) se
encontra ilustrado no gráﬁco da ﬁgura 3.7.
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Figura 3.7: Comportamento da variável Temperatura, em relação a PV real, antes do processo de
ﬁltragem.
Apesar da forma da nuvem de pontos da temperatura não ser evidente, conseguem ser deteta-
dos, ainda assim, alguns pontos que se encontram fora do que seria de esperar. Esses pontos foram
sombreados, para melhor compreensão, como se pode ver no gráﬁco da ﬁgura 3.8.
Figura 3.8: Sombreamento (a rosa) dos pontos da variável Temperatura a eliminar.
Depois de terem sido manualmente apagados os pontos erróneos da variável Temperatura,
obteve-se o gráﬁco ilustrado na ﬁgura 3.9.
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Figura 3.9: Variável Temperatura, depois de ﬁltrada.
3.3.1.3 Etapa 3
Para a construção dos modelos de previsão foram utilizados três ferramentas computacionais:
o KDE (Kernel Density Estimation); o Microsoft Excel, como ferramenta de auxílio para o pro-
cessamento dos dados obtidos no KDE e o IBM SPSS Statistics (vulgo SPSS), um software de
estatística utilizado para a análise da correlação entre as variáveis utilizadas.
O programa base utilizado para a criação de modelos de previsão é baseado no KDE, cujo
kernel, neste caso, possui forma gaussiana e segue uma distribuição beta.
O KDE faz uma seleção dos pontos vizinhos e cria uma gaussiana artiﬁcial, dando mais peso
aos vizinhos mais próximos. Se o desvio padrão das variáveis (um dos argumentos do programa)
for muito pequeno pode ocorrer overfitting, pelo que deve ser determinada uma largura ótima
(desvio) para cada variável. O overfitting consiste num sobreajuste do modelo aos dados de treino.
Como resultado, o modelo ajusta-se perfeitamente ao conjunto atual, apresentando alta precisão
para esse conjunto, mas não constitui uma boa representação da realidade. Assim, para outros da-
dos, pode causar elevados níveis de erro. Para veriﬁcar se o modelo sofreu sobreajuste, recorreu-se
a uma validação cruzada - validação do tipo holdout - em que se testou o modelo em relação a
uma amostra que não foi utilizada no treino. Assim, dividiu-se o conjunto de dados de 2012 em
conjunto de treino e teste: o conjunto de teste correspondeu à primeira semana de agosto e de
novembro e a amostra de treino aos restantes dados. A escolha deste conjunto de teste teve como
objetivo a obtenção de uma amostra de teste que contemplasse, claramente, o resultado obtido em
dias, em situações normais, predominantemente limpos (agosto) e em dias nublados (novembro).
A amostra de teste foi utilizada, portanto, para testar a precisão do modelo.
O programa parte de um parâmetro de desvio padrão para cada uma das variáveis escolhidas
e um parâmetro que diz respeito à incerteza, sendo ambos determinados pelo utilizador. Estes
parâmetros são otimizados por método de tentativa e erro, pelo estudo dos resultados obtidos com
cada um dos parâmetros. O conjunto de parâmetros que mostrar menor erro e melhor valor de
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incerteza é o conjunto escolhido. Sabe-se também que o parâmetro relativo à incerteza não tem
qualquer inﬂuência no valor do erro, sendo este afetado apenas pelo parâmetro do desvio padrão
das variáveis. A avaliação da precisão da previsão determinística foi realizada pelo cálculo do
MAPE (2.37) e do coeﬁciente de correlação de Pearson.
A ﬁgura 3.10 representa um exemplo do ﬁcheiro de conﬁguração do programa utilizado. As
variáveis de entrada correspondem às variáveis escolhidas para efetuar a previsão; o target o valor
que se pretende atingir durante o treino (variável PV real); os valores mínimos e máximos do
target correspondem aos valores mínimos e máximos da variável PV real do conjunto de treino e
o n.º de bins indica o número de barras do histograma da distribuição beta que queremos obter.
Figura 3.10: Exemplar do ﬁcheiro de conﬁguração do modelo de previsão de produção, realizada
pelo KDE.
Depois de conﬁgurado e corrido o programa, são retornados cinco valores: Pˆ (produção pre-
vista), α e β (fatores de forma da distribuição beta), min e max, sendo estes dois últimos os o limi-
tes máximos e mínimos da distribuição. Com estes dados, e usando função inv.beta, do Microsoft
Excel, que devolve o inverso da função de densidade de probabilidade cumulativa beta, obtém-se
o valor da produção PV (PV prevista) e a incerteza na variabilidade da produção. A modelização
de incertezas é feita segundo um intervalo de probabilidade com várias larguras, deﬁnidas pelo
utilizador, sendo xmin e xmax os intervalos de conﬁança mínimo e máximo, respetivamente.
Desta feita, sabe-se que a previsão proveniente do KDE é não só de natureza determinística,
visto ser obtida uma previsão pontual da produção, como também probabilística, pois é gerada
uma banda de incerteza baseada na probabilidade dos valores de produção residirem em outros
estados que não os previstos deterministicamente. As larguras probabilísticas usadas (ou interva-
los) possuem valores {0,1; 0,2; 0,3; 0,4 ;0,5; 0,6; 0,7; 0,8}. Elas indicam que, idealmente, 10%
(ou 20, 30, 40, 50, 60, 70, 80) dos valores reais se encontram dentro da banda probabilística. O
sucesso da previsão probabilística obtém-se ao determinar-se quantos dos valores da produção real
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se encontram dentro da banda determinada:
X(t) =

1, PVreal > inv.Beta(xmin,α,β ,min,max)∩PVreal < inv.Beta(xmax,α,β ,min,max)0, outros casos
(3.3)
em que X(t) representa os casos de sucesso obtidos no instante de tempo t, ou seja, o número de
vezes em que PV real se encontra entre os pontos com probabilidade de ocorrência 0,9 (xmax) e
0,1 (xmin), por exemplo.
A probabilidade de ocorrência dos casos de sucesso é dada por 3.4.
P(PVreal ∈ [xmin,xmax]) = ∑
t
i=0X(t)
t f inal
(3.4)
em que tfinal corresponde ao valor de série do último instante a prever.
O erro da incerteza é calculado segundo a equação 3.5, tendo em conta os intervalos ideais em
que deveriam cair os valores da produção PV.
Erroinc = |xmax− xmin|−P(PVreal ∈ [xmin,xmax]) (3.5)
O SPSS foi usado em dois momentos da construção dos modelos: no estudo das variáveis a
utilizar no modelo e na veriﬁcação da correlação entre a produção prevista, obtida pelo programa,
e a produção real. Através da função de cross-correlation foi possível obter o coeﬁciente de
correlação de Pearson (R), que nos transmite uma ideia de como as variáveis se relacionam: se
existe uma dependência forte entre elas ou não.
3.3.1.4 Etapa 4
O passo seguinte para a construção do modelo de previsão consistiu na procura das variáveis
que o compunham. Procurou-se utilizar variáveis, dentro das disponíveis, que mais inﬂuenciassem
a produção fotovoltaica, de forma a obter um modelo de previsão com a maior precisão possível.
A relação entre as variáveis foi determinada numericamente usando o coeﬁciente de determinação
(R2) e o coeﬁciente de correlação de Pearson (R), tal como estudado em 2.5.2.
Tal como foi visto na análise e processamento de dados, as variáveis que ﬁzeram mais sentido,
à partida, para a construção dos modelos foram a irradiância, a hora solar e a temperatura.
Irradiância
Apesar de já ter sido provada a relação entre a irradiância e a produção PV em 2.2.1, fez-
se um estudo para a sua veriﬁcação. Recorrendo, inicialmente, ao coeﬁciente de determinação
(R2), obtido diretamente do Excel, foram aplicadas linhas de tendência linear e polinomial ao
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gráﬁco comparativo da produção PV (variável PV real) em relação à irradiância (variável Irra-
diância). A linha de tendência é, tal como o nome indica, uma linha que tenta acompanhar a
evolução/tendência da variável dependente (PV real) em relação à variável independente (irradi-
ância). Obteve-se, então, o presente nos gráﬁcos das ﬁguras 3.11 e 3.12.
Figura 3.11: Relação entre a produção PV e a irradiância, utilizando uma linha de tendência linear.
Figura 3.12: Relação entre a produção PV e a irradiância, utilizando uma linha de tendência
polinomial.
Por observação da ﬁgura 3.11, denota-se a relação aproximadamente linear entre a irradiância
e a produção PV, marcada também pela linha de tendência linear. A linha de tendência acom-
panha a forma da nuvem de pontos, originando um coeﬁciente de determinação de valor R2 =
0,8386, o que indica uma forte relação entre as duas variáveis. O facto de alguns pontos se en-
contrarem fora da nuvem principal possui razões de caráter aleatório (dias em que os níveis de
irradiância foram maiores ou menores que o esperado) ou então por próprio erro já incutido nas
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variáveis utilizadas, pois é necessário ter sempre em conta que a variável Irradiância constitui ape-
nas uma aproximação ao valor real da mesma variável, sendo dependente dos valores da variável
TDCDclm, obtida através do sistema GFS. Notou-se que tanto a linha de tendência linear como
polinomial acompanharam bem a forma da nuvem, embora a linha de tendência polinomial tenha
tido uma performance ligeiramente superior (R2linear = 0,8428 e R
2
pol = 0,8589). Neste raciocínio,
o coeﬁciente de Pearson teria valores Rlinear =±0,9180 e Rpol =±0,9268.
Através do SPSS, foi obtido o sinal do coeﬁciente de correlação de Pearson que, neste caso,
possuía valor R = 0,918 (o software calcula este valor considerando uma regressão linear, ou seja,
que é aplicada uma linha de tendência linear), um valor positivo muito próximo de 1, o que indica
que as variáveis se aproximam de uma relação diretamente proporcional, tal como já tinha sido
concluído em 2.2.1.
Hora Solar
Pela observação do gráﬁco da ﬁgura 3.6, veriﬁcou-se a existência de um padrão de dados da
hora solar relativamente ao valor da produção. A produção PV possuiu valor máximo por volta
das 12h00, altura em que o Sol apresenta maior altura, o que corresponde ao instante de maior
radiação incidente. Entre as 0 e as 5h00 e também entre as 20h00 e as 25h00 (hora solar) não
existiu produção PV, visto que correspondem a intervalos de horas noturnas, altura em que não há
incidência de radiação.
Assim, comprova-se a forte dependência da produção PV relativamente à hora solar, facto que
implica a sua consideração para a construção do modelo de construção PV.
Temperatura
A relação da variável temperatura com a variável PV real encontra-se ilustrada no gráﬁco da
ﬁgura 3.9. Como a relação entre as duas variáveis, por observação desse gráﬁco, não se mostrou
muito óbvia (apesar da sua relação já ter sido comprovada em 2.2.2) foi aplicado um ﬁltro à va-
riável irradiância, sendo mostrada a relação das variáveis temperatura e PV real para valores de
irradiância situados entre [800,900] W/m2, que correspondem, aproximadamente, aos valores de
irradiância obtidos num dia típico de verão, onde as células fotovoltaicas atingem a sua tempera-
tura nominal de funcionamento (NOCT).
Por análise do gráﬁco da ﬁgura 3.13, veriﬁca-se que existe uma relação de inversa propor-
cionalidade entre a temperatura e a produção PV. Isto signiﬁca que quanto maior for o valor da
temperatura, menor será o valor da produção PV. Tal já tinha sido concluído em 2.2.2, onde se pro-
vou que um aumento de temperatura resulta numa diminuição da tensão Voc e, consequentemente,
na potência de saída do painel PV.
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Figura 3.13: Relação entre a produção PV e a temperatura, para valores de irradiância entre 800 e
900 W/m2.
Depois desta análise, e para assegurar que as variáveis escolhidas para a construção dos mo-
delos eram as que se relacionavam com a produção PV, foi seguida uma segunda metodologia:
com parâmetros ﬁxos para a construção de modelos, considerando o desvio padrão da Irradiân-
cia, Hora solar e Temperatura como 15, 0,5 e 2, respetivamente, foram construídos modelos para
diferentes combinações destas variáveis, com vista a perceber qual seria o mais preciso, ou seja,
qual obteria menor erro na previsão. O conjunto com menor erro será o escolhido para a constru-
ção do modelo de previsão em questão. A escolha dos parâmetros iniciais baseou-se em métodos
empíricos e a precisão dos modelos foi avaliada através do valor do seu MAPE.
Os resultados obtidos da aplicação desta metodologia encontram-se representados na tabela
3.2.
Tabela 3.2: Comparação do erro obtido na previsão de produção PV com diferente combinação de
variáveis.
Modelo MAPE
Hora Solar, Irradiância, Temperatura 14,400%
Hora Solar, Irradiância 15,497%
Hora Solar, Temperatura 22,452%
Irradiância, Temperatura 27,724%
Hora Solar 30,008%
Irradiância 26,180%
Através da análise do erro obtido para cada combinação de variáveis testada, conclui-se que o
melhor resultado foi conseguido com a conjugação das variáveis Hora solar, Irradiância e Tem-
peratura. Desta forma, todos os procedimentos que se seguem e que dizem respeito à criação de
modelos de previsão utilizaram estas três variáveis.
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3.3.1.5 Etapa 5
Depois de escolhidas as variáveis a utilizar no modelo, foi necessário proceder à aﬁnação de
parâmetros, que consistiu na escolha dos desvios padrão que contribuem para uma diminuição do
MAPE e na escolha do parâmetro de incerteza que, tal como o nome indica, contribui para uma
melhor previsão da incerteza. Esta é uma etapa necessária devido à técnica matemática utilizada
para obter a previsão (KDE), que obriga a uma parametrização para garantir que são obtidos os
melhores resultados.
Cada variável é caracterizada, segundo o programa utilizado, pelo seu desvio padrão. O desvio
ótimo é obtido por método de tentativa e erro, em que o ponto de partida dos desvios corresponde
a, aproximadamente, 10% do valor médio de cada variável. Podem ser adotadas duas estratégias
para encontrar o conjunto de parâmetros que minimiza o erro do modelo escolhido: escolha dos
subótimos (em que os parâmetros são testados em modelos que contêm apenas a variável em ques-
tão) ou ótimos totais, em que se testa, à vez, qual a melhor combinação de parâmetros.
Método dos subótimos
Encontrar os subótimos signiﬁca encontrar os parâmetros que melhor caracterizam cada va-
riável do modelo individualmente, ou seja, que contribuem para uma diminuição do erro. Foi
utilizado um modelo constituído apenas pela variável cujo parâmetro queremos otimizar e modi-
ﬁcado o parâmetro por tentativa e erro. O resultado da sua aplicação encontra-se ilustrado nas
tabelas 3.3, 3.4 e 3.5.
Tabela 3.3: MAPE obtido com diferentes valores de desvio da Hora solar (subótimos).
Desvio padrão (Hora Solar) MAPE
0,1 21,410%
0,15 24,433%
0,20 26,539%
0,25 27,802%
0,50 30,008%
1,00 32,162%
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Tabela 3.4: MAPE obtido com diferentes valores de desvio da Irradiância (subótimos).
Desvio padrão (Irradiância) MAPE
5 26,930%
10 26,637%
15 26,180%
30 25,274%
35 25,193%
40 25,205%
45 25,378%
50 25,596%
Tabela 3.5: MAPE obtido com diferentes valores de desvio da Temperatura (subótimos).
Desvio padrão (Temperatura) MAPE
0,50 92,534%
1,00 92,075%
1,25 92,021%
1,35 92,044%
1,50 92,139%
Seguindo o resultado da aplicação do método dos subótimos, os parâmetros de desvio padrão
a utilizar são 0,1 para a Hora solar, 35 para a Irradiância e 1,25 para a Temperatura. Com estes
parâmetros, o modelo obteve um MAPE de 11,645%.
Métodos dos ótimos totais
A estratégia utilizada para encontrar o conjunto de parâmetros ótimo que diminuísse o erro do
modelo consistiu, primeiramente, em ﬁxar o valor do parâmetro de desvio padrão da Irradiância
a 15 e a Temperatura a 2 e modiﬁcar, por tentativas, o valor do parâmetro da Hora solar. De
seguida, esse valor foi ﬁxado e modiﬁcou-se, do mesmo modo, o valor do parâmetro de desvio da
Irradiância. Por ﬁm, ﬁxaram-se os parâmetros das variáveisHora solar e Irradiância e encontrou-
se o melhor parâmetro para a variável Temperatura. O resultado da sua aplicação encontra-se nas
tabelas 3.6, 3.7 e 3.8.
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Tabela 3.6: MAPE obtido com diferentes valores de desvio da Hora solar (ótimos).
Desvio padrão (Hora Solar) MAPE
0,1 13,340%
0,15 14,111%
0,20 14,649%
0,25 14,863%
0,50 14,040%
1,00 13,460%
1,25 13,803%
Tabela 3.7: MAPE obtido com diferentes valores de desvio da Irradiância (ótimos).
Desvio padrão (Irradiância) MAPE
5 17,303%
10 14,746%
15 13,340%
20 12,699%
30 11,554%
35 11,398%
40 11,357%
45 11,362%
50 11,400%
Tabela 3.8: MAPE obtido com diferentes valores de desvio da Temperatura (ótimos).
Desvio padrão (Temperatura) MAPE
0.50 13,852%
1,00 11,718%
1,25 11,447%
1,35 11,343%
1,50 11,221%
2,00 11,357%
Seguindo o resultado da aplicação do método dos ótimos totais, os melhores parâmetros são
0,1 para a Hora solar, 40 para a Irradiância e 1,5 para a Temperatura, originando um erro de
11,221%.
Como se pôde constatar, apesar do método dos subótimos ser mais simples, nem sempre con-
duz à melhor combinação de parâmetros, uma vez que gerou um erro superior ao métodos dos
ótimos totais. Apesar do parâmetro da Hora solar ter permanecido o mesmo nas duas estratégias,
os parâmetros da Irradiância e da Temperatura modiﬁcaram-se.
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Para a aﬁnação do parâmetro relativo à incerteza, que a partir de agora será denominado u,
utilizaram-se os parâmetros de desvio padrão aﬁnados anteriormente e partiu-se, analogamente,
de um parâmetro base. Arbitrando esse parâmetro como u = 6,3 (correspondente a aproximada-
mente 10% da capacidade do agregado), fez-se um teste análogo aos anteriores, cujos resultados
se encontram presentes nos gráﬁcos das ﬁguras 3.14 e 3.15.
As ﬁguras 3.14 e 3.15 fazem a comparação entre os resultados obtidos na previsão e os resulta-
dos reais da primeira semana de agosto e da primeira semana de novembro de 2012. O sombreado
a cinzento representa a banda de incerteza calculada pelo programa que, segundo a calibração ma-
nual, se encontra entre 0,1 e 0,9. Isto signiﬁca que, idealmente, (0,9−0,1) ·100 (%) dos pontos
da produção PV real devem encontrar-se dentro do intervalo de incerteza assinalado. Como o
ideal é praticamente inatingível, o objetivo é encontrar um parâmetro de incerteza que otimize a
percentagem de pontos que se encontra dentro desse intervalo.
Os pontos PV reais cairão no intervalo de incerteza se o valor da previsão real for compre-
endido entre o valor correspondente ao limite inferior (com probabilidade xmin = 0,1) e o limite
superior (com probabilidade xmx = 0,9). Os valores correspondentes aos limites inferiores e supe-
riores são calculados através da distribuição beta (2.4.2.1). Os parâmetros da distribuição beta são
obtidos diretamente do programa utilizado, tal como explicado em na etapa 3 (3.3.1.3).
Figura 3.14: Comparação da produção real com a produção prevista na 1ª semana de Agosto de
2012, usando u=6,3.
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Figura 3.15: Comparação da produção real com a produção prevista na 1ª semana de Novembro
de 2012, usando u=6,3.
Analisando com pormenor os gráﬁcos da ﬁguras 3.14 e 3.15, cujo intervalo de incerteza é
0,8 ou 80%, repara-se que existe muita incerteza durante a noite. Como durante a noite não
há produção, a incerteza deveria ser muito pequena ou praticamente nula. Isto signiﬁca que o
parâmetro da incerteza não está bem parametrizado. Com o ﬁm de obter melhores resultados,
testaram-se vários valores para o parâmetro da incerteza e compararam-se os resultados obtidos,
tal como o ilustrado na tabela 3.9.
Tabela 3.9: Resultados obtidos para vários parâmetros de desvio da incerteza e respetivo erro
médio.
Banda Intervalo u=6,3 u=5 u=2 u=1,8 u=1,75
0,55 - 0,45 0,1 0,1300 0,1238 0,1053 0,0991 0,1022
0,60 - 0,40 0,2 0,2415 0,2353 0,1827 0,1827 0,1858
0,65 - 0,35 0,3 0,3127 0,3003 0,2508 0,2570 0,2570
0,70 - 0,30 0,4 0,3560 0,3498 0,3096 0,3034 0,3034
0,75 - 0,25 0,5 0,3715 0,3622 0,3746 0,3901 0,3963
0,80 - 0,20 0,6 0,3839 0,3808 0,4396 0,7276 0,7833
0,85 - 0,15 0,7 0,3932 0,3932 0,8669 0,8793 0,8793
0,90 - 0,10 0,8 0,4241 0,4427 0,8978 0,9040 0,9009
Erro médio 14,443% 14,133% 8,909% 8,483% 9,040%
A tabela 3.9 indica a probabilidade dos valores de produção PV reais caírem em cada banda
de incerteza, assim como os valores que idealmente seriam atingidos (intervalos) e o erro médio
obtido para cada parâmetro. De acordo com a tabela 3.9, o melhor parâmetro a utilizar correspon-
deu ao parâmetro (1,8), pois mostrou ter um menor erro médio (média dos erros obtidos em cada
banda de incerteza). De notar que tanto a possibilidade dos valores de produção caírem dentro
como fora do intervalo ideal são considerados como erro.
Como se pode observar nos gráﬁcos das ﬁguras 3.16 e 3.17, a incerteza durante a noite dimi-
nuiu substancialmente, apresentando agora um resultado satisfatório. Tal prova que o parâmetro
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da incerteza (u), assim como todo o modelo, se encontra bem parametrizado.
Figura 3.16: Comparação da produção real com a produção prevista na 1ª semana de Agosto 2012,
usando u=1,8.
Figura 3.17: Comparação da produção real com a produção prevista na 1ª semana de Novembro
de 2012, usando u=1,8.
3.3.1.6 Etapa 6
Depois da escolha das variáveis e da aﬁnação dos respetivos parâmetros, obteve-se um modelo
otimizado de previsão de produção. O resumo da parametrização realizada consta da tabela 3.10
e a ilustração do modelo encontra-se representada na ﬁgura 3.18.
Tabela 3.10: Resumo da otimização dos parâmetros para o modelo 1a.
Modelo Desvio Hora solar Desvio Irradiância Desvio Temperatura u
Modelo 1a 0,1 40 1,5 1,8
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Figura 3.18: Esquema do modelo de previsão construído.
3.3.2 Previsão de produção com variáveis meteorológicas e assimilação de dados
de produção (modelo 1b)
A informação disponível relativamente à produção em horas anteriores (assimilação de dados)
consta nas variáveis PV(h-1), PV(h-2), PV( h-3) e PV(h-4) - produção PV uma hora, duas horas,
três horas e quatro horas antes do instante de tempo a prever, respetivamente - tendo em conta
que a informação disponível se divide em intervalos de tempo de 1 hora. Estas variáveis foram
adicionadas, como será explicado de seguida, ao modelo já criado anteriormente (modelo 1a). O
conjunto de dados de teste a utilizar permanece o mesmo. A construção deste modelo de previsão
teve como objetivo estudar se o facto de estar disponível a informação sobre a produção PV nas
horas imediatamente anteriores ao instante a prever melhorava a precisão do modelo.
Para o estudo da inﬂuência destas variáveis na previsão foram testadas quatro combinações,
tal como consta na tabela 3.11. As combinações pressupõem a adição de variáveis PV(h-i), com
i ∈ {1,2,3,4} ao modelo 1a. Os parâmetros do desvio padrão utilizados foram os mesmos que
os encontrados em 3.3.1.5. Para as variáveis PV(h-i), adotou-se o valor de 2 para os demais
parâmetros. Este método foi utilizado para que todas as combinações de variáveis pudessem ser
avaliadas segundo as mesmas condições.
Como observado na tabela 3.11, o modelo que obteve menor erro foi o modelo que incluía as
variáveis do modelo 1a e a informação da produção nas hora anterior (PV(h-1)). À partida, a única
informação adicional positiva para o modelo de previsão a variável PV(h-1), que originou menor
erro. No entanto, é necessário ter em conta que os parâmetros dos modelos não estão otimizados,
pelo que o erro dos restantes modelos pode melhorar. Para excluir estas dúvidas foi realizada a
otimização dos parâmetros dos modelos, um a um, de forma análoga ao realizado para o modelo
1a, utilizando o métodos dos ótimos totais.
Tabela 3.11: MAPE obtido com diferentes combinações de variáveis para o modelo de 1ª ordem.
Modelo MAPE
Modelo 1a 11,221%
Modelo 1a + PV(h-1) 9,997%
Modelo 1a + PV(h-2) 12,116%
Modelo 1a + PV(h-3) 12,845%
Modelo 1a + PV(h-4) 12,882%
Depois de otimizados os parâmetros do desvio padrão e da incerteza, tal como realizado em
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3.3.1.5, obtiveram-se os resultados apresentados na tabela 3.12. Doravante, por simpliﬁcação, os
modelos constituídos pelas variáveis do modelo 1a em conjunto com uma variável que contém a
informação da produção na hora h-i, possuirão a designação de PV(h-i)). A comparação do MAPE
e do erro da previsão de incerteza nos diferentes modelos encontra-se ilustrada nas ﬁguras 3.19 e
3.20.
Tabela 3.12: Otimização dos parâmetros para o modelo 2 e consequente MAPE.
Modelo MAPE Parâmetros
Modelo 1a 11,221% 0,1;40;1.5;1.8
PV(h-1) 9,181% 0,1;40;1.5;9;1.85
PV(h-2) 10,024% 0,1;40;1.5;8;1.8
PV(h-3) 10,692% 0,1;40;1.5;8;1.8
PV(h-4) 11,272% 0,1;40;1.5;9;1.85
Figura 3.19: MAPE obtido no modelo 1a e nas diferentes combinações de variáveis para o modelo
1b.
Figura 3.20: Erro da previsão de incerteza obtida no modelo 1a e nas diferentes combinações de
variáveis para o modelo 1b.
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Depois de otimizados os parâmetros de todos os modelos, tornou-se mais claro que o modelo
com a adição da variável PV(h-1) mostrou ser uma melhor aposta, relativamente à precisão da sua
componente determinística, obtendo o melhor resultado dentro de todas as combinações apresen-
tadas. Concluiu-se, assim, que a adição da informação da produção na hora anterior ao instante a
prever é uma vantagem, e que embora o modelo com a adição da variável PV(h-1) tenha obtido
os melhores resultados, os modelos com a adição das variáveis PV(h-2) ou PV(h-3), depois de
otimizados os seus parâmetros, mostraram ser também uma mais valia quando comparados com o
modelo 1a.
No que diz respeito à precisão da previsão de incertezas, veriﬁcou-se que o modelo mais
preciso foi o que obteve piores resultados na previsão determinística, dentro dos modelos de assi-
milação (modelo PV(h-4)). Veriﬁcou-se, também, que o modelo 1a obteve a melhor performance
dentro de todos os modelos apresentados. Estes resultados indicam que a assimilação de informa-
ção de produção em horas anteriores ao instante a prever prejudica a componente de previsão de
incerteza.
O resumo da parametrização das variantes do modelo 1b encontra-se representado na tabela
3.13.
Tabela 3.13: Resumo da otimização de parâmetros do modelo 1b.
Modelo Desvio Hora solar Desvio Irradiância Desvio Temperatura Desvio PV(h-i) u
PV(h-1) 0,1 40 1,5 9 1,85
PV(h-2) 0,1 40 1,5 8 1,8
PV(h-3) 0,1 40 1,5 8 1,8
PV(h-4) 0,1 40 1,5 9 1,85
3.4 Previsão da variabilidade na produção (modelo 2)
A previsão de variabilidade visa antecipar momentos de subidas e/ou descidas da produção PV.
Estas subidas e descidas podem pôr em causa o bom funcionamento dos equipamentos e diﬁcultar,
ainda, o trabalho do operador de rede, caso sejam considerados eventos extremos ou mudanças
rápidas. Estes eventos são causados, em maior número, pela passagem temporária de nuvens, tal
como estudado em 2.2.5. Para a previsão de variabilidade foram comparadas duas abordagens:
estimativa direta da variabilidade na produção, em que é calculada a variação na produção PV
hora a hora a partir dos resultados da previsão da produção do modelo 1a e a previsão de 2ª ordem,
baseada no conceito de derivada.
3.4.1 Estimativa direta da variabilidade
Ométodo de previsão de variabilidade na produção por estimativa direta tem por base a formu-
lação de um modelo de referência. O modelo de referência consiste num método muito simples,
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que segue a equação 3.6. Basicamente, o resultado da estimativa consiste no valor resultante da
subtração entre o resultado da previsão de modelos, já construídos, numa determinada hora e o
resultado na hora anterior.
Pˆre f = Pˆi− Pˆi−1 (3.6)
em que Pˆre f representa a estimativa da variabilidade, Pˆi a produção PV prevista na hora i e Pˆi−1
a produção PV prevista na hora anterior.
Neste caso, como não há recurso a algoritmos, não é necessário haver treino do modelo, pelo
que o resultado ﬁnal é apenas a variação da produção hora a hora. Não há, pelo mesmo raciocínio,
escolha das variáveis que melhor expliquem a variabilidade.
A avaliação da precisão do método de estimativa foi realizada através do cálculo do MAPE e
do resíduo, que é calculado segundo a equação 3.7.
Rre f =
1
t
t
∑
i=1
|∆P−Pre f | (3.7)
em que ∆P representa a diferença da potência produzida entre a hora i e a hora i-1 e Pre f representa
a estimativa obtida pelo modelo.
Os resultados obtidos no modelo de estimativa direta encontram-se na tabela 3.14.
Tabela 3.14: Avaliação da precisão do modelo de estimativa da variabilidade para a 1ª semana de
agosto e de novembro de 2012.
MAPE Resíduo (MW) R
37,707% 1,655 0,982
3.4.2 Previsão de 2ª ordem
A variabilidade deﬁne-se, no contexto deste problema, como a variação intra hora da produção
PV. Normalmente, os períodos crescentes e decrescentes de uma função podem ser detetados
observando o sinal da derivada dessa função: se o sinal for negativo, a função é decrescente
nesse ponto; se for positivo, a função é crescente. Como os dados disponíveis são constituídos
por variáveis discretas, adotou-se o método das diferenças ﬁnitas [32], em que é utilizada uma
aproximação ao conceito de derivada.
f ′(t0) = lim
t→t0
f (t)− f (t0)
t− t0 (3.8)
f ′(t0)≈ f (ti)− f (t0)
ti− t0 (3.9)
em que 3.8 representada o conceito de derivada e 3.9 a aproximação à derivada.
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Como os dados são obtidos hora a hora, o denominador da expressão 3.9 será sempre 1. Apli-
cando esta equação a cada linha de dados, obteve-se a aproximação da derivada em cada ponto.
Tal como anteriormente, o modelo de previsão foi construído, de acordo com os dados dis-
poníveis, pelo método de tentativa e erro. As combinações de variáveis testadas encontram-se
representadas na tabela 3.15. O target usado para este modelo consistiu na aproximação à deri-
vada da produção PV, denominada de agora em diante por PV’ real. A saída ou variável resultante
da previsão de 2ª ordem será denominada PV’ prevista. Da mesma forma foi criada a variável
Irradiância’, que representa a aproximação à derivada em cada ponto da variável Irradiância.
Tabela 3.15: Comparação do erro obtido com diferente combinação de variáveis para a previsão
de variabilidade.
Modelo MAPE Resíduo (MW)
Hora solar, Irradiância’ 39,336% 1,727
Hora solar, Irradiância, Temperatura 38,191% 1,677
Hora solar, Irradiância, Temperatura’ 39,258% 1,723
Hora solar, Irradiância, Irradiância’, Temperatura’ 33,952% 1,490
Hora solar, Irradiância, Irradiância’, Temperatura 34,335% 1,507
Hora solar, Irradiância, Irradiância’ 33,771% 1,483
Irradiância’, Temperatura 47,921% 2,104
O resíduo apresentado na tabela 3.15 foi calculado de acordo com a equação 3.10, e representa
a média do resíduo obtido em cada linha (hora) de dados, dado pelo absoluto da diferença entre
PV’ real e PV’ prevista.
Res =
1
t
t
∑
i=1
|P′− Pˆ′| (3.10)
em que P’ representa a variável PV’ real e ˆPV ′ a variável PV’ prevista.
A comparação do erro obtido nos diferentes modelos foi avaliada com os mesmos parâmetros
para todos os modelos, de forma a conseguir compará-los com critério de igualdade. Por observa-
ção da tabela 3.15, o modelo com menor erro foi o modelo em que foram utilizadas como variáveis
de entrada a Hora solar, a Irradiância, a Irradiância’ e a Temperatura. No entanto, existe um ou-
tro modelo que obteve um erro muito próximo (quarto modelo da tabela 3.15) e que foi tido em
conta nos próximos passos.
Analogamente ao realizado anteriormente, os parâmetros dos modelos foram aﬁnados, sendo
os erros ﬁnais os apresentados na tabela 3.16.
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Tabela 3.16: Precisão dos modelos de previsão de variabilidade, após aﬁnação de parâmetros.
Modelo MAPE Resíduo (MW)
Hora solar, Irradiância, Irradiância’, Temperatura’ 32,733% 1,437
Hora solar, Irradiância, Irradiância’ 32,687% 1,435
Depois da otimização de parâmetros dos modelos que apresentaram melhores resultados,
concluiu-se que o modelo de 2ª ordem é constituído pelas variáveis Hora solar, Irradiância e
Irradiância’, cujos parâmetros se encontram na tabela 3.17.
Tabela 3.17: Resumo da otimização de parâmetros do modelo de 2ª ordem.
Desvio Hora solar Desvio Irradiância Desvio Irradiância’ u
0,5 50 40 0,6
3.4.3 Previsão de eventos extremos de rampa
O modelo de previsão de 2ª ordem pode ser utilizado para calcular a probabilidade de ocor-
rência de eventos extremos de rampa, comummente denominados rampas. As rampas consistem,
segundo [33], em eventos extremos de variabilidade de produção, podendo corresponder (em sis-
temas fotovoltaicos) a uma variação de 10 a 30% da capacidade máxima do parque PV (valor
de threshold). Apesar de se admitir esta deﬁnição, é difícil deﬁnir o conceito de rampa, pois a
gravidade destes eventos depende da localização e do tamanho do parque fotovoltaico, motivo
pelo qual se utiliza um valor de threshold como indicação. As rampas apresentam um grande
problema, nomeadamente no funcionamento dos geradores: alguns geradores possuem limitações
na variação de potência que podem admitir, podendo essas variações de potência gerar problemas
funcionais. A previsão destes acontecimentos é ainda útil para a tomada de decisões informada
sobre a gestão do parque PV, nomeadamente sobre quanta energia se pode trocar ou vender, para
a calendarização da produção, entre outros casos.
Os eventos extremos de rampa podem ser denominados como important ramp events, sendo
deﬁnidos, neste contexto, segundo dois parâmetros:
• Direção – declive positivo (ramp-up) ou declive negativo (ramp-down);
• Magnitude – % da capacidade máxima do parque PV, que normalmente se encontra entre
os 10 e os 30% para sistemas fotovoltaicos. Consiste no valor de threshold ou limite a partir
do qual se considera um evento como sendo extremo e prejudicial ao funcionamento do
sistema.
Quando ocorre uma rampa de declive negativo, deve haver uma compensação por outras fontes
de geração com velocidade adequada. No caso de ocorrência de uma rampa de declive positivo
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em que haja excesso de produção, o produtor PV pode desligar geradores para evitar um excesso
de produção de energia solar que não possa ser compensado por um decréscimo na produção de
energia térmica. Por este motivo, uma rampa de declive positivo não é tão grave como a ocorrência
de uma rampa de declive negativo.
Aplicando estas deﬁnições ao modelo de previsão de variabilidade construído, foi utilizada a
função de densidade de probabilidade cumulativa beta do Microsoft Office Excel (ao invés do seu
inverso, como usado para os modelos 1a e 1b), conseguindo-se obter a probabilidade da aproxima-
ção à derivada da produção prevista possuir determinado valor. No caso desse valor ser superior
ao valor de threshold, considerou-se a ocorrência de um evento extremo de rampa, cuja proba-
bilidade é calculada de acordo com a equação 3.11, que apresenta a forma de cálculo nos casos
de existência de rampa de declive positivo ou negativo. Caso o valor de threshold não tenha sido
ultrapassado, a probabilidade de ocorrência de eventos extremos de rampa foi ﬁxado a 0.

1−P[X < Pˆ], evento extremo de rampa (+)P[X < Pˆ], evento extremo de rampa (-) (3.11)
em que X corresponde ao valor de threshold deﬁnido.
O resultado da previsão de eventos extremos de rampa, construído tendo como base o modelo
de 2ª ordem e a metodologia descrita acima, encontra-se ilustrado nas ﬁguras 3.21 e 3.22.
Figura 3.21: Probabilidade de ocorrência de rampas positivas com threshold a 20% da capacidade
do agregado (2012).
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Figura 3.22: Probabilidade de ocorrência de rampas negativas com threshold a 20% da capacidade
do agregado (2012).
Neste caso, o valor de threshold foi de 12,60 MW para as rampas positivas e -12,60 MW para
as rampas negativas.
Como se pode veriﬁcar por visualização dos gráﬁcos das ﬁguras 3.21 e 3.22, a probabilidade
de ocorrência de eventos extremos de declive negativo é maior que a probabilidade de ocorrência
de eventos extremos de declive positivo. Foram testados os resultados para diferentes valores de
threshold, que se encontram representados na tabela 3.18.
Tabela 3.18: Percentagem de rampas de declive positivo e de declive negativo obtidas na 1ª semana
de agosto e de novembro de 2012.
Threshold Rampa (+) Rampa (-)
10% 11,146% 14,421%
20% 3,406% 4,644%
30% 0,929% 0,619%
A tabela 3.18 indica que o número de eventos extremos de rampa decresce com o aumento do
valor de threshold, o que signiﬁca que quanto mais severo é o evento menor é a sua probabilidade
de ocorrência. Ao mesmo tempo pode dizer-se que os eventos extremos de rampa de declive nega-
tivo, ao mesmo tempo que apresentam piores consequências para o sistema, são as que aparecem
em maior número.
Como a distribuição beta usada possui limites máximos e mínimos, calculados pelo KDE, a
metodologia de cálculo da probabilidade de ocorrência de rampas apresenta algumas limitações.
Se o valor de threshold considerado como evento extremo de rampa for superior aos limites da
distribuição, o evento é considerado impossível. Por este motivo, quando os limites da distribuição
são violados, mesmo que exista um evento extremo de rampa na transição do instante t-1 para o
instante t, o modelo não o deteta.
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3.5 Conclusão
É necessário o processamento e a análise de dados antes de se proceder à construção de um
modelo de previsão pois, por vezes, os dados disponíveis estão providos com erros. Quanto me-
lhores forem os dados de entrada, melhores serão os dados de saída, originando previsões mais
precisas.
A escolha dos parâmetros que melhor caracterizam as variáveis é um processo moroso e com-
plexo, sendo difícil dizer, com certeza, quais os melhores parâmetros a utilizar, pelo facto de o
conjunto de hipóteses para essas combinações ser demasiado grande para um processo manual
de tentativa e erro. Sabe-se, no entanto, que escolher os parâmetros de incerteza individualmente
para cada variável (método dos subótimos) poderá não corresponder à melhor abordagem, sendo
preferível escolher os parâmetros alternadamente (método dos ótimos totais).
O facto de estar disponível a informação da produção PV nas horas anteriores ao instante a
prever beneﬁcia a componente de previsão determinística do modelo, para uma informação de até
3 horas, inclusivé, anteriores ao instante a prever. No entanto, veriﬁca-se que a assimilação dessa
informação no modelo prejudica a previsão de incertezas, pois foram veriﬁcados erros de previsão
de incerteza superiores nos modelos PV(h-i) do que no modelo 1a.
A previsão da variabilidade do modelo de 2ª ordem possui duas grandes vantagens, relativa-
mente ao modelo de estimativa direta:
1. Possibilita a construção de um modelo de previsão de eventos extremos de rampa;
2. É possível obter incertezas relacionadas com a variação de produção PV.
3.6 Resumo
As variáveis que melhor contribuíram para a previsão da produção PV foram a Hora solar, a
Irradiância e a Temperatura.
O modelo que continha apenas informação sobre as variáveis meteorológicas (modelo 1a) ori-
ginou um erro de 11,221%. Já o modelo que adicionava, às variáveis meteorológicas, a informação
da produção nas i horas anteriores ao instante a prever (PV(h-i)) resultou num MAPE de 9,181%,
10,024%, 10,692% e 11,272%, com i = 1, 2, 3 e 4, respetivamente.
O modelo de previsão de variabilidade que se mostrou ser mais preciso foi o modelo de pre-
visão de 2ª ordem, que calculava uma aproximação à derivada em cada ponto. Obteve um erro
de 32,687% e um resíduo de 1,435 MW contra os 37,707% e 1,655 MW obtidos pelo modelo de
estimativa direta da variabilidade na produção. O primeiro permitiu, ainda, construir um modelo
de previsão de rampas, que utilizava um valor de threshold para ﬁxar o conceito de evento extremo
de rampa e e permitia o cálculo posterior da sua probabilidade de ocorrência.
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Capítulo 4
Resultados Obtidos
Depois de construídos e treinados os modelos de previsão da produção e da variabilidade na
produção de energia solar fotovoltaica (3), foram realizados testes, na mesma localização, para o
ano de 2013. Foi feita uma avaliação do comportamento de todos os modelos e seus resultados e
também uma escolha, dentro dos modelos disponíveis, dos mais precisos, ou seja, daqueles que
obtiveram melhores resultados.
Tal como no capítulo 3, começou-se por estudar o modelo de previsão com variáveis meteo-
rológicas (modelo 1a). De seguida, foram comparados os resultados obtidos neste modelo com
os obtidos com modelos que possuíam informação da produção nas horas anteriores ao instante
a prever (modelo 1b). Por ﬁm, foram testadas e comparadas as duas abordagens do modelo de
previsão da variabilidade na produção fotovoltaica (modelo 2).
Todos os parâmetros e estratégias utilizados neste capítulo seguiram o raciocínio do capítulo
3, tendo como diferença o histórico de dados utilizado: o conjunto de teste inclui a 1ª semana
de agosto e de novembro de 2013 e o conjunto de treino os restantes dados. A performance dos
modelos foi, também, avaliada da mesma forma.
4.1 Previsão de produção com variáveis meteorológicas (modelo 1a)
O teste do modelo 1a seguiu a mesma metodologia que a explicada em 3.3.1. Foi necessário o
cálculo da hora solar e da irradiância a céu limpo, que permitiram, em conjunto com a informação
sobre a cobertura de nuvens no local (variável TDCDclm), obter a variável Irradiância. A variável
TDCDclm, assim como a temperatura, foram obtidas através do sistema GFS. Devido ao facto de
a amostra de dados usada para teste corresponder a um ano diferente, teve ser realizada, antes da
inserção das variáveis nos modelos, a sincronização da hora local com a hora UTC de acordo com
o explicado em 3.3.1.2, sabendo que em 2013 a mudança para horário de verão ocorreu às 3h00
de 31 de março e a mudança para horário de inverno às 4h00 de 27 outubro.
Depois de aplicada a metodologia descrita no capítulo 3, obtiveram-se os resultados apresen-
tados na ﬁgura 4.1 e na tabela 4.1.
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Figura 4.1: Resultados da previsão de produção PV para a 1a semana de agosto e de novembro de
2013.
Tabela 4.1: Avaliação da precisão do modelo 1a, para diferentes conjuntos de teste de 2013.
Teste MAPE Erro prev. incerteza R
1as semanas de agosto e de novembro 2013 30,470% 14,563% 0,9884
1a semana de agosto 2013 30,196% 21,829% 0,9991
1a semana de novembro 2013 30,985% 12,440% 0,9651
Por observação do gráﬁco da ﬁgura 4.1, é possível veriﬁcar que a previsão não conseguiu
acompanhar a produção real. Isto indicou a ocorrência do aumento da capacidade do agregado do
ano 2012 para o ano de 2013. O mesmo pôde ser observado quando se relacionaram as variáveis
PV real e PV prevista, tal como ilustrado na ﬁgura 4.2.
O gráﬁco acima demonstra que a produção máxima (real) observada se aproximou dos 84 MW
enquanto que o resultado da previsão se aproximou dos 57 MW. Isto explica, também, o elevado
erro resultante da previsão, pois o modelo não conseguiu acompanhar esta evolução.
Para solucionar este problema, recorreu-se à normalização de todas as variáveis que depen-
dessem da capacidade do agregado, ou seja, todas as variáveis que dependessem da produção. A
normalização foi feita como explica a equação 4.1. Toda a informação sobre a produção PV de
2012 foi normalizada, ou seja, dividida pela produção máxima, que correspondeu a, proximada-
mente, 63 MW, produzidos às 13h00 - hora de local - do dia 17 de Março de 2012.
PVreal(normalizada) =
PVreal
PVmáxima
(4.1)
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Figura 4.2: Relação de dependência entre a produção PV real e a produção PV prevista.
Assim, o procedimento altera-se no sentido em que todas as variáveis de entrada dependentes
da produção (assim como os seus parâmetros) devem ser normalizadas. Aquando da obtenção do
resultado da previsão, o mesmo deve ser multiplicado pela capacidade do agregado no período de
tempo em que se pretende obter a previsão. Como em 2013 a capacidade máxima do agregado se
aproximou dos 84 MW, produzidos às 13h00 horas do dia 7 de agosto de 2013, este será o valor a
multiplicar pelo resultado da previsão.
Para além dos parâmetros relacionados com variáveis de produção, deve ser também norma-
lizado o parâmetro de incerteza. Isto porque o programa vai retornar variáveis da distribuição
beta que já têm em conta a normalização feita para a potência. Caso não fosse normalizado, não
se conseguiria tirar qualquer conclusão acerca da incerteza, o que explica o facto dos resultados
serem apresentados em formato normalizado nos gráﬁcos das ﬁguras comparativas da produção
real com a produção prevista. A ﬁgura 4.3 mostra a nova relação entre a produção PV prevista e a
produção PV real, depois da normalização.
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Figura 4.3: Relação de dependência entre a produção PV real e a produção PV prevista, depois da
normalização e multiplicação pela nova capacidade.
Agora, segundo o gráﬁco da ﬁgura 4.3, veriﬁca-se umamaior coerência nos dados. A produção
real possui o seu máximo perto dos 84 MW e a produção prevista atinge perto de 74 MW, sendo
a diferença explicada por erros na previsão. O resultado da previsão, depois da normalização,
encontra-se ilustrado nas ﬁguras 4.4 e 4.5. A tabela 4.2 e o gráﬁco da ﬁgura 4.6 permitem fazer
uma avaliação dos resultados obtidos.
Figura 4.4: Resultados da previsão de produção PV (modelo 1a) para a 1ª semana de agosto de
2013.
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Figura 4.5: Resultados da previsão de produção PV (modelo 1a) para a 1ª semana de novembro de
2013.
Tabela 4.2: Avaliação da precisão do modelo 1a (normalizado).
Teste MAPE Erro prev. incerteza R
1as semanas de agosto e de novembro 2013 12,369% 9,797% 0,9884
1a semana de agosto 2013 7,869% 9,848% 0,9991
1a semana de novembro 2013 20,296% 12,111% 0,9651
Figura 4.6: Análise dos erros da previsão de incerteza obtidos no modelo 1a, em cada conjunto de
teste.
A análise dos resultados foi dividida em três secções: uma relativa ao MAPE obtido nos
vários conjuntos de teste, uma aos resultados da previsão de incerteza e, por ﬁm, uma aos valores
do coeﬁciente de correlação de Pearson (R).
• MAPE – Como se pode observar, tanto pela tabela 4.2 como pelos gráﬁcos das ﬁguras 4.4
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e 4.5, o maior erro incidiu sobre o teste que envolvia apenas a primeira semana de novem-
bro. Isto acontece porque novembro, sendo um mês de outono, é um mês nebuloso por
excelência, pois depende fortemente das previsões meteorológicas da cobertura de nuvens
causando uma maior variabilidade nos resultados, o que se traduz num maior erro na pre-
visão. Já agosto, um mês de verão, é um mês com dias predominantemente limpos e não
está tão sujeito a variações nas condições climatéricas, possuindo por isso um menor erro
na previsão.
• Incerteza – por consulta da tabela 4.2, veriﬁca-se que o maior erro da previsão de incerteza
foi obtido para o conjunto da 1ª semana de novembro. Tal como explicado para o MAPE,
sabe-se que o mês de novembro, por ser bastante nublado e estar sujeito às frequentes ﬂu-
tuações das condições climatéricas, apresenta maior variabilidade e menos previsibilidade
quanto ao impacto na produção. Segundo o gráﬁco da ﬁgura 4.6, a banda de incerteza que se
mostrou ser mais precisa foi a banda [0,55 - 45]. Isto comprova que o facto de uma largura
de banda possuir o maior espectro de probabilidade de ocorrência da potências PV não está
diretamente relacionado com o seu sucesso, uma vez que ter um excesso de pontos dentro
da banda também pode originar maior erro.
• Coeficiente de correlação de Pearson – os coeﬁcientes de permaneceram os mesmos que
os coeﬁcientes obtidos antes do procedimento de normalização dos dados de produção, visto
que ambas as variáveis (PV real e PV prevista) foram divididas pelo mesmo valor (63). Tal
como no MAPE, R mostrou melhores valores para o conjunto de dados de agosto, o que é
natural pois R está intimamente relacionado com o erro do modelo. Como em agosto houve
uma melhor aproximação dos dados previstos com os dados reais, R possuiu melhor valor
que nos restantes conjuntos de dados.
4.2 Previsão de produção com variáveis meteorológicas e assimilação
de dados de produção (modelo 1b)
A construção e aplicação do modelo 1b teve como objetivo a avaliação da inﬂuência da in-
trodução de informação da produção PV em horas anteriores ao instante a prever no modelo de
previsão. Para isso, foram avaliados, tal como explicado no capítulo 3, quatro modelos: modelo
com informação da hora anterior, duas, três e quatro horas antes do instante a prever, respetiva-
mente. Estes modelos incluem as variáveis usadas no modelo 1a com adição da informação da res-
petiva hora. Por questões de simpliﬁcação, estes modelos foram denominados PV(h-1), PV(h-2),
PV(h-3) e PV(h-4), respetivamente. Como uma das variáveis de entrada destes modelos consiste
na informação da produção PV(h-i), sendo i a hora a considerar, do ano de 2013, foi necessário
ter em atenção que essas variáveis tiveram que ser normalizadas consoante a capacidade máxima
desse mesmo ano (84 MW). Os resultados da aplicação destes modelos foram, posteriormente,
comparados com os obtidos no modelo 1a.
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Analogamente ao que foi feito em 3.3.2, obteve-se a previsão para as 1as semanas de agosto
e de novembro de 2013. A análise do MAPE obtido foi realizada com base nos resultados que se
encontram ilustrados nas ﬁguras 4.7 a 4.15 e na tabela 4.3.
Figura 4.7: Resultados da previsão do modelo PV(h-1) para a 1ª semana de agosto de 2013.
Figura 4.8: Resultados da previsão do modelo PV(h-1) para a 1ª semana de novembro de 2013.
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Figura 4.9: Resultados da previsão do modelo PV(h-2) para a 1ª semana de agosto de 2013.
Figura 4.10: Resultados da previsão do modelo PV(h-2) para a 1ª semana de novembro de 2013.
Figura 4.11: Resultados da previsão do modelo PV(h-3) para a 1ª semana de agosto de 2013.
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Figura 4.12: Resultados da previsão do modelo PV(h-3) para a 1ª semana de novembro de 2013.
Figura 4.13: Resultados da previsão do modelo PV(h-4) para a 1ª semana de agosto de 2013.
Figura 4.14: Resultados da previsão do modelo PV(h-4) para a 1ª semana de novembro de 2013.
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Tabela 4.3: MAPE dos modelos 1a e 1b usando diferentes conjuntos de teste.
Modelos
Conjunto de teste Modelo 1a PV(h-1) PV(h-2) PV(h-3) PV(h-4)
1as semanas de agosto e de novembro 2013 12,369% 8,937% 10,164% 10,777% 11,250%
1ª semana de agosto 2013 7,869% 6,568% 6,906% 7,163% 7,267%
1ª semana de novembro 2013 20,296% 13,381% 16,273% 17,554% 18,721%
Figura 4.15: Comparação do MAPE dos modelos 1a e 1b, usando como conjunto de teste a 1ª
semana de agosto de novembro de 2013.
• MAPE – O modelo que apresentou menor MAPE, em todos os conjuntos de teste, foi o
modelo PV(h-1), que junta às variáveis meteorológicas a informação da produção do agre-
gado na hora anterior ao instante a prever (ver tabela 4.3 e ﬁgura 4.15). De facto, todos
os modelos que assimilaram a informação da produção até 4 horas antes do instante a pre-
ver apresentaram melhores resultados do que o modelo 1a, que continha apenas informação
meteorológica. O conjunto de teste com menor erro, em todos os modelos, correspondeu
sempre àquele que continha apenas informação da 1ª semana de agosto, pelo mesmo motivo
que o explicado para o modelo 1a (4.1): é um mês em que os dias com condições de céu
limpo predominam e está menos sujeito à variabilidade de outras condições meteorológicas,
como o estado da cobertura do céu por nuvens.
A análise dos resultados da previsão de incertezas foi realizada com base na tabela 4.4 e nas
ﬁguras 4.16, 4.17 e 4.18.
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Tabela 4.4: Erro da previsão de incerteza dos modelos 1a e 1b usando diferentes conjuntos de
teste.
Modelos
Conjunto de teste Modelo 1a PV(h-1) PV(h-2) PV(h-3) PV(h-4)
1ª semana de agosto e de novembro 2013 9,797% 11,692% 10,455% 10,198% 11,845%
1ª semana de agosto 2013 9,848% 11,948% 10,818% 10,373% 11,250%
1ª semana de novembro 2013 12,111% 11,443% 12,068% 11,845% 12,411%
Média 10,585% 11,694% 11,114% 10,805% 11,835%
Figura 4.16: Comparação do erro de previsão de incerteza dos modelos 1a e 1b (teste para a 1ª
semana de agosto e novembro 2013).
Figura 4.17: Comparação do erro de previsão de incerteza dos modelos 1a e 1b (teste para a 1ª
semana de agosto 2013).
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Figura 4.18: Comparação do erro de previsão de incerteza dos modelos 1a e 1b (teste para a 1ª
semana de novembro 2013).
• Incerteza – Comparando os resultados obtidos, em todos os modelos, para o erro da pre-
visão de incerteza, veriﬁcou-se que foram obtidos piores resultados para os modelos com
assimilação de informação do agregado de parques PV do que com o modelo 1a, que con-
tinha apenas informação meteorológica. Por observação dos gráﬁcos das ﬁguras 4.16, 4.17
e 4.18, veriﬁcou-se que não existe um padrão quanto ao modelo que apresenta menor erro
nos três conjuntos de testes, dentro dos modelos de assimilação (PV(h-i)): para o 1º e 2º
conjuntos de teste (1ª semana de agosto e novembro de 2013 e 1ª semana de agosto de
2013, respetivamente), o modelo com menor erro foi o modelo PV(h- 3); para o conjunto
de teste da 1ª semana de novembro, foi o modelo PV(h-1) que apresentou um erro inferior
aos restantes modelos. O modelo PV(h-4) continuou a ser o menos vantajoso, à exceção dos
resultados do 2º conjunto de teste, em que o modelo PV(h-1) mostrou piores resultados. Em
geral, tal como concluído em 3 na mesma análise, a assimilação de dados prejudica o erro
da previsão de incerteza.
Por observação da 4.19, veriﬁcou-se que a banda ou faixa de incerteza que mostrou menor erro,
no modelo PV(h-1) para o 1º conjunto de treino foi a banda [0,55-0,45]; para o 2º conjunto de teste
foi a banda [0,9-0,1] e para o 3º e último conjunto de teste foi a banda [0,8-0,2], embora a banda
[0,55-0,45] tenha tido resultados muito aproximados (4,643% de erro para a banda [0,55-0,45] e
4,048% para a banda [0,8-0,2]).
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Figura 4.19: Análise dos erros da previsão de incerteza obtidos no modelo 1b (PV(h-1)), em cada
conjunto de teste.
No caso do modelo PV(h-2), as faixas de incerteza com maior sucesso no 1º conjunto de teste
foram [0,55-0,45] e [0,8 - 0,2], ambas com o mesmo valor de erro (0,545%); no 2º conjunto foi a
banda [0,55-0,45]e no 3º conjunto, novamente, a banda [0,55-0,45].
Figura 4.20: Análise dos erros da previsão de incerteza obtidos no modelo 1b (PV(h-2)), em cada
conjunto de teste.
No modelo PV(h-3) obteve-se menor erro na banda [0,55-0,45] para o 1º e 2º conjuntos, em-
bora a banda [0,9-0,1] tenha tido resultados muito próximos (3,789% e 3,851% de erro, respetiva-
mente). O 3º conjunto obteve melhores resultados na banda [0,55-0,45]. Para este modelo a banda
de incerteza com melhores resultados foi, portanto, a mesma em todos os conjuntos.
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Figura 4.21: Análise dos erros da previsão de incerteza obtidos no modelo 1b (PV(h-3)), em cada
conjunto de teste.
A faixa de incerteza que apresentou melhores resultados no modelo PV(h-4) foi a banda [0,55-
0,45] que obteve, de novo, os melhores resultados em todos os conjuntos.
Figura 4.22: Análise dos erros da previsão de incerteza obtidos no modelo 1b (PV(h-4)), em cada
conjunto de teste.
A análise dos resultados obtidos para o coeﬁciente de correlação de Pearson foi realizada com
base na tabela 4.5 e das ﬁguras 4.23, 4.24 e 4.25.
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Tabela 4.5: Coeﬁciente de correlação de Pearson dos modelos 1a e 1b usando diferentes conjuntos
de teste.
Modelos
Conjunto de teste Modelo 1a PV(h-1) PV(h-2) PV(h-3) PV(h-4)
1ª semana de agosto e de novembro 2013 0,9884 0,9944 0,9912 0,9907 0,9908
1ª semana de agosto 2013 0,9991 0,9992 0,9991 0,9991 0,9991
1ª semana de novembro 2013 0,9652 0,9847 0,9752 0,9733 0,9711
Média 0,9842 0,9928 0,9885 0,9877 0,9870
Figura 4.23: Comparação dos coeﬁcientes de correlação de Pearson dos modelos 1a e 1b (teste
para a 1ª semana de agosto e novembro 2013).
Figura 4.24: Comparação dos coeﬁcientes de correlação de Pearson dos modelos 1a e 1b (teste
para a 1ª semana de agosto 2013).
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Figura 4.25: Comparação dos coeﬁcientes de correlação de Pearson dos modelos 1a e 1b (teste
para a 1ª semana de novembro 2013).
• Coeficiente de correlação de Pearson – foi comum a todos os conjuntos de teste o facto
do modelo PV(h-1) possuir o melhor valor de correlação, ou seja, foi aquele que possuiu o
valor mais próximo, em absoluto, de 1. Pelo contrário, o modelo 1a apresentou os piores
resultados em todos os conjuntos de teste, excepto no 2º conjunto (1ª semana de agosto
de 2013), em que possuiu valor semelhante aos modelos PV(h-2), PV(h-3) e PV(h-4). Em
geral, há um decréscimo de R do modelo PV(h-1) até ao modelo PV(h-4), o que se explica
pela íntima relação que este coeﬁciente tem com o erro do modelo: normalmente, quanto
maior o erro, menor o coeﬁciente de correlação de Pearson, pois tal como visto na avaliação
do MAPE, a performance dos modelos decresce do modelo PV(h-1) até ao modelo PV(h-4).
4.3 Previsão da variabilidade na produção (modelo 2)
A previsão da variabilidade na produção foi realizada através de dois métodos: usando um
modelo de estimativa direta da variabilidade, em que previsão da variabilidade é feita a partir dos
resultados da previsão de produção PV do modelo 1a ou então através da previsão de 2ª ordem,
usando um modelo semelhante aos construídos anteriormente.
O objetivo do estudo destes dois modelos, que permitem obter a variabilidade intra hora do
conjunto de dados em estudo, foi veriﬁcar qual dos dois possuía uma maior precisão, avaliada
através do coeﬁciente de correlação de Pearson, do MAPE e do resíduo.
4.3.1 Estimativa direta da variabilidade
Os resultados foram obtidos tendo como base a informação proveniente da previsão do modelo
1a. Após a operação matemática representada pela equação 3.6, obteve-se o presente nas ﬁguras
4.26, 4.27 e na tabela 4.6.
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Figura 4.26: Resultados da estimativa direta da variabilidade aplicada à 1ª semana de agosto 2013.
Figura 4.27: Resultados da estimativa direta da variabilidade aplicada à 1ª semana de novembro
2013.
em que PV var real corresponde à variação real da produção PV entre os instantes i e i-1 e PV
var prevista à variação calculada pelo modelo de estimação direta, Pre f .
Tabela 4.6: Avaliação da precisão do modelo de estimativa direta da variabilidade.
Modelos
Conjunto de teste MAPE Resíduo (MW) R
1ª semana de agosto e de novembro 2013 30,692% 1,7591 0,9341
1ª semana de agosto 2013 14,123% 0,9547 0,9906
1ª semana de novembro 2013 53,653% 2,5395 0,8504
Observando os gráﬁcos das ﬁguras 4.26 e 4.27, veriﬁca-se que existiu uma maior variabilidade
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na produção no mês de novembro, altura em que o modelo não seguiu bem o comportamento do
valor real de variaçao PV, originando, assim, o maior erro presente na tabela 4.6. Veriﬁca-se,
também, pelo estudo dos valores do coeﬁciente de correlação de Pearson, que a correlação entre a
variabilidade prevista e a real foi mais forte durante o mês de agosto.
4.3.2 Previsão de 2ª ordem
Ao contrário da previsão de variabilidade através do modelo estimação direta, o modelo de
previsão de 2ª ordem pressupõe a parametrização das variáveis de entrada e a previsão de incer-
tezas. Segundo o que foi explicado no capítulo 3, devido ao aumento de capacidade ocorrido de
2012 para 2013, o modelo de previsão de 2ª ordem construído anteriormente teve que ser norma-
lizado, para que a previsão acompanhasse esse aumento. A normalização foi realizada usando a
equação 4.1. No entanto, foi necessário ter em atenção que o valor máximo pelo qual foi dividida
a variável PV’ real não constituiu, neste caso, o valor da própria variável, mas sim o valor da
capacidade do agregado no ano correspondente aos dados de treino. Isto para que, no futuro, o
modelo pudesse ser usado para qualquer capacidade que surgisse.
Os resultados encontram-se ilustrados nas ﬁguras 4.28, 4.29 e 4.30 e na tabela 4.7.
Figura 4.28: Resultados da previsão de variabilidade aplicando o modelo de 2ª ordem à 1º semana
de agosto de 2013.
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Figura 4.29: Resultados da previsão de variabilidade aplicando o modelo de 2ª ordem à 1ª semana
de novembro de 2013.
Tabela 4.7: Avaliação da precisão do modelo de 2ª ordem.
Modelos
Conjunto de teste MAPE Resíduo (MW) R Erro prev. incerteza
1ª semana de agosto e de novembro 2013 26,154% 1,499 0,950 12,749%
1ª semana de agosto 2013 14,864% 1,005 0,976 19,156%
1ª semana de novembro 2013 41,800% 1,978 0,911 7,158%
Figura 4.30: Análise dos erros da previsão de incerteza obtidos no modelo 2, em cada conjunto de
teste.
• MAPE – Tal como fora concluído na análise de resultados do modelo de estimativa direta,
existe uma maior variabilidade na produção durante a 1ª semana de novembro do que no
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mesmo período em agosto.
• Incerteza – Apesar de existir maior variabilidade no conjunto de teste da 1ª semana de
novembro, o erro da previsão de incerteza é bastante superior no conjunto de teste de agosto.
Para o 1º e 2º conjunto de teste, a faixa de incerteza que mostrou melhor precisão foi [0,55-
0,45] e para o 3º conjunto foi a faixa [0,6-0,4].
• Coeficiente de correlação de Pearson – os resultados, nos três conjuntos de teste apre-
sentados, seguem a mesma tendência que os resultados do MAPE. A correlação entre a
variabilidade prevista e a real foi mais forte no conjunto de teste da 1ª semana de agosto,
altura de menor variabilidade na produção, e diminui a sua intensidade no conjunto de teste
da 1ª semana de novembro.
4.3.3 Previsão de eventos extremos de rampa
A metodologia desenvolvida em 3.4.3 foi aplicada para os dados de 2013. Para um mesmo
valor de threshold foi calculada a probabilidade de ocorrência de eventos extremos de rampa de
declive negativo para os conjuntos de teste da 1ª semana de agosto 2013 e 1ª semana de novembro
2013.
O valor de threshold foi ﬁxado para 20% da capacidade do agregado. Como os dados deste
modelo encontram-se normalizados, o valor de threshold a detetar nos gráﬁcos é 0,2. O resultado
da previsão da ocorrência de eventos extremos de rampa na 1ª semana de agosto encontra-se nos
gráﬁcos das ﬁguras 4.31 e 4.32 e nos gráﬁcos das ﬁgurase 4.33 e 4.34, para a 1ª semana de no-
vembro.
Figura 4.31: Probabilidade de ocorrência de rampas positivas na 1ª semana de agosto 2013 com
threshold a 20% da capacidade do agregado.
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Figura 4.32: Probabilidade de ocorrência de rampas negativas na 1ª semana de agosto 2013 com
threshold a 20% da capacidade do agregado.
Figura 4.33: Probabilidade de ocorrência de rampas positivas na 1ª semana de novembro 2013
com threshold a 20% da capacidade do agregado.
Figura 4.34: Probabilidade de ocorrência de rampas negativas na 1ª semana de novembro 2013
com threshold a 20% da capacidade do agregado.
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Tabela 4.8: Percentagem de rampas de declive positivo e de declive negativo obtidas na 1ª semana
de agosto e de novembro de 2013.
Threshold Rampa (+) Rampa (-)
10% 13,293% 13,595%
20% 4,532% 5,136%
30% 0,302% 0,401%
Tal como tinha acontecido em 3.4.2, para dados de 2012, veriﬁcou-se uma maior ocorrência
de rampas de declive negativo (4.8). De notar que se veriﬁca, em alguns casos - como nos gráﬁcos
das ﬁguras 4.33 e 4.34 - que embora tenham existido rampas nos dias 2/11/2013, 4/11/2013 e
6/11/2013, estas não foram detetadas. Tal aconteceu devido às limitações do programa mencio-
nadas anteriormente: como o valor de threshold indicado foi superior aos limites da distribuição,
o evento foi declarado impossível. Deste modo, percentagens de ocorrência de variações extre-
mas indicadas na tabela 4.8 são meramente indicativos, pelo não apresenta a totalidade de eventos
extremos de rampa ocorridos.
4.3.4 Comparação dos modelos de previsão de variabilidade na produção
A comparação dos resultados obtidos para as duas vertentes do modelo de previsão de vari-
abilidade apenas pode ser feita ao nível do MAPE, do resíduo e do coeﬁciente de correlação de
Pearson, pelo facto de o modelo de estimativa direta não possuir a vertente de previsto de incerte-
zas. Tal análise foi feita tendo por base a tabela 4.9.
Tabela 4.9: Melhoria do modelo de 2ª ordem face à estimativa direta da variabilidade.
Melhoria
Teste MAPE Resíduo R
1ª semana de agosto e de novembro 2013 14,784% 14,784% 1,753%
1ª semana de agosto 2013 -5,250% -5,258% -1,436%
1ª semana de novembro 2013 22,092% 22,092% 7,073%
Por observação da tabela 4.9, veriﬁcou-se que o modelo de previsão de 2ª ordem apresenta
melhores resultados para o 1º e 3º conjuntos de teste. No 2º conjunto de teste, respeitante à 1ª
semana de agosto de 2013, o modelo de estimativa direta da variabilidade apresentou melhores
resultados, o que pode ser explicado pelo facto de em agosto existir pouca variabilidade na pro-
dução PV. Como a produção PV nesse intervalo de tempo corresponde, normalmente, à produção
em dias de céu limpo, o modelo de estimativa consegue fazer uma previsão eﬁcaz. Pelo facto de
não utilizar informação proveniente da meteorologia, que poderia estar dotada de erro, os seus
resultados mostraram-se melhores que os do modelo de 2ª ordem.
No entanto, considera-se que o modelo de 2ª ordem corresponde a uma melhor escolha para a
previsão de variabilidade, pois para além da diferença entre os resultados obtidos nos dois modelos
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no 2º conjunto de teste não ser muita, o modelo disponibiliza, ainda, a previsão de incertezas
associadas à produção.
4.4 Resumo
Para que os modelos possam acompanhar aumentos de capacidade face ao histórico dos dados
usados no treino, deve ser feita uma normalização das variáveis que contêm informação sobre a
produção e seus parâmetros, assim como a normalização do parâmetro de incerteza.
Após a normalização, tanto o valor do coeﬁciente de Pearson como o valor dos parâmetros
permanece o mesmo. Ou seja, apesar de existirem alguns parâmetros que necessitam de normali-
zação, o resultado da parametrização dos desvios padrão não é alterado. Se a variável apresentou
melhor performance com o parâmetro 2, a variável normalizada usará o mesmo parâmetro no
formato normalizado, ou seja, novo parâmetro= parâmetro antigo
PV máximo
.
O conjunto de teste de verão (1ª semana de agosto) apresentou menor MAPE do que o conjunto
de teste de outono (1ª semana de novembro), devido à variabilidade a que estão sujeitos os painéis
PV nesta última estação. Da avaliação dos resultados do coeﬁciente de correlação de Pearson
resultaram conclusões semelhantes.
A banda de incerteza com mais sucesso, de um modo geral, foi a banda [0,55-0,45], o que
provou que possuir uma maior faixa de incerteza não implica obter melhores resultados.
O modelo com assimilação de informação de produção em horas anteriores ao instante a prever
apresenta melhores resultados, do ponto de vista determinístico, que o modelo que possui apenas
informação meteorológica. No entanto, em termos de previsão de incertezas o erro é agravado.
O modelo de previsão de variabilidade de 2ª ordem apresentou duas vantagens face ao modelo
de estimativa direta: obteve-se um melhor erro fazendo esta previsão do que com a estimativa
direta da variabilidade (à exceção de uma pequena diferença na 1ª semana de agosto), obtida a
partir das previsões da produção do modelo 1a, ao mesmo tempo que permitiu obter as incertezas
relacionadas com a variabilidade.
Existe, de um modo geral, maior probabilidade de ocorrência de eventos extremos de rampa
de declive negativo do que de declive positivo.
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Capítulo 5
Conclusões e Trabalho Futuro
Nesta secção é discutido de que forma é que os objetivos propostos e outros objetivos su-
plementares foram atingidos. Como reﬂexão do trabalho realizado e do que foi aprendido, são
apresentadas propostas de trabalho futuro para continuação e melhoria do que foi feito nesta dis-
sertação.
5.1 Satisfação dos Objectivos
Dos objetivos desta dissertação constavam o tratamento e análise de dados proveniente do
sistema de previsão meteorológica GFS e a construção de modelos de previsão usando ferramentas
computacionais, com o auxílio das ferramentas KDE,Microsoft Excel e SPSS. Foram construídos
cinco modelos de previsão de produção de 1ª ordem usando as variáveis disponíveis: um modelo
que utilizava apenas informação meteorológica (modelo 1a) e quatro modelos com assimilação
de dados do agregado (produção PV em horas anteriores ao instante a prever, modelo 1b). Para
além da construção dos modelos de previsão de produção, que constituía o objetivo fundamental
da realização desta dissertação, foi também construído um modelo de previsão da variabilidade na
produção, dividido em duas hipóteses diferentes: utilizando uma modelo de estimativa direta da
variabilidade e um modelo de previsão de 2ª ordem. Este último modelo permitiu, ainda, construir
uma modelização para a previsão de eventos extremos de rampa, que incluiu a informação sobre a
sua probabilidade de ocorrência.
Os modelos de previsão de 1ª ordem (modelo 1a e 1b) apresentaram, em geral, bons resulta-
dos, tendo a assimilação de informação de dados da produção PV em horas anteriores ao instante
a prever melhorado o erro da previsão determinística realizada no modelo 1a. O modelo 1a apre-
sentou resultados dentro do esperado, enquanto que o modelo 1b, ao mesmo tempo que melhorou
o erro de previsão relativamente ao modelo 1a (o que era expectável) piorou o erro de incerteza.
Os modelos de previsão de variabilidade, em especial o modelo de 2ª ordem, apresentaram
resultados satisfatórios que permitiram ter uma noção das transições de produção PV que poderão
ocorrer no futuro. O modelo de 2ª ordem foi mais preciso que o modelo de estimativa direta da
variabilidade, à exceção da 1ª semana de agosto. Como a variabilidade neste mês é pequena, não
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havia a vantagem de introdução de erros (do foro da previsão meteorológica) para a sua previsão.
No entanto, a diferença do resultado deste modelo em relação ao modelo de 2ª ordem é pequena.
Devido a este facto e por o modelo de 2ª ordem apresentar resultados da previsão de incertezas,
torna-se uma melhor aposta para a previsão de variabilidade.
O modelo de 2ª ordem construído possibilitou, ainda, o cálculo da probabilidade de ocorrência
de rampas. A metodologia de previsão de rampas não foi totalmente eﬁciente, devido a limita-
ções do programa utilizado, mas foi possível ter uma ideia da sua probabilidade e frequência de
ocorrência.
5.2 Trabalho Futuro
A realização desta dissertação e todos conhecimentos adquiridos por experiência levantaram
algumas questoes sobre o trabalho que poderá ser feito em continuação do presente. Apresentam-
se alguns dos tópicos a melhorar e/ou desenvolver:
• A otimização dos parâmetros por tentativa e erro é um trabalho demorado e que não garante
que sejam encontrados os melhores valores para os modelos em causa. Torna-se importante
a construção de uma ferramenta computacional que encontre estes parâmetros automati-
camente. Da mesma forma , o programa poderia calcular, automaticamente, a partir dos
resultados provenientes da previsão de 2ª ordem, a probabilidade de ocorrência de eventos
extremos de rampa, para um valor de threshold determinado pelo utilizador;
• A obtenção da previsão da irradiância real em vez do cálculo da irradiância através da atenu-
ação da irradiância a céu limpo por informação da cobertura do céu por nuvens aumentaria
a precisão de todos os modelos. Isto pode ser conseguido pelo uso de sistemas de previsão
meteorológica em mesoescala, como, por exemplo, o WRF, em vez da previsão global do
GFS;
• A aplicação do modelo 1b (modelo com assimilação de dados do agregado de parques PV)
pressupõe a existência de informação sobre a produção PV em horas anteriores. Para que
seja possível a sua aplicação, é necessário que esteja disponível a informação da produção
PV. Propõe-se, desta forma, que seja criada uma base de dados para cada central onde se
pretende utilizar este modelo, com uma interligação ao programa de previsão de produção
criado;
• A melhoria da normalização dos dados é necessária para um melhor acompanhamento do
aumento da capacidade dos parques ou agregados.
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