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In this paper, we study a multidimensional bipolar hydrodynamic
model for semiconductors or plasmas. This system takes the form
of the bipolar Euler–Poisson model with electric ﬁeld and frictional
damping added to the momentum equations. In the framework
of the Besov space theory, we establish the global existence of
smooth solutions for Cauchy problems when the initial data are
suﬃciently close to the constant equilibrium. Next, based on
the special structure of the nonlinear system, we also show the
uniform estimate of solutions with respect to the relaxation time
by the high- and low-frequency decomposition methods. Finally
we discuss the relaxation-time limit by compact arguments. That
is, it is shown that the scaled classical solution strongly converges
towards that of the corresponding bipolar drift-diffusion model, as
the relaxation time tends to zero.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
There are two kinds of important mathematical models, that is, the hydrodynamic model and
drift-diffusion model for semiconductor devices and plasmas, which were introduced to remedy the
high cost in dealing with the basic kinetic transport equations in real applications, such as particle
density, current density or energy density, and give a good compromise between the physical accuracy
and the reduction of computational cost. For more information on the hydrodynamic models and the
mathematical analysis involved, we refer to [15,24]. In this paper we consider the multidimensional
bipolar hydrodynamic model
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∂tn1 + ∇ · (n1u1) = 0,
∂t(n1u1) + ∇ · (n1u1 ⊗ u1) + ∇ P (n1) = n1∇φ − n1u1
τ
,
∂tn2 + ∇ · (n2u2) = 0,
∂t(n2u2) + ∇ · (n2u2 ⊗ u2) + ∇ P (n2) = −n2∇φ − n2u2
τ
,
φ = n1 − n2, φ → 0 as |x| → ∞
(1.1)
for (t, x) ∈ [0,∞) × Rd (d 2), where n1,n2 are particle densities, u1,u2 are velocities, and φ denote
the electrostatic potential. The coeﬃcient τ is the momentum relaxation time. The pressure function
P (ni) (i = 1,2) is given strictly increasing function and denotes the pressure. In this paper, we assume
P (ni) = nγi (γ  1). The system (1.1) is supplemented with the initial data:
(n1,u1,n2,u2)(x,0) = (n10,u10,n20,u20)(x), x ∈ Rd. (1.2)
Using the scaled variables as in [11,12,25]:
(
nτ1 ,u
τ
1 ,n
τ
2 ,u
τ
2 , e
τ
)= (n1, 1
τ
u1,n2,
1
τ
u2, e
)(
x,
s
τ
)
(e = ∇φ), (1.3)
we have ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂sn
τ
1 + ∇ ·
(
nτ1u
τ
1
)= 0,
τ 2∂s
(
nτ1u
τ
1
)+ τ 2∇ · (nτ1uτ1uτ1)+ ∇ P(nτ1 )= nτ1eτ − nτ1uτ1 ,
∂sn
τ
2 + ∇ ·
(
nτ2u
τ
2
)= 0,
τ 2∂s
(
nτ2u
τ
2
)+ τ 2∇ · (nτ2uτ2uτ2)+ ∇ P(nτ2 )= −nτ2eτ − nτ2uτ2 ,
∇ · eτ = nτ1 − nτ2 ,
(1.4)
with the initial data
(
nτ1 ,u
τ
1 ,n
τ
2 ,u
τ
2
)
(x,0) =
(
n10,
1
τ
u10,n20,
1
τ
u20
)
(x). (1.5)
Formally, letting τ → 0, we obtain the known bipolar drift-diffusion model⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂sN1 − div
(∇ P (N1) − N1E)= 0,
∂sN2 − div
(∇ P (N2) + N2E)= 0,
∇ · E = N1 − N2,
(N1,N2)(x,0) = (n10,n20)(x).
(1.6)
This zero-relaxation-time limit for the unipolar and bipolar hydrodynamic models has been exten-
sively studied in the last thirty years. In one space dimension, the relaxation limit problem for the
Cauchy problems and initial–boundary value problems to the hydrodynamic models has been investi-
gated in the compactness frameworks [29] for nonsmooth solutions of conservation laws, see [10–12,
14,16,17,25]. On the other hand, in [19,20], the authors considered the similar result for multidimen-
sional unipolar hydrodynamic model and the corresponding bipolar model, assumed the existence of
L∞-solutions in a τ -independent time interval, and justiﬁed the relaxation limit in a compactness
framework for nonsmooth solutions, while inspired by the Maxwell iteration, the authors studied
the diffusive relaxation of multidimensional isentropic and nonisentropic hydrodynamical models for
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relaxation-time limit between the hydrodynamic model and the drift-diffusion models by compar-
ing the large-time behavior of these two models. For example, we refer to [1,2,18,21] for the Cauchy
problem and to [13] for the initial–boundary problem. Recently, the authors studied the global exis-
tence and large-time behavior of classical solutions to the Euler equation and the isentropic unipolar
hydrodynamic model in the critical Besov space Bσ+ε2,2 (Rd) and Bσ2,1(Rd) (σ = 1+ d2 ) in [8,9] respec-
tively, motivated by [3,5]. In this paper, we will construct the uniform classical solutions (close to
equilibrium) for the general bipolar hydrodynamic model (1.1) and justify the above formal limit rig-
orously. For the proof of the uniform global result, we ﬁrst use the ideas in [30], where author studied
the relaxation-time limit of the isothermal unipolar hydrodynamic model for semiconductors. That is,
we take full advantage of the special structure (skew-symmetry) of the original system, which can
help us avoid differentiating the system with respect to variable t once, and develop some frequency-
localization estimate. The skew-symmetry condition is formulated ﬁrstly in [26], and is extensively
used, i.e. [30,32]. However, in order to overcome the interaction of the two particles, we obtain low-
frequency estimates of two particles’ density and the electric ﬁeld with methods different from those
in [30]. More precisely, we need to consider the part of electric ﬁelds which are generated by the
two particles respectively, and readers can see (4.21) and (4.22). Now one of main results about the
uniformly global existence is stated in the following theorem.
Theorem 1.1. Let n∗ > 0 be a constant, τ ∈ (0,1]. Suppose that n10 − n∗,u10,n20 − n∗,u20, e10 and e20 ∈
Bσ2,1(R
d) (σ = 1 + d2 ), where e10 := ∇−1(n10 − n∗) and e20 := ∇−1(n∗ − n20). There exists a positive
constant δ0 independent of τ such that if∥∥(n10 − n∗,u10,n20 − n∗,u20, e10, e20)∥∥Bσ2,1(Rd)  δ0,
then the system (1.1)–(1.2) admits a unique global solution (n1,u1,n2,u2, e) satisfying(
n1 − n∗,u1,n2 − n∗,u2, e
) ∈ C([0,∞), Bσ2,1(Rd)).
Moreover, the uniform energy estimate holds
∥∥(m1,u1,m2,u2, e)∥∥L˜∞(0,T ;Bσ2,1) + μ0
(√
τ
∥∥(m1,m2, e)∥∥L˜2(0,T ;Bσ2,1) + 1√τ ∥∥(u1,u2)∥∥L˜2(0,T ;Bσ2,1)
)
 C
∥∥(n10 − n∗,u10,n20 − n∗,u20, e10, e20)∥∥Bσ2,1(Rd), (1.7)
for any T > 0, where μ0 and C are the positive constants independent of τ and T > 0.
Remark 1.1. Compared with [30], on one hand, we cannot obtain the estimates of ‖−1m1‖ and
‖−1m2‖ by skew-symmetry conditions, on the other hand, we cannot directly get the estimate of
‖−1e‖ from Poisson equation. In order to overcome the interaction and cancellation of two particles,
we need to consider the part of electric ﬁelds generated by the two particles respectively, and readers
can see (4.21) and (4.22).
Next, by considering an O ( 1τ ) time scale in (1.4), we justify the following convergence to the
bipolar drift-diffusion model (1.6) by the standard weak convergence methods and application of the
compactness theorem in [28].
Theorem 1.2. Let (n1,u1,n2,u2, e) be the global solution of (1.1)–(1.2) given by Theorem 1.1. Then there
exists some function (N1,N2,E) ∈ C([0,∞), Bσ2,1(Rd)) such that as τ → 0 (up to a subsequence), it yields
the following (1 p < +∞, 0 σ ′ < σ)
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(
x,
s
τ
)
→ (N1,N2,E)(x, s) strongly in Lp
(
0, T ; Bσ ′2,1
(
Rd
)
loc
)
(1.8)
for any T > 0.
Remark 1.2. Let us mention that this strong convergence result is weaker than that obtained in [2].
Moreover, we consider the relaxation-time limit of global-in-time C1-solution in the critical Besov
space, while the ﬁrst author discussed the relaxation-time limit of local smooth solution in Sobolev
space with and without the initial layer in [22,23]. Compared with [23], we only present the relax-
ation limit of the densities form (1.4) to (1.6) with well-prepared initial densities. The initial data
1
τ u10 and
1
τ u20 for Eq. (1.6) is not necessary, so the initial layer must be appeared with respect to the
relaxation time. This justiﬁcation of the strong convergence from (1.4) to (1.6) with the initial layer in
Besov space (the ﬁrst author [23] had considered the initial layer problem in Sobolev space) will be
left for the forthcoming future.
Throughout this paper, C > 0 is a harmless constant independent of τ . Function spaces in (Rd)
such as the Sobolev and Besov spaces, are standard, i.e. [3,5].
The rest of this paper is arranged as follows. In the next section we recall some deﬁnitions and
basic facts on the Littlewood–Paley analysis. In Section 3, we reformulate the original problem and
present the local existence of C1-solution in Bσ2,1-space. Then in Section 4, we derive the uniform a
priori estimate, which is used to establish the global existence of uniform classical solutions. Finally,
we investigate the relaxation-time limit in Section 5.
2. Littlewood–Paley analysis
In this section, these deﬁnitions and basic facts can be found in Danchin’s [5] mini-course.
Let S be the Schwarz class. (ϕ,χ) is a couple of smooth functions valued in [0,1] such that ϕ is
supported in the shell C(0, 34 ,
8
3 ) = {ξ ∈ Rd | 34  |ξ |  83 }, χ is supported in the ball B(0, 43 ) = {ξ ∈
Rd | |ξ | 43 } and
χ(ξ) +
∞∑
q=0
ϕ
(
2−qξ
)= 1, q ∈ Z, ξ ∈ Rd.
For f ∈ S ′ (denote the set of temperate distributions which is the dual one of S), we can deﬁne the
nonhomogeneous dyadic blocks as follows:
−1 f := χ(D) f = h˜ ∗ f with h˜ = F−1χ,
q f := ϕ
(
2−qD
)
f = 2qd
∫
h
(
2q y
)
f (x− y)dy with h = F−1ϕ, if q 0,
where ∗, F−1 represent the convolution operator and the inverse Fourier transform, respectively. The
nonhomogeneous Littlewood–Paley decomposition is
f =
∑
q−1
q f in S ′.
The Besov space is characterized by virtue of the Littlewood–Paley decomposition.
Deﬁnition 2.1. Let 1 p ∞ and s ∈ R. For 1 r ∞, the Besov spaces Bsp,r are deﬁned by
f ∈ Bsp,r ⇔
∥∥2qs‖q f ‖Lp∥∥lrq−1 < ∞,
where ‖ fq‖lr = (
∑
q−1 | fq|r)
1
r when 1 r < ∞, and ‖ fq‖l∞ = supq−1| fq|.q−1 q−1
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pending only on R1, R2 , and d such that for 1 a b ∞ and f ∈ La, we have
SuppF f ⊂ B(0, R1λ) ⇒ sup
|α|=k
∥∥∂α f ∥∥Lb  Ck+1λk+d( 1a − 1b )‖ f ‖La ,
SuppF f ⊂ B(0, R1λ, R2λ) ⇒ C−k−1λk‖ f ‖La  sup
|α|=k
∥∥∂α f ∥∥La  Ck+1λk‖ f ‖La .
Here, F f (or fˆ = ∫
Rd
f (x)exp(−ix · ξ)dx) represents the Fourier transform on f .
A result of compactness in the Besov space is:
Proposition 2.2. Let 1 p, r ∞, s ∈ R and ε > 0. For all φ ∈ C∞c , the map f → φ f is compact from Bs+εp,r
to Bsp,r .
Finally, we state the deﬁnition of L˜q(0, T ; Bsp,r), which is ﬁrst introduced by J.-Y. Chemin and
N. Lerner in [4].
Deﬁnition 2.2. We denote by L˜q(0, T ; Bsp,r) the space of distributions, which is the completion of
S(Rd) by the following norm:
‖a‖L˜q(0,T ;Bsp,r) =
∥∥2sk‖ka‖Lq(0,T ;Lp(Rd))∥∥lrk .
Let us remark that by virtue of Minkowski’s inequality, we have
‖u‖L˜ p(0,T ;Bσ2,1)  ‖u‖Lp(0,T ;Bσ2,1), if p  1.
Let us recall some classical estimates in Sobolev spaces for the product of two functions.
Proposition 2.3. (See [5,7].) The following estimate holds true,
‖uv‖L˜ pT (Bs2,1(Rd))  ‖u‖L˜ p1T (Bs2,1(Rd))‖v‖L˜ p2T (Bs2,1(Rd)), if s
d
2
,
1
p
= 1
p1
+ 1
p2
.
Then, we state a result of continuity for the composition.
Proposition 2.4. (See [6].) Let 1 p, r ∞, I be open interval of R. Let s > 0 and n be the smallest integer
such that n  s. Let F : I → R satisfy F (0) = 0 and F ′ ∈ Wn,∞(I;R). Assume that v ∈ Bsp,r takes values in
J  I . Then F (v) ∈ Bsp,r and there exists a constant C depending only on s, I, J and d such that∥∥F (v)∥∥Bsp,r  C(‖v‖L∞)‖v‖Bsp,r ,∥∥F (v)∥∥L˜rT (Bsp,1)  C(‖v‖L∞T (L∞))‖v‖L˜rT (Bsp,1).
Lemma 2.5. (See [5,7].) Let s > 0 and 1m∞; then the following inequalities are true:
2qs
∥∥[ f ,q]Ag∥∥LmT (L2) 
⎧⎪⎪⎨⎪⎪⎩
Ccq‖ f ‖L˜m1T (Bs2,1)‖g‖L˜m2T (Bs2,1), s = 1+ d/2,
Ccq‖ f ‖L˜m1T (Bs2,1)‖g‖L˜m2T (Bs+12,1 ), s = d/2,
Ccq‖ f ‖L˜m1 (Bs+1)‖g‖L˜m2 (Bs ), s = d/2,T 2,1 T 2,1
3148 Y. Li, T. Zhang / J. Differential Equations 251 (2011) 3143–3162where the commutator [ f , g] = f g − g f , the operator A = div or ∇ , C is a positive constant, and cq denotes
a sequence such that ‖cq‖l1  1, 1m = 1m1 + 1m2 .
3. Reformulation of the original problem
In this section, we are going to reformulate (1.1) in terms of the perturbed variables. When γ > 1,
similar to [27], introducing
mi = 2
γ − 1
(
ϕ(ni) − ϕ
(
n∗
))
, ϕ(ni) =
√
P ′(ni),
and denoting m¯ = ϕ(n∗), then the system (1.1) can be reduced to the following system for C1-
solutions ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
m1t + m¯divu1 = −u1 · ∇m1 − γ − 1
2
m1 divu1,
u1t + m¯∇m1 + u1
τ
= −u1 · ∇u1 − γ − 1
2
m1∇m1 + e,
m2t + m¯divu2 = −u2 · ∇m2 − γ − 1
2
m2 divu2,
u2t + m¯∇m2 + u2
τ
= −u2 · ∇u2 − γ − 1
2
m2∇m2 − e,
et = ∇(−)−1∇ ·
(
h(m1)u1 − h(m2)u2 + n∗(u1 − u2)
)
,
(3.1)
where h(mi) = (γ − 12 ( γ−12 mi + m¯))
2
γ−1 − n∗ is smooth function on the domain {mi: γ−12 mi + m¯ > 0}
satisfying h(0) = 0, the nonlocal term ∇(−)−1∇ · f is the product of Riesz transforms of f . The
initial data (1.2) becomes
(m1,u1,m2,u2, e)|t=0 = (m10,u10,m20,u20, e0) (3.2)
with
mi0 = 2
γ − 1
(
ϕ(ni0) − m¯
)
, e0 = ∇−1(n10 − n20).
When γ = 1, similar to [9], letting m˜i = lnni − lnn∗ , then we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
m˜1t + div u˜1 = −u˜1∇m˜1,
u˜1t + ∇m˜1 + u˜1
τ
= −u˜1∇u˜1 + e˜,
m˜2t + div u˜2 = −u˜2∇m˜2,
u˜2t + ∇m˜2 + u˜2
τ
= −u˜2∇u2 − e,
et = ∇(−)−1∇ ·
(
h¯(m˜1)u˜1 − h¯(m˜2)u˜2 + n∗(u˜1 − u˜2)
)
,
(3.3)
where h¯(m˜i) = n∗(exp(m˜i) − 1) is a smooth function on the domain {m˜i | −∞ < m˜i < +∞} satisfying
h¯(0) = 0. The initial data (1.2) turns into
(m˜1, u˜1,m˜2, u˜2, e˜)|t=0 =
(
lnn10 − lnn∗,u10, lnn20 − lnn∗,u20, e0
)
. (3.4)
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to the whole space {(m1,u1,m2,u2) ∈ R×Rd ×R×Rd}. It is easy to show that for classical solutions
(n1,u1,n2,u2, e) away from the vacuum, (1.1)–(1.2) is equivalent to (3.1)–(3.2) and (3.3)–(3.4).
In what follows, we shall only study the system (3.1)–(3.2) and prove the main results in this
paper, since (3.3) and (3.4) can be discussed through a similar process.
In the following we also need the matrix form of (3.1) as
∂tU +
d∑
j=1
A j(U )∂x j U =
⎛⎜⎝
0
− 1τ u1 + e
0
− 1τ u2 − e
⎞⎟⎠ , (3.5)
where U = (m1,u1,m2,u2) , and
A j(U ) =
⎛⎜⎜⎜⎜⎜⎝
u j1 (m¯+ γ−12 m1)ej 0 0
(m¯+ γ−12 m1)e j u j1 Id 0 0
0 0 u j2 (m¯+ γ−12 m2)ej
0 0 (m¯+ γ−12 m2)e j u j2 Id
⎞⎟⎟⎟⎟⎟⎠ .
Here e j = (0, . . . ,0,1,0, . . . ,0), Id is the unit matrix of order d. Moreover, we also have
∇ · e = h(m1) − h(m2). (3.6)
We ﬁnish this section with the following skew-symmetry condition and some estimates which are
used in the next section.
Lemma 3.1. (See [26].) For all ξ = (ξ1, . . . , ξd) ∈ Rd, ξ = 0, the system (3.1) (or (3.5)) admits a real skew-
symmetric smooth matrix K (ξ) which is deﬁned in the unit sphere Sd−1:
K (ξ) =
⎛⎜⎜⎜⎜⎜⎝
0 ξ

|ξ | 0 0
− ξ|ξ | 0 0 0
0 0 0 ξ

|ξ |
0 0 − ξ|ξ | 0
⎞⎟⎟⎟⎟⎟⎠ ,
and then
K (ξ)
d∑
j=1
ξ j A j(0) =
⎛⎜⎜⎜⎝
m¯|ξ | 0 0 0
0 −m¯ ξ⊗ξ|ξ | 0 0
0 0 m¯|ξ | 0
0 0 0 −m¯ ξ⊗ξ|ξ |
⎞⎟⎟⎟⎠ .
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In order to establish the low-frequency estimate of m1,m2 and e, i.e., ‖−1m1‖2L2 , ‖−1m2‖2L2 and
‖−1e‖2L2 , it is convenient to introduce the part of electric ﬁeld ei (i = 1,2) and the part of electric
potential φi (i = 1,2) generated by the charge n1 − n∗ and n∗ − n2. More precisely, we deﬁne
∇ · e1 = φ1 = n1 − n∗, lim|x|→∞φ1(x, t) = 0, a.e. t > 0,
∇ · e2 = φ2 = n∗ − n2, lim|x|→∞φ2(x, t) = 0, a.e. t > 0.
Clearly, we have
e = e1 + e2, ∇ · e1 = h(m1), ∇ · e2 = −h(m2),
e1t = −∇−1∇ ·
(
h(m1)u1 + n∗u1
)
,
e2t = ∇−1∇ ·
(
h(m2)u2 + n∗u2
)
.
In this section, we ﬁrst establish uniform a priori estimate on the following approximation system,
then show the global existence of classical solutions of (3.1)–(3.2):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
mn1t + m¯divun1 = Pn
(
−un1 · ∇mn1 −
γ − 1
2
mn1 divu
n
1
)
,
un1t + m¯∇mn1 +
un1
τ
= Pn
(
−un1 · ∇un1 −
γ − 1
2
mn1∇mn1
)
+ en,
mn2t + m¯divun2 = Pn
(
−un2 · ∇mn2 −
γ − 1
2
mn2 divu
n
2
)
,
un2t + m¯∇mn2 +
un2
τ
= Pn
(
−un2 · ∇un2 −
γ − 1
2
mn2∇mn2
)
− en,
en = en1 + en2,
en1 = ∇−1Pnh
(
mn1
)
, en2 = −∇−1Pnh
(
mn2
)
,
(4.1)
with
(
mn1,u
n
1,m
n
2,u
n
2
)∣∣
t=0 = (Pnm10, Pnu10, Pnm20, Pnu20), (4.2)
where Pna := F−1(1B(0,n)aˆ). Then, we have
en1t = −∇−1Q n1 − ∇−1∇ ·
(
n∗un1
)
, (4.3)
en2t = ∇−1Q n2 + ∇−1∇ ·
(
n∗un2
)
, (4.4)
en1
∣∣
t=0 = ∇−1Pnh
(
mn10
)
, en2
∣∣
t=0 = −∇−1Pnh
(
mn20
)
, (4.5)
where
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(
m¯
(
h′
(
mn1
)− h′(0))divun1 + h′(mn1)Pn(un1 · ∇mn1 + γ − 12 mn1 divun1
))
,
Q 2 = Pn
(
m¯
(
h′
(
mn2
)− h′(0))divun2 + h′(mn2)Pn(un2 · ∇mn2 + γ − 12 mn2 divun2
))
.
Then, this system appears to be the ordinary differential equations in the space
L2n :=
{
a ∈ L2(Rd) ∣∣ Supp aˆ ⊂ B(0,n)},
and is globally well-posed.
Proposition 4.1. There exist three positive constants δ1,C and μ1 independent of τ such that for any T > 0, if∥∥(mn1,un1,mn2,un2, en)(·, t)∥∥L˜∞(0,T ;Bσ2,1) + ∥∥(−1en1,−1en2)∥∥L∞(0,T ;L2)  δ1, (4.6)
then we have ∥∥(mn1,un1,mn2,un2, en)∥∥L˜∞(0,T ;Bσ2,1) + ∥∥(−1en1,−1en2)∥∥L∞(0,T ;L2)
+ μ1
(√
τ
∥∥(mn1,mn2, en)∥∥L˜2(0,T ;Bσ2,1) + 1√τ ∥∥(un1,un2)∥∥L˜2(0,T ;Bσ2,1)
)
 C
∥∥(m10,u10,m20,u20, e10, e20)(·, t)∥∥Bσ2,1 , t ∈ [0, T ]. (4.7)
With Proposition 4.1, we can obtain the estimate (4.7) for the solution by virtue of the standard
continuation argument. From Proposition 2.3, (4.1), (4.3)–(4.5) and (4.7), we get∥∥∂tmni ∥∥L˜∞(0,T ;Bσ−12,1 )  C∥∥uni ∥∥L˜∞(0,T ;Bσ2,1) + C∥∥uni ∥∥L˜∞(0,T ;Bσ2,1)∥∥mni ∥∥L˜∞(0,T ;Bσ2,1)  C,∥∥∂tuni ∥∥L˜∞(0,T ;Bσ−12,1 )  C∥∥mni ∥∥L˜∞(0,T ;Bσ2,1) + ∥∥uni ∥∥L˜∞(0,T ;Bσ2,1) + C∥∥uni ∥∥2L˜∞(0,T ;Bσ2,1)
+ C∥∥mn1∥∥2L˜∞(0,T ;Bσ2,1) + C∥∥en∥∥L˜∞(0,T ;Bσ2,1)
 C,
∥∥∂t∇en∥∥L˜∞(0,T ;Bσ−12,1 ) 
2∑
i=1
C
(∥∥mni ∥∥L˜∞(0,T ;Bσ2,1)∥∥uni ∥∥L˜∞(0,T ;Bσ2,1)
+ ∥∥mni ∥∥2L˜∞(0,T ;Bσ2,1)∥∥uni ∥∥L˜∞(0,T ;Bσ2,1) + ∥∥uni ∥∥L˜∞(0,T ;Bσ2,1))
 C,
where i = 1,2. Then from the above estimate, we infer that (∂tmn1, ∂tun1, ∂tmn2, ∂tun2, ∂t∇en) is uni-
formly bounded in L˜∞(0, T ; Bσ−12,1 ). Let φ j be a sequence of smooth functions supported in the
ball B(0; j + 1) and equal to 1 on B(0; j). We know that, for any φ ∈ C∞0 (RN ), s ∈ R, δ > 0 and
1  p, r ∞, the map u → φu is compact from Bsp,r to Bs−δp,r (see [5]). Then from classical com-
pactness method [28], we obtain that there exists (m1,u1,m2,u2, e) ∈ L˜∞(0, T ; Bσ2,1) ∩ L˜2(0, T ; Bσ2,1)
satisfying(
φ jm
n
1, φ ju
n
1, φ jm
n
2, φ ju
n
2, φ je
n)→ (φ jm1, φ ju1, φ jm2, φ ju2, φ je), in C([0, T ]; Bσ−12,1 ),
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for the system (3.1)–(3.2) in the sense of distribution, and also satisﬁes the estimate (4.7). Further, us-
ing the embedding property in the Besov space Bσ2,1(R
d), (m1,u1,m2,u2, e) ∈ C1([0,∞] × Rd) solves
(3.1)–(3.2). Finally, from Remark 3.1, we know (n1,u1,n2,u2, e) ∈ C1([0,∞] × Rd) is a solution of
(1.1)–(1.2) with ni > 0. Furthermore, we arrive at Theorem 1.1.
In the following, we focus on the proof of Proposition 4.1. For simplicity, we omit the subscripts
n in (mn1,u
n
1,m
n
2,u
n
2, e
n). The main ingredients in the proof of Proposition 4.1 are the high-frequency
(q  0) estimates and low-frequency (q = −1) estimates of (m1,u1,m2,u2, e). For the sake of clarity,
we ﬁrst make some preliminaries through the following Lemmas 4.2–4.4.
Lemma 4.2. If (m1,u1,m2,u2, e) ∈ C([0, T0], Bσ2,1(Rd)) ∩ C1([0, T0], Bσ−12,1 (Rd)) is a solution of (4.1) for
any given T > 0, then it follows that for q−1
1
2
d
dt
(
‖qm1‖2L2 + ‖qu1‖2L2 + ‖qm2‖2L2 + ‖qu2‖2L2 +
1
n∗
‖qe‖2L2
)
+ 1
τ
(‖qu1‖2L2 + ‖qu2‖2L2)

2∑
i=1
{
1
2
‖∇ui‖L∞
(‖qmi‖2L2 + ‖qui‖2L2)+ ∥∥[ui,q]∇mi∥∥L2‖qmi‖L2
+ ∥∥[ui,q]∇ui∥∥L2‖qui‖L2 + γ − 12 ‖∇mi‖L∞‖qmi‖L2‖qui‖L2
+ γ − 1
2
∥∥[q,mi]∇mi∥∥L2‖qui‖L2 + γ − 12 ∥∥[q,mi]divui∥∥L2‖qmi‖L2
}
+ 1
n∗
∥∥qe · ∇(−)−1q(Q 1 − Q 2)∥∥L1 , (4.8)
where the commutator [ f , g] = f g − g f .
Proof. First, applying the operator q to (4.1) yields
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tqm1 + (u1 · ∇)qm1 = −m¯q divu1 + [u1,q]∇m1 − γ − 1
2
q(m1 divu1),
∂tqu1 + (u1 · ∇)qu1 + 1
τ
qu1 = −m¯q(∇m1) + [u1,q]∇u1
− γ − 1
2
q(m1∇m1) + qe,
∂tqm2 + (u2 · ∇)qm2 = −m¯q divu2 + [u2,q]∇m2 − γ − 1
2
q(m2 divu2),
∂tqu2 + (u2 · ∇)qu2 + 1
τ
qu2 = −m¯q(∇m2) + [u2,q]∇u2
− γ − 1
2
q(m2∇m2) − qe,
∂tqe = ∇(−)−1q(Q 1 − Q 2) + ∇(−)−1∇ · q
(
n∗(u1 − u2)
)
,
then multiplying the resulting equation by qm1,qu1,qm2, qu2 and 1n∗ qe, respectively, we can
directly arrive at
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2
d
dt
(
‖qm1‖2L2 + ‖qu1‖2L2 + ‖qm2‖2L2 + ‖qu2‖2L2 +
1
n∗
‖qe‖2L2
)
+ 1
τ
(‖qu1‖2L2 + ‖qu2‖2L2)
=
2∑
i=1
[
1
2
∫
divui
(|qmi|2 + |qui|2)dx+ ∫ ([ui,q]∇miqmi + [ui,q]∇uiqui)dx
− γ − 1
2
∫ (
q(mi divui)qmi + q(mi∇mi)qui
)
dx
]
+ 1
n∗
∫
qe · ∇(−)−1q(Q 1 − Q 2)dx. (4.9)
Note that by the bi-linear spectral localization term, we have
−
∫ 2∑
i=1
(
q(mi divui)qmi + q(mi∇mi)qui
)
dx
=
2∑
i=1
∫ (
qmi(∇miqui) − [q,mi]∇miqui − [q,mi]divuiqmi
)
dx. (4.10)
Putting (4.10) into (4.9), we can show (4.7). 
Thanks to the skew-symmetry condition in Lemma 3.1, we can use frequency-localization estimates
and avoid performing the t-derivative to (3.5). That is
Lemma 4.3. If (m1,u1,m2,u2, e) ∈ C([0, T ], Bσ2,1(Rd))∩ C1([0, T ], Bσ−12,1 (Rd)) is a solution of (4.1) for any
given T > 0, then we have
τ
2
d
dt
Im
∫
|ξ |(̂qU )∗K (ξ)̂qU dξ + m¯τ
2
22q‖qm1‖2L2 +
m¯τ
2
22q‖qm2‖2L2
 C1
τ
22q
(‖qu1‖2L2 + ‖qu2‖2L2)+ C1τ2q‖qU‖L2‖qC‖L2
+ C1τ
(‖qm1‖L2 + ‖qm2‖L2)(∥∥qh˜(m1)∥∥L2 + ∥∥qh˜(m2)∥∥L2), (4.11)
where q  0, the function C is given in (4.13), h˜(m) = h(m) − h(0) − h′(0)m and C1 is a positive constant
independent of τ .
Proof. The system (3.3) can be written as the linearized form
∂tU +
d∑
j=1
A j(0)∂x j U = C +
⎛⎜⎝
0
− 1τ u1 + e
0
− 1τ u2 − e
⎞⎟⎠ , (4.12)
where
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⎛⎜⎝
0 m¯ej 0 0
m¯e j 0 0 0
0 0 0 m¯ej
0 0 m¯e j 0
⎞⎟⎠ , C = d∑
j=1
Pn
(
A j(0) − A j(U )
)
∂x j U . (4.13)
Applying the operator q to the system (4.12) gives
∂tqU +
d∑
j=1
A j(0)∂x jqU = qC +
⎛⎜⎝
0
− 1τ qu1 + qe
0
− 1τ qu2 − qe
⎞⎟⎠ . (4.14)
By performing the Fourier transform with respect to the space variable x for (4.14) and multiplying
the resulting equation by iτ (̂qU )∗K (ξ) (∗ represents transpose and conjugator), then taking the real
part of each term in the equality, we can obtain
τ Im
(
(̂qU )
∗K (ξ) d
dt
̂qU
)
+ τ (̂qU )∗K (ξ)
d∑
j=1
ξ j A j(0)̂qU
= τ Im((̂qU )∗K (ξ)̂qC)− Im((̂qm1) ξ|ξ | ̂qu1
)
− Im
(
(̂qm2)
ξ
|ξ | ̂qu2
)
+ τ Im
(
(̂qm1)
ξ
|ξ | ̂qe
)
− τ Im
(
(̂qm2)
ξ
|ξ | ̂qe
)
. (4.15)
Using the skew-symmetry of K (ξ), we have
Im
(
(̂qU )
∗K (ξ) d
dt
̂qU
)
= 1
2
d
dt
Im
(
(̂qU )
∗K (ξ)̂qU
)
, (4.16)
further,
τ Im
(
(̂qU )
∗K (ξ) d
dt
̂qU
)
+ τ (̂qU )∗K (ξ)
d∑
j=1
ξ j A j(0)̂qU
 τ
2
d
dt
Im
(
(̂qU )
∗K (ξ)̂qU
)+ τm¯|ξ ||̂qU |2 − 2m¯τ |ξ ||̂qu1|2 − 2m¯τ |ξ ||̂qu2|2. (4.17)
With the aid of Young’s inequality, the right-hand side of (4.15) can be estimated as
τ Im
(
(̂qU )
∗K (ξ)̂qC
)− Im((̂qm1) ξ|ξ | ̂qu1
)
− Im
(
(̂qm2)
ξ
|ξ | ̂qu2
)
+ τ Im
(
(̂qm1)
ξ
|ξ | ̂qe
)
− τ Im
(
(̂qm2)
ξ
|ξ | ̂qe
)
 τ
2
m¯|ξ ||̂qU |2 + C
τ |ξ |
(|̂qu1|2 + |̂qu2|2)+ τ |̂qU ||̂qC|
+ τ Im
(
(̂qm1)
ξ
|ξ | ̂qe
)
− τ Im
(
(̂qm2)
ξ
|ξ | ̂qe
)
, (4.18)
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independent of τ . Combining (4.16)–(4.17) and (4.18), we deduce that
τ
2
d
dt
Im
(
(̂qU )
∗K (ξ)̂qU
)+ τ
2
m¯|ξ ||̂qU |2
 C1
τ
(
|ξ | + 1|ξ |
)(|̂qu1|2 + |̂qu2|2)+ τ |̂qU ||̂qC|
+ τ Im
(
(̂qm1)
ξ
|ξ | ̂qe
)
− τ Im
(
(̂qm2)
ξ
|ξ | ̂qe
)
. (4.19)
Multiplying (4.19) by |ξ | and integrating it over Rd , from Plancherel’s theorem, we obtain
τ
2
d
dt
Im
∫
|ξ |(̂qU )∗K (ξ)̂qU dξ + τ
2
m¯‖q∇U‖2L2
 C
τ
22q
(‖qu1‖2L2 + ‖qu2‖2L2)+ Cτ2q‖qU‖L2‖qC‖L2
+ τ Im
∫ ((
(̂qm1)ξ
̂qe
)− ((̂qm2)ξ̂qe))dξ. (4.20)
For the last term on the right-hand side of (4.20), we get
τ Im
∫ ((
(̂qm1)ξ
̂qe
)− ((̂qm2)ξ̂qe))dξ = τ ( J + J¯ ),
where
J + J¯ = − i
2
∫ ((
(̂qm1)ξ
̂qe
)− ((̂qm2)ξ̂qe))dξ
+ i
2
∫ (
̂qm1ξ
(̂qe)
)− (̂qm2ξ(̂qe))dξ
= 1
2
∫ (
(̂q∇m1) − (̂q∇m2)
)
̂qe dξ + 1
2
∫
(̂q∇m1 − ̂q∇m2)̂qe dξ
= (2π)d
∫
(q∇m1 − q∇m2)qe dx
= −(2π)d
∫
(qm1 − qm2)q div e dx
= −(2π)d
∫
(qm1 − qm2)q
(
h(m1) − h(m2)
)
dx
−(2π)d
∫
(qm1 − qm2)q
(
h˜(m1) − h˜(m2)
)
dx.
Therefore, from (4.20), we arrive at
τ
2
d
dt
Im
∫
|ξ |(̂qU )∗K (ξ)̂qU dξ + τ
2
m¯‖q∇U‖2L2
 C1
τ
22q
(‖qu1‖2L2 + ‖qu2‖2L2)+ C1τ2q‖qU‖L2‖qC‖L2
+ C1τ
(‖qm1‖L2 + ‖qm2‖L2)(∥∥qh˜(m1)∥∥ 2 + ∥∥qh˜(m2)∥∥ 2).L L
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‖q∇mi‖L2 ≈ 2q‖qmi‖L2 , i = 1,2 (q 0)
holds, so we get the estimates (4.11) immediately. 
Unlike Lemma 4.4 in [30], we cannot obtain the low-frequency estimate of ‖−1m1‖2L2 and
‖−1m2‖2L2 in Lemma 4.3. This is essentially different from the unipolar isothermal hydrodynamic
model from semiconductors in [30]. Here the low-frequency estimate of ‖−1m1‖2L2 ,‖−1m2‖2L2 and
‖−1e‖2L2 can be obtained by decoupled Poisson equation. Therefore, we introduce the part of electric
ﬁelds generated by each particle, then obtain their a priori estimates. More precise, we have
Lemma 4.4. If (m1,u1,m2,u2, e) ∈ C([0, T0], Bσ2,1(Rd)) ∩ C1([0, T0], Bσ−12,1 (Rd)) is a solution of (4.1) for
any given T > 0, then we have
22q‖qe‖2L2  C2
(‖qm1‖2L2 + ‖qm2‖2L2)+ C22q(∥∥qh˜(m1)∥∥L2
+ ∥∥qh˜(m2)∥∥L2)‖qe‖L2 (q 0), (4.21)
and
d
dt
∫ (
1
2τn∗
(−1e1)2 + 1
2τn∗
(−1e2)2 − −1e1−1u1 + −1e2−1u2
)
dx
+
∫ (
(−1e)2 + m¯h′(0)(−1m1)2 + m¯h′(0)(−1m2)2
)
dx

2∑
i=1
{
n∗
∫
(−1ui)2 dx+ m¯
∥∥−1h˜(mi)∥∥L2‖−1mi‖L2
+
∥∥∥∥−1(ui∇ui + γ − 12 mi∇mi
)∥∥∥∥
L2
‖−1ei‖L2 +
∥∥∇−1−1Q i∥∥
L
d
d−1
‖−1ei‖Ld
+ ∥∥∇−1−1Q i∥∥
L
d
d−1
‖−1ui‖Ld
}
, (4.22)
where C2 is a positive constant independent of τ .
Proof. By applying the operator q∇· to both sides of (4.1)6, integrating it over Rd after multiplying
by q div e, and noticing the irrotationality of e, we can obtain (4.21) in virtue of Hölder’s inequality.
Further, from (4.3), we can show that
− d
dt
∫
−1e1−1u1 dx = −
∫
−1e1t−1u1 dx−
∫
−1e1−1u1t dx
=
∫
−1u1 · ∇−1−1
(
Q 1 + n∗∇ · u1
)
dx
−
∫
−1e1−1
(
e − u1 · ∇u1 − u1
τ
− m¯∇m1 − γ − 1
2
m1∇m1
)
dx,
which implies
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dt
∫
−1e1−1u1 dx+
∫
−1e1−1e dx+ m¯h′(0)
∫
(−1m1)2 dx
=
∫
−1u1∇−1−1
(
Q 1 + n∗∇ · u1
)
dx
− m¯
∫
−1
(
h(m1) − h(0) − h′(0)m1
)
−1m1 dx
+
∫
−1e1−1
(
u1 · ∇u1 + u1
τ
+ γ − 1
2
m1∇m1
)
dx. (4.23)
Similarly we have
d
dt
∫
−1e2−1u2 dx+
∫
−1e2−1e dx+ m¯h′(0)
∫
(−1m2)2 dx
=
∫
−1u2∇−1−1
(
Q 2 + n∗∇ · u2
)
dx
− m¯
∫
−1
(
h(m2) − h(0) − h′(0)m2
)
−1m2 dx
−
∫
−1e2−1
(
u2∇u2 + u2
τ
+ γ − 1
2
m2∇m2
)
dx. (4.24)
On the other hand, from (4.3)–(4.5), we also get
1
2
d
dt
∫
(−1e1)2 dx = −
∫
−1e1∇−1−1
(
Q 1 + n∗∇ · u1
)
dx
= −
∫
−1e1−1
(∇−1Q 1 + n∗u1)dx, (4.25)
and
1
2
d
dt
∫
(−1e2)2 dx =
∫
−1e2∇−1−1
(
Q 2 + n∗∇ · u2
)
dx
=
∫
−1e2−1
(∇−1Q 2 + n∗u2)dx. (4.26)
From (4.23)–(4.26) and Hölder’s inequality, and noting −1e1 + −1e2 = −1e, we can obtain
(4.22). 
Proof of Proposition 4.1. First, combining (4.8), (4.11) and (4.21), we have
d
dt
[
K1
2
22q
(
‖qm1‖2L2 + ‖qm2‖2L2 + ‖qu1‖2L2 + ‖qu2‖2L2 +
1
n∗
‖qe‖2L2
)
+ K2τ
2
Im
∫
|ξ |(̂qU )∗K (ξ)̂qU dξ
]
+ K1
τ
22q
(‖qu1‖2L2 + ‖qu2‖2L2)
+ τ K2m¯22q
(‖qm1‖2L2 + ‖qm2‖2L2)+ K3τ22q‖qe‖2L22
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{
2∑
i=1
[
1
2
‖∇ui‖L∞
(‖qmi‖2L2 + ‖qui‖2L2)+ ∥∥[ui,q]∇mi∥∥L2‖qmi‖L2
+ ∥∥[ui,q]∇ui∥∥L2‖qui‖L2 + γ − 12 ‖∇mi‖L∞‖qmi‖L2‖qui‖L2
+ γ − 1
2
∥∥[q,mi]∇mi∥∥L2‖qui‖L2 + γ − 12 ∥∥[q,mi]divui∥∥L2‖qmi‖L2
]
+ 1
n∗
∥∥qe · ∇(−)−1q(Q 1 − Q 2)∥∥L1
}
+ K2
[
C1
τ
22q
(‖qu1‖2L2 + ‖qu2‖2L2)+ C1τ2q‖qU‖L2‖qC‖L2
+ C1τ
(‖qm1‖L2 + ‖qm2‖L2)(∥∥qh˜(m1)∥∥L2 + ∥∥qh˜(m2)∥∥L2)]
+ K3C2τ
[
2∑
i=1
‖qmi‖2L2 +
2∑
i=1
2q
∥∥qh˜(mi)∥∥L2‖qe‖L2
]
, q 0, (4.27)
where K1, K2 and K3 (independent of τ ) are proper positive constants, satisfying
K1 > 2K2C3τ , K1 − 2K2C1 > 0, K2m¯ > 8K3C2,
where C3 is a positive constant satisfying∣∣∣∣ K2τ2 Im
∫
|ξ |(̂qU )∗K (ξ)̂qU dξ
∣∣∣∣
 K2C3τ
2
22q
(‖qm1‖2L2 + ‖qm2‖2L2 + ‖qu1‖2L2 + ‖qu2‖2L2).
It is easy to compute
K1
2
22q
(
‖qm1‖2L2 + ‖qm2‖2L2 + ‖qu1‖2L2 + ‖qu2‖2L2 +
1
n∗
‖qe‖2L2
)
+ K2τ
2
Im
∫
|ξ |(̂qU )∗K (ξ)̂qU dξ
≈ 22q(‖qm1‖2L2 + ‖qm2‖2L2 + ‖qu1‖2L2 + ‖qu2‖2L2 + ‖qe‖2L2).
Integrating (4.27) over [0, T ], with the help of Propositions 2.3, 2.4 and Lemma 2.5, we obtain for
q 0
22q
∥∥(qm1,qm2,qu1,qu2,qe)∥∥2L∞(0,T ;L2)
+ μ222q
(
τ
∥∥(qm1,qm2,qe)∥∥2L2(0,T ;L2) + 1τ ∥∥(qu1,qu2)∥∥2L2(0,T ;L2)
)
 C22qc2q2−2qσ δ20 + C22qc2q2−2qσ
∥∥(u1,u2)∥∥L˜2(0,T ;Bσ )‖U‖L˜2(0,T ;Bσ )‖U‖L˜∞(0,T ;Bσ )2,1 2,1 2,1
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∥∥(u1,u2)∥∥L˜2(0,T ;Bσ2,1)∥∥(m1,m2)∥∥L˜2(0,T ;Bσ2,1)‖e‖L˜∞(0,T ;Bσ2,1)
+ Cτ22qc2q2−2qσ ‖U‖L˜∞(0,T ;Bσ2,1)
∥∥(u1,u2)∥∥L˜2(0,T ;Bσ2,1)∥∥(m1,m2)∥∥L˜2(0,T ;Bσ2,1)
+ Cτ c2q2−2qσ
∥∥(m1,m2)∥∥2L˜2(0,T ;Bσ2,1)∥∥(m1,m2)∥∥L˜∞(0,T ;Bσ2,1)
+ C2qτ c2q2−2qσ
∥∥(m1,m2)∥∥2L˜2(0,T ;Bσ2,1)‖e‖L˜∞(0,T ;Bσ2,1), (4.28)
where cq ∈ l1, μ2 and C are positive constants independent of τ .
Next, for low frequency q = −1, combining (4.8) and (4.22), we get
d
dt
[
K¯1
2
2−2
(
‖−1m1‖2L2 + ‖−1m2‖2L2 + ‖−1u1‖2L2 + ‖−1u2‖2L2 +
1
n∗
‖−1e‖2L2
)
+ K¯2τ2−2
∫ (
1
2τn∗
(−1e1)2 + 1
2τn∗
(−1e2)2
− −1e1−1u1 + −1e2−1u2
)
dx
]
+ K¯1
τ
2−2
(‖−1u1‖2L2 + ‖−1u2‖2L2)
+ K¯2τ2−2
∫ (
(−1e)2 + m¯h′(0)(−1m1)2 + m¯h′(0)(−1m2)2
)
dx
 K¯12−2
{
2∑
i=1
[
1
2
‖∇ui‖L∞
(‖−1mi‖2L2 + ‖−1ui‖2L2)+ ∥∥[ui,−1]∇mi∥∥L2‖−1mi‖L2
+ ∥∥[ui,−1]∇ui∥∥L2‖−1ui‖L2 + γ − 12 ‖∇mi‖L∞‖−1mi‖L2‖−1ui‖L2
+ γ − 1
2
∥∥[−1,mi]∇mi∥∥L2‖−1ui‖L2 + γ − 12 ∥∥[−1,mi]divui∥∥L2‖−1mi‖L2
]
+ 1
n∗
∥∥−1e · ∇(−)−1−1(Q 1 − Q 2)∥∥L1
}
+ K¯2τ2−2
[
n∗
∫ (
(−1u1)2 + (−1u2)2
)
dx+
2∑
i=1
m¯
∥∥−1h˜(mi)∥∥L2‖−1mi‖L2
+
2∑
i=1
∥∥∥∥−1(ui∇ui + γ − 12 mi∇mi
)∥∥∥∥
L2
‖−1ei‖L2
+
2∑
i=1
‖−1Q i‖L1
(‖−1ei‖Ld + ‖−1ui‖Ld)
]
,
where we can choose proper positive constants K¯1 and K¯2 such that
τ K¯2n
∗ < K¯1
4τ
,
and
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2
(
‖−1m1‖2L2 + ‖−1m2‖2L2 + ‖−1u1‖2L2 + ‖−1u2‖2L2 +
1
n∗
‖−1e‖2L2
)
+ K¯2τ
∫ (
1
2τn∗
(−1e1)2 + 1
2τn∗
(−1e2)2 − −1e1−1u1 + −1e2−1u2
)
dx
is a positive deﬁnite quadratic form. Similar as (4.28), we can obtain for q = −1
∥∥(−1m1,−1m2,−1u1,−1u2,−1e1,−1e2,−1e)∥∥2L∞(0,T ;L2)
+ μ3
(
τ
∥∥(−1m1,−1m2,−1e)∥∥2L2(0,T ;L2) + 1τ ∥∥(−1u1,−1u2)∥∥2L2(0,T ;L2)
)
 Cδ20 + C
∥∥(u1,u2)∥∥L˜2(0,T ;Bσ2,1)‖U‖L˜2(0,T ;Bσ2,1)‖U‖L˜∞(0,T ;Bσ2,1)
+ C∥∥(u1,u2)∥∥L˜2(0,T ;Bσ2,1)∥∥(m1,m2)∥∥L˜2(0,T ;Bσ2,1)‖e‖L˜∞(0,T ;Bσ2,1)
+ Cτ∥∥(m1,m2)∥∥2L˜2(0,T ;Bσ2,1)∥∥(m1,m2)∥∥L˜∞(0,T ;Bσ2,1)
+ Cτ‖U‖2
L˜2(0,T ;Bσ2,1)
∥∥(−1e1,−1e2)∥∥L˜∞(0,T ;L2), (4.29)
where μ3 and C are positive constants independent of τ .
From (4.28), (4.29), the smallness of τ (0 < τ  1), a priori assumption (4.7), the deﬁnition of
L˜∞(0, T ; Bσ2,1) and L˜2(0, T ; Bσ2,1), we obtain∥∥(m1,u1,m2,u2, e)∥∥L˜∞(0,T ;Bσ2,1) + ‖e1‖L∞(0,T ;L2) + ‖e2‖L∞(0,T ;L2)
+ μ4
(√
τ
∥∥(m1,m2, e)∥∥L˜2(0,T ;Bσ2,1) + 1√τ ∥∥(u1,u2)∥∥L˜2(0,T ;Bσ2,1)
)
 Cδ0 + C
√
δ1
(√
τ
∥∥(m1,m2, e)∥∥L˜2(0,T ;Bσ2,1) + 1√τ ∥∥(u1,u2)∥∥L˜2(0,T ;Bσ2,1)
)
,
where μ4 and C are positive constants independent of τ and T > 0. Therefore, we complete the proof
of Proposition 4.1. 
5. Relaxation-time limit
In this section we mainly give the proof of Theorem 1.2.
Proof of Theorem 1.2. From the uniform energy estimate in (1.7) in Theorem 1.1 and the scaled vari-
ables (1.3), we have
sup
t0
∥∥(nτ1 − n∗, τuτ1 ,nτ2 − n∗, τuτ2 , eτ )(·, t)∥∥2Bσ2,1(Rd)
+ μ0
∞∫
0
(∥∥(nτ1 − n∗,nτ2 − n∗, eτ )(·, t)∥∥2Bσ2,1(Rd) + ∥∥(uτ1 ,uτ2)(·, t)∥∥2Bσ2,1(Rd))dt
 C0
∥∥(n10 − n∗,u10,n20 − n∗,u20, e0)∥∥2Bσ (Rd). (5.1)2,1
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+ C∥∥nτi − n∗∥∥L˜∞(0,T ;Bσ−12,1 )∥∥∇uτi ∥∥L˜∞(0,T ;Bσ−12,1 )
 C,
∥∥∂s∇eτ∥∥L∞(0,T ;Bσ−12,1 ) 
2∑
i=1
∥∥∂snτi ∥∥L∞(0,T ;Bσ−12,1 )  C,
where i = 1,2. From the above estimates, we infer that (∂tnt1au, ∂tnτ2 , ∂t∇eτ ) is uniformly bounded in
L∞(0, T ; Bσ−12,1 ). According to the compactness theorem in [28], there exists a function (N1,N2,E) ∈
L∞([0,+∞),n∗ + Bσ2,1) × L∞([0,+∞),n∗ + Bσ2,1) × L∞([0,+∞), Bσ2,1) such that for any T > 0, the
sequence (up to a subsequence){(
nτ1 ,n
τ
2 , e
τ
)(
x,
s
τ
)}
→ (N1,N2,E)(x, s) strongly in Lp
(
0, T ; Bσ ′2,1
(
Rd
)
loc
)
, (5.2)
where 1 p < +∞, σ ′ < σ , as τ → 0. From (5.1), we can derive that
uτi is uniformly bounded in L
p(0, T ; Bσ2,1(Rd))
and
τ
(
uτi · ∇
)
uτi is uniformly bounded in L
p(0, T ; Bσ−12,1 (Rd)).
Hence, in the system (1.4), the above convergence properties allow us to the pass to the limit
τ → 0 in the sense of distributions, which implies that (N1,N2,E) is a global weak solution to
the bipolar drift-diffusion model. From the bipolar drift-diffusion model, one can easily prove that
(N1,N2,E) ∈ C([0,+∞),n∗ + Bσ2,1) × C([0,+∞),n∗ + Bσ2,1) × C([0,+∞), Bσ2,1). This completes the
proof. 
Acknowledgments
The research of Y.P. Li is partially supported by the NSFC No. 10701057, and the Innovation Pro-
gram of Shanghai Municipal Education Commission No. 08YZ72. The research of T. Zhang is partially
supported by NSFC Nos. 10871175, 10931007, 10901137, Zhejiang Provincial Natural Science Founda-
tion of China Z6100217, and SRFDP No. 20090101120005.
References
[1] G. Ali, D. Bini, S. Rionero, Global existence and relaxation limit for smooth solutions to the Euler–Poisson model for semi-
conductors, SIAM J. Math. Anal. 32 (2000) 572–587.
[2] G. Ali, A. Jüngel, Global smooth solutions to the multi-dimensional hydrodynamic model for two-carrier plasma, J. Differ-
ential Equations 190 (2003) 663–685.
[3] J.Y. Chemin, Perfect Incompressible Fluids, Oxford Lecture Ser. Math. Appl., vol. 14, Oxford University Press, New York, 1998.
[4] J.-Y. Chemin, N. Lerner, Flot de champs de vecteurs non lipschitziens et équations de Navier–Stokes, J. Differential Equa-
tions 121 (2) (1995) 314–328.
[5] R. Danchin, Fourier analysis methods for PDE’s, http://perso-math.univ-mlv.fr/users/danchin.raphael, 2005.
[6] R. Danchin, On the uniqueness in critical spaces for compressible Navier–Stokes equations, NoDEA Nonlinear Differential
Equations Appl. 12 (1) (2005) 111–128.
[7] R. Danchin, The inviscid limit for density-dependent incompressible ﬂuids, Ann. Fac. Sci. Toulouse Math. (6) 15 (4) (2006)
637–688.
3162 Y. Li, T. Zhang / J. Differential Equations 251 (2011) 3143–3162[8] D.-Y. Fang, J. Xu, Existence and asymptotic behavior of C1 solutions to the multi-dimensional compressible Euler equations
with damping, Nonlinear Anal. 70 (2009) 244–261.
[9] D.-Y. Fang, J. Xu, T. Zhang, Global exponential stability of classical solutions to the hydrodynamic model for semiconductors,
Math. Models Methods Appl. Sci. 17 (2007) 1507–1530.
[10] I. Gasser, R. Natalini, The energy transport and the drift diffusion equations as relaxation limits of the hydrodynamic model
for semiconductors, Quart. Appl. Math. 57 (1999) 269–282.
[11] L. Hsiao, K.-J. Zhang, The relaxation of the hydrodynamic model for semiconductors to the drift-diffusion equations, J. Dif-
ferential Equations 165 (2000) 315–354.
[12] L. Hsiao, K.-J. Zhang, The global weak solution and relaxation limits of the initial boundary value problem to the bipolar
hydrodynamic model for semiconductors, Math. Models Methods Appl. Sci. 10 (2000) 1333–1361.
[13] L. Hsiao, T. Yang, Asymptotics of initial boundary value problems for hydrodynamic and drift diffusion models for semi-
conductors, J. Differential Equations 170 (2001) 472–493.
[14] S. Junca, M. Rascle, Relaxation of the isothermal Euler–Poisson system to the drift-diffusions, Quart. Appl. Math. 58 (3)
(2000) 511–522.
[15] A. Jüngel, Quasi-Hydrodynamic Semiconductor Equations, Progr. Nonlinear Differential Equations Appl., Birkhäuser, 2001.
[16] A. Jüngel, Y.-J. Peng, A hierarchy of hydrodynamic models for plasmas: Zero-relaxation time limits, Comm. Partial Differen-
tial Equations 24 (1999) 1007–1033.
[17] A. Jüngel, Y.-J. Peng, Zero-relaxation time limits in the hydrodynamic models for plasmas revised, Z. Angew. Math. Phys. 51
(2000) 385–396.
[18] T. Luo, R. Natalini, Z. Xin, Large time behavior of the solutions to a hydrodynamic model for semiconductors, SIAM J. Appl.
Math. 59 (3) (1998) 810–830.
[19] C. Lattanzio, On the 3-D bipolar isentropic Euler–Poisson model for semiconductors and the drift-diffusion limit, Math.
Models Methods Appl. Sci. 10 (2000) 351–360.
[20] C. Lattanzio, P. Marcati, The relaxation to the drift-diffusion system for the 3-D isentropic Euler–Poisson model for semi-
conductors, Discrete Contin. Dyn. Syst. 5 (1999) 449–455.
[21] Y.-P. Li, Global existence and asymptotic behavior to a multi-dimensional nonisentropic hydrodynamic semiconductor
model with the heat source, J. Differential Equations 225 (2006) 134–167.
[22] Y.-P. Li, Diffusion relaxation limit of a bipolar isentropic hydrodynamic model for semiconductors, J. Math. Anal. Appl. 336
(2007) 1341–1356.
[23] Y.-P. Li, Relaxation limit and initial layer analysis of a bipolar isentropic hydrodynamic model for semiconductors, Math.
Comput. Modelling 50 (2009) 470–480.
[24] P.A. Markowich, C.A. Ringhofev, C. Schmeiser, Semiconductor Equations, Springer-Verlag, Wien, New York, 1990.
[25] R. Natalini, The bipolar hydrodynamic model for semiconductors and the drift-diffusion equation, J. Math. Anal. Appl. 198
(1996) 262–281.
[26] Y. Shizuta, S. Kawashima, Systems of equations of hyperbolic–parabolic type with applications to the discrete Boltzmann
equations, Hokkaido Math. J. 14 (1985) 249–275.
[27] T. Sideris, B. Thomases, D.H. Wang, Long time behavior of solutions to the 3D compressible Euler equations with damping,
Comm. Partial Differential Equations 28 (2003) 953–978.
[28] J. Simon, Compact sets in the space Lp(0, T ; B), Ann. Mat. Pura Appl. (4) 146 (1987) 65–96.
[29] L. Tartar, Compensated compactness and applications in partial differential equations, in: R.J. Knops (Ed.), Nonlinear Anal-
ysis and Mechanics, Pitman, London, 1977, pp. 136–212.
[30] J. Xu, Relaxation-time limit in the isothermal hydrodynamic model for semiconductors, SIAM J. Math. Anal. 40 (2009)
1979–1991.
[31] W.-A. Yong, Relaxation limit of multi-dimensional isentropic hydrodynamical models for semiconductors, SIAM J. Appl.
Math. 64 (2004) 1737–1748.
[32] W.-A. Yong, Entropy and global existence for hyperbolic balance laws, Arch. Ration. Mech. Anal. 172 (2004) 247–266.
