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Abstract
Modelling an environmental process involves creating a model structure and
parameterising the model with appropriate values to accurately represent the
process. Determining accurate parameter values for environmental systems can
be challenging. Existing methods for parameter estimation typically make as-
sumptions regarding the form of the Likelihood, and will often ignore any uncer-
tainty around estimated values. This can be problematic, however, particularly
in complex problems where Likelihoods may be intractable.
In this paper we demonstrate an Approximate Bayesian Computational
method for the estimation of parameters of a stochastic CA. We use as an
example a CA constructed to simulate a range expansion such as might occur
after a biological invasion, making parameter estimates using only count data
such as could be gathered from field observations. We demonstrate ABC is
a highly useful method for parameter estimation, with accurate estimates of
parameters that are important for the management of invasive species such as
the intrinsic rate of increase and the point in a landscape where a species has
invaded. We also show that the method is capable of estimating the proba-
bility of long distance dispersal, a characteristic of biological invasions that is
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very influential in determining spread rates but has until now proved difficult
to estimate accurately.
Keywords: Approximate Bayesian Computations, Cellular Automata, Range
Expansion, Population Dynamics
1. Introduction
A Cellular Automaton (CA) is a machine that involves a network of coloured
cells and a process that applies a set of rules to periodically derive the character-
istics of each cell (also known as the colour of the cell), from the characteristics
of neighbouring cells (Wolfram, 2002). Since Von Neumann (1966), CA have
emerged as highly useful systems for modelling complex dynamic environmental
phenomena. Typically, CA are used to make predictions for various environ-
mental problems including geological forecasting (Vicari et al., 2007), invasion
species modelling (Slimi et al., 2009), forest fire modelling (Innocenti et al.,
2009) and aquifer management (Ravazzani et al., 2011).
One major feature of CAs is that they can provide a simpler approach to
modelling complex environmental systems than standard differential equation
methods. For example, Vicari et al. (2007) used a CA to predict complex lava
flows with a level of accuracy beyond that of known differential equation meth-
ods. In addition, their CA was stochastic, which allowed the CA to model a level
of uncertainty in lava flows by applying rules that involved random variables.
In order to model processes accurately, not only should a CA model encompass
the key processes of a system under consideration, but parameter values must
also be reasonably accurate for the system in question. In some cases reasonable
parameter estimates can be made directly from observational or experimental
data. Discovering model parameters can be problematic however, when features
of the environmental system are not well understood. Typical approaches to pa-
rameter estimation in stochastic CA models include methods such as nonlinear
least-square estimation that, implicitly or explicitly, make assumptions about
the form of the likelihood function of the model. Additionally, these methods
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rarely consider uncertainty surrounding parameter estimates. When modelling
complex stochastic environmental problems, likelihoods are frequently highly
dimensional and can be intractable. In these cases, the usual methods of pa-
rameter estimation cannot be used. Additionally, when uncertainty is not con-
sidered, there is a risk that future projections based on model results will be
made with undue confidence.
Approximate Bayesian Computation (ABC) belongs to a family of likelihood-
free Bayesian inference algorithms that attempt to estimate posterior densities
for problems where likelihood are a priori unknown (Marjoram et al., 2003). For
example, full-likelihood methods may be prohibitive to solve when estimating
parameters for models that are sufficiently complex (Beaumont et al., 2002).
Hamilton et al. (2005a,b) were among the first to apply ABC to examine
demographic problems, and the first to do so using a CA. Using a modified
version of the 2D stepping-stone model CA originally proposed by Ray et al.
(2003), ABC was used to estimate sex-based gene flows in patrilocal human
populations under a range expansion scenario. This problem, and many others
addressed using ABC, have been addressed using genetic data, with a number
of different molecular markers (e.g., Beaumont et al., 2002; Estoup et al., 2004;
Hamilton et al., 2005a; Ray and Excoffier, 2010).
Range expansions are a class of complex environmental problem of particular
concern given problems of weed (Wang et al., 2003) and pest invasions (Muir-
head et al., 2006). To date however, ABC has not been used to estimate the
parameters of a range expansion CA model over the relatively short time frames
necessary to be useful for pest invasion problems. Additionally, this problem
has not as yet been dealt with using only the form of data that may be directly
gathered from field based studies, such as the number of individuals in discrete
populations to create a representation such as that shown in Figure 1.
The aim of this study is to use ABC to estimate the parameters of a stochas-
tic CA constructed to model range expansions. These parameters include val-
ues that may be of importance when planning invasive species management
programmes, such as dispersal rates, the time since invasion, intrinsic rate of
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increase of the invading population and the point of species invasion in the
landscape.
Figure 1: A dispersal pattern that one may derive from a field study of an invading species.
In this image, cell darkness represents population size.
This method will also be used to estimate the probability of long distance
dispersal (LDD), a problem that has not yet been addressed using count data
in a stochastic CA (for LDD estimates using genetic data see Ray and Excoffier
(2010)).
In arriving at the results in this paper, Section 2 provides an overview of
likelihood-free methods for Bayesian inference, ABC and an ABC variant called
Population Monte Carlo ABC; Section 3 presents our CA model for range ex-
pansion, the formulation of its rules and its parameters; Section 4 details sum-
mary statistics for data observations and a formulation of distance between the
summary statistics of simulated and observed data; Section 5 presents the ex-
periments that will be used to demonstrate Population Monte Carlo ABC as a
viable approach to solving model configuration problems for two different ob-
servations; Section 6 concludes the findings in this paper with discussions and
theories concerning the results and further work that should follow on from the
results.
2. Approximate Bayesian Computation
Given data Do from an observation, an experiment may aim to calibrate a
simulation model, so that simulations approximate the observed data. Where θ
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is the model parameter, a Bayesian approximation involves finding the posterior
density for θ given Do so that:
p(θ | Do) ∝ p(Do | θ)π(θ) (1)
If the likelihood function p(Do | θ) cannot be derived, then a likelihood-free
computation can be used to estimate parameters. In general, a likelihood-
free computation supplies a model with a chain of parameter proposals and
only accepts a parameter on the condition that the model generates data that
satisfies a performance criteria with respect to the observed data (Marjoram
et al., 2003). In the context of data Ds simulated by a model φ(θ), one may
attempt a rejection sampling approach (see Algorithm 1).
Algorithm 1 Rejection Sampling (Exact Bayesian)
1: Draw θ so that θ ∼ π(·)
2: Simulate Ds so that Ds ∼ φ(θ)
3: Accept θ if Ds = Do; otherwise go to 1
The solution given by Algorithm 1 is exact in that the probability of θ
will have the posterior density p(θ | Do); however, the practical success of
this algorithm will depend on the probability of the data (Wilkinson, 2008;
Beaumont et al., 2009). In cases where the probability of matching data is very
small, a tolerance d(Ds, Do) ≤ ǫ may be applied to relax the rejection policy.
In addition, if the data is continuous or highly dimensional, then data may be
summarised using lower dimensional statistics. If a set of summary statistics S
is such that p(Do | S, θ) is independent of θ and p(θ | Do) = p(θ | S(Do)) then
S is sufficient (Marjoram et al., 2003). Algorithm 2 is an approximate Bayesian
computation that makes use of the following approximation:
p(θ | Do) ≈ p(θ | d(S(Ds), S(Do)) ≤ ǫ) (2)
and becomes exact if S is sufficient and S(Do) = S(Ds) (Sisson and Fan, 2011).
In complex models where the prior and posterior densities are sufficiently
different, the methods given by Algorithms 1 and 2 may be prohibitive. In
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Algorithm 2 Rejection ABC
1: Draw θ so that θ ∼ π(·)
2: Simulate Ds so that Ds ∼ φ(θ)
3: Accept θ if d(S(Ds), S(Do)) ≤ ǫ; otherwise go to 1
these cases, importance sampling may be applied in a likelihood-free Markov
Chain Monte Carlo (MCMC) search (see Marjoram et al., 2003). In general, the
MCMC approach solves the posterior problem by simulating a set of parameters
θ1, θ2, . . . , θN from a transition kernelK(θi | θi−1). Rather than simply rejecting
or accepting parameters as in Algorithms 1 and 2, a variation on the Metropolis–
Hastings argument may be applied to evaluate each candidate parameter θi:
wi = min
(
1,
π(θi)K(θi−1 | θi)
π(θi−1)K(θi | θi−1)
δǫ
)
, (3)
where δǫ = I[0,ǫ][d(S(Ds), S(Do))]
The parameter is accepted with probability wi and if accepted, then θi in-
forms the transition kernel for the next parameter in the chain (Sisson et al.,
2007). Over sufficiently many iterations and under suitable conditions, the
stationary distribution of the Markov chain will approach the distribution of
p(θ | d(S(Ds), S(Do)) ≤ ǫ), which will converge on the distribution of the pos-
terior density p(θ | Do) if S is sufficient and S(Do) = S(Ds).
Algorithm 3 Likelihood-free MCMC
1: Initialise i← 1 and draw θi so that θi ∼ π(·)
2: Draw θ∗ so that θ∗ ∼ K(· | θi)
3: Simulate Ds so that Ds ∼ φ(θ∗)
4: Compute:
wi = min
(
1,
π(θ∗)K(θi | θ∗)
π(θi)K(θ∗ | θi)
δǫ
)
,
where δǫ = I[0,ǫ][d(S(Ds), S(Do))]
5: Set θi+1 = θ
∗ with probability wi; otherwise set θi+1 = θi
6: Assign i← i+ 1 go to 2
MCMCmethods perform well provided that stationary distributions of Markov
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chains are target distributions; however, MCMC can instead converge on local
attractors for certain problems. In creating confidence, Sequential Monte Carlo
(SMC) has been proposed to minimise the Kullback–Leibler divergence between
proposal and target densities by solving a set of kernels {Kt | 1 ≤ t ≤ T } over
a sequence of target densities {pt | 1 ≤ t ≤ T } (Del Moral et al., 2006). Unlike
MCMC, SMC employs a large set (N ≫ 1) of weighted samples at each time
step t so that each sample has an empirical distribution that approximates the
distribution of pt (Sisson et al., 2007). The approach incrementally steps from
a density p1 that is easy to sample, through to the density of interest pT . In
the context of ABC, target densities can be devised given a set of thresholds
{ǫt | 1 ≤ t ≤ T } under a relationship ǫ1 ≥ ǫ2 ≥ · · · ≥ ǫT (ǫT equals target
threshold ǫ) so that at each time step t, a target density may be defined:
pt = p(θ | d(S(Ds), S(Do)) ≤ ǫt) (4)
At time t and for iteration i ( so that 1 ≤ i ≤ N ), the search draws θ∗ at
random from the weighted distribution of parameters at t − 1. In addition, a
kernel Kt(· | θ∗) is applied to generate a parameter θ∗∗. If the simulation φ(θ∗∗)
generates data Ds so that d(S(Ds), S(Do)) ≤ ǫt, then θ∗∗ contributes to the
set of accepted parameters; otherwise, the search repeats the previous steps and
draws another random θ∗∗. In SMC, each accepted parameter θ
(t)
i is paired with
a sequential importance sampling weight. According to Beaumont et al. (2009),
a weight suitable for ABC may be defined:
w
(t)
i ∝
π(θ
(t)
i )∑N
j=1 w
(t−1)
j Kt(θ
(t)
i | θ
(t−1)
j )
,
N∑
i=1
w
(t)
i = 1 (5)
In Equation (5), the denominator is the marginal distribution:
Kt(θ
(t)
i ) ∝
∑N
j=1 w
(t−1)
j Kt(θ
(t)
i | θ
(t−1)
j ) that informed the accepted sample at
time t. The component-wise transition kernelKt(θ
(t)
k | θ
(t−1)
k ) may be evaluated
Kt(θ
(t)
k | θ
(t−1)
k ) = υ
−1
k ϕ{υ
−1
k (θ
(t)
k − θ
(t−1)
k )}, where υ
2 is twice the variance and
ϕ is an isometric probability distribution in standardised form (e.g. standard-
ised Normal density) (Beaumont et al., 2009). Finally, the weighted sample of
accepted parameters {θ
(t)
i | 1 ≤ i ≤ N} is used to define the kernel Kt+1; for
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example, if Kt+1 is Gaussian, then its proposal density may be defined using
the sample mean and twice the variance υ2. The procedures given outline the
Population Monte Carlo ABC (Algorithm 4) by Beaumont et al. (2009). Given
that estimating parameters for a range expansion model has the potential for
great complexity, Algorithm 4 was selected as the focus of examination in this
paper.
Algorithm 4 Population Monte Carlo ABC
1: t← 1 {Initialise the time step variable}
2: for 1 ≤ i ≤ N do
3: repeat
4: Draw θ
(t)
i so that θ
(t)
i ∼ π(·)
5: Simulate Ds so that Ds ∼ φ(θ
(t)
i )
6: until d(S(Ds), S(Do)) ≤ ǫt
7: Accept θ
(t)
i and assign w
(t)
i ←
1
N
8: end for
9: for 2 ≤ t ≤ T do
10: Set υ2t twice the weighted sample variance of {θ
(t−1)
j | 1 ≤ j ≤ N}
11: for 1 ≤ i ≤ N do
12: repeat
13: Draw θ∗ from set {θ
(t−1)
j | 1 ≤ j ≤ N} given random index j ∼
{w
(t−1)
j | 1 ≤ j ≤ N}
14: Draw θ
(i)
t so that θ
(i)
t ∼ N (θ
∗, υ2t ) {N is a proposal density with
variance υ2t .}
15: Simulate Ds so that Ds ∼ φ(θ
(t)
i )
16: until d(S(Ds), S(Do)) ≤ ǫt
17: Accept θ
(t)
i and set w
(t)
i ∝ π(θ
(t)
i )/
∑N
j=1 w
(t−1)
j ϕ{υ
−1
t (θ
(t)
i − θ
(t−1)
j )}
18: end for
19: end for
Previous workers have examined various rejection, MCMC and SMC algo-
rithms for ABC (e.g. Marjoram et al., 2003; Sisson et al., 2007). Rejection
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algorithms, although simple, tend to be highly inefficient (Sisson et al., 2007)
particularly in complex estimation problems. The SMC algorithm proposed
by Sisson et al. (2007) showed a considerable improvement over rejection algo-
rithms. In the current setting however, a number of early experiments showed
a tendency for single chains in sequential SMC to find local attractors without
a means to evaluate the failure to estimate parameters accurately (data not
shown). Thus we consider here ABC PMC as the most useful algorithm to
conduct experiments in the current setting.
3. The Range Expansion Simulator
We have created a parameterised cellular automaton to simulate range ex-
pansions (REs) of a species across a landscape. This CA operates over an edge
bounded rectangular grid of equally sized rectangular cells, where the colour of
each cell (x, y) involves the following components:
1. Pt(x, y) is a positive integer that evaluates the number of individuals on
the cell’s region at time t.
2. K(x, y) is the carrying capacity and is a positive integer that evaluates the
maximum number of individuals that can occupy the region of cell (x, y).
At each time step t, the simulator performs two traversals over the set of
cells, where t will denote the first traversal and t + 12 will denote the second.
The first traversal generates population dispersal patterns, whereas the second
traversal simulates population growths and decays. In each first traversal, the
simulator applies a dispersal rule on populated cells to generate migrations of
individuals to target neighbouring cells. Since some target cells may receive
migrants from many sources, the simulator stores migration data in a list and
postpones population updates of target cells for the second traversal; this pre-
caution ensures that emigration does not affect immigration in the same time
step. The simulator then performs a second traversal that can read from the
migration list to update the population sizes of cells. Rules for the simulator
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have been categorised as either dispersal or population rules, where dispersal
rules apply in first traversals and population rules apply in second traversals.
3.1. Dispersal Rules
Migration can occur either by a short distance dispersal (SDD) to an adja-
cent cell or by LDD to a distant cell. The simulator forms dispersal patterns
by randomly applying either SDD or LDD rules, followed by a migration size
rule that involves a given probability of migration (pmig) in Bernoulli trials to
determine the size of the migration propagule. Where the probability of long
distance dispersal pLDD is given, the probability of the simulator choosing short
distance dispersal (pSDD) is defined pSDD = 1− pLDD. Given a populated cell
(x, y) and its set of adjacent cells η [(x, y)], the short distance dispersal rule se-
lects a target cell for migration in η [(x, y)]; whereas, the long distance dispersal
rule selects a target cell in a wider neighbourhood of (x, y), but not in η [(x, y)].
Thereafter, the migration size rule calculates the number of individuals from
a populated cell (x, y) that will migrate to the target cell in a dispersal. This
data is placed into a migration list M, which is a list of pairs where each pair
(a, b) consists of a target cell (a) and a migration size (b).
Short Distance Dispersal. The simulator applies the short distance dispersal
rule to generate diffusion patterns that accord with Skelam’s random displace-
ment theory in Skellam (1991) for the two-dimensional case. For each populated
cell (x, y), the adjacent cells define the set of possible target cells for a short
distance migration.
Long Distance Dispersal. In calculating targets for long distance dispersals,
our simulator applies a similar configuration to that applied by Fayard et al.
(2009) and Ramakrishnan (2008). At a populated cells (x, y), a long distance
migration particle has a target cell not in the set of adjacent cells, where the
probability for migrating to the target cell has an isotropic distribution about
(x, y) that only depends on distance from the populated cell. The process for
generating a target cell involves the following two steps:
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1. The simulator draws a random angle θ in radians, where θ ∼ U(0, 2π) and
U is uniform.
2. The simulator draws a random distance r from the domain [2,∞) of a
zero-mean probability density function called a dispersal distribution; for
example, r ∼ N (0, σr), where σr is a standard deviation for distance in
the Gaussian N and r is confined to the domain r ∈ [2,∞) under the tail
of the distribution 1.
Given a populated cell (x, y), an angle θ and a distance r, the index-pair of
the target cell can be expressed:
(⌊r. cos(θ) + x+ 0.5⌋, ⌊r. sin(θ) + y + 0.5⌋) (6)
Migration Size. Once the simulator has determined a target cell for a give
migration event, it completes the migration data by calculating the number of
migrants. Given a probability of migration pmig as a parameter and the number
of individuals occupying a cell region (x, y) at time t is Pt(x, y), the collection
of migration trials on a cell can be modelled using a Binomial distribution; that
is, the size Mt(x, y) of a migrating propagule emigrating from a cell (x, y) at
time t may be simulated:
Mt(x, y) ∼ Bin[Pt(x, y), pmig] (7)
The simulator then updates the population size in preparation for the second
traversal so that: Pt+ 1
2
(x, y) = Pt(x, y) −Mt(x, y). In addition, the simulator
pairs the migration target cell for (x, y) with Mt(x, y) and inserts the pair into
the migration listM. The state of migration for items in the migration list can
be compared to migrants in transit.
3.2. Population Rules
In second traversals, the simulator transports migrants from the migration
list to their designated target cells and simulates population growths and ex-
1A simulator may be configured with a selection of dispersal distributions that each exhibit
a different kurtosis to simulate different dispersal characteristics.
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tinctions. We will denote each transition involving cell (x, y) by Pt+ 1
2
(x, y) →
Pα(x, y), Pα(x, y)→ Pβ(x, y) and Pβ(x, y)→ Pt+1(x, y), respectively.
Population Growth by Immigration: Pt+ 1
2
(x, y) → Pα(x, y). Where M is the
migration list, recall that each item in M is a pair where the first item is a
target cell and the second item is a migration size. The simulator updates the
population size of cell (x, y) as follows:
P = Pt+ 1
2
(x, y) +
∑
(a,b)∈M
I{(x,y)}(a)× b (8)
Pα(x, y) = min[P,K(x, y)] (9)
Equation (9) caps the population at the carrying capacity K(x, y) of the cell
region, which crudely approximates a logistic function. This cap is also applied
to cells that do not receive immigrants but may have grown in population size
greater than the carrying capacity in the last time step.
Population Growth by Birth and Death: Pα(x, y)→ Pβ(x, y). Population growth
conforms to the standard logistic model: dx
dt
= rˆx(1 − x
K
), where K is the car-
rying capacity and rˆ is the growth rate. Given a cell (x, y) in a second traversal
where Pα(x, y) is the population after immigration, the simulator calculates a
discrete-time population change:
λ =
K(x, y)Pα(x, y)e
rˆ
K(x, y) + Pα(x, y)(erˆ − 1)
− Pα(x, y) (10)
Equation (10) defines a change in population size so that λ+Pα(x, y) would
have been the population size for the next time increment. However in place
of a canonical population growth, the simulator applies a stochastic population
growth that involves a Poisson process for birth and death, where λ represents
the expected arrivals and the process conforms to the Poisson(λ) distribution.
The following simulation defines this stochastic population growth:
∆ ∼ Poisson(λ)
Pβ(x, y) = ∆+ Pα(x, y) (11)
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3.3. The Simulator and its Parameter Vector
Let Ds ∼ φ(θ) denote our RE simulator, where Ds is a grid of population
sizes generated using the parameter θ. The parameter θ is a vector of elements
from Table 1:
θ = 〈τ, x0, y0, P0(x0, y0) = 150, rˆ, pmig, pLDD, σr = 5〉
Table 1: The vector elements of parameter θ used in the range expansion CA.
Element Description
τ The maximum number of time steps.
x0 The x-coordinate of the initial population.
y0 The y-coordinate of the initial population.
rˆ The intrinsic rate of population growth.
pmig The probability of migration.
pLDD Probability of long distance dispersal.
4. Distance Evaluation
The RE simulator in the previous section can generate complex data that
will require summarisation. Given a simulator with a grid that is w columns
wide, h rows high and with colours defined in Section 3, let G be the coloured
grid space of the simulator and G be a variable in the domain G. In addition, let
Ds and Do be particular grids in G, where the carrying capacities of both grids
are identical and where population sizes in Ds were simulated and population
sizes in Do were observed. Summary statistics were selected based on knowledge
of the range expansion process and a small number of preliminary tests, and
have been defined in Table 2.
The set of summary statistic functions were defined form the elements of
Table 2 as follows:
S = {P , P¯ , σ2P , I,NGR, G¯R, σ
2
GR, x¯, y¯, ax,x, ay,y, ax,y} (12)
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Table 2: The set of functions used to generate summary statistics of data for ABC. For group
statistics, a group is a maximal connected component of cells where two cells are connected if
the cells are adjacent and both are populated above 10% of their respective carrying capacities.
Category Notation Description
P(G) The number of populated cells.
Population Size P¯ (G) The average population size.
σ2P (G) The sample variance of populated
cells.
Autocorrelation I(G)
Moran’s I autocorrelation over the
cell population sizes.
NGR(G) The number of groups.
Group Statistics G¯R(G) The average group size.
σ2GR(G) The sample variance of group sizes.
(x¯, y¯) The centre of population mass over
a grid G.
Position Statistics ax,x, ay,y, ax,y Elements of the lower triangle of the
positional covariance matrix, given a
grid G.
Given S, the following adjusted Euclidean distance was applied to evaluate
distances between simulated and observed data:
d(S(Ds), S(Do)) =
√∑
f∈S
[2 logsig(f(Ds)− f(Do))− 1]
2 (13)
Where:
logsig(x) =
1
1 + e−x
The logsig function has been applied extensively to scale accumulated weights
during the training phases of artificial neural networks (Dayhoff and DeLeo,
2001). In Equation (13), the expression: 2 logsig(f(Ds) − f(Do)) − 1 was ap-
plied to regulate summary statistic distances so that the image of each value
(f(Ds)−f(Do)) would be scaled to the interval [−1, 1] with a fixed-point of zero.
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Summary statistics scaled by the inverse of their empirical standard deviations
have been proposed (see Beaumont, 2010, p. 385), however the logsig function
avoids additional pre-computations of the summary statistic variances.
5. Experiments and Results
In order to test the capacity for Population Monte Carlo ABC to estimate
parameters in a complex range expansion scenario, we ran a series of RE simu-
lations under known parameter combinations to generate the spatial count data
needed for estimation. Subsequently, Population Monte Carlo ABC was run to
attempt to recover the RE parameters. A known but arbitrary point of invasion
was used for these invasion scenarios.
Each experiment involved implementations of the Population Monte Carlo
ABC along with our CA based RE simulator as the ABC simulation model.
Each simulator instance was configured to generate population data on 50× 50
grids with each cell set to a fixed carrying capacity of 200. In addition, the ABC
algorithm was configured to accept populations of 50 particles at each time-step
that satisfied thresholds with epsilon values generated by the recursive function:
ǫt = rd(ǫt−1 − bestǫ) + bestǫ (t from Algorithm 4), where ǫ1 = 1, the rate of
decay rd = 0.95 and bestǫ was the smallest distance so far accepted by the
search. With this function, the objective for the epsilon values was to approach
the most likely minimum distance given noise in the simulated data.
The parameters of interest in this investigation were Time Since Invasion
(τ), the Point of Invasion ((x0, y0)), Intrinsic Rate of Increase (rˆ), Probability
of Migration (pmig) and Probability of Long Distance Dispersal (pLDD). Note
that for simplicity, prior parameter distributions were uniform (Table 3), al-
though this can be is easily changed if prior information on the functional form
of parameters is known. In order to test the method as fully as possible, bounds
of the constraints were made as broad as possible. When applied to a real in-
vasion problem, any prior knowledge of any of the parameters would tighten
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constraints and thus simplify estimation2.
Table 3: The prior density constraints for the parameter.
Parameter Constraint Parameter Constraint
τ 1-200 rˆ 0-1
x0 0-49 pmig 0-1
y0 1-49 pLDD 0-1
To evaluate ABC across a realistic range of conditions, two different param-
eter estimation problems were posed. Sparse and dense conditions (Figure 2)
were simulated, relating for example to high and low infestation levels of invasive
species in a region after an invasion and range expansion. For each of these prob-
lems, a set of 30 experiments were executed in parallel for a time of 24 hours on a
multiprocessor system involving 2.66GHz Intel Xeon class processors3. Results
for each case were examined as a collection of results from 30 experiments, where
each experiment involved 50 parameter particles. Thus, 30 experiments using
50 particles each were used to estimate a single set of parameters for the dense
condition, and this also was conducted for the sparse condition. We used the
mode of the estimated posterior densities as point parameter estimates. Table
4 shows the parameter values under which the original simulation occurred, the
mean of highest probability posterior estimated values (Mean of Modes) and
Root Mean Square Errors (RMSE) of the estimates. Density estimation was
conducted using the R statistical package (R-Development-team, 2008) using
the “density command in association with standard plot functions.
2Previous work has shown that results are relatively insensitive to initial population size
and the standard deviation of the dispersal distribution. Given that these were not the
major focus of the current study, they were fixed to values of 150 and 5 respectively, for all
experiments.
3Computer resources were provided by the HPC and Research Support Unit, Queensland
University of Technology, Brisbane, Australia.
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Plots of the approximated posterior distributions of the parameters can be
found in the Appendix.
Figure 2: The sparse (left) and dense (right) dispersal patterns on 50 × 50 grids for which
parameter estimates were made. In the figures, cell darkness represents population size.
5.1. Influence of grid size and cell capacity
We have also applied ABC to data captured in 20× 20 grid with a carrying
capacity of 50 per grid element. The objective of this experiment has been to
demonstrate the affects in the results caused by a problem at a low carrying
capacity and grid resolution on parameter estimations with Population Monte
Carlo ABC. Figure 3 shows the dispersal pattern of the observed data in this
low grade grid that we have used in this experiment. In this case results were
examined as a collection of results from 50 experiments, where each experiment
involved 50 parameter particles. In comparison to results generated for the
sparse and dense cases, we used the mode of the estimated posterior densities as
point parameter estimates. Table 6 shows the parameter values under which the
original simulation occurred, the mean of highest probability posterior estimated
values (Mean of Modes) and Root Mean Square Errors (RMSE) of the estimates.
Plots of the approximated posterior distributions of the parameters in this
experiment can be found along side plots for the main examples in the Appendix.
5.2. Discussion
Estimating the parameters of complex problems can be challenging even
when reasonable Likelihood functions are known. This is apparently the first
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Table 4: Range expansion parameters, parameter estimates and estimation errors (Root Mean
Squared Error) for sparse and dense dispersal patterns (Figure 2).
Parameters Value Estimated Value (Mean of Modes) RMSE
τ 20 19.533 2.278
x0 15 15.491 1.638
Sparse y0 32 32.672 2.008
rˆ 0.2 0.211 0.029
pmig 0.1 0.131 0.042
pLDD 0.5 0.534 0.089
Parameters Value Estimated Value (Mean of Modes) RMSE
τ 50 49.207 6.851
x0 15 14.522 2.876
Dense y0 32 33.114 2.103
rˆ 0.2 0.213 0.056
pmig 0.3 0.273 0.051
pLDD 0.2 0.264 0.105
time that it has been possible to estimate these parameters in a stochastic CA
using only count data. This is important, because it is this form of data that
can be collected simply with field observations during a suspected invasion.
As shown above, the method is capable of estimating parameters well across
different scenarios that can be related to real species invasions, in situations
involving a range of invasion times and probabilities of migration and LDD. The
point of invasion was kept constant across these scenarios. When the invasion
point is not near to the border of the simulation there is virtually no difference
in the capacity of the method to estimate this. When the invasion point is
near to the boundary, the estimation problem becomes restricted in space and
parameter estimation becomes easier.
This result demonstrates the robustness of the method. As demonstrated by
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Figure 3: The dispersal pattern on 20× 20 grids for which parameter estimates were made.
Table 5: The prior density constraints for the parameter.
Parameter Constraint Parameter Constraint
τ 1-50 rˆ 0-1
x0 0-19 pmig 0-1
y0 1-19 pLDD 0-1
RMSE (Table 4), parameter estimates were accurate despite being made using
uniform priors and keeping constraints as broad as possible. This emulates a
situation in which virtually no biological knowledge about the invading species
or the invasion process were known. When applied to any real RE problem, any
information that can be used to refine constraints will reduce the difficulty in
estimation. In many real cases, for example, while the intrinsic rate of increase
of an invading species may be high, it is highly unlikely that the probability
of migration would approach one. Similarly, the probability of long distance
dispersal is unlikely to be high. For example, Nathan et al. (2002) found the
probability of long distance dispersal of seeds by wind to be in the order of
1 − 5%. Similarly, the probability of LDD of the emerald ash borer was esti-
mated to be no more than 1% (Muirhead et al., 2006). Additional simulations
(not shown) unsurprisingly demonstrate that restricting the constraints of LDD
between 0 and 0.1 (i.e. realistic LDD probabilities) vastly improves estimation
capacity. Interestingly, restricting constraints in this way also improves estima-
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Table 6: The range expansion parameters, parameter estimates and estimation errors (Root
Mean Squared Error) for the dispersal pattern given in (Figure 3).
Parameters Value Estimated Value (Mean of Modes) RMSE
τ 20 20.231 4.283
x0 10 9.898 1.083
y0 15 14.141 1.153
rˆ 0.4 0.364 0.098
pmig 0.3 0.272 0.072
pLDD 0.2 0.235 0.129
tion of other parameters. This suggests that the parameters estimated here have
varying levels of inter-dependency, most likely through the time since invasion
τ . This adds to the estimation challenge. Indeed, these parameter dependencies
added a level of complexity such that the problems presented here required 24
hours for our program to solve. Simpler problems, estimating fewer parameters
and in particular those without such dependencies, can lead to good parameter
estimations within convergence times as little as 3 hours (data not shown).
One particularly valuable feature of this approach is the ability to estimate
the point of origin of a species invasion. From a management perspective, iden-
tifying the source of an incursion can be extremely useful, both for the organisa-
tion of eradication programmes and in the case of biological security at domestic
or international borders.
Simulating range expansions in this way involves a number of explicit as-
sumptions. In the model shown here, we consider the world to be homogeneous,
with no variation in the capacity of individual cells to vary. One advantage of
a CA, however, is that it is quite possible to vary carrying capacities across
the spatial domain of a grid to better reflect the reality of species invasions.
Experiments examining parameter estimation in spatially heterogenous areas
are currently in progress. Additionally, this form of simulation makes the as-
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sumption that the probability of parameters such as migration and LDD will
be constant across space and time. This is a common assumption of simulation
models, and in the time in which simulations are being made here, is unlikely to
be problematic. Note however that recent literature has suggested that disper-
sal rates may evolve over relatively short time frames (see Urban et al., 2007)
and depending on the individual questions for which estimations are made, re-
searchers may need to create appropriate underlying models that take this into
account. Nonetheless, the effective and robust performance of our method in the
current study suggests that ABC is likely to perform well even under variation
in the underlying CA.
6. Conclusion and Further Work
In this paper we have demonstrated ABC as a robust method for the estima-
tion of parameters of a range expansion CA. Important features of this method
are that good results can be found even with very broad and uninformative pri-
ors, that estimates are robust in the face of co-dependencies among parameters,
and that features that will be of significant interest in management programmes
such as the point of invasion can be estimated. We have posed a parameter es-
timation problem involving population sizes distributed in grid-based dispersal
patterns. In addition, a CA has been posed as a candidate simulation model and
Population Monte Carlo ABC has been applied with this simulator to estimate
a set of parameters of interest. The results presented herein have demonstrated
an effective solution in estimating population dynamics. The solution gave good
performance values in estimating parameters from two different dispersal pat-
terns, which were chosen to show versatility in our solution.
Further work is currently underway to improve estimates of parameters such
as pLDD. Towards that end, model hypothesis testing is being trialled to evalu-
ate and choose summary statistics (e.g., methods by Blum (2010)). Finally, the
problem and the experiments presented herein dealt with full population data;
however, real observations are most likely to be limited or incomplete. In ad-
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dressing these issues, further work involves extending our solution to problems
of parameter estimations from absence/presence and incomplete data.
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7. Appendix
Sparse Dense 20× 20
Figure 4: Top: The estimated posterior distributions of times since invasion τ , where in each
of the sparse (left) and dense (centre) cases a uniform prior distribution τ ∼ U(0, 200) was
used and in the 20 × 20 case (right) a prior distribution of τ ∼ U(0, 100) was used. Bottom:
The estimated posterior distributions of the points of invasions (x0, y0), where in each of
the sparse (left) and dense (centre) cases a pair of uniform prior distributions x0 ∼ U(0, 49)
and y0 ∼ U(0, 49) were used, whereas in the 20 × 20 case (right) a pair of uniform priors
x0 ∼ U(0, 19) and y0 ∼ U(0, 19) were used.
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Sparse Dense 20× 20
Figure 5: Top: The estimated posterior distributions for the intrinsic rates of population
growth rˆ, where in each case (left, centre & right) a uniform prior distribution rˆ ∼ U(0, 1)
was applied. Middle: The estimated posterior distributions for the probabilities of migration
pmig, where in each case (left, centre & right) a uniform prior distribution pmig ∼ U(0, 1) was
applied.Bottom: The estimated posterior distributions for the probabilities of long distance
dispersal pLDD, where in each case (left, centre & right) a uniform prior distribution pLDD ∼
U(0, 1) was applied.
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