In blind source separation, equivariance has been shown to b e a useful property for designing simple a n d efflcient iterative algorithms for the task. In this paper, we explore iterative equivariant algorithms for block-based blind deconvolution, in which the deconvolved symbol sequence is found by successively filtering the estimated Symbol sequence. A procedure based on maximum likelihood estimation of the source symbol sequence is given, and its performance is studied through simulations. In addition, we show that, in the absence of truncation effects, the well-known Shalvi-Weinstein blind deconvolution algorithm is an iterative equivariant blind deconvolution procedure.
INTRODUCTION
In signal processing, convolution is the generic term for any linear atering process. Given the two discretetime signals U(.) and s(n), the convolution of o(n) and s(n) is i = -a whenever this summation exists. In the sequel, we shall refer to o(n) as the channel impulse response and s(n) as the source signal, respectively. Almost all practical digital signal processing systems use discrete-time convolution in the form of fixed-coefficient filters for signal conditioning, noise removal, and the like.
Deeonuolution is the generic signal processing term for recovering one of the two unknown signals a ( . ) and s ( . ) from their known convolved form z(n). Usually, one of these signals, e.g. the source signal s(n), is targeted for recovery because of the specific information that it contains. Since convolution is linear and assuming that the channel is invertible, recovering s(n) from z(n) can be accomplished via another linear filtering process of the form ~( n ) = b ( n ) * 4 n ) , (2) =.here b(n) is the impulse response of the deconvolution filter. Deconvolution is accomplished if where neither the channel impulse response a(n) nor the source signal s ( n ) are known. In blind deconvolution, certain properties of a(n) or s(n) are exploited to obtain an estimate of s(n). In this paper, we shall focus on techniques that assume s(n) is an independent, identicallydistributed (i.i.d.) sequence of random variables with probability density function pa(.). Such an assumption is r e a sonable for several applications and is particularly appropriate in digital communications, where s(n) is a sequence of information-bearing symbols Most discussions of blind deconvolution in the signal prccessing literature focus on the estimation of the deconvolution filter impulse response b(n) in (2) as the mechanism for signal recovery. Such a n approach is entirely appropriate for adaptive filtering approaches to the blind deconvolution task [l] . The constant-modulus/Godard algorithms 12, 31, the Sat0 algorithm [4] , and morerecent informationtheoretic blind deconvolution methods [5] are all adaptive procedures that are computationally-simple, low in memory, and track slow changes in the channel impulse response.
These methods can require many iterations to converge and may need long data records to function properly.
All blind deconvolution methods that estimate a finite impulse response (FIR) deconvolution filter require an initial estimate of the deconvolution filter coefficients. In the absence of any information about the channel, a 'centerspike" initial impulse response given by is used, where b;,it(n) is nonzero over 0 5 n 5 2L. The choice of initial coefficients strongly influences the amount of delay in the final deconvolved signal. If this delay causes the coefficient energy not to he centered over the non-zero extent of the deconvolution filter impulse response, poor deconvolution performance may result. Hence, careful choice of the deconvolution filter length and its initial coefficient d u e s is required for best performance. The deconvolution filter length also determines the amount of data needed to perform accurate estimation of the deconvolution filter coefficients, as long filter lengths mean that more unknown parameters need to be estimated. In this paper, we study block-based methods for blind deconvolution that use the e n t i i source sequence to calculate the deconvolved signal sequence. The methods described in this paper exploit a property of certain statistical estimators known as equiuoriance. Equivariance is useful when iteratively solvin~ blind deconvolution tasks for several rea--
MIUS:
Iterative equivariant estimation procedures provide uniform convergence performance irrespective of the parameter values being estimated. Hence, the exact form of the channel is not critical to the success of the procedure. An iterative equivariant estimator can be implemented &s a data transformation procedure, such that only the current signal estimates of s(n) need to he retained. Thus, the notion of a deconvolution filter length is no longer relevant; the estimated signal sequence "stores" the data transformation.
We derive a data transformation algorithm for blind deconvolution based on a maximum likelihood blind deconvolution adaptive filter [5] and explore its performance via simulations. We also study the structure of the well-known Shalvi-Weinstein super-exponential blind deconvolution algorithm, showing in the absence of truncation effects that this algorithm i s an iterative equivariant estimator.
In the remainder of the paper, we shall use r-transform notation to describe signals and sequences alike. Let s(n) be any real-valued sequence, -m < n < CO. Then, the
We shall refer to S ( r ) interchangeably as the system function of s(n). We shall aLS0 have need for the convolution operation define for two sequences u(n) and u(n) as
EQUIVARIANCE
We first explain the property of equivariance as it relates to blind deconvolution. Our discussion parallels a similar discussion of equivariance in blind source separation 
An equivariant estimator imposes a particular structure on the way the measured data is used to calculate the parameter estimates. A lieas transformation of the measured data in an equivariant estimator results in the same linear transformation of the estimated parameters and vice versa. Such a propaty has no inherent advantage in an arbitrary estimation task. In inverse problems such as blind deconvolution, however, equivariance is extremely useful.
An equivariant estimator has the remarkable property in that the inherent ability of the estimator does not depend on the severity ofthe inter-symbol interference (ISI) created hy the channel A(z). Assume that the estimator A[.] is equivariant, and define the system-function of the estimated deconvolution filter as E ( z ) = l/A(z). Let Y ( r ) denote the r-transform of the estimated output signal sequence such that Y ( r ) = g ( z ) X ( t ) .
Then,
This last result can be interpreted as follows. The quality of an equimriant estimator of a deconvolved sequence y(n) ultimately depends only on the structure of the mnrce signal s(n) and the form of the estimator A[.]. The characteristics of the channel impulse response a(n) have no effect on the estimation quality of the sequence y(n). This remarkable property gives rise to the notion of uniform performance for all channels {CO(, -D)}; in ef€ect, the exact channel characteristics cease to be an issue from the standpoint of asymptotic pdormance.
Another consequence of equivariance can he seen from the following manipulations of (11):
(15)
This result states that an e q u i d n t estimator is an indicator function for a candidate deconvolved sequence y(n).
The sequence y(n) can only he a valid solution to the deconvolution task if an equivariant estimator for the unknown channel ca(n -D) using the input sequence z(n) generates an impulsive sequence when y(n) replaces r(n) in the estimator.
One has to he careful when using the above result; not all sequences g(n) that satisfy (15) are valid solutions to the deconvolution task. For example, we might simply generate a random sequence y(n) that has nothing to do with the measured r(n) and yet is a valid sequence from the standpoint of (15). In order for v(n) to he correct, it must he related to z(n) through a linear filtering operation. The correct linear filtering operation is
In practice, a "onestep" equivariant estimator A[.] is extremely challenging to develop for the blind deconvolution problem when only the independence and p.d.f. information about the source sequence s ( n ) is known. For this reason, we resort to iterative procedures to extract the source signal estimates from the measured data. The equivariance property motivates a particular algorithmic form for an iterative blind deconvolution procedure. The fact that x ( n ) and y(n) must be related through a linear filter gives rise to the concept of a fiitering update, in which the sequence y(n) is estimated by successively filtering the input signal s ( n ) , where each filtering operation mova the sequence "closer" to the source sequence s(n) with its desired statistical characteristia. Let yk(n) be the kth iteration of the estimated source sequence and Y k ( z ) its correrponding system function. Then, an iterative equivariant blind dewnvolution procedure would approximate the form of (14) as This procedure is guaranteed to achieve a local minimum of the criterion I G [ y ( z ) ] -11 by construction. It also avoids having to find a consistent and equivariant estimator for the unknown channel, a challenging task.
In later sections, it will be useful to consider a n equivalent representation to the above algorithm. Define ' H [ Y ( z ) ] as where becomes is a step size sequence. Then, the update in (19)
Transforming ( 
Eqn. (23) filter sequence at time k, and d d n e y k ( n ) = Z ( n ) * + I .
In [71, the following blind drronvolution algorithm for up dating the coefficient sequence bb (n) is described:
, . Proof: To be equivariant, this procedure must he able to be written in a form matching that in (23) for the output sequence y k ( n ) . Substituting Finally, convolving both sides of (28) with the input % + quence x ( n ) and simplifying results in Eqn. (29) is identical in form to (23), where
(30) Since (23) has already been shown to be equivalent to (19), the procedure in (24)-(27) is equivariant.
Remark: The above prodis not a proof of convergence, and the design of step size sequence pk to guarantee the condition in (20) is a challenging task. The coefficient updates in (26) are locally-stable about a separating solution for a chosen f(y) if certain conditions on the nonlinear moments of the source signal p.d.f. are satisfied; see [5] for details. Simulations in [5] 'indicate that the algorithm is successful at the deconvolution task when the local stability conditions are met. Since the proposed algorithm is based on (26), it can be expected to have similar capabilities and limitations.
Practical Implementation Issues
The blind deconvolution procedure in (29) is not practical because it involves doubly-infinite IIR sequences applied to infinitely-long source sequence estimates. Approximations are necessary in order to make the procedure practical. Unfortunately, truncating any of the sequences z(n), yr(n), or hk(n) leads to a non-equivariant algorithm, because y*(n), ~(n), and s(n) are no longer related to each other by exact linear and invertible transformations.
As is the case with all filtered-paclient approaches, one can employ suitable approximations in order to make the algorithms practically-implementable. In the case of the procedure in (29), we recognize the following fact. If the charnel A(z) has finite memory, then the sequences f(yo(n)) = f(z(n)) and z(n) will have a finitelength non-zero crow correlation. Hence, the update in (29) does not require an infinitely-long update a t e r impulse response &(n) to be accurate. Thus, we can truncate this filter to a finite number of taps and still obtain an accurate result. This filter truncation has an added benefit: We can use time-averaging to obtain a more-accumte estimate of this sequence, which should result in better estimation properties for the entire procedure.
The practical version of the block-based maximum likelihood blind deconvolution procedure is now described. Suppose a measured sequence z(n) obeying (1) (33) The factor a is introduced to control the convergence properties of the algorithm. Simple power nonlinearities for f(y), such as f(y) = ys, cause the sequence dk(n) to have large elements for certain initial conditions. We have found that choosing leads to robust convergence of (31)-(33) to a fixed point when the sequence go(n) = z(n)/o, has unit vasiance. g*-~(n) *. . . *go(n) *a(n) or m(n) = h ( n ) *a(n) is the unpulse response of the combined channel. Shown in Table 1 are the d u e s of 2L + 1 used for each algorithm. The prcposed algorithm was stopped if the Euclidean distance of w,(n) in (31) away from the unit impulse sequence was less than lo-'& whereas the Shalvi-Weinstein algorithm was stopped if the Euclidean deviation of the estimated eyualizer vector over successive iterations was less than 10-L. Shown in Fig. 1 are the average ISIS for the two algcrithms for block lengths ranging from 200 to 1000 samples on the two data sets. As can be seen, both algorithms successfully deconvolve the source sequence for block sizes between 250 and 1000 samples, and performance improves as the block size is increased. The performances of all of the algorithms was similar for block sizes less than N = 400 samples, except for the proposed method using a block size of N = 200 in whicb the algorithm infrequently failed to converge to a low-IS1 solution. For block sizes greater than N = 500, the Shalvi-Weinstein algorithm outperformed the proposed method.
EQUIVARIANCE A N D T H E SHALVI-WEINSTEIN ALGORITHlll
The similar deconvolution performance provided by the prcposed equimriant procedure and the Shalvi-Weinstein algorithm in the simulation examples is not surprising given that both procedures are based on fourth-order moment criteria. These two methods share more than common criteria, as the next theorem indicates.
Theorem 2:
In the absence offilter truncntion efects, the Shalvi-Weinstein algorithm is an itemtive epuivariant pmcedure.
Proof: We first define a version of the Shalvi-Weinstein blind deconvolution algorithm that is free of truncation 
only depends on Y k ( z ) Discussion: The above result means that the ShalviWeinstein algorithm can be written as a series of data transformations on yk(n), where yo(n) = z(n). It is unclear, however, how filter truncation affects the overall performance of such a data-transformation-based scheme.
5. CONCLUSIONS This paper extends the concept of equivariance made popular in blind source separation task to the problem of blind deconvolution. Equivariant blind deconvolution procedures can be implemented as a series of data transformations on the received signal sequence, and their performance is uniform with respect to the channel impulse response. We have described such a procedure based on a m a d " likelihood blind deconvolution adaptive filtering scheme. We also have shown that the Shalvi-Weinstein blind equalizer is in fact an iterative equivariant estimator.
