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Introduction
Comovement is ubiquitous in financial markets. The evolution of asset characteris-
tics, such as price, volatility or liquidity, exhibits a high degree of correlation across
assets—a phenomenon that in this thesis will generically be denoted with the term
comovement. The origins of such comovement are legion. In their investment de-
cisions, economic agents are not only influenced by their idiosyncrasies—a large
part of investment motivations are shared over a population. Demographics or the
political situation can generate constraints that are similar for a large number of
people. A country’s geography can greatly influence the sectors in which it is most
productive, which implies that many people are sometimes subject to the same
risk factors. Moreover, it is well known that mimesis is part of human psychology,
and that people mimic their peers even when taking personal decisions. For these
reasons, and many more, financial markets have a very systematic character, and
studying the nature and intensity of such comovement is important from a risk
management point of view. This thesis studies comovement in financial markets
under three dimensions: equity liquidity, equity return correlations and contagion
in the sovereign bond market.
From a theoretical perspective, the comovement of financial markets has al-
ready been widely considered. The mean-variance portfolio theory of Markowitz
(1952) shows how the optimal portfolio allocation depends on the correlations be-
tween returns of securities: low or negative correlations have a reducing effect on
the variance of a diversified portfolio. In the Capital Asset Pricing Model (hence-
forth CAPM), Sharpe (1964) shows that cross-sectional dispersion in equity re-
turns should only come from cross-sectional dispersion in the covariance between
the market return and the return on the stock. The reason for this result is that
idiosyncratic price changes can be diversified away, but market dynamics cannot.
The covariance of a stock’s return with the market return is the contribution of
that stock to total market variance and hence its only source of risk in a well di-
versified portfolio. The Arbitrage Pricing Theory (henceforth APT) of Ross (1976)
ix
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assumes that stock returns can be driven by macroeconomic factors, such as in-
terest rates or commodity prices. According to the APT, cross-sectional differences
in stock returns should not only be explained by dispersion in covariance with re-
spect to the market return, as it is the case for the CAPM, but also by dispersion
in covariance with respect to these macroeconomic factors. Each of these factors
is then associated with a risk premium. This result is very similar to the conclu-
sions arising from the intertemporal CAPM of Merton (1973), according to which
covariance with an exogenous random variable affecting the stochastic investment
opportunity set, should be associated with a risk premium.
From an econometric point of view, one may distinguish two main ways of deal-
ing with comovement: regression models and factor models. In regression models,
common factors are assumed to be exogenous. They are observable and comoving
series can be regressed on them. In factor models, factors are endogenous and
unobservable,∗ and so need to be estimated themselves. This thesis particularly
focuses on factor models.
Although the literature on factor models goes back to Chamberlain and Roth-
schild (1983) and Chamberlain (1983), most theoretical foundations have been laid
during the last decade. Stock and Watson (2002a,b), Bai and Ng (2002) and Bai
(2003) formalized the theory on static factor models. Important references for dy-
namic factor models, which allow a non constrained leading/lagging structure of
commonness, are Forni et al. (2000, 2004, 2005), Forni and Lippi (2001, 2011) and
Hallin and Liška (2007) and Forni et al. (2011).
As said above, the thesis contains three chapters, each of them covering an
application of factor models to financial markets. The first chapter uses dynamic
factor models to analyse comovement in equity liquidity. The second chapter dis-
entangles comovement and idiosyncrasy in equity correlations and assesses its im-
pact from an asset pricing perspective. The final chapter proposes a factor model
framework for analysing contagion in the European sovereign bond market.
In Chapter 1,† I study comovement of equity liquidity. From a very general
perspective, the liquidity of a security denotes the ease with which it can be con-
verted into cash, that is, bought or sold. Liquidity is however an elusive concept
and can be measured in several ways. More particularly, two popular proxies for
liquidity of a security are its closing bid-ask spread (the difference between the low-
est selling price and the highest buying price at the end of the day) or its volume
∗Factor models are also sometimes called latent factor models
†This chapter is published under Hallin M., Mathias, C., Pirotte, H., Veredas, D., 2011. Market
Liquidity as Dynamic Factors. Journal of Econometrics 163, 42-50.
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turnover (the number of shares exchanged divided by the total number of available
shares). Since they both measure liquidity, spread and volume turnover are very
similar—yet not identical. One may therefore wonder whether it is the same as-
pect of liquidity that comes to the surface through spreads and volume turnover.
I answer this question from a comovement perspective: Are market movements
in bid-ask spread and in volume turnover the result of the same market liquidity
dynamic, or do both measures capture a different aspect of market liquidity?
I apply theory on Generalized Dynamic Factor Models to answer this question.
The framework used is that of dynamic factors in the presence of block structure, of
Hallin and Liška (2011). I first assess the dimension of the common space for both
panels of spread and volume turnover. Then, I assess the dimension of the common
space of the joint panel, to check whether both common spaces are different or
coincide. When looking at S&P 500 stocks between 2004 and 2006, the conclusion
is that both panels share the same one-dimensional common space. Moreover, I
observe that long memory dynamics of both bid-ask spread and volume turnover
are captured by the common components, and that idiosyncratic components do not
exhibit long memory.
Chapter 2 investigates the impact of correlation comovement on the equity risk-
return tradeoff. The CAPM of Sharpe (1964) states that the covariance between
a stock’s return and the market return generates a risk premium. The correla-
tion plays a very important role in that relation, since it measures the diversifica-
tion benefit of that stock. Correlations are however not stable through time, and
even exhibit comovement. One may wonder whether common changes in return
correlations are associated with a larger risk premium than it is the case for id-
iosyncratic changes. On the one hand, this question is motivated by literature on
contagion, since contagion can be measured through a common increase in corre-
lations. Therefore, an additional risk premium linked to contagion risk could be
captured by common correlation dynamics. On the other hand, Pollet and Wilson
(2010) show that the equity market return reflects a premium for common corre-
lation changes, due to the Roll (1977) critique, stating that the equity market is
an imperfect proxy for the total wealth portfolio which investors truly consider in
their asset valuation.
I investigate this question in three steps. First, I use the DCC-GARCH of Engle
(2002) to estimate conditional correlations between returns on a portfolio of stocks
and on the market. Second, I use a Principal Components Analysis to decompose
these conditional correlations in a static, a common dynamic and an idiosyncratic
dynamic term. By multiplying these terms by the product of conditional volatili-
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ties, I obtain a decomposition for conditional covariances which, according to the
CAPM, generate a risk premium. Third, I regress realized returns on the condi-
tional covariance components and assess whether different components are associ-
ated with different risk premia. I take monthly return data between 1964 and 2010
on portfolios sorted on industry, size, book-to-market and momentum. Results sug-
gest that, when looking at equity from an industry, size or momentum perspective,
only common correlation dynamics generate a premium. However, when looking
at book-to-market sorted portfolios, it are only idiosyncratic correlations that gen-
erate a premium. This suggests that time-varying conditional correlations are dif-
ferently priced from a value perspective than from an industry, size or momentum
point of view. More particularly, it suggests that, from a correlations perspective,
the value premium is priced within the equity portfolio, whereas premia related
to industry, size and momentum are priced between the equity portfolio and other
asset classes.
In Chapter 3, I study contagion in the European sovereign bond market. Since
the introduction of the single currency, European sovereign bonds have exhibited
a high degree of comovement—larger than what fundamentals about the creditor
quality of different countries would suggest. The financial turmoil starting in 2007
however put the differences between countries on the table and part of the comove-
ment disappeared during the crisis. Weaker countries, such as Greece, Portugal
and Ireland, have exhibited a kind of decoupling compared to other EMU country
bonds. The relationship between all these sovereign bonds is however very dual:
on the one hand there are very big differences between the countries, but on the
other hand they remain economically interlinked and share the same currency.
Therefore, one may wonder whether idiosyncratic shocks in one country have had
an impact on the common European factor. I define this dynamic as common con-
tagion, and the goal of Chapter 3 is to assess whether European sovereign bond
markets have suffered from common contagion during the past years.
To do this, I develop a model where the sovereign bond returns load on a com-
mon factor which is the sum of a contemporaneous common shock and of effects of
previous day idiosyncratic shocks. The model is estimated using static factor mod-
els and vector autoregression. It is applied on daily returns of ten-year sovereign
bonds of 11 EMU countries, by considering rolling windows of 1-year length and
a 3-quarter overlap. The data suggest that there was common contagion during
2010, when Greece was under heavy market pressure. Contagion mainly comes
from safe countries, such as France, Italy, Finland and the Netherlands. I also
consider a two-factor model, where factors are identified as the safe and the trou-
Introduction xiii
bled European economy factor. I find that the contagion identified in the one-factor
model corresponds to contagion from the safe economy factor to the troubled: yes-
terday’s shocks of the former have an impact on today’s value of the latter. Hence,
although government bonds of safe and troubled economies are very interlinked,
one cannot conclude that the troubled economies have been contagious on the safe
ones.
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Chapter 1
Market Liquidity as Dynamic Factors∗
Abstract
We study market liquidity, via measurements of daily close relative spread and
daily traded volume in a sample of 426 S&P500 constituents over three years. We
use the Generalized Dynamic Factor Model (GDFM) with block structure to assess
the complementarity of those two measures in informing investors about market
liquidity. The advantage of this model is that, contrary to those that have been
previously proposed in the literature, it tackles time dependence and commonness
at the same time, without making any model assumptions on the underlying data
generating process. Both relative spread and volume appear to be driven by the
same one-dimensional common shocks, which therefore naturally qualify as the
unobservable market liquidity shocks.
∗This chapter is cowritten with Marc Hallin, Hugues Pirotte and David Veredas and is published in
The Journal of Econometrics 163, 42-50.
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2 Chapter 1 : Market Liquidity as Dynamic Factors
1.1 Introduction
Of all asset characteristics that are relevant for asset managers, liquidity certainly
is among the most elusive. Yet it is ubiquitous in financial practice and theory (for
instance, most of the modern applied asset pricing theory lingers on its full pres-
ence) and it has a pristine definition: an asset is liquid if it is easily convertible into
cash, the reference asset with perfect liquidity. This definition is often rephrased in
terms of time, cost and volume. Indeed, when people think about liquidity, they may
think about trading quickly, about trading large size, or about trading at low cost.1
Since Kyle (1985), these three dimensions are well defined. The time dimension
refers to resiliency, or the speed with which pricing errors caused by uninforma-
tive order-flow shocks are corrected or neutralized in the market. Cost refers to
tightness, or to the accepted price for immediacy to resolve the trade. Last, volume
refers to depth, or the volume that can be traded without price variations.2
Though the concept of liquidity is clear, it has a major problem. Liquidity is
an unobserved variable, which implies that it has to be measured. But this is a
delicate task because the difficulty i) to cover all three dimensions in a single mea-
sure and ii) to find a unique consensus on the measures, which in fine impairs its
objective measurement. The simplest measures (the most used in the empirical
literature) only consider one of the dimensions. Trade durations, defined as the
time intervals between two trades, are seen as proxies of liquidity, but they do not
consider depth and width. Moreover, this measure can only be used when work-
ing with tick-by-tick data. At lower frequencies, such as daily, durations lose their
meaning as observations are regularly spaced, and hence the time dimension of liq-
uidity vanishes. Daily close or open bid-ask spreads, measuring the difference be-
tween the lowest ask and highest bid prices for an asset at a point in time, measure
liquidity effects as well, but mainly cover an asset’s best width. Daily realized vol-
umes also measure liquidity effects of an asset, but only cover its transacted depth.
A number of papers have proposed measures that combine width and depth, such
as the Hasbrouck and Seppi (2001) quote slope, the Domowitz and Wang (2002)
order book integral, the Amihud (2002) ratio of average volume effect on absolute
returns, or the Pastor and Stambaugh (2003) measure for average volume-related
return reversal. The former two consider the existing shape of the available order
book through time, while the latter rely on transacted prices and volumes. A com-
mon drawback of all liquidity measures is that we do not know up to what extent
1Harris (2003), p.394
2See, among others, Minguet (2003), O’Hara (1998) or Schwartz (1993) for further details.
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they capture liquidity dynamics only.3 To get a deeper understanding of liquid-
ity, we should study the interactions between the different liquidity measures and
understand how they explain liquidity. Literature on this subject is scarce, how-
ever: most papers dealing with liquidity perform an analysis on liquidity measures
independently.
This is for example the case for the analysis of market liquidity, where the
aim is to understand commonness in liquidity across securities. Two fundamental
contributions to this domain are Chordia et al. (2000) and Hasbrouck and Seppi
(2001). Both find that a common or “market" component is significantly present
in different liquidity measures taken over a large cross-section of stocks. Chor-
dia et al. (2000) present evidence of this fact by running regressions of a given
liquidity measure, and for each individual stock, against its cross-sectional mean.
Hasbrouck and Seppi (2001), on the other hand, perform a (classical, hence static)
Principal Component Analysis (PCA) on liquidity measures, out of which they con-
sider up to three principal components. Other papers assess the existence of mar-
ket liquidity risk, i.e. whether market liquidity is priced across different stocks.
Amihud (2002), Eckbo and Norli (2002), Pastor and Stambaugh (2003) or Acharya
and Pedersen (2005) find that market liquidity explains price differences across
assets.
The influence of the aforementioned papers should not be underestimated, as
they all substantially increase our knowledge and comprehension of the role of liq-
uidity in financial markets. They rely however on a deterministic construction of
some liquidity measures, based on previous experiments but without much of an
analysis of its net informative contribution in explaining the liquidity phenomenon.
A first attempt to measure market liquidity across different proxies for liquidity
was made by Korajczyk and Sadka (2008). In a very large sample (more than 4000
stocks followed during 18 years), they use a static factor model-based methodol-
ogy, comparable to Hasbrouck and Seppi (2001), to estimate commonness for eight
different liquidity measures, which they then call “within-measure commonality".
Moreover, they also estimate commonness when considering the eight different
measures on the same panel, called “across-measure commonality", through the
extraction of a common component that is then added to their asset pricing exper-
iment. Just as Hasbrouck and Seppi (2001), the authors extract up to the third
3For example, when looking at the Spanish stock market, Martinez et al. (2005) found a positive
correlation between the Amihud measure for illiquidity and Pastor-Stambaugh’s measure of liquidity.
This indicates that, sophisticated as they are, such measures might be driven by other dynamics than
liquidity only.
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principal component for each liquidity measure.
Nevertheless, none of these approaches fully exploits the time series nature of
the data; in particular, they overlook the leading/lagging phenomenons that may
exist among the various liquidity measures. These are particularly relevant in our
case, as liquidity time series are highly persistent. Taking time series features
into account naturally brings the Generalized Dynamic Factor Model methods into
the picture. The Generalized Dynamic Factor Model (henceforth GDFM) methods
were developed in a series of papers by Forni et al. (2000, 2004, 2005), Forni and
Lippi (2001), and Hallin and Liška (2007, 2011). These methods allow for disen-
tangling commonness (market components) and idiosyncrasy (stock-specific com-
ponents) across panels of different liquidity measures for a large number of stocks.
Contrary to other dynamic factor methods (such as Stock and Watson (2002a,b)
and Bai and Ng (2002)), GDFM methods do not impose any restriction on the ac-
tual data generating process; we refer to Section 3 for details.
In the present paper, we examine the complementarity of two simple and widely
used liquidity measures: daily close relative bid-ask spread and daily realized dol-
lar volume, for 426 S&P500 listed stocks from January 2004 till December 2006.
This is a period characterized by a normal state of market liquidity, which is ap-
propriate for the scope of the article. A period with extreme events and/or liquidity
crunches, though important, would introduce distortions in the measurement of
commonness, and is left for future research.
We consider the method proposed by Hallin and Liška (2011) for the analy-
sis of large panels with block structure, where the blocks represent the two sub-
panels of volume and spread. We are able to identify, estimate and compare the
factors driving each subpanel and the factors driving the joint panel. That is, the
method allows us to assess up to what extent commonality in volume coincides with
commonality in spread. As volume and spread cover different aspects of liquidity
(depth and width respectively), they are a priori unlikely to carry exactly the same
information: it could be that some features of liquidity are explained by realized
volume but not by spread, and conversely. In GDFM terms, this means that some
common spread shocks might a priori be idiosyncratic to volume and vice versa.
Moreover, the analysis using GDFM takes into account the dynamic interactions
between the measures: some liquidity features may be leading in volume while
lagging in spread, and vice-versa.
Our findings go in three directions. First, it appears that the common spread
and common volume spaces coincide, and have dynamic dimension one. This means
that, although spread and volume cover different aspects of liquidity, their market
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or common components have the same origin and thus carry the same informa-
tion. Moreover, that common space being one-dimensional, it is driven by a unique
shock, which therefore strongly qualifies as the unobservable common liquidity
shock. This suggests some homogeneity when markets are confronted with liq-
uidity and that therefore there should be no distinct market liquidity effects orig-
inating from different sectors or due to different types of investors. Second, on
average, market related shocks account for 12% of the total variation of a stock’s
spread and for 18% of its volume. This may seem a rather low proportion, but is not
surprising if compared to the variance decompositions obtained in Hasbrouck and
Seppi (2001) and Chordia et al. (2000), even though we should be careful with such
comparisons, given that databases and the nature of measures differ. Third, we
observe a significant difference between autocorrelograms of idiosyncratic spread
and volume. On average, idiosyncratic spread components do not seem highly per-
sistent, which suggests that the relative spread dynamics mainly represent the
impact of market-wide responses on the global dealer inventory level, leaving little
room for more stock specific persistence. Volume persistence, on the other hand,
clearly has common and idiosyncratic origins; this indicates that observed volume
carries some memory linked to the security itself, on top of market-wide dynamics.
The outline of the paper is as follows. Section 1.2 frames the previous contribu-
tions on liquidity with respect to the present paper and explains the opportunities
offered by GDFM for liquidity econometrics. Section 3 explains the building blocks
of GDFM. In Section 4 we give information about the dataset used and comment on
the liquidity measures. The main results are presented in Section 5 and Section 6
concludes.
1.2 Commonness in liquidity
The analysis of liquidity is deeply rooted in the market microstructure theory; its
origins can be traced back to, among others, Kyle (1985) or Amihud and Mendelson
(1986). Most of the models developed under the market microstructure perspec-
tive focus on the liquidity of individual securities, and give little attention to the
common determinants of liquidity across the market. On the other hand, modern
finance emerged through the study of portfolio theory and the benefits of risk diver-
sification by exploiting return volatility risk and its market component, but paying
little attention to liquidity risk.
The present paper builds further on recent contributions with respect to the
identification of market liquidity. The main idea is that, while agreeing on the ex-
6 Chapter 1 : Market Liquidity as Dynamic Factors
istence of standard market illiquidity (i.e. that in “normal" market conditions), the
liquidity of every asset can be seen as the sum of a common (hence non diversi-
fiable) and an idiosyncratic (hence diversifiable) component, in the same sense as
for return volatility.
The contributions andmethodology of three leading articles in the identification
of common vs. idiosyncratic liquidity are discussed in the next paragraphs.
Chordia et al. (2000) look at all NYSE transactions in 1992 and analyze com-
monality in daily percentage changes of five order book-related liquidity measures
(quoted and effective spread, both in absolute and in proportional terms, and quoted
depth)4 by considering regression equations of the form
∆LIQit =βi∆LIQMt +ξit, (1.1)
where LIQit denotes the value taken by one of the five liquidity measures at time
t for stock i, LIQMt is the average liquidity over all stocks except i,
5 and ∆= 1−L
where L denotes the lag operator. The first term of the right hand side accounts
for market related variations. The second term, ξit =αi +εit, includes the intercept
of the regression, αi, and a white noise ε
i
t . The authors find that the βi ’s are sig-
nificantly different from zero, which indicates the presence of common underlying
determinants of liquidity. However, they obtain low R2 for all measures (around
4%).
Hasbrouck and Seppi (2001) perform a similar analysis on four 15-minute in-
terval order flow measures (share volume, dollar volume and square root of dol-
lar volume, signed and in absolute values)6 of 30 Dow Jones stocks traded during
1994. Instead of the differences ∆LIQit, they consider the levels LIQ
i
t of each liq-
uidity measure. Moreover, they use PCA instead of linear regressions, by defining
LIQMt as the principal component of the order flows of the 30 stocks:
LIQit =βiLIQMt +ξit. (1.2)
They find that, for signed dollar volume, 8% of the total variance is explained by
the first common factor, and empirically suggest that the second and third common
components could be negligible.
4The quoted spread is the difference between the lowest ask quote and highest bid quote in the order
book. The effective spread is two times the observed deviation of the price at which the transaction
took place and the midquote (i.e. the average of highest bid and lowest ask). Proportional (or relative)
spreads are spreads divided by the midquote. Quoted depth is the depth at the best quotes.
5The authors perform two distinct analyses, based on unweighted and value-weighted averages,
respectively.
6When considering signed liquidity measures, the latter are given a sign depending on whether the
trade happens at a price under or above the midquote.
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Korajczyk and Sadka (2008) use the asymptotic principal component method of
Conner and Korajczyk (1986) and the EM algorithm to identify market liquidity.
First they apply both methods to eight different liquidity measures independently:
the Amihud (2002) montlhly average effect of volume on absolute value return,
turnover (i.e. the ratio of montly volume and shares outstanding), quoted per-
centage spread, effective percentage half-spread and four parametric estimates of
price impact components. As Hasbrouck and Seppi (2001), the authors consider up
to the third principal component. They obtain very different R2 for the different
measures: 7% for turnover vs. 24% for effective spread, when looking at the first
principal component. The major contribution of Korajczyk and Sadka (2008) is
that, for their pricing experiment, they also compute common liquidity when con-
sidering the 8 different liquidity measures on the same panel, as they argue that
this would eliminate some liquidity measurement bias.
Although these articles significantly contribute to the study and understand-
ing of commonalities in liquidity, neither of them take into account the time series
nature of the various liquidity measures. Assuming the ξit ’s in (1.1) and (1.2) to be
serially uncorrelated clearly is unrealistic; it requires, for instance, LIQMt in (1.2)
to account for all dynamic aspects of all LIQit ’s. Lagged influence of unobserved
common liquidity factors is also precluded: LIQMt is a purely static principal com-
ponent which only depends on contemporaneous LIQit ’s, with an implicit and ques-
tionable assumption that the liquidity characteristics of all stocks are perfectly
synchronized.
The Generalized Dynamic Factor Model (GDFM) estimates commonality in a
spirit which is somewhat similar to Hasbrouck and Seppi (2001) and Korajczyk
and Sadka (2008) in the sense that it also seeks for a variance maximizing linear
combination of observations. The main difference, however, is that, by allowing
for lagged loadings (instead of contemporaneous) and autocorrelated idiosyncrat-
ics (rather than white noise residuals), it does not force any model on the data,
while fully exploiting their time series nature. In the present context, this means
that GDFM tackles persistence and co-movement at the same time, as it estimates
the effect of common shocks. This also implies that all common components are
orthogonal, at all leads and lags, to all the idiosyncratic ones, while allowing for
mild cross-sectional correlation among the idiosyncratic components of distinct in-
dividual stocks (typically, the idiosyncratic component of a given stock may yield
autocorrelation with a finite number of other, closely related idiosyncratic compo-
nents). The later is an attractive property in the study of liquidity, as it provides
us with a clear and formal distinction between commonness and idiosyncrasy. An-
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other advantage of the GDFM theory is that it identifies the dimension of the com-
mon space, as opposed to Hasbrouck and Seppi (2001) and Korajczyk and Sadka
(2008), who look at the first three principal components without having a rigorous
criterion of whether they all significantly contribute to commonality. Finally, the
GDFM method allows for a global analysis of (arbitrarily many) different liquidity
measures. Next Section shows in detail the building blocks of GDFM theory.
1.3 Dynamic factors and commonness in liquidity
First consider a panel of n stocks, for which some liquidity measure has been
recorded over a time period of length T. Denote by LIQit, i = 1, . . . ,n, t = 1, . . . ,T
the observation made at time t for stock i. These observations are treated as fi-
nite realizations of a double-indexed zero-mean second-order stationary stochastic
process {LIQit : i ∈N, t ∈Z}. Both n and T are assumed to be large, and asymptotic
statements are made as both n and T tend to infinity.
Denote by Σn(θ) the n× n spectral density matrix of the n-dimensional vec-
tor process {LIQn,t := (LIQ1t , . . . ,LIQnt )′; t ∈ Z}, and assume that, for all n ∈ N, k ∈
{1, . . . ,n} and some ck > 0, supθ(Σn(θ))kk ≤ ck. For any θ ∈ [−π,π], let λn,k(θ) be
Σn(θ)’s k-th eigenvalue (in decreasing order of magnitude).
Denote by q the number of diverging such eigenvalues, that is, define q as
q :=min{k ∈N : sup
n
‖λn,k(θ)‖ <∞ θ−a.e.}−1,
and assume that q <∞. Theorem 2 in Forni and Lippi (2001) then establishes the
existence of a unique decomposition of LIQit into
LIQit = χit+ξit =B′i(L)ut+ξit for all i ∈N, t ∈Z, (1.3)
where χit and ξ
i
t are mutually orthogonal at all leads and lags, ut :=
(
u1t, . . . ,uqt
)′
is
q-dimensional orthonormal white noise, and Bi(L) :=
(
Bi1(L), . . . ,Biq(L)
)′
is a vec-
tor of square-summable filters (the decomposition into χit and ξ
i
t is unique; the fil-
ters Bi(L) and the ut ’s are not). Equation (1.3), with unspecified q, thus is not a sta-
tistical model, but a canonical representation of the panel under study—contrary
to (1.1) or (1.2). That representation is called the dynamic factor representation of
LIQit; the χ
i
t ’s are the common, and the ξ
i
t ’s the idiosyncratic components, respec-
tively, of LIQit. The process {χi0,t} is cross-correlated with infinitely many liquidity
measure processes {LIQit}, i 6= i0, as n→∞ and therefore can be identified as the
component of {LIQi0,t} which is driven by the market, while ξi0,t is specific to stock
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i0 (market-uncorrelated), and presents cross-correlations with a finite number of
related cross-sectional processes only. The Hilbert space spanned by the χit ’s is
called the common space. It has dynamic dimension q and its elements are mar-
ket liquidity variables. The corresponding innovation process {vt : t ∈ Z} (namely,
any orthonormal white noise such that the Hilbert space generated until time s
coincides with the Hilbert space generated up to s by all χit ’s, i ∈N) naturally are
interpreted as the market liquidity shocks.
Forni et al. (2000) show how the common and idiosyncratic components χit and
ξit can be consistently reconstructed from the observed LIQ
i
t ’s, along with estima-
tors of their respective variances. The variance decomposition
var[LIQit]= var[χit]+var[ξit] (1.4)
for given i (because of stationarity, these variances do not depend on t) of course
indicates how common or idiosyncratic the liquidity of a particular stock i is.
The Hallin and Liška (2011) method for the analysis of panel data with block
structure very much relies on the Hallin and Liška (2007) procedure for the iden-
tification of the number of dynamic factors. That identification procedure consists
in tuning the penalty term of an information-theoretic criterion by a positive mul-
tiplicative constant c. A grid (nℓ,Tℓ), ℓ = 1, . . . ,L of increasing n and/or T values
(nL = n; TL = T) is considered, and, for each value of c and ℓ, a number qℓ(c) of
factors is selected as the value of q ∈N minimizing the information criterion with
tuning constant c, computed from a panel consisting of the series 1, . . . ,nℓ observed
over t= 1, . . . ,Tℓ. A particular value c∗ then is chosen as the second smallest value
of c for which the L selected qℓ(c)’s are stable across the (nℓ,Tℓ) grid. In practice,
this is achieved by examining a double plot. In the first one, the empirical variance
V (c) of the L-tuple (q1(c), . . . ,qL(c)) is plotted against c; the second plot provides
the corresponding final selection qL(c) as a function of c. The number of factors
which is ultimately selected then is qˆ := qL(c∗), where c∗ belongs to the second
interval of c values for which the empirical variance V (c) takes value zero. Hallin
and Liška provide several versions of their criterion, showing that they all yield
essentially the same results. We therefore adopted their IC2 log criterion, together
with their penalty p1(n,T)—see Section 3.2 of Hallin and Liška (2007) for details.
A major advantage of the GDFM in the analysis of market liquidity is that sev-
eral liquidity measures can be handled, either jointly or separately, via the Hallin
and Liška (2008) block structure methodology. The blocks here are the (sub)panels
associated with a given liquidity measure—here, relative spread and volume. The
method, as we shall see, provides interesting insights into the interrelations be-
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tween those two measures, and answers such questions as “do relative spread and
volume convey the same information about market liquidity?" “should we choose
one of them, or rather combine them?" “is there an optimal way to do so?" etc.
For K = 2 blocks (in order to fix the ideas, call them relative spread and volume,
respectively, and denote by SPRn and VOLn the corresponding subpanels), the
method actually decomposes the Hilbert space spanned by all variables in the joint
panel LIQn (consisting of all SPR
i
t ’s and VOL
i
t ’s, for i = 1, . . . ,n and t= 1, . . . ,T) into
several Hilbert subspaces, spanned (for the sake of simplicity, we write “spread-
common" instead of “relative-spread-common" etc.) by the spread- and volume-
common, spread-common and volume-common factors, and their respective orthog-
onal complements. Under special conditions (which are satisfied here in view of the
fact that the total number of factors is only one), this decomposition yields four mu-
tually orthogonal subspaces. Projecting SPRit and VOL
i
t onto those four subspaces
yields the following refinements of (1.3):
SPRit = φiSPR;t+ψiSPR;t+νiSPR;t+ξiSPR;t (1.5)
VOLit = φiVOL;t+ψiVOL;t+νiVOL;t+ξiVOL;t. (1.6)
The φi;t ’s and ξ
i
;t ’s are called strongly common and strongly idiosyncratic, the
ψi;t ’s and ν
i
;t ’s weakly common and weakly idiosyncratic components, respectively;
under strong block structure, they all are mutually orthogonal—see Hallin and
Liška (2011) for details. This decomposition is shown in Figure 1.1.
Now, if (as will appear in Section 1.5) all spread-common and volume-idiosyncratic,
and all volume-common and spread-idiosyncratic components are zero, that is, if
(1.5) and (1.6) boils down to
SPRit = φiSPR;t+ξiSPR;t, (1.7)
VOLit = φiVOL;t+ξiVOL;t, (1.8)
spread and volume are driven by the same common shocks, which unambiguously
can be interpreted as the market liquidity shocks.
1.4 Data
We consider n = 426 S&P500 constituents that listed from Monday January 5th,
2004, till Friday December 29th, 2006, and that were still listed in November 2008.
This is a period characterized by “standard" market illiquidity, i.e. without ex-
treme illiquidity conditions, which is appropriate for the scope of this article. From
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Figure 1.1: Schematic representation of the Hilbert spaces for a two-block factor
structure
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Reuters 3000 Xtra, we extracted, for each of these stocks, the daily close best ask,
daily close best bid and the daily realized dollar volume, from which we constructed
two liquidity measures. The first one is the relative spread, defined as
SPRit :=
askit−bidit
mqit
,
where askit (respectively bid
i
t) is the daily close best ask (respectively bid), and
mqit := (askit + bidit)/2 is the midquote of stock i at day t. We denote the spread
subpanel by SPRn := {(SPR1t , . . . ,SPRnt )′; t = 1, . . . ,T}. The second measure is the
realized dollar volume, denoted by VOLit. The corresponding subpanel (or volume
subpanel) is denoted by VOLn, the total panel by LIQn := (SPR′n,VOL′n)′.
There are several reasons for choosing these two measures. First, both are sim-
ple and widely used in practice. Second, each of them covers a different dimension
of liquidity: VOLit is a proxy for depth and SPR
i
t a proxy for tightness. Third, they
cover different aspects of the trading process: SPRit is a pre-trading measure, con-
veying information about the state of the limit-order book and the immediacy cost
(measuring liquidity ex ante), whereas VOLit is a post-trading measure, conveying
information about the actual trade (measuring liquidity ex post).
Prior to estimation, we applied some algorithms to clean the data. First, days
on which trading for more than 80% of the stocks was suspended were eliminated
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from the analysis. Second, days for which at least one stock showed negative
spread also were eliminated. Third, missing spread or volume values were in-
terpolated. In total, this leaves us with T = 747 observation dates. Finally, SPRit
is multiplied by 103 and VOLit by 10
−6. Relative spread for S&P500 constituents
is very small, which may entail numerical problems. Likewise, traded volumes are
very large, which may entail numerical problems as well. Last, we also checked
for the presence of weekly seasonality. Results, available under request, indicate
that less than 5% of the volume and spread series show significant weekly seasonal
patterns.
Table 1.1 shows descriptive statistics of the means (x¯) and variances (s2x) of
the liquidity measures per stock over the considered period. Their cross-sectional
means (denoted as m x¯ and ms2x
, respectively) and interquartile ranges (IQRx¯ and
IQRs2x
) are computed for the complete collection of all stocks (first row) and for
subsets of them. The subsets are defined according to the 25, 50 and 75% quantiles
of relative spreads and volumes. So, for instance, row [Q0.25,Q0.5) shows the mean
and interquartile range of the means and variances of the stocks whose average
relative spread and volume (over the period under study) are between the 25 and
50% quantiles. Two conclusions can be drown from this table. First, stocks with
large relative spread and volume (columns m x¯) also have large variances (columns
ms2x
). Very liquid stocks have tight spreads that do not move much, as the limit
order book is very thick. However, since these are the stocks that are the most
scrutinized, they are the first to react if an event arrives to the market (such as
a bad macroeconomic news) and hence will experiment large changes in trading
volume. Second, the interquartile range tells us that the stocks that are on the tails
of the distributions of relative spread and volume show the largest discrepancies
at both the average and variance. Liquidity measures between the stocks. As far
as this article is concerned, the question is whether, regardless of these differences,
the stocks share a common component and up to what extent it drives the relative
spread and volume across all stocks. We provide an answer to this question in
Section 1.5.
The left-hand plots in Figure 1.2 show the evolution of the averaged relative
spread (top plot) and volume (bottom plot) over the 426 stocks. Visual inspection
does not suggest any violation of the assumption of second-order stationarity. Yet,
it clearly reveals some heteroskedasticity. Note that these plots show averaged val-
ues. The assumption for applying GDFM is that all the relative spread and volume
series in SPRn and VOLn are second order stationary. We applied Phillips-Perron
unit root tests to the spread and volume series. At 1% confidence level, the null
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Table 1.1: Descriptive statistics of relative spread and volume turnover
Relative Spread Volume turnover
m x¯ IQRx¯ ms2x
IQRs2x
m x¯ IQRx¯ ms2x
IQRs2x
All stocks 0.96 0.35 0.58 0.29 2.59 2.07 6.70 2.23
[0,Q0.25) 0.62 0.08 0.26 0.15 0.56 0.31 0.16 0.15
[Q0.25,Q0.5) 0.78 0.06 0.33 0.12 1.18 0.34 0.69 0.57
[Q0.5,Q0.75) 0.95 0.08 0.42 0.13 2.16 0.57 1.82 1.10
[Q0.75,+∞) 1.46 0.45 1.26 0.74 6.14 3.60 18.51 15.54
Descriptive statistics for the relative spread and volume for all stocks, and for subsets thereof
classified by quantile ranges (subsequent rows); Qα stands for the quantile of order α and
[Qα1 ,Qα2 ) for all the stocks with liquidity measure (either relative spread or volume) lying
between the α1- and α2-quantiles. The column m x¯ (respectively ms2x
) shows the sample
mean of individual stock means (respectively variances), and the column IQRx¯ (respectively
IQR
s2x
) the interquartile range of individual stock means (respectively variances).
hypothesis of a unit root was rejected for all of them (detailed results are avail-
able upon request). The right-hand plots of Figure 1.2 show the autocorrelation
functions of the averaged relative spread (top plot) and volume (bottom plot). They
confirm the well-known stylized fact that liquidity time series are strongly auto-
correlated.7 The averaged relative spread seems to be more persistent than aver-
aged volume, as the autocorrelations decay more slowly. In the spirit of Chordia
et al. (2000), these averaged relative spread and volume series can be seen as esti-
mates of market liquidity. Their strong and persistent autocorrelations give more
credit to our claim that liquidity needs models that can handle time dependencies.
The left-hand plot in Figure 1.3 presents a scatter plot of the contemporaneous
average spread and volume time series. It shows a cloud with undefined principal
directions, indicating that relative spread and volume are not contemporaneously
correlated. Correlations however are found when looking at lagged relationships.
The right-hand plot shows the cross-correlations (y-axis) for different orders (x-
axis). Negative orders stand for the relation between lagged volume and lead rela-
tive spread. So, for instance, the correlation of order −5 explains the relationship
between volume five days ago and today’s relative spread. We observe that, al-
though there is some cross-correlation at the negative orders, the bulk of it is on
the positive ones: relative spread leads volume. The conclusions drawn upon these
7The presence of long memory is not discarded; long memory, however, is not incompatible with
second-order stationarity.
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Figure 1.2: Data and Autocorrelograms
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cross-correlations go in the same direction as for the autocorrelograms of Figure
1.2: liquidity panels show important time series features that cannot be explained
nor exploited via static factor models. In the next section, we show the results of a
GDFM analysis.
Figure 1.3: Scatter plot and cross correlogram
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Left plot shows the scatter plot of relative spread against volume. Right plot shows the cross correlo-
gram of average relative spread against average volume. The negative orders are the cross correlations
between leading volume and lagging relative spread.
1.5 Empirical results
As explained in Section 1.3, we use the Hallin and Liška (2007) information cri-
terion to identify the numbers of factors, that is, the dynamic dimensions of the
common spaces of the three (sub)panels SPRn, VOLn and LIQn. Identification
is based on a visual inspection of the three double plots of Figure 1.4. For each
(sub)panel, the figure shows a measure (the variance V (c), dashed line) of the in-
stability of the selection associated with various values of the tuning constant c,
along with the final selection associated with the same value of c (solid line). The
procedure then consists in spotting the second interval (starting from the left) of
c values over which the dashed line touches the horizontal axis (hence, V (c) = 0);
the number of factors to be selected then is obtained by reading, on the solid line
curve, the corresponding value shown by the solid line.
Each of the three plots leads to a selection of one single factor. This and
Lemma 1 in Hallin and Liška (2011) implies the existence of a unique strongly com-
mon factor driving the common components of both subpanels, thus yielding the
particular case, described in (1.7) and (1.8), of empty weakly common and weakly
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idiosyncratic spaces: see Figure 1.5.8 Two important conclusions can be drawn
from this result. First, SPRn and VOLn share the same common space, meaning
that the shocks driving commonness in relative spread and commonness in volume
are the same. This result supports the conjecture that, in a liquid market such as
S&P500, a single liquidity measure (either relative spread or volume) suffices to
understand market liquidity dynamics. Second, this common space presents a dy-
namic dimension one, suggesting some homogeneity when markets are confronted
with liquidity. It may be an indication that no market liquidity effects are originat-
ing from, for instance, different sectors or different types of investors but only from
the market itself.9 The innovation of the one-dimensional factor driving both the
common spread and the common volume components therefore strongly qualifies
as the unobservable market liquidity shock.
We find that, on average, market liquidity accounts for 12% of total variations
of relative spread and for 18% of total variations of volume, as shown in Figure 1.5.
These proportions are much larger than those of Chordia et al. (2000) (about 2-
4%), larger also than those of Hasbrouck and Seppi (2001) (about 8-14%), and they
are comparable to those of Korajczyk and Sadka (2008). These differences can be
due to an array of reasons: different databases, different time frequencies, differ-
ent liquidity measures, and different methods to extract commonality in liquidity.
Yet, our results support previous studies and offer an alternative based on a repre-
sentation result, rather than on model assumptions, and on a rigorous methodol-
ogy that leaves little room to subjectivism. Idiosyncratic components on the other
hand account for 88% and 82% of total variations of relative spread and volume. As
mentioned earlier, this large proportion does not mean that relative spread and vol-
ume are very noisy measures. Since GDFM allows for mild correlation among the
idiosyncratic components of individual stocks, some groups of stocks may share liq-
uidity drivers that are uncorrelated with market liquidity. Further, idiosyncratic
terms in the GDFM may be autocorrelated, i.e. an idiosyncratic component at
time t may contain information about its future values.
All these percentages and variance decompositions are proportions averaged
over the panel. Individual decompositions, however, also may reveal interesting
features. The plots in Figure 1.6 show the proportions explained by the common
components for each individual stock (left-hand plot is for relative spread, right-
8In a way, this result is in line with the empirical intuition provided by Hasbrouck and Seppi (2001),
who argue that only the first principal component, in their principal component analysis approach,
should be taken into account.
9Such effects may exist; but then they only have an impact on idiosyncratic components, hence on a
limited number of stocks.
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Figure 1.4: Hallin and Liška information criterion
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Hallin and Liška (2007) information criterion to identify the dynamic dimension of the common spaces
of the different panels. Dashed lines are a measure of the instability of the selection associated with
various values of the tuning factor. Solid lines are the final factor selection associated with a value of
the tuning factor.
18 Chapter 1 : Market Liquidity as Dynamic Factors
Figure 1.5: Spaces, factors and variance decomposition
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hand plot for volume). Stocks are ordered from smallest to largest relative spread
and volume, respectively. Vertical lines divide the stocks according to the same
quantile ranges as in Table 1.1. In that table we found significant differences for
those stocks with the largest relative spread and volume. Similar features are ob-
served in Figure 1.6. For stocks with average relative spread and volume smaller
than the 75% quantile, the proportions of total variance explained by market dy-
namics do not exhibit any clear pattern, even though showing significant differ-
ences among them. However, beyond the 75% quantile, the market impact on total
variances seems to be increasing with the liquidity measure value (this is very
clear for volume, somewhat less so for relative spread since there is also a large in-
crease in variability). This fact may be explained with similar arguments as in the
discussion of Table 1.1. Relative spreads lying beyond the 75% quantile are more
sensitive to market conditions, as their limit order books are thinner. A shock in
market liquidity should imply a reaction in relative spread that is more important
than it is for more liquid stocks. On the other hand, stocks with the largest vol-
umes, the blue chips, are the driving forces of the market, which means that a
shock in market liquidity entails a reaction in volume which is larger than for the
less liquid stocks.
Figure 1.7 shows a plot of the a cross-sectional average of relative spread (top
left) and volume (top right) autocorrelations, along with the corresponding plots for
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Figure 1.6: Explained variance by the common component for all the stocks
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Proportion of variance explained by the common component for all stocks and for relative spread (left
plot) and volume (right plot). The proportions of variances are ordered from stocks with the smallest
relative spread and volume to the largest.
their common (middle plots) and idiosyncratic components (bottom plots). These
plots reveal quite interesting differences between those components.
First, note that the autocorrelations of averaged relative spreads, as shown
in Figure 1.3, strikingly differ from these averaged autocorrelations of observed
series and common components. Averaging all spreads and volumes indeed can-
cels out all leading/lagging dynamics that may exist between stocks, and therefore
provides a biased picture of reality. These important differences, especially for
relative spread, demonstrate the danger of using averaged relative spreads or vol-
umes as a proxy for market liquidity, and, more particularly, the danger of defining
market liquidity shocks as the innovation of cross-sectionally averaged spread of
volume series. Second, by the fundamental property of GDFM that common and id-
iosyncratic components are mutually orthogonal at all leads and lags, the average
autocorrelations of observed series are a linear combination of the common and id-
iosyncratic average autocorrelations, with coefficients given by the variance ratios.
As a consequence of idiosyncratic predominance in variance decompositions, the
autocorrelation profiles of observed series look closer to those of the corresponding
idiosyncratic components than to those of the common ones. Third, the autocor-
relations for the common components look very different for relative spread and
volume. This indicates that the ways market liquidity shocks are transferred to
relative spread and to volume also are quite different. While the impact of a mar-
ket liquidity shock on volume is instantaneously very significant, it also vanishes
relatively fast. By contrast, the same market liquidity shock has a rather weak
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impact on relative spread, but that impact decays very slowly with time. Finally,
observe that idiosyncratic volume components are much more autocorrelated than
the idiosyncratic relative spread ones. This indicates that observed persistence
in relative spread almost entirely originates in market dynamics, whereas serial
autocorrelations for observed volume clearly both have market-wide and idiosyn-
cratic origins. A possible explanation for this is that, while the relative spread
essentially is a bounded variable, and less dependent on stock specificities, trading
volumes are clearly connected to the size of the firms, so that huge cross-sectional
magnitude discrepancies may exist.
Summing up, although relative spread and volume provide equivalent charac-
terizations of market liquidity as dynamic factors, one should not conclude that
they constitute equivalent liquidity measures, since the ways they react to market
liquidity shocks are drastically different.
1.6 Conclusions
The GDFM presents a number of advantages in the identification, analysis and
forecasting of market liquidity dynamics. First, unlike its competitors, it is based
on a general representation result which is free of restrictive model assumptions
(Forni and Lippi, 2001), yielding a data-driven characterization of market liquid-
ity. Second, it tackles co-movement and time dependencies, two stylized facts of
liquidity time series. Third, it provides a clear distinction between commonness
and idiosyncrasy. Fourth, it allows to estimate the dimension of the common space.
Finally, it allows identifying commonality over different liquidity measures on a
global analysis. An application of GDFM to panels of relative spreads and volumes
suggests that these two liquidity-related quantities actually convey the same in-
formation about market liquidity. The one-dimensional common shocks driving
these two panels therefore strongly qualify as the unobservable market liquidity
shocks. Such results of course are calling for more extensive and detailed empirical
investigations, involving larger databases and further liquidity measures.
Extensions of the present paper go hand in hand with further developments in
the theory of GDFM. For instance, a most attractive research direction would con-
sist in a comparative study, based on their dynamic factor loading filters, of stocks
and liquidity measures. These filters indeed characterize the way these stocks and
liquidity measures react to market liquidity shocks. A clean identification of the
impact of liquidity shocks on various liquidity measures also would lead to a better
assessment of the links between liquidity and asset pricing, and a better analysis
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Figure 1.7: Autocorrelograms: Observed, Common and Idiosyncratic
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of the macroeconomic drivers of liquidity. Uncertainty in liquidity could be dealt
with by applying the Dynamic Factor GARCH model introduced by Alessi et al.
(2009),10 while the Eichler et al. (2008) extension of GDFM to non stationary time
series opens the door, for instance, to a better understanding of financial crises.
Last, an empirical analysis to the commonness in liquidity between high and low
capitalized stocks is worth studying.
10Note however, that GARCH effects are, by definition, a conditional second-order moment phe-
nomenon. Our analysis is based on unconditional second-order moments.
Chapter 2
Disentangled Correlations and the
Risk-Return Trade-Off
Abstract
This paper evaluates the impact of co-movement in equity return correlations on
the equity risk-return trade-off. By applying a principal components analysis on
conditional correlations, conditional covariances between the return of a security
and the market return are decomposed in a sum of three terms: pure volatility
dynamics, the interaction of volatility and market-wide (common) correlation dy-
namics, and the interaction of volatility and idiosyncratic correlation dynamics.
The importance of each of these covariance terms on the risk-return trade-off is
analysed, in different cross-sections. For portfolios sorted on industry, size and mo-
mentum, the risk-return trade-off is originated by the interaction of volatility and
common correlation dynamics, whereas in the book-to-market cross-section, the
trade-off comes from the interaction of volatility and idiosyncratic correlation dy-
namics. This suggests that investors conditionally price book-to-market differently
than industry, size and momentum.
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2.1 Introduction
The trade-off between risk and return is one of the most important relations of fi-
nancial theory. Since the capital asset pricing model of Sharpe (1964), the risk of a
security can be considered as the covariance of its return with the market return.
In that setting, the correlation with the market return is an important building
block, since it measures the asset’s diversification benefit in the market portfolio.
Correlations are however not constant through time and even exhibit comovement.
The present paper assesses whether this dynamic structure of conditional correla-
tions is informative about how expected risk is reflected in returns.
Empirical evidence of the time-varying and comoving nature of correlations is
very large. Longin and Solnik (1995, 2001), Goetzman et al. (2001) and Ferreira
and Gama (2010) observe that correlations are time-varying. In an international
study, Bekaert et al. (2009) find significant changes in correlations over time in Eu-
rope. All these studies also exhibit that correlations tend to go up in bear markets,
which can be considered as a sort of correlations co-movement. Existence of this
asymmetric nature of conditional correlations is confirmed by formal tests, as pro-
posed in Ang and Chen (2002) and Hong et al. (2009). Co-movement in correlations
is also intimately linked to the growing body of literature on financial contagion, as
indicated by Bekaert et al. (2009). Even though the concept of contagion remains
fairly elusive and there exists no formal definition of it, measuring its existence
generally goes through a study of common changes in correlations, as suggested
by Forbes and Rigobon (2002). From this perspective, Kallberg and Pasquariello
(2008) establish the existence of co-movement in excess correlations, which is the
amount of correlations beyond what one may expect given fundamentals.
Examining the effect of time-varying correlations on asset returns is a rather
recent research topic. On one hand, some authors have considered the asset pricing
implications of the stochastic nature of correlations. Krishnan et al. (2009) study
the risk premium generated by stochastic correlations from an ICAPM perspective
and show that investors hedge against stocks that perform badly when the aggre-
gate level of correlations goes up. By looking at the option market, Driessen et al.
(2009) show that uncertainty about correlations is priced because ex ante option-
implied correlations are higher than their ex post realizations. Buraschi et al.
(2010) develop a theoretical model with portfolio implications in case of stochastic
correlations.
On the other hand, two recent contributions have focused on the role of time-
varying conditional correlations in the traditional risk-return trade-off. First, Bali
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and Engle (2010a,b) estimate the risk-return trade-off by modelling covariances
with the Dynamic Conditional Correlations (DCC) GARCH model of Engle (2002).
The authors obtain a positive risk premium for various return cross-sections. They
suggest that the explicit choice of modelling conditional covariances using a DCC-
GARCH is a major ingredient for obtaining this positive trade-off. Second, Pollet
and Wilson (2010) theoretically demonstrate that, because of the Roll (1977) cri-
tique, both the average level of asset volatilities and of asset correlations should
be priced in the market return. In a way, the authors suggest that the price of
correlations may have other components than the traditionally documented price
of diversification benefits. They suggest that this additional price should be gener-
ated by the aggregate level of correlations, and hence that investors may be more
risk averse to common than to idiosyncratic changes in correlations.
The goal of the present paper is to provide deeper empirical evidence of the
effect of the comoving structure of conditional correlations on the risk-return trade-
off. For four different return cross-sections—portfolios sorted on industry, size,
book-to-market and momentum—conditional correlations of portfolio returns with
the market return are disentangled in the sum of a static, a common dynamic
and an idiosyncratic dynamic component. Conditional covariances can therefore be
decomposed likewise, in a first term capturing pure volatility dynamics, a second
accounting for the interaction of volatility and common correlation dynamics, and
a third term reflecting the interaction of volatility and idiosyncratic correlation
dynamics. In a standard asset pricing regression, the portfolio returns will be
regressed on the three covariance components, to identify which aspects of time-
varying conditional correlations are at the basis of the observed risk-return trade-
off.
Given the bounded nature of correlations, it is impossible to come up with
a correlation decomposition such that components are orthogonal and bounded,
and that their sum is also bounded. At least one constraint has to be relaxed.
Therefore, I consider four different procedures for decomposing conditional corre-
lations, each of them working under different regularity constraints. As a basis
for these different decompositions, I use the DCC-GARCH estimated conditional
correlations, and the static correlation component is always defined as their time
series average. In the first decomposition methodology, I apply a standard Princi-
pal Components Analysis on the DCC-GARCH correlations. In the second, a PCA
is applied to Fisher transformed conditional correlations, and both common and
idiosyncratic components are transformed back onto the unit circle. In the third
and fourth methodology, only one of both components—common or idiosyncratic—
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of transformed correlations are transformed back onto the unit circle; the other one
is defined as the residual with respect to DCC-GARCH correlations. For the four
decomposition methodologies, the corresponding covariance decomposition is ob-
tained by multiplying each of the correlation components by the product of GARCH
conditional volatilities of the portfolio and market returns.
Conditional covariances (decomposed and non decomposed) are used as ex-
planatory variables against the observed monthly returns, in a procedure very
similar to Bali and Engle (2010a). For every panel—industry, size, book-to-market
and momentum—the system of regressions is estimated in a Seemingly Unrelated
Regression (SUR) framework. Intercepts are allowed to vary across individuals,
but the slopes of covariance components on returns are assumed to be constant
across individuals and time. Parameters are estimated using a stationary boot-
strap two-step-least squares approach, which allows to account for autoregressive
heteroskedasticity of returns and for the fact that explanatory variables are point
estimates themselves.
When regressing returns on non decomposed covariances, results of Bali and
Engle (2010a,b) are partially retrieved. I find a significant trade-off for industry,
size and book-to-market portfolios and do not reject the null of zero intercepts for
size and book-to-market. When looking at decomposed covariances, I see that for
industry, size and momentum sorted portfolios, the highest trade-off coefficient
is associated with the interaction of volatility and common correlation dynamics,
with a significant result for the size and momentum cross-sections. In the book-to-
market cross-section, on the other hand, the largest trade-off comes from the in-
teraction between volatility and idiosyncratic correlation dynamics, although non
significant in the basic setting.
Robustness of these results is assessed under various ICAPM control specifica-
tions. First, I consider the inter-temporal pricing of six macroeconomic variables:
default spread, term spread, relative short term interest rate, inflation rate, output
gap and aggregate dividend yields. Default spread, term spread, relative interest
rate and output gap are not priced inter-temporally, aggregate dividend yields and
inflation rates are priced in industry sorted portfolios. None of the controls how-
ever affect the results. Second, I control for inter-temporal pricing of the financial
factors for size and book-to-market of Fama and French (1993) and the factor for
momentum of Carhart (1997). The size factor is not priced in any cross-section, the
book-to-market factor is in all and the momentum factor is priced for momentum
portfolios. The significance of the parameters of interest increases when control-
ling for these financial factors: common correlation dynamics generate a signifi-
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cant positive trade-off for industry, size and momentum sorted portfolios, and id-
iosyncratic correlation dynamics now significantly account for the trade-off in the
book-to-market panel. Third, I also look at the pricing of aggregate volatility, as
suggested by Ang et al. (2006); volatility is not priced and does not affect the re-
sults. Finally, I follow Krishnan et al. (2009) and verify whether the aggregate level
of correlations is priced inter-temporally; I find that they do not have a significant
impact on returns and therefore they do not affect results.
The result obtained in the book-to-market panel is compelling, since it is a
cross-sectional counterargument for Pollet and Wilson (2010) or any conjecture on
the effects of contagion (which would suggest a dominant role to common correla-
tion dynamics). To interpret this peculiar finding, I explore what the idiosyncratic
and common correlation dynamics precisely capture in the covariances between
the returns on the portfolios sorted on size, book-to-market and momentum, and
the market return. For all panels, I find that middle deciles are characterized
by important correlation commonness, whereas the highest and lowest deciles are
dominated by correlation idiosyncrasy. This suggests that correlation dynamics
are differently rooted in the book-to-market premium than they are in the premia
related to industry, size or momentum. One could indeed state that investors price
time-varying expected diversification benefits only within the equity portfolio from
a book-to-market perspective, whereas from an industry, size or momentum point
of view, these dynamics in expected diversification benefits are only priced between
the equity portfolio and other asset classes.
The paper is structured as follows. Section 2.2 explains the role of correlations
in the literature on risk-return trade-off. Section 2.3 describes the dataset used.
Section 2.4 explains the disentangling conditional correlations. The main results
are shown and interpreted in Section 2.5. Robustness for these results is provided
in Section 2.6. Section 2.7 concludes.
2.2 Theoretical background
The conditional version of the capital asset pricing model1 (henceforth CAPM)
states that the expected return of a security conditional on all available informa-
tion should be proportional to the conditional covariance of the stock’s return with
market return and with any random variable affecting the stochastic investment
opportunity set,
Et
[
Ri,t+1
]
= γmσim|t+γxσix|t, (2.1)
1Sharpe (1964), Jagannathan and Wang (1996)
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where Et[·] denotes the expectation operator based on all available information at t,
Ri,t+1 is the excess return of security i at time t+1, σim|t and σix|t are the expected
covariances for period t+1 conditional on information available at t, between se-
curity i and respectively the market return and a stochastic variable affecting the
investment opportunity set xt (examples of such variables are interest rate levels,
aggregate volatility, the average spread between investment grade and high yield
corporate bonds, etc.). Merton (1980) suggests that γm can be interpreted as the
risk aversion coefficient of an agent with constant relative risk aversion (CRRA).
By considering the market return on the left hand side of the equation, one obtains
the trade-off between expected market return and expected market variance,
Et
[
Rm,t+1
]
= γmσ2m|t+γxσmx|t. (2.2)
The existence of the positive trade-off (γm > 0) expressed in (2.1) and (2.2) has
been tested by several authors with mixed success. Exhaustively reviewing all
these contributions goes beyond the scope of the present paper, but interesting
overviews can be found, among others, in Ghysels et al. (2005) or Bali and Engle
(2010a). In the present paper, only Bali and Engle (2010a,b) and Pollet and Wilson
(2010) will be explored in more detail, since the role of time-varying correlations in
the positive risk-return trade-off relation plays a key role in these papers.
Bali and Engle (2010a) estimate (2.1) with daily data between 1963 and 2008
and model conditional covariances using the DCC-GARCHmethod of Engle (2002).
They estimate conditional covariances σim|t = ρ im|tσi|tσm|t, where σi|t and σm|t are
GARCH(1,1) standard deviations of the return on stock i and on the market, and
where ρ im|t is a GARCH(1,1)-type estimate of the conditional correlation between
both returns, parametrized independently from the conditional volatilities. The
authors then plug the series of σim|t as explanatory variables in a standard system
of asset pricing regressions,
Ri,t+1 =αi+γmσim|t+
∑
x
γxσix|t+ e i,t+1, (2.3)
which is estimated using using a two-step-least-squares in a SUR framework. The
authors consider several cross-sections (Dow Jones 30 constituents, industry, size,
book-to-market, momentum, investment-to-assets and return-on-assets). They are
all characterized by a positive trade-off, and the null hypothesis of intercepts be-
ing jointly equal te zero is rejected only for momentum, investment-to-assets and
return-on-assets cross-sections.
Bali and Engle (2010b) go a step further, by developing a multivariate DCC-
GARCH-in-mean for estimating conditional covariances and trade-off in one step.
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They use monthly data from 1927 until 2009. The authors identify a positive trade-
off of market return on market variance, and suggest that this comes from the
joint action of (i) looking at the whole cross-section and (ii) using DCC-GARCH
covariances. The present paper will investigate more closely this issue of the role
of time-variation in conditional correlations for obtaining a positive risk-return
trade-off.
The other recent contribution highlighting the particular importance of corre-
lations in evaluating the risk-return trade-off is Pollet and Wilson (2010). Their
starting point is the critique of Roll (1977), which states the limitations of empiri-
cal tests on (2.1) and (2.2) due to the fact that the true return on aggregate wealth
is unobservable and incorrectly replaced by an observable part of it (the return on
the stock market). The authors demonstrate that, when stock returns have total
market and stock market beta’s, both the average level of return correlations and
of return volatilities should be positively priced across asset returns. This suggests
that the price of correlations in the cross-section of asset returns may be more than
the price of diversification benefits only. In this way, Pollet and Wilson (2010) point
out that, if time-varying conditional correlations exhibit co-movement, the common
correlation factor should bear a higher price than the idiosyncratic.
The present paper will combine the conclusions of Bali and Engle (2010a,b),
which highlight the importance of parametrizing separately correlations and volatil-
ities, and the main result of Pollet and Wilson (2010), which states that a higher
price may be attributed to common movements compared to idiosyncratic. More
specifically, I will decompose conditional correlations in the following way: ρ im|t =
κi +χi|t+ ξi|t, where κi accounts for the unconditional level of correlations, χi|t is
the common dynamic correlation (accounting for dynamics shared by all individ-
uals) and ξi|t the idiosyncratic dynamic correlation component. This correlation
decomposition yields a covariance decomposition σim|t = κiσi|tσm|t +χi|tσi|tσm|t +
ξi|tσi|tσm|t, which can be used to estimate the impact of common versus idiosyn-
cratic correlation dynamics in asset pricing. Indeed, each of these covariance terms
could generate a different risk premium in the return cross-section.
One may wonder why it is important to pass by a correlation decomposition to
achieve a decomposition in covariances. First of all, the idea of focusing specifically
on correlations is coherent with Bali and Engle (2010a,b), according to which it
is better to separate correlation parametrization from volatility parametrization.
Second, theory suggests that it is comovement in correlations, not in covariances,
to which a larger asset pricing premium may be associated. This is indeed the con-
clusion of Pollet and Wilson (2010). Moreover, although no formal model exists for
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it, the literature on contagion also intuitively suggests that investors may require
a higher premium when the aggregate level of correlations is higher: markets are
more sensitive to contagion dynamics, since a negative market shock will have a
more uniform impact on investor portfolios, potentially requiring more investors
to simultaneously liquidate their positions. Third, the specific nature of volatility
time series, being always larger than zero, makes a multiplicative decomposition
more appropriate to volatility than an additive one. Therefore, it seems wise to
apply the additive decomposition only to the non-volatility part of covariances, i.e.
the correlations.
2.3 Dataset
Monthly stock portfolio returns are downloaded from Kenneth French’s from July
1963 until December 2010, accounting for T = 570 observation dates. Four different
panels of returns are considered: 30 portfolios sorted on industry (hereafter IND),
10 on market equity (SIZE), 10 on book-to-market (BTM) and 10 on past 12 months
performance (MOM). The number of individuals in each panel (10 or 30) is denoted
by n. The choice of these return panels has two reasons: industry portfolios are
included because they constitute an intuitive way of looking at the stock market
cross-section; size, book-to-market and momentum portfolios are considered given
their widely documented deviation with respect to the CAPM. The market return
is the market capital weighted return on all NYSE, AMEX and NASDAQ stocks
(from CRSP), and the one-month Treasury bill rate is used as risk-less rate. The
particular choice of the starting date is motivated by the fact that it allows per-
forming all regressions and robustness checks on the same sample. The use of
monthly frequency, rather than daily, is to avoid problems of multicollinearity in
the regression, which will be explained in more detail in Section 2.4.
Six macroeconomic variables are considered for robustness, the same as in Bali
and Engle (2010b): default spread, term spread, relative short term interest rate,
inflation rate, output gap and aggregate dividend yield. Monthly yields of the Fed-
eral Fund effective rate, three-month Treasury bill and the ten-year Treasury bond
are downloaded from the H.15 database of the Federal Reserve Board, as well as
yields on AAA and BAA rated corporate bonds. Default spread (de f ) is defined
as the difference in yields between BAA and AAA rated corporate bonds. Term
spread (term) is the difference between ten-year and three-month Treasury yields.
Short term relative interest rate (rrel) is defined as the difference between the
three-month Treasury bill yield its 12 month moving average. Monthly aggregate
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dividend yields and the consumer price index are downloaded from Robert Shiller’s
website. The aggregate dividend yield (div) is the ratio of monthly dividends on
S&P 500 index to the current level of the index. The inflation rate (inf ) is the
monthly growth of the consumer price index. Finally, the Industrial Production
Index is downloaded from the G.17 database of the Federal Reserve Board. Out-
put gap (out) is defined as the growth rate on the latter index. Innovations on
the macroeconomic variables are computed by taking first differences and DCC-
GARCH conditional covariances of portfolio returns with these innovations will be
used to assess their inter-temporal pricing.
Following Fama and French (1992), Fama and French (1993), Jegadeesh and
Titman (1993) and Carhart (1997), the financial factors of size (smb), book-to-
market (hml) and momentum (umd) are also introduced. All are downloaded
from Kenneth French’s website. I will assess whether DCC-GARCH estimated
time-varying covariances of portfolio returns with each of these factors help in the
pricing across time and assets.
Finally, I control for investors hedging against changes market volatility and
the aggregate level of correlations. Campbell (1993), Campbell (1996); Chen (2002)
suggest that investors hedge against time-varying market volatility, since it af-
fects the investment opportunity set. Ang et al. (2006) and Adrian and Rosenberg
(2008) confirm that covariances with innovations in volatility are priced in the
return cross-section. Therefore, I also control for time-varying covariances with
innovations in the log of monthly market volatility, estimated as the first differ-
ences in the standard deviation of daily returns of the S&P 500 for each month,
and noted with σ˜t. Following Driessen et al. (2009) and Krishnan et al. (2009), I
also control for the investor’s hedging against innovations in the aggregate level of
correlations. I look at time-varying covariances between asset returns and inno-
vations in monthly aggregate correlations, which are computed by taking the first
differences in the monthly averages of correlations between daily returns on 30
industry sorted portfolios and the market return, and are noted by ρ˜t.
2.4 Disentangling conditional correlations
Although an additive decomposition is more appropriate to correlations than to
volatilities, capturing correlation co-movement in an additive setting is not a straight-
forward problem. Indeed, one should at the same time take into account the bound-
edness of correlations, and the orthogonality of common versus idiosyncratic dy-
namics. More specifically, one wants to model variations in expected correlations
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as the sum of two terms—a common and and idiosyncratic—such that neither the
one, nor the other, nor their sum, leads to conditional correlations lying outside the
unit circle. Developing such a model is conceptually contradictory: one wants both
common and idiosyncratic terms to be moving independently from one another, but
having a bounded sum, meaning that their domains should be non-independent.
This issue can be viewed as an optimization problem with a negative number of
degrees of freedom, since there are more constraints than unknowns. Intuitively,
one therefore has to relax at least one of the constraints. One possibility is to im-
pose both terms to be orthogonal and bounded, but to allow their sum lying outside
the unit circle. As an alternative, the reverse would be to impose the sum common
and idiosyncratic terms lying within the unit circle, but relaxing their orthogonal-
ity and hence the boundedness of at least one of the two terms (the common, the
idiosyncratic, or both).
Proposing a one-step model going from observed returns to decomposed condi-
tional correlations is a difficult task and goes beyond the scope of the present paper.
Therefore, the general procedure for reaching a decomposition of conditional cor-
relations will go in two steps. First, the series of non disentangled conditional
correlations will be estimated, using a DCC-GARCH of Engle (2002). Second these
series will serve as the basic input for a decomposition in common and idiosyncratic
conditional correlation terms, considering the different paths of decomposing high-
lighted above. Once this conditional correlation decomposition is achieved, the
resulting decomposition of conditional covariances an easily be computed.
2.4.1 DCC-GARCH conditional correlations
The Dynamic Conditional Correlations Generalized Autoregressive Conditional Het-
eroskedasticity (DCC-GARCH) model of Engle (2002) is applied to estimate the
conditional second order moments of each bivariate series Ri,t+1 ≡ (Ri,t+1,Rm,t+1)′,
where i denotes a particular portfolio andm is the market. In the DCC-GARCH(1,1),
conditional correlations and volatilities are parametrized according to
Ri,t+1 =µi+εi,t+1,
where µi = (µi,µm)′, εi,t+1 = (εi,t+1,εm,t+1)′, and
Et[εi,t+1ε′i,t+1]=D i,tRi,tD i,t.
The diagonal matrix D i,t = diag
(
σi|t,σm|t
)
contains the univariate GARCH(1,1)
volatilities, σ2
i|t = ωi +αi(Ri,t −µi)2 +βiσ2i|t−1, and each element ρdccjk|t (with j,k ∈
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{i,m}) of the correlations matrix Rt is parametrized by
ρdccjk|t =
q jk|tp
q j j|tqkk|t
, (2.4)
with q jk|t = ρ¯ jk +α(ε j,tεk,t − ρ¯ jk)+β(q jk|t−1 − ρ¯ jk). The reason why correlations
are written as a ratio of GARCH elements is to make sure they always respect
−1 < ρdcc
jk|t < 1. The estimation of conditional second order moments for the n re-
turn couples per panel is done using the UCSD-GARCH Matlab toolbox of Kevin
Sheppard. This toolbox applies Maximum Likelihood approach assuming innova-
tions follow a Generalized Error Distribution.
Conditional correlations of portfolio returns with the market return for the dif-
ferent panels are plotted in Figure 2.1. Looking at these charts, several observa-
tions can be made. First, one sees that co-movement is an important feature in
conditional correlation time series, especially for portfolios sorted on size, book-to-
market and momentum, where the correlation most often stays above 0.8. Cross-
sectional diversity in conditional correlations seems highest along the industry di-
mension and lowest in the size panel. A closer study of the latter panel shows
that the nearly parallel lines exhibit monotonicity in terms of their average, where
smaller size is associated with the lower average correlations. Book-to-market and
momentum sorted portfolios also exhibit strong co-movement, but one can graph-
ically detect that idiosyncratic dynamics are higher than in the size panel. More-
over, there is not the same phenomenon of monotonically increasing/decreasing
average correlations as a function of deciles.
An important feature revealed by Figure 2.1 is that correlations exhibit a sharp
decrease during the Tech bubble. This is very clear in the book-to-market and mo-
mentum cross-sections, and also from a sector perspective. Closer analysis2 of the
data shows that this downward spike is most important in sectors not affected
by the bubble, like healthcare, construction, utilities, transport, wholesale and re-
tail, while the sector exhibiting the least change in correlation during that period
is Telecom. The book-to-market and momentum panels confirm this observation,
since the dip appears to be happening in the middle deciles, and not among the very
high or very low book-to-market or momentum portfolios. A plausible economic ex-
planation of the phenomenon may be that, as a result of sky-rocketing valuations
for Tech companies, their weight in investor’s portfolios increased likewise, and co-
movement of other sectors with this “market" mechanically decreased. In a way,
this correlation dip would then be an interesting verification of the bubble, since it
suggests that the market is not what it should be.
2Charts available upon request.
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Figure 2.1: Conditional correlations estimated using DCC-GARCH(1,1)
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The conditional correlations are estimated with DCC-GARCH using the UCSD-GARCHMatlab toolbox
of Kevin Sheppard.
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2.4.2 Decomposition of conditional correlations
The goal of this section is, for every panel (IND, SIZE, BTM and MOM), to write
conditional correlations as a sum of static, common dynamic and idiosyncratic dy-
namic terms,
ρ im|t = κi+χi|t+ξi|t, (2.5)
where the static component κi captures the unconditional expectation of correla-
tions and is computed by taking the time-series average of these DCC-GARCH
conditional correlations,
κi =
1
T
T∑
t=1
ρdccim|t.
Descriptive statistics of κi ’s per panel are shown in Table 2.1. We see that, on av-
erage, correlations are high and lie close to each other. As it is also reflected in
Figure 2.1, Table 2.1 confirms that cross-sectional variation is highest when look-
ing at the industry sorted portfolios where the minimum static correlation term
is of 0.52 and the maximum of 0.89, whereas along the size, book-to-market and
momentum dimensions, correlations tend to stay on average between 0.8 and 1.
The common component χi|t will be a mean-zero process driven by panel-wide
dynamics and the idiosyncratic component ξi|t amean-zero process driven by individual-
specific dynamics. The sum of the latter two terms will be called the dynamic com-
ponent, δi|t = χi|t+ξi|t. The DCC-GARCH conditional correlations ρdccim|t will serve
as an input for the several decomposition approaches; the latter will be distin-
guished in superscript of the components, χ
( j)
i|t and ξ
( j)
i|t , with j = 1,2,3,4.
Table 2.1: Descriptive statistics of κi
κ¯ κ1/2 IQRκ minκ maxκ
IND 0.77 0.78 0.11 0.52 0.89
SIZE 0.91 0.93 0.08 0.79 0.97
BTM 0.90 0.91 0.06 0.84 0.95
MOM 0.89 0.90 0.05 0.82 0.93
Descriptive statistics of static components of DCC-
GARCH estimated conditional correlations. From left
to right, the arithmetic mean, the median, the in-
terquartile range, the minimum and the maximum are
shown.
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PCA on conditional correlations
The first methodology is to apply a standard Principal Component Analysis on the
demeaned conditional correlations, δ(1)
i|t ≡ ρdccim|t −κi. The information criterion of
Alessi et al. (2010), which generalizes Bai and Ng (2002) for selecting the number
of factors in approximate static factor models, suggests that the industry panel
(with n = 30) has a common space of dimension q = 4, while the SIZE, BTM and
MOM panels (with n = 10) have q = 1 common factor. We then easily get to the
representation
δ(1)
i|t = χ
(1)
i|t +ξ
(1)
i|t , (2.6)
where χ(1)
i|t is the common and ξ
(1)
i|t the idiosyncratic component. The variance de-
composition is represented in Table 2.2. The table confirms that co-movement is
lowest in the industry panel (where R2 is of only 82%, even though there are 4
factors considered) and that co-movement is highest in the size panel (with an R2
of 85%). The main problem with this methodology is however that one does not
impose any constraints on the domain of common and idiosyncratic components.
By construction, κi+χ(1)i|t +ξ
(1)
i|t will always lie within the unit circle, and χ
(1)
i|t and ξ
(1)
i|t
will be orthogonal, but the price to pay is that κi+χ(1)i|t and κi+ξ
(1)
i|t may not always
lie between -1 and 1. This can be observed in Figures 2.2 and 2.3. Figure 2.2 shows
that the sum of the static and common dynamic components sometimes exceeds
the upper bound for the IND, BTM and MOM panels, be it only rarely and to a
very limited extent. In Figure 2.3, one remarks that the sum of static and dynamic
idiosyncratic components sometimes exceeds the upper bound for SIZE, BTM and
MOM panels. This happens only once for the size sorted portfolios. For book-to-
market portfolios the upper bound is crossed several times around the burst of the
Tech bubble. For momentum sorted portfolios, finally, the upper bound is crossed
at three different periods: in the early 80s, at the burst of the Tech bubble and
during the Lehman crisis.
Transformed PCA on transformed conditional correlations
An alternative is to look for χ(2)
i|t and ξ
(2)
i|t such that −1 < κi +χ
(2)
i|t < 1 and −1 <
κi + ξ(2)i|t < 1, but allowing for κi +χ
(2)
i|t + ξ
(2)
i|t to lie outside the unit circle. I do this
by performing a PCA on transformed correlations, and transforming back the ob-
tained components. More specifically, the DCC-GARCH conditional correlations
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Table 2.2: Variance decompositions
IND SIZE BTM MOM
n 30 10 10 10
q 4 1 1 1
s2χ/s
2
δ
0.82 0.85 0.83 0.72
Percentage of the total variance explained
by common components in the decomposition
(2.6). n is the number of individuals in the
panel, q the number of factors used, as sug-
gested by the criterion.
Figure 2.2: PCA on DCC-GARCH conditional correlations: κi+χ1i|t
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I represent the sum of the static and common dynamic component under the first decomposition pro-
cedure, i.e. PCA on DCC-GARCH conditional correlations. No constraints are set on the boundedness
of common nor idiosyncratic components, implying that they may sometimes fall outside the unit cir-
cle. For common components, this is only rarely observed, and only for industry, book-to-market and
momentum panels.
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Figure 2.3: PCA on DCC-GARCH conditional correlations: κi+ξ1i|t
Industry
Jan70 Jan80 Jan90 Jan00 Jan10
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Size
Jan70 Jan80 Jan90 Jan00 Jan10
0.7
0.75
0.8
0.85
0.9
0.95
1
1.05
Book-to-Market
Jan70 Jan80 Jan90 Jan00 Jan10
0.7
0.75
0.8
0.85
0.9
0.95
1
1.05
1.1
Momentum
Jan70 Jan80 Jan90 Jan00 Jan10
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
1.05
1.1
I represent the sum of the static and common dynamic component under the first decomposition proce-
dure, i.e. PCA on DCC-GARCH conditional correlations. No constraints are set on the boundedness of
common nor idiosyncratic components, implying that they may sometimes fall outside the unit circle.
For idiosyncratic components, this is never observed for industry, rarely for size but several times for
book-to-market and momentum.
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ρdcc
im|t are first projected on the real line by the Fisher transformation,
zi|t ≡ arctanh
(
ρdccim|t
)
= 1
2
ln
(
1+ρdcc
im|t
1−ρdcc
im|t
)
.
A PCA on the transformed dynamic component di|t ≡ zi|t−ki, where ki ≡ 1/T
∑T
t=1 zi|t,
allows then to write di|t = ci|t+xi|t3, with ci|t the common and xi|t the idiosyncratic
component. Common and idiosyncratic components are then projected back to the
unit circle. In order to keep the appropriate level of concavity in the transforma-
tion, I define
χ(2)
i|t ≡ tanh
(
ki+ ci|t
)
− 1
T
T∑
t=1
tanh
(
ki+ ci|t
)
,
and
ξ(2)
i|t ≡ tanh
(
ki+ xi|t
)
− 1
T
T∑
t=1
tanh
(
ki+ xi|t
)
.
We now have that the DCC-GARCH estimated ρdcc
im|t 6= κi +χ
(2)
i|t + ξ
(2)
i|t . Define the
dynamic component as δ(2)
i|t ≡ χ
(2)
i|t +ξ
(2)
i|t . By construction and by Jensen’s inequality,
we have that −1 < κi +χ(2)i|t < 1 and −1 < κi + ξ
(2)
i|t < 1, but one cannot make sure
that −1< κi +χ(2)i|t +ξ
(2)
i|t < 1. Figure 2.4 illustrates that this problem is not encoun-
tered for IND, SIZE and MOM, but that a small number of data points of the BTM
panel have an estimated conditional correlation larger than one, during the 2008
financial crisis.
Partially transformed PCA on transformed conditional correlations
A last alternative is to re-transform only one of the two components ci|t and xi|t
obtained above and define the other as the difference between DCC-GARCH esti-
mated conditional correlations and the other parameters. Indeed, define
χ(3)
i|t ≡ χ
(2)
i|t ≡ tanh
(
ki+ ci|t
)
− 1
T
T∑
t=1
tanh
(
ki+ ci|t
)
,
and
ξ(3)
i|t ≡ ρ
dcc
im|t−κi−χ(3)i|t .
This fully takes away the orthogonality condition, ξ(3)
i|t is now computed as a resid-
ual to the other terms. Moreover, although χ(3)
i|t satisfy the correct boundary con-
dition of −1< κi +χ(3)i|t < 1, ξ
(3)
i|t will not. In a way, the cost of having the sum of all
correlation terms lying inside the unit circle is that one of the components is not
3The dimensions of common spaces are the same as above.
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Figure 2.4: Transformed PCA on transformed DCC-GARCH conditional correla-
tions: κi+χ2i|t+ξ2i|t
Industry
Jan70 Jan80 Jan90 Jan00 Jan10
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Size
Jan70 Jan80 Jan90 Jan00 Jan10
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
Book-to-Market
Jan70 Jan80 Jan90 Jan00 Jan10
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
Momentum
Jan70 Jan80 Jan90 Jan00 Jan10
0.4
0.5
0.6
0.7
0.8
0.9
1
Under the second decomposition procedure, common and idiosyncratic components will always lie
within the unit circle, but their sum may not. We nevertheless see that this only happens a very limited
number of times for the book-to-market cross-section, and never for industry, size and momentum.
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correctly convexified. Figure 2.5 shows that for IND, BTM and MOM, the idiosyn-
cratic correlation component falls outside the required bounds during the burst of
the 2001 Tech bubble.
Figure 2.5: Partially transformed PCA on transformed DCC-GARCH conditional
correlations: κi+ξ(3)i|t
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Under the third decomposition procedure, common components and the total conditional correlations
are bounded by construction, but the idiosyncratic components, computed as residuals, may sometimes
lie outside their bounds. As we see, this never happens for size, happens for one industry portfolio and
for several book-to-market and momentum sorted portfolios around the burst of the Tech bubble early
2001.
Likewise, one could apply the same procedure to idiosyncratic components:
ξ(4)
i|t ≡ ξ
(2)
i|t ≡ tanh
(
ki+ xi|t
)
− 1
T
T∑
t=1
tanh
(
ki+ xi|t
)
,
and
χ(4)
i|t ≡ ρ
dcc
im|t−κi−ξ(4)i|t .
The same comments apply as for the previous; estimated common components are
shown in Figure 2.6 and exceed their upper bound in a limited number of data
42 Chapter 2 : Disentangled Correlations and the Risk-Return Trade-Off
points for IND, BTM and MOM. Curiously enough, the violations of correlation
constraints do not happen during crisis periods, but at the beginning and the end
of the 90s.
Figure 2.6: Partially transformed PCA on transformed DCC-GARCH conditional
correlations: κi+χ(4)i|t
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Under the fourth decomposition procedure, idiosyncratic components and the total conditional correla-
tions are bounded by construction, but the common components, computed as residuals, may sometimes
lie outside their bounds. As we see, this never happens for size, happens for one industry and book-to-
market portfolio, and still very rarely for momentum sorted portfolios.
2.4.3 From decomposed correlations to decomposed covari-
ances
Since conditional correlations and volatilities are parametrized separately, the con-
ditional covariance between the return on a portfolio and the market can easily be
written as
σim|t = ρ im|tσi|tσm|t. (2.7)
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Given the correlation decomposition (2.5), one can therefore write
σim|t = κiσi|tσm|t+χi|tσi|tσm|t+ξi|tσi|tσm|t. (2.8)
Since κi accounts for the unconditional aspects of correlations, one could say that
the first term at the right hand side of the equation in (2.8) corresponds to the
covariance under the assumption of constant conditional correlations (CCC). We
can thus say that
σcccim|t = κiσi|tσm|t.
By writing conditional covariances according to (2.8), one states that they are the
sum of a term driven by pure volatility dynamics, one driven by the interaction of
volatility and common correlation dynamics, and one driven by the interaction of
volatility and idiosyncratic correlation dynamics.
The next section will examine how important each of these covariance terms
is for asset pricing in different cross-sections. Since all three regressors contain
the conditional volatility product σi|tσm|t, one should care about multicollinearity
issues. Indeed, although correlation components are by construction orthogonal,
multiplying these orthogonal terms by the same time series will make the covari-
ates correlated. A descriptive analysis suggests that a good time window is to take
monthly data from 1963 until 2010. Given the high comovement in daily volatility
data, considering a daily frequency during the same period generates correlations
between covariance terms of over .95. The same comment holds when looking at
monthly data starting in 1929: volatility comovement has been so big during the
1929 crisis that problems of multicollinearity may also arise. Table 2.3 reports, for
each panel, the maximum and minimum correlations between each pair of com-
ponents in the monthly 1963-2010 window, as used in this study. As one can see,
correlations are between -0.51 and 0.68, which is reasonable from a regression
point of view; results in the next section will confirm that there is no problem of
multicollinearity.4
2.5 Main results
As a matter of introduction, I first look at the basic relation of Bali and Engle
(2010a),
Ri,t+1 =αi+γmσdccim|t+ e i,t+1. (2.9)
4Results for the other windows are available upon request.
44 Chapter 2 : Disentangled Correlations and the Risk-Return Trade-Off
Table 2.3: Correlations across time of covariance components
min rκχ max rκχ min rκξ max rκξ min rχξ max rχξ
IND -0.39 0.64 -0.54 0.50 -0.32 0.28
SIZE 0.10 0.40 -0.51 0.34 -0.24 0.25
BTM -0.05 0.36 -0.42 0.68 -0.20 0.34
MOM -0.13 0.28 -0.35 0.57 -0.33 0.21
Minima andmaxima of correlations between the conditional covariance components
for various panels. Correlations should not be too high, to avoid issues of muliticol-
inear in the next step where each of the terms will be used as regressors.
The system of regressions in (2.9) is estimated using a stationary block bootstrap
TSLS. Bootstrap is appropriate to get reliable confidence intervals on the estimated
parameters, given that the explanatory variables are point estimates themselves.
Block bootstrap is used to cope with autoregressive heteroskedasticity of estima-
tion errors. Blocks are overlapping and are randomly drawn (with replacement)
from the original dataset to form new panels of equal length. To conserve sta-
tionarity of the overlapping blocks, their lengths are random and follow a geomet-
ric distribution, as suggested by Politis and Romano (1994). This procedure of
bootstrapping is also called stationary bootstrap. At every bootstrap iteration, the
Newey-West corrected (unconditional) variance-covariance matrix of the first step
OLS residuals is used as weighting matrix for the second step GLS.5 This method-
ology lies in the same spirit as Bali and Engle (2010a), who also estimate their
asset pricing equation using this TSLS procedure, but do not use bootstrap for tak-
ing into account additional uncertainty. Bali and Engle (2010b), on the other hand,
use a one-step method by estimating a multivariate DCC-GARCH-in-mean model.
Developing a one-step model for disentangled correlations would be preferable to
the two-step procedure considered in the present paper, but, as explained above, it
is not straightforward to come up with such a model that disentangles correlations,
and it is therefore beyond the goal of the present paper.
The first line of Table 2.4 shows the estimated parameters and their p-values
of the regression in equation (2.9). The trade-off for the industry cross-section is
5I use the covnw.m Matlab function of Kevin Sheppard to compute this unconditional covariance
matrix. Consistent with the univariate Newey-West estimator, it computes the unconditional covari-
ance matrix between residuals as a weighted sum of covariance matrices between contemporaneous
and lagged residuals: áE[ete′t]= L∑
l=0
wl
(
1
T−l
T∑
t=l+1
ete
′
t−l
)
, where wl = 1− lL+1 and L is set to 9 months.
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found to be significantly positive, but the the null hypothesis of zero intercepts is
rejected. Returns on size sorted portfolios behave coherently with the conditional
CAPM, since the trade-off is significantly positive and it cannot be rejected that
intercepts are different from zero. The same holds for the book-to-market cross-
section, even though the level of significance of the slope is slightly larger (6%).
The momentum portfolios have positive but non significant risk-return trade-off
and significant intercepts. These results are quite in line with Bali and Engle
(2010a). The only difference is that the latter find non significant intercepts for the
industry cross-section and a significant slope for momentum portfolios. Plausible
reasons for these differences in outcomes can be the difference in used samples or
the use of bootstrap in the present paper, increasing the standard errors of esti-
mated parameters.
I will now take the closer look at which aspects of time-varying covariances—
pure volatility, the interaction of volatility and commonness in correlations, or the
interaction of volatility and idiosyncrasy in correlations—are responsible for the
generated premia.
First, I look at
Ri,t+1 =αi+γκ
(
κiσi|tσm|t
)
+ e i,t+1, (2.10)
which corresponds to (2.9) but assuming constant instead of dynamic conditional
correlations GARCH covariances. Estimation results are shown in line 2 of Ta-
ble 2.4. The slope coefficients are less significant for IND and SIZE. They do not
loose their significance for BTM and become significant for MOM. This result is a
first illustration of the importance of considering the dynamic structure of condi-
tional correlations in the risk-return trade-off. Strictly speaking, there is indeed no
reason why conditional covariance changes that are driven by pure volatility dy-
namics would have a more significant price than overall covariance changes. The
data however suggest that the dynamic aspect of correlations plays a major role in
understanding the significantly positive risk-return trade-off.
I now consider the importance of co-movement in correlations in the risk-return
trade-off, by estimating
Ri,t+1 =αi+γχ
(
χi|tσi|tσm|t
)
+ e i,t+1. (2.11)
The three alternatives for χi|t are considered: the common term of DCC-GARCH
conditional correlations (χ(1)
i|t ), the transformed common component of transformed
DCC-GARCH conditional correlations (χ(2)
i|t ), or the residual between conditional
correlations and the transformed idiosyncratic component of DCC-GARCH condi-
tional correlations (χ(4)
i|t ). Estimation results of the three cases are shown respec-
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tively in lines 3, 4 and 5 of Table 2.4. For IND, SIZE and MOM, lines 3 and 5
indicate a significantly positive trade-off. Line 4, on the other hand, where com-
monality is computed as a transformation of common components of transformed
correlations, exhibits a positive but non significant slope. For BTM, none of the
common correlation components are associated with a significantly positive risk
premium.
Likewise, I also look at idiosyncratic correlation changes,
Ri,t+1 =αi+γξ
(
ξi|tσi|tσm|t
)
+ e i,t+1, (2.12)
again considering the three ways of modelling idiosyncrasy in conditional correla-
tions (ξ(1)
i|t , ξ
(2)
i|t and ξ
(3)
i|t ). Columns 6 to 8 of Table 2.4 illustrate that idiosyncrasy
does not generate a significantly positive trade-off for any of the cross-sections.
Consistency of these results is now assessed by performing the estimation with
the three covariance components jointly,
Ri,t+1 = αi+γκ
(
κiσi|tσm|t
)
+γχ
(
χi|tσi|tσm|t
)
+γξ
(
ξi|tσi|tσm|t
)
+ e i,t+1.
(2.13)
These results are shown in the last four lines, where the four different decomposi-
tion methods are used. For IND, none of the terms is still significant at the 5% level,
but smallest p-values are associated with the common components. For SIZE, only
common correlation terms generate a significant trade-off in three cases of the four.
For MOM, common correlation changes always generate a positive trade-off. For
BTM, no clear pattern can be observed.
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Table 2.4: Estimation of asset pricing regressions
γm γκ γχ γξ Wα
Industry cross-section
(1) 2.10** 1722.04***
(2) 1.49 586.13***
(3) 6.41** 111.13***
(4) 0.89 95.98***
(5) 5.83** 105.25***
(6) 2.33 108.57***
(7) 0.90 96.58***
(8) 3.94 108.45***
(9) 0.83 4.63* 1.63 98.73***
(10) 0.84 3.89 3.10 100.44***
(11) 0.89 3.95* 3.86 95.98***
(12) 0.90 3.99 3.20 96.58***
Size cross-section
(1) 1.87** 16.40*
(2) 5.18* 18.31**
(3) 18.42** 17.92*
(4) 3.95* 9.75
(5) 26.06*** 19.19**
(6) 4.32 18.89**
(7) 3.99 10.33
(8) 7.24 20.25**
(9) 1.57* 13.70* 3.81 8.90
(10) 1.59* 27.01** 2.26 9.29
(11) 1.67* 27.73** 2.48 9.75
(12) 1.45* 22.90** 3.11 10.33
Estimation results for regressions (2.9) to (2.13).
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Table 2.4: (continued)
γm γκ γχ γξ Wα
Market-to-Book cross-section
(1) 1.72* 9.28
(2) 1.59* 7.67
(3) 4.02 27.35***
(4) 3.86 14.74
(5) -2.20 27.38***
(6) 11.88* 25.86***
(7) 3.20 17.33*
(8) 8.71 28.05***
(9) 1.18 3.28 8.52 16.07*
(10) 1.19 2.09 10.58 16.54*
(11) 1.35 1.55 6.43 14.74
(12) 1.21 -0.51 11.03 17.33*
Momentum cross-section
(1) 1.48 90.51***
(2) 9.66** 84.37***
(3) 19.86** 63.71***
(4) 1.67* 51.63***
(5) 14.91** 62.93***
(6) -2.62 59.32***
(7) 1.45* 51.90***
(8) -2.47 57.92***
(9) 1.18 18.46** -4.13 56.66***
(10) 1.42 23.57** -5.75* 58.67***
(11) 1.50 23.02** -6.75* 51.63***
(12) 1.31 14.49** -5.73 51.90***
Estimation results for regressions (2.9) to (2.13). (1) Bali and Engle (2010a).
(2) constant conditional correlations. (3)-(5) interaction of volatility and com-
mon correlation dynamics: PCA on conditional correlations (3), transformed
PCA on transformed correlations (4) and residuals of the partially trans-
formed PCA on transformed correlations (5). (6)-(8) interaction of volatil-
ity and idiosyncratic correlation dynamics: PCA on conditional correlations
(6), transformed PCA on transformed correlations (7), and residuals of the
partially transformed PCA on transformed correlations (8). (9)-(12) full
decomposition—each line uses a different correlation decomposition, in the
same order as presented in Section 2.4. Asterisks represent the significance
of parameters: at 10% (*), 5% (**) and 1% (***).
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Even though the regression results suggest that some covariance components
generate a significant trade-off while others do not, they do not ascertain that
regression coefficients are significantly different from each other, in a statistical
sense. Therefore, I perform a Wald test on the three main parameters γκ, γχ and
γξ, jointly testing the hypotheses γκ = γχ and γκ = γξ. As Table 2.5 shows, the Wald
test statistic is too small to suggest different coefficient values in IND, SIZE and
BTM, but is significantly different from zero in MOM. Unless for momentum sorted
portfolios, results do thus not entirely go against CAPM.
Table 2.5: Wald test on equality of coefficients
IND SIZE BTM MOM
(1) 1.18 1.54 0.97 6.47**
(2) 1.04 3.12 1.13 6.37**
(3) 1.25 3.21 0.36 7.85**
(4) 0.98 3.42 1.26 8.25**
Wald test statistic. Columns indicate
the considered panel. Lines indicate the
method used for decomposing conditional
correlations: (1) PCA, (2) transformed PCA
on transformed data, (3) partially trans-
formed PCA, only on common components,
(4) partially transformed PCA, only on id-
iosyncratic components. Test statistics are
computed using the bootstrap variance-
covariance matrix of the coefficients. As-
terisks indicate significance of the statistic:
10% (*), 5% (**) and 1% (***)
2.6 Robustness
Robustness tests are performed on the results obtained in the previous Section
from an ICAPM perspective under various specifications. The general regression
is
Ri,t+1 = αi+γκ
(
κiσi|tσm|t
)
+γχ
(
χi|tσi|tσm|t
)
+γξ
(
ξi|tσi|tσm|t
)
+∑xγxσix|t+ e i,t+1 (2.14)
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where x denote innovations in any variable potentially priced intertemporally,
and σix|t is the DCC-GARCH conditional covariance between returns on portfolio i
and these innovations. I use the same maximum likelihood procedure as above to
estimate the DCC-GARCH. In what follows, I will first control for inter-temporal
pricing of six macroeconomic variables: 3 variables on fixed income (default spread,
term spread, short term interest rate), 2 variables on the general state of the econ-
omy (inflation rate and output gap) and aggregate dividend yield. Second, I will
check for robustness with inter-temporal pricing of the usual financial factors (size,
book-to-market and momentum). Third, I allow for the pricing of changes in aggre-
gate volatility. Finally, I also consider the aggregate level of correlations.
2.6.1 Macroeconomic variables
As in Bali and Engle (2010a,b), I introduce time-varying correlations with innova-
tions in macroeconomic variables, to account for potential inter-temporal pricing
of these variables. First, I first look at default spread, term spread and relative
short term interest rate, i.e. x = dde f , dterm, drrel. Table 2.6 shows that, as in
BE10b, none of these variables are priced inter-temporally. Hence, their introduc-
tion does not affect previous results. Consistent with the results obtained above,
one still obtains that none of the covariance terms seem to generate a trade-off for
IND and BTM, and that for SIZE and MOM the positive trade-off is generated by
the interaction of common correlation changes with volatility changes. The null
hypothesis of zero intercepts is not rejected for SIZE and BTM and only in MOM
the test statistic suggests a significant difference between all parameters.
Next, I look introduce innovations in dividend yield and output gap: x= dinf , dout.
Results are shown in Table 2.7. Inflation rate is priced inter-temporally for the in-
dustry cross-section. SIZE and MOM remain the only two cross-sections that are
characterized by a positive risk-return trade-off, generated by the interaction of
volatility and common correlation dynamics. Intercepts are not significantly differ-
ent from zero for SIZE and BTM and significantly different for MOM.
Finally, I consider aggregate dividend yields: x = ddiv. As Table 2.8 indicates,
dividend yields are very significantly priced inter-temporally in IND, but not in any
other panel. Looking at the other parameters of interest, one observes decreased
significances. In SIZE, there is no significant tradeoff at the 5% level and in MOM
the p-values are also lower. Results on the Wald test statistics are identical as
before.
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2.6.2 Financial factors
In the present subsection, I check for robustness when controlling for inter-temporal
pricing of financial factors for size (smb) and book-to-market (hml) of Fama and
French (1993) and the factor for momentum (umd) of Carhart (1997), i.e. I consider
(2.14) with x= smb, hml, umd. Estimates are shown in Table 2.9. Non of the pan-
els significantly price smb, but all do so for hml; umd has a significant impact
on IND and MOM. Consistent with Bali and Engle (2010a,b), the introduction of
time-varying conditional covariances with these financial variables increases the
significance of the parameters of interest. Indeed, one now observes a significantly
positive risk-return trade-off for all cross-sections. For IND, SIZE and MOM, this
trade-off is driven by the interaction of volatility changes and common correla-
tion changes. For BTM, on the contrary, the trade-off is generated by covariance
dynamics coming from an interaction of volatility changes and idiosyncratic cor-
relation changes. The decomposition procedure only marginally affects results for
IND and MOM, point towards a higher significance of using a transformation for
SIZE, and suggest for BTM that significance decreases when defining idiosyncratic
correlation components as the residual of the common. The same conclusions as
before hold concerning the difference of parameters.
2.6.3 Aggregate volatility
I now turn to the inter-temporal pricing of aggregate volatility, measured by intro-
ducing DCC-GARCH conditional covariances between portfolio returns and first
differences in the realized daily volatility of the S&P 500 index for each month.
Table 2.10 indicates that innovations in aggregate volatility are never priced and
that parameter values are not affected compared to Section 4.
2.6.4 Aggregate correlations
To finish, I look at innovations in the aggregate level of correlations, ρ˜. Regres-
sion results are shown in Table 2.11 and indicate that innovations in aggregate
correlations are not significantly priced, although p-values are smaller than 10%
for IND.
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2.7 Concluding discussion
The results obtained in the book-to-market panel are rather surprising, given that
they go against Pollet and Wilson (2010) or against any intuitive conjecture on the
effect of expected contagion risk on returns. It is therefore interesting to assess
how correlation commonness and idiosyncrasy are reflected in the conditional co-
variances of returns on size, book-to-market and momentum portfolios with the
market return. I look at a partial variance decomposition on conditional covari-
ances: of the total variation in conditional covariances arising from the interaction
of volatility and correlation dynamics, which fraction is to be attributed to common
and which to idiosyncratic correlation dynamics? Table 2.12 represents these re-
sults, considering each of the four correlation decompositions. Except for the first
decomposition on the size panel, for which the importance of correlation common-
ness in covariances seems to increase with size, all other variance decompositions
follow a U-shaped pattern: the highest degree of idiosyncrasy is observed for the
smallest and largest deciles, whereas the covariances of middle deciles are very
much influenced by correlation commonness and behave hence very similarly from
the perspective of correlation dynamics. In other words, the idiosyncratic terms
capture the correlation dynamics of the first and last deciles, whereas the common
terms capture the correlation dynamics of the middle deciles.
This is important when looking at asset pricing, since the size, book-to-market
and momentum premia are defined as the difference in returns between the high
versus the low quantiles in these spectra. The results hence suggest that the size
and momentum premia cannot be explained by the difference in conditional cor-
relation dynamics of the extreme quantiles in the size and momentum spectra.
However, the premium on returns of stocks with high versus low book-to-market
ratios does significantly depend on the (temporary) differential of conditional cor-
relations between these returns and the market return. Differently stated, this
could mean that the dynamic nature of correlations nests two ways of pricing cor-
relation dynamics: between and within portfolio pricing. Between portfolio pricing
denotes the pricing of assets as arising from the price of the total market equity
portfolio, depending on market equity variance, which on its turn is influenced by
the aggregate level of correlations. Within portfolio pricing is the pricing of securi-
ties depending on their relative diversification benefit in the portfolio. It depends
on the idiosyncratic dynamics of correlations. From a correlation point of view, the
results of this paper suggest that conditional pricing of the size and momentum
cross-sections is based on a between portfolio pricing, whereas book-to-market is
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conditionally priced within the equity portfolio.
The peculiar result on the book-to-market panel suggests an interesting way
to exploit the book-to-market premium, which could also be observed in the charts
of Section 3. Low value stocks have a decreased importance in the market, hence
their correlation with the market return will decrease, and this correlation will
start behaving more idiosyncratically, compared to other stocks. As a result, a
significance idiosyncratic decrease in correlations, could be a proxy for identifying
value stocks, which we know outperform on average.
The results also show how complex the risk-return trade-off is in practice, as
opposed to the simple and intuitive theoretical expression of the CAPM. A large
series of studies have preceded this one to empirically find a positive trade-off—
the accurate measure of time-varying risk has been a major ingredient in obtaining
this result. By taking further steps in accurately estimating risk, the present paper
provides evidence that the risk-return trade-off is not a uniform concept across
stocks, but that for different cross-sections, different aspects of correlations matter
from a risk perspective.
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2.8 Appendix to Chapter 2
Table 2.6: Main regression estimation controlling for innovations in
default spread, term spread and short term interest rates
γκ γχ γξ γddef γdterm γdrrel Wα Wγ
Industry cross-section
(1) 0.89 4.03* 1.67 -0.02 0.06 -0.06 98.07*** 1.24
(2) 0.91 3.32 3.06 -0.01 0.05 -0.06 94.64*** 0.98
(3) 0.94 3.21 3.91 -0.01 0.06 -0.05 104.43*** 1.03
(4) 0.94 3.52 3.23 -0.02 0.07 -0.05 95.68*** 0.89
Size cross-section
(1) 1.59* 13.94 5.33 -0.02 0.13 0.00 9.66 1.61
(2) 1.51* 29.22** 0.80 -0.02 0.17 0.02 9.22 3.34
(3) 1.49* 28.14** 1.12 -0.02 0.13 0.02 9.80 3.04
(4) 1.50 24.49** 1.53 -0.02 0.17 0.03 9.36 3.51
Book-to-Market cross-section
(1) 1.65 3.87 9.30 0.06 -0.07 0.05 14.75 0.73
(2) 1.63 2.59 11.50 0.07 -0.06 0.03 15.55 1.09
(3) 1.87 1.84 6.49 0.07 -0.09 0.05 16.29* 0.25
(4) 1.61 -0.18 12.00 0.05 -0.05 0.04 17.70* 1.34
Momentum cross-section
(1) 1.33 18.91** -4.73 0.02 0.30 0.16 44.82*** 6.38**
(2) 1.77 23.10** -6.37* 0.03 0.36 0.23 44.64*** 8.34**
(3) 1.87 24.19** -7.07** 0.03 0.34 0.25 49.92*** 8.44**
(4) 1.64 15.88** -5.84 0.04 0.31 0.22 49.34*** 7.83**
I add DCC-GARCH conditional covariances of returns with innovations in
default spread, term spread and relative interest rate. Each column accounts
for a different correlation decomposition procedure, in the order as explained
in Section 3. A block-bootstrap two-step-least-squares is applied to estimate
the parameters—1000 iterations are considered.
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Table 2.7: Main regression estimation controlling for innovations in
inflation rate and output gap
γκ γχ γξ γdinf γdout Wα Wγ
Industry cross-section
(1) 0.29 4.62* 1.65 0.91** 0.14 70.07*** 1.54
(2) 0.27 3.93 2.92 0.93** 0.14 80.03*** 1.38
(3) 0.30 4.01* 3.75 0.93** 0.14 72.86*** 1.62
(4) 0.33 4.08* 3.05 0.95** 0.13 78.71*** 1.31
Size cross-section
(1) 1.65 14.33* 4.05 -0.11 0.06 10.12 1.66
(2) 1.71 26.51** 2.82 -0.22 0.05 9.57 3.05
(3) 1.80 27.05** 3.08 -0.19 0.05 9.71 3.05
(4) 1.58 22.34** 3.64 -0.20 0.06 10.86 3.48
Book-to-Market cross-section
(1) 1.47 4.28 6.91 0.65 -0.24 16.19* 0.66
(2) 1.42 3.64 8.06 0.70 -0.21 16.65* 0.92
(3) 1.61 3.48 4.42 0.66 -0.24* 15.20 0.17
(4) 1.47 0.62 8.67 0.63 -0.21 17.92* 0.99
Momentum cross-section
(1) 1.37 17.66** -3.91 -0.56 -0.01 45.99*** 5.43*
(2) 1.52 23.26** -5.23 -0.48 0.00 57.28*** 5.84*
(3) 1.60 22.58** -6.34* -0.56 -0.01 50.77*** 7.27**
(4) 1.46 13.97* -5.16 -0.60 0.02 50.71*** 7.29**
I add DCC-GARCH conditional covariances of returns with inno-
vations in inflation rate and output gap. Each column accounts
for a different correlation decomposition procedure, in the order as
explained in Section 3. A block-bootstrap two-step-least-squares is
applied to estimate the parameters — 1000 iterations are consid-
ered.
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Table 2.8: Main regression estimation controlling for innovations in
dividend yields
γκ γχ γξ γddiv Wα Wγ
Industry cross-section
(1) -3.70* 0.49 1.28 -2.12*** 111.31*** 2.85
(2) -3.77* -0.27 2.55 -2.22*** 111.20*** 3.45
(3) -3.86* -0.45 3.17 -2.21*** 118.24*** 3.85
(4) -3.77** -0.33 2.54 -2.16*** 114.85*** 3.26
Size cross-section
(1) 0.69 9.06 2.95 -0.33 9.69 0.76
(2) 0.88 22.71* 1.42 -0.23 11.22 2.37
(3) 1.07 21.99* 1.99 -0.17 9.87 2.13
(4) 0.81 18.17* 1.64 -0.23 10.64 2.07
Book-to-Market cross-section
(1) 0.16 1.44 8.90 -0.40 15.55 1.28
(2) 0.39 -0.38 11.12* -0.32 16.47* 1.66
(3) 0.39 -1.80 6.50 -0.38 15.97 0.70
(4) 0.12 -2.87 11.33* -0.43 17.84* 2.10
Momentum cross-section
(1) 1.10 16.45** -4.10 -0.04 50.21*** 5.01*
(2) 1.97 22.81** -5.75* 0.29 48.45*** 6.16**
(3) 1.89 23.99** -6.41* 0.21 45.34*** 6.13**
(4) 0.94 13.78* -5.22 -0.17 45.97*** 4.90*
I add DCC-GARCH conditional covariances of returns with in-
novations in aggregate dividend yields. Each column accounts
for a different correlation decomposition procedure, in the or-
der as explained in Section 3. A block-bootstrap two-step-least-
squares is applied to estimate the parameters—1000 iterations
are considered.
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Table 2.9: Main regression estimation controlling for hedging
against financial factors
γκ γχ γξ γsmb γhml γumd Wα Wγ
Industry cross-section
(1) 0.97 6.06** 3.03 -0.86 4.70** -1.47* 91.52*** 2.24
(2) 1.00 5.43** 4.23 -0.89 4.58** -1.44* 86.68*** 2.02
(3) 1.01 5.38** 5.05 -0.92 4.64** -1.47* 85.79*** 1.97
(4) 1.02 5.59** 4.42 -0.91 4.66** -1.43* 88.41*** 1.98
Size cross-section
(1) 2.34* 10.84 7.86 -0.00 3.89** -1.14 10.37 1.36
(2) 2.21* 23.08** 3.74 -0.20 3.31* -1.03 10.45 2.49
(3) 2.17* 22.40** 3.53 -0.23 3.34* -1.13* 10.19 2.43
(4) 2.25* 19.04* 4.65 -0.12 3.45* -1.14* 9.66 1.93
Book-to-Market cross-section
(1) 2.16 3.93 11.91* -0.93 5.29*** 0.26 3.79 1.32
(2) 2.27 3.09 15.26** -1.03 5.80*** 0.24 4.01 2.19
(3) 2.50 1.92 9.55 -1.14 5.23** 0.27 3.98 0.75
(4) 2.24 -0.14 15.84** -0.76 5.87*** 0.37 3.77 2.58
Momentum cross-section
(1) 1.44 21.09** -1.96 -2.32 3.90 -1.25** 47.69*** 5.01*
(2) 1.63 25.19** -4.04 -2.03 3.70 -1.29** 46.03*** 5.32*
(3) 1.40 27.16* -3.80 -1.83 3.71 -1.27* 57.20*** 4.13
(4) 1.67 17.21** -3.28 -2.19 3.83* -1.24** 48.42*** 6.80**
I add DCC-GARCH conditional covariances of returns with the financial factors
of size, book-to-market and momentum. Each column accounts for a different
correlation decomposition procedure, in the order as explained in Section 3. A
block-bootstrap two-step-least-squares is applied to estimate the parameters —
1000 iterations are considered.
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Table 2.10: Main regression estimation controlling for innovations
in market volatility
γκ γχ γξ γσ˜ Wα Wγ
Industry cross-section
(1) 1.27 4.45* 1.66 0.52 93.30*** 1.11
(2) 1.32 3.75 3.12 0.50 95.89*** 0.76
(3) 1.48 3.89* 4.11 0.58 93.92*** 0.86
(4) 1.33 3.88* 3.33 0.53 104.41*** 0.81
Size cross-section
(1) 1.26 14.19* 4.73 -0.05 8.18 1.59
(2) 1.35 28.60** 2.10 0.03 8.94 3.73
(3) 1.32 28.71** 2.14 -0.02 9.05 3.60
(4) 1.38 22.58** 3.44 0.00 7.94 3.07
Book-to-Market cross-section
(1) 3.02 4.52 9.03 1.11 15.07 0.54
(2) 3.20 3.98 11.00 1.16 16.50* 0.81
(3) 2.94 2.55 6.28 0.96 14.85 0.18
(4) 3.14 -0.68 11.61* 1.17 15.05 1.46
Momentum cross-section
(1) 2.22* 19.09** -3.73 0.62* 45.32*** 6.92**
(2) 2.47** 22.28** -5.28 0.57 47.43*** 8.13**
(3) 2.35* 23.58** -6.04* 0.57* 46.18*** 8.29**
(4) 2.37* 15.41** -4.52 0.57 44.43*** 7.41**
I add DCC-GARCH conditional covariances of returns with
innovations in market volatility. Each column accounts for
a different correlation decomposition procedure, in the or-
der as explained in Section 3. A block-bootstrap two-step-
least-squares is applied to estimate the parameters — 1000
iterations are considered.
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Table 2.11: Main regression estimation controlling for innovations
in average correlations
γκ γχ γξ γρ˜ Wα Wγ
Industry cross-section
(1) 1.55 4.57* 2.09 1.83* 84.75*** 0.87
(2) 1.56 3.68 3.57 1.82* 89.91*** 0.54
(3) 1.55 3.91 4.31 1.89* 88.44*** 0.78
(4) 1.57 4.20* 3.70 1.79* 85.59*** 0.75
Size cross-section
(1) 1.79* 14.04 4.85 0.22 9.96 1.42
(2) 1.80* 28.74** 2.10 0.13 10.13 3.22
(3) 1.78* 27.90** 2.29 0.13 9.02 2.94
(4) 1.81* 23.80** 3.09 0.12 9.04 2.83
Book-to-Market cross-section
(1) 1.12 2.73 8.44 0.09 11.75 0.76
(2) 1.19 1.93 10.77* 0.25 13.81 1.21
(3) 1.36 1.24 5.54 0.24 12.06 0.26
(4) 1.16 -1.20 11.42* 0.25 12.21 1.62
Momentum cross-section
(1) 1.58 17.52** -4.23 1.05 45.62*** 5.69*
(2) 1.73 22.20** -5.62* 0.76 43.46*** 6.84**
(3) 1.69 23.39** -6.32* 0.87 52.86*** 6.58**
(4) 1.68 14.31** -5.44 0.98 46.34*** 7.76**
I add DCC-GARCH conditional covariances of returns
with innovations in the aggregate level of correlations.
Each column accounts for a different correlation decom-
position procedure, in the order as explained in Section 3.
A block-bootstrap two-step-least-squares is applied to es-
timate the parameters — 1000 iterations are considered.
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Table 2.12: Variance decomposition of conditional covariance
Decile 1 2 3 4 5 6 7 8 9 10
Common correlation components: size
(1) 0.91 0.91 1.03 0.94 0.91 0.84 0.71 0.68 0.33 0.36
(2) 0.50 0.59 0.81 0.94 0.97 1.00 1.05 1.00 0.69 0.33
(3) 0.50 0.56 0.77 0.88 0.93 1.01 1.01 1.04 0.72 0.28
(4) 0.53 0.61 0.83 0.95 0.97 0.98 1.07 1.00 0.69 0.31
Common correlation components: book-to-market
(1) 0.00 0.50 0.86 0.78 0.96 0.81 0.99 0.89 0.81 0.28
(2) 0.12 0.75 0.97 0.77 0.91 0.91 0.82 0.88 0.75 0.40
(3) 0.12 0.94 1.15 0.63 0.82 1.22 0.56 0.75 0.66 0.44
(4) 0.06 0.70 0.92 0.83 0.92 0.88 0.91 0.95 0.78 0.39
Common correlation components: momentum
(1) 0.76 0.79 0.92 0.93 0.85 0.86 0.84 0.44 0.24 0.16
(2) 0.67 0.69 0.68 0.84 0.96 0.96 0.90 0.70 0.60 0.66
(3) 0.78 0.69 0.54 0.62 0.81 0.94 0.73 0.71 0.75 0.86
(4) 0.64 0.71 0.71 0.87 0.97 0.99 0.90 0.68 0.50 0.49
Idiosyncratic correlation components: size
(1) 0.07 0.06 0.03 0.11 0.12 0.20 0.22 0.22 0.48 0.62
(2) 0.29 0.23 0.12 0.09 0.07 0.08 0.08 0.06 0.26 0.59
(3) 0.27 0.23 0.11 0.09 0.07 0.11 0.07 0.07 0.29 0.66
(4) 0.28 0.22 0.11 0.09 0.07 0.08 0.07 0.06 0.27 0.50
Idiosyncratic correlation components: book-to-market
(1) 1.00 0.47 0.29 0.15 0.07 0.16 0.05 0.13 0.12 0.47
(2) 0.90 0.26 0.09 0.15 0.05 0.11 0.14 0.21 0.14 0.34
(3) 0.97 0.38 0.25 0.15 0.05 0.20 0.12 0.18 0.15 0.33
(4) 0.93 0.33 0.11 0.12 0.04 0.14 0.10 0.18 0.13 0.37
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Table 2.12: (continued)
Decile 1 2 3 4 5 6 7 8 9 10
Idiosyncratic correlation components: momentum
(1) 0.46 0.18 0.19 0.07 0.11 0.15 0.16 0.50 0.66 0.87
(2) 0.41 0.23 0.25 0.09 0.07 0.07 0.06 0.28 0.36 0.57
(3) 0.48 0.23 0.29 0.12 0.11 0.07 0.09 0.33 0.52 0.92
(4) 0.47 0.23 0.20 0.07 0.06 0.07 0.05 0.28 0.45 0.75
For each decile, I look at the ratio var(χi|tσi|tσm|t)/var((χi|t+ξi|t)σi|tσm|t) in
the first three panels, and the ratio var(ξi|tσi|tσm|t)/var((χi|t+ξi|t)σi|tσm|t) in
the last three panels.
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Chapter 3
Measuring Contagion in the European
Sovereign Bond Market
Abstract
I propose a simple econometric model to capture the interaction between com-
monness and idiosyncrasy in returns on sovereign bonds of Eurozone countries.
Common contagion is defined as the impact of yesterday’s idiosyncratic shocks on
today’s common factor. When assuming returns are driven by one common fac-
tor, the model shows the presence of common contagion during 2010. This picture
is nuanced when assuming two-factor model, where the two factors are identified
as a safe and a troubled economy factor. The common contagion identified in the
one-factor model corresponds to the impact of safe country shocks on the troubled
economies. Hence, although government bonds of safe and troubled economies are
very interlinked, one cannot conclude that the troubled economies have been con-
tagious on the safe ones.
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3.1 Introduction
European sovereign bond markets between 2007 and 2011 have been character-
ized by an interesting schizophrenia. Given the large financial interdependence of
European Monetary Union (henceforth EMU) countries on the one hand, but the
fundamental economic differences between these countries on the other hand, I
suspect the sovereign bond yields to exhibit a peculiar coexistence of comovement
and idiosyncrasy. The question whether, on top of the sensitivity of all countries to
market shocks, idiosyncratic news in some countries affects the entire market of
European sovereign bond yields, raises an interesting econometric challenge. The
present paper proposes a model to capture these dynamics.
The signature in 1992 of the Maastricht Treaty, aiming to introduce a common
European currency seven years later, dramatically altered the economic dynamics
on the old continent. The theory of optimal currency areas, greatly influenced by
Mundell (1961), states that the viability of the geographic perimeter of a currency
depends on the economic homogeneity of that area. The different regions of an op-
timal currency area should be in similar economic shape, with close inflation and
unemployment rates, productivity indicators, current account balances or private
and public debts. Moreover a common economic policy should ensure that any such
regional difference can only by temporary, such that there is convergence and no di-
vergence. In 1992, the European Union was far from meeting these requirements:
economic differences between countries were very large and national governments
had full discretion over the economic and fiscal policy followed. Therefore, the rai-
son d’être of the Maastricht Treaty was to adopt common goals for all countries,
in terms of inflation rates (no more than 1.5 percentage points higher than the
average of the three lowest inflation member states of the EMU), government fi-
nance (public deficit of maximum 3% of GDP and public debt of maximum 60%
of GDP), exchange rates (national governments were not allowed to devalue their
currencies) and long-term interest rates (nominal long-term interest rates were
not allowed to be more than 2 percentage points higher than in the three lowest
inflation member states)—these goals were to be met by national governments to
be allowed to join the Euro-zone. Even though ten years later only Luxembourg
met all requirements, and a country as Greece did not meet any of them, it was
nevertheless decided to engage into the creation of the single currency with elven
countries: Austria, Belgium, Finland, France, Germany, Ireland, Italy, Luxem-
bourg, the Netherlands, Portugal and Spain. Greece was allowed to jump on board
in 2001, two years after the euro was launched, even though it did not meet the
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initial requirements.
Since the introduction of the common currency, European sovereign bond mar-
kets have been characterized by a very high comovement. The appearance of such
comovement for short term rates is quasi mechanical, given that the European
Central Bank sets the short term base rates for the entire Euro-zone. On the long
end of the yield curve, however, high covariation is much less straightforward.
Indeed, long term government bond yields are greatly impacted by investors’ per-
ception of the country’s creditor quality. Even with a unified currency, there were
still huge differences within Europe on that front, given for example the differences
in debt-to-GDP and public deficit-to-GDP ratios, or the differences in national in-
flation rates. Moreover, the Maastricht Treaty did not foresee any bailout clause,
under which a country defaulting on its debt would automatically be saved by the
others, instead of having to leave the EMU and launch a new national currency
to would devalue the nominal debt. Therefore, one could say that markets per-
ceived the default (or exit) risk of all European countries to be very close to each
other, even though in due course there were still fundamental differences between
the countries and there was no common European economic policy which would
ensure the convergence of the different economies.
The financial market turmoil starting in 2007 would put these fundamental
differences on the table again. On the one hand, the increased uncertainty and re-
duced economic activity immediately showed the vulnerability of some countries,
such as Greece. Even before the crisis, Greece had a public debt of around 100%
of its GDP and was running a structural deficit—this became very clear when the
Greek government admitted that official statistics did not reflect reality. The little
flexibility of the Greek labour market made it very difficult for the country to pro-
vide a good answer to this economic downturn. Also Portugal and Italy were in a
similar case as Greece. On top of that, some other EMU countries such as Ireland
or Spain were facing an implosion of housing bubbles. Ireland was hit particularly
hard by the crisis, not only because banks had to be bailed out, but also because the
bulk of its government incomes were directly or indirectly linked to rising house
prices. On the other hand, the outburst of the financial crisis did not only show
which countries were vulnerable, but also which countries had a strong underly-
ing economy, and were able resist against these external negative shocks, such as
Germany, the Netherlands and Finland.
The increased understanding of differences in country’s default probabilities,
combined with messages that Germany or the International Monetary Fund would
not organize a massive bailout but only provide limited financial help conditional
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on structural reforms, increased the perception that EMU countries in difficulty
might leave the Euro-zone to devalue from the Euro. This generated a decoupling
on the financial markets in the trading on long term government bonds. Whereas
at the end of 2007 the latter was characterized by a very high comovement (the first
principal component captured more than 85% of average bond return variance),
the weaker countries such as Greece, Ireland and Portugal, started to exhibit ris-
ing government bond yields, who behaved ever more independently from the safer
countries such as Germany.
Given this coexistence of independence and interdependence of EMU countries,
one may wonder what is the exact nature of the commonness and the idiosyncrasy
happening in the European sovereign bond markets. Indeed, although there are
fundamental economic differences between the countries, and although there is no
common European policy, the different countries still share the same currency. The
link between countries as Germany and Greece is thus complex: on the one hand
Germany would loose by bailing Greece out, but on the other hand it might loose
even more by allowing it to default or leave the EMU. Given this situation, the
distinction between commonness an idiosyncrasy in the European sovereign bond
market might not be that straightforward. More specifically, if investors truly be-
lieve that the Greek or Portuguese crisis are a threat to the single currency, one
would expect bad news in these countries to have a bad impact on all other coun-
tries. Therefore, an interesting question is to understand whether idiosyncratic
news of one EMU country affects the entire Euro-zone, and how this effect would
be evolving through time.
In the economic theory, the question of correlations between idiosyncratic com-
ponents is covered by the literature on contagion, which is central in the under-
standing of a financial crisis. Contagion is a fairly recent research subject, which
seriously developed in the aftermath of the Asian crisis of 1997. Although conta-
gion is an elusive concept, and several definitions can be given to it, all of them
share the intuitive idea that contagion comes to the surface through an increase
in correlations. As it is very well documented in Dungey and Tambakis (2005) and
Dungey et al. (2011), the main idea of detecting contagion in the present economet-
ric literature is to find an unexplained increase in contemporaneous correlations.
This means that one assumes that comovement should entirely be explained ac-
cording to a given factor model, and that all comovement not explained by that
model is contagion.
I however argue that there are two main weaknesses in focusing on contempo-
raneous correlations. First, it is cumbersome to identify the direction of contagion,
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since one needs to tackle issues of endogeneity to identify simultaneous causality.
Second, in a latent factor model, which is the approach of Dungey et al. (2011),
one discards the possibility that increased comovement is the result of increased
common shocks variance, since one needs to impose that common shocks have the
same variance before and during the crisis.
The present paper aims at overcoming these weaknesses by defining contagion
as the impact of a country’s previous day idiosyncratic shocks. This not only al-
lows to identify the direction of contagion without having to deal with endogeneity,
but it also leaves in the middle whether an increase in contemporaneous correla-
tions is the result of contagion or of increased common shock variance. On top of
this, I introduce the distinction between common and idiosyncratic contagion. The
former denotes the effect of yesterday’s idiosyncratic shocks on today’s common
factor, whereas the latter refers to the impact of these idiosyncratic shocks on the
country-specific component.
The model is applied on daily returns on the ten-year government bonds of the
11 Euro-denominated countries (all founding members of the single currency but
Luxembourg, plus Greece) between 2008 and 2011. A one- and a two-factor model
are considered. In the former, observations load on one common factor which is
the sum of a contemporaneous common shock and of the effect of previous day
idiosyncratic shocks. In the latter, I distinguish between a safe and a troubled
economy factor, which behave similarly as in the one-factor model, except that they
are allowed to mutually exercise contagion on each other. The model is estimated
on rolling windows of length one year, which avoids having to determine a starting
date of the crisis.
Estimation of the one-factor model shows that contagion dynamics were very
mild before 2009 and that common contagion was non existing. After the first
trimester of 2009, however, common contagion dynamics represented around 10%
of total bond return variation. The major contributors to contagion were Italy,
Portugal, Spain, Ireland and France—surprisingly enough Greece only contributed
little to contagion variance. This suggests the investors’ conviction that, although
Greece greatly depends on decisions of the European Union, the Eurozone as a
whole would survive even without Greece.
The two-factor model provides an interesting completion of the one-factor model.
The model is identified such that Germany does not load on the second factor, which
is consistent with the idea that there is comovement with Germany, and comove-
ment in the spread with respect to Germany. The model clearly shows the idea of
divergence: countries such as Greece, Portugal and Spain have exhibited gradually
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decreasing loadings on the safe economy factor, going from positive in early 2008
to very negative by 2011. This illustrates that more is going on than just decou-
pling: market news can be good for some countries and bad for others. Moreover,
only risky countries load on the second factor. The only source of contagion in the
two-factor model is one coming from the first to the second common factor: that
is, when the German yield goes down, this causes spreads to go up the next day.
The reverse is however not true: when spreads go up, the German yield does not
go down. The two-factor model therefore shows that the interdependence of Eu-
ropean sovereign bonds has been very important, but that there has not been any
large contagion from more to less risky countries.
The remainder of the paper is organized as follows. Section 3.2 reviews liter-
ature on measuring contagion. Section 3.3 presents the dataset used and shows
descriptive statistics. Sections 3.4 and 3.5 respectively present the one- and two-
factor model. Section 3.6 concludes.
3.2 The econometrics of contagion
Although relatively recent, literature on contagion has been booming over the last
decade. Very much influenced by the Asian crisis of 1997, most of the literature
focuses on equity and foreign exchange markets. Extensively reviewing this lit-
erature goes beyond the scope of the present paper, but Pastor and Stambaugh
(2003) provide an interesting view by proposing five different definitions of conta-
gion from a country covariation perspective. First, contagion could be defined as
an increase of the probability of a crisis in one country, conditional on a crisis in
another country. Second, one could look at contagion as being an event happening
when volatility of one country spills over to the other’s volatility. Third, contagion
could be understood as excess cross-country comovement, i.e. comovement that
cannot be explained by fundamentals. Fourth, one may define contagion as a sig-
nificant increase in correlations conditional on a crisis event. Finally, contagion
could mean an intensification of transmission channels. In the econometric the-
ory, most of the contributions on measuring contagion have focused on the fourth
definition of Pastor and Stambaugh (2003).
The literature on measuring contagion is extensively reviewed by Dungey and
Tambakis (2005) and Dungey et al. (2011). The main idea is to compare contempo-
raneous correlations before and during the crisis, and to associate a significant in-
crease in correlations with contagion. Some contributions deserve particular atten-
tion. Dungey et al. (2002) and Dungey et al. (2005) detect contagion by assuming
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that data follow a factor model where the factor has the same variance before and
during the crisis. Any observed additional comovement during the crisis compared
to before is then associated with contagion. Forbes and Rigobon (2002) propose a
bivariate test for contagion. They also compare correlations before and during the
crisis, but take into account the spurious effect on correlations of increased volatil-
ities in times of market turmoil. Favero and Giavazzi (2002) and Bae et al. (2003)
perform a similar test as Dungey et al. (2002) and Dungey et al. (2005), but they
focus on the correlations happening at extreme movements.
The present paper will take a fairly different stance on contagion.
First of all, I will not look at contemporaneous but at lagged correlations, by
defining contagion as the Granger causality of previous day idiosyncratic shocks
on today’s observations. This avoids having to make several model assumptions.
On the one hand, one does not have to impose a start date of the crisis and one
does not have to make the assumption that the common factor variance is con-
stant throughout the whole period. Intuitively, it remains difficult to support such
an assumption of stationarity over a period which seemingly is characterized by
a change of regime. I will therefore leave in the middle whether an increase in
contemporaneous correlations is originated from contagion in the sense of Dungey
et al. (2011), or from larger common shocks. On the other hand, one can explicitly
identify the direction of contagion without having to deal with endogeneity. When
looking at the contemporaneous impact of idiosyncratic shocks, one faces the issue
of simultaneous causality, which can only be resolved by imposing additional model
assumptions. Therefore, I believe that looking at the impact of previous day shocks
is closer to the intuitive idea of contagion.
Second, I will distinguish between common and idiosyncratic contagion. Com-
mon contagion is defined as the causal impact of previous day idiosyncratic shocks
on today’s common factor—in a way, it is the average impact of contagion. Idiosyn-
cratic contagion refers to the impact of idiosyncratic shocks on the idiosyncratic
components, which can by definition of idiosyncrasy only be on a limited number
of countries. This distinction will allow me to evaluate whether some countries
generate contagion towards the European economy as a whole.
3.3 Dataset
Daily yields of 10-year zero-coupon government bonds for 11 Euro countries—
Austria, Belgium, Finland, France, Germany, Greece, Ireland, Italy, the Nether-
lands, Portugal and Spain—between October 27th, 2007 until July 31st, 2011, are
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downloaded from Bloomberg. Figure 3.7 plots the evolution of the yields during the
considered period, for all countries and for the cross-sectional average. The aver-
age shows a pretty flat path, until January 2011, when the crisis in Greece, Ireland
and Portugal significantly sharpened. Until the end of 2010, Austrian, Belgian,
Finnish, French, German and Dutch yields were subject to a downward trend, pos-
sibly as a result of flight to quality dynamics against Greece, Portugal and Ireland.
Italian yields also decreased during the same period, be it mildly—Spanish yield
remained fairly constant. In December 2010, the yields of all countries went up.
By March 2011, Greek, Irish, Portuguese, Spanish and Italian bonds lost terrain,
while sovereign yields in Austria, Finland, France, Germany and the Netherlands
went down again. Belgium and France did not follow this trend.
As can be graphically be seen in Figure 3.7 in the appendix, data do not seem to
have finite means and variances, which raises the issue of stationarity. I deal with
this by working with log returns on bond prices instead of prices or yields. If yi,t
is the yield of country i at time t, denote by pi,t the price of a 10-year zero-coupon
bond with yield yi,t:
pi,t =
1
(1+ yi,t)10
.
Define r i,t ≡ log(pi,t)− log(pi,t−1) the log return on that bond. This means the focus
will be on differences rather than on levels. Intuitively the choice of log returns
means that I assume log bond prices to be integrated of order one. If one suspects
prices to be integrated by a different order, this order would have to be estimated,
which is cumbersome and would probably add little to the object of this study,
which is contagion.
A second issue of stationarity is that of constant parameters through time: it
is very difficult to assume that the entire four-year period has been free of change
of regimes on the parameters. Therefore, I will estimate the model to be presented
in Sections 3.4 and 3.5 on overlapping subsamples. I create windows of length
one-year (approximately 250 observation dates), where at each new window I take
a jump of one quarter, i.e. neighbouring windows have an overlap of three quar-
ters. This means that I assume stationarity in each window ex ante, even though
these windows may contain structural breaks. An ex post observation of the evo-
lution of parameters on the different subsamples will naturally suggest for which
subsamples the stationarity assumption does not hold.1
1Moreover, it would be possible to develop a test statistic to perform rigorous inference on the sta-
tionarity issue within each window, by comparing the parameter values in two distinct windows and
taking into account standard errors. Such test however goes beyond of the present paper, given that its
objective is mainly descriptive.
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Tables 3.1, 3.2 and 3.3, and Figure 3.1 show descriptive statistics of r i,t ’s for
each subsample. Table 3.1 shows average daily bond returns in each sub-sample.
The upper plot of Figure 3.1 shows the same data. This plot is coherent with
Figure 3.7—average returns for Greece significantly dropped at the beginning of
2010, followed by Portugal and Ireland, and a bit later by a general downward
movement for all countries, particularly severe in Spain and Italy. Table 3.2 rep-
resents the standard deviations per country for each one-year window; the same
data are plotted in the middle panel of Figure 3.1. The years 2008 and 2009 are
characterized by very low and similar standard deviations for all countries; only
Greece and Portugal are slightly larger than the others. In 2010, the standard
deviation of Greece exploded compared to other countries. Also Portugal and Ire-
land experienced significant increases, as well as Spain. Standard deviations of all
other countries are lower than in 2008 and 2009. Finally, since I am interested in
co-movement of bond returns, Table 3.3 shows the variance decompositions arising
from a PCA on each sub-sample’s panel. For each subsample, it shows what per-
centage of total variance that is captured by each principal component. The final
plot of Figure 3.1 graphically shows this evolution by focusing on the first three
principal components: it shows which share of total variance being captured by the
first, the second and the third principal component. Clearly, 2008 and 2009 were
characterized by much more co-movement than 2010 and 2011. Moreover, whereas
a one-factor model seems most appropriate for 2008 and 2009, 2010 and 2011 seem
to behave more like a two-factor model. Both alternatives of a one- and two-factor
model will be considered in the next Sections.
3.4 A one-factor model
3.4.1 The model
For a given subsample, let xi,t denote the daily bond return of country i on day
t, demeaned over time. In the one-factor model, I let the panel of xi,t ’s behave
according to the following equation,
xi,t =βiφt+ζi,t, (3.1)
where φt is an (unobservable) market factor and βi the loading of country i on that
factor. Country-specific dynamics of country i are captured by ζi,t. Both the market
factor φt and the country-specific terms ζi,t will be allowed to suffer from contagion
arising from previous day idiosyncratic news. Therefore, I model φt to be the sum
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Figure 3.1: Descriptive statistics of sovereign bond log returns
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The top chart shows the evolution, per subsample, of the arithmetic average of rescaled bond returns
103 × r i,t, as represented in Table 3.1. The middle chart represents subsample standard deviations,
available in Table 3.2. The down chart finally shows the variance decompositions arising from a PCA
on the bond returns in each subsample. Data are available in Table 3.3, but only the variance de-
compositions of the first three principal components are shown in the Figure—components 4 to 11 are
regrouped.
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of a contemporaneous common shock vt, where Et−1[vt] = 0,2 and the effect of all
previous day idiosyncratic shocks:
φt = vt+
n∑
k=1
γkuk,t−1. (3.2)
In the same spirit, the country-specific component ζi,t is modelled as the sum of a
contemporaneous idiosyncratic shock ui,t, where ∀ i : Et−1[ui,t] = 0, and the effect
of all previous day idiosyncratic shocks:
ζi,t = ui,t+
n∑
k=1
δkiuk,t−1. (3.3)
It is very important to observe that the market factor φt and the idiosyncratic
term ζi,t do not satisfy the orthogonality conditions as defined in Stock and Watson
(2002b), since ∀ i : E[φtζi,t] 6= 0. Common and idiosyncratic shocks vt and ui,t,
however, do satisfy well defined orthogonality conditions, since it is assumed that
∀ i, j ∈ {1, . . . ,n} and ∀ t, s ∈Z: E[ui,t−su j,t]= 0, E[ui,t−svt]= 0 and E[vt−svt]= 0.
The γk ’s and δki ’s of (3.2) and (3.3) measure the Granger causality coefficient
of country k’s idiosyncratic shocks on φt and on ζi,t respectively. This Granger
causality is interpreted as contagion of country k-specific news: γk ’s measure com-
mon contagion, whereas δki ’s measure idiosyncratic contagion. Three comments
apply when defining contagion from this Granger causality perspective. First, no
explicit difference is made between negative and positive idiosyncratic shocks. This
implies that, in the present setting, the notion of contagion is not associated with
the impact of negative news only. Second, contagion is not conditioned on extreme
movements—small and large idiosyncratic shocks are assumed to have the same
proportional impact on the common factor. Finally, the coefficients are allowed to
be both positive or negative—the sign will alter the effect on the variance of the
common factor φt, given by var(φt)=σ2v+γ ′Σuγ. When they are positive, idiosyn-
cratic shocks have a variance increasing effect. This case corresponds to the usual
notion of contagion and will be referred to as such, or by speaking of positive con-
tagion. Positive contagion also has the effect of increasing the overall correlations
in the panel, which is coherent with the mainstream definitions of contagion cited
in the introduction. When coefficients are negative, idiosyncratic shocks will have
a variance reducing effect on the total panel; this case is called inverse or negative
contagion. The sign of the contagion coefficient can be understood from a portfolio
management perspective: the riskiness of a country corresponds to the degree at
which it increases/decreases the portfolio variance.
2The notation Et−1[·] denotes conditional expectation, i.e. expectation conditional on information
It−1 available at t−1: Et−1[·]≡E
[
·|It−1
]
.
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3.4.2 Estimation procedure
By denoting xt ≡ (x1,t, . . . ,xn,t)′ and ut ≡ (u1,t, . . . ,un,t)′, the model defined by (3.1),
(3.2) and (3.3) can be rewritten as
xt =βvt+ut+But−1, (3.4)
where β = (β1, . . . ,βn)′ and B = βγ ′ +∆, with γ = (γ1, . . . ,γn)′, ∆ = (δ1, . . . ,δn) and
δi = (δ1i, . . . ,δni)′. Differently stated, (3.4) is a factor model in the sense of Stock
and Watson (2002b), with a static common component χt =βvt, but with dynamic
idiosyncratic components ξt =ut+But−1.3 Estimation of (3.4) is a problem of 2n+
n2+n(n+1)/2+1 unknowns. Indeed, β and γ are both n-dimensional parameters
to estimate, ∆ contains n2 parameters, Σu ≡ var(ut) contains n(n+1)/2 parameters
and σ2v ≡ var(vt) is a one-dimensional parameter.
Some identification constraints are imposed. For the exact estimation of the
factor model, I will impose that β′β = n, which means that the factor loadings do
not contribute to the average variance of the time series. For the identification
of common vs. idiosyncratic contagion, I will assume that a weighted average of
idiosyncratic contagion effects is zero, where the weights used for each country are
proportional to its common factor loading. That is, ∀i :β′δi = 0. Since B=βγ ′+∆,
this identification constraint will make the estimation of γ and ∆ straightforward.
Estimation of (3.4) will be done in three steps.
First, I apply the static factor model of Stock and Watson (2002b) to the panel
of xt ’s, i.e. I write xt = b f˜ t +et, where f˜ t is the first principal component of the
panel and b the factor loadings, estimated by diagonalizing the observed variance-
covariance matrix of xt ’s. The estimates v̂t and to β̂ are then obtained by rescaling
f˜ t and b, such that β̂
′β̂ = n. The idiosyncratic components of the static factor model
are the estimates of the idiosyncratic components in (3.4): ξ̂t = et.
Second, I estimate the VMA(1) representation of the estimators of ξt as ob-
tained in the previous step. Estimating a Vector Moving Average is always a deli-
cate exercise: the explanatory variables are not observed and therefore need to be
estimated themselves. The Wold Theorem however states that one can express a
Vector Moving Average of finite order as a Vector Autoregressive Model with infi-
nite lags VAR(∞). Since I work with returns and that serial autocorrelations do
not go far in time, I assume that VAR(5)≅ VAR(∞). I therefore estimate idiosyn-
cratic shocks ut as the regression residuals of a VAR(5) applied on ξ̂t ’s. Given these
3Stock and Watson (2002b) still holds even with auto- and cross-correlated idiosyncratic terms. In-
deed, assumptions M1(a)-(b) of Stock and Watson (2002b) respectively allow for univariate serial corre-
lation and for weak correlations across series in the idiosyncratic components.
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idiosyncratic shocks, I estimate B via OLS4 by regressing ξ̂t on ût−1:
B̂=
(
T∑
t=2
û′t−1ût−1
)−1 ( T∑
t=2
û′t−1ξ̂t
)
.
Third, I decompose B̂ in the sum of a rank onematrix β̂γ̂ ′ accounting for market
wide contagion, and another matrix ∆̂ accounting for country-specific contagion.
As said, I assume the model to respect the condition β′δi = 0,∀i. By imposing this
identification constraint on estimated parameters I have that5
γ̂ = 1
n
B̂′β̂ (3.5)
and
∆̂= B̂− β̂γ̂ ′. (3.6)
3.4.3 Estimation results
On the thirteen overlapping windows defined in Section 3.3, the model defined in
(3.1), (3.2) and (3.3) is estimated.
Table 3.4 shows parameter estimates. For scaling reasons, I show the common
and idiosyncratic volatilities rather than variances. Moreover, rather than show-
ing the contagion coefficients γi, I show the product γiσi—this corresponds to the
marginal contagion contribution of country i to the volatility of the factor φt. Im-
portant to precise is that total variance effect of common contagion is not equal
to the sum of the squares of these marginal effects, since the non zero correlation
between idiosyncratic shocks also has an impact on the total contagion. In the last
four lines I show the average variance decomposition.6 Figures 3.2 and 3.3 plot the
evolution of these parameters over the considered period.
The period covering 2008 and 2009 (sub-samples 1 to 7) is characterized by a
stable pattern of high comovement: the factor loadings are close to each other and,
4Given the allowed correlation between different idiosyncratic shocks, GLS would produce more ac-
curate results—this will be explored in a next version of the paper.
5Since β′β = n, one remarks that the identification assumption β′δi = 0 implies that γ can be
estimated by regressing B̂ on β̂. Indeed, that would produce an estimate γ̂′ =
(
β̂′β̂
)−1 (
β̂′B̂
)
= 1n β̂′B̂,
which is equivalent to (3.5). From this perspective, one may consider δi as contagion residuals of
country i.
6That is, the cross-sectional average of univariate variance decompositions. For a country i, total
variance can come from common shocks (β2
i
σ2v), from common contagion (β
2
i
γ′Σuγ), from idiosyncratic
shocks (σ2
i
) and from idiosyncratic contagion (δ′
i
Σuδi). The sum of these terms should equal total
univariate variance. Therefore, the cross-sectional average of these terms should also equal the cross-
sectional average of univariate variances. This is what is meant by average variance decomposition.
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especially at the beginning, idiosyncrasy is a relatively small proportion of total
variance. Idiosyncratic volatilities however gradually increase, moving from 10%
to 42% of explained variance. Common contagion is non-existent and idiosyncratic
contagion represents no more than 10% of total variance.
One however observes a clear break once data of the second trimester of 2010
are considered. Those months were the first during which very negative news
about Greece, and later about Ireland and Portugal, were received. This is re-
flected in the estimated parameters, since Greek, Irish and Portuguese idiosyn-
cratic volatilities σi strongly increased. So did their factor loadings relatively to
other countries: the three crisis economies do not only produce larger idiosyncratic
shocks, but common shocks also have an increased impact.
I suggest two explanations for the observed divergence in factor loadings. First
of all, the obtained estimators could reflect what I denote by systematic flight-to-
quality dynamics. Under the latter, common shocks have two effects on countries:
the usual co-movement impact plus a substitution between bonds of good versus
bad countries—negative market news will cause investors to sell risky bonds and
substitute them by less risky ones. This dynamic would blow up the factor loadings
of countries that are perceived as risky, while counterbalancing those of countries
enjoying the perception of being safe. A second possible explanation of the evolu-
tion of factor loadings may be that contagion dynamics as defined in Dungey et al.
(2011) are captured. The latter define contagion as excess contemporaneous cor-
relations of idiosyncratic components, under the hypothesis that the fundamental
common factor variance is the same before and during the crisis. As shown in Ta-
ble 3.4, the standard deviation σv of the common shock nearly doubled between
sub-samples 7 and 8. One could thus support the hypothesis that true factor load-
ings have not changed between both sub-samples, but that since bonds of Greece,
Portugal and Ireland are contemporaneously affected by idiosyncratic shocks of all
other sovereign bonds, their factor loadings artificially increased when not taking
this contemporaneous excess comovement into account. The differences between
both explanations should be well understood, since the first focuses on the contem-
poraneous impact of common shocks, while the second looks at the contemporane-
ous impact of idiosyncratic shocks.
Including the second trimester of 2010 also generates the appearance of com-
mon contagion, as shown in the right panel of Figure 3.2. Recall that in this context
contagion is defined through the Granger causality of idiosyncratic shocks, and not
by looking at the contemporaneous correlations. The biggest marginal contributors
to the variance of the common contagion term, γ ′Σuγ, are France, Italy, Portugal,
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Finland and the Netherlands. Notwithstanding its large idiosyncratic volatility,
the marginal impact of Greece to common contagion is rather limited. This sup-
ports the idea that, even though investors suffer from their exposure to Greece
(which is reflected by the high factor loading), the Greek economy would be too
small to make the Euro-zone fail on its own. Bad news on other sovereign bonds,
such Portuguese and Italian, who also suffer from negative news, and even bonds
from safer countries such as France, Finland or the Netherlands, are much more
dangerous for the European stability and therefore have a bigger causal impact on
the common factor. Defining systemic risk of a country as the risk of its sovereign
bond pushing down the whole Euro-zone sovereign bond market, common conta-
gion coefficients could therefore be interpreted as such. Indeed, one could conclude
from the data that France and Italy had the highest systemic risk during 2010.
The results obtained in subsamples 12 and 13 deserve particular attention. As
clearly illustrated in the right panel of Figure 3.2, the factor loadings undergo some
kind of twist in subsample 12. Moreover, common contagion is nearly inexistent,
which constrasts with results of the previous and the next subsamples. A possible
explanation for this big differences in overlapping panels could be that data are
driven by two rather than by only one factor, as already suggested in Figure 3.1.
More particularly, under the hypothesis that there are two factors governing the
European bond market, the first one representing the European as a whole and
the second accounting only for troubled economies, it could be that the first prin-
cipal components of subsamples 12 and 13 capture different factors and therefore
have inconsistent results. To overcome such problem, the next Section extends the
present model to the case with two factors.
3.5 A two-factor model
3.5.1 The model
As Figure 3.1 of Section 3.3 indicates, bond returns during the midst of the crisis
seem to be characterized by two factors rather than by one. This idea is very in-
tuitive, since it understates the decoupling in the sovereign bond market, with a
factor for bad economies and another one for the good ones. The focus of investors
and of media has indeed been much more on the spread of a country’s government
bond yield with respect to the yield of Germany, rather than on the yield of the
country itself. For underlying macroeconomic reasons such as a very positive trade
balance, low public and private debt, high productivity or low unemployment lev-
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Figure 3.2: One-factor model: factor loadings and marginal common contagion
effects
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Plots of paramaters of Table 3.4: factor loadings βi (left), common contagion contributions γiσi (right).
The abcissa represents the central date of the considered time window.
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Figure 3.3: One-factor model: idiosyncratic volatilities and variance decomposition
Idiosyncratic volatilities σi
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Plots of parameters of Table 3.4: idiosyncratic volatilities σi (left) and total variance decomposition
(right). The abscissa represents the central date of the considered time window.
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els, Germany is considered as the safest country of the Eurozone. Therefore, the
riskiness of a country has been measured by the distance of its government bond
yields compared to Germany’s, and as long as a country is perceived safe by mar-
kets, spreads have remained low and co-movement with Germany remains high.
However, once investors consider that the default risk of a country is too high, there
is a decoupling with respect to Germany, and one could support the hypothesis that
there are two groups of countries: the less risky ones, comoving with Germany, and
the risky ones, driven by a second factor.
The one-factor model might therefore not be sufficient to accurately describe the
crisis. This became already apparent in the previous Section, since the behaviour
of sub-samples 11, 12 and 13 is very different, and one may wonder whether the
model is not identifying different factors between each of these sub-samples.
I propose the following two-factor model for the demeaned bond returns xi,t:
xi,t =β1iφ1,t+β2iφ2,t+ζi,t, (3.7)
where φ1,t is the factor accounting for the European economy as a whole, including
Germany, and φ2,t is a factor on which Germany is imposed to have a loading equal
to zero, i.e. β2i∗ = 0, where i∗ is the index corresponding to Germany. Loosely,
φ2,t can be understood as capturing the difference with respect to Germany, or as
a troubled economy factor. As in Section 3.4, these terms are not common and
idiosyncratic in the traditional sense, but are both allowed to suffer from contagion
arising from truly idiosyncratic shocks. Indeed, the country-specific term ζi,t is
modelled as in (3.3), and the first two factors are modelled as
φ1,t = v1,t+ρ12v2,t−1+
n∑
k=1
γk1uk,t−1, (3.8)
and
φ2,t = v2,t+ρ21v1,t−1+
n∑
k=1
γk2uk,t−1, (3.9)
where v1,t, v2,t and ui,t respectively are common and idiosyncratic shocks, satisfy-
ing unconditional orthogonality conditions, namely that ∀ i, j ∈ {1, . . . ,n}, ∀ t, s ∈ Z
and for k, l = 1,2: E[ui,t−su j,t]= 0, E[ui,t−svl,t]= 0 and E[vk,t−svl,t]= 0.
As it is clear in (3.8) and (3.9), working with a two-factor model allows to add a
layer of complexity. Indeed, I do not only allow the common factor to suffer coming
from idiosyncratic shocks, but I can also assess contagion arising from the other
factor. The reason for this crossed causality between shocks of the first and second
factor, is that one may imagine that the news shared by the group of safe countries
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affects the risky ones, or vice versa. Hence, although Germany does not load on
the second factor, it is still allowed to suffer from contagion arising from troubled
economies, through the coefficient ρ21.
3.5.2 Estimation procedure
Similarly to (3.4), I can write
xt =βft+ut+But−1, (3.10)
where ft = vt+Rvt−1, β = (β1,β2), vt = (v1,t,v2,t)′ and R is a matrix having zeros
on the diagonal but ρ12 and ρ21 as off-diagonal elements. As in (3.4), B =βγ ′+∆,
where γ = (γ1,γ2). (3.10) is now a static factor model with two common factors and
with static common components χt = βft and dynamic idiosyncratic components
ξt = ut +But−1. Estimating (3.10) is a problem of 2n+2+2+2n+ n2+ n(n+1)/2
unknowns: 2n factor loadings β1 and β2, 2 factor variances σ
2
v1 and σ
2
v2, 2 factor
moving average coefficients in R, 2n common contagion coefficients γ1 and γ2, n
2
idiosyncratic contagion coefficients of ∆ and n(n+1)/2 elements in the idiosyncratic
variance matrix Σu.
Similar identification constraints hold as in the one-factor model. For exactly
identifying the factor model, I assume that β′
l
βl = n, for l = 1,2. To distinguish
common and idiosyncratic contagion, I assume that β1δi =β2δi = 0,∀i. The identi-
fication constraint particular to the two-factor model is that I will assume Germany
does not load on the second factor. This is important since factor models are iden-
tified up to a static rotation matrix.
The estimation goes in four steps.
First, I estimate β, ft and ξt by applying the static two-factor model of Stock and
Watson (2002b) to the xt’s. More specifically, call b= (b1,b2) and f˜t = ( f˜1,t, f˜2,t)′ the
loadings and the first two principal components given by the static factor model,
such that var(f˜t) = I2. The static factors are defined up to a static rotation, i.e.
given a static rotation matrix
r =
(
cosθ −sinθ
sinθ cosθ
)
,
one has that bf˜t = br′rf˜t and one could define another model with factor loadings
br′ and factors rf˜t. I choose the rotation angle θ∗ such that Germany does not load
on the second factor. This is achieved if b1i∗ sinθ
∗+b2i∗ cosθ∗ = 0, i.e. if
θ∗ = arctan
(
−b2i∗
b1i∗
)
.
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Define r∗ the corresponding rotation matrix. The newly obtained factor loadings
and factors are then br∗′ and r∗f˜t, which can rescaled to β and ft such that β′1β1 =
β′2β2 = n. Since I imposed that var( f˜ t) = I2, one still has that var(r∗ f˜ t) = I2 and
hence that E[ f1,t f2,t]= 0, which is consistent with (3.8) and (3.9).7
Second, I identify common shocks v1,t and v2,t and common factor contagion
coefficients R. Since each of the factors is only affected by the past shocks of the
other factor, I propose to work with the following iterative procedure. Define as the
initial estimates of the common shocks v̂(0)
1,t
= f̂1,t and v̂(0)2,t = f̂2,t. Then, for the kth
iteration, define the OLS estimators of the regression,
ρ̂(k)
21
=
(
T∑
t=2
(
v̂
(k)
2,t−1
)2)−1 ( T∑
t=2
v̂
(k)
2,t−1 f̂1,t
)
,
and
ρ̂(k)
12
=
(
T∑
t=2
(
v̂
(k)
1,t−1
)2)−1 ( T∑
t=2
v̂
(k)
1,t−1 f̂2,t
)
.
This then allows to update v̂(k+1)
1,t
= f̂1,t−ρ̂(k)21 v̂
(k)
2,t−1 and similarly for the other factor.
The procedure is repeated parameters do not deviate by more than 5% compared
to the previous estimate, which happens after three iterations for both factors.
Third, I estimate a VMA(1) on idiosyncratic components ξt to estimate idiosyn-
cratic variances σ2
i
and non decomposed contagion coefficients B. The procedure
used is the same as in Section 3.4.
Fourth, I estimate common and idiosyncratic contagion coefficients. Since sim-
ilar constraints are imposed as in the previous Section, one has that
γ̂ = 1
n
B̂′β̂,
with γ = (γ1,γ2) and that
∆̂= B̂− β̂γ̂ ′.
3.5.3 Estimation results
Estimated parameters are shown in Table 3.5 and plotted in Figures 3.4, 3.5 and
3.6.
7If, on top of modelling cross causality ρ12 and ρ21, I would also have included univariate moving
average dynamics ρ11 and ρ22, one would theoretically have that E[ f1,t f2,t] 6= 0. This would make the
rotation exercise much more complicated—one needs a rotation such that only innovations v1,t and v2,t
are orthogonal, and not the factors themselves. Although this is a very interesting field of research, it
goes beyond the main objective of the present paper.
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The results are very complementary to those of the one-factor model. First and
foremost, when looking at the overall evolution of parameters, one does not observe
any jumps or twists at the final subsamples. This seems a good indicator that the
latent factors capture the same dynamics throughout the whole period.
When focusing on the factor loadings shown in Figure 3.4, one observes an in-
teresting evolution compared to the one-factor model. First, it seems that—at least
during 2010—the first principal component of one-factor model is very correlated
with the second factor in the two-factor model. Indeed, factor loadings follow a
very similar behaviour: Greece has the highest factor loading, followed by Portu-
gal, Ireland, Spain and Italy, as in the one-factor model. Figure 3.6 also illustrates
that the jump in factor variance happening in 2010 can be allocated to the second
factor. Whether the single factor of 2008 and 2009 corresponds rather to the first
or the second factor is difficult to say based on the estimated parameters: in both
cases they are stable and the factor variances exhibit similar patterns. Neverthe-
less, given that Germany is imposed not to load on the second factor, it intuitively
makes more sense to prescribe the single factor identified for 2008 and 2009 to the
first factor in the two-factor model.
The loadings on the first factor starting in 2010 exhibit an interesting pattern.
The loadings of those countries that were most under pressure gradually plummet,
first to become equal to zero and then to become very negative. The sequence of this
decline is very coherent with how markets integrated the riskiness of these coun-
tries: first Greece, and then in time followed by Portugal, Ireland, Spain and Italy.
I find this result particularly informative about the question whether a decoupling
took place. Indeed, if a pure decoupling had taken place, then the loadings of these
countries would have gone to zero, but they would not have become so negative.
One interpretation of this evolution is that there are systematic flight-to-quality
dynamics. Such a large divergence in factor loadings, with positive and negative
signs, is indeed coherent with the hypothesis of systematic flight-to-quality, under
which a market shock induces investors to substitute risky bonds against safer.
Another explanation for this pattern could be that investors are convinced that a
break-up of the single currency zone is a good solution. In that case, news that
troubled countries will not be bailed out is good for Germany but bad for Greece.
In a way, it could mean that investors consider the European economies as antag-
onistic: what is good news for the strong economies is bad for the weak, and vice
versa. It is important to properly distinguish the meaning of both explanations: the
flight-to-quality explanation is purely behavioural and arises from portfolio risk
management decisions, whereas the break-up explanation supports a speculative
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view on market movements.
As shown in Table 3.5 and in Figure 3.6, contagion dynamics coming from id-
iosyncratic shocks are nearly non existing: both common and idiosyncratic conta-
gion explain a very little part of total variance. In a way, this is confirmed by Fig-
ure 3.5, where there is no clear pattern and where positive and negative contagion
seem to offset each other. Factor contagion however shows an interesting result.
On the one hand, contagion from troubled economies to safe economies is very
small. This means that bond price movements of safe countries are not affected
by news of bad countries. On the other hand, what happens in good economies
strongly affects the weak country factor: in 2010 this dynamic explained around
10% of total variance. The sign of ρ21 suggests a similar story as what one can tell
for the evolution of factor loadings: negative shocks in the strong economies have
a positive impact on the weak ones, and vice versa.
The importance of idiosyncratic variance, finally, is much lower in the two- than
in the one-factor model. The big increase in idiosyncratic variance of 2010 can be
associated to both factors and their interaction.
3.6 Conclusion
In this paper, I investigated the interactions between comovement and idiosyn-
crasy in the European sovereign bond market. A one-factor model suggests the
presence of common contagion during 2010. A two-factor model, which distin-
guishes between the common dynamics of safe and troubled economies, nuances
the picture: safe countries did not jointly suffer from contagion coming from trou-
bled economies. On the contrary, returns on government bonds of troubled economies
were influenced by news of safe countries.
The considered model raises several further research opportunities. First of
all, it would be interesting to include other time series in the same model, such as
returns on corporate bonds or equity returns, and assess the existence of contagion
across different markets. From this perspective, one could evaluate whether the
sovereign bond market is leading or lagging other markets. Second, one could
extend the modelling philosophy from first to second order moments. The question
whether idiosyncratic news affect the variance of the common factor is indeed very
complementary to the present paper.
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Figure 3.4: Two-factor model: factor loadings
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Plots of parameters of Table 3.5. Factor loadings β1i (left) and β2i (right). The abscissa represents the
central date of the considered time window.
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Figure 3.5: Two-factor model: marginal common and factor contagion effects
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Plots of parameters of Table 3.5. Common contagion contributions γ1iσi (up) and γ2iσi (middle). Factor
contagion contributions (down). The abscissa represents the central date of the considered time window.
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Figure 3.6: Two-factor model: idiosyncratic volatilities and variance decomposition
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Plots of parameters of Table 3.5. Up, the idiosyncratic volatilities σi . Down, the variance decomposition.
The abscissa represents the central date of the considered time window.
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3.7 Appendix to Chapter 3
Figure 3.7: Evolution of sovereign bond yields
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Evolution of sovereign bond yields yi,t of the n= 11 countries considered. The upper right panel repre-
sents the arithmetic average, y¯t = 1n
n∑
i=1
yi,t. All data are multiplied by 100.
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Table 3.1: Descriptive statistics: evolution of arithmetic average per subsample
Sub-sample 1 2 3 4 5 6 7 8 9 10 11 12 13
Start date Q4-07 Q1-08 Q2-08 Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10
End date Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10 Q1-11 Q2-11 Q3-11
AUS -0.06 0.21 0.03 0.24 0.28 0.06 0.21 0.37 0.32 0.07 -0.11 -0.13 -0.17
BEL -0.11 0.24 0.13 0.33 0.34 0.03 0.15 0.18 0.20 -0.09 -0.26 -0.25 -0.53
FIN 0.01 0.25 0.15 0.33 0.26 0.05 0.12 0.36 0.39 0.16 -0.07 -0.18 -0.23
FRA 0.00 0.38 0.21 0.36 0.27 -0.07 0.05 0.25 0.33 0.09 -0.09 -0.13 -0.30
GER 0.08 0.50 0.34 0.42 0.27 -0.16 -0.03 0.31 0.37 0.15 -0.09 -0.17 -0.18
GRC -0.17 -0.22 -0.45 0.06 0.16 -0.19 -0.25 -1.94 -2.20 -2.36 -2.22 -2.02 -1.73
IRL -0.06 0.09 -0.40 -0.29 -0.05 -0.21 0.34 0.09 -0.74 -1.51 -2.01 -2.22 -1.68
ITA -0.16 0.10 0.00 0.24 0.32 0.09 0.16 0.11 0.03 -0.25 -0.29 -0.31 -0.89
NTL -0.01 0.32 0.14 0.34 0.29 -0.01 0.15 0.36 0.39 0.15 -0.10 -0.19 -0.24
POR -0.10 0.20 -0.04 0.21 0.30 -0.03 0.11 -0.49 -0.94 -0.93 -1.38 -1.89 -1.92
ESP -0.11 0.23 0.07 0.25 0.28 -0.06 0.09 -0.18 -0.15 -0.54 -0.51 -0.36 -0.85
In each subsample, I show the arithmetic mean of rescaled bond returns 103×r i,t: mki = 10
3× 1
Dk
Dk∑
dk=1
r i,dk
, where Dk is the number
of days in subsample k, indexed by dk .
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Table 3.2: Descriptive statistics: evolution of standard deviations per subsample
Sub-sample 1 2 3 4 5 6 7 8 9 10 11 12 13
Start date Q4-07 Q1-08 Q2-08 Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10
End date Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10 Q1-11 Q2-11 Q3-11
AUS 5.20 6.21 6.78 6.79 6.48 5.41 4.33 4.58 4.51 4.68 4.77 4.13 4.21
BEL 4.96 5.91 6.39 6.41 6.15 5.11 4.29 4.80 4.86 5.29 5.60 4.86 4.96
FIN 5.03 5.83 6.14 6.16 5.81 4.81 4.04 3.77 3.75 4.07 4.28 4.23 4.44
FRA 4.83 5.51 5.79 5.80 5.38 4.58 3.73 3.69 3.75 3.93 4.17 3.90 3.94
GER 5.27 5.82 6.27 6.50 5.99 5.20 4.28 4.12 4.24 4.51 4.78 4.57 4.78
GRC 4.70 5.87 7.10 7.41 7.39 7.70 9.75 32.44 32.85 33.39 33.33 17.90 23.40
IRL 5.09 5.95 7.74 8.03 8.01 7.39 5.45 9.39 10.20 13.65 14.40 13.72 17.89
ITA 4.83 6.13 6.53 6.52 6.21 4.83 3.89 4.52 4.36 4.76 5.21 4.48 6.99
NTL 4.98 5.92 6.15 6.21 5.97 4.86 4.22 4.13 4.03 4.30 4.56 4.33 4.55
POR 4.94 5.97 6.71 6.69 6.47 5.43 4.89 11.53 12.16 13.99 14.34 11.80 16.62
ESP 4.91 5.86 6.47 6.61 6.44 5.50 4.52 6.35 6.45 7.19 7.59 6.20 7.76
In each subsample, I show the sample volatility of rescaled bond returns 103× r i,t: ski =
1
Dk−1
Dk∑
dk=1
(
103r i,dk −m
k
i
)2
, where Dk is the
number of days in subsample k, indexed by dk , and m
k
i
the corresponding arithmetic average as computed in Table 3.1.
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Table 3.3: Descriptive statistics: evolution of PCA variance decomposition per subsample
Sub-sample 1 2 3 4 5 6 7 8 9 10 11 12 13
Start date Q4-07 Q1-08 Q2-08 Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10
End date Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10 Q1-11 Q2-11 Q3-11
F1 87% 84% 76% 74% 73% 68% 68% 55% 50% 45% 45% 44% 42%
F2 7% 8% 9% 10% 11% 13% 15% 28% 30% 32% 32% 29% 30%
F3 2% 2% 4% 4% 5% 5% 4% 6% 6% 6% 7% 8% 10%
F4 1% 1% 3% 3% 3% 3% 3% 3% 3% 3% 4% 5% 5%
F5 1% 1% 2% 2% 2% 3% 3% 2% 2% 3% 3% 4% 4%
F6 1% 1% 2% 2% 2% 2% 2% 2% 2% 2% 2% 3% 3%
F7 0% 1% 1% 1% 2% 2% 2% 1% 2% 2% 2% 2% 2%
F8 0% 1% 1% 1% 1% 1% 1% 1% 2% 2% 2% 2% 1%
F9 0% 0% 1% 1% 1% 1% 1% 1% 1% 2% 2% 1% 1%
F10 0% 0% 0% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1%
F11 0% 0% 0% 0% 0% 1% 1% 1% 1% 1% 1% 1% 1%
F1 denotes the first principal component, F2 the second, etc. Since for any country, the total variance of the subsample equals the
sum of the variances of the principal components multiplied by the loadings, the sum of all country variances should also be equal
to the sum of the variances of each principal component multiplied by the loadings. The sum of these individual decompositions is
represented in the Table.
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Table 3.4: Estimated parameters for the one-factor model
Subsample 1 2 3 4 5 6 7 8 9 10 11 12 13
Start date Q4-07 Q1-08 Q2-08 Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10
End date Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10 Q1-11 Q2-11 Q3-11
σv 0.46 0.54 0.57 0.57 0.55 0.45 0.38 0.70 0.68 0.63 0.63 0.27 0.54
βi
AUS 1.09 1.09 1.08 1.08 1.06 1.06 1.01 0.49 0.47 0.51 0.54 1.31 -0.49
BEL 1.05 1.06 1.07 1.07 1.07 1.07 1.06 0.61 0.61 0.67 0.70 1.23 0.07
FIN 1.07 1.03 1.01 1.00 0.98 0.97 0.94 0.39 0.39 0.41 0.45 1.25 -0.59
FRA 0.79 0.74 0.70 0.70 0.70 0.75 0.79 0.35 0.36 0.40 0.43 1.15 -0.46
GER 0.94 0.86 0.80 0.81 0.77 0.77 0.84 0.34 0.36 0.40 0.42 1.27 -0.69
GRC 0.96 0.96 0.99 0.99 1.01 1.07 1.24 2.68 2.72 2.64 2.59 0.46 1.75
IRL 1.02 1.02 1.16 1.17 1.20 1.26 1.07 0.96 0.91 0.96 0.98 0.26 1.63
ITA 0.99 1.05 1.01 0.99 0.98 0.89 0.86 0.42 0.37 0.37 0.40 0.55 0.69
NTL 1.06 1.07 1.03 1.04 1.04 1.01 1.04 0.47 0.45 0.49 0.52 1.35 -0.61
POR 0.97 1.02 1.01 0.99 1.00 0.93 0.94 1.00 1.00 1.03 1.04 0.55 1.58
ESP 1.03 1.05 1.06 1.07 1.09 1.11 1.10 0.72 0.65 0.69 0.72 0.76 0.80
γiσi (×100)
AUS -0.69 0.11 0.42 0.40 0.42 1.04 3.44 2.76 -0.87 -4.91 0.42 3.82 0.78
BEL -0.56 -0.09 0.30 0.22 0.39 0.91 2.68 10.00 9.64 3.32 -3.10 3.13 -11.90
FIN -0.41 -0.00 -0.34 -0.31 -0.23 0.04 1.87 16.30 14.65 2.62 4.23 2.51 0.49
FRA -0.90 -0.03 0.00 0.24 0.69 1.71 3.67 19.21 20.33 18.98 13.82 3.35 20.46
GER -0.89 0.23 -0.15 -0.02 -0.04 -0.09 2.75 -1.77 -0.18 0.21 1.17 3.57 4.06
GRC -0.88 0.01 0.36 0.52 0.89 1.40 3.84 2.32 12.85 9.81 8.96 3.42 -8.36
IRL -0.83 0.20 -0.16 0.03 0.50 1.09 3.37 6.51 2.39 -8.91 -5.18 0.98 -7.16
ITA -0.70 -0.20 -0.66 -0.53 -0.14 0.53 3.21 18.66 16.51 11.49 17.00 3.82 -11.51
NTL -0.49 -0.02 -0.16 -0.14 0.04 0.76 2.51 10.10 7.39 15.18 18.51 2.82 13.74
POR -1.07 -0.19 -0.40 -0.20 0.16 1.13 2.74 18.63 13.24 20.61 19.92 0.72 -0.78
ESP -0.57 0.08 -0.30 -0.47 -0.31 -0.28 2.47 8.08 9.11 0.69 -4.07 2.36 -1.23
Parameter estimates for the one-factor model defined in Section 3.4.
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Table 3.4: (continued)
Subsample 1 2 3 4 5 6 7 8 9 10 11 12 13
Start date Q4-07 Q1-08 Q2-08 Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10
End date Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10 Q1-11 Q2-11 Q3-11
σi
AUS 0.09 0.14 0.22 0.24 0.25 0.22 0.17 0.22 0.23 0.24 0.26 0.15 0.26
BEL 0.08 0.10 0.14 0.15 0.17 0.15 0.13 0.16 0.19 0.25 0.28 0.27 0.40
FIN 0.06 0.12 0.16 0.17 0.18 0.15 0.14 0.19 0.19 0.23 0.24 0.18 0.24
FRA 0.17 0.22 0.27 0.29 0.26 0.22 0.17 0.20 0.20 0.22 0.23 0.17 0.24
GER 0.16 0.22 0.27 0.29 0.29 0.28 0.21 0.26 0.25 0.28 0.30 0.22 0.24
GRC 0.11 0.20 0.31 0.37 0.40 0.50 0.66 1.76 1.98 2.31 2.35 1.45 1.73
IRL 0.12 0.17 0.32 0.35 0.37 0.37 0.27 0.43 0.57 0.89 0.97 1.13 1.15
ITA 0.11 0.15 0.24 0.25 0.25 0.21 0.18 0.26 0.25 0.30 0.36 0.33 0.42
NTL 0.06 0.08 0.12 0.13 0.14 0.13 0.11 0.18 0.19 0.23 0.25 0.17 0.25
POR 0.15 0.18 0.26 0.28 0.29 0.27 0.26 0.59 0.68 0.90 0.96 0.90 1.10
ESP 0.09 0.11 0.19 0.21 0.22 0.20 0.14 0.24 0.33 0.41 0.47 0.45 0.48
Total Variance 0.24 0.33 0.40 0.42 0.39 0.29 0.23 0.98 1.06 1.20 1.26 0.58 1.00
CommShock(%) 91% 88% 82% 78% 77% 70% 62% 49% 43% 33% 31% 13% 29%
CommCont(%) 0% 0% 0% 0% 0% 0% 1% 10% 10% 7% 7% 2% 7%
IdioShock (%) 6% 8% 14% 16% 18% 24% 31% 37% 44% 57% 59% 75% 58%
IdioCont (%) 4% 4% 4% 5% 4% 6% 6% 3% 3% 3% 3% 11% 6%
Parameter estimates for the one-factor model defined in Section 3.4. Log bond returns are multiplied by 100 when estimating the model. The first
part of the Table shows estimates of the common shock volatility σv . The second part shows estimates of the factor loadings βi . The third part shows
a rescaled multiplication of estimates of contagion coefficients and idiosyncratic volatilities. The multiplication is easier to understand than the pure
contagion coefficients, since it assesses the marginal contagion impact of a country on the volatility of the common factor φt . The fourth part shows
estimates of idiosyncratic volatilities. The final part first shows the average total variance of the panel, i.e. the arithmetic average of univariate
variances series per series. It also represents the average variance decomposition: on average, which components generate variance? I distinguish
between common shocks vt (abbreviated by CommShock), common contagion (CommCont), idiosyncratic shocks (IdioShock) and idiosyncratic contagion
(IdioCont). The sum of these percentages should theoretically be equal to 100%. The estimates of ∆ are not shown in the Table.
9
4
C
h
a
p
te
r
3
:
C
o
n
ta
g
io
n
in
th
e
E
u
ro
p
e
a
n
S
o
v
e
re
ig
n
B
o
n
d
M
a
rk
e
t
Table 3.5: Estimated parameters for the two-factor model
Subsample 1 2 3 4 5 6 7 8 9 10 11 12 13
Start date Q4-07 Q1-08 Q2-08 Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10
End date Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10 Q1-11 Q2-11 Q3-11
σv1 0.40 0.45 0.44 0.43 0.40 0.33 0.29 0.30 0.30 0.33 0.36 0.34 0.43
σv2 0.26 0.32 0.40 0.42 0.38 0.35 0.34 0.92 0.92 0.93 0.93 0.55 0.66
β1i
AUS 1.05 1.06 1.04 1.03 1.03 1.07 1.15 1.27 1.28 1.21 1.16 1.10 0.87
BEL 0.95 0.98 0.97 0.99 1.01 1.04 1.12 1.06 1.00 0.90 0.81 0.72 0.28
FIN 1.04 1.03 1.06 1.10 1.12 1.22 1.21 1.15 1.14 1.09 1.08 1.13 0.94
FRA 1.14 1.12 1.21 1.24 1.23 1.29 1.14 1.10 1.13 1.07 1.05 1.04 0.80
GER 1.25 1.19 1.33 1.42 1.40 1.50 1.33 1.22 1.27 1.23 1.21 1.25 1.04
GRC 0.81 0.79 0.76 0.65 0.63 0.34 -0.08 -1.46 -1.56 -1.47 -1.56 -1.25 -1.48
IRL 1.05 1.06 1.05 0.93 0.88 0.67 0.70 0.19 -0.18 -0.84 -0.86 -1.29 -1.44
ITA 0.83 0.86 0.75 0.69 0.67 0.57 0.69 0.42 0.22 0.05 0.07 0.10 -0.50
NTL 1.01 1.01 0.98 1.02 1.05 1.11 1.24 1.23 1.19 1.17 1.16 1.19 0.99
POR 0.84 0.89 0.76 0.69 0.69 0.50 0.53 -0.25 -0.43 -0.80 -0.88 -0.84 -1.32
ESP 0.94 0.96 0.92 0.96 0.99 1.01 1.05 0.56 0.25 0.03 -0.01 -0.08 -0.57
β2i
AUS 1.05 1.06 1.04 1.03 1.03 1.07 1.15 1.27 1.28 1.21 1.16 1.10 0.87
BEL 0.95 0.98 0.97 0.99 1.01 1.04 1.12 1.06 1.00 0.90 0.81 0.72 0.28
FIN 1.04 1.03 1.06 1.10 1.12 1.22 1.21 1.15 1.14 1.09 1.08 1.13 0.94
FRA 1.14 1.12 1.21 1.24 1.23 1.29 1.14 1.10 1.13 1.07 1.05 1.04 0.80
GER 1.25 1.19 1.33 1.42 1.40 1.50 1.33 1.22 1.27 1.23 1.21 1.25 1.04
GRC 0.81 0.79 0.76 0.65 0.63 0.34 -0.08 -1.46 -1.56 -1.47 -1.56 -1.25 -1.48
IRL 1.05 1.06 1.05 0.93 0.88 0.67 0.70 0.19 -0.18 -0.84 -0.86 -1.29 -1.44
ITA 0.83 0.86 0.75 0.69 0.67 0.57 0.69 0.42 0.22 0.05 0.07 0.10 -0.50
NTL 1.01 1.01 0.98 1.02 1.05 1.11 1.24 1.23 1.19 1.17 1.16 1.19 0.99
POR 0.84 0.89 0.76 0.69 0.69 0.50 0.53 -0.25 -0.43 -0.80 -0.88 -0.84 -1.32
ESP 0.94 0.96 0.92 0.96 0.99 1.01 1.05 0.56 0.25 0.03 -0.01 -0.08 -0.57
Parameter estimates for the one-factor model defined in Section 3.5.
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Table 3.5: (continued)
Subsample 1 2 3 4 5 6 7 8 9 10 11 12 13
Start date Q4-07 Q1-08 Q2-08 Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10
End date Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10 Q1-11 Q2-11 Q3-11
γ1iσi (×100)
AUS -0.65 -0.11 -0.45 -0.60 -0.72 -0.35 0.15 3.37 4.01 1.19 -0.11 -0.62 -2.88
BEL -0.51 -0.04 -0.20 -0.29 -0.40 -0.31 0.26 2.16 -1.85 -3.05 -1.68 2.26 0.76
FIN -0.41 -0.06 -0.55 -0.50 -0.66 -0.24 0.44 1.24 -1.00 -2.50 -2.45 -0.20 -4.85
FRA -0.57 0.23 0.02 0.05 -0.06 0.24 0.66 1.60 -0.28 -0.86 -2.86 -0.95 -7.41
GER -0.70 0.19 -0.15 -0.15 -0.21 -0.31 0.42 0.30 1.63 -2.66 -6.65 -2.52 -9.52
GRC -0.65 -0.28 -0.59 -0.81 -1.13 -0.40 -0.51 2.32 -3.60 0.73 5.22 7.10 6.71
IRL -0.85 -0.07 -0.76 -0.73 -1.00 -0.59 -0.10 3.27 0.83 5.02 7.26 7.00 9.80
ITA -0.61 -0.27 -0.80 -0.74 -0.95 -0.70 0.15 2.35 -3.42 -0.33 0.37 4.82 8.34
NTL -0.51 -0.10 -0.28 -0.43 -0.65 -0.11 0.14 1.61 -0.88 -4.80 -8.59 -1.84 -5.15
POR -0.82 -0.16 -0.64 -0.83 -1.14 -0.68 -0.11 4.58 -0.87 2.53 4.78 5.65 7.38
ESP -0.58 -0.07 -0.48 -0.59 -0.76 -0.36 0.03 4.50 0.09 2.78 5.39 4.98 4.22
γ2iσi (×100)
AUS 0.69 0.52 0.48 0.97 0.54 0.07 -1.90 -6.35 -5.95 -2.94 -0.10 0.79 4.13
BEL 0.51 0.36 0.53 0.69 0.62 0.31 -1.83 -4.83 3.65 4.93 2.83 -2.38 -0.24
FIN 0.54 0.43 -0.30 0.02 0.04 -0.06 -2.00 -1.94 3.03 4.17 4.62 0.48 6.84
FRA 0.59 -0.08 -0.04 0.51 0.64 1.02 -2.33 -2.24 2.34 1.72 5.47 1.70 9.71
GER 0.73 -0.04 -0.22 0.34 0.45 0.37 -1.69 -0.59 -1.71 4.15 11.08 4.18 13.18
GRC 0.56 0.71 0.39 0.27 -0.30 -2.38 -1.04 -6.20 5.57 0.13 -7.77 -9.12 -8.42
IRL 0.89 0.56 -0.05 0.24 -0.16 -1.71 -2.36 -7.58 -2.54 -8.49 -11.65 -9.69 -12.32
ITA 0.55 0.74 -0.10 0.13 -0.43 -1.04 -2.35 -6.03 5.67 1.56 0.26 -6.79 -10.39
NTL 0.44 0.48 0.59 0.64 0.44 -0.01 -0.89 -3.01 2.55 7.90 13.86 3.03 6.77
POR 0.95 0.69 0.24 0.35 0.00 -1.09 -1.88 -9.77 1.06 -4.21 -8.05 -7.78 -9.09
ESP 0.50 0.58 0.12 0.18 -0.21 -0.85 -1.87 -9.76 -0.84 -4.61 -8.86 -6.68 -5.16
ρ12 0.41 0.37 0.27 0.22 0.16 0.08 0.04 -0.00 0.01 0.03 0.02 -0.03 0.05
ρ21 -0.10 -0.03 -0.11 -0.19 -0.26 -0.42 -0.33 -1.37 -1.22 -1.00 -0.87 -0.33 0.42
Parameter estimates for the one-factor model defined in Section 3.5.
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Table 3.5: (continued)
Subsample 1 2 3 4 5 6 7 8 9 10 11 12 13
Start date Q4-07 Q1-08 Q2-08 Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10
End date Q3-08 Q4-08 Q1-09 Q2-09 Q3-09 Q4-09 Q1-10 Q2-10 Q3-10 Q4-10 Q1-11 Q2-11 Q3-11
σi
AUS 0.09 0.14 0.21 0.24 0.24 0.22 0.16 0.17 0.17 0.16 0.17 0.11 0.10
BEL 0.07 0.09 0.14 0.16 0.16 0.15 0.13 0.16 0.18 0.23 0.26 0.23 0.24
FIN 0.07 0.13 0.17 0.18 0.18 0.13 0.12 0.12 0.11 0.14 0.12 0.12 0.12
FRA 0.09 0.12 0.14 0.16 0.15 0.14 0.12 0.11 0.12 0.13 0.14 0.12 0.13
GER 0.10 0.13 0.15 0.15 0.15 0.15 0.13 0.15 0.14 0.15 0.17 0.14 0.15
GRC 0.09 0.18 0.30 0.34 0.35 0.41 0.36 1.04 1.26 1.67 1.66 1.14 1.37
IRL 0.12 0.16 0.31 0.33 0.34 0.32 0.22 0.24 0.34 0.55 0.65 0.70 0.90
ITA 0.09 0.13 0.19 0.20 0.21 0.19 0.16 0.21 0.21 0.24 0.26 0.22 0.29
NTL 0.07 0.09 0.12 0.14 0.15 0.13 0.10 0.11 0.12 0.13 0.12 0.11 0.10
POR 0.13 0.16 0.23 0.24 0.25 0.22 0.17 0.31 0.36 0.47 0.51 0.58 0.89
ESP 0.07 0.10 0.17 0.21 0.21 0.20 0.13 0.17 0.23 0.27 0.28 0.26 0.27
Total Variance 0.25 0.35 0.43 0.44 0.39 0.31 0.25 1.31 1.33 1.51 1.54 0.72 1.23
CommShock1(%) 64% 59% 46% 43% 42% 35% 35% 7% 7% 8% 9% 17% 17%
CommShock2(%) 27% 31% 39% 41% 39% 40% 46% 68% 66% 59% 58% 45% 41%
FactCont12(%) 5% 4% 3% 2% 1% 0% 0% 0% 0% 0% 0% 0% 0%
FactCont21(%) 1% 0% 1% 1% 3% 6% 4% 14% 10% 8% 7% 2% 3%
CommCont12(%) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 1%
CommCont21(%) 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 1% 1%
IdioShock(%) 3% 5% 10% 12% 14% 17% 13% 10% 14% 22% 23% 32% 32%
IdioCont(%) 1% 1% 1% 1% 1% 1% 2% 0% 1% 2% 2% 3% 5%
Parameter estimates for the one-factor model defined in Section 3.5. Log bond returns are multiplied by 100 when estimating the model. The first part
of the Table shows estimates of the common shock volatilities σv1 and σv2. The second and third part show estimates of the factor loadings β1i and β2i .
The fourth and fifth part show a rescaled multiplication of estimates of contagion coefficients and idiosyncratic volatilities. The multiplication is easier
to understand than the pure contagion coefficients, since it assesses the marginal contagion impact of a country on the volatility of the common factors
φ1,t and φ2,t respectively. The sixth part shows estimates of idiosyncratic volatilities. The seventh part shows estimations of factor contagion coefficients
ρ12 and ρ21. The final part first shows the average total variance of the panel, i.e. the arithmetic average of univariate variances series per series. It also
represents the average variance decomposition: on average, which components generate variance? I distinguish between common shocks (abbreviated
by CommShock1 and CommShock2), factor contagion (FactCont12 and FactCont21), common contagion (CommCont1 and CommCon2), idiosyncratic
shocks (IdioShock) and idiosyncratic contagion (IdioCont). The sum of these percentages should theoretically be equal to 100%. The estimates of ∆ are
not shown in the Table.
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