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ON LOCAL LIPSCHITZ REGULARITY FOR QUASILINEAR
EQUATIONS IN THE HEISENBERG GROUP
SHIRSHO MUKHERJEE
Abstract. The goal of this article is to establish local Lipschitz continuity of solutions for a
class of degenerated sub-elliptic equations of divergence form, in the Heisenberg Group. The
considered hypothesis for the growth and ellipticity condition, is a natural generalisation of
the sub-elliptic p-Laplace equation and more general quasilinear equations with polynomial
or exponential type growth.
1. Introduction
Lipschitz continuity of weak solutions for variational problems in the Heisenberg Group
Hn, has been studied in [37], where equations with growth conditions of p-Laplacian type
was considered. The purpose of this paper is to reproduce the result, for a larger class of
more general quasilinear equations.
In a domain Ω ⊂ Hn, for n ≥ 1, we consider the equation
(1.1) divH A(Xu) =
2n∑
i=1
Xi(Ai(Xu)) = 0,
where X1, . . . , X2n are the horizontal vector fields, Xu = (X1u, . . . , X2nu) is the horizontal
gradient of a function u : Ω → R, the horizontal divergence divH defined similarly and
A = (A1,A2, . . . ,A2n) : R2n → R2n for given data Ai ∈ C1(R2n). We denote DA(z) as the
2n× 2n Jacobian matrix (∂Ai(z)/∂zj)ij for z ∈ R2n. In addition, we assume that DA(z) is
symmetric and satisfies
(1.2)
g(|z|)
|z| |ξ|
2 ≤ 〈DA(z) ξ, ξ〉 ≤ L g(|z|)|z| |ξ|2;
|A(z)| ≤ Lg(|z|),
for every z, ξ ∈ R2n, where L ≥ 1 and g : [0,∞)→ [0,∞) such that g ∈ C1((0,∞)), g(0) = 0
and there exists constants g0 ≥ δ > 0, such that
(1.3) δ ≤ tg
′(t)
g(t)
≤ g0, for all t > 0.
In the Euclidean setting, conditions (1.2) and (1.3) have been introduced by Lieberman
[24], in order to produce a natural extension of the structure conditions for elliptic operators
in divergence form previously considered in Ladyzhenskaya-Ural’tseva [22], which in his
words is “in a sense, the best generalization”. We refer to [33, 7, 34, 17, 16, 36, 12, 23] and
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references therein, for earlier works on regularity theory of elliptic equations in divergence
form, including the p-Laplace equations in the setting of the Euclidean spaces.
A prominent special case appears from minimization of the scalar variational integral
I(u) =
∫
Ω
G(|Xu|) dx,
where G(t) =
∫ t
0
g(s) ds with g satisfying (1.3). The corresponding Euler-Lagrange equation
(1.4) divH
(
g(|Xu|) Xu|Xu|
)
=
2n∑
i=1
Xi
(
g(|Xu|) Xiu|Xu|
)
= 0,
forms a prototype example of the equation (1.1) with A(z) = zg(|z|)/|z|; in this case, by
explicit computation and the condition (1.3), it is not difficult to show that
min{1, δ}g(|z|)|z| |ξ|
2 ≤ 〈DA(z) ξ, ξ〉 ≤ max{1, g0}g(|z|)|z| |ξ|2
for every z, ξ ∈ R2n, which resembles (1.2). In particular, if g(t) = tp−1 for 1 < p <∞, then
g satisfies (1.3) with δ = p − 1 = g0 and (1.4) becomes the sub-elliptic p-Laplace equation
divH(|Xu|p−2Xu) = 0. The condition (1.3) can appear naturally if one considers defining
(1.5) δ = inf
t>0
tg′(t)
g(t)
and g0 = sup
t>0
tg′(t)
g(t)
.
However, positivity and finiteness of the constants in (1.5), are essential and the techniques
of this paper do not apply to the borderline cases e.g. δ = 0. Hence, more singular equations
like divH(Xu/|Xu|) = 0 or divH(Xu/
√
1 + |Xu|2) = 0 are excluded from our setting.
The conditions (1.2) and (1.3) encompass quasilinear equations for a large class of structure
function g. Some natural examples include functions having growth similar to that of power-
like functions and there logarithmic perturbations. We enlist two particular examples:
(1) g(t) = (e+ t)a+b sin(log log(e+t)) − ea for b > 0, a ≥ 1 + b
√
2
(2) g(t) = tα(log(a+ t))β for α, β > 0, a ≥ 1,
see [15, 27]. In addition, multiple candidates satisfying condition (1.3) can be glued together
to form the function g. A suitable gluing of the monomials tα−ε, tα and tβ+ε for β > α > ε as
shown in [24], can be constructed in such a way that certain non-standard growth conditions
(so called (p, q)-growth condition) of Marcellini [26], can also be analyzed.
Regularity theory in the sub-elliptic setting goes back to the seminal work of Ho¨rmander
[19] in 1967, from which one can verify that sub-elliptic linear operators are hypoelliptic and
hence, distributional solutions of sub-Laplace equation are smooth. Since then, regularity of
quasilinear equations in the sub-elliptic setting, has been a subject of extensive investigation
throughout the following decades. We refer to [2, 3, 5, 13, 10, 11, 28, 25, 9] etc. for earlier
results. Local Lipschitz continuity of weak solutions for p-Laplace equation in Hn, has been
recently proved in [37]. The techniques used in there, paves the way for this paper.
The natural domain for the weak solution of (1.1) is the Horizontal Orlicz-Sobolev space
HW 1,G(Ω) (see Section 2 for details), defined similarly as the Horizontal Sobolev space
HW 1,p(Ω) as in [25, 29, 37]. The natural class of metrics for localizing the estimates, is the
class of homogeneous metrics equivalent to the CC-metric (see Section 2).
2
The following theorem is the main result of this paper.
Theorem 1.1. If u ∈ HW 1,G(Ω) is a weak solution of equation (1.1) equipped with the
structure condition (1.2), where G(t) =
∫ t
0
g(s) ds and g satisfies (1.3) for some g0 ≥ δ > 0,
then Xu ∈ L∞loc(Ω,R2n). Moreover, for any CC-metric ball Br ⊂ Ω, we have the estimate
(1.6) sup
Bσr
G(|Xu|) ≤ c
(1− σ)Q
∫
Br
G(|Xu|) dx
for any 0 < σ < 1, where c = c(n, δ, g0, L) > 0 is a constant.
Although the above theorem is stated in terms of CC-metric balls, but as evident from its
proof, (1.6) holds for any homogeneous metrics of Hn with appropriate choice of constant c.
This paper is organised as follows. We provide some essential preliminaries on Heisenberg
group, Orlicz-Sobolev spaces and sub-elliptic equations in Section 2. Then we prove several
Caccioppoli type inequalities of the horizontal and vertical derivatives in Section 3, followed
by the proof of Theorem 1.1 in the end.
Lastly, we remark that local C1,α-regularity of weak solutions of the p-Laplace equation
in Hn, has been shown recently in [31]; the techniques can be adopted to show the same
result for the equation (1.1) with structure conditions (1.2) and (1.3), as well. Furthermore,
C1,α-regularity can also be shown for general quasilinear equations of the form
(1.7) divH A(x, u,Xu) +B(x, u,Xu) = 0,
with appropriate growth and ellipticity conditions. Towards this pursuit, the estimate (1.6)
is necessary for both equations (1.1) and (1.7) and to obtain uniform C1,α estimates, further
technical difficulties appear that require lengthier and more delicate analysis. Therefore,
they are omitted from this paper and have been addressed in a follow up article [30].
Acknowledgement. The author was supported by European Unions Seventh Framework
Program “Metric Analysis For Emergent Technologies (MAnET)”, a Marie Curie Actions-
Initial Training Network, under Grant Agreement No. 607643. The author is thankful to
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2. Preliminaries
In this section, we fix the notations used and introduce the Heisenberg Group Hn. Also,
we provide some essential facts on Orlicz-Sobolev spaces and sub-elliptic equations.
Throughout this paper, we shall denote a postive constant by c which may vary from line
to line. But c would depend only on n, the constant g0 of (1.3) and and L of (1.2), unless it
is explicitly specified otherwise. The dependence on δ of (1.3) shall appear at the very end.
2.1. Heisenberg Group.
Here we provide the definition and properties of Heisenberg group that would be useful in
this paper. For more details, we refer the reader to the books [1, 4].
Definition 2.1. For n ≥ 1, the Heisenberg Group denoted by Hn, is identified to the
Euclidean space R2n+1 with the group operation
(2.1) x · y :=
(
x1 + y1, . . . , x2n + y2n, t+ s+
1
2
n∑
i=1
(xiyn+i − xn+iyi)
)
3
for every x = (x1, . . . , x2n, t), y = (y1, . . . , y2n, s) ∈ Hn.
Thus, Hn with the group operation (2.1) forms a non-Abelian Lie group, whose left in-
variant vector fields corresponding to the canonical basis of the Lie algebra, are
(2.2) Xi = ∂xi −
xn+i
2
∂t, Xn+i = ∂xn+i +
xi
2
∂t,
for every 1 ≤ i ≤ n and the only non zero commutator T = ∂t. We have
(2.3) [Xi , Xn+i] = T and [Xi , Xj] = 0 ∀ j 6= n+ i.
We call X1, . . . , X2n as horizontal vector fields and T as the vertical vector field. For a scalar
function f : Hn → R, we denote
Xf := (X1f, . . . , X2nf) and XXf := (XjXif)i,j
as the Horizontal gradient and Horizontal Hessian, respectively. From (2.3), we have the
following trivial but nevertheless, an important inequality
(2.4) |Tf | ≤ 2|XXf |.
For a vector valued function F = (f1, . . . , f2n) : Hn → R2n, the Horizontal divergence is
defined as divH(F ) :=
∑2n
i=1Xifi.
The Euclidean gradient of a function h : Rk → R, shall be denoted by∇h = (D1h, . . . , Dkh)
with Dj = ∂xj and the Hessian matrix by D
2h = (DiDjh)i,j.
A piecewise smooth rectifiable curve γ is called a horizontal curve if its tangent vectors
are contained in the horizontal sub-bundle H = span{X1, . . . , X2n}, that is γ′(t) ∈ Hγ(t) for
almost every t. For any x, y ∈ Hn, if the set of all horizontal curves is denoted as
Γ(x, y) =
{
γ : [0, 1]→ Hn : γ(0) = x, γ(1) = y, γ′(t) ∈ Hγ(t)
}
,
then Chow’s accessibility theorem (see [6]) gurantees Γ(x, y) 6= ∅. The Carnot-Carathe`odory
metric (CC-metric) is defined in terms of the length `(γ) of horizontal curves, as
(2.5) d(x, y) = inf {`(γ) : γ ∈ Γ(x, y)} .
This is equivalent to the Kora`nyi metric dHn(x, y) = ‖y−1 ·x‖Hn , where ‖ ·‖Hn is the Kora`nyi
norm, see [4]. We shall require the following norm, which is equivalent to the Kora`nyi norm,
(2.6) ‖x‖ :=
( 2n∑
i=1
x2i + |t|
) 1
2
for all x = (x1, . . . , x2n, t) ∈ Hn.
Throughout this article we use CC-metric balls denoted by Br(x) = {y ∈ Hn : d(x, y) < r}
for r > 0 and x ∈ Hn. However, by virtue of the equivalence of the metrics, all assertions
for CC-balls can be restated to Kora`nyi balls or metric balls defined by the norm (2.6).
Throughout this paper, the Hausdorff dimension with respect to d shall be denoted as
(2.7) Q := 2n+ 2,
which is also the homogeneous dimension of the group Hn. The Lebesgue measure of R2n+1
is a Haar measure of Hn; hence for any metric ball Br, we have that |Br| = c(n)rQ.
For 1 ≤ p < ∞, the Horizontal Sobolev space HW 1,p(Ω) consists of functions u ∈ Lp(Ω)
such that the distributional horizontal gradient Xu is in Lp(Ω ,R2n). HW 1,p(Ω) is a Banach
space with respect to the norm
(2.8) ‖u‖HW 1,p(Ω) = ‖u‖Lp(Ω) + ‖Xu‖Lp(Ω,R2n).
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We define HW 1,ploc (Ω) as its local variant and HW
1,p
0 (Ω) as the closure of C
∞
0 (Ω) in HW
1,p(Ω)
with respect to the norm in (2.8). The Sobolev Inequality has the following version in the
sub-elliptic setting (see [3, 4]).
Theorem 2.2 (Sobolev Inequality). Let Br ⊂ Hn and 1 < q < Q. There exists a constant
c = c(n, q) > 0 such that for all u ∈ HW 1,q0 (Br), we have
(2.9)
(∫
Br
|u| QqQ−q dx
)Q−q
Qq
≤ cr
(∫
Br
|Xu|q dx
) 1
q
.
We remark that the Lipschitz continuity that is considered, is implied in the sense of
Folland-Stein [14], i.e. the Lipschitz continuity with respect to the CC-metric. It does not
make any assertion on the regularity of the vertical derivative.
2.2. Orlicz-Sobolev Spaces.
In this subsection, we recall some facts on Orlicz-Sobolev functions, which shall be necessary
later. Further details can be found in textbooks e.g. [21, 32].
Definition 2.3 (Young function). If ψ : [0,∞)→ [0,∞) is an non-decreasing, left continuous
function with ψ(0) = 0 and ψ(s) > 0 for all s > 0, then any function Ψ : [0,∞)→ [0,∞] of
the form
(2.10) Ψ(t) =
∫ t
0
ψ(s) ds
is called a Young function. A continuous Young function Ψ : [0,∞) → [0,∞) satisfying
Ψ(t) = 0 iff t = 0, limt→∞Ψ(t)/t =∞ and limt→0 Ψ(t)/t = 0, is called N-function.
There are several different definitions available in various references. However, within a
slightly restricted range of functions (as in our case), all of them are equivalent. We refer to
the book of Rao-Ren [32], for a more general discussion.
Definition 2.4 (Conjugate). The generalised inverse of a montone function ψ is defined as
ψ−1(t) := inf{s ≥ 0 | ψ(s) > t}. Given any Young function Ψ(t) = ∫ t
0
ψ(s)ds, its conjugate
function Ψ∗ : [0,∞)→ [0,∞] is defined as
(2.11) Ψ∗(s) :=
∫ s
0
ψ−1(t) dt
and (Ψ,Ψ∗) is called a complementary pair, which is normalised if Ψ(1) + Ψ∗(1) = 1.
A Young function Ψ is convex, increasing, left continuous and satisfies Ψ(0) = 0 and
limt→∞Ψ(t) =∞. The generalised inverse of Ψ is right continuous, increasing and coincides
with the usual inverse when Ψ is continuous and strictly increasing. In general, the inequality
(2.12) Ψ(Ψ−1(t)) ≤ t ≤ Ψ−1(Ψ(t))
is satisfied for all t ≥ 0 and equality holds when Ψ(t) and Ψ−1(t) ∈ (0,∞). It is also evident
that that the conjugate function Ψ∗ is also a Young function, Ψ∗∗ = Ψ and for any constant
c > 0, we have (cΨ)∗(t) = cΨ∗(t/c). Here are two standard examples of complementary
pair of Young functions.
(1) Ψ(t) = tp/p and Ψ∗(t) = tp
∗
/p∗ when 1 < p, p∗ <∞ and 1/p+ 1/p∗ = 1.
(2) Ψ(t) = (1 + t) log(1 + t)− t and Ψ∗(t) = et − t− 1.
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Lemma 2.5. If (Ψ,Ψ∗) is a complementary pair of N-functions, then for any t > 0 we have
(2.13) Ψ∗
(
Ψ(t)
t
)
≤ Ψ(t).
Proof. Let Ψ(t) =
∫ t
0
ψ(s)ds. From mean value theorem, there exists s0 ∈ (0, t] such that
ψ(s0) =
1
t
∫ t
0
ψ(s) ds =
Ψ(t)
t
for every t > 0. Using definition (2.11) and mean value theorem again, we find that there
exist r0 ∈ (0, ψ(s0)), such that we have
Ψ∗
(
Ψ(t)
t
)
=
∫ Ψ(t)/t
0
ψ−1(r) dr =
Ψ(t)
t
ψ−1(r0).
Since ψ and ψ−1 are non-decreasing functions, hence ψ−1(r0) ≤ ψ−1(ψ(s0)) = s0 ≤ t. Using
this on the above, one easily gets (2.13), to complete the proof. 
The following Young’s inequality is well known. We refer to [32] for a proof.
Theorem 2.6 (Young’s Inequality). Given a Young function Ψ(t) =
∫ t
0
ψ(s)ds, we have the
following for all s, t > 0;
(2.14) st ≤ Ψ(s) + Ψ∗(t)
and equality holds iff t = ψ(s) or s = ψ−1(t).
Definition 2.7 (Doubling function). The Young function Ψ is called doubling if there exists
a constant C2 > 0 such that for all t ≥ 0, we have
Ψ(2t) ≤ C2 Ψ(t).
In the growth and ellipticity condition (1.2), the structure function g satisfying (1.3), is a
doubling function. Its doubling constant C2 = 2
g0 (see Lemma 2.12 below). Henceforth, we
restrict to Orlicz spaces of doubling functions, thereby avoiding unnecessary technicalities.
Definition 2.8. Let Ω ⊂ Rm be open and µ be a σ-finite measure on Ω. For a doubling
Young function Ψ, the Orlicz space LΨ(Ω, µ) is defined as the vector space generated by
the set {u : Ω → R | u measurable, ∫
Ω
Ψ(|u|) dµ < ∞}. The space is equipped with the
following Luxemburg norm
(2.15) ‖u‖LΨ(Ω,µ) := inf
{
k > 0 :
∫
Ω
Ψ
( |u|
k
)
dµ ≤ 1
}
If µ is the Lebesgue measure, the space is denoted by LΨ(Ω) and any u ∈ LΨ(Ω) is called a
Ψ-integrable function.
The function u 7→ ‖u‖LΨ(Ω,µ) is lower semi continuous and LΨ(Ω, µ) is a Banach space with
the norm in (2.15). The following theorem is a generalised version of Ho¨lder’s inequality,
which follows easily from the Young’s inequality (2.14), see [32] or [35].
Theorem 2.9 (Ho¨lder’s Inequality). For every u ∈ LΨ(Ω, µ) and v ∈ LΨ∗(Ω, µ), we have
(2.16)
∫
Ω
|uv| dµ ≤ 2 ‖u‖LΨ(Ω,µ)‖v‖LΨ∗ (Ω,µ)
6
Remark 2.10. The factor 2 on the right hand side of the above, can be dropped if (Ψ,Ψ∗) is
normalised and one is replaced by Ψ(1) in the definition (2.15) of Luxemburg norm.
The Orlicz-Sobolev space W 1,Ψ(Ω) can be defined similarly by LΨ norms of the function
and its gradient, see [32], that resembles W 1,p(Ω) for the special case of Ψ(t) = tp. But here
for Ω ⊂ Hn, we require the notion of Horizontal Orlicz-Sobolev spaces, analoguous to the
horizontal Sobolev spaces defined in the previous subsection.
Definition 2.11. We define the space HW 1,Ψ(Ω) = {u ∈ LΨ(Ω) | Xu ∈ LΨ(Ω,R2n)} for an
open set Ω ⊂ Hn and a doubling Young function Ψ, along with the norm
‖u‖HW 1,Ψ(Ω) := ‖u‖LΨ(Ω) + ‖Xu‖LΨ(Ω,R2n);
the spaces HW 1,Ψloc (Ω), HW
1,Ψ
0 (Ω) are defined, similarly as earlier.
We remark that, all these notions can be defined for a general metric space, equipped with
a doubling measure and upper gradient. More details of these can be found in [35].
2.3. Sub-elliptic equations.
Here, we discuss the known results on existence and uniqueness of weak solutions of the
equation (1.1). Using the notation of horizontal divergence, we rewrite (1.1) as
(2.17) − divH(A(Xu)) = 0 in Ω,
where A : R2n → R2n satisfies (1.2) and the matrix DA(z) is symmetric. Now, we enlist
monotonicity and doubling properties of the structure function g, in the following lemma.
Lemma 2.12. Let g ∈ C1([0,∞)) be a function that satisfies (1.3) for some constant g0 > 0
and g(0) = 0. If G(t) =
∫ t
0
g(s)ds, then the following holds.
(1) G ∈ C2([0,∞)) is convex ;(2.18)
(2) tg(t)/(1 + g0) ≤ G(t) ≤ tg(t) ∀ t ≥ 0;(2.19)
(3) g(s) ≤ g(t) ≤ (t/s)g0g(s) ∀ 0 ≤ s < t;(2.20)
(4) G(t)/t is an increasing function ∀ t > 0;(2.21)
(5) tg(s) ≤ tg(t) + sg(s) ∀ t, s ≥ 0.(2.22)
The proof of the above lemma is trivial (see Lemma 1.1 of [24]), so we omit it. Notice
that (2.20) implies that g is increasing and doubling, with g(2t) ≤ 2g0g(t). In fact, it is easy
to see that, (1.3) implies t 7→ g(t)/tg0 is decreasing and t 7→ g(t)/tδ is increasing. Thus,
(2.23) min{αδ, αg0}g(t) ≤ g(αt) ≤ max{αδ, αg0}g(t) for all α, t ≥ 0.
Here onwards, we fix the following notations,
(2.24) F(t) := g(t)/t and G(t) :=
∫ t
0
g(s) ds.
Thus, F and G are also doubling functions and G is a Young function. Now we restate the
structure condition (1.2). For every z, ξ ∈ R2n, we have that
(2.25)
F(|z|)|ξ|2 ≤ 〈DA(z) ξ, ξ〉 ≤ LF(|z|)|ξ|2;
|A(z)| ≤ L |z|F(|z|).
7
Definition 2.13. Any u ∈ HW 1,G(Ω) is called a weak solution of the equation (2.17) if for
every ϕ ∈ C∞0 (Ω), we have that
(2.26)
∫
Ω
〈A(Xu),Xϕ〉 dx = 0.
In addition, for all non-negative ϕ ∈ C∞0 (Ω), if the integral above is positive (resp. negative)
then u is called a weak supersolution (resp. subsolution) of the equation (2.17).
Monotonicity of the operator A is required for existence of weak solutions. This follows
from the structure condition (2.25). First, notice that, from (2.25)〈A(z)−A(w), z − w〉 = ∫ 1
0
〈
DA(w + t(z − w))(z − w), (z − w)〉 dt
≥ |z − w|2
∫ 1
0
F(|w + t(z − w)|) dt,
for any z, w ∈ R2n. Now, it is possible to show that
|z|/2 ≤ |tz + (1− t)w| ≤ 3|z|/2 if |z − w| ≤ 2|z|, t ≥ 3/4,
|z − w|/4 ≤ |tz + (1− t)w| ≤ 3|z − w|/2 if |z − w| > 2|z|, t ≤ 1/4,
with appropriate use of triangle inequality. Combining the above inequalities and using the
doubling property, we have the following monotonicity inequality
(2.27)
〈A(z)−A(w), z − w〉 ≥ c(g0) {|z − w|2 F(|z|) if |z − w| ≤ 2|z||z − w|2 F(|z − w|) if |z − w| > 2|z|
and therefore the following ellipticity condition
(2.28)
〈A(z), z〉 ≥ c(g0) |z|2F(|z|) ≥ c(g0)G(|z|).
Remark 2.14. The inequality in (2.27) is reminiscent of the monotonicity inequality for the
p-laplacian operator. Precisely, when A(z) = |z|p−2z for 1 < p <∞, we have(|z|p−2z − |w|p−2w) · (z − w) ≥ c(p){|z − w|2(|z|+ |w|)p−2 if 1 < p < 2|z − w|p if p ≥ 2(2.29)
and from this, one can also derive (2.27) for this special case.
Theorem 2.15 (Existence). If u0 ∈ HW 1,G(Ω) is a given function and the operator A has
the structure condition (2.25), then there exists a unique weak solution u ∈ HW 1,G(Ω) for
the Dirichlet problem
(2.30)
{
− divH(A(Xu)) = 0 in Ω;
u− u0 ∈ HW 1,G0 (Ω).
The proof of this theorem is a standard variant of that for the Euclidean setting and
relies on literature of variational inequalities for monotone operators by Kinderlehrer and
Stampacchia [20]. Similarly as the proof of Theorem 17.1 in [18], it is possible to show that
there exists u ∈ K satisfying the variational inequality∫
Ω
〈A(Xu),Xw − Xu〉 dx ≥ 0
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for all w ∈ K, where K = {v ∈ HW 1,G(Ω) | v − u0 ∈ HW 1,G0 (Ω)}. Arguing with w = u ± ϕ
for any ϕ ∈ C∞0 (Ω), it is easy to see that u satisfies (2.26) and hence, is a weak solution of
(2.30). The conditions for existence of u, can be established from the monotonicity (2.27).
The uniqueness, follows from the following comparison principle, which can be easily
proved by choosing an appropriate test function on (2.17) and using monotonicity.
Lemma 2.16 (Comparison Principle). Given u, v ∈ HW 1,G(Ω), if u and v respectively are
weak super and subsolution of the equation (2.17) and u ≥ v on ∂Ω in the trace sense, then
we have u ≥ v a.e. in Ω.
We would also require that, the weak solution of the Dirichlet problem (2.30) is Lipschitz
with respect to CC-metric, if it has smooth boundary value in strictly convex domain. The
proof of this resembles the Hilbert-Haar theory in the Euclidean setting. Actually, this is
the only place where we require that DA is symmetric.
Consider a bounded domain D ⊂ R2n+1 which is convex and there exists a constant ε0 > 0
such that the following holds: for every y ∈ ∂D, there exists b(y) ∈ R2n+1 with |b(y)| = 1,
such that
(2.31) b(y) · (x− y) ≥ ε0|x− y|2
for all x ∈ D¯. Here (·) is the Euclidean inner product and |.| is the Euclidean norm of
R2n+1. The following theorem shows existence of Lipschitz continuous solutions of (2.17).
The statement and the proof of this theorem, are the same as those of Theorem 5.1 of [37].
For sake of completeness, we provide a sketch of the proof.
Theorem 2.17. Let D ⊂ Hn be a bounded and convex domain satisfying (2.31) for some
ε0 > 0. Given u0 ∈ C2(D¯), if u ∈ HW 1,G(D) is the weak solution of the Dirichlet problem
(2.32)
{
divH(A(Xu)) = 0 in D;
u− u0 ∈ HW 1,G0 (D).
then there exists a constant M = M
(
n, ε0, ‖∇u0‖L∞(D¯) +‖D2u0‖L∞(D¯), diam(D)
)
> 0, such
that we have
‖Xu‖L∞(D) ≤M.
Proof. This proof is the same as that of Theorem 5.1 in [37], with minor changes. Here, we
provide a brief outline for the reader’s convenience. It is enough to show that
(2.33) |u(x)− u(y)| ≤Md(x, y) ∀ x, y ∈ D¯
for some constant M = M
(
n, ε0, ‖∇u0‖L∞(D¯) + ‖D2u0‖L∞(D¯), diam(D)
)
> 0.
To this end, we fix y ∈ ∂D and consider the barrier functions
L±(x) = u0(y) + [∇u0(y)±K b(y)] · (x− y), where K = (2n+ 1)
2
2ε0
‖D2u0‖L∞(D¯)
Taking ξ as an appropriate point between x and y and using the Taylor’s formula followed
by the condition (2.31), we obtain
u0(x) = u0(y) +∇u0(y) · (x− y) + 1
2
D2u0(ξ)(x− y) · (x− y)
≤ u0(y) +∇u0(y) · (x− y) +Kε0|x− y|2 ≤ L+(x)
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and similarly L−(x) ≤ u0(x) for all x ∈ D¯. Thus, if u ∈ HW 1,G(D) is the weak solution of
(2.32), since u0 is continuous on the boundary, we have
(2.34) L−(x) ≤ u(x) ≤ L+(x) ∀ x ∈ ∂D
upto a continuous representative of u. Now, letting b(y) = (b1(y), . . . , b2n(y), bt(y)) ∈ R2n×R
and explicit computations using (2.2), we find that XXL± is skew-symmetric. Precisely,
XXL±(x) =
1
2
[
∂tu0(y)±K bt(y)
]( 0 In
−In 0
)
for every x ∈ D¯. Since the matrix DA(z) has been assumed to be symmetric, we have
divH [A(XL±)] = Tr
(
DA(XL±)TXXL±) = 0. Thus, L± are solutions of the equation (2.32).
This, together with (2.34) and comparison principle (Lemma 2.16), implies
L−(x) ≤ u(x) ≤ L+(x) ∀ x ∈ D.
Since L± are Lipschitz and L±(y) = u(y), it is evident that there exists M > 0 such that
(2.35) −Md(x, y) ≤ u(x)− u(y) ≤Md(x, y) ∀ x ∈ D¯, y ∈ ∂D
Now, we need the fact that if u is a Lipschitz solution of (2.32), then the following holds,
(2.36) sup
x,y∈D¯
( |u(x)− u(y)|
d(x, y)
)
= sup
x∈D¯, y∈∂D
( |u(x)− u(y)|
d(x, y)
)
.
We refer to [37] for a proof of (2.36). From (2.35) and (2.36), we immediately get (2.33) and
the proof is finished. 
3. Local Boundedness of Horizontal gradient
We shall prove Theorem 1.1 in this section. In the following three subsections we prove
some Caccioppoli type inequalities of the horizontal and vertical vector fields, under two
supplementary assumptions (see (3.1) and (3.2) below). The proof of Theorem 1.1 is given
at the end of this section, where we remove both assumptions one by one.
Throughout this section, we denote u ∈ HW 1,G(Ω) as a weak solution of (2.17). We
assume the growth and ellipticity conditions (2.25), retaining the notations (2.24).
Now we make two supplementary assumptions:
(1) there exists m1,m2 > 0 such that lim
t→0
F(t) = m1 and lim
t→∞
F(t) = m2;(3.1)
(2) there exists M > 0 such that ‖Xu‖L∞(Ω) ≤M.(3.2)
The purpose of the assumptions, is to ensure weak-differentiability of weak solutions of the
equation (2.17). Since F(t) = g(t)/t and g is monotonic, F has possible singularities at
t→ 0 or t→∞ (or both). The assmption (3.1) avoids this and consequently, the structure
condition (2.25) together with (3.1) and (3.2), imply
(3.3)
ν−1|ξ|2 ≤ 〈DA(Xu) ξ, ξ〉 ≤ ν |ξ|2;
|A(Xu)| ≤ ν |Xu|,
for some ν = ν(g0, L,M,m1,m2) > 0. Thus, the equation (2.17) with (3.3), satisfies the
conditions considered by Capogna [2]. From Theorem 1.1 and Theorem 3.1 of [2], we get
(3.4) Xu ∈ HW 1,2loc (Ω,R2n) ∩ C0,αloc (Ω,R2n), Tu ∈ HW 1,2loc (Ω) ∩ C0,αloc (Ω).
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However, every apriori estimates that follow in this section, are independent of the constants
M,m1,m2. This enables us to remove both the assumptions (3.1) and (3.2), in the end.
3.1. Caccioppoli type inequalities.
By virtue of (3.4), we can weakly differentiate the equation (2.17) and obtain the equations
satisfied by Xlu and Tu in the weak sense. This is shown in the following two lemmas.
Lemma 3.1. If u ∈ HW 1,G(Ω) is a weak solution of (2.17), then Tu is a weak solution of
(3.5)
2n∑
i,j=1
Xi(DjAi(Xu)Xj(Tu)) = 0.
The proof of the above lemma is quite easy and similar to Lemma 3.2 in [37]. So, we omit
the proof. The following lemma is similar to Lemma 3.1 in [37].
Lemma 3.2. If u ∈ HW 1,G(Ω) is a weak solution of (2.17), then for any l ∈ {1, . . . , n}, we
have that Xlu is weak solution of
(3.6)
2n∑
i,j=1
Xi(DjAi(Xu)XjXlu) +
2n∑
i=1
Xi(DiAn+l(Xu)Tu) + T (An+l(Xu)) = 0
and similarly, Xn+lu is weak solution of
(3.7)
2n∑
i,j=1
Xi(DjAi(Xu)XjXn+lu)−
2n∑
i=1
Xi(DiAl(Xu)Tu)− T (Al(Xu)) = 0.
Proof. We only prove (3.6), the proof of (3.7) is similar. Let l ∈ {1, 2, . . . , n} and ϕ ∈ C∞0 (Ω)
be fixed. We choose test function Xlϕ in (2.17) to get∫
Ω
2n∑
i=1
Ai(Xu)XiXlϕdx = 0.
Recalling the commutation relation (2.3) and using integral by parts, we obtain
(3.8)
0 =
∫
Ω
2n∑
i=1
Ai(Xu)XlXiϕdx−
∫
Ω
An+l(Xu)Tϕdx
=−
∫
Ω
2n∑
i=1
Xl(Ai(Xu)Xiϕ)dx+
∫
Ω
T (An+l(Xu))ϕdx.
From (2.3) again, notice that for every i ∈ {1, 2, . . . , 2n},
(3.9) Xl(Ai(Xu)) =
2n∑
j=1
DjAi(Xu)XjXlu+DiAn+l(Xu)Tu.
Thus, (3.8) and (3.9) together completes the proof. 
The following Caccioppoli type inequality for Tu is quite standard. We provide a proof
for the reader’s convenience.
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Lemma 3.3. For any γ ≥ 0 and η ∈ C∞0 (Ω), there exists c = c(n, g0, L) > 0 such that∫
Ω
η2G(|Tu|)γ+1F(|Xu|)|X(Tu)|2 dx ≤ c
(γ + 1)2
∫
Ω
G(|Tu|)γ+1F(|Xu|)|Tu|2|Xη|2dx.
Proof. For some fixed η ∈ C∞0 (Ω) and γ ≥ 0, we choose test funcion
ϕ = η2G(|Tu|)γ+1Tu
in the equation (3.5) to get
2n∑
i,j=1
∫
Ω
η2G(|Tu|)γ+1DjAi(Xu)Xj(Tu)Xi(Tu) dx
+ (γ + 1)
2n∑
i,j=1
∫
Ω
η2G(|Tu|)γg(|Tu|)|Tu|DjAi(Xu)Xj(Tu)Xi(Tu) dx
= −2
2n∑
i,j=1
∫
Ω
η G(|Tu|)γ+1TuDjAi(Xu)Xj(Tu)Xiη dx.
We use the condition (2.19) on the first term and then use the structure condition (2.25), to
estimate both sides of the above equality. We obtain∫
Ω
η2G(|Tu|)γ+1F (|Xu|) |X(Tu)|2 dx
≤ c
(γ + 1)
∫
Ω
|η|G(|Tu|)γ+1|Tu|F (|Xu|) |X(Tu)||Xη| dx
≤ cτ
∫
Ω
η2G(|Tu|)γ+1F (|Xu|) |X(Tu)|2 dx
+
c
τ(γ + 1)2
∫
Ω
G(|Tu|)γ+1F(|Xu|)|Tu|2|Xη|2 dx,
where we have used Young’s inequality to obtain the latter inequality of the above. With
the choice of a small enough τ > 0, the proof is finished. 
The following Caccioppoli type inequality for the horizontal vector fields is more involved
than the above, due to the non-commutativity (2.3). For the case of p-Laplace equations,
similar inequalities have been proved before, using difference quotients for 2 ≤ p ≤ 4 in [29]
and directly, for 1 < p <∞ in [37].
Lemma 3.4. For any γ ≥ 0 and η ∈ C∞0 (Ω), there exists c = c(n, g0, L) > 0 such that∫
Ω
η2G(|Xu|)γ+1F (|Xu|) |XXu|2 dx ≤ c
∫
Ω
G(|Xu|)γ+1|Xu|2F (|Xu|) (|Xη|2 + |ηTη|) dx
+ c (γ + 1)4
∫
Ω
η2G(|Xu|)γ+1F (|Xu|) |Tu|2 dx.
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Proof. We fix l ∈ {1, . . . , n} and η ∈ C∞0 (Ω). Now, we choose ϕl = η2G(|Xu|)γ+1Xlu as a
test function in (3.6) and obtain the following,
(3.10)
2n∑
i,j=1
∫
Ω
η2G(|Xu|)γ+1DjAi(Xu)XjXluXiXlu dx
+ (γ + 1)
2n∑
i,j=1
∫
Ω
η2G(|Xu|)γXluDjAi(Xu)XjXluXi(G(|Xu|)) dx
= −2
2n∑
i,j=1
∫
Ω
η G(|Xu|)γ+1XluDjAi(Xu)XjXluXiη dx
−
2n∑
i=1
∫
Ω
DiAn+l(Xu)XiϕlTu dx
+
∫
Ω
T (An+l(Xu))ϕl dx
= J1,l + J2,l + J3,l.
Similarly, we choose ϕn+l = η
2G(|Xu|)γ+1Xn+lu in (3.7) to get
(3.11)
2n∑
i,j=1
∫
Ω
η2G(|Xu|)γ+1DjAi(Xu)XjXn+luXiXn+lu dx
+ (γ + 1)
2n∑
i,j=1
∫
Ω
η2G(|Xu|)γXn+luDjAi(Xu)XjXn+luXi(G(|Xu|)) dx
= −2
2n∑
i,j=1
∫
Ω
η G(|Xu|)γ+1Xn+luDjAi(Xu)XjXn+luXiη dx
+
2n∑
i=1
∫
Ω
DiAl(Xu)Xiϕn+lTu dx
−
∫
Ω
T (Al(Xu))ϕn+l dx
= J1,n+l + J2,n+l + J3,n+l.
We shall add (3.10) and (3.11) and estimate both sides. First, notice that
Xi(G(|Xu|)) = g(|Xu|)|Xu|
2n∑
k=1
XkuXiXku.
We shall use the above along with (2.19). Adding (3.10) and (3.11) and using the structure
condition (2.25), we obtain that
(3.12)
2n∑
l=1
(J1,l + J2,l + J3,l) ≥
∫
Ω
η2G(|Xu|)γ+1F (|Xu|) |XXu|2 dx
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Now we claim the following, which combined with (3.12) concludes the proof of the lemma.
Claim : For every k ∈ {1, 2, 3}, l ∈ {1, . . . , 2n} and some c = c(n, g0, L) > 0, we have
(3.13)
|Jk,l| ≤ 1
12n
∫
Ω
η2G(|Xu|)γ+1F (|Xu|) |XXu|2 dx
+ c
∫
Ω
G(|Xu|)γ+1|Xu|2F (|Xu|) (|Xη|2 + |ηTη|) dx
+ c (γ + 1)4
∫
Ω
η2G(|Xu|)γ+1F (|Xu|) |Tu|2 dx.
We prove the claim by estimating each Jk,l in (3.10) and (3.11), using (2.25).
For the first term, we obtain
|J1,l| ≤ c
∫
Ω
|η|G(|Xu|)γ+1|Xu|F(|Xu|)|XXu||Xη| dx
and the claim (3.13) for J1,l, follows from Young’s inequality.
We calculate Xϕl and similary estimate the second term using (2.25), to get
(3.14)
|J2,l| ≤ c
∫
Ω
η2G(|Xu|)γ+1F (|Xu|) |Tu||XXu| dx
+ c (γ + 1)
∫
Ω
η2G(|Xu|)γg(|Xu|)|Xu|F(|Xu|)|Tu||XXu| dx
+ c
∫
Ω
|η|G(|Xu|)γ+1|Xu|F(|Xu|)|Xη||Tu| dx.
Recalling tg(t) ≤ (1 + g0)G(t) from (2.19), note that the second term of the right hand side
of (3.14) can be replaced by the first term. Then the claim (3.13) for J2,l, follows by applying
Young’s inequality on each terms of the above.
For the third term, we show the estimate only for (3.10) i.e. for l ∈ {1, . . . , n}, since the
estimate for the other case is the same. We first use integral by parts, then we calculate Tϕl
and obtain the following;
J3,l = −
∫
Ω
η2G(|Xu|)γ+1An+l(Xu)Xl(Tu) dx
− (γ + 1)
∫
Ω
η2G(|Xu|)γXluAn+l(Xu)T (G(|Xu|)) dx
− 2
∫
Ω
η G(|Xu|)γ+1XluAn+l(Xu)Tη dx.
Now, notice that
T (G(|Xu|)) = g(|Xu|)|Xu|
2n∑
k=1
XkuXk(Tu) = F (|Xu|)
2n∑
k=1
XkuXk(Tu).
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Using this, we carry out integral by parts again, for the first two terms of J3,l and obtain
J3,l =
∫
Ω
Xl
(
η2G(|Xu|)γ+1An+l(Xu)
)
Tu dx
− (γ + 1)
∫
Ω
2n∑
k=1
Xk
(
η2G(|Xu|)γF(|Xu|)XluAn+l(Xu)Xku
)
Tu dx
− 2
∫
Ω
η G(|Xu|)γ+1XluAn+l(Xu)Tη dx.
From standard calculations and structure condition (2.25), we get
(3.15)
|J3,l| ≤ c (γ + 1)2
∫
Ω
η2G(|Xu|)γ+1F (|Xu|) |Tu||XXu| dx
+ c (γ + 1)2
∫
Ω
η2G(|Xu|)γg(|Xu|)|Xu|F(|Xu|)|Tu||XXu| dx
+ c (γ + 1)
∫
Ω
|η|G(|Xu|)γ+1|Xu|F(|Xu|)|Xη||Tu| dx
+ c
∫
Ω
|η|G(|Xu|)γ+1|Xu|2F (|Xu|) |Tη| dx.
Similarly as the estimate of J2,l in (3.14), we use (2.19) to combine the first two terms of the
right hand side of (3.15). Then, by applying Young’s inequality on all terms except the last
one, the claim (3.13) for J3,l follows. Thus, the proof is finished. 
3.2. A Reverse type inequality.
We follow the technique of Zhong [37] and obtain a reverse type inequality for Tu in the
following lemma. This shall be crucial for obtaining estimates for horizontal and vertical
derivatives, later. The following lemma is reminiscent to Lemma 3.5 in [37].
Lemma 3.5. For any γ ≥ 1 and all non-negative η ∈ C∞0 (Ω), we have
(3.16)
∫
Ω
η2G(η|Tu|)γ+1F (|Xu|) |XXu|2 dx
≤ c (γ + 1)2‖Xη‖2L∞
∫
Ω
G(η|Tu|)γ+1|Tu|−2|Xu|2F (|Xu|) |XXu|2 dx
for some c = c(n, g0, L) > 0.
Proof. First, notice that from (2.19), we have G(η|Tu|)γ+1|Tu|−2 ≤ η2G(η|Tu|)γ−1g(η|Tu|)2
for every γ ≥ 1. In other words, the integral in right hand side of (3.16), is not singular.
To prove the lemma, we fix l ∈ {1, . . . , n} and invoke (3.8), i.e. for any ϕ ∈ C∞0 (Ω)∫
Ω
2n∑
i=1
Xl(Ai(Xu)Xiϕ)dx =
∫
Ω
T (An+l(Xu))ϕdx.
We choose the test function ϕ = η2G(η|Tu|)γ+1Xlu in the above. Notice that
Xiϕ = η
2G(η|Tu|)γ+1XiXlu+ (γ + 1)η3G(η|Tu|)γg(η|Tu|)XluXi(|Tu|)
+
(
2ηG(η|Tu|)γ+1 + (γ + 1)η2G(η|Tu|)γg(η|Tu|)|Tu|
)
XluXiη
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and from (2.3), recall that Xn+lXl = XlXn+l − T . Using these, we obtain
2n∑
i=1
∫
Ω
η2G(η|Tu|)γ+1Xl(Ai(Xu))XlXiu dx
=
∫
Ω
η2G(η|Tu|)γ+1Xl(An+l(Xu))Tu dx
− (γ + 1)
2n∑
i=1
∫
Ω
η3G(η|Tu|)γg(η|Tu|)XluXl(Ai(Xu))Xi(|Tu|) dx
−
2n∑
i=1
∫
Ω
(
2ηG(η|Tu|) + (γ + 1)η2g(η|Tu|)|Tu|
)
G(η|Tu|)γXluXl(Ai(Xu))Xiη dx
+
∫
Ω
η2G(η|Tu|)γ+1XluT (An+l(Xu)) dx
= I1 + I2 + I3 + I4.
We shall estimate both sides of the above. To estimate the left hand side, we use the structure
condition (2.25), to obtain
2n∑
i=1
∫
Ω
η2G(η|Tu|)γ+1Xl(Ai(Xu))XlXiu dx ≥
∫
Ω
η2G(η|Tu|)γ+1F (|Xu|) |Xl(Xu)|2 dx.
For the right hand side, we claim the following for every k ∈ {1, 2, 3, 4},
(3.17)
|Ik| ≤ cτ
∫
Ω
η2G(η|Tu|)γ+1F (|Xu|) |XXu|2 dx
+
c
τ
(γ + 1)2‖Xη‖2L∞
∫
Ω
G(η|Tu|)γ+1|Tu|−2|Xu|2F (|Xu|) |XXu|2 dx
for some c = c(n, g0, L) > 0, where τ > 0 is any arbitrary constant. Assuming the claim and
combining it with the previous estimate, we end up with
∫
Ω
η2G(η|Tu|)γ+1F (|Xu|) |Xl(Xu)|2 dx ≤ τ
∫
Ω
η2G(η|Tu|)γ+1F (|Xu|) |XXu|2 dx
+
c
τ
(γ + 1)2‖Xη‖2L∞
∫
Ω
G(η|Tu|)γ+1|Tu|−2|Xu|2F (|Xu|) |XXu|2 dx
for some c = c(n, g0, L) > 0 and every l ∈ {1, . . . , n}. Similarly, the above inequality can
also be obtained when l ∈ {n, . . . , 2n}. Then, by summing over the two inequalities and
choosing τ > 0 small enough, it is easy to obtain (3.16), as required to complete the proof.
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Thus, we are left with proving the claim (3.17), which we accomplish by estimating each
Ik, one by one. For I1, first we use integral by parts to get
I1 = −
∫
Ω
Xl
(
η2G(η|Tu|)γ+1Tu
)
An+l(Xu) dx
= −
∫
Ω
η2G(η|Tu|)γ
[
G(η|Tu|) + (γ + 1)η|Tu|g(η|Tu|)
]
An+l(Xu)Xl(Tu) dx
−
∫
Ω
η G(η|Tu|)γ
[
2G(η|Tu|) + (γ + 1)η|Tu|g(η|Tu|)
]
TuAn+l(Xu)Xlη dx
= I11 + I12.
Recall that tg(t) ≤ (1+g0)G(t) for all t > 0 from (2.19). Using this along with the structure
condition (2.25), we will show that the claim (3.17) holds for both I11 and I12.
For I11, using (2.19),(2.25) and Young’s inequality, we obtain
(3.18)
|I11| ≤ c (γ + 1)
∫
Ω
η2G(η|Tu|)γ+1|Xu|F (|Xu|) |X(Tu)| dx
≤ τ‖Xη‖2L∞
∫
Ω
η4G(η|Tu|)γ+1F (|Xu|) |X(Tu)|2 dx
+
c
τ
(γ + 1)2‖Xη‖2L∞
∫
Ω
G(η|Tu|)γ+1|Xu|2F (|Xu|) dx
Now, the following inequality can be proved in a way similar to that of the Caccioppoli type
inequality of Tu in Lemma 3.3, with minor modifications,∫
Ω
η4G(η|Tu|)γ+1F (|Xu|) |X(Tu)|2 dx ≤ c
∫
Ω
η2G(η|Tu|)γ+1F (|Xu|) |Tu|2|Xη|2 dx,
for some c = c(n, g0, L) > 0. After using the above inequality for the first term of (3.18) and
then using |Tu| ≤ 2|XXu| for both terms, it is easy to see that (3.17) holds for I11.
For I12, using structure condition (2.25) and (2.19) again, we get
(3.19) |I12| ≤ c (γ + 1)
∫
Ω
|η|G(η|Tu|)γ+1|Xu|F (|Xu|) |Tu||Xη| dx
from which, (3.17) follows easily from Young’s inequality and |Tu| ≤ 2|XXu|. Thus, com-
bining the estimates (3.18) and (3.19), we conclude that the claim (3.17), holds for I1.
The estimate of I2 is similar. We use (2.25), (2.19) and Young’s inequality, to get
|I2| ≤ c (γ + 1)
∫
Ω
η2G(η|Tu|)γ+1|Tu|−1|Xu|F (|Xu|) |XXu||X(Tu)| dx
≤ τ‖Xη‖2L∞
∫
Ω
η4G(η|Tu|)γ+1F (|Xu|) |X(Tu)|2 dx
+
c
τ
(γ + 1)2‖Xη‖2L∞
∫
Ω
G(η|Tu|)γ+1|Tu|−2|Xu|2F (|Xu|) |XXu|2 dx.
Notice that, the first term on the right hand side of the latter inequality of the above, is
identical to that of (3.18). Hence, the claim (3.17) for I2, follows similarly.
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For I3, using (2.19) and structure condition (2.25) again, we obtain
|I3| ≤ c (γ + 1)
∫
Ω
|η|G(η|Tu|)γ+1|Xu|F (|Xu|) |XXu||Xη| dx
which together with Young’s inequality, is enough for claim (3.17). Finally, the fourth term
has the following estimate.
|I4| =
∣∣∣ ∫
Ω
η2G(η|Tu|)γ+1Xlu
2n∑
i=1
DiAn+l(Xu)Xi(Tu) dx
∣∣∣
≤
∫
Ω
η2G(η|Tu|)γ+1|Xu|F (|Xu|) |X(Tu)| dx,
which is identical to the upper bound of I11 in (3.18). Hence, the claim (3.17) holds for I4
as well and the proof is complete. 
The inequality (3.16) of the above lemma yields the following intermediate inequality,
which shall be essential for proving the final estimate for the horizontal gradient.
Corollary 3.6. For any γ ≥ 1 and all non-negative η ∈ C∞0 (Ω), we have
(3.20)
∫
Ω
η2G(η|Tu|)γ+1F (|Xu|) |XXu|2 dx
≤ c γ+12 (γ + 1)(γ+1)(1+g0)
∫
Ω
η2G
(‖Xη‖L∞ |Xu|)γ+1F (|Xu|) |XXu|2 dx
where c = c(n, g0, L) > 0.
Proof. Let us denote Ψ(s) = τG(
√
s)γ+1, where τ > 0 is an arbitrary constant. Notice that
Ψ is a N-function if γ ≥ 1. Now we restate the inequality (3.16) of Lemma 3.5, as
(3.21)
∫
Ω
η2G(η|Tu|)γ+1F (|Xu|) |XXu|2 dx
≤ c
τ
(γ + 1)2‖Xη‖2L∞
∫
Ω
Ψ(η2|Tu|2)
|Tu|2 |Xu|
2F (|Xu|) |XXu|2 dx.
Taking Ψ∗ as the conjugate function of Ψ, we apply the Young’s inequality (2.14) on the
right hand side of the above to get
(3.22)
c
τ
(γ + 1)2‖Xη‖2L∞
∫
Ω
Ψ(η2|Tu|2)
|Tu|2 |Xu|
2F (|Xu|) |XXu|2 dx
≤
∫
Ω
η2 Ψ∗
(
Ψ(η2|Tu|2)
η2|Tu|2
)
F (|Xu|) |XXu|2 dx
+
∫
Ω
η2 Ψ
( c
τ
(γ + 1)2‖Xη‖2L∞|Xu|2
)
F (|Xu|) |XXu|2 dx.
Recalling (2.13), notice that
Ψ∗
(
Ψ(η2|Tu|2)
η2|Tu|2
)
≤ Ψ(η2|Tu|2) = τG(η|Tu|)γ+1
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and using this together with (3.21) and (3.22), we end up with∫
Ω
η2G(η|Tu|)γ+1F (|Xu|) |XXu|2 dx
≤ τ
∫
Ω
η2G(η|Tu|)γ+1F (|Xu|) |XXu|2 dx
+
∫
Ω
η2 τG
(√
c/τ (γ + 1)‖Xη‖L∞|Xu|
)γ+1
F (|Xu|) |XXu|2 dx.
Thus, with a small enough τ > 0 and the doubling property of G, the proof is finished. 
The inequality (3.20) is required in a slightly different form, which we state here in the
following corollary. It is an easy consequence of Corollary 3.6, above.
Corollary 3.7. For any γ, ω ≥ 1 and all non-negative η ∈ C∞0 (Ω), we have
(3.23)
∫
Ω
η2G
(
η|Tu|√
ωKη
)γ+1
F (|Xu|) |XXu|2 dx
≤ c
γ+1
2 (γ + 1)(γ+1)(1+g0)
ω
γ+1
2
∫
Ω
η2G
(|Xu|)γ+1F (|Xu|) |XXu|2 dx
where Kη = ‖Xη‖2L∞(Ω) + ‖ηTη‖L∞(Ω) and c = c(n, g0, L) > 0 is a constant.
Proof. Given any ω ≥ 1, note that from Lemma 2.12,
(3.24) G
(
t√
ω
)
≤ t√
ω
g
(
t√
ω
)
≤ 1 + g0√
ω
G(t).
Taking Kη = ‖Xη‖2L∞(Ω) + ‖ηTη‖L∞(Ω), we use η/
√
ωKη in place of η in (3.20), to get that∫
Ω
η2
ωKη
G
(
η|Tu|√
ωKη
)γ+1
F (|Xu|) |XXu|2 dx
≤ c γ+12 (γ + 1)(γ+1)(1+g0)
∫
Ω
η2
ωKη
G
(‖Xη‖L∞|Xu|√
ωKη
)γ+1
F (|Xu|) |XXu|2 dx
≤ c
γ+1
2 (1 + g0)
γ+1(γ + 1)(γ+1)(1+g0)
ω
γ+1
2
∫
Ω
η2
ωKη
G(|Xu|)γ+1F (|Xu|) |XXu|2 dx.
In the latter inequality of the above, we have used ‖Xη‖L∞ ≤
√
Kη, monotonicity of G and
the inequality (3.24). After removing the factor 1/ωKη from both sides of the above, we end
up with (3.23) for some c = c(n, g0, L) > 0, to complete the proof. 
3.3. Horizontal and Vertical estimates.
We first show that, the Caccioppoli type inequality of Lemma 3.4, can be improved using
Corollary 3.7. This would be essential for the proof of Theorem 1.1.
Proposition 3.8. If u ∈ HW 1,G(Ω) is a weak solution of equation (2.17), then for any
γ ≥ 1 and all non-negative η ∈ C∞0 (Ω), we have the following estimate∫
Ω
η2G(|Xu|)γ+1F (|Xu|) |XXu|2 dx ≤ c(γ + 1)10(1+g0)Kη
∫
supp(η)
G(|Xu|)γ+1|Xu|2F (|Xu|) dx,
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where Kη = ‖Xη‖2L∞(Ω) + ‖ηTη‖L∞(Ω) and c = c(n, g0, L) > 0 is a constant.
Proof. First, we recall the Caccioppoli type estimate of Lemma 3.4,
(3.25)
∫
Ω
η2G(|Xu|)γ+1F (|Xu|) |XXu|2 dx ≤ cKη
∫
Ω
G(|Xu|)γ+1|Xu|2F (|Xu|) dx
+ c (γ + 1)4
∫
Ω
η2G(|Xu|)γ+1F (|Xu|) |Tu|2 dx,
where Kη = ‖Xη‖2L∞(Ω) + ‖ηTη‖L∞(Ω) and c = c(n, g0, L) > 0. Thus, to complete the proof,
we require an estimate of the second integral of the right hand side of the above.
To this end, let us denote
(3.26) Φ(s) = ωKη sG(
√
s)γ+1
where ω ≥ 1 is a constant which shall be specified later. Let Φ∗ be the conjugate of Φ. We
estimate the last integral of (3.25) using the Young’s inequality (2.14), as follows;
c(γ + 1)4
∫
Ω
η2G(|Xu|)γ+1F (|Xu|) |Tu|2 dx
≤
∫
Ω
Φ
(
c(γ + 1)4
η2|Tu|2
ωKη
)
F (|Xu|) dx+
∫
Ω
Φ∗
(
ωKηG(|Xu|)γ+1
)
F (|Xu|) dx
= Z1 + Z2
where Z1 and Z2 are the respective terms of the right hand side. Now, we estimate Z1 and
Z2, one by one. First, using (3.26), doubling property for G and |Tu| ≤ 2|XXu|, notice that
(3.27)
Z1 = c(γ + 1)
4
∫
Ω
η2|Tu|2G
(√
c(γ + 1)2
η|Tu|√
ωKη
)γ+1
F (|Xu|) dx
≤ c γ+12 (γ + 1)4+2(γ+1)(1+g0)
∫
Ω
η2G
(
η|Tu|√
ωKη
)γ+1
F (|Xu|) |XXu|2 dx
for some c = c(n, g0, L) > 0. Now, we apply the estimate (3.23) from Corrollary 3.7 on the
last term of (3.27), to get that
(3.28)
Z1 ≤ c
γ+1(γ + 1)4+3(γ+1)(1+g0)
ω
γ+1
2
∫
Ω
η2G
(|Xu|)γ+1F (|Xu|) |XXu|2 dx
=
1
2
∫
Ω
η2G
(|Xu|)γ+1F (|Xu|) |XXu|2 dx,
where ω is chosen as
(3.29) ω = 2
2
γ+1 c2(γ + 1)6(1+g0)+
8
γ+1 ,
where c is the constant c = c(n, g0, L) > 0 in the first step of (3.28).
To estimate Z2, first notice that, from the inequality (2.13) and the definition (3.26)
(3.30) Φ∗
(
ωKηG(|Xu|)γ+1
)
= Φ∗
(
Φ(|Xu|2)
|Xu|2
)
≤ Φ(|Xu|2) = ωKη|Xu|2G(|Xu|)γ+1.
Using the above, we immediately have that
(3.31) Z2 ≤ ωKη
∫
Ω
G(|Xu|)γ+1|Xu|2F (|Xu|) dx.
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Combining (3.28) and (3.31) with ω as in (3.29), we finally end up with
c(γ + 1)4
∫
Ω
η2G(|Xu|)γ+1F (|Xu|) |Tu|2 dx ≤ 1
2
∫
Ω
η2G
(|Xu|)γ+1F (|Xu|) |XXu|2 dx
+ c(γ + 1)6(1+g0)+
8
γ+1Kη
∫
Ω
G(|Xu|)γ+1|Xu|2F (|Xu|) dx
for some c = c(n, g0, L) > 0. This, together with (3.25), is enough to conclude the proof. 
The following local estimate for the vertical derivative is an immediate consequence of the
horizontal estimate of Proposition 3.8 and Corrollary 3.7, with the use of |Tu| ≤ 2|XXu|.
Corollary 3.9. If u ∈ HW 1,G(Ω) is a weak solution of equation (2.17), then for any γ ≥ 1
and all non-negative η ∈ C∞0 (Ω), we have the following estimate.∫
Ω
η2G
(
η|Tu|√
Kη
)γ+1
F (|Xu|) |Tu|2 dx ≤ c(γ)Kη
∫
supp(η)
G(|Xu|)γ+1|Xu|2F (|Xu|) dx
where Kη = ‖Xη‖2L∞(Ω) + ‖ηTη‖L∞(Ω) and c(γ) = c(n, g0, L, γ) > 0 is a constant.
3.4. Proof of Theorem 1.1.
We recall that all the estimates above, rely on the apriori assumptions (3.1) and (3.2). We
prove Theorem 1.1 here in three steps; first by assuming both (3.1) and (3.2), then by
removing them one by one.
Proof of Theorem 1.1. First note that, it is enough to establish the estimate (1.6) to finish the
proof. If (1.6) holds apriori for a weak solution u ∈ HW 1,G(Ω) of (2.17), then monotonicity
of g immediately implies |Xu| ∈ L∞(Bσr) along with the estimate
sup
Bσr
|Xu| ≤ max
{
1 ,
c(n, g0, δ, L)
g(1)(1− σ)Q
∫
Br
G(|Xu|) dx
}
.
Step 1 : We assume both (3.1) and (3.2).
The estimate (1.6) follows from Proposition 3.8 by standard Moser’s iteration. Here, we
provide a brief outline. Letting w = G(|Xu|), note that from (2.19)
|Xw|2 ≤ |Xu|2F (|Xu|)2 |XXu|2 ≤ (1 + g0)wF (|Xu|) |XXu|2,
and hence, from Proposition 3.8 we obtain
(3.32)
∫
Ω
η2wγ|Xw|2 dx ≤ c (γ + 1)10(1+g0)Kη
∫
supp(η)
wγ+2 dx
for some c = c(n, g0, L) > 0 and Kη = ‖Xη‖2L∞(Ω) + ‖ηTη‖L∞(Ω). Now we use a standard
choice of test function η ∈ C∞0 (Br) such that 0 ≤ η ≤ 1 and η ≡ 1 in Br′ for 0 < r′ < r,
|Xη| ≤ 4/(r − r′) and |XXη| ≤ 16n/(r − r′)2.
Letting κ = Q/(Q− 2) and using Sobolev’s inequality (2.9) for q = 2 on (3.32), we get that(∫
Br′
w(γ+2)κ dx
) 1
κ
≤ c(γ + 2)
12(1+g0)
(r − r′)2
∫
Br
wγ+2 dx
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for every γ ≥ 1. Iterating this with γi = 3κi − 2 and ri = σr + (1− σ)r/2i, we get
sup
Bσr
w ≤ c
(1− σ)Q/3
(∫
Br
w3 dx
) 1
3
for c = c(n, g0, L) > 0 and this holds for every Br ⊂ Ω and every 0 < σ < 1. Then, a
standard interpolation argument (see [8], p. 299–300) leads to
sup
Bσr
w ≤ c(q)
(1− σ)Q/q
(∫
Br
wq dx
) 1
q
for every q > 0 and some c(q) = c(n, g0, L, q) > 0. Taking q = 1, we get the estimate (1.6).
Step 2 : We assume (3.1) but remove (3.2).
Let Br = Br(x0) ⊂ Ω be a fixed CC-ball. Given the weak solution u ∈ HW 1,G(Ω), there
exists a smooth approximation φm ∈ C∞(Br) such that φm → u in HW 1,G(Br) as m→∞.
By virtue of equivalence with the Kora`nyi metric, it is possible to find a concentric ball
Kθr ⊂⊂ Br with respect to the norm (2.6), for some constant θ = θ(n) > 0.
Now, let um be the weak solution of the following Dirichlet problem,
(3.33)
{
divH(A(Xum)) = 0 in Kθr
um − φm ∈ HW 1,G0 (Kθr).
The choice of test function um − φm on (3.33), yields
(3.34)
∫
Kθr
〈A(Xum),Xum〉 dx = ∫
Kθr
〈A(Xum),Xφm〉 dx
Now, there exists k = c(g0, L) > 1 such that combining ellipticity (2.28) and structure
condition (2.25), one has
〈A(z), z〉 ≥ (2/k) |z||A(z)|. Using this along with (2.25) and
doubling property of g, we estimate the right hand side of (3.34), as∫
Kθr
〈A(Xum),Xφm〉 dx = ∫
|Xum|≥k|Xφm|
〈A(Xum),Xφm〉 dx+ ∫
|Xum|<k|Xφm|
〈A(Xum),Xφm〉 dx
≤ 1
k
∫
Kθr
|A(Xum)||Xum| dx +
∫
|Xum|<k|Xφm|
Lg(|Xum|) |Xφm| dx
≤ 1
2
∫
Kθr
〈A(Xum),Xum〉 dx + kg0L∫
Kθr
g(|Xφm|) |Xφm| dx.
Combining the above with (3.34) and using (2.28), we get
(3.35)
∫
Kθr
G(|Xum|) dx ≤ c
∫
Kθr
G(|Xφm|) dx ≤ c
∫
Kθr
G(|Xu|) dx+ o(1/m)
for c = c(n, g0, L) > 0 and o(1/m) → 0 as m → ∞. Now, since φm is smooth and Kθr
(defined by norm (2.6)) satisfies the strong convexity condition (2.31), the equation (3.33)
is an example of the Dirichlet problem (2.32). From Proposition 2.17, we have that
‖Xum‖L∞(Kθr) ≤M
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which is the assumption (3.2) for um. Now we can apply Step 1 and conclude
(3.36) sup
Bστr
G(|Xum|) ≤ c
(1− σ)Q
∫
Bτr
G(|Xum|) dx
for some c = c(n, g0, L) > 0, σ ∈ (0, 1) and τ = τ(n) > 0 chosen such that Bτr ⊂ Kθr. This is
followed up with standard argument, since (3.35) ensures that there exists u˜ ∈ HW 1,G(Kθr)
such that upto a subsequence um ⇀ u˜. Since, um − φm ∈ HW 1,G0 (Kθr), hence we have
u˜− u ∈ HW 1,G0 (Kθr) and combined with the monotonicity (2.27), one can show u˜ is a weak
solution of (2.17). From uniqueness, u˜ = u. Taking m→∞ in (3.36) and (3.35), we conclude
sup
Bστr
G(|Xu|) ≤ c
(1− σ)Q
∫
Br
G(|Xu|) dx
and (1.6) follows from a simple covering argument.
Step 3: We remove both (3.2) and (3.1).
The assumption (3.1) is removed by a standard approximation argument. We use the
regularization constructed in Lemma 5.2 of [24]. Here, we give a brief outline.
For any fixed 0 < ε < 1 and some ηε ∈ C0,1([0,∞)), we define
(3.37) Fε(t) = F
(
min{ t+ ε , 1/ε }
)
and A ε(z) = ηε(|z|)Fε(|z|) z +
(
1− ηε(|z|)
)
A(z)
where A is given and F(t) = g(t)/t. Thus, Fε satisfies the assumption (3.1) with m1 = F(ε)
and m2 = F(1/ε). Also, with the choice of ηε as in [24](p. 343), it is possible to show that
(3.38)
1
L˜
Fε(|z|)|ξ|2 ≤
〈
DA ε(z) ξ, ξ
〉 ≤ L˜Fε(|z|)|ξ|2;
|A ε(z)| ≤ L˜|z|Fε(|z|),
for some L˜ = L˜(δ, g0, L) > 0. Reducing to a subsequence if necessary, it is easy to see that
A ε → A uniformly and Fε → F uniformly on compact subsets of (0,∞), as ε→ 0.
Given weak solution u ∈ HW 1,G(Ω) of (2.17), we consider uε as the weak solution of the
following regularized equation
(3.39)
{
− divH(A ε(Xuε)) = 0 in Ω′;
uε − u ∈ HW 1,G0 (Ω′),
for any Ω′ ⊂⊂ Ω. Now, we are able to apply Step 2, to obtain uniform estimates for uε.
Taking limit ε→ 0, we can obtain (1.6). This concludes the proof. 
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