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Abstract — Through the understanding of the 
theoretical aspects of Data Science and 
Neuroeconomics, this article aims to highlight 
relationship proposals between these two sciences up to 
date. A research methodology was applied that 
consisted of ordered questions that responded to the 
logic of the information searching in academic articles. 
The results are specific cases in articles where their 
authors propose the application of Data Science 
indirectly in aspects of Neuroeconomics as well as cases 
where the authors of this paper suggest ways to relate 
these both sciences.  
Key words — Data Science, Neuroeconomics, 
machine learning, data mining, neuroscience, 
economics. 
 
Resumen — A través del entendimiento de aspectos 
teóricos de la Ciencia de Datos y de la Neuroeconomía, 
este artículo pretende evidenciar las propuestas de 
relación realizadas entre estas dos ciencias hasta la 
fecha. Se aplicó una metodología de investigación que 
consistía en cuestionamientos ordenados que 
respondían a la lógica de búsqueda de información en 
artículos académicos. Los hallazgos son casos definidos 
en artículos donde sus autores proponen la aplicación de 
Ciencia de Datos indirectamente en aspectos de la 
Neuroeconomía, así como casos donde los autores de 
ese artículo sugieren formas de relacionar estas dos 
ciencias. 
Palabras clave — Ciencia de Datos, 
Neuroeconomía, aprendizaje automático, minería de 
datos, neurociencia, economía. 
I.  INTRODUCCIÓN 
La Ciencia de Datos (CD), juntamente con sus 
disciplinas y a través de la implementación de sus 
algoritmos, técnicas y/o herramientas, ha 
demostrado aportar valiosamente dentro de la 
extracción de información relevante de fuentes de 
datos heterogéneos. Por su parte, la 
Neuroeconomía (NE) se vale de técnicas de la 
Neurociencia (NC) para entender aspectos 
económicos de la toma de decisiones y el 
comportamiento humano desde un punto de vista 
neurológico, importantes para poder experimentar 
con los modelos teóricos neoclásicos. 
Es a través de este estudio, y la rigurosidad 
aplicada al mismo, que los autores no han 
encontrado una evidencia clara donde se mencione 
la relación de estas dos ciencias (CD y NE) y se 
hable de una aplicabilidad directa entre ellas. Aun 
así, a través de las disciplinas de cada una de esas 
ciencias, se pueden encontrar oportunidades de 
relación. Machine Learning (ML), Minería de 
Datos (MD) y Estadística se consideran parte de la 
CD [1] [2]. Economía, NC y Psicología 
construyen a la NE [3] [4].  
A través de una metodología rigurosa, este 
estudio comprende la realización de una 
investigación exhaustiva de los estudios 
realizados que intentan relacionar la aplicación de 
la CD a la NE. Posteriormente se propone 
evidenciar la aplicabilidad de la CD a la NE, así 
como posibles extrapolaciones expuestas por los 
autores de esta investigación. Esta aplicación 
puede darse de acuerdo con los criterios 
establecidos en la Sección III. 
El presente estudio está organizado con la 
disposición descrita a continuación. La Sección II 
trata aspectos teóricos de las disciplinas del 
estudio. Para demostrar la rigurosidad de este, se 
presenta en la Sección III los criterios y 
características de investigación. Secciones IV y V 
muestran en detalle los resultados y hallazgos 
obtenidos. 
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II.  MARCO TEÓRICO 
En esta sección, se abordarán los temas 
cruciales que se consideran ejes centrales, como es 
la CD y la NE, pertinentes al motivo de esta 
investigación. Se mostrarán diversas definiciones 
y términos relacionados que han sido y que son 
utilizados actualmente dentro del campo científico 
y práctico. 
A.  Ciencia de Datos 
Se considera que el término “Ciencia de 
Datos”, para referirse al procesamiento de datos 
[5]. La CD pretende extraer conocimiento de datos 
completos para un entendimiento profundo de 
estos a futuro [6]. Los autores Gilbert y Horsburgh 
[5] definen a la CD como un campo que combina 
análisis de datos con el procesamiento 
convirtiendo en información relevante y 
entendible y útil para la toma de decisiones. La CD 
involucra procesos para la extracción de 
conocimiento, a través del análisis de grandes 
cantidades de datos [7]. 
En este contexto, se menciona [8] que la CD 
puede extraer conocimiento de los datos obtenidos 
por medio de procesos, concepto, herramientas y 
tecnologías; a través de su naturaleza de campo 
interdisciplinario. Estos datos crudos necesitaron 
ser transformados para entendimiento del receptor 
de dichos datos a través de refinamiento y 
procesamiento, de manera que tengan sentido [9]. 
La CD comprende: arquitectura, manejo de 
datos, algoritmos, implementación de métodos de 
análisis, y sentido común [10], así como 
procesamiento y gestión de datos, modelamiento 
y análisis de los mismos, herramientas de 
visualización y algoritmos de ML [8]. 
Giudici [2] define a la CD como un proceso de 
varias actividades, relacionadas con el manejo de 
datos, para definir objetivos de análisis, selección 
de datos, modelado estadístico e interpretación de 
datos. Esta diversidad de actividades le permite ser 
aplicada a casi cualquier dominio [11]. 
La CD se refiere a extraer contenido relevante 
de los datos para convertirlo en conocimiento de 
valor para el usuario final, por lo que no 
necesariamente se refiere al tamaño de los datos 
[5]. La CD influencia importantes sectores que se 
encuentran creciendo, como es en el campo de los 
negocios [11].  
En [12], los autores mencionan que la CD es 
útil para responder preguntas a través de sus datos 
recopilados. Esto involucra un proceso en que la 
CD debe formular preguntas cuantitativas, 
identificando qué datos son útiles para 
responderlas. 
    1)  Disciplinas de la CD 
La CD tiene relación con ML, Estadística, MD 
[2] y redes neuronales [12]; estas disciplinas 
permiten el manejo de datos en cuanto a su 
limpieza, edición y análisis. La aplicación de 
algoritmos de estas disciplinas se vuelve común ya 
que responde a la necesidad de realizar 
predicciones más rápidas y aproximadas [13]. 
Un reto que enfrenta la CD es el manejo de 
datos complejos que provienen de fuentes de datos 
heterogéneas, es ahí donde se apoya con la 
Estadística, minería y analítica de datos [5]. 
La Estadística y el ML han ido poco a poco 
librándose de las diferencias que tenían entre sí, 
por un lado, la Estadística ha mejorado el 
rendimiento de la capacidad de predicción de sus 
algoritmos, y por el otro, el ML ha mejorado su 
calidad interpretativa de resultados [12]. Chessel 
[1] afirma que la Estadística es un componente 
importante en los algoritmos de ML. 
La Inteligencia Artificial (IA) tiene relación 
con la CD, y ayuda a imitar la forma de pensar de 
los humanos y comportamientos para toma de 
decisiones o acciones. Los algoritmos de IA se 
relacionan con Estadística, MD y ML, 
considerando a este último como subcampo de la 
IA que se basa en la Estadística [6] [14]. 
          a)  Machine Learning 
Algoritmos usados en Deep Learning y redes 
neuronales, que tienen sus fundamentos en la IA, 
componen al ML [12] y este tiene un mejor 
desempeño de aprendizaje cuando sus algoritmos 
entienden mejor el conjunto de datos que utilizan 
[13]. Al usar técnicas de aprendizaje (de IA), el 
ML puede realizar predicciones [1]. 
Sukumar [13] menciona que la implementación 
de ML desde la CD se basa en 3 etapas que se 
aplican al modelo: preparación, entrenamiento, 
despliegue y evaluación. Apache Mahout, que es 
una librería para el desarrollo de ML [15] destaca 
como una herramienta útil para la implementación 
de ML.  
Implementar ML implica deducir un modelo a 
partir de la variedad de datos encontrados para 
describirlos de manera precisa [16]. La mayoría de 
implementación de algoritmos de la CD resulta 
mejor a nivel de memoria local (como la mayoría 
de los algoritmos de Estadística, reconocimiento 
de patrones y ML [17]), pero esto no quita la 
escalabilidad de la CD, especialmente de los 







          b)  Estadística 
La Estadística pretende convertir las 
observaciones cuantitativas que realiza en 
conceptos entendibles para los observadores. Un 
ejemplo de esto es a través del análisis de redes, 
donde se formulan modelos al explicar 
variaciones en conjuntos de datos como curvas o 
volúmenes. Olhede [10] propone que al manejar 
bastantes datos la Estadística moderna aporta a la 
CD, a través de la similitud que ambas ciencias 
tienen en el manejo de datos. Dentro de 
observaciones de redes grandes, la CD debe saber 
cómo gestionar la información de manera que 
muestre lo relevante a la problemática. La 
Estadística puede apoyar a la CD cuantificando las 
observaciones realizadas y relacionando 
conjuntos de datos dentro de una red. 
          c)  Minería de datos 
Nisbet [18] considera que la MD nació en los 
años 90 y menciona en [19] a esta, como un 
hallazgo de patrones nuevos, no esperados, 
valiéndose de grandes conjuntos de datos, 
permitiendo la resolución de problemas. 
Un concepto de MD de Fayyad [17] se refiere 
a la extracción de patrones de datos mediante la 
aplicación de algoritmos característicos, a través 
de la cual, se tratan datos relevantes, de manera 
que, basado en un enfoque de aplicación de 
Estadística y ML, se realiza extracción de 
conocimiento de alto nivel usando fuentes de 
información de bajo nivel [20]. 
La MD integra, según Lin [21] “bases de datos, 
Estadística, informática y ML […] con 
aplicaciones en la medicina, finanzas […] e 
incluye uso de redes neuronales, árboles de 
decisión […]”. Nisbet [18] dice que las áreas de 
interés de la MD incluyen: IA, ML, bases de datos 
de gran tamaño, análisis estadístico. 
Los métodos de la MD son bastante aplicables 
porque, a través de métodos estadísticos, capturan 
relaciones entre variables que representan objetos 
reales, a través de encontrar relación de elementos 
dentro de los subconjuntos de datos analizados 
[22]. Por ejemplo, si se conoce la relación de venta 
entre dos productos, dentro de una tienda, la 
información de dicha relación de ventas puede ser 
utilizada por el administrador para la toma de 
decisiones. 
    2)  Relación de la CD con las disciplinas del 
estudio en cuestión 
A continuación, se muestran evidencias 
teóricas de la conexión que tiene la CD con 
algunas disciplinas de la NE. 
          a)  Toma de decisiones 
En [5] y [10], se menciona el reto de la CD al 
tener que analizar conjuntos de datos provenientes 
de una variedad de fuentes de datos, por lo que 
puede que estén convertidos, como son: video, 
audio, imágenes, señales, entre otros; se considera 
[13] que el 80% de los datos guardados en el 
mundo se encuentran no estructurados. Estos 
datos pueden transformarse modelando la 
identificación de patrones complejos para la toma 
de decisiones. Lauro [23], menciona que la CD 
puede realizar predicciones, así como apoyar y 
validar decisiones. 
La CD añade valor a las empresas donde se 
consideran a los datos como una fuente principal 
de conocimiento para la toma de decisiones 
basadas en datos recopilados [5]. 
          b)  Economía 
En [24] se menciona que la cantidad de 
información digital disponible permite realizar 
predicciones, así como tendencias, y puede 
evidenciar fuentes de valor económico. 
Técnicas de Estadística e IA aportan en la 
auditoría de procesos al analizar, por ejemplo, 
compañías, transacciones sospechosas, temáticas 
que corresponden a crímenes económicos dentro 
de fraude financiero y lavado de dinero [25]. 
          c)  Comportamiento humano 
Los datos recopilados de las personas, 
obtenidos por interacción humana o información 
histórica, y valiéndose de la Estadística y la 
matemática, están relacionados de alguna manera 
con el comportamiento humano [10], aunque no 
de una manera tan desmenuzada. 
          d)  Neurociencia 
Según Borawska [26], la MD puede realizar 
varias tareas dentro del campo de la NC, a través 
de datos obtenidos por varias técnicas como son: 
caracterización, discriminación, asociaciones, 
clasificación y clustering. 
B.  Neuroeconomía 
La NE se ha considerado un campo de la NC 
[27] debido a que hace uso del conocimiento 
biológico asociado con la toma de decisiones, 
estudio de comportamiento económico y entre 
otras aplicaciones. La NE es la economía llevada 
a otro nivel de estudio y análisis combinando con 
las ciencias neurológicas (estudio del 
funcionamiento del cerebro) [28] que presenta 
datos que la Economía tradicional no los 
consideraba en sus modelos debido a que no tenía 







    1)  Historia 
La NE tuvo sus inicios gracias al progreso del 
entendimiento de toma de decisiones a nivel 
neurológico, en experimentos a primates en un 
nivel neurobiológico [29], los cuales fueron 
haciéndose más complejos, evidenciando que los 
modelos matemáticos no podían cubrir este tipo de 
datos. Posteriormente con la aparición del IRMf 
(Functional Magnetic Resonance Imaging, en 
inglés fMRI) en otras comunidades científicas 
aparecieron las mismas inquietudes sobre la toma 
de decisiones, lo cual obligó a los psicólogos y 
fisiólogos a buscar modelos que ayuden a 
comprender este fenómeno que, curiosamente los 
que más se acoplaban eran los económicos. 
Con el aumento de las IRMf, el interés en 
aplicar la neurobiología creció y como fue dicho 
por Glimcher: “El resultado fue un interés, 
particularmente entre los economistas más 
jóvenes, en la posibilidad de que las mediciones 
del estado neuronal pudieran usarse para probar o 
refinar modelos económicos” [29]. Desde la NC 
hacia la Economía se planteaba encontrar una 
fuente de teorías normativas, y desde la Economía 
hacia la NC se buscaba pasar a la experimentación 
sus modelos y teorías. 
    2)  Definición 
La NE es una disciplina que aporta a la 
Economía la visión neurológica para el 
entendimiento de la toma de decisiones y el 
análisis del comportamiento económico, es una 
disciplina compuesta por la mecánica de la NC 
(protocolos, prácticas, herramientas) [3] que se 
aplica sobre la parte matemática, los modelos y 
métodos teóricos de la Economía [30]. 
En [31] la NE se define como una disciplina 
que a través de la NC se puede entender la 
Economía desde un punto de vista psicológico, es 
decir, el comportamiento económico y lo que 
conlleva. El aporte de la NC es que, por medio de 
técnicas como el IRMf, se puede entender el 
funcionamiento del cerebro que afecta 
directamente en las teorías económicas. Además, 
la NC incluye variables que en los modelos 
teóricos de Economía estaban obviados, como por 
ejemplo el valor, la utilidad, tiempo, ganancia. 
En [32] se define que la NE tiene como objetivo 
entender el mecanismo neurobiológico en el 
momento de la toma de decisiones a partir de la 
Economía, Psicología y NC. 
    3)  Disciplinas 
          a)  Economía 
La Economía es una ciencia social que estudia 
la manera de administrar los recursos para que 
pueda cumplir con las necesidades de la sociedad 
(deseos) tomando en cuenta que estos son escasos 
por lo tanto, esa ciencia se enfoca en cómo se 
deben administrar [33] [34]. 
El estudio de la Economía se basa en la toma 
de decisiones: que se debe comprar, que se debe 
escoger, que tiene mayor validez; pero no se puede 
cumplir con todas estas decisiones al mismo 
tiempo debido a que los recursos no alcanzan para 
satisfacer a todo y a todos [34]. 
La toma de decisiones en la NE ayuda a generar 
modelos económicos por los cuales se conoce el 
trabajo o serie de tareas que está realizando el 
cerebro en el momento de tomar una decisión [4]. 
El comportamiento económico aparece para 
cambiar el paradigma del individuo dentro de la 
Economía (considerado totalmente racional) [35] 
a una idea más real de que dentro del 
comportamiento humano que, gracias a la 
aparición de la NC y a la inclusión de la 
Psicología, se llegó a tomar en cuenta nuevas 
variables en los modelos neoclásicos económicos 
como los sentimientos o la percepción de utilidad 
ya que afectan directamente en la toma de 
decisiones. [36] 
 Existen 2 tipos de decisiones, una basada en el 
conocimiento o emociones de manera sesgada e 
inmediata y la otra de una manera racional y lenta 
(que se toma su tiempo para decidir) [35], lo cual 
obliga a la Economía a replantear sus modelos, 
considerando esta vez a las variables psicológicas. 
Por lo tanto, para los autores, la Economía es 
considerada una disciplina de la NE ya que aportó 
para su creación. Además, en la Economía se 
habla de la toma de decisiones, el análisis de 
comportamiento mediante la inclusión de NC y la 
Psicología que afianza más esta consideración. 
          b)  Neurociencia 
Para encontrar patrones de comportamiento y 
preferencias, los datos psicofisiológicos ayudan a 
descubrir las opiniones inconscientes y estados 
mentales [26]. Estos datos son obtenidos a través 
de diferentes técnicas y herramientas que se 
aplican al ser humano en diferentes partes del 
cuerpo humano (Figura 1), para registrar la 
actividad del sistema nervioso, y los más comunes 
son: EEG (electroencefalografía), MEG 
(magnetoencelografía), IRMf (imagen por 
resonancia magnética funcional), fNIRS 








Figura 1 Origen de medidas psicofisiológicas. 
Fuente: adaptada de [26] 
La NC trata de entender los motivos por los que 
el subconsciente de un individuo lo hacen actuar o 
no actuar en situaciones positivas o negativas que 
lo llevan a establecer preferencias, compras o 
comportamientos [37]. 
Dentro de la Economía Experimental, la NC ha 
sido fundamental al implementar nuevas variables 
en el estudio de la toma de decisiones a nivel 
neurológico. Se la presenta como base en la NE ya 
que no solo se analiza la toma de decisiones 
superficialmente, sino que se incluyen factores 
como psicológicos, neuronales y sociales [38]. 
          c)  Psicología 
Es una ciencia que estudia el comportamiento 
del individuo, pero también a nivel grupal (como 
sociedad o humanidad) tanto de manera interna 
como externa. Esta ciencia tiene la capacidad de 
recaer sobre otras disciplinas y tener nuevos 
alcances [39]. 
La naturaleza de la Psicología era 
particularmente estudiar el comportamiento de la 
mente y el alma que ahora lo denomina el estudio 
de la experiencia mental [40]. 
La Psicología cuenta con disciplinas que 
conectan con el estudio del comportamiento 
humano, tema importante dentro de este artículo, 
las cuales según [40] son: psiquiatría, 
psicoanálisis, filosofía. 
La inclusión de la Psicología dentro de la 
Economía ha desencadenado nuevas disciplinas, 
que la NE ha aprovechado para poder realizar 
nuevas investigaciones y ampliar el camino, como 
por el ejemplo la Economía Del Comportamiento. 
Esta, a pesar de haber sido considerada como una 
moda pasajera [41], a través de la psicología hace 
que los modelos, las suposiciones y la racionalidad 
sea más precisa y se pueda entender de mejor 
manera la toma de decisiones. 
C.  Systematic Mapping Study (SMS) 
El Estudio de Mapeo Sistemático es 
considerado un método de investigación que 
propone una revisión de estudios identificando 
evidencia de un tema particular [42] [43]. Según 
Petersen [44] , SMS conlleva realizar 5 etapas: 
1. Definir preguntas de investigación 
2. Realizar búsqueda de estudios primarios 
3. Seleccionar de acuerdo con los criterios de 
inclusión/exclusión. 
4. Clasificar los documentos. 
5. Extracción de datos y agregación. 
III.  METODOLOGÍA Y PROCEDIMIENTO 
Como modelo de investigación, se planteó un 
proceso que se adaptó a las características de la 
temática de este artículo y la disponibilidad de 
información para que esta pueda ser ubicada, 
clasificada y relacionada. Este proceso usado por 
los autores de este artículo está basado en la 
práctica SMS. 
A.  Metodología de investigación 
Esta investigación requirió la búsqueda de 
artículos vigentes. La Figura 2 expone este punto 
visualmente donde se puede observar la tendencia 
de mayoría de artículos encontrados que 
corresponden desde el año 2015 al año 2019 pero 
cabe notar que existen artículos encontrados de 
considerable antigüedad. Estos artículos de años 
anteriores al 2015 corresponden a información 
relevante que aún es vigente y válida, como es el 
caso de conceptos de Economía que siguen en uso 
y actualmente son referencia bibliográfica de 
investigaciones actuales. 
 
Figura 2 Distribución de artículos consultados con 
relación a su año de publicación 
La metodología de investigación utilizada 
empieza en el planteamiento y definición de tareas 
y etapas, como se muestra en la Figura 3. Este 
procedimiento se basó en 4 preguntas de rigor, que 
permitieron generar un flujo de trabajo, para 
determinar los parámetros de búsqueda, exclusión 
y clasificación de artículos: 
P1: ¿Hay evidencia (información) de la 


























































































herramientas informáticas de la CD a la NE? 
P2: ¿Existen estudios de NE que utilicen 
algoritmos, técnicas y/o herramientas donde el 
autor propone el uso de la CD para resolver alguna 
problemática particular? 
P3: ¿Existen estudios de NE que utilicen 
algoritmos, técnicas y/o herramientas de la CD sin 
mencionar que éstos pertenecen a la CD? 
P4: ¿Existen algoritmos, técnicas y/o 
herramientas que se hayan usado en la CD y 
puedan ser usados en la NE? En la sección 
“Criterio de PAR” (más abajo) se especifican los 
detalles de relación de esta pregunta. 
 
Figura 3 Diagrama de flujo metodología de criterio 
de investigación  
En la Figura 3 se muestra el flujo que surge 
como respuesta a lo mencionado anteriormente 
sobre la dificultad de encontrar inicialmente 
artículos que evidencien la relación de la CD con 
la NE (P1). Lo cual, llevó a realizar los posteriores 
procesos y tareas (P2, P3 y P4) hasta llegar al fin 
del flujo que corresponde a la clasificación y 
documentación de la evidencia encontrada. 
Se utilizó el portal web de la Universidad 
Politécnica Salesiana, con el acceso a sus 
bibliotecas virtuales, para realizar la búsqueda de 
artículos, entre las más representativas están: 
ScienceDirect, Scopus e IEEE. 
Las palabras clave para la búsqueda de 
información en estas bibliotecas virtuales fueron: 
Data Science, Neuroeconomics, Neuroscience, 
Economic Behavior, Decision Making. 
Las cadenas de búsqueda utilizadas se rigen a 
la nomenclatura del buscador de artículos e 
identifican los términos relevantes para la 
generación de resultados útiles. 
La cadena de búsqueda inicial es considerada 
la más importante dentro de este estudio ya que se 
enfoca en el tema de este al buscar la relación entre 
la CD y la NE como se muestra en la Tabla 1. El 
número de resultados contiene artículos que 
incluían teoría de la temática en cuestión, más no 
una relación directa entre las dos ciencias.  
Tabla 1 Número de resultados que se arrojan por 
buscadores más destacados para la cadena más 
relevante de esta investigación 
Otras cadenas de búsqueda también incluyen 
aquellas que surgen del análisis y entendimiento 
de palabras clave dentro de las disciplinas 
encontradas de la CD y la NE, así como cadenas 
que aportan en conocimiento y apoyo teórico. 
Todo esto se realizó con el fin de expandir las 
oportunidades de relación entre estas dos ciencias 
mencionadas y poder fundamentarlas de manera 
más adecuada.  
Las cadenas de búsqueda presentadas en la 
Tabla 1 y en la Tabla 2 sirvieron de base para 
luego ser modificadas y complementadas con 
diferentes términos que ayudaron a la expansión 
de búsqueda conforme el avance de la 
investigación. 
A continuación, en la Tabla 2 se muestran dos 
de las cadenas de búsqueda utilizadas para este 
estudio seguidas del buscador usado y el número 
























 Tabla 2 Número de resultados encontrados por 
buscador correspondientes a otras cadenas de 
búsqueda usadas 
Los criterios de inclusión y de exclusión usados 
en los artículos encontrados fueron: 
Criterios de inclusión: 
El artículo expone un caso donde se menciona 
el uso de alguna técnica de NC que de alguna 
manera puede ser relacionada con disciplinas de la 
CD. 
El artículo posee información que aporta en el 
entendimiento de algoritmos, herramientas o 
técnicas de la CD o técnicas usadas en la NE. 
El artículo incluye información de alguna de las 
disciplinas de la NE aplicada en casos propuestos 
por los autores respectivos de dicho artículo. 
El artículo contiene conceptos relacionados 
con la temática que son relevantes para el 
fundamento de casos o de teoría. 
Criterios de exclusión: 
El artículo es relevante para el entendimiento 
del caso planteado, pero no lo suficiente para ser 
considerado parte fundamental de esta 
investigación. 
El artículo menciona en sus palabras claves 
alguna relación con la temática de este estudio, 
pero su enfoque no tiene relación directa con el 
objeto de este estudio. 
B.  Criterio de PAR 
Se estableció la abreviatura “PAR” como un 
recurso netamente textual para hacer referencia a 
“Propuesta de Relación” o conexión entre la CD y 
la NE, entre sus disciplinas respectivas o temáticas 
particulares a lo largo de este documento. Cabe 
recalcar que PAR no es una metodología sino un 
término creado por los autores de este artículo. El 
PAR puede venir por parte de los autores de esta 
investigación, o por parte de los autores de los 
respectivos artículos. En este sentido, realizar todo 
el ejercicio de PAR permite llegar a ciertas 
conclusiones. 
Los criterios de PAR son aplicables para la 
pregunta 4 (P4), mencionada anteriormente, 
porque es ahí donde se tuvieron que diseñar para 
permitir la relación entre la CD y la NE (motivo 
de este estudio) y estos son tres: 
Si el caso de uso de un algoritmo, técnica y/o 
herramienta de la CD es extrapolable a uno similar 
de NE. 
Si el caso de uso de un algoritmo, técnica y/o 
herramienta de la CD apunta a una disciplina o 
elementos de NE (toma de decisiones, Economía, 
Finanzas, Comportamiento Económico, entre 
otros). 
Si el caso de uso de la NE explica teóricamente 
o ejemplifica el uso de alguna disciplina de la CD 
(ML, MD, redes neuronales, entre otros). 
Para esta investigación, se estableció una 
nomenclatura (M1-M3) con su definición, que 
está basada en los criterios de PAR: 
M1: Los autores del artículo investigado, para 
resolución de la problemática de su respectivo 
artículo, mencionan explícitamente del uso de la 
CD en un campo o disciplina de la NE, a través de 
algún algoritmo, técnica y/o herramienta. 
M2: Los autores del artículo investigado 
sugieren implícitamente la conexión entre la CD y 
NE sin mencionarlo directamente. 
M3: Los autores de esta investigación realizan 
la conexión entre la CD y NE a través de una 
propuesta fundamentada. 
Para los fines de esta investigación, los autores 
definieron términos consecuentes con la intención 
de relacionar la CD con la NE. 
Un algoritmo es una secuencia de pasos o 
instrucciones que puede resolver ciertas 
necesidades, dar respuesta a decisiones.  También 
se puede decir que es un conjunto de pasos que 
resuelven un problema. Los algoritmos pueden 
aportar en el estudio de la toma de decisiones, 
dentro del ML o la MD y en ciertos casos tienen 
la capacidad de aprendizaje. 
Los algoritmos pueden valerse de técnicas para 
poder llevar a cabo su función, ejemplo 




































técnica es un procedimiento o proceso que tiene 
como objetivo poder cumplir con un fin 
determinado, se lo puede optimizar o mejorar con 
la práctica de este. También se puede considerar la 
forma o manera de cumplir con una meta u 
objetivo. 
Para esta investigación, las aplicaciones 
informáticas (generales o para usos particulares) y 
el software en general serán tomados como 
herramientas [45]. Esto es debido a que se debe 
entender que una herramienta posee la capacidad 
de resolver casos particulares, así como generales. 
En el motivo de este estudio, la herramienta apoya 
a la implementación de CD. 
Finalmente, aplicando toda la metodología de 
investigación descrita, se generaron casos, que 
corresponden a situaciones fundamentadas por los 
autores de los diferentes artículos 
correspondientes, donde se evidencian 
oportunidades de PAR. 
IV.  RESULTADOS 
Aplicando la metodología descrita en la 
sección anterior, se obtuvo un universo total de 
306 artículos. En la Tabla 3 se muestra por fuente 
y número de artículos estos hallazgos. 






Otras fuentes 39 
TOTAL 306 
Tabla 3 Bibliotecas virtuales con el número de 
artículos encontrados 
La Figura 4 muestra una forma gráfica de 
representar la Tabla 3 y presenta a la base de datos 
científica ScienceDirect como la fuente que más 
artículos ha aportado en esta investigación. 
 
Figura 4 Gráfica que refleja el número de artículos 
consultados con su biblioteca virtual de origen 
Estos 306 artículos llenaron una matriz en 
Excel cuyas cabeceras son: 
Número: establece un recuento de artículos 
investigados. 
Nombre de artículo: título que pertenece al 
artículo. 
DOI: código de identificación digital única de 
artículo. 
Año de publicación. 
Fuente: a qué biblioteca virtual pertenece el 
artículo 
Área: el campo en el que el artículo realiza su 
investigación. 
Relevante: el artículo es relevante si aporta con 
información para el entendimiento de la temática 
principal de este estudio o de temáticas 
relacionadas. 
Útil para el artículo: si el artículo fue incluido 
en esta investigación, o si el artículo 
complementaba los casos encontrados o 
información necesaria. 
Del lado de la NE se encontraron oportunidades 
de PAR haciendo la búsqueda de casos que 
apliquen esta ciencia y que sean similares a casos 
donde se haga uso de algoritmos, técnicas o 
herramientas de la CD. Por ejemplo, el primer 
caso (C1) fue una oportunidad de PAR evidente, 
que guió la manera en que se podía seguir 
ampliando la búsqueda de casos. Así, se hallaron 
los otros 5 como oportunidades que fueron 
profundizadas al analizarlos individualmente y ver 
de qué manera se podía conectar la CD con la NE. 
Allí, el enfoque apuntaba a la Ciencia de Datos al 
buscar dentro de los casos ya definidos, 
algoritmos, técnicas y herramientas de acuerdo 
con los criterios M1 a M3. 
Todo este procedimiento permitió llegar a los 
artículos referenciados en esta investigación, que 
sustentan la misma de manera adecuada. 
A continuación, se lista brevemente los casos 
que se han analizado para poder reflejar la 
información obtenida y llegar a la demostración 
del PAR. 
C1: El algoritmo k-means realiza procesos de 
agrupamiento de datos procesados, que en un 
inicio eran lingüísticos, para mostrar preferencias 
en la toma de decisiones de manera grupal. 
C2: Uso de red neuronal convolucional CNN 
(en inglés, Convolutional Neural Network) 
aplicada en redes neuronales de punta (Spiking 
Neural Network) para la toma de decisiones (NE) 


















en decisiones secuenciales. 
C3: Uso de redes neuronales, dentro de ML 
para análisis de bio-imágenes computarizadas (BII 
por sus siglas en inglés Bioimagine Informatics) 
de neuroimágenes obtenidas en procesos 
neuroeconómicos de toma de decisiones. 
C4: Uso de ML por medio del algoritmo 
“máquinas de vectores de soporte” SVM (siglas en 
inglés) para análisis de datos generados por IRMf. 
C5: Uso de Redes Neuronales en MD para el 
estudio del comportamiento del consumidor en el 
proceso de toma de decisiones. 
C6: Uso algoritmos de recomendación de la CD 
aplicados con ML para optimizar la 
experimentación en el estudio de preferencias y 
recomendaciones en grupos de Decision Makers.  
En la Tabla 4 se muestran los casos 
encontrados, con la categorización 
correspondiente (M1-M3) al criterio de PAR 
usado en este estudio, y la utilidad que representa 










C1  X  
CD, lógica difusa, MD, k-
means, toma de decisiones, 
NE 
C2  X  
CD, ML, redes neuronales, 
toma de decisiones de un 
paso y secuenciales, NE 
C3   X 
CD, ML, CNN, 
neuroimágenes, toma de 
decisiones, NE 
C4   X 
CD, ML, SVM, datos IRMf, 
Neuroimágenes, NC, toma de 
decisiones, NE 
C5  X  
CD, MD, redes neuronales, 
toma de decisiones, 
Neuromarketing, NE 
C6   X 
CD, ML, algoritmos 
recomendadores, NC, toma 
de decisiones, 
Neuromarketing, NE 
Tabla 4 Casos definidos con su tipo de PAR 
(expuesto en Sección Metodología y Procedimiento) 
La Tabla 5 relaciona los hallazgos en cuanto a 
algoritmos encontrados y su relación de uso con 
los casos. Esta relación expuesta trata 
sencillamente de agrupar los algoritmos, con los 
casos en donde se menciona o sugiere su uso, de 
acuerdo con los criterios ya expuestos. Se puede 
observar que la variedad de algoritmos 
encontrados es en su mayoría idéntica en número 




CNN C2, C3 
SVM C4 
Red neuronal C5 
Algoritmo recomendador C6 
Tabla 5 Relación de algoritmos con casos 
encontrados 
En la Tabla 6 se muestran los casos 
encontrados, una descripción rápida de los 
algoritmos, técnicas y herramientas, y la conexión 
que estas tienen con la NE. 
Caso A/T/H Conexión NE 
C1 El algoritmo k-





con la librería 
scikit-learn de 
Python. 
El clustering ayuda a 
agrupar las opiniones de 
los Decision Makers 
para que luego, a través 
del proceso propuesto 
por los autores del caso 
se pueda llegar a un 
consenso en la toma de 
decisiones. 
C2 Algoritmo CNN 






esta clase de 
algoritmos. 
Las CNN son capaces de 
manejar redes 
neuronales de gran 
tamaño, cuando se 
realiza toma de 
decisiones de un solo 
paso y se quiere simular 
o diseñar una red con el 
mismo fin. Se pueden 
usar neuronas que se 
asemejen más a las 
biológicas, por lo cual se 
podría analizar o realizar 
predicciones de la toma 
de decisiones aplicadas 
a la NE. 
C3 Usa el algoritmo 
de CNN, con la 
técnica de 
clasificación a 
través de Deep 
Learning. Se 
puede utilizar la 
biblioteca 
lasagne de 
Python para esta 
implementación. 
Las CNN ayudan a 
reconocer partes de 
imágenes, en este caso, 
esta técnica puede ser 
usada para la 
identificación de zonas 
cerebrales activadas 







SVM puede clasificar 
los datos de vóxeles de 
neuroimágenes, 












C5 Algoritmo red 
neuronal es 
implementado 




La red neuronal 
implementada por los 
autores asiste en la toma 















La implementación de 
algoritmos 
recomendadores en este 
caso apoya el análisis 
del consumidor cuando 
éste toma decisiones de 
preferencias a nivel de 
neuromarketing. 
Tabla 6 Herramientas encontradas y su relación con 
la NE 
La Figura 5 es un diagrama que representa la 
conexión de la CD con la NE al detallar el camino 
que inicia por los casos encontrados, pasando por 
los algoritmos utilizados, empleando técnicas y 
herramientas. Para el diagrama se utilizó la 
siguiente nomenclatura: 
Flechas anchas: Representan los casos 
encontrados y marcan el inicio de la relación. 
Triángulo: Muestra el nombre del algoritmo 
utilizado. 
Círculo: Indica la técnica por la que se 
implementa el algoritmo. 
Diamante: Detalla la herramienta utilizada para 
implementar el algoritmo. 
Pentágono: Representa el campo de la NE 
donde estos hallazgos son aplicables. 
En este diagrama también se ha señalado de 
color rojo, como son flechas y texto, aquellos 
elementos que pertenecen a la extrapolación o 
sugerencia de uso dada por los autores de esta 
investigación. 
V.  DISCUSIÓN 
Luego de llevar a cabo la búsqueda con 
dirección a dar respuesta a P1, no se pudieron 
evidenciar artículos que relacionen a estas dos 
ciencias. Lo que sí se pudo encontrar, y de forma 
muy somera, fueron trabajos y documentación 
enfocados en presentar información como 
definiciones y descripciones de cada una de estas 
ciencias. 
Haciendo uso de otras palabras clave, más 
enfocadas a la NE, fue posible encontrar más 
información relacionada con disciplinas, 
evidencia de ejecución de técnicas de la NC en la 
Economía y modelos de la NE orientados a otros 
ámbitos. En estos artículos no se nombra a la CD 
como una solución, por el contrario, su enfoque 
principal está en los modelos económicos. Por lo 
tanto, en respuesta a P2, no se hallaron dichos 
estudios en que los autores hagan uso de la CD 
como propuesta de solución, ni de aplicación ni 
relación con la NE. 
Por otro lado, respondiendo a P3, se han 
encontrado artículos que hacen referencia a la NE 
o a sus disciplinas, y además evidencian la 
aplicación de algoritmos, técnicas o herramientas 
informáticas que pertenecen a la CD 
(fundamentando teóricamente) a pesar de que el 









Figura 5 Diagrama que representa la utilidad de los elementos de la CD (algoritmos, técnicas y herramientas) 
que tienen aplicabilidad en la NE, en el contexto de los casos encontrados 
Los siguientes son los casos en los que se 
encontró evidencia de la relación de estas dos 
ciencias a través de la aplicación del PAR: 
C1: El clustering ayuda a agrupar las 
opiniones de los Decision Makers para que, 
a través del proceso propuesto por los 
autores del estudio, se pueda medir un 
consenso en la toma de decisiones. 
Los autores de [46] proponen un 
framework de toma de decisiones basado 
en el consenso ordinal de opiniones de 
Decision Makers (DM) dentro de un grupo 
de gran escala de DM (LSGDM). Algunos 
autores consideran que un grupo de DM de 
gran escala puede tener de una docena a 
miles de DMs [47]. 
Se plantea un escenario de decisión donde 
los DM entregan sus opiniones a través de 
evaluaciones cualitativas o cuantitativas. 
Los autores de la propuesta utilizan lógica 
difusa para transformar la información 
obtenida en datos cuantitativos que puedan 
ser aplicados a k-means porque consideran 
que éste último es ampliamente usado y 
puede implementarse con el enfoque de la 
MD. El libro “Handbook of Statistical 
Analysis and Data Mining Applications” 
de Nisbet [48] afirma la pertenencia de MD 
a CD al incluir k-means dentro de su 
sección sobre MD. 
El aporte de k-means dentro del framework 
que proponen es fundamental para dividir 
las opiniones de los DM en subgrupos 
clasificando sus preferencias de decisión.  
Los centroides que usa k-means, ayudan en 
componer los subgrupos de datos, y si es 
necesario estos centroides son recalculados 
[49] [50]. A veces, es necesaria la iteración 
de k-means para actualizar los centroides 
[51]. Esta necesidad es también 
considerada dentro del framework de los 
autores. 
Posteriormente el proceso de su framework 
continúa con más pasos donde miden el 
consenso grupal para la toma de decisión 
final del cuestionamiento planteado. 
Por su lado, otros autores [52] 
implementan el algoritmo k-means, usando 
la librería scikit-learn de ML, perteneciente 
a Python. Así, se puede indicar que k-
means es implementable con dicha 
herramienta, y en este estudio C1, el aporte 
que tiene la CD a través de k-means en la 
toma de decisiones, que pueden ser de 











C2: Se analiza la actividad neurológica en 
la toma de decisiones de un paso y 
secuenciales (ambas usadas en la NE), y la 
dificultad al estimar la medición de valor 
de estas decisiones. Mediante el uso de 
redes neuronales de punta (spiking neural 
networks) propuesto en [53] se resuelve 
esta problemática, además que se llega a 
simular (predecir) el comportamiento de 
las neuronas y comparar resultados en su 
estudio. 
Las neuronas de punta (spiking neurons) 
son más similares a las neuronas biológicas 
debido a que a través de su implementación 
se puede imitar mejor el comportamiento 
neurobiológico [54]. Estas neuronas 
pueden simular redes neuronales de gran 
tamaño [55] teniendo una semejanza con 
las Deep Neural Networks. 
Tomadas del modelo de redes neuronales 
biológicas, las redes neuronales artificiales 
simulan el funcionamiento de las primeras 
para resolver problemas de predicción. 
Con las DNN se puede dar una robustez a 
la extracción y clasificación de datos, que 
en este caso, permite la toma de decisiones 
a través de la identificación de patrones 
[56] con su modelo de multicapas. 
El algoritmo descrito en [57] son las CNN 
(Convolutional Neural Networks), que 
utilizan convolución en lugar de pesos 
(característica común en redes neuronales) 
y maneja matrices que interconectan nodos 
(modelo de punta) por medio de sus capas 
ocultas [58]. También las CNN son 
consideradas como un algoritmo de 
clasificación y detector de patrones [59]. 
Así es como fundamentalmente sirven para 
trabajar con imágenes médicas 
(caracterización y segmentación) para 
análisis o comparación de alto nivel, 
clasificación mediante detección en tiempo 
real y en redes neuronales de gran tamaño 
[59]. 
La propuesta en [53] dice que se pueden 
usar redes neuronales para hacer una 
medición de valor (variable importante 
para el entendimiento del comportamiento 
en la toma de decisiones) en decisiones 
secuenciales y la simulación para la para la 
predicción en decisiones de un solo paso. 
 “Deep Learning ToolBox” es una 
herramienta enfocada en CNN que se vale 
de modelos jerárquicos y de capas para su 
uso. Contiene recursos como algoritmos, 
modelos y aplicaciones para Deep 
Learning, y están implementados sobre 
MATLAB. Ya que para la NE es 
fundamental el análisis del funcionamiento 
cerebral, estos datos generados pueden ser 
tratados por CNN haciendo uso de la 
herramienta Deep Learning ToolBox [60]. 
Se sabe que las redes neuronales son parte 
del ML [61], y las CNN son redes 
neuronales de Deep Learning, ambos son 
algoritmos de la IA, que pertenece a la CD 
[6]. 
 
C5: El estudio realizado por Chowdhury 
[37] aplica redes neuronales, por su 
utilidad para clasificar, reconocer y 
predecir, con el fin de entender el proceso 
de toma de decisiones de consumidores 
cuando estos adquieren productos verdes, 
encontrando tendencias y relaciones entre 
datos. Proponen una implementación de 
red usando MATLAB. 
Los autores del artículo de este estudio C5 
proponen que el modelo de red neuronal 
logra identificar o verificar patrones de un 
conjunto de datos. Concluyen que esta 
proposición es válida y útil dentro del 
campo del marketing porque ayuda a 
evidenciar factores que los especialistas del 
marketing pasan por alto y apoyan la 
segmentación del mercado objetivo. 
La red neuronal utilizada por los autores de 
[37] usaron una red neuronal simple con 
una sola capa oculta, que fue implementada 
en MATLAB para los conjuntos de datos 
usados en el entrenamiento y testing. 
La CD se evidencia en este estudio C5 a 
través del uso de redes neuronales, que, 
según dell’Olio [62], también pertenecen al 
campo de la MD (disciplina de la CD). Esto 
es porque ayudan a extracción de 
conocimiento útil usando técnicas 
supervisadas donde las redes neuronales 
artificiales son parte de estas. 
El Neuromarketing es contiguo a la NE ya 
ALGORITMO CNN  
TÉCNICA Deep Learning 








que está basado en disciplinas como la 
Economía y Psicología y usa técnicas de 
NC para el análisis del comportamiento 
cerebral [63] [4]. Chowdhury, afirma que 
las redes neuronales son una herramienta 
que asiste la toma de decisiones [37]. De 
esta manera se puede concluir que hay 
evidencia de que la CD, a través de las 
redes neuronales, apoya a la NE en la toma 
de decisiones; en este estudio C5 en 
particular, decisiones de comportamiento 
de consumidores. 




En respuesta a P4, se pudo encontrar artículos 
que hacen referencia a los algoritmos, técnicas o 
herramientas informáticas de la CD que, por teoría 
fundamentada y análisis propio de los autores de 
esta investigación, (haciendo uso de los criterios 
de PAR) proponen que dichos elementos pueden 
ser usados en escenarios de la NE que, de igual 
manera, pueden estar apoyados en sus disciplinas. 
Estos casos son: 
C3: En este estudio se tienen evidencias de 
la aplicabilidad de redes neuronales en 
bioimágenes para identificar patrones 
dentro de las mismas. Los autores de esta 
investigación sugieren que es posible una 
extrapolación del método usado a las 
técnicas de neuroimágenes de la NC, 
concretamente las IRMf. 
Este estudio C3 está basado en el artículo 
[64] donde se expone el uso de una red 
neuronal CNN para validar los resultados 
obtenidos de estudios de imágenes de 
fenotipos al comparar la proporción de los 
resultados obtenidos por CNN versus 
métodos tradicionales, como obtener los 
resultados de imágenes procesadas de 
manera manual. 
El ML ya ha sido usado para discriminar 
morfologías en imágenes celulares de 
fenotipos clasificando pixeles y 
reconociendo partes visuales relevantes 
[65]. 
El conjunto de datos usado en [64] 
pertenecía a imágenes de células con 
compuestos bioactivos pertenecientes al 
Broad Institute (Cambridge). La red fue 
implementada usando la extensión 
“nolearn” de la biblioteca “Lasagne” de 
Python y tuvo una precisión del 97.3% para 
identificar los fenotipos celulares. 
Ya que la NC es parte de la NE [27] al 
hacer uso de técnicas como IRMf para 
análisis neuronal [31], se podrían usar 
conjuntos de datos obtenidos de 
neuroimágenes para aplicar la técnica 
expuesta en [64], con algoritmos de CNN, 
identificando zonas cerebrales que se 
activan en estudios de la NE, como es la 






C4: La NE es aplicable en varias áreas [66] 
y en este estudio C4 es usada para temas 
medioambientales aplicando las técnicas 
de la NE en la toma de decisiones y 
técnicas tomadas de la NC como el uso de 
la IRMf. En el mismo estudio [66] se 
menciona su uso en 3 experimentos 
realizados con el fin de obtener datos sobre 
las preferencias de las personas sobre el 
medio ambiente. 
El artículo [67] propone un método basado 
en el uso de SVM pertenecientes a ML, 
para el análisis de data generada por IRMf 
de una única toma de muestra. Inicia con 
limpieza de datos de IRMf, luego se 
alimenta una SVM de una clase (OCSVM), 
mapeando características representativas 
de los vóxeles seleccionados. Estos últimos 
entran en una SVM de dos clases 
(TCSVM). El proceso entre ambas SVM se 
puede retroalimentar para refinar el mapeo. 
Los resultados muestran una mejora de 
reconocimiento de mapeo de vóxeles 
usando este método. 
En un estudio previo [68] se valida que las 
SVM han sido usadas para mapear la 
activación del cerebro analizando vóxeles 
donde se utiliza OCSVM, así como 
TCSVM de la misma manera que en el 
estudio de C4 [67], para el análisis de datos 
de IRMf. 
Una de las herramientas que se puede 
aplicar con el algoritmo SVM para la 
clasificación de datos, en este caso de 
imágenes obtenidas por IRMf, es LIBSVM 
[69]. Esta librería provee técnicas de 
clasificación, regresión y estimación para 
manipulación de datos [69]. Permite 







JAVA y Python. 
Se puede decir que, en base a la evidencia 
señalada, la CD, a través del uso de SVMs 
que pertenecen a ML, apoya al método de 
toma de neuroimágenes IRMf. Esta es una 
técnica usada para la NE, como se 





C6: En este estudio [70] se plantea la 
influencia en base a recomendaciones 
enfocada al Neuromarketing, mediante la 
observación de IRMf para el análisis del 
comportamiento en un grupo de DM; 
estudiando en el primero sobre sus 
preferencias, y en el segundo sobre las 
preferencias influenciadas por 
recomendaciones grupales planteadas 
sobre aplicaciones móviles. 
En la CD, se pueden encontrar los 
algoritmos recomendadores [71] que 
forman parte del ML y son comúnmente 
aplicados en comercio electrónico (e-
commerce) y tiendas online de contenido 
multimedia, entre otras aplicaciones. 
Si se logra aplicar estos algoritmos en el 
experimento mencionado en [70] se podrá 
tener una medición comparativa de la 
recomendación, con la propuesta de 
recomendaciones de las aplicaciones 
móviles (basada en los cambios en el 
cerebro en base a la información obtenida). 
Además, se puede conocer qué 
recomendaciones se pueden hacer, no solo 
en el experimento sino ya aplicando a 
temáticas del marketing. 
El algoritmo “Collaborative Filtering – 
neighborhood based” es usado para unir 
usuarios que toman decisiones 
preferenciales similares en un grupo de 
DM, útil para poder estimar 
recomendaciones o crear perfiles de 
preferencias y así manipular la decisión y 
ver su afectación en el cerebro. Además, se 
tiene el algoritmo “Content-based 
filtering” que ayuda de igual manera con 
técnicas de clasificación y regresión para 
determinar preferencias de los usuarios por 
medio de perfiles de ítems [71]. 
En [72] se puede encontrar una 
herramienta desarrollada para el proyecto 
LensKit denominadas “LKPY Package”, 
que se basa en algoritmos de 
recomendación, entre esos los de 
“Collaborative Filtering”, que son usados 
para anticipar recomendaciones, en este 
estudio C6 son fundamentales para poder 
optimizar el experimento, y poder analizar 
el comportamiento cerebral cuando se 
reciben recomendaciones para apegadas al 







HERRAMIENTA LKPY Package 
En los anexos de esta investigación se muestra 
por cada caso un diagrama que pretende mostrar 
de manera visual la conexión encontrada entre la 
CD con la NE, basados en la metodología ya 
expuesta. 
VI.  CONCLUSIONES Y RECOMENDACIONES 
Los estudios encontrados no están bajo la 
búsqueda directa de conexión entre la CD a la NE. 
Fue a través de la metodología usada, y el ejercicio 
de PAR, que se pudo evidenciar esta conexión. El 
resultado fueron los casos expuestos donde se 
pudo evidenciar que existen varios enfoques sobre 
la CD, debido a la clasificación que se les da 
dentro de sus disciplinas. Los diferentes autores 
categorizan la pertenencia de un algoritmo a una 
disciplina de la CD dependiendo hacia qué fines 
encaminan sus estudios. 
Se puede intuir que hacer CD implica la 
aplicación de una diversidad de algoritmos. Los 
autores de los artículos investigados no exponen el 
uso de la CD en la NE de manera directa, sino que 
su enfoque comprende el uso de algoritmos de CD 
como apoyo interno dentro del entorno de su 
investigación más no como elemento clave u 
objeto de esta. La mayoría de los algoritmos 
encontrados en este contexto pertenecen a la 
disciplina del ML. 
Sin embargo, en esta investigación se pudo 
evidenciar que la CD puede ser estudiada desde 
los diferentes enfoques, o disciplinas, para que 
pueda ser utilizada como apoyo en la NE. 
La NE es una ciencia que dio lugar a la 
experimentación de los modelos económicos, para 
este avance se puede hacer uso de otras ciencias 
para apoyar en su proceso, esto implica que la 







desordenada y de difícil acceso, tanto que los 
autores de este artículo tuvieron de diseñar un 
procedimiento como metodología con el fin de 
poder dar con esta información y clasificarla. Esto 
no quiere decir que sea toda la información que 
puede existir, evidencia que la NE puede apoyarse 
de otras ciencias. 
La información obtenida en esta investigación 
evidencia que los algoritmos, técnicas y 
herramientas de la CD, o sus disciplinas, son 
extrapolables en ciertos escenarios de la NE. Esto 
puede ser de gran utilidad para plantear futuras 
investigaciones donde se apliquen los hallazgos 
evidenciados. 
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