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Abstrak 
Data yang diperoleh dari hasil pengukuran berulang pada subyek 
tertentu, biasanya akan berkorelasi. Pada regresi respon biner, jika 
digunakan model autoregressif order -1, AR(1), maka diperlukan 
pengetahuan tentang  outcome sebelumnya, y0 , yang tak 
terobservasi. Model untuk menginferensi data dengan model 
AR(1), diantaranya adalah model AR(1) kondisional. Pada model 
ini, nilai y0  diambil sembarang, yaitu  0  atau 1. Model di atas 
akan dibahas dan dibandingkan hasil estimasinya melalui studi 
simulasi 
Kata kunci : Data biner berkorelasi, Maximum Likelihood, 
Dependensi serial. 
 
1.  PENDAHULUAN 
Dalam percobaan klinis, sering dianalisa data biner yang diperoleh di 
waktu-waktu yang berurutan untuk menguji hubungan antara probabilitas sukses  
dan kovariat-kovariat  yang bergantung pada waktu.  
Data tersebut diperoleh jika diobservasi satu grup pasien per tahun, 
misalnya, dan observasi-observasi diambil setiap minggu. Tepatnya, setiap subyek 
atau individu  atau pasien mengalami pengukuran berulang mingguan. Jika data 
diperoleh dari hasil pengukuran berulang per waktu tertentu, maka data akan 
berkorelasi tinggi . Pada data seperti ini digunakan model autoregressif ( AR ), 
khususnya model AR(1). Misal itY  representasi outcome pasien ke i−  dalam 
minggu ke t− . Pada 1=t  , maka outcome sebelumnya 0y  tentu tak terobservasi. 




Jika diambil 00 =iY , akan timbul masalah dalam pemodelan jika ternyata yang 
benar adalah 10 =iY ,   begitu sebaliknya. Permasalahan seperti ini dikenal sebagai 
permasalahan tahap awal. Penting untuk mengetahui bagaimana mengatasi 
masalah tahap awal pada regresi data respon biner longitudinal. 
Pada tulisan ini, jelasnya, akan dibahas estimasi parameter regresi respon 
biner longitudinal model AR(1) kondisional, dalam permasalahan tahap awal.   
2.  DATA LONGITUDINAL 
Beberapa penelitian, mengobservasi variabel respon setiap subyek, 
beberapa kali untuk beberapa waktu tertentu atau pada keadaaan tertentu. Hasil 
penelitian semacam ini akan menghasilkan data respon berulang. 
 Jika subyek diobservasi berulang beberapa waktu tertentu, maka data hasil 
observasi berulang semacam ini disebut sebagai data longitudinal dan studinya 
disebut studi longitudinal.  
Data longitudinal biasanya akan berkorelasi serial dalam subyek. Jelasnya, 
jika ity  merepresentasikan observasi subyek ke - i  waktu ke - t , maka subyek i  
memuat respon berulang ity , yaitu karena observasinya diambil dari subyek yang 
sama akibatnya respon berulang ini berkorelasi.  
 Selanjutnya, respon biner dari subyek yang diobservasi beberapa kali 
beberapa waktu tertentu disebut data respon biner longitudinal.  
3.  GLM dan MLE  
Model-model statistik klasik, untuk menganalisa data regresi, runtun 
waktu dan longitudinal secara umum berguna dalam situasi-situasi dimana 
datanya Gaussian dan dapat dijelaskan dengan suatu struktur linear.  
 Nelder dan Wedderburn pada tahun 1972  memperkenalkan suatu keluarga 
dari model-model untuk analisis regresi nonstandar dengan respon non normal 
yang disebut Generalized Linear Models ( GLM ) 
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Maximum likelihood merupakan metode pengestimasian yang sangat 




=  suatu vektor random observasi-observasi yang 
distribusi bersamanya  adalah suatu fungsi densitas ( )Θxf
n
 pada ruang Euclide 
berdimensi - n , Rn . Vektor parameter Θ  yang tak diketahui termuat dalam ruang 
parameter 
s
R⊂Ω . Untuk x  tertentu didefinisikan fungsi likelihood dari x  
sebagai ( ) ( ) ( )Θ=Θ=Θ xfLL
nx
 yang dipandang sebagai fungsi dari Ω⊂Θ . 
4.  MODEL AR(1) DALAM PERMASALAHAN TAHAP AWAL  
Sebagaimana telah dikemukakan dimuka, data longitudinal merupakan 
data yang diperoleh dari hasil pengukuran berulang. 
Data longitudinal ini dapat dihimpun secara prospektif, mengikuti subyek 
berkembang sesuai waktu, atau retrospektif, dengan mengekstraksi pengukuran-
pengukuran pada setiap subyek dari catatan terdahulunya.  
Himpunan data longitudinal pada satu subyek cenderung berinterkorelasi 
(subyek-subyek biasanya diasumsikan independen),oleh sebab itu diperlukan 
metode statistik khusus agar diperoleh inferensi yang valid. 
4.1.  Model AR(1) Kondisional 
Diasumsikan data observasi berulang ( )itit xy , , int ,...,2,1= ,ada,untuk setiap 
subyek mi ,...,2,1= , dan distribusi bersyarat dari setiap respon ity ,merupakan 
fungsi eksplisit dari respon-respon sebelumnya 11 ,..., iit yy −  dan kovariat itx , juga 
probabilitas bersyarat { } { }1,1,1 1Pr,...,1Pr −− === tiittiiit YYYYY  merupakan logit 
linear . Misal 11 ,..., iit yy −  disebut sebagai “history” subyek ke - i  pada waktu - t  
dan dinotasikan dengan itH ,maka { }1,...,1, −== tkyH ikit . 
 Model yang akan dibahas adalah model dimana distribusi bersyarat dari 
ity  diketahui itH  hanya bergantung pada satu observasi sebelumnya, 1−ity . Jadi, 




 ( ) ( )αµ β ;1'' ititit Hh fx +=                 ( )1.1.4   
atau model ini menyajikan mean bersyarat citµ  sebagai fungsi dari kovariat itx  
dan respon sebelumnya 1−ity . Outcome sebelumnya merupakan variabel penjelas 
tambahan. Dengan demikian, diperoleh  
( ) 1'1Prlog −+== itititit yHYit x αβ ,                           ( )2.1.4   
atau 
logit ( ) β'1Pr cititit xHY == ,                ( )3.1.4  
dimana 'citx   dan β   adalah vektor berukuran ( )1+p . 
 Fungsi densitas probabilitas 1−itit YY  dituliskan sebagai 
( )11 −− == itititit yYyYf   = ( )( )citey citit ηη +− 1logexp                ( )4.1.4  
Mean dan variansi bersyaratnya ialah 
c





























Fungsi likelihood untuk fungsi densitas diatas dituliskan  












11,β               ( )5.1.4   
dan  
log-likelihoodnya 












11loglog ,, ββ                        ( )6.1.4   
 Dari persamaan ( )4.1.4 , diperoleh  
( )11log −− == itititit yYyYf  = ( )citey citit ηη +− 1log             ( )7.1.4  
Jadi  













1log ηη             ( )8.1.4   
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 Selanjutnya, persamaan ( )7.1.4  dapat juga dituliskan sebagai 
( )11log −− == itititit yYyYf  = ( ) ( ) ( )cititcitit yy µµ −−+ 1log1log            ( )9.1.4   
Dengan demikian diperoleh  














1log1log µµ           ( )10.1.4  
Persamaan terakhir ini lebih mudah diadaptasi ke dalam bentuk matriksnya.  
 Namakan ( ) ( )βititititit lyYyYf === −− 11log . Akan diperoleh fungsi score 
sebagai berikut 









β ,                           ( )11.1.4   
dimana ( )βitS   = ( )ββ∂∂ itl . 
 ( )βitS  diperoleh dengan menggunakan persamaan ( )9.1.4 , dan mengganti 
c
itµ  dengan ( )β'citZh , yaitu 
( )βitS = ( )ββ∂∂ itl  
= 




∂ −−+ '' 1log1log cititcitit ZhyZhy
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= ( ) ( ) ( )( ) ( )( )ββββ '''''' 11 cititcitcitcitcit ZhyZhZhZhZ −−  
= ( ) ( )( )ββ µ cititititcit yDZ −∑−1'             ( )12.1.4   
dimana  






































 Secara similar akan diperoleh matriks ekspektasi informasi Fisher, 







i G              ( )13.1.4   
dimana  
( )βitG  =  ( )'ββ β∂∂∂− itl  






























1 ββββ  
= ( ) ( )( ) cititititcit ZDDZ '1' ββ ∑−  
Selanjutnya MLE untuk β  diperoleh dengan metode iterasi pada   









β   = 0 , 
dengan mempertimbangkan dua keadaan, yaitu untuk 00 =iY  dan 10 =iY . 
4.2.  Contoh Aplikasi 
Sebagai aplikasi, disini diambil data hasil simulasi untuk model Chan 
(2000), yang telah dikerjakan Fajriyah (2001). 
 Data diatas, merupakan data simulasi pasien peserta program MMT 
(Methadone Maintenace Treatment) di Sydney Barat pada tahun 1986. Chan 
(2000), dalam papernya menyebutkan bahwa, berdasarkan riset doktoralnya, yang 
dipublikasikan sebagian pada tahun 1998, model bagi pasien MMT, ternyata 
mengikuti model AR(1). Hal ini mengakibatkan, diperlukannya pengetahuan 
tentang 
0i
Y  untuk setiap pasien, yang tentu saja tak terobservasi. 
Model tersebut yaitu: 
logit ( ){ } 1,1, 396.24049.000884.08423.0 )ln(1Pr −− +−−−=== tiitittiit YtdYY η  ( )1.2.4  
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dimana, 4049.0,00884.0,8423.0 −−−  dan  396.2 berturut-turut adalah intersep, koefisien 
slope dosis methadone ( dalam miligram ), koefisien slope durasi waktu ( dalam 
minggu ) dan koefisien slope outcome sebelumnya.  
Alasan digunakannya simulasi oleh Fajriyah (2000), adalah  tidak dapat 
diperolehnya data asli MMT. 
Berdasarkan perhitungan, untuk  m = 10, n = 5, dan ulangan simulasi 









Y , masing-masing adalah : 




0β  1β  2β  3β  
1 -12.18 -0.2558 -1.547 2.407 
2 -16.47 -0.2201 -0.4037 2.404 
3 -6.085 -0.1281 -0.8805 3.542 
4 -11.6 -0.2281 -1.541 2.858 
5 -9.342 -0.182 -1.326 3.655 
6 -9.892 -0.2235 -0.4015 2.407 
7 -2.749 -0.09504 -0.7335 2.411 
8 -12.11 -0.2281 -0.9938 2.62 
9 -8.812 -0.1559 -0.5466 2.396 
10 -9.417 -0.173 -0.4038 2.39 
 









0β  1β  2β  3β  
1 -11.05 -0.2199 1.004 2.312 
2 -11.02 -0.1735 0.7697 3.205 
3 -15.43 -0.21 2.43 5.532 
4 -9.96 -0.1278 2.644 4.067 
5 -12.17 -0.2288 0.595 2.426 
6 -7.187 -0.1189 0.387 3.096 
7 -11.08 -0.1828 0.7702 2.872 
8 -15.41 -0.2565 0.9457 2.881 
9 -8.845 -0.2189 2.282 2.31 
10 -11.3 -0.1825 0.1183 3.646 
 
Dari kedua tabel hasil simulasi di atas, diperoleh kesimpulan bahwa, untuk 




Y , ternyata lebih “mendekati” 
model asli, terutama dari segi interpretasi, dimana hasil ini sejalan dengan 
kesimpulan Chan (2000), dengan menggunakan sampel asli m = 136, maupun 
hasil simulasinya sendiri dengan pengulangan simulasi sebanyak 100, m = 136 





Y , meskipun tidak mendekati model asli, namun 
sejalan dengan hasil simulasi Chan (2000) dengan pengulangan simulasi sebanyak 
100, m  = 136 dan n = 26. 
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5.  KESIMPULAN  
Data respon biner longitudinal, yang diperoleh dari hasil pengukuran 
berulang pada subyek tertentu, biasanya akan berkorelasi. Jika digunakan model 
autoregressif order -1, AR(1), maka pengetahuan tentang outcome 
sebelumnya, y0 , yang tak terobservasi diperlukan untuk inferensi. 
Model-model AR(1) yang dapat digunakan untuk mengakomodasi y0 , 
diantaranya adalah, Model AR(1) Kondisional dan estimasi parameter dilakukan 
dengan menggunakan metode MLE. 
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