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Abstract. Coded systems, a new class of symbolic dynamical systems including transitive sofic 
systems, are discussed. They are closed under homomorphisms; it is possible to construct invariant 
measures on them, some of which are finitarily isomorphic to Bernoulli shifts. Examples are given, 
both of coded and noncoded systems. The relationship with formal languages and automata 
theory is discussed at length. 
Introduction 
Cet article peut se lire de deux points de rue: celui des langages et celui des 
syst~mes dynamiques symboliques. 
Soit A un alphabet fini, A* l'ensemble des suites finies d'616ments de A ou roots. 
On appelle langage toute partie de A*; un langage est factoriel s'il contient les 
sous-mots ou facteurs de ses mots, prolongeable si tous ses mots peuvent 8tre 
prolong6s bilat6ralement en mots lui appartenant. Consid6rons par ailleurs A z, 
muni de sa topologie usuelle et du d6calage tr. On appelle syst~me dynamique 
symbolique (SDS) un ferm6 de A z invariant par tr. II y a une bijection entre les 
SDS et les langages factoriels prolongeables, ce qui 6tablit une dualit6 d'approche. 
L'6tude des langages factoriels prolongeables est motiv6e par l'int6rSt qui se 
manifeste n informatique th6odque pour les roots infinis [25], celle des SDS par 
la conjonction r6cente de questions abstraites de classification avec le probl6me du 
codage des donn6es en vue de leur stockage sur support magn6tique [23]. 
Les syst~rnes sofiques, introduits par Weiss [21], forment d'une part la plus petite 
classe contenant les cha~nes de Markov topologiques et stable par morphismes, et 
d'autre part la classe des syst~mes dont le langage associ~ est rationnel. Marcus 
[17] a rnontr~ qu'ils constituent un cadre de base pour les probl~mes de codage. 
Le pr6sent travail se propose d'~tudier quelques propri6t6s d'une classe, les 
syst&nes cod~s, extension aturelle des syst~mes sofiques transitifs. 
* Recherche n pattie financ6e par IBM. 
0304-3975/86/$3.50 © 1986, Elsevier Science Publishers B.V. (North-Holland) 
18 F. Blanchard, G. Hansel 
Apr~s une Section 1 consacr6e pour l'essentiel aux d~finitions et rappels, nous 
introduisons ~ la Section 2 les syst~mes cod~s, dont le langage associ~ est engendr~ 
par un code pr6fixe. Nous montrons d'abord qu'ils g~n~ralisent les syst~mes sofiques 
transitifs darts le formalisme de Fischer [8]: ce sont exactement ceux qui se recon- 
naissent ~ raide d'un automate irr~ductible non n~cessairement fi i. Nous montrons 
ensuite que les syst~mes cod~s sont stables par morphismes et ~tudions l'entropie 
de certaines mesures ergodiques port~es par eux. 
A la Section 3 nous introduisons les syst~mes synchronisants, une classe particuli~re 
de syst~mes cod~s. Cette classe contient elle aussi les syst~mes sofiques transitifs et 
se caract~rise par la structure du monoi'de syntaxique du langage associ~. Krieger 
[15] vient de montrer qu'elle est stable par conjugaison. Nous distingons pour ces 
syst~mes deux classes de mesures ergodiques, synchronisantes et non- 
synchronisantes t montrons qu'il existe au plus une mesure (alors synchronisante) 
r~alisant l'entropie topologique t chargeant tousles roots. Utilisant un r~sultat de 
Rudolph [19], nous donnons une condition n~cessaire et suflisante pour qu'un tel 
syst~me muni de sa mesure synchronisante d'entropie maximale (lorsqu'elle xiste) 
soit finitairement isomorphe A un schema de Bernoulli. Ces r~sultats 'appliquent 
notamment aux syst~mes ofiques et foumissent une nouvelle preuve de leur 
ergodicit~ intrins~que. 
On trouvera ~ la Section 4 un certain hombre d'exemples. Ils iUustrent notamment 
la fa~on dont les syst~mes cod~s se d~marquent des syst~mes sofiques: 
(1) I1 existe des syst~mes cod~s qui ne sont pas intrins~quement ergodiques. 
Krieger [14] en avait d~j~ donn~ un exemple. 
(2) Un syst~me cod~ peut 6tre intrins~quement ergodique sans que l'unique 
mesure r~alisant l'entropie topologique charge tous les mots. 
(3) Les syst~mes synchronisants ne sont pas stables par morphismes. 
(4) Un syst~me cod~ intrins~quement ergodique peut poss~der un facteur qui ne 
l'est pas. 
(5) Enfin, tout SDS peut 6tre plong~ darts un syst~me cod~ dont l'entropie des 
mesures ynchronisantes t aussi petite qu'on veut. 
Terminologie. Le mot 'facteur' d6signe en dynamique symbolique l'image par mor- 
phisme d'un SDS, et en th6orie des langages un sous-mot. Nous l'utilisons darts 
l'un et l'autre sens, le contexte ~cartant les fisques de confusion. 
Nous ferons de m6me avec le mot 'morphisme', qui prend canoniquement une 
signification diff~rente dans les deux theories. 
I. Lngages et sou~-sy~emes 
I.I. D6finitions 616mentaires 
Un mono~de est un semi-groupe poss6dant un ~16ment neutre. 
Soit A un ensemble fini appel~ alphabet dont les ~I6ments ont des lettres. A* 
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d6signe le monoide libre engendr6 par A, c'est-~-dire rensemble des mots ou suites 
finies d'616ments de A muni du produit par concat6nation: si u = a~a2.., ak, 
V = bib2. . ,  bk,, 
u. v = a~ . . . akbl • • • bk , .  
Le mot vide, 616ment neutre de A*, est not6 1; l'ensemble des mots non-vides ur 
A est not6 A+: A += A*\{1}. La longueur d'un mot u de A* est not6e lul. 
Une partie L de A* s'appelle un langage. On note L* le sous-monoide de A* 
engendr6 par le langage L. 
Exemple. Soit A = {a, b}, L = {a, ab}. L* est l'ensemble des roots sur A dans lesquels 
la lettre b n'appara~t jamais deux fois de suite, et commen~ant par a. 
Un morphisme est une application f :A*~ B* telle que Vu, v~A* ,  f (uv)= 
f (u ) f (v ) .  
Consid6rons A muni de la topologie discr&e, A z muni de la topologie produit, 
pour laquelle il est compact, et du d6calage t r :AZ~ A z d6fini par la formule 
or((a,).~z) = (a~+l),~z, 
crest une bijection bicontinue. 
On appelle bloc de s = (s,),~z et on note s(i, j)  le mot form6 par la suite des 
coordon6es de s sur un intervalle fini de Z: 
s ( i , j )=s i . . .S j _  1 ( i~ j ) .  
Un cylindre de A zes t  l'ensemble des points de A z tels que s ( i , j )=  u, pour i<~j 
et u ~ A* fix6s. On note [u] le cylindre 
{s AZl s(0, ]u- ll)= u}. 
On appelle syst~.me dynamique symbolique ou sous-syst~me ('subshift') sur A un 
ferm6 de A z invariant par tr. 
Soient Aet  B deux alphabets, et soit Sun  sous-syst~me sur A. Un sous-syst~me 
S' sur Best  un facteur de S s'il existe un morphisme de S sur S', c'est-~-dire, une 
application continue surjective f :  S~ S' telle que 
foe= or'of, 
or et or' d6signant les d6calages ur A z et B z respectivement. S &ant compact, f est 
uniform6ment continue t par cons6quent, il existe un entier k c Net  une application 
de A 2k+~ dans B tels que, si s e Set  t =f (s ) ,  alors, pour tout i e Z, 
ti= a (s ( i -k ,  i+k+l ) ) .  
1.2. Propridtds dldmentaires 
1.2.1. Langages factoriels, langages prolongeables, ous-syst~.mes associ#s 
Soit u ~ A*; un mot u' est facteur (respectivement facteur gauche, facteur droit) 
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du mot u s'il existe deux mots u~ et u2 (respectivement un mot u~) tels que u = u~u'u2 
(respectivement u = u'ul, u = ulu'). 
Soit L un langage. On note F(L) le langage consistu6 par l'ensemble des facteurs 
des mots de L; remarquons que F(F(L))= F(L). 
Un langage L est factoriel si F(L) = L. I1 est prolongeable si, pour tout u e L, il 
existe a, a '~ A tels que aua'e L. I1 est transitif si, Vv, we L, il existe u e A* tel que 
vuw ~ L. 
Remarques. (1) Soit Lc  A+; il est clair que F(L*) est factoriel et prolongeable. 
Mais il existe une multitude de langages factoriels prolongeables qui ne sont pas 
de la forme F(L*). 
(2) Soit L , -A*  un langage factoriel, son compl6mentaire I = A* \L  est un id6al 
bilat~re de A*. Quand Ies t  l'id6al bilat6re engendr6 par une famille finie de mots, 
le sous-syst6me associ6/L L par la Proposition 1.2 (voir plus loin) est une chafne 
de Markov topologique. 
Proposition 1.1. Soit A un alphabet fini et L un langage factoriel infini. Soit L' 
r ensemble des mots de L ind6finiment prolongeables (u ~ L' ssi, pour tout n ~N, 
A"uA" c~ L ~ ~). Alors, L' est non-vide t c' est le plus grand langage factoriel prolonge- 
able contenu dans L. 
D6monstration. L &ant un langage factoriel, on peut trouver une suite infinie (u , ) ,~  
d'616ments de L telle que, pour tout n ~N, lu.[ = 2n+ 1. A tout u, associons un 
616ment s. ~ A z tel que s. ( -n ,  n + 1) = u,. 
Soit s = (a,) ,~z une valeur d'adh6rence de la suite (s,),~z. Tout bloc de s est 
616ment de L, puisqu'on peut l'inclure dans un mot u, pour n assez grand. Tout 
bloc de s est bien s~r ind6finiment prolongeable: ainsi, L' est non-vide. II est alors 
imm6diat que L' est le plus grand langage factoriel prolongeable indus dans L. [] 
Le r6sultat suivant est ais6 ~ 6tablir. 
Proposition 1.2. Soit S un sous-syst~me sur A, L( S) le langage constitud par l" ensemble 
des blocs d'dldments de S. L(S) est factoriel prolongeable t S est l'ensemble des 
~l~ments de A z dont tousles blocs sont dans L( S). 
L( S) est le langage associd au sous-systdme S, et r6ciproquement. Lorsque L( S) 
est transitif, on dit que S est transitif. 
1.2.2. Mono[de syntaxique, systdmes sofiques 
Soit A un alphabet et L ~ A*. On d6finit sur A* la relation d'Equivalence syntaxique 
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(associ6e ~ L), not6e ~, par 
u ~ u' <=~ {pour tous v, w ~ A*, vuw ~ L¢=~ vu'w ~ L}. 
La relation ~ est une congruence pour le produit de concat6nation: 
u ~ u' et v ~ v' impliquent uv ~ u'v'. 
L'ensemble quotient A* /~,  muni de sa structure naturelle de monoide, s'appelle 
le mono~de syntaxique de L; I1 se note ML (ou M s'il n'y a pas d'ambiguit6). La 
surjection canonique de A* sur Mr est le morphisme syntaxique de Let  se note q~L 
(ou q~). On v6dfie que r6quivalence syntaxique st la congruence la moins fine sur 
A* saturant L [16]. 
ML se r6duit A un point si et seulement si L = A* ou L = 0. 
Un langage dont le mono~de syntaxique st fini est rationnel; on sait [7] que la 
classe des parties rationnelles de A* est la plus petite classe contenant les parties 
finies de A* et stable pour les op6rations bool6ennes, pour le produit de deux parties 
et pour le passage au sous-monoide engendr6. De plus, si L est rationnel, F(L) est 
rationnel. 
Les sous-syst~mes a soci6s aux langages rationnels factodels prolongeables 
sont appel6s yst~mes sofiques. La famille des syst~mes sofiques forme la plus petite 
classe de sous-syst~mes contenant les cha~nes de Markov topologiques et stable par 
passage au facteur [21]. 
1.2.3. Mono~de syntaxique d'un langage rationnel 
Proposition 1.3. Soit L un langage strictement contenu dans A*, M son mono[de 
syntaxique. Les conditions uivantes ont dquivalentes: 
(a) Lest  un langage factoriel; 
(b) M poss~de un 61dment absorbant (not~ 0): 
VmeM,  m.O=O.m=O, 
et 
L= ~-~(M\{O}). 
D~moMtration. ((a)=:>(b)): A* \L  est un id6al de A*; il en r~sulte que c'est une 
classe d'~quivalence pour la congruence syntaxique de Let  que q~(A*\L) est 61~ment 
absorbant de M. 
((b)~(a)): Soit u = ulu'u2~ L On a 
~0( U ) ~--- ~0( UlU' U2) "~- ~0( Ul)~O (U') ~0 (U2). 
Mais q,(u) ~ O; par consequent, ,p(u') ~ 0 et u'~ L. L est donc factoriel. [] 
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1.3. Entropie d'un langage factoriel; entropie topologique 
Soit A un alphabet, L un langage factoriel contenu dans A*. On appelle entropie 
de L le nombre r6el 
h(L) = lim I log Card(L c~ An). 
n~oo n 
(Cette limite existe, car L est factoriel [6].) 
Soit Sun  sous-syst~me sur A. Son entropie topologique /hop( S) est 6gale/t l'entropie 
du langage associ6 L(S) [6]. 
Soit/.~ une mesure de probabilit6 invariante par o- sur (la tribu des bor61iens de) 
S. On note h(~)  l'entropie m6trique du syst6me dynamique (S, ~, or) (d6finition 
dans [18]). I1 est connu [6] qu¢ 
/hop(S) = sup{ h (/~) [/~ probabilit6 invariante sur S}. 
De plus, la borne sup6fieure st atteinte. 
Proposition 1.4. Soit A un alphabet, L un langage factoriel infini, L' la partie prolonge- 
able de L. Alors Let  L' ont m~.me entropie. 
D6monstration. Par d6finition de l'entropie, 0<~ h(L')<~ h(L). Si h(L)=0, il n'y a 
done den/ l  d6montrer. Supposons h(L') < h(L). 
Soit e > 0 tel que 
h(L ' )+e<h(L) -e .  (1) 
Il existe no e N tel que, pour tout n >I no, soient v6fifi6es les in6galit6s: 
Card(L'  c~ A n) < e (htL')+e)n < e (h(r)-e)n < Card(L r~ A n). (2) 
Posons E,= L\L'. Remarquons que par d6finition de L', pour tout u ~ ~ il existe 
n tel que A'~uAnc~L=O. Soit alors 
u E Ln  A m, 
m>In. II existe k~N,  tel que, pour tout 
AkuA k ~ L=O; (3) 
m et/c6tant ainsi fix6s, pour tout entier s posons Ps = 2k+ sm, et soit u = a la2 . . ,  ap~ 
Lc~ A ps. 
De (3) r6sulte que, pour tout i ~ { k + 1, k + 2 , . . . ,  ps - k}, le facteur alai+ 1...  a ~+,,_ 
de u est alors n6cessairement 616ment de L'. On en d6duit l'in6galit6: 
Card(L n A p~) <~ (Card A):k(Card(L'n Am)) s. 
Par cons6quent, en utilisant (2), 
e (h(L)-~)ps <~ (Card A) 2k e (h(L')+~)sm 
d'o~ 
e (h(L)-~)sm e -(h(L')+~)sm <~ (Card A)  2r e -(h(L)-~)2k. 
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Pour s choisi assez grand, cette in6galit6 contredit (1) et par cons6quent, h(L')= 
h(L). [] 
2. Codes: langages et syst~mes cod~s 
2.1. Ddfinitions 
Soit A un alphabet. Une partie X de A + est un code si elle engendre un 
sous-monoi'de libre de A*, ou, de fa~on 6quivalante, si tout u ~ X + admet une 
d6composition unique u = xlx2. . ,  xn en mots de X. 
Une partie Y de A* est pr#fixe (respectivement sufftxe) si aucun mot de Y n'est 
facteur gauche (respectivement facteur droit) d'un autre mot de Y. On v6rifie 
imm6diatement que toute partie pr6fixe (respectivement suffixe) de A + est un code, 
appel6 code pr#fixe (respectivement suffixe). 
Un langage Lc  A* est cod~ s'il existe un code pr6fixe X tel que L = F (X* ) .  Un 
sous-syst~me S sur A est un syst~me cod6 si le langage associ6 L(S) est cod6. 
Exemples 616mentaires. (1) {a, ab, bb} est un code suttixe (non pr6fixe). 
(2) X1 = {a, ba, bb} est un code pr6fixe, F(X*)= A* est donc un langage cod6. 
(3) {a, ba, ab} n'est pas un code, car le mot aba admet deux factorisations: a(ba) 
et (ab)a. 
Remarques. (1) Un syst6me cod6 est transitif. 
(2) Un syst6me cod6 poss~de un ensemble dense de points p6riodiques. 
2.2. Langages cod6s et automates 
Nous allons donner d'abord une caract6risation des langages cod6s, dont on 
d6duit imm6diatement que les syst~mes sofiques transitifs ont des syst~mes cod6s. 
Soit A un alphabet. Un automate de Fischer (Q, 0, q0) sur A est la donn~e: 
- d'un ensemble d~nombrable d'6tats Q, 
- d'une application 0 : Q x A*-> Q, v6rifiant la relation 
O(q, uv) = O(O(q, u), v) Vq ~ Q, u, v ~ A*, 
- d'un 616ment qo de Q, tel que 
O(qo, u) = qo pour tout u e A*. 
I1 r6sulte de la propd6t6 de 0 que cette application peut se d6finir par sa restriction 
~QxA.  
Le langage L reconnu par l 'automate (Q, ~b, qo) est l'ensemble des roots u e A* 
tels que O(q, u )~ qo pour au moins un 6tat q e Q; Les t  clairement un langage 
factoriel. 
Remarque. La repr6sentation---6quivalente--de Fischer consiste ~t d6finir un graphe 
dont les sommets forment l'ensemble Q\{qo} et dont les ar~tes ont ~tiquet6es dans 
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A, une ar&e d'6tiquette a au plus partant du sommet q. Les mots de L sont alors 
les 6tiquettes des chemins du graphe. 
Un automate de Fischer sur A est irrdductible si '¢q, q'~ Q\{qo}, 3 u e A*: ~b(q, u) = 
q'. 
Proposition 2.1. Soit L un langage sur A. Les conditions uivantes ont dquivalentes: 
(a) Lest codd; 
(b) Lest reconnu par un automate de Fischer irrdductible. 
D6monstration. ((a)=:>(b)): Soit x un code pr6fixe sur A tel que L= F(X*). Soit 
Q l'ensemble des facteurs gauches tricts de mots de X, le mot vide 1 compris, 
augment6 d'un 616merit qo. Posons, pour q ~ Q, q ~ A: 
I qa 
6(q, a )= 1 
qo 
si qa e Q\{q0} 
si qa ~ X, 
sinon. 
(la=a), 
Cet automate a les propri6t6s uivantes: 
(i) pour u e A*, ~(1, u) = 1 si et seulement si u s X*; 
(ii) pour tout q e Q\{qo}, ~(1, q) = q; 
(iii) pour tout q ~ Q\{qo}, il existe u e A* tel que qu e X et donc, tel que ~(q, u) = 1. 
De (ii) et (iii) r6sulte que (Q, ~, qo) est un automate irr6ductible. 
Soit L' le langage reconnu par (Q, qJ, qo) et montrons que L '= L De (i) r6sulte 
que X* c L'. Comme L' est factoriel, L = F(X*) c L'. 
R6ciproquement, soit u e L'. I1 existe q, q 'e  Q\{qo} tels que ~(q, u) = q'. Par (iii), 
il existe u'~A* tel que O(q ' ,u ' )= l  et donc (utilisant ( i i ) ) te l  que ~(1, quu')= 
6(g uu') = ~(q', u') = 1. D'apr~s (i) on a quu' e X* soit encore u ~ F(X*) = L Ainsi 
L ' c  L. 
((b)=*,(a)): Soit (Q, ~, qo) un automate irr6ductible sur A, L le  langage reconnu. 
Pour q e Q\{qo}, posons: 
Xq = {x e A+ I ¢,(q, x) = q et Yxl facteur gauche strict de x, qJ(q, x~) # q}. 
Xq est un code pr6fixe. F(X*) est eontenu dans L: en effet, 
X*={xea+lC , (q ,x )=q}c  L 
et Lest  factoriel. 
Lest contenu dans F(X*) :  u ~ L signifie qu'il existe q', q"e Q\{qo} avec qJ(q', u) = 
q". Par irr6ductibilit6, il existe u', u"e L tels que 
¢(q, u') = q' et #/(q", u") = q. 
On a donc 
¢,( q, u' uu") = q,( q', uu") = ¢(  q", u") = q. 
Donc u'uu"e X*,  et u e F(X*). Par cons6quent, L = F(X*) estun langage od6. [] 
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Corollaire 2.2. Les syst~mes sofiques transitifs ont codds. 
D6monstration. Les langages rationnels transitifs sont ceux qua sont reconnus par 
un automate irr6ductible avec un ensemble fini d'6tats [8]. [] 
Les syst~mes cod6s sont donc une g6n6ralisation aturelle des syst~mes sofiques 
transitifs: toutes les hypotheses de Fischer sont conserv6es, sauf la finitude de 
l'ensemble des 6tats. 
2.3. StabiliM par passage au facteur 
Tous les r6sultats de cette section tendent ~ 6tablir la propri6t6 suivante, calqu6e 
sur une propri6t6 fondamentale des syst~mes sofiques: un facteur d'un syst6me cod6 
est un syst6me cod6. 
Le r6sultat suivant est classique [22]. 
Lemme 2.3. Soient u et v deux mots quelconques. Les conditions suivantes ont 
dquivalentes: 
(a) {u, v} n" est pas un code; 
(b) u et v sont tous deux des puissances d'un m~me mot w. 
Corollaire 2.4. Soit L un langage sur A. Les conditions uivantes ont dquivalentes: 
(a) il existe un mot u tel que L* c {u}*; 
(b) pour tout n ~ N, Card(L* n A") <~ 1. 
D~monstration. I1 est clair que (a) implique (b). Montrons que (b) implique (a). 
Soit u mot de longueur minimale tel que L* n {u}* # 0; nous allons prouver que 
L*~{u}*. Soit v~ L* et soit k tel que uk~ L*. Les mots vu k et ukv ont m6me 
longueur et donc, par hypoth~se, vu k = ukv. S iv  = u, v ~ {u}*; supposons v # u. 
L'ensemble {u, v} n'est pas un code et d'apr~s le Lemme 2.3 u et v sont puissances 
d'un m6me mot w. La d6finition de u implique que w = u et l'on a encore v ~ {u}*. [] 
Le r6sultat suivant, dont la d6monstration utilise le Corollaire 2.4, constitue 
l'argument principal clans la d6monstration de la stabilit6 des syst6mes cod6s. 
Proposition 2.5. Soit L un langage sur A. F( L*) est un langage codd. 
D6monstration. 
Cas 1: pour tout n ~ N, Card(L* n A")~< 1. D'apr~s le Corollaire 2.4, il existe un 
mot u tel que L* c {u}* et par cons6quent, F(L*) c F({u}*). R6ciproquement, L* 
contient des mots arbitrairement longs et donc F({u}*)c  F(L*). Ainsi F(L*)= 
F({u}*) et F(L*) est cod6. 
Cas 2: il existe n ~ N tel que Card(L* c~ A" )> 1. Remarquons d'abord que, pour 
tout k, Card(L* c~ A k~) > 1. Soit donc (k , ) ,~s la suite rang6e par ordre croissant des 
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entiers positifs tels que L* c~ A k. # O. Pour tout n ~ N, fixons un mot u,, ~ L* c~ A kn 
et soit 
Y = {u lu2 . . .  uivl i > O, v ~ L* n A k,+,, 19 # Ui+l}. 
Y est un code pr6fixe contenu dans L*; montrons que L*~ F(Y) .  
Soit w~L*  et j l'entier tel que [wl=kj. Si w#uj ,  w est facteur du mot 
u~u2. . ,  u j_ lw s Y" ainsi, we F(  Y ) .  Si w= uj, west ,  d'apr6s la remarque initiale, 
facteur d'au moins un mot de la forme u~ . . .  u j . . .  upv, v#up+~,  [v[=kp+l, p>j ,  
donc, fi nouveau, w ~ F(Y).  
Les inclusions Y c L* ~ F(Y)  impliquent les 6galit6s 
F(  L*)  = F (  Y )  = F (  Y*) .  [] 
Introduisons maintenant quelques d6finitions et notations. Soit u = a la2 . . ,  ap 
J -  . . .  a~. Soit k ~ N; on note s k l 'application A*; pour 1<~ i<~j<~p on note u i a ia i+ l  
partielle de A* dans (Ak)  * d6finie par 
s (u) = U 1 U 2 • . . Up- -k+ 1. 
Pour tout langage L sur A, le langage L (k)= Sk(L) sur l 'alphabet A k est appel6 
suspension d 'ordre  k de L. 
L~ of 1 elle est d6finie, l'application Sk est injective. 
Remarque 2.6. Si L est un language factoriel (respectivement prolongeable), L (k) 
est un langage factoriel (respectivement prolongeable). 
Remarque 2.7. Soit u = a la2 . . ,  tip E A*, avec p >I k, et supposons que 
Sk( U 2) = blb2 . . . b2o-k+l, bi e A k, i = l ,  . . . , 2p. 
Soit z = bp-k+lbp-k+2. . ,  bp. On a alors la relation 
sk( u 2 ) = sk( u)zs ( u). 
Plus g6n6ralement, v et v' 6tant deux mots quelconques dans A*, on a la formule 
s,,( vuuv') = vu )zsk( uv'). 
La proposition suivante servira ~ montrer que les syst6mes cod6s sont stables par 
l 'application correspondant a la suspension d'ordre k sur les langages associ6s. 
Proposition 2.8. Soit L un langage factoriel  et L (k) sa suspension d 'ordre  k. 
(1) Les entropies de Let  L (k) sont ~.gales. 
(2) Si Les t  un langage cod~, il en est de m~me de L (k). 
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D6monstration. (1) On a l'6galit6 
Card(L<k) n (Ak) n) = Card(L n A"+k-~). 
L'6galit6 des entropies e d6duit alors de la d6finition de celles-ci. 
(2) L &ant un langage cod6, soit Y un code tel que L = F(Y*) .  Soit u = ala2. . ,  ap 
un mot de A* appartenant h Y*, avec p i> k: Supposons que 
Sk(U2)=blb2...b2p-k+l, b i~A k , i= l , . . . ,2p -k+l ,  
et soit z d6fini comme dans la Remarque 2.7. Posons W = Sk (U Y 'U)z  et montrons 
que L (k) = F(W) .  
Soient wl, w2, . . . ,  w, des 616ments de W. Pour i = 1 , . . . ,  n, soit yi ~ Y* tel que 
wi = Sk(UyiU)Z. On a la relation 
Sk(Uy~U. uy2u.. ,  uynu)= WlW2... WnSk(Uy, U). 
et par cons6quent, d'apr6s la Remarque 2.6, w~ w2.. • wn ~ Ltk); donc IV* c L ~k). 
R6ciproquement, soit v ~ L <k) et soit t ~ L tel que sk(t) = v; soit y e Y* admettant 
t pour facteur: v est alors un facteur de Sk(y) et /l plus forte raison de sk(uyu)z. 
Doncv  E F (W)  et par cons6quent, L <k) c F (W) .  Les inclusions 
W* ~ L <k) c F(W)  
impliquent que U k) = F (W*)  et donc U k) est un langage cod6 d'apr~s la Proposition 
2.5. [] 
Soient A et B deux alphabets. Un morphisme f:A*--> B* est alphabdtique si 
f (A )  c B. Pour Lc  A*, le langage f ( L )  est une image alphabdtique de L. 
Remarque 2.9. Toute image alphab6tique d'un langage factoriel (respectivement 
prolongeable) est un langage factoriel (respectivement prolongeable). 
Proposition 2.10. Soient A et B deux alphabets, f :A*-->B* 
alphabdtique, L un langage factoriel sur A. 
(I) h(f(L))<~h(L).  
(2) Si Les t  un langage codd, il en est de m~me de f (L ) .  
un morphisme 
D6monstration. (1) f &ant un morphisme alphab&ique, on a l'in6galit6 
Card(f(L)  n B n) ~< Card(L c~ A") 
et par cons6quent, h( f (  L) ) <~ h( L). 
(2) Supposons que L soit cod6. II existe yc  A* tel que L= F(Y) .  On v6dfie 
ais6ment, en appliquant notamment la Remarque 2.9, que 
f ( L )= F ( ( f (Y ) ) * ) .  
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Le langage f (Y )  n'est pas g6n~ralement pas un code, mais il suffit d'appliquer la 
Proposition 2.5 pour en d~duire que f ( L )  est cod6. [] 
Nous sommes maintenant en mesure de montrer le th6or~me suivant. 
Th~,or~me. Tout facteur d'un systdme codd est un systime codd. 
D6monstration. Soit Sun  syst~me cod6 sur A, L= L(S) le langage associ6, S' un 
sous-syst~me sur B, f une surjection continue de S sur S' commutant avec les 
d6calages (cf. Section 1.1). I1 existe alors k ~ N et une application a : A 2k÷~ --> B telle 
que (f(s))~ = a (s(i  - k, i + k + 1)), s ~ S, i ~ 7. L'application f se factorise sous la 
forme f=f2of l  off f~:S->(A2k+~) zes t  l'injection continue commutant avec les 
d6calages d6finie par 
( f l ( s ) ) i=s( i -k , i+k+l ) ,  s~S, i~Z 
et f2 :f~(S)~ B z est l 'application continue commutant avec les d6calages d6finie par 
(f2(t)) i=t~(t,),  t~f l (S ) , i~ ' .  
(1) Le sous-syst~me f l (S)  de (A2k+l) z a pour langage associ6 la suspension 
L (2k+1) = S2k+I(L). En effet, soit t eft (S) ;  tousles blocs de t sont par d6finition dans 
L(2k+~); et r6ciproquement, tout 616ment de (A2k+t) z ayant cette propri&6 est l'image 
par f~ d'un et un seul 616ment de S. 
(2) Si 6 : (A2k+l) *--> B* est le morphisme alphab&ique induit par rapplication a 
et si L '= L(S') est le langage associ6 au sous-syst~me S', la relation S' =f2[f~(S)] 
implique L '= ~(L(2k÷~)). Les Propositions 2.8 et 2.10 montrent alors que L' est un 
langage cod6. [] 
Corollaire 2.11. Les syst~mes codes sont stables par homdomorphisme ( conjugaison 
topologique ). 
2.4. Codes prefixes et rayon de convergence 
Dans cette partie, nous d6crivons une classe de mesures invariantes sur les syst~mes 
cod6s et d6duisons de ses propd6t6s une minoration de l'entropie topologique. Nous 
nous sommes notamment inspir6s des id6es de Gurevic [9]. 
Soit L un langage sur A; on appelle rayon de convergence de Let  on note PL le 
rayon de convergence de la s6rie ~,>o Card(Lc~ A")z". 
Le r~sultat suivant est classique. 
Proposition 2.12 ([7]). Soit X un code prdfixe, X*  le sous-monoi'de engendr~. 
(1) On a toujours 0 ~ Px* <~ Px. 
(2) Si Px* < Px, alors Px* est runique solution de l'Equation 
z Ixl= 1. 
x~X 
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(3) Px*  = Px si et seulement si Px < +oo et ~,x~x p~l <~ 1. 
(4) Si X est une partie rationnelle de A* (notamment si X est fini) Px* < Px et donc 
Xx X p l. = 1. 
Remarque 2.13. Soit X un code pr6fixe infini. Pour tout n sN, soit X ,= 
{x ~ X[Ix I <~ n}. I1 est imm6diat que la suite (p~).~N est d6eroissante. Elle converge 
vers px*: en effet, soit p sa limite; pour n~N, Y~x~x. plXl<~x~X, pl~c~, = 1 et done 
~x pt~l<~ 1; par eons6quent, Px >! p >~Px*; si l'on avait p> Px* eela impliquerait 
(Proposition 2.12(2)) ~x~x p~l.= 1, puis ~x  pil l> 1, ee qui est absurde; done 
Px* = P = lim._,~ p~.  
Nous utiliserons 6galement le r6sultat suivant: 
Lemme 2.14 ([18]). Soient (p.).~N et (q.).~N deux suites de rdels positifs ou nuls 
telles que 
~ P,,= X q , ,= l .  
n~lM n~N 
Alors 
- ~ P. log P--2-" <~ O. 
n~N qn 
De plus, l' dgalitd n' est atteinte que si, pour tout n, p. = qn. 
Soit X un code pr6fixe,/z une probabilit6 invariante sur X z (munie du d6ealage 
crx). La longueur moyenne de X pour p. est le nombre 
l (X , /z )= Z 
x~X 
Proposition 2.15. Soit X un code pr#fixe, tz une probabilitd invariante sur X z, h(Iz ) 
son entropie. 
(1) On a l' indgalit~ 
h(iz ) <~ - I (X ,  /z ) log px*. (4) 
(2) Dans (4), l'dgalitd est atteinte si et seulement si les deux conditions uivantes 
sont satisfaites : 
(a) X p~L = 1, 
x~X 
(b) /.~ est la probabilitd e Bernoulli sur X z ddfinie par/z([x]) = p~l., x ~ X. 
D6monstration. (1) Soit P = {[x] Ix ~ X}. P constitue une partition g6n6ratrice de 
(X z, crx). On a (cf. [18]) 
h(I.~)= h(P, o'x)<~h(P) =-  ~, /.~([x])log/.~([x]). (5) 
x~X 
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D'apr~s la Proposition 2.12 il existe c~ > 1 tel que c Y.x~x p~l. = 1 et done, d'apr~s 
le Lemme 2.14 on a 
~([x] )  <~ 
/z([x]) log cp~¢l. O, (6) -E  
x~X 
soit encore 
-E  
xEX 
/z([x]) log/~([x])~<-log c - • Ix l~([x]) logpx*,  
x~X 
soit en tenant compte de (5) 
h(/~) <~ - log c - l(X, lz) log Px*, (7) 
ce qui d6montre l'in6galit6 (4). 
(2) Pour que l'on ait h( /z)=- l ( /~,  X) log  px*, compte tenu du Lemme 2.14 et 
des in6galit6s (6) et (7), il est n6cessaire h la fois que c = 1 et que /x([x])= p~l., 
x e X; en outre, l'6galit6 n'est atteinte dans (5) que pour une mesure jz de Bernoulli, 
ce qui ach6ve la d6monstration. [] 
X &ant un code pr6fixe, soit/2 c X z x• l'ensemble des couples ((x,).~z, i) tels 
que 1 ~< i <~ Ixol. On d6finit l 'application T: 12 --> O par 
T((x,),Ez, i )=~ ( (xn) ,~z , i+ l )  si i<lxol, 
[ ((x,+l),~z, 1) si i=  Ixol. 
X z et /2 sont suppos6s munis de leurs tribus bor61iennes respectives. Le syst~me 
(/2, T) est la tour associde ~X.  X z s'identifie ~ la base X z x {1} de/2.  Moyennant 
cette identifcation, toute probabilit6 invariante 12 de (12, T) induit sur (X z, trx) 
une probabilit6 invariante d6finie, pour tout bor61ien U de X z, par 
~(u) = 12(U x {1}) 
12(x" x{1}) 
Remarquons que, 12 &ant invariante, on a Y.xEx Jxi12([x] x{1})= 12(12)= 1. II en 
r6sulte que 
1 
t(x, ~,)= E Ixlt~([x])= 
x~x g(XZx{1}) 
et donc, en particulier, l(X, la.)< +oo. 
R6ciproquement, toute probabilit6 invariante/z de (X z, trx) telle que l(X, p.) < 
+0o est ainsi induite par une probabilit6 invariante unique t2 de (/2, T). On a de 
plus la formule d'Abramov 
h( /2 ) / (~,X)= h(/.t) (voir[1]). 
Notons enfin que si l'on munit X de la topologie discr6te, X z de la topologie 
produit, /2 re~.oit une structure topologique naturelle pour laquelle T est une 
application continue; mais /2  n'est compact pour cette topologie que si X est fini. 
Systdmes  codds  31 
Un code pr6fixe X est rdcurrent positif s'il v6rifie les conditions 
Z p~l= 1 et Y. Ixlp l.< +oo. 
xEX xEX 
Remarque. Un code pr6fixe X tel que px. < px est r6current positif: la condition 
y~x~xp~cl.=l d6coule de la Proposition 2.12(2); soit d'autre part p tel que 
px* < P < px : pour Ixl assez grand, Ixlp~t. < p~t et done Y.~x pill < +oo implique 
Y.~x Ixlp~c 1. < +oo. 
Proposition 2.16. Soit X un code prdfixe, (D, T) la tour associ~e. 
( 1 ) Lorsque ~ ddcrit r ensemble des probabilitds invariantes sur (12, T), sup a h (12) = 
-log Px*. 
(2) II existe une probabilitd invariante sur 12, ~, et une seule, telle que h(12)= 
-log gx* si et seulement si X est rdcurrent positif. Dans ce cas 12 est l' unique probabilitd 
invariante ( ergodique ) sur 12 induisant sur X z la probabilitd lz de Bernoulli ddfinie par 
~([x]) = p~l., x~X.  
D6monstration. (1) Soit fi une probabilit6 invariante sur /2 et /z la probabilit6 
invariante induite sur X z. II r6sulte de la formule d'Abramov et de la Proposition 
2.15(1) que 
h(~,) 
h(/2) = ~< - log Px*. 
l(X, lz) 
Pour tout n e N, soit X, = {x ¢ X IIxl .}. s'identifie avec une partie mesurable 
invariante de X z, mais par la Proposition 2.15(2) c'est aussi le support d'une 
probabilit6 invariante /~, dont l'entropie h(#,) v6rifie l'6galit6 h(/~,)= 
- I (X ,  I~,)log px*.. Soit /2, l'unique probabilit6 invariante sur 12 induisant/z, sur 
X z. D'apr6s la formule d'Abramov h(12.) = - log px*.. Or, d'apr6s la Remarque 2.13, 
l im, Pxz = Px*. Done l im, h(12,) = - log Px*. 
(2) I1 r6sulte de la Proposition 2.15(2) que l'6galit6 h(12)=- log px* est v6rifi6e 
si et seulement si ~x~x p~l. = 1 et si /x est la probabilit6 de Bernoulli d6finie par 
/~([x]) = p~l., xe X, ce qui suppose que 
Y~ Ixlp~ I-= E Ixl~([x])<+oo. 
xeX xeX 
L'6nonc6 s'en d6duit. [] 
Soit f : .O~A z l'application 'projection' d6finie par f ( (x , ) , ,z ,  i )=(a, ) ,~z o3 
(a.),~z est l'unique 616merit de A z tel que, pour tout n EN, 
avec 
et 
X- -nX-n+l  • . . X - IXoX I  • • • Xn  = a-pa-p+l  . . • a - laoa l  . . • aq -1 ,  
p + q = Ix_ .x - .+ l .  • • x-~xoxl.. ,  x.[ 
P=Ix - ,x - .+1.   . X-ll+ i -1 .  
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f est une application continue telle que fo T = trof. Si S est le systbme sur A associ6 
au langage F(X*) ,  alors f(12) ~ S. 
Proposition 2.17. Soit fL une probabilit3 ergodique sur (12, T) et fr of --1 son image 
par f sur (A z, tr). Alors on a h(l~ ° f  -l) = h(g). 
D6monstration. La partition a = {[a]la ~ A} est g~n6ratrice pour le syst~me (A z, o-) 
et par consdquent (cf. [18]), 
h(12of-~)= h(a, tr). (8) 
Soit la partition /3 =f - l (a )={f -~[a] la  cA} de 12. Comme f commute avec les 
d6calages T et tr, on a 
h(/3, T) = h(a, o-). (9) 
La partition/3 n'est pas n6cessairement g6n6ratrice pour le syst6me (12, T). Cepen- 
dant soit B une partie mesurable de la base xZx  {1} telle que/2(B) > 0 et soit la 
partition /38 ={B, 12\B}. On d6montre (cf. [10, Proposition 4.12]) que, /2 6tant 
ergodique, la partition /3 v/38 est g6n6ratrice (modulo 0) pour le syst6me (O, T). 
Par cons6quent, 
h(/3 v/38, T)= h(/2). (10) 
D'autre part, on ales in6galit6s (el. [18]) 
h(/3, T) <~ h(/3 v/38, T) <~ h(/3, T) + h(/3B). (11) 
Mais h(/3B) = -/2(B) log/2(B)-(1 -/2(B))log (1 -/2(B)); donc, choisissant /2(B) 
assez petit, h(/3n) peut &re rendu arbitrairement petit. I1 r6sulte alors de (10) et 
(11) que 
h(fl, T) = h(/Y,) (12) 
puis, de (8), (9) et (12), que h(/~of -~) = h(/£). [] 
Proposition 2.18. Soit X un code rdcurrent positif, 12 la probabilitd ' entropie - log px* 
sur 12. Alors Vu E F(X*) ,  f~ of-l([u]) > O. 
D~monstration. II existe un mot v de X* ayant u pour facteur. Par d~finition de/2, 
of-'([v]) ' 
donc afortiori/£of-l[u]) > 0. [] 
3. Syst~mes eod6s synchronisants 
3.1. Le monoFde syntaxique des syst~mes synchronisants 
Soit (Q, 0, qo) un automate de Fischer irr6ductible. Pour tout u darts A*, on note 
t~ l'application de Q dans Q d6finie par q-~ q~= 0(q, u). L'application u &ant 
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not6e fi droite de l 'argument q, on  a la re lat ion uv = ~,  u, v ~ A*, de sorte que u -~ 
est un morphisme de A* dans le monoide des applications de Q dans Q. 
On dit que (Q, ~b, qo) est de degr~fini s'il existe un mot u appartenant au langage 
reconnu tel que Im ~ = {q6lq ~ Q} soit un ensemble fini. On pose 
cQ(u) =Card({q~[q ~Q}\{qo}). 
Par d6finition du langage reconnu par (Q, 6, qo), pour u ~ L, co(u)>>-1; en outre, 
pour tous u, v, v' dans A*, cQ(vuv')<~cQ(u). Le nombre d=inf~LCQ(U)>>-I est 
appel6 degrd de ( Q, ~b, qo). 
Un langage cod6 Lest  synchronisant s'il existe au automate de Fischer de degr6 
1 reconnaissant L. Le syst~me S associ6 est aussi appel6 synchronisant. 
La proposition suivante 6tend un r6sultat de Fischer [8] sur les langages rationnels 
transitifs. 
Proposition 3.1. Tout langage codd reconnu par un automate de degrd fini est syn- 
chronisant. 
D6monstration. Soit L un langage cod6 et soit C = (Q, ~, qo) un automate de degr6 
d le reconnaissant. 
Sur Q d6finissons la relation d'6quivalence - par 
p ~ q <:~ {Vu ~ A*, ~b(p, u) = qo<:~ (q, u) = qo}. 
Cette relation est 'r6guli6re ~ droite': sip ~ q, pour tout u ~ A* on a g/(p, u) = ~(q, u). 
Soit (~= Q/ - ,  4 la classe d'6quivalence de q ~ Q, et soit ~: (~x A* --> (~ rapplica- 
A A A 
tion d6finie par ~b(q, u )= ~(q, u). Notons ~=(Q,  ~, qo). 
(a) Montrons que L (~)  = L. Il est imm6diat que L (~)  c L. R6ciproquement, soit 
u ~ L. L 6tant prolongeable, il existe v ~ A + tel que uv e L. Soient p et q dans Q\{qo} 
A A 
tels que ~p(p, uv) = q. Cette 6galit6 implique que r = ~b(p, u) ~ qo. Comme ~(p, u) = ~, 
u~L(~). 
(b) Montrons que le degr~ de ~ est 1. Soit u ~ L tel que co(u) = d. V6rifions que 
s ip  et q sont deux points  de Im u\{qo}, alors p - q. 
Soit v~A*  tel que O(p, v )=qo.  Si l'on avait O(p, v )# qo, cela impliquerait 
1 <~ Card(Ira ut~\{qo}) < d, contrairement/t la d6finition de d. On a donc p ~ q. De 
plus, puisque q # qo et ~o={qo}, dans ~ on a Card(Im(t~)\{q0} ) = 1 et ~ est de 
degr6 1. [] 
Soit M un monoi'de muni d'un 616ment absorbant 0. Un iddal O-minimal (respec- 
tivement ti gauche, d droite) est un id6al (respectivement ~ gauche, /l droite) I 
non-r6duit ~ 0 et ne contenant aucun id6al (respectivement/L gauche, ~ droite) autre 
que {0} et lui-m~me. 
Lemme 3.2. Soit I une partie de M diff&ente de {0}. Les assertions uivantes ont 
dquivalentes: 
(a) Iest  un iddal O-minimal (respectivement fi gauche, d droite); 
(b) pour tout m ~ I\{0}, MmM = I (respectivement mM = I, mM = I). 
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D6monstration. Montrons l'6quivalence pour un id6al 0-minimal. 
( (a )~(b) ) :  Soit I un id6al 0-minimal, m ~ I\{0}. MmM est un id6al contenu 
dans Ie t  diff6rent de {0}, car M poss6de un 616ment neutre. I1 est donc 6gal ~ I. 
( (b )~(a) ) :  L'6galit6 MmM= I implique que I est un id6al. Soit J un id6al 
contenu dans Ie t  diff6rent de {0}. Pour tout m s J\{0}, I = MmM c J C I, donc 
J= I .  [] 
Le r6sultat suivant donne la structure du monoide syntaxique d'un langage 
synchronisant. 
Proposition 3.3. Soit L un langage synchronisant, p:A*--> M son morphisme syn- 
taxique. 
(1) M contient un unique ideal O-minimal I. 
(2) I es t  la r~'union (disjointe si on ne tient pas compte de O) de la famille (R j )~j  
(respectivement ( Lk)k~tc ) des iddaux O-minimaux ~ droite (respectivement h gauche) 
de M. 
(3) Pour tout couple (j, k)~ J x K, Card(R jn  Lk\{O}) = 1. 
D6monstration. (1) Soit (Q, ~, q0) un automate de degr6 I reconnaissant L, L '= 
{ueA*lco(u)< l}, I = 
(a) 1 est un id6al: en effet, L' est un id6al, puisque si v, v'~ A*, cp(vuv') <~ co(u ). 
Son image I par le morphisme surjectif q~ est done un idefil. 
(b) Montrons que si m ~ Ie t  m' ~ M sont tels que mm'm ~ O, alors mm'm = m. 
Soient u et u' dans A* tels queu~ L', ~p(u)= m, ~p(u')= m'. Alors, uu'u ~ L' et 
il existe q ~ Q tel que Im t~ = Im uu'u = {q, qo}. On en d6duit que qu'u = q, puisque, 
pour v, w ~ A*, p ~ Q, p~'f f  = pvu"~uw et par cons6quent, vuw e L<=~ vuu'uw ~ L. 
Donc q~(uu'u)= ~p(u) et mm'm = m. 
(c) Ies t  un id6al 0-minimal: d'apr~s le Lemme 3.2 il suffit de montrer que pour 
tout m e I\{0}, MmM = I. 
Or, soient met  m' dans I\{0}. L 6tant transitif, il existe net  n' dans M tels que 
m'nmn'# 0; donc, d'apr6s (b), m'nmn'm'= m' et par cons6quent, m'e MmM. Ainsi 
I c MmM. L'inclusion contraire r6sulte de ce que Ies t  un id6al. 
(d) I est l 'unique id6al 0-minimal de M. Soient en effet I et I '  deux id6aux 
0-minimaux de Met  m ~ I\{0}, m' ~ I'\{0}. L 6rant transitif, il existe n ~ M tel que 
mnm'# O. Mais mnm'~ I n I' et cet ensemble 6tant un id6al, par minimalit6, I = 
I c~ I' = I'. 
(2) (a) Soit m ~ I, montrons que mM (respectivement Mm) est un id6al 0-minimal 
droite (respectivement/L gauche). D'apr6s le Lemme 3.2, pour 6tablir la premiere 
assertion, il suflit de montrer que pour tout m'e mM\{O}, il existe m"~ M tel que 
m' m" = m. 
Soit done m'~ raM\{0}. Soit n tel que m'= ran. L 6tant transitif, il existe n'E M 
tel que m'n'm = mn.n 'm #0.  Mais d'apr6s (1)(b), mnn'm = m, d'ofl m'(nm) = m. 
Notons d6sorrnais (Rj)j~j et (Lk)k~r les families des id6aux 0-minimaux/L droite 
et ~ gauche respectivement. 
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(b) Montrons que I = I,_]j~j Rj = [,-Jk~r Lk. Soit j  e J. Le langage L 6tant ransitif, 
l existe m e Rj n (I\{0}), done Rj ~ I et [,.Jj~j Rj c I. R6ciproquement, il r6sulte de 
ia) que chaque 616ment de Ies t  contenu dans un id6al 0-minimal/ l  droite, done 
_)j~j Rj = I. Du m6me raisonnement pour les Lk, l'6nonc6 se d6duit. 
(3) Soit (j, k) e J x K, m e R~\{0}, m'e  Lk\{0}. Par transitivit6 de L il existe n e M 
:el que n '= mnm'~O.  Comme n 'e  R~ c~ Lk, cette intersection 'est pas r6duite 
'616ment 0. 
Supposons maintenant que met  m' soient deux 616ments distincts de Rj c~ Lk. I1 
~xiste dans M des 616ments net  n' tels que mn= rn' et n'm = m' (cf. Lemme 3.2). 
L 6tant ransitif et en utilisant (1)(b), il existe n" tel que m = mnn"n'm = m'n"m' = m'. 
Done Card(R~ c~ Lk\{0}) = 1. [] 
De la d6monstration de la proposition pr6c6dente, nous extrayons le r6sultat 
~uivant pour nous y r6f6rer par la suite (premiere partie (b)). 
Proposition 3.4. Soit L un langage synchronisant, M son monoi'de syntaxique, I r iddal 
O-minimal de M. Soit m e Ie t  n e M des dldments tels que mnm ~ O. Alors mnm = m. 
La proposition suivante montre que pour un langage cod6 synchronisant, un id6al 
0-minimal a droite dans son monoide syntaxique peut constituer l'ensemble des 
6tats d'un automate reconnaissant le langage. 
Proposition 3.5. Soit L un langage synchronisant, q~:A*-~ M son morphisme syn- 
taxique, R un iddal O-minimal gl droite de M. Soit ~ = (R, ~0, O) l 'automate dont 
l'ensemble des dtats est R et oft 0/est l'application d#finie par O/(r, u) = r~(u). Alors 
(1) ~ est un automate de degrd 1 reconnaissant L 
(2) Soit MI = {ul u e A*}. L'ensemble 2VI muni de la composition des applications et 
le monoi'de syntaxique M sont isomorphes. 
D6monstration. (1) Soit L (~)  le langage reconnu par ~.  Soit u e L et re  R\{0}. L 
6tant transitif, il existe m e M tel que rm~o(u)g 0 et done qJ(r, m, u )~ 0. Ainsi 
L c L (~) .  L'inclusion inverse est 6vidente, done L(~)  = L 
Soit maintenant re  R\{0} et u e A* tels que ~0(u) = r. Soit r 'e  R\{0} tel que r'r ~ O. 
R 6tant un id6al 0-minimal a droite, d'apr~s le Lemme 3.2 il existe m e M tel que 
r '= rm, done r'r = rmr = r (cf. la Proposition 3.4). Par cons6quent, qs(r', u) = r'~p(u) = 
r'r = r. Ainsi Im t~\{0} = {r} et oR(u) = 1. L'automate st de degr6 1. 
(2) Les applications u ~ ,p(u) et u -, ~ 6tant des morphismes de A* sur M et ~lr 
respectivement, il suflit de montrer que, pour u, v e A*, q3(u) = ¢(v) si et seulement 
si f i=~. 
Supposons q,(u) = q,(v). Soit re  K On a n7 = rq~(u) = rq~(v) = r~, done fi = B. 
R6ciproquement, supposons t~ = ~. Soient wet  w' dans A* tels que wuw'e L. II 
existe r et r' clans R\{0} tels que ~- '~ '= r' et l'on a 
rwuw-----' = r~ '= r6t~'  = ~ ,  
done wvw'e  Let  ¢(u) = ~(v). [] 
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Remarques. (1) Deux id6aux 0-minimaux h droite sont isomorphes. La structure 
alg6brique de ~ est done ind~pendante du choix de R. 
(2) Si L est un langage cod~ rationnel, son monoide syntaxique st fini et Lest  
synchronisant. Tout automate de Fischer ayant un nombre minimum d'6tats et 
reconnaissant L est isomorphe h l'automate ~ de la proposition pr6c6dente. 
3.2. Isomorphismes finitaires 
Nous rappelons ici certains r6sultats de [19] sur les isomorphismes finitaires entre 
eha~nes de Markov et sch6mas de Bernoulli. 
Soient A et B deux ensembles d6nombrables munis de la topologie discr&e, A z 
et B z munis de la topologie produit et du d6ealage o- (qui est une application 
continue). 
Remarque. Soit G une partie de A z et f :  G-> B z, soit x ~ G. La continuit6 de f au 
point x signifie qu'il existe n ~ N tel que, pour tout y ~ (3, la condition y( -n ,  n + 1) = 
x( -n ,  n + 1) implique (f(Y))o = (f(X))o. 
Soient/~ et v des probabilit6s invariantes par o" sur A z et B z respectivement. Les 
syst~mes dynamiques (A z, o',/z) et (B z, or, v) sontfinitairement isomorphes 'il existe 
deux parties mesurables invariantes G c A z et H c B z et une bijection bicontinue 
f :  G--> H telles que 
(a) i z (G)=v(n)= l; 
(b) f commute avec o'; 
(e) l'image par f de la mesure/z soit v. 
La notion que nous introduisons maintenant va jouer un r61e crucial. 
Soit E un ensemble d6nombrable d'&ats, p une probabilit6 invariante de Markov 
sur E z. Soit F une partie mesurable de E z. Pour tout i ~ N* on pose 
F/= {~o ~ EZ]~o ~ F, cr(o~) ~ F , . . . ,  o'i-'(oJ) ~ F, o'i(o~) ~ F}. 
On dit que F est d temps de retour exponentiellement d6croissant (en abr6g6 t.r.e.d.) 
s'il existe c ~ [0, 1)et d > 0 tels que, pour tout i ~ N*, p(G)  <- dc i. 
On dit que F est une partie presque ouverte (respectivement presqueferrn6e) si F 
est 6gale ~ une partie ouverte (respectivement ferm6e) hun  ensemble de mesure 
nulle pr6s. 
Proposition 3.6 ([19]). Soit (E z, o-,/~) une chafne de Markov mdlangeante, avec E 
ddnombrale. Les conditions uivantes ont 6quivalentes: 
(a) (E z, o-,/z) est finitairement isomorphe ~un schema de Bernoulli; 
(b) toute partie mesurable F de E z qui est d la fois presque ouverte t presque fermde 
est t.r.e.d.; 
(c) il existe ee E tel que le cylindre [e] ={(en)n~ze EZleo = e} soit t.r.e.d. 
Nous reprenons maintenant les notations de la Section 2.4. 
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Propos i t ion 3.7. Soit X un code pr~.fixe rdcurrent positif. Soit (/2, T) la tour associde 
X et soit 12 l'unique probabilitd invariante sur/2 d'entropie h(/2) = - log px*. 
(1) (/2, T,/2) est isomorphe fi un schdma de Bernoulli si et seulement si 
PGCD{]xl I x ~ X}= 1. 
(2) (/'2, T,/2) est finitairement isomorphe fi un schema de Bernoulli si et seulement 
si en outre Px* < Px. 
D6monstrat ion .  (1) Soit f : /2  --> E z la bijection bieontinue d~finie parf((x,)n~z,  i) = 
(en).~z, of 1 E ={(x, i ) [xeX ,  1 i <lxl} et 
(e0, e,, e2, e3, . . .  )= ((Xo, i), (Xo, i+ 1) , . . . ,  (Xo, Ix01), (x,, 1), (11 ,2) , . . . ,  
(xl, Ix,l), (x=, 1),.. .  ), 
(e_,, e-2, e-3, . . .  )=((go, i - l ) ,  (go, i -2 ) , . . . ,  (go, 1), (x- i , [x-x]) , . . . ) .  
f commute avec les d6calages de 12 et E z (i.e., fo  T= ~r of). Soit p la probabilit6 
sur E z image de/2 parf .  I1 r6sulte de la d6finition de/2 (cf. la Proposition 2.16(2)) 
que pest  la probabilit6 de Markov d6finie par les probabilit6s de transition 
1 si x '=x  et i '= i+1,  
P(x, i)(x', i ')= p~¢'l, si i=]x Iet i '= 1, 
0 darts les autres eas. 
Par cons6quent, lesyst~me (E z, ~r, p) est m61angeant si et seulement si PGCD{Ixl I x c 
X} = 1 et dans ce eas il est isomorphe/l un seh6ma de Bernoulli (r6sultat classique, 
dont nous ne connaissons pas de r6f6renee), mais (/2, T,/2) et (E z, tr, p) sont 
(finitairement) isomorphes. 
(2)(a) Supposons que px* = px et montrons qu'alors (12, T,/2) n'est pas finitaire- 
ment isomorphe ~ un sch6ma de Bernoulli. 
Pour x~X,  posons [x, 1]={(e,) ,~z~EZleo=(X,  1)}. Remarquons que par 
d6finition de p, un caleul simple montre que 
p([x, Ixlp l. , xeX.  (13) 
x 
Soit F - -Ux~X [x, 1]. F est un ouvert ferm6 de E z et, reprenant la notation 
introduite plus haut, on a F~ = I..3x~x,-,A' [X, 1]. 
Supposons que F soit t.r.e.d. Soient d t> 0 et c e [0, 1) tels que p(F~) ~< dc i, i e N. 
Utilisant (13) on obtient 
Card( X c~ A ')p~x. <~ (,,~x lXlP~l*) dc '. 
Cela implique Cpx >~ Px* et eomme c < 1, Px > Px* eontrairement/t l'hypoth6se. F 
n'est done pas t.r.e.d, et done (E z, tr,/~) et (/2, T,/2) ne sont pas finitairement 
isomorphes/l  un seh6ma de Bernoulli. 
(b) Supposons que px .<Px  et montrons que (/2, T,/2) est finitairement 
isomorphe/ l  un seh6ma de Bernoulli, en appliquant la Proposition 3.6 au syst~me 
(E z, 
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Soit e = (x, 1)~ E. I1 suftit de montrer que [e] est t.r.e.d. Notant F= [e], on a 
F~ = {(e,)n~zl eo = ei = e, ej ~ e, j = 1 , . . . ,  i -  1}. Soit X '= X\{x} .  Par d6finition de 
p, on a 
p(Fi) = p([ e]) Card(X'* n Ai-I~l)p~c.. (14) 
Remarquons que Px'* > px*: si l 'on avait l'6galit6, on aurait aussi px ,= Px > Px* = 
Px,* et done, par la Proposition 2.12, ~x~x,p~l,. = 1, ce qui contredirait l'6galit6 
Soit alors p tel que px* < p < Px,*. Pour i assez grand on a 
Card(X'* n A i-lxl) < p-~+lxl 
et done, utilisant (14), 
p(F~ ) < p([ e ])plxl(px, / p )'. 
Comme px* < p, F = [e] est t.r.e.d. [] 
3.3. Mesures synchronisantes 
Dans cette section, Les t  un langage synchronisant, S d6signe le sous-syst~me 
associ6, ~p: A* :-> M le morphisme syntaxique, I l'id6al 0-minimal de M. Pour tout 
m ~ I\{0}, on note Xm le code pr6fixe constitu6 par l'ensemble des roots u ~ A + tels 
que m~o(u) = m et dont aucun facteur gauche strict autre que le mot vide ne v6rifie 
cette 6galit6. C'est la m6me d6finition que dans la d6monstration de la Proposition 
2.1, mais dans le monoide syntaxique. 
Proposition 3.8 
(1) Pour tout m ~ IX{0}, F(X* )  = L. 
(2) Le rayon de convergence Px*, est inddpendant de m c I\{0}. 
(3) Le hombre PGCD{[x IIx~ Xm} est inddpendant de m c I\{0}. 
D~monstration. (1) F(X* )  est le langage reconnu par l 'automate associ~/t l'id6al 
droite mM (voir la Proposition 3.5); il coincide avec L. 
(2) Soient met  m' dans I\{0}. I 6rant 0-minimal et L transitif, il existe v, w, z 
dans A* tels que 
~p(v)m~p(w)= m' et m'cp(z)m'= m'. 
Soient alors u ~ A* tel que cp(u) = met t ~ X*.  Montrons que zvutw ~ X*, .  En effet, 
m' go( zvutw ) = m' ~o(z)tp( v)mcp( t)q~( w) 
= m' ~o( z)~p( v)m~p( w) 
= m'~o(z)m' 
~mt° 
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Done si l 'on pose [zvuwl = k, on obtient pour tout n: 
Card(X*,  c~ A n+k) i> Card(X*  n A ") 
et par cons6quent, Px*, <~ Px*. L'in6galit6 oppos6e s'obtient par sym6trie. 
(3) Gardant les notations du (2), posons 
PGCD{lxllx~Xm}=d et PGCD{}xIIxeXm,}=d '. 
I1 existe un entier no tel que pour nd > no, on ait X*  c~ A ~ ~ ~1 et par eons6quent, 
d'apr~s le calcul pr6e6dent, X* ,c~A"a+k~o.  I1 en r6sulte que d '~ < d. L'in6galit6 
oppos6e s'obtient par sym6tde. [] 
Le rayon de convergence commun des langages X* ,  m e I\{0} est appel6 rayon 
de synchronisation du langage L. 
Soit X un code pr6fixe. Un mot u ~ A* est sychronisant pour X si, pour tous v, 
w ~ A +, la condition vuw ~ X*  implique vu ~ X*  et w ~ X*. 
Proposition 3.9. Si L est synchronisant, tout mot u ~ A* tel que ~p(u)~ I \{0}  est 
synchronisant pour le code X~<~). 
D~monstration. Soit u un mot tel que m = ~p(u)~ I\{0}. Soient v, w ~ A* tels que 
vuw ~ X* .  On a ¢p(utmw) = rn, ee qui implique ~p(uvu) ~ 0 et par la Proposition 3.4, 
q~(uvu)=~p(u)=m. Ainsi vu~X* .  D'autre part ~p(uw)=~p(uvuw)=m et done 
w~X~. [] 
Soient s ~A z et u ~ A*. On dit que u est rdcurrent dans s s'il existe une suite 
strictement croissante d'entiers (k~)n~z telle que pour tout n e Z, s(k~, k~ + lul)-- 
On dit que s est rdcurrent si tout bloc de s est r6eurrent darts s. Soit G c A*; une 
factorisation de sen  ~l$ments de G est une suite strictement croissante d'entiers 
(k~)n~z telle que pour tout n~7,  s(k~, k~+l) e G. 
Remarques. (1) L'ensemble R des 616ments de A z qui sont r6currents est une partie 
bor61ienne de A z. 
(2) Pour toute probabilit6 invariante t~ sur A z, ~(R)  = 1. 
Proposition 3.10. Soit s ~ S ayant un bloc r~current u, avec ~p(u)~ I. Alors s admet 
une factorisation et une settle en dl#ments de X~,o, ). 
D~monstration. (a) Faisons d'abord apparaltre une factorisation de s. Soit (k~)n~z 
une suite strictement eroissante d'entiers tels que, pour tout n ~Z, k~+~ I> k ,+[u  I et 
s (k~,k ,+ lu [ )=u.  Cela signifie que pour tout n~Z,  il existe v ,~A*  tel que 
S(kn, k~+~ + lul) = uvnu. Comme de ee fait UVnU ~ L, par la Proposition 3.4, ~p(UVnU) = 
q~(U). Par eons6quent, pour tout n ~ Z, vnu 6 X~e, ) et (k, + lul)n~z est une factorisa- 
tion de s en ~16ments de * 
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II existe donc une factorisation (k ' ) .~7 de sen  616ments de X¢(.) telle que 
+lull n {k" I n Z}. 
(b) Montrons que cette factodsation est unique. Soit (k~).~z une autre factorisa- 
tion de s, et soient K '  = {k'] n ~ 7} et K" = {k',' ln ~ 7}. Pour montrer que K'  = K", 
il suflit, X~(.) 6tant un code, de montrer qu'il existe une suite strictement croissante 
(A).~z d'entiers contenus dans K'c~ K". 
Pour tout n, posons j .  = k. + l u[. D'apr~s (a),A e K';  montrons queA c K". Soient 
pet  q tels que kp~k, ,<k~+lul<-kq.  Alors s(kp, k:)~ * " " " X~(,,) et il existe v, w ~ A* 
tels que stir" kq)= vuw, u 6tant synchronisant pour X~. )  d'apr~s la \ ~p~ 
Proposition 3.9, vu et w appartiennent ~ X~(,), donc, par codicit6, kn+[vu[ ~ K". 
Par cons6quent, j . = k~+[u I = kg+lvul ~ g". [] 
(Ore, T) &ant la tour associ6e au code X" ,  notons f "  la projection de Om dans 
A z d6finie ~ la Section 2.4. I1 est clair que f " (12" )c  Set  que s ef" (Om) si et 
seulement s i s  admet une factorisation en 616ments de Xm. Si X"  est r6current, on 
note/2,, l'unique probabilit6 invariante sur .O" d'entropie h(/2,.) = - log Px: = - log p 
(voir la Proposition 2.15). 
De la Proposition 3.10 on d6duit le eorollaire suivant. 
Corollaire 3.11. Soit u ~ A* tel que ~p(u) = m ~ I\{0}. Soit S. l'ensemble des #l#ments 
de S tels que u soit rdcurrent dans S. 
(1) Tout dIdment de S,, admet un antdc#dent e un seul pour l'application f" .  
(2) La restriction de f,,, ~ f~ l (S , )  d~finit une bijection bicontinue g" :f~,I(S.)-> S.,, 
pour les topologies induites sur ces sous-ensembles. 
D~monstration. La pattie (1) n'est qu'une reformulation de la Proposition 3.10. 
(2) gm est continue parce que fmest  continue. La continuit~ de gm 1 r~sulte de la 
construction de la factorisation d'un 616ment s ~ S., en ~16ments de X"  : si, pour 
kl, k2 positifs, se t  s' v6rifient s(-k~, k2) = s'(-k~, k2) = uvu, alors, posant g~l (s )  = 
((x.).~z, i) et g~l (s ' )=( (x ' ) .~z ,  i), on a (Xo, i )=(x~, i'). [] 
Proposition 3.12. Soit I~ une probabilit~ invariante rgodique sur S. On suppose qu'il 
existe u ~ A* tel que tp ( u ) = m ~ I\{0} et t~ (u ) > O. Alors i~ est la probabilitd image 
par fm d'une unique probabilitd invariante v sur 12" et fm ddfinit un isomorphisme 
finitaire de (12", Tin, v) sur ( S, tr, tz ). 
D6monstration. L'ensemble S~ est mesurable t invariant. Comme/z est ergodique, 
l'in6galit6 / . t ( [u])>0 implique que /z(S,,)= 1. Mais d'apr6s le Corollaire 3.11 f "  
induit une bijection def~, l (S,)  sur S.. ;fro &ant continue, cette bijection est bimesur- 
able. Comme/z(S, )  = 1, il existe donc une unique probabilit6 l, sur D"  dont r image 
par f "  soit ~: z, est d6finie pour toute partie mesurable B ~ Dm par 
v(B) =  (fm(B f?,l(s.,))). 
I1 est clair que fm est un isomorphisme finitaire des syst~mes (D" ,  T", v) et 
(s, #). [] 
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Proposition 3.13. Soit mo ~ I\{0}, et supposons que Xso soit rdcurrent positif. 
(1) Pour tout m ~ I\{0}, Xm est r#eurrent positif et la probabilitd IZm image de ~L m 
par l'application f,~ est inddpendante de l'dldment m choisi. 
(2)(a) Si ( f2,no, Tmo, 12So) est isomorphe dun schdma de Bernoulli, alors, pour tout 
m ~ I\{0}, (~m, Tm, ~,,,) l'est aussi. 
(b) Si (~2mo, Tmo,/2mo) est finitairement isomorphe dun schdma de Bernoulli, 
alors, pour tout m ~ I\{0}, (f~m, Tin, tXm) Pest aussi. 
Dtmonstration. (1) Xmo 6tant rtcurrent positif, soit/Zmo la probabilit6 sur A z image 
de ~mo par rapplication fmo- C'est une probabilit6 invariante sur A z et ~mo(S) = 1. 
Par la Proposition 2.16(2), IXmo 6tant ergodique, il en va de mSme de ~so- Cette 
derni~re 6rant l'image de ~mo par fmo, il rtsulte de la Proposition 3.12 que les syst~mes 
(£2mo, Tmo, 12so) et (S, or, Pmo) sont isomorphes: en particulier, h(lzso ) = h(ff~mo ) = 
- log p (ce qui rtsulte dtj/l de la Proposition 2.16). 
Pour tout m ~ I\{0}, il existe u ~ L tel que ¢ (u) = m. Comme d'apr~s la Proposition 
2.18 /~mo([U])>0, la Proposition 3.12 montre que pour une certaine probabilit6 
invariante lXm sur ~m,fm est un isomorphisme de (~m, Tm, f~s) sur (S, or, ~mo). Mais 
cela implique que h(ff~m)= h(F~mo ) - - - l og  p. L'tgalit6 h(~m)=- log Px*= implique 
par la Proposition 2.16 que Xm est rtcurrent positif et que ~o = t2mo, ce qui ach~ve 
la dtmonstration du (1). 
(2)(a) I1 rtsulte de la dtmonstration prtctdente que les syst~mes (~2m, Tm, 12m), 
m ~ I\{0}, sont tous isomorphes/l (S, or, ~mo), doric entre eux. Si l'un d'entre eux 
est isomorphe ~ un schtma de Bernoulli, il en est de mSme de tous. 
(b) De mSme, si l 'un d'entre eux est finitairement isomorphe ~ un schtma de 
Bernoulli, par la Proposition 3.12, il en est de mSme pour tous. [] 
Remarques. (1) La dtmonstration de la Proposition 3.13(2)(a) peut 6galement 
s'obtenir en utilisant la Proposition 3.7 et le fait que PGCD{Ixl Ix e Xm} est indtpen- 
dant de m (voir la Proposition 3.8(3)). 
(2) Le systtme (~2m, Tin, ~m) est finitairement isomorphe ~un schtma de Bernoulli 
si et seulement si Pxm > px*~. II dtcoule de la Proposition 3.13(2)(b) que si pour un 
616merit mo e I\{0} on a cette intgalitt, elle est vraie pour tout m e I\{0}. Ce rtsultat 
peut aussi se dtmontrer directement, donnant une autre preuve de la Proposition 
3.13(2)(b). 
Soit S l'ensemble des s c S admettant au moins un bloc u tel que ~(u) ~ I\{0}. 
Une probabilit6 invariante IZ sur S est synchronisante si ~(S) = 1. 
Remarque 3.14. Une mesure rgodique non-synchronisante surS est portte par un 
sous-syst~me $' strictement plus petit que S: en effet, les points ne sont presque 
sfirement jamais contenus darts un cylindre [u], ¢(u)~ I\{0}. 
Le thtor~me suivant rtcapitule l'essentiel des rtsultats obtenus. 
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Th6or~me 3.15. Soit L un langage cod( synchronisant, S le sous-systdme associe, p 
son rayon de synchronisation. 
(1) Pour route probabilit( synchronisante I~sur S, h(l~ ) <<- - log p. 
(2) II existe une probabilit( synchronisante Zo sur S d" entropie - log p si et seulement 
si les codes Xm, m s I\{0}, sont rdcurrents positifs. Une telle probabilitd si elle existe 
est unique; le systdme dynamique ( S, ty, I~o) est isomorphe ,~ un schdma de Bernoulli 
si et seulement si PGCD{[x[ Ix s Xm} = 1. 
(3) Si, de plus, px,~ > P, m ~ I\{0}, alors (S, or, I~o) est finitairement isomorphe fi 
un sch(ma de Bernoulli. 
D6monstration. (1) Toute probabilit6 synchronisante /~sur S est barycentre de 
probabilit6s ergodiques ynchronisantes. Pour d6montrer rin6galit6 h(/.t)~<-log p 
on peut donc supposer/~ ergodique. 
Soit usA*  tel que ~p(u)s I\{0} et ~([u])>0.  I1 existe alors une mesure v sur 
f~m telle que les syst6mes (f~m, Tin, ~') et (S, or,/~) soient isomorphes (voir la Proposi- 
tion 3.12). On a donc par la Proposition 2.16: 
h(l~.) = h( ~,) <~ - log p. 
(2), (3) Supposons que h(/~) = -log p. Compte tenu de (1), on peut supposer que 
/~ est barycentre de probabilit6s ergodiques ayant toutes pour entropie -log p. 
Les Propositions 3.12 et 2.16 impliquent alors que les codes Xm, m s I\{0}, sont 
r6currents positifs et que ces probabilit6s ont toutes 6gales ~ l'image commune/~o 
des probabilit6s /2m par les applications fm (Proposition 3.13(1)). On a donc 6gale- 
ment/~ =/~o. 
Les autres assertions ne font que reprendre des r6sultats d6j/l 6nonc6s. [] 
Corollaire 3.16. Sur un systdme cod# synchronisant, il existe au plus une mesure de 
probabilit( ergodique chargeant tousles cylindres [u], u s L, et d'entropie (gale d 
l' entropie topoiogique. 
D6monstration. D'apr6s la Remarque 3.14, une telle mesure est n6cessairement 
syncl~ronisante. Mais le Th6or~me 3.15 6tablit qu'il y a au plus une mesure syn- 
chronisante d'entropie -log p, quantit6 elle-m~me inf6deure ou 6gale ~ l'entropie 
topologique. [] 
3.4. Le cas des systdmes ofiques transitifs 
L'existence et l'unicit6 de la mesure r6alisant l'entropie topologique ont 6t6 6tablies 
dans [8, 21] pour les syst6mes ofiques transitifs. Nous les d6montrons ici par une 
m6thode diff6rente. 
Donnons d'abord quelques propd6t6s des langages rationnels et des syst~mes 
associ6s. 
Pour Vc  A*, notons Pv le rayon de convergence de la s6de ~u~v zl"l. Lorsque 
Vest factoriel prolongeable, on a htop(V) =- log  pv. 
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Proposition 3.17. $oit V un langage rationnel, F (V)  l" ensemble des facteurs des mots 
de V. Alors PF(v) = Or. 
D6monstration. Soit ~p :A*-> Mv le morphisme syntaxique de V. V &ant rationnel, 
My est un monoide fini. I1 existe donc un ensemble fini de couples de mots: 
{(vl, Wl) , . . . , (Vk,  Wk)} tel que, pour tout u sF (V) ,  on puisse trouver un i~ 
{1, 2 , . . . ,  k} tel que v~uwi s re. 
Pour tout i s {1 , . . . ,  k} posons 
(F (V) ) ,={usF(V) lv ,  uw, e V}. 
On a vi(F( V))iw~ c V pour tout i, et par cons6quent, p(F(v)), >1 pv, i = 1 , . . . , /6  Mais 
comme F(V)  = u ik l  (F( V))i, on a 
P~(v) = inf p(F(v)), I> Pv. 
L'in6galit6 oppos6e est imm6diate, puisque Vc F (V)M et donc p,=(v)= Pv. [] 
Remarque 3.18. Rappelons que si X est un code pr6fixe rationnel, on a rin6galit6 
px > px* (Proposition 2.12(4)). Cette in6galit6 implique que, pour route partie X'  
strictement contenue dans X, on a Pc,* > Px* (cf. d6monstration de la Proposition 
3.7(2)). 
Cette remarque nous garantit que r6nonc6 suivant n'est pas vide. 
Proposition 3.19. Soit X un code prdfixe rationnel, L = F( X*)  et S le syst~me associd 
d L. Soit I,t une probabilitd ergodique sur S telle que h(/z)> - log px. Alors lz-presque 
tout s ~ S admet une factorisation en dldments de X. 
D6monstration. Posons L '= {u e L]/.,([u]) > 0}. II existe u ~ L' tel que u ~ F (X) :  en 
effet, dans le cas contraire on aurait L 'c  F (X)  et donc, utilisant la Proposition 3.17 
avec V = X, 
h( u ) <~ - l og  pL ,<~- - log P mx) = --log PX, 
contrairement ~ l'hypoth~se fare  sur/z. 
Soit alors u ~ L ' \F (X) .  la. &ant ergodique, u est r6current pour/~-presque tout 
s s Set  par cons6quent, p.-presque tout s s S admet une factorisation en 616ments 
deX.  [] 
Nous sommes maintenant en mesure de d6montrer le th6or6me suivant. 
Th6or~me 3.20. Soit Sun  syst~me sofique transitif, L le  langage associd. 
(1) L" entropie de synchronisation - log p de S est dgale d son entropie topologique 
- log  pt.. 
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(2) L'unique mesure synchronisante lZo d'entropie - log p est l'unique mesure 
d" entropie maximale. 
(3) Si IZo est mdlangeante, (S, tr, IZo) est finitairement isomorphe d un schdma de 
Bernoulli. 
D6monstration. (1) Reprenons les notations de la Section 2.4. Soit m ~ I\{0} et 
X = X~. X est un code pr6fixe rationnel et par les Propositions 2.12(4), 2.16 et 3.17, 
PL : PF(X*)  = P = PX* < PX .  
(2) I1 suflit de montrer que toute probabilit6 ergodique/~ sur S d'entropie - log p 
est synchronisante. 
Soit donc /z une probabilit6 ergodique d'entropie - log p. Montrons qu'en fait 
pour tout u s L, /z([u]) > 0. 
En effet, supposons qu'il existe u~ L avec /z([u])=0. On peut supposer sans 
perte de g6n6ralit6 que u ~ X" pour un certain n. Par ergodicit6 de/x, presque tout 
616ment s de S n'admet pas u pour bloc. Mais d'autre part, eomme - log p > - log px, 
presque tout 616ment s ~ S admet d'apr~s la Remarque 3.18 une factorisation en 
616merits de X et donc aussi du code X n. Donc/z  est concentr6e sur le syst6me 
assoei6 au langage F((X'\{u})*).  De plus, X 6tant rationnel, il enest de m6me de 
X" et par la Remarque 3.18, p(x-\{,}).> P(x")*. 
Utilisant la Proposition 3.17 on a done 
h(/z) ~< - log  P m(x"\(,})*) <~ - log  p(x"\(,))* 
< - log  p(x.).<~ - log  pF(x*), 
soit h ( / z )<- log  p contrairement h l'hypoth~se faite sur/z. 
(3) R6sulte de ce que Lest  rationnel par la Proposition 2.12(4) et le Th6or~me 
3.15(3). [] 
4. E~emples et contre-exemples 
4.1. Syst~mes synchronisants 
4.1.1. Exemple A 
Une premiere famille vanous  montrer que l'entropie topologique d'un syst~me 
synchronisant peut aussi bien &re 6gale ~ - log px* que stdctement sup6deure ~ce 
nombre, eontrairement ~ ce qui se passe dam les syst~mes sofiques (ef. Th6or~me 
3.20). Cette famille contient aussi des exemples de syst~mes intdns~quement 
ergodiques dont un facteur ne l'est pas. 
Sur l'alphabet C = {a, b}, soit X le code pr6fixe {a"b"ln ~ N}, L = F(X*) ,  S le  
sous-syst~me eorrespondant. Consid6rons l'automate (Q, ~b, qo) avec Q = 
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{y , , . . . ,  y , , . . .  ; Zo, . . . ,  z. ; qo} et 
~b(y.,a)=y,+~; ~b(y,,,b)=z,_,, n>0;  
g,(z,, a) = qo, n > 0; 
~b(z., b) = z . - l ,  , > 0; 
$(Zo, a )=y l  et $(zo, b )=qo.  
On v6rifie que (Q, ~b, qo) reconna~t le langage L, qu'il est synchronisant (les mots 
d'image 0-minimale 6tant tous ceux qui contiennent le mot ba, et eux seuls) et qu'il 
est l 'automate de Fischer associ6 au monoide syntaxique de L. I1 n'y a que deux 
mesures ergodiques non-synchronisantes: celles qui sont concentr6es respeetivement 
sur les points invariants {a} z et {b} z. EUes sont 6videmment d'entropie nulle. 
D6finissant Xzo comme dans la d6monstration de la Proposition 2.1, on a X = X~ o. 
Par cons6quent, 
htop(S)  = - log  Px* = lim 1 log Card(X* ~ C"), 
n~oo /'l 
puisque l'entropie n'est non-nulle que pour des probabilit6s ynchronisantes. Or, 
Card(X* fl C 2") est le nombre de d6coupages possibles de l'intervalle ntier [1, 2n] 
en intervalles de longueur paire, donc vaut 2". Par ailleurs, Card(X* c~ C 2"+1) = 0. 
Done Px* = (½)1/2, et htop(S) = ½ log 2. 
Comme il y a un seul mot du code de longueur 2n, et aucun de longueur impaire, 
px = 1. Par la Proposition 2.16 il existe une seule mesure d'entropie ½ log 2, et par 
cons6quent, le syst~me st intrins~quement ergodique. 
Construisons maintenant d'autres syst~mes cod6s a partir de celui-ci, en 
rempla~ant la lettre a par un alphabet A $ i lettres, et b par B ~t j lettres. 
Xo={A"B" In~N }.
Notons L o, S o les langages et syst~mes associ6s. L'automate st pratiquement le 
m~me que pour i = j  = 1: Q est inchang6, toutes les lettres de A agissent comme a, 
toutes les lettres de B comme b. I1 est encore synchronisant: les mots bkak' ont 
seulement Yl et qo comme images possibles. Les mesures non-synchronisantes sont 
toutes celles ne chargeant que les lettres, soit de A, soit de B, mais elles ont cette 
fois une entropie maximale non-nulle sup(log i, log j). On a 
px,, = > px,  = (2iJ) 
(a) Les syst~mes Sii sont intdnsbquement ergodiques pour tout i; en effet, 
- log px ,=log  i+½1og2 est sup~deur ~ l'entropie maximale des mesures non- 
synchronisantes log i; l'entropie topologique vaut donc log i +½ log 2, et d'aprbs le 
Th6or~me 3.15(2), il existe une seule mesure synchronisante atteignant cette valeur. 
(b) Pour $3,, on a pour les mesures non-synchronisantes une entropie maximale 
log 3 sup~deure b eelle des mesures ynchronisantes ½ log 6: l'entropie topologique 
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log 6 ne s'obtient pas ~ partir du rayon de synchronisation, et l'unique mesure 
d'entropie log 6 ne charge pas tousles cylindres. 
(c) Enfin, $2.~ est facteur de $2.2 par l 'application continue associ6e au morphisme 
litt6ral a: 
a(a,)  = a,,  a(a2) = a2, a(b l )  = a(b2) = b. 
Or, - log Px[., = log 2, ce qui est aussi le maximum de i'entropie sur les mesures 
non-synchronisantes. $2 ~ porte done deux probabilit6s r6alisant l'entropie log 2: 
l 'une synchronisante, et l'autre qui est la mesure de Bernoulli d'entropie log 2 sur A z. 
D'ofl ce r6sultat: parmi les syst~mes dynamiques ymboliques, l'intdns~que 
ergodicit6 ne passe pas aux facteurs. 
4.1.2. Exemple B 
Berstel nous a communiqu6 un exemple de syst~me cod6 dont le langage associ6 
n'est pas alg6bdque (pour une d6finition des langages alg6briques, voir [2, 16]). 
C'est le syst~me ngendr6 par le code 
{a"b"c"ln~N}. 
4.2. Syst~mes non-synchronisants 
Les syst~mes cod6s que nous aUons d6finir ont 6t6 introduits par Krieger dans 
[14] (les codes auxquels aboutit sa m6thode de d6finition sont diff6rents de ceux 
qu'on va voir, tout en engendrant les m6mes systbmes cod6s). I1 montre qu'ils 
admettent deux mesures r6alisant l'entropie topologique; l'une et l'autre chargent 
tousles cylindres. 
Montrons ici directement qu'ils ne sont pas synchronisants. 
Soit pun  entier plus grand que 1, B = {b~, b2 , . . . ,  b~,}, C = {c~, c2 , . . . ,  cp} deux 
alphabets et soit A = B u C. 
(a) Posons M '= C'B*  et M=M'w{0}.  Munissons M d'une multiplication 
(u, v)--> u. o d6finie par les r~gles de 'r6duction' suivantes: 
• 0 est 616ment absorbant et 1 est 616ment neutre: pour tout u • M, 0. u = u. 0 = 0 
e t l .u=u. l=u;  
• bi. ci= 1, i=  1 ,2 , . . . ,p ;  
• b i .c j=0,  i~ j , j= l ,  2 , . . . ,p .  
Etant donn6 deux roots u et v de M', u. v est soit 0, soit le mot de longueur 
minimum obtenu en appliquant autant de fois que n6cessaire les r~gles ci-dessus 
au mot uo • A*. 
On d6montre [2] que le "mot r6duit' u. v est uniquement d6termin6, quel que soit 
l 'ordre dans lequel es r6ductions auront 6t6 effectu6es. Cela entra~ne que la multipli- 
cation darts M est associative, t ainsi M est un monoide. 
(b) Soit ~ : A* -* M le morphisme de mono~des d6fini par les conditions tp(a) = a, 
a • Aw {1}c M. Posons L= tp-~(M'). 
Lest  un langage factoriel car 0 est 616merit absorbant de M. L ¢st prolongeable 
car, si u • L, c • C, b • B, alors cub ~ L. 
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(c) M est le monoi'de syntaxique de L. En ettet, d'une part, comme la congruence 
associ6e it ¢ sature L, le monoide syntaxique de Les t  image homomorphe de M. 
D'autre part, pour u, v e A*, si ¢(u) # ¢(v),  on peut ais6ment trouver deux mots w 
et w' tels que {wuw'~ Let  wvw'~ L} ou bien {wuw'~ Let  wvw'e L}, de sorte que 
ies classes syntaxiques de u et v sont distinctes. 
(d) M tout entier est un id6al 0-minimal: pour tout u e M', il existe v, w e A* 
• . ' w '~A*te lsque  v ' . l  w'=u.  te l squev  u w=l ,  et v ,  
(e) Le langage L n'est pas synchronisant car M n'admet pas d'id6al 0-minimal 
it droite (ni ~ gauche). 
En effet, soit u = vw avec v e C*, w e B* et soit c E C. Le mot vc appartient /t 
l 'ensemble uM' alors que u ~t vcM'. Done, par le Lemme 3.2, u ne peut appartenir 
it un id6al 0-minimal it droite. 
(f) L est un langage cod6: soit X l'ensemble des mots u ~ A ÷ tels que ~p(u) = 1 
et dont aucun facteur gauche (ou droit) strict n'a cette propd6t6. X est un code 
bipr6fixe. On v6dfie que X* = cp-l(1), et de (d) r6sulte que L = F(X*) .  
Proposition 4.1. Soit S un systdme codd non-synchronisant. II existe un systdme S' 
synchronisant, dont S est facteur. 
D6monstration. Soit S un syst6me cod6 sur l 'alphabet A, L= F (X* )  le langage 
associ6, z une lettre auxiliaire n'appartenant pas it A, A '= A u {z}. 
Soit x = ua un 616ment fix6 de X dont a est la derni6re lettre. On d6finit un code 
pr6fixe X '  sur A' par 
x'=(X\{x})u{uz}. 
Le langage L '= F(X'*)  est synchronisant, que L le  soit ou non: pour l'automate 
de Fischer associ6 it X '  dans la Proposition 2.1, co(z) = 1. 
Soit maintenant S' le systSme cod6 sur A' associ6 it L', et soit a : A' ~ A l'application 
d6finie par 
{ : '  si a '~A,  
cp(a') = si a '=  z. 
On d6finit alors f :  S '~  S par f ( (a ' )n~z)= (a(a')n~z).  L'application f est continue, 
surjective t transforme le d6calage sur S' en le d6calage sur S. S est done facteur 
de S'. [] 
II d6coule de l'existence de syst6mes non-synchronisants et du r6sultat pr6c6dent 
que les syst~mes syehronisants ne sont pas stables par passage aux facteurs. 
4.3. 'Frdquence' des syst~mes codds 
Prop~ition 4.2. Soit Sun  sous-syst~me sur A, strictement plus petit que A z, d" entropie 
topologique positive. Pour 0 < e < htop( S), il existe un syst~me codd S' sur A contenant 
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S, de m~me ntropie topologique, et tel que toute mesure.ergodique tz sur S' telle que 
Iz( S) < 1 soit d' entropie infdrieure d e, donc d htop(S). 
D6monstration. S est strictement contenu dans A z, donc L(S)~ A*, et il existe un 
mot u ~ L(S),  avec lul =p  > 1. Fixons un entier k> 0 et formons l'ensemble de mots 
sur A: 
xk = (yu k, [y L( S), lyl = lu' l ,  i •}. 
Pour tout k, comme u ~ L( S), Xk est un code pr6fixe. L'application v = yu i --> v' = yu ~ 
d6finit entre XI et Xk une bijection telle que l v ' l=½(k+l ) lv l  . et Xk 6tant des 
codes, elle s'6tend en une bijection entre X*  et X*  ayant la m~me propri6t6. 
Pour k> 1, tousles mots de X*  ont une longueur de la forme n(k+ 1)p, n ~N, et 
Card(X* n A n(k+Dp) -- Card(X* c~ A2nP). 
On a donc: 
1 
- log  Pxt = lim ,,-,oon(k+l)p 
1 
-- lim 
,,-,oo n(k+ 1)p 
2 
~< -~- -~ log rx~. 
log Card(X* c~ A n(k÷l)p) 
log Card(X* c~ A 2np) 
En choisissant k assez grand on peut rendre - log Px~ arbitrairement petit. 
Or les mesures ergodiques ur le syst~me Sk engendr6 par le code Xk, soit ne 
chargent que S, soit donnent une probabilit6 positive ~ l'ensemble [ u ] et ne chargent 
par cons6quent que les mots infinis ayant une factorisation en 616ments de Xk, et 
darts ce second cas leur entropie est major6e par - log  px~, d'apr~s la Proposition 
2.16. [] 
4.4. Syst~.mes non-codds 
Les syst6mes cod6s admettent un ensemble dense de points p6riodiques. Toutefois 
Petersen [24] a construit des syst6mes non-cod6s ayant un ensemble dense de points 
p6riodiques dont le logarithme du taux de croissanee est 6gal ~ l'entropie 
topologique. 
Le syst~me des 'mots sans carr6s' sur un alphabet ayant au moins trois lettres 
[20] est 6videmment non-cod6. I1 en est de mSme des syst6mes 'uniquement 
ergodiques' [11, 13] ou 'minimaux' [12] non-triviaux. 
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