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Povzetek 
V diplomskem delu so predstavljeni standardi in rešitve, ki v drugi plasti 
referenčnega modela ISO/OSI omogočijo zanesljivejše delovanje omrežja in nudijo 
podporo višje ležečim plastem. Protokoli omrežje zaščitijo pred nastankom zanke, tako 
da logično prekinejo fizično povezavo, hkrati povečajo robustnost in kvaliteto 
omrežja. V diplomskem delu sta predstavljena in analizirana standardizirana protokola 
STP in RSTP, ter rešitev EAPS, ki ga je razvilo podjetje Extreme in funkcionalnost 
PortFast proizvajalca Cisco. Za potrebe analiziranja vseh štirih rešitev smo postavili 
testno okolje, kjer se je preverilo delovanje posameznih protokolov na obeh 
proizvajalcih - Extreme in Cisco, ter izmerilo čase vzpostavitve konvergence v primeru 
napake znotraj omrežja. Analiza vseh rešitev, ki jih lahko uporabimo v današnjih 
omrežjih, je pokazala da se proizvajalca držita predpisanih časov vzpostavitve 
konvergence in ne prihaja do anomalij. Ključna razlika je bila pri uporabi rešitve 
EAPS, kjer se je čas vzpostavitve konvergence bistveno zmanjšal. 
 
Ključne besede: konvergenca, zanesljivost omrežja, topologija drevesa, STP, 
RSTP, EAPS, PortFast 
 
  
Abstract 
In the thesis are presented standards and solutions in the second layer reference 
model ISO/OSI, which enable network reliability, and providing support to higher 
layers of the model. Protocols network protect against the loop, transforming into a 
loop-free topology, where logically deactivate physical connection. Those protocols 
also increasing the robustness and quality of the network. In my thesis I will presented 
standardized protocol STP and RSTP, solution EAPS, developed by the Extreme and 
functionality PortFast manufacturer Cisco. We have to set up a test network, where 
were analyzed all four solutions on both manufacturers – Extreme and Cisco, and 
measured time of establishing convergence in case of failure within the network. 
Analysis of all solutions, which can be used in local networks, has demonstrated that 
convergence was within the prescribed time and there were no anomalies. The main 
difference was in case of using EAPS, where the time of establishing convergence is 
significantly lower.  
 
Key words: convergence, network reliability, loop-free topology, STP, RSTP, 
EAPS, PortFast 
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1  Uvod 
Pri načrtovanju lokalnega omrežja, v katerem imamo povezne različne 
naprave, poleg končnih odjemalcev – računalniki, delovne postaje, terminali, strežniki, 
tiskalniki in druge periferne naprave, za medsebojno komunikacijo potrebujemo 
stikala, ki te naprave povezujejo. Za zagotavljanje povezljivosti, zanesljivosti ter 
boljše zmogljivosti lokalnih omrežjih za končne uporabnik, katerih glavni cilj je 
ustrezno in nemoteno delovanje, poleg primarnih povezav med stikali, potrebujemo 
redundantne povezave v primeru, ko znotraj omrežje pride do napake. V primeru, da 
se katera izmed povezav namenoma ali ne namenoma prekine, se promet preusmeri po 
redundantni poti. Posledično imamo med napravami več fizičnih povezav, ki se ne 
smejo povezati v zanko, katera bi povzročila nedelovanje omrežja. Zato potrebujemo 
mehanizme, ki nam le-te preprečuje, katerih algoritmi logično preoblikujejo omrežje 
v brez-zančno obliko drevesa (angl. loop-free topology).  
Lokalna omrežja, kjer so v topologiji Ethernet stikala, ki delujejo v drugi plasti 
modela ISO/OSI ne omogočajo inteligentnega usmerjanja, kot to omogočajo 
usmerjevalniki v tretji plasti. IP usmerjevalniki s pomočjo protokolov RIP, IGMP ali 
OSPF dinamično usmerjajo promet po omrežju. Zato v lokalnih omrežjih, ki delujejo 
v drugi plasti potrebujemo enostavne mehanizme, ki omogočajo nemoteno 
posredovanje prometa po omrežju, v primeru prekinitve ene povezave ali okvare ene 
naprave. Mehanizmi promet v primeru napake posredujejo po redundantni poti, ki je 
primarno prekinjena, tako da ta uspešno prispe od izvorne do ciljne naprave. 
Standardiziran mehanizem, ki to omogoča je protokol za preprečevanje zank – STP 
(angl. spanning tree protocol), ki poskrbi, da se v primeru napake v topologiji poišče 
morebitno novo pot, ne da bi pri tem nastala zanka, ki bi onemogočila delovanje. Čas 
vzpostavitve konvergence je v primeru privzetih nastavitev 50 sekund.     
Z razvojem novih in vedno bolj kompleksnejših storitev in aplikacij, ki 
potrebujejo večjo pasovno širino in delujejo v realnem času se je uveljavila izboljšana 
verzija osnovnega protokola, hitri STP, RSTP, ki je kompatibilen s starejšim 
protokolom. Bistvena prednost je hitrost konvergence, ki se je iz slabe minute 
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zmanjšana na šest sekund in nudi enake zaščitne mehanizme kot protokol STP. Poleg 
izboljšane verzije osnovnega protokola, pa so se v praksi razvile in uveljavile tudi 
številne druge rešitve za preprečevanje zank in hitre konvergence s strani različnih 
proizvajalcev omrežne opreme. Podjetje Extreme Networks je razvilo rešitev EAPS, 
podjetja Cisco, kot rešitev ponuja funkcionalnost PortFast, ki bistveno skrajša čas, ko 
pride znotraj topologije do spremembe oziroma napake. 
 V diplomskem delu bomo najprej predstavili referenčni model, ki predstavlja 
modularno zgradbo protokolov, ter vanj umestili tehnologijo Ethernet. Ethernet je 
vodilna tehnologija v lokalnih omrežjih in se uporablja tudi na omrežnih stikalih, ki 
skrbijo za medsebojno povezavo naprav. Za zanesljivo delovanje celotnega omrežja 
potrebujejo redundantne povezave med stikali, katere pa nam lahko povzročijo zanke 
znotraj omrežja, zato potrebujemo ustrezno zaščito, ki nam le te onemogoči. Zaščito 
predstavljata protokola STP in RSTP, ki sta standardizirana in bosta predstavljena v 
nadaljevanju diplomskega dela, poleg njiju bosta predstavljeni še dve rešitvi, ki nista 
standardizirana s strani organizacije IEEE. Uporabo in samo delovanje smo preizkusili 
s postavitvijo testnega okolja, kjer smo s pomočjo protokolnega analizatorja spremljali 
dogajanje v omrežju pri različni scenarijih.  
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2  Model ISO/OSI, plasti in funkcionalnosti 
Referenčni model IOS/OSI predstavlja protokolni sklad, ki je nekakšen okvir za 
definiranje in kombiniranje protokolov. Omogoča vzajemno delovanje odprtih 
sistemov, ki so lahko različnih proizvajalcev in v upravljanju različnih operaterjev, 
vendar morajo v posamezni plasti protokolnega sklada uporabljati iste protokole. 
Sestavljen je iz sedmih plasti, kjer zgornje tri nudijo podporo aplikacijam, spodnje štiri 
pa skrbijo za prenos med telekomunikacijskimi napravami v omrežju. Plasti in njihove 
bistvene lastnosti so predstavljene v tabeli 2.1. 
 
Številka plasti Plast Funkcija Lastnosti 
7 
aplikacija 
plast 
podpora 
aplikacijam 
zagotavljanje storitev (prenos pošte, spletna 
stran) 
6 
predstavitvena 
plast 
formatiranje podatkov, prikaz podatkov na 
ustrezen način 
5 sejna plast 
organizacija seje med aplikacijami, omogoča 
poročanje o izjemnih napakah višje ležečim 
plastem 
4 
transportna 
plast 
komunikacija 
med dvema 
napravama 
izmenjava sporočil/paketov med končnima 
napravama, fragmentacija, zagotavljanje 
kakovosti storitve 
3 omrežna plast 
vzpostavitev, vzdrževanje in sprostitev zveze, 
iskanje poti skozi omrežje – usmerjanje 
2 
povezavna 
plast 
sestava okvirja, sinhronizacija, detekcija in 
odprava napak, multiplesiranje, krmiljenje 
pretoka 
1 fizična plast 
prenos bitov med komunikacijskima 
napravama 
Tabela 2.1: Plasti modela ISO/OSI 
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Ethernet deluje v drugi plasti modela ISO/OSI, kjer se ustrezno formatira 
podatke v Ethernet okvir, ter skrbi za detekcijo in odpravo napak, ki se pojavijo na 
nižji plasti – fizična plast, prav tako, pa povezavna plast poskrbi da omrežni sloj 
pridobi pakete v pravilnem vrstnem redu.  
2.1  Značilnosti Ethernet-a 
Začetki razvoja segajo v leto 1973, v podjetje Xerox PARC. Osnova za razvoj 
je bila Aloha protokol, ki ga je preučeval Robert Metcalfe kot del svoje doktorske 
dizertacije. Standardizacija se je začela leta 1980 s projektom 802 v katerem bi 
standardizirali lokalna omrežja pod vodstvom Inštituta inženirjev elektrotehnike in 
elektronike. Tehnologija Ethernet je na začetku omogočala prenos do 10 Mbit/s. V 
današnjem času, se je z razvojem in uporabo interneta ta pasovna širina bistveno 
povečala, in omogoča hitrosti do 10 Gbit/s in 100 Gbit/s. [1] 
Prenosni medij je lahko bakreni – UTP kabel ali optični vodniki. Deluje v 
nepovezanemu načinu, kjer ni potrebe po vzpostavljanju in sprostitvi zveze, ker vsak 
paket vsebuje izvorni in ciljni naslov naprave, kar pomeni da lahko posamezni paketi, 
ki so namenjeni od naprave A do naprave B, potuje po različni poti skozi omrežje. 
Slednji protokoli so enostavnejši, vendar obstaja večja verjetnost za napake, zardi 
česar je težje zagotavljati kvaliteto storitve (QoS).  
Ethernet je najpogosteje uporabljena tehnologij v lokalnih omrežjih in 
predstavlja osnovni gradnik v vsakem računalniškem omrežju. Značilnost lokalnih 
omrežij je v tem, da so to zasebna omrežja, ki se nahajajo znotraj neke stavbe ali 
območja na razdalji nekaj kilometrov. Običajno imajo enotno administracijo, ter so 
povezave med napravami hitre in zanesljive. 
Trenutno se uporablja tehnologijo Ethernet v približno 85 odstotkih lokalnih 
omrežjih, v katerih so povezani računalniki in delovne postaje, ker je lahko razumljiva 
in omogoča enostavno implementacijo, izvajanje in upravljanje, ter je cenovno ugodna 
mrežna tehnologija. Poleg tega zagotavlja obsežno fleksibilnost za postavitev omrežja 
in uspešno medsebojno povezovanje in delovanje naprav, ne glede na proizvajalca. [2] 
2.2  Topologije 
Povezave naprav v lokalnih omrežjih razdelimo v štiri glavne kategorije: 
topologija zvezda (angl. star), topologija obroč (angl. ring), topologija vodilo (angl. 
bus) in polna topologija (angl. full mash).  
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Topologija vodilo predstavlja najcenejšo in najbolj enostavno topologijo za 
katero je značilno, da so vse naprave priključeno paralelno k vodilu. Ker si naprave 
delijo skupen medij (vodilo) lahko v celotnem omrežju oddaja samo ena postaja 
naenkrat Hitrost sporočil, ki se prenašajo po vodilu je odvisna od hitrosti širjenja 
elektromagnetnega vala. Topologija zvezda je najbolj razširjena oblika lokalnih 
omrežij, kjer so naprave neposredno povezne z nadrejeno. Najpogosteje uporabljena 
metoda sodostopa pa je centralizirana – krmiljenje izvaja nek nadrejeni omrežni 
element. Centralna naprava je odgovorna za prenos podatkov do ostalih naprav v 
omrežju, vendar v primeru izpada le-te ne mora komunicirati noben par naprav v 
omrežju. V primeru izpada povezave med centralno napravo in končnim odjemalcem 
ostanejo ostale zveze nespremenjene. V topologija obroča je vsaka naprava 
neposredno priključena na sosednjo napravo. Sporočila se prenašajo od naprave do 
naprave, najprimernejša metoda za dostop so metode z urejenim dostopom. Topologija 
obroča so relativne drage, vendar ponujajo veliko pasovno širino. [3] 
 
Slika 2.1: Osnovne topologije – linija, zvezda in obroč 
Polna topologija, katera bistvena lastnost je zanesljivost, ki jo pridobimo z 
redundantnimi povezavami – vsebuje povezave med napravami, ki za delovanje 
omrežja niso nujne oziroma potrebne. Vsaka naprava omrežja je povezana z vsako, 
kar pomeni da ob izpad ene izmed povezav med napravami, lahko napravi 
komunicirati po drugi poti. Zaradi številnih dodatnih povezav je izvedba topologije 
dražja, zato se je iz topologije razvila tudi »mash« topologija, kjer je medsebojnih 
povezav manj. [3] 
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Slika 2.2: Polna (»full mash«) in delna (»mash«) topologija  
2.3  Ethernet okvir 
Glavna naloga Ethernet-a je pridobivanje podatkov – bitov, od nižje ležeče 
fizične plasti, ki jih nato ustrezno obdela ter nato posredovanje višje ležečim plastem. 
Podatke posreduje v okvirjih, ki imajo omejeno dolžino. Okvir je v grobem razdeljen 
na tri podskupine: glava, v kateri sta poleg sinhronizacijskih bitov tudi ciljni in izvorni 
naslov, podatki, katerih maksimalna velikost je 1500 oktetov, ter rep, ki vsebuje 
kontrolne bite. Vsak okvir je sestavljen iz osmih delov, kateri imajo fiksno dolžino, 
razen polja podatki, katera velikost je variabilna – v nasprotnem primeru, bi protokol 
moral čakati, da pridobi zadostno količino podatkov, da bo okvir poln, kar pa v praksi 
ne bi bilo dopustno. Sestavni deli okvirja so predstavljeni v tabeli 2.2. 
 
Polje Angleški izraz Dolžina polja 
preambola preamble 7 oktetov 
začetek okvirja SFD - start frame delimeter 1 oktet 
ciljni naslov destination 6 oktetov 
izvorni naslov source 6 oktetov 
tip type 2 okteta 
podatki data 46 - 1500 oktetov 
polnilni biti PAD - 
kontrolni biti FCS – frame check sequnce 4 okteti 
Tabela 2.2: Ethernet okvir 
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Polje preambola predstavlja sinhronizacijo, in je potrebno za uskladitev ure na 
sprejemni in oddajni napravi, kateremu sledijo biti, ki označujejo začetek okvirja in so 
sestavljeni iz niza 10101011. Sledita MAC naslova ciljne in izvorne naprave, ter tip 
okvirja, ki je lahko ARP zahteva/odgovor, verzija internetnega protokola IPv4 ali IPv6, 
stanje STP, itd. Polja podatki in polnili biti sta fleksibilni dolžini, glede na količino 
pripravljenih podatkov za pošiljanje ciljni napravi. Na koncu se dodajo še kontrolni 
biti, ki jih izvorna naprava izračuna iz vseh bitov, ki sestavljajo okvir po metodi 
krožnega redundantnega preizkusa - CRC. Ciljna naprava ob sprejemu paketa odstrani 
kontrolne bite, ter iz sprejetih bitov prav tako izračuna vrednost po metodi krožnega 
redundantnega preizkusa, ter v primeru, da se izračunana vrednost ujema z vrednostjo 
kontrolnih bitov se paket v ciljni napravi obdela, sicer je med prenosom prišlo do 
napake in se paket zavrže.  
Minimalna velikost okvirja, ki se prenaša znotraj Ethernet omrežja je 64 oktetov, 
največja dovoljena pa 1518 oktetov. V primeru, da okvir v polju podatki vsebuje manj 
kot 46 oktetov, se v polje doda ustrezno količino polnilnih bitov, s katerim se slabša 
izkoriščenost pasovne širine, ki se izračuna po enačbi (2.1). 
 𝜇 =
𝐿𝑃𝑂𝐷𝐴𝑇𝐾𝐼
𝐿𝑂𝐾𝑉𝐼𝑅
 (2.1) 
Izkoriščenost pasovne širine, v primeru, da se v okvirju prenaša samo 46 
oktetov kar predstavlja 3 %. V primeru govorne komunikacije prek interneta se 
prenaša v okvirju približno 100 oktetov vsebine, je izkoriščenost 8 %, izkoriščenost je 
najboljša, v primeru, ko je v Ethernet okviru polje podatki polno zasedeno – 1500 
oktetov (FTP prenos datoteke), in znaša 98 %. 
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3  Protokol premostitvenega drevesa 
Lokalna omrežja, ki delujejo v drugem sloju modela ISO/OSI so sestavljena iz 
končnih naprav, ter stikal, ki skrbijo za medsebojno povezavo in omogočajo 
komunikacijo vsem napravam. Vendar moramo biti, pri načrtovanju omrežja pozorni, 
da se nam znotraj omrežja ne pojavi zanka, ki bi omogočila nenadzorovano kroženje 
paketov, ki lahko vodijo do nedelovanja celotnega omrežja. Zato stikalom znotraj 
topologije vključimo mehanizem, ki nam onemogoči nastanek zanke. Tak mehanizem 
je spanning tree protokol – STP, ki poleg onemogočanja nastanka zanke, hkrati 
omogoča mehanizme za zagotavljanje redundance v omrežju. Ker so stikala 
medsebojno povezana z eno ali več povezav, kar omogoča, da ob izpada ene povezave 
med stikaloma ali izpad celotnega stikala omrežje normalno deluje. Mehanizem STP 
predhodno omogoči primarno pot, ter logično prekine redundantno pot. [4] 
Protokol STP je standardiziran s strani inštituta za elektrotehniko in elektroniko 
pod oznako IEEE 802.1D. Protokol hkrati omogoča tudi pred zaščito pred tako 
imenovano nevihto »broadcast« okvirjev (angl. broadcast storm), do katere lahko pride 
v primeru, ko izvorna naprava ne pozna ciljne naprave. Nastanek broadcast nevihte 
prikazuje slika 3.1, kjer računalnik – PC1, želi komunicirati s strežnikom SRV0. Da 
lahko računalnik komunicira s strežnikom potrebuje MAC naslov, ker predhodno še 
nista komunicirala pozna le ciljni IP naslov. Zaradi nepoznavanja MAC naslova pošlje 
ARP zahtevo, v kateri sprašuje po MAC naslovu strežnika, ter pričakuje odgovor s 
strani strežnika. Ker ne pozna MAC naslova v polje ciljni MAC naslov vpiše 
FFFF.FFFF.FFFF, kar pomeni, da se bo zahteva poslala na vse izhodne vmesnike 
znotraj topologije in jo bojo prejele vse naprave. Stikal SW1 sprejme paket, ter ga 
posreduje preko izhodnih vmesnikov stikaloma SW2 in SW3, ki prav tako sprejeti 
paket posredujeta na vse izhodne vmesnike. Ker so vse povezave aktivne lahko ARP 
zahteva začne kroži po omrežju, ter se nenadzorovano povečuje in lahko vodi v 
nedelovanje. V primeru uporabe STP mehanizma, se bi ena izmed povezav logično 
prekinila, ter bi se na stikalih gradile posebne tabele MAC naslovov, v kateri je 
zapisana ustrezni izhodni vmesnik na katerega je potrebno poslati prejeti paket. 
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Slika 3.1: ARP poizvedba, ki lahko vodi v nevihto »broadcast okvirjev« 
STP stikalom določi kateri izmed povezovalnih izhodnih vmesnikov je lahko 
aktiven – posreduje promet in kateri neaktiven – promet blokiran, s čimer omrežje 
logično preoblikuje v obliko drevesa. Preoblikovanje v STP topologijo drevesa je 
večstopenjski konvergenčni proces, pri katerem mora biti izbrano korensko stikalo, 
opredeljeni korenski in označen povezovalni izhodni vmesnik, kateri so v stanju 
posreduj, ter so vsi preostali povezovalni vmesniki v stanju blokiraj. Ko je določena 
celotna topologija in so odpravljene vse zanke so stikala v stanju konvergence, v 
katerem korensko stikalo vsake 2 sekundi pošilja pozdravna sporočila, ki jih preostala 
stikala posredujejo naprej po omrežju. Če stikalo ne sprejme pozdravnega sporočila v 
maksimalno določen času, ki je privzeto nastavljen na 20 sekund, je prišlo do napake 
ali spremembe topologije, ter se ponovi celoten postopek konvergence. [5] 
3.1  Pravila in stanja povezovalnih vmesnikov 
Povezovalni vmesniki glede na postavitev v omrežju pridobijo pravilo, glede na 
povezavo do korenskega stikala: 
 korenski vmesnik (angl. root port), povezovalni vmesnik, ki je usmerjen v 
smer proti korenskemu stikalu 
 označeni vmesnik (angl. designated port), povezovalni vmesnik, ki je 
usmerjen stran od korenskega stikala, ter omogoča posredovanje paketov 
 blokiran vmesnik (angl. blocking port), onemogočen povezovalni vmesnik, ki 
je usmerjen stran od korenskega stikala, ter onemogoči posredovanje paketov 
s čimer omrežje zavaruje pred nastankom zanke. 
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Protokol STP vsem izhodnim vmesnikom na stikalih, ki so povezani v topologijo 
določi končno stanje. Preden se vzpostavi stanje konvergence, lahko vmesniki 
spremenijo več vmesnih stanj. Stanja, katere lahko dobijo izhodni vmesniki na stikalih:  
 onemogočeno (angl. disabled) - v tem stanju se noben paket ne posreduje, 
izhodni vmesnik ne deluje v STP (največkrat ga v to stanje nastavi skrbnik 
omrežja), 
 poslušanje (angl. listening) – stanju v katerem se noben paket ne posreduje, 
stikala obdeluje sprejete BPDU pakete, 
 učenje (angl. learning) – v tem stanju se noben paket ne posreduje, stikalo 
izvorne naslove iz BPDU okvirjev shranjuje v bazo (angl. switching database), 
 posredovanje (angl. forwarding) – končno stanje, v katerem se posreduje 
pakete, STP še vedno nadzoruje prejete BPDU pakete, s katerem se preverja 
stanje STP v omrežju, 
 blokiranje (angl. blocking) – končno stanje, v katerem se noben paket ne 
posreduje, ker bi povzročil zanko. Noben uporabniški paket se ne posreduje in 
ne pošilja skozi izhodni vmesnik. Stanje se lahko spremeni v posredovanje v 
primeru izpada kakšne druge povezave med stikali. Še vedno pa se prenašajo 
kontrolni BPDU paketi. [6] 
3.2  Delovanje 
Bistvene komponente STP protokola so: sporočila BPDU, STP algoritem in 
stanja STP povezovalnih vmesnikov. 
Stanje STP se oglušuje v kontrolnih sporočilih, ki se prenašajo v okvirjih, ki jih 
imenujemo BPDU okvirji in se v omrežju prenašajo znotraj Ethernet okvirja, kjer 
podatkovno polje zavzame BPDU okvir. Okvir je sestavljen iz 12 polj, skupne dolžine 
35 oktetov: 
 
Polja Angleški izraz Dolžina polja 
protokol protokol ID 2 okteta 
različica version 1 oktet 
tip sporočila message type 1 oktet 
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zastavice flags 1 oktet 
korensko stikalo root ID 8 oktetov 
cena poti cost of root 4 okteti 
izvorno stikalo bridge ID 8 oktetov 
izhodni vmesnik port ID 2 okteta 
starost sporočila message age 2 okteta 
maksimalna starost max ege 2 okteta 
čas pozdravnega sporočila hello time 2 okteta 
zakasnitev pri posredovanju forward delay 2 okteta 
Tabela 3.2: BDPU okvir 
Najpomembnejše polje znotraj okvirja je identiteta izvornega stikala – BID, s 
pomočjo katere se določi korensko stikalo. BID se določi glede na MAC naslov stikala 
in prioritete, ki je nastavljena na posameznem stikalu. Ko si stikala izmenjuje BPDU 
pakete, s pomočjo prioriteto poiščejo stikalo z najnižjo vrednostjo, v primeru enakih 
prioritet se izbere stikalo, ki ima najnižji MAC naslov, ter postane korensko stikalo 
(angl. root bridge) v topologiji. Na podlagi prioritet in posameznih cen se nato dodeli 
še preostale aktivne povezav, ter se onemogoči tista, ki ima najvišjo ceno. Korensko 
stikalo skozi celotno omrežje pošilja pozdravna sporočila »hello BPDU«. Ostala 
omrežna stikala lahko sprejmejo več pozdravih sporočil, ker jih prejmejo neposredno 
od korenskega stikala, kot tudi posredno od sosednjih stikal, ter jih ustrezno 
posredujejo naprej na preostale povezovalne izhodne vmesnike znotraj topologije. 
Sledi določitev pravil povezovalnih izhodnih vmesnikov na stikalih. Korensko 
stikalo ima vse povezovalne vmesnike v stanju posreduj – označen vmesnik. Preostala 
stikala imajo en korenski vmesnik, ki postane tisti, ki je usmerjen proti korenskemu 
stikalu, preostali vmesniki so v pravilu označeni povezovalni vmesniki. Če sta dva 
sosednja izhodna vmesnika v pravilu označeni vmesnik, bi nastala zanka, zato STP 
algoritem glede na prioriteto in ceno povezave enega izmed njiju prestavi v stanje 
blokiraj, s katerim se nastanek onemogoči. Vsaka povezava med stikali oglašuje svojo 
ceno glede na razpoložljivo hitrost, s pomočjo katerih se iz topologije onemogoči 
povezavo z najvišjo ceno. Cene poti za posamezno pasovno širino so razvidne iz tabele 
3.1. [7] 
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Pasovna širina 
(Mbit/s) 
Cena 
4 250 
10 100 
16 62 
100 19 
155 14 
622 6 
1000 (1 Gbit/s) 4 
10000 (10 Gbit/s) 2 
Tabela 3.1: Cene povezav [7] 
Na sliki 3.2 je predstavljen celoten postopek preoblikovanja omrežja. Leva 
shema predstavlja osnovno omrežje, kjer so medsebojno povezana tri stikala in v 
primeru, da ne uporabljamo mehanizma, ki bi preprečil nastanek zanke, zaradi vseh 
aktivnih povezav omrežje ne bi delovalo. Srednja shema predstavlja stanje po 
vključitvi mehanizem STP, pri katerem se najprej določi korensko stikalo, ter dodeli 
povezovalnim vmesnikom na preostalih dveh stikalih pravilo glede na povezavo do 
korenskega stikala. Na koncu se onemogoči še povezava z najvišjo ceno s katero se 
izključi možnost nastanka zanke. Desna shema prikazuje logične povezave STP v 
stanju konvergence.  
 
 
Slika 3.2: Logično preoblikovanje omrežja 
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V primeru spremembe topologije s priključitvijo nove povezave na enega izmed 
izhodnih vmesnikov na stikalu ali prekinitvijo obstoječe povezave, je potreben čas, da 
se iz začetnega stanje blokiranje do končnega posredovanje 50 sekund. Maksimalen 
čas, ki ga posamezno stanje potrebuje je razvidno iz tabele 3.3. 
 
 
Predhodno stanje Novo stanje Maksimalen potreben čas 
blokiranje poslušanje 20 sekund 
poslušanje učenje 15 sekund 
učenje posredovanje 15 sekund 
skupaj 50 sekund 
Tabela 3.3: Stanja protokola STP 
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4  Hitri protokol premostitvenega drevesa  
Leta 2001 je IEEE predstavil posodobljeno različico osnovnega protokola STP 
imenovano »hitri« STP - RSTP pod oznako IEEE 802.1W. Bistvena prednost, kot že 
samo ime pove, je hitrost vzpostavitve konvergence med stikali v primeru spremembe 
topologije. Hitrost pridobimo, ker se za vzpostavitev konvergence ne uporablja 
časovnikov, in omogoča da korenski vmesniki in označeni vmesnike spremenijo stanje 
izhodnega vmesnika iz stanja blokiraj v posreduj v parih sekundah. Zmanjšalo se je 
število posameznih stanj, ki jih lahko zavzamejo končni povezovalni izhodni vmesniki 
iz osnovnih pet na tri. RSTP je bil načrtovan tako, da je popolnoma združljiv s 
predhodnim standardom STP. [8]  
Bistvena sprememba je v načinu komunikacije med omrežnimi stikali, saj 
omogoča tudi aktiven dialog (zahteve in potrjevanje), ki postavi odzivni čas v okvire 
do nekaj deset milisekund. Hkrati omogoča tudi označevanje izhodnih vmesnikov kot 
robne (angl. edge), ki naj bi bili povezani samo do uporabniških računalnikov, ne pa 
tudi do drugih stikal. Robne vmesniki lahko nastavimo tako, da takoj preidejo v stanje 
posreduj. V kolikor se na tem vmesniku sprejme RSTP sporočilo BPDU, vmesnik 
nemudoma izgubi status posebnega robnega vmesnika in je podvržen normalni RSTP 
proceduri. 
4.1  Pravila in stanja povezovalnih vmesnikov 
Povezovalni vmesniki enako kot pri predhodnem standardu glede na postavitev 
v omrežju pridobijo pravilo, glede na povezavo do korenskega stikala. Poleg osnovni 
treh, sta dodana dva nova: 
 korenski vmesnik (angl. root port), funkcija enako kot pri STP – 
posredovanje paketov proti korenskem stikalu, 
 označeni vmesnik (angl, designated port) funkcija enako kot pri STP – 
posredovanje paketov stran od korenskega stikala, 
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 blokiran vmesnik (angl. blocking port), funkcija enako kot pri STP – pakete 
se ne posreduje na noben vmesnik, 
 alternativni vmesnik (angl. alternative port), povezovalni vmesnik, ki je 
usmerjen v smer korenskega stikala, aktivira se v primeru izpada primarne 
povezave, privzeto pakete zavrača, 
 rezervni vmesnik (angl. backup port), povezovalni vmesnik, ki je usmerjen 
stran od korenskega stikala, aktivira se v primeru izpada primarne povezave, 
privzeto pakete zavrača. [6] 
Izhodni vmesniki pri uporabi protokola STP lahko pred vzpostavitvijo 
konvergence, ter v končnem stanju dobijo pet različnih statusov – onemogočanje, 
blokiranje, posredovanje, učenje ali posredovanje, pri uporabi RSTP pa so stanja lahko 
le tri:  
 zavračanje (angl. discarding) - v tem stanju se noben uporabniški paket ne 
posreduje, 
 učenje (angl. learning) – v tem stanju se noben paket ne posreduje, stikalo 
shranjuje MAC naslove v bazo, 
 posredovanje (angl. forwarding) – izhodni vmesnik posreduje uporabniške 
pakete po omrežju. 
Spanning tree protocol Rapid spanning tree protocol 
onemogočeno zavračanje 
blokiranje zavračanje 
poslušanje zavračanje 
učenje učenje 
posredovanje posredovanje 
Tabela 4.1: RSTP stanja 
4.2  Delovanje 
Glavna razlika med protokoloma RSTP in STP je v stanjih na izhodnih 
vmesnikih, in sicer so stanja onemogočen, blokiranje in poslušanje, pri katerih se 
Ethernet okvirji ne posredujejo na izhodne vmesnike, ter se vmesniki ne učijo MAC 
naslovov, združeni v stanje zavračanje. Stanja učenje in posredovanja pa sta ostala 
enaka. Zaradi združenih stanj se v primeru spremembe topologije do ponovnega 
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vzpostavitev stanja konvergence čas med 30 in 50 sekund (dva pozdravna paketa z 15 
sekundno zakasnitvijo, ter maksimalna starost 15 sekund), zmanjša na največ 6 sekund 
(3 pozdravna sporočila).  
4.3  Dodatne funkcionalnosti protokola 
RSTP poleg osnovnih dveh tipov izhodnih vmesnikov, korenski vmesnik in 
označeno dodana dva nova tipa – alternativni vmesnik in rezervni vmesnik. 
Alternativni vmesnik (angl. Alternative port), ki ima status zavračanje in 
določa dodatno pot do korenskega stikala, ki se aktivira v primeru porušene primarne 
povezave, vendar ta izhodni vmesnik predhodno ne more biti tipa korenski vmesnik - 
predstavlja nekakšen dodaten neuporabljen korenski vmesnik. Rezervni vmesnik 
(angl. BackUp port), ki se uporablja v primeru redundantne povezave do istega 
segmenta znotraj omrežju, kjer je že aktiven RSTP označen vmesnik - predstavlja 
nekakšen dodaten neuporabljen označen vmesnik.  
Razlika je tudi pri pošiljanje BPDU okvirjev, pri osnovnem standardu STP jih je 
generiralo samo korensko stikalo, pri RSTP, okvirje generirajo vsa stikala znotraj 
topologije in se pošiljajo po omrežje na vsak pozdravni interval– »hello interval«. Kar 
omogoči, da sosednja stikala lahko medsebojno komunicirajo o stanju STP, ne da bi 
pri tem moralo sodelovati korensko stikalo. Posledično se topologija lahko hitreje 
sinhronizira, ter povezovalni izhodni vmesniki hitreje spremenijo status iz zavračanja 
v posredovanje brez zakasnitev. 
Korensko stikalo nima več glavne vloge in ne upravlja celotnega nadzor znotraj 
topologije, pač pa se vsako stikalo poveže s svojima sosednjima stikalom, dokler niso 
vsa stikala sinhronizirana, in se čas končne konvergence bistveno zmanjša. 
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5  Avtomatično zaščitno preklapljanje 
5.1  Rešitve podjetje Extreme Networks 
Extreme Networks je ameriški proizvajalec omrežnih naprav. Ustanovljeno je 
bilo leta 1996 s sedežem v San Jose v Kaliforniji. Omogoča žično in brezžično mrežno 
infrastrukturo, programsko opremo, ter podatkovne centre. Podjetje ponuja opremo 
Black Diamond, ki z modularno zasnovo, v kateri lahko prosto dodajamo in 
odstranjujemo posamezne kartice, zagotovimo Ethernet povezavo. Proizvaja stikala 
serije Summit, različnih prenosnih hitrosti in jih lahko medsebojno povežemo v sklade. 
Proizvajajo tudi izdelke imenovane IdentiFi, kateri omogočajo brezžično 
komunikacijo, in delujejo v standardu 802.11a/b/g/n/ac. S programskim okoljem 
NetSight omogočajo nadzor in upravljanje celotnega omrežja prek enotnega spletnega 
vmesnika. Področje delovanja: stikala, brezžične komunikacije, varnostno področje, 
razvoj programske opreme, nadzor omrežij, podatkovni centri, analiza aplikacij, 
dostopne točke, programsko definirano omrežje. [9]  
Polog razvoja strojne opreme je podjetje razvilo tudi več kontrolnih protokolov 
za nadzor omrežja, hitrejše in zanesljivejše delovanje, zagotavljanje večje robustnosti. 
Eden izmed njih je tudi protokol EAPS, ki deluje v drugem sloju modela ISO/OSI in 
predstavlja nadgradnjo standardiziranih protokolov STP in RSTP, rešitev poveča 
razpoložljivost in robustnost omrežja. Vse funkcionalnosti so zapisanje v RFC 3619: 
»Extreme Networks Ethernet Automatic Protection Switching (EAPS) Version 1. 
EAPS Single Ring Topology«. Protokol EPAS je bil zasnovan za preprečevanje težav 
z zankami v Ethernet omrežjih, hkrati zagotavlja hitro okrevanje v primeru izpada 
povezave. V primeru napake v povezavi je čas da se vzpostavi stanje konvergence 
bistveno krajši v primerjavi z osnovnim STP in nadgrajenim RSTP. Čas konvergence 
je 50 milisekund, kar je primerljivo z optičnimi komunikacijami – SONET (angl. 
Synchronous Optical Networking). Tak hiter čas vzpostavitve normalnega delovanje 
je ključnega pomena pri aplikacijah, kjer je dopustni čas nedelovanja zelo majhen, ter 
pri aplikacijah, ki delujejo v realnem času, kot na primer: internetni klici (angl. voice 
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over IP), video prenosi (angl. real-time streaming video). Uporaba protokola EAPS 
omogoča tudi večjo učinkovitost, ter višjo kvaliteto omrežja. 
5.2  Terminologija 
Ključni pojmi za razumevanje EAPS funkcionalnosti in implementacije so 
naslednji pojmi: 
 EAPS domena: logična domena je določena znotraj ene topologije, ki je 
največkrat v obliki obroča, in vsebuje eno korensko stikalo (angl. master node), 
ter več tranzitnih stikala (angl. transit nodes), na katerih je nastavljen kontrolni 
VLAN (angl. control VLAN), ter en ali več varovanih VLAN-ov (angl. 
protected VLAN), 
 korensko stikalo – Predstavlja glavno kontrolno točko v topologiji, ki pošilja 
kontrolne okvirje (angl. Health-Check frames) vsem tranzitnim stikalom, in 
ima primarni port aktiven, sekundarni pa je neaktiven, 
 tranzitno stikalo – Sprejemajo in posredujejo kontrolne okvirje, ki jih 
sprejemajo od korenskega ali tranzitnih stikal. Stikala preverjajo status 
izhodnih vmesnikov, ter v primeru detekcije prekinitve povezave obvestijo 
korensko stikalo, 
 primarni izhodni vmesnik (angl. primary port) – določi se na vseh stikalih 
znotraj obroča, ter je korenskem stikalu privzeto aktiven, ki posreduje kontrole 
okvirje, 
 sekundarni izhodni vmesnik (angl. secondary port) – določi se na vseh stikalih 
znotraj obroča, ter je korenskem stikalu privzeto neaktiven, kar onemogoča 
nastanek zanke, 
 stanje EAPS domene – na korenskih stikalih sta lahko dva stanji, končano 
(angl. complete) ali napaka (angl. failed), tranzitna imajo lahko stanje povezava 
vzpostavljena (angl. links-up) ali povezave prekinjena (angl. links-down), 
 kontrolni VLAN – VLAN, ki se uporablja za pošiljanje in sprejemanje 
kontrolnih okvirje. Vsaka domena mora imeti svoj kontrolni VLAN, katerega 
promet ni nikoli blokiran, 
 zaščiteni VLAN – Eden ali več uporabniških VLAN-ov. 
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Slika 5.1: EAPS obroč [10] 
Posamezna EAPS domena lahko zaščiti skupino VLAN-ov, kar omogoča 
prilagodljivo rast prometa v omrežju in zaščito pred zankami. Domena zagotovi 
logično in fizično segmentacijo, ki v primeru izpada enega EAPS obroča ne vpliva na 
delovanje omrežja za ostale EAPS obroče in VLAN-e. EAPS zagotavlja podporo za 
usmerjevalne protokol, ki se izvajajo v višjih slojih IOS/OSI modela, kot na primer: 
protokol OSPF, protokol, ki v omrežju poišče najkrajšo pot od izvornega do ponornega 
naslova. 
5.3  Stanja korenskega in tranzitnih stikal 
Po določitvi korenskega in tranzitnih stikal, kreiranju novega EAPS obroča, 
določitvi primarnih in sekundarnih vmesnikih, ter kontrolnega in zaščitenih VLAN-ov 
je lahko stanje korenskega stikala v dveh končnih stanjih: 
 končan (angl. completed): stanje v katerem so aktivni vse povezave do stikal, 
ki so povezane v obroču. Korensko stikalo blokira sekundarni izhodni 
vmesnik, ter pošilja »Health-Check« sporočila prek primarnega vmesnika čez 
obroč, ter nato sprejeme po sekundarnem vmesniku. Stikala preko zaščitenih 
VLAN-ov pošiljajo uporabniške okvirje. 
 Napaka (angl. failed): Tranzitna stikala nenehno preverjajo stanje vmesnikov 
na obročnih vmesnikih. V premeri prekinitve povezave, tranzitno stikalo takoj 
obvesti korensko stikalo s sporočilom o napaki (angl. Link-Down Alert) preko 
kontrolnega VLAN-a, v primeru da so na obroču vmesna tranzitna stikala, ta 
sporočilo posredujejo do korenskega stikala. Ko korensko stikalo sprejem 
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sporočilo o napaki, spremeni status domene v stanje napaka in omogoči 
sekundarni vmesnik, ki je bil predhodno v stanju blokiraj. 
Tranzitna stikala v EAPS domeni pa so lahko v stanjih: 
 povezava vzpostavljena (angl. links-up): stanje v katerem je tranzitno stikalo v 
stanju normalnega delovanja, vmesnika sta povezana na obroč in sta v stanju 
posreduj. 
 povezava prekinjena (angl. links-down): v primeru, da eden ali oba obročna 
vmesnika prekineta povezavo do sosednjega stikala, je prišlo do napake in je 
EAPS obroč prekinjen. 
5.4  Delovanje 
Znotraj omrežja lahko konfiguriramo več EAPS obročev, osnovna verzija EAPS 
konfiguracije pa deluje znotraj enega obroča, katere značilnosti, delovanje in stanja 
obroča bodo predstavljene v nadaljevanju. 
Vsaka EAPS domena je sestavljena iz enega korenskega stikala, imenovanega 
master, ter enega ali več tranzitnih stikal, katera imajo skupen en kontrolni VLAN, ter 
enega ali več zaščitenih VLAN-ov. Vsaka domena predstavlja posamezno instanco 
znotraj EAPS-a, zato je potrebno pri konfiguraciji najprej vključiti globalni EAPS, 
nato pa še posamezne instance. Logična EAPS domena tipično obstaja znotraj fizične 
obročne topologije (bakreni ali optični vodnik). 
 
 
Slika 5.2: Primarni in sekundarni izhodni vmesnik na EAPS obroču [10] 
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Na korenskem stikalu se določi primarni izhodni vmesnik, ter označeni 
sekundarni vmesnik, ki je v normalnem delovanje blokiran za vse zaščitene VLAN-e. 
Kontrolni VLAN se uporablja za prejemanje in pošiljanje EAPS kontrolnih okvirjev 
znotraj obroča. Vsako stikalo ima na kontrolnem VLAN-u lahko le dva izhodna 
vmesnika – primarni in sekundarni. Zaščiteni VLAN-i so uporabniški VLAN-i, ki 
topologijo uporablja za prenos uporabniških podatkov. 
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6  Funkcionalnost PortFast 
6.1  Rešitve podjetja Cisco System 
Ameriško multinacionalno tehnološko podjetje Cisco System se ukvarja z 
načrtovanje, izdelovanjem in prodajo omrežne opreme s sedežem v San Jose v 
Kaliforniji. Podjetje je bilo ustanovljeno leta 1984 in je vodilni svetovni proizvajalec 
na področju omrežne opreme. Stikala serije Catalyst omogočajo povezljivost znotraj 
lokalnih omrežjih, kot tudi v prostranih, stikala serije Nexus pa se uporabljajo v 
podatkovnih centrih, ki so zasnovani za fizična in virtualna okolja, ter okolja v oblaku. 
Podjetje proizvaja usmerjevalnike, ki so nujno potrebni za povezavo med zasebnimi 
in javnimi internetnimi naslovim, tako za končne uporabnike, kot tudi internetne 
ponudnike, ena izmed serij - ASR 1000. Na področju brezžičnih komunikacij sta na 
voljo dve seriji dostopovnih točk - serija 3600, moduli omogočajo standard 802.11ac, 
3G, 4G, serija 3700, ki so kontrolerji. Področje delovanja: stikala, usmerjevalniki, 
brezžične komunikacije, področje varnosti, podatkovni centri, virtualizacijo. [11] 
Omrežna stikala proizvajalca Cisco omogočajo številna dodatne funkcionalnost 
znotraj standardiziranih protokolov STP in RSTP, katere izboljšajo konvergenčne 
časa, hitrejše delovanje omrežja ter dodatno zaščito samega omrežja. Nekatere izmed 
teh funkcionalnosti so PortFast, PortFast BPDU Guard, PortFast BPDU Filtering, 
UplinkFast, BackboneFast, Loop Guard. 
6.2  PortFast 
PortFast omogoča, da algoritem STP preskoči stanje poslušanje in učenje, ter 
stikalu na povezovalnem izhodnemu vmesniku takoj dodeli stanje posreduj v primeru 
detekcije napake. V primeru priključitve stikala ali naprave na izhodni vmesnik, se na 
vmesniku začne STP proces in se določi stanje poslušanja, po izteku časovnika se 
stanje spremeni v učenje, ter se nato zaključi v končnem stanju posredovanje ali 
blokiranje. Če je vključena funkcionalnost PortFast, se na vmesniku takoj spremeni 
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stanje v posreduj. Pri vključitvi funkcionalnosti PortFast na izhodni vmesnik, kjer se 
po priključila dodatna naprava, ki deluje v drugem sloji modela ISO/OSI, kot je stikalo, 
je biti potrebno pozoren na mesto priklopa v omrežju - da ne nastane zanka.  
6.3  UplinkFast 
Funkcionalnost UplinkFast se uporablja pri dostopovnih povezavah, kjer so 
navadno poleg povezovalnih izhodnih vmesnikov tudi dodatni vmesniki – 
redundantni. V primeru vključitve funkcionalnosti, se tako kot pri PortFast preskoči 
stanja poslušanje in učenje, ter se v primeru detekcije izpada povezave takoj omogoči 
posredovanje na prej blokiranem povezovalnem vmesniku. Ko se zazna napaka na 
povezavi, se takoj vzpostavi redundantna pot s katero se omogoči nemoteno delovanje, 
poleg tega se na stikalu, ki je imel predhodno blokiran vmesnik, določi najvišja možna 
prioriteta stikala na 49152 (privzeta nastavitev na stikalih je 32768), poleg tega se na 
redundantni povezavi poviša cena povezave na 3000. Visoka prioriteta in visoka cena 
onemogočita, da bi to stikala postalo korensko stikalo v topologiji. 
 
Slika 6.1: Stanje pred prekinitvijo povezave L2 [12] 
Slika 6.1 predstavlja stanje preden se katera izmed povezav prekine, in je 
povezava med stikaloma Swith B in Switch C logično prekinjena. Slika 6.2 predstavlja 
stanje, ko se prekine povezava med stikaloma Swith A in Switch C, ter s pomočjo 
funkcionalnosti UplinkFast omoči takojšnje posredovanje paketov med stikaloma 
Swith A in Switch C po redundantni poti preko stikala Switch B. 
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Slika 6.2: Stanje po prekinitvi povezave L2 [12] 
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7  Preizkus delovanja protokolov za zaščito  
Stikala v lokalih omrežjih so lahko povezana v različnih topologijah in 
najpogosteje uporabljajo eno skupno vodilo, zato je pomembno, da tovrstna omrežja 
vsebujejo mehanizme s katerim preprečujejo nastajanje zank znotraj omrežja, katere 
vodijo v nedelovanje enega dela ali celotnega omrežja. Ker pa so se z nenehnim 
razvojem strojne in programske opreme, spreminjajo tudi zahteve za nemoteno 
delovanje, se manjša tudi dovoljen čas prekinitve oziroma čas vzpostavitve 
normalnega delovanja - konvergence. Stanje vzpostavitve konvergence je ključnega 
pomena za delovanje, ki se je skozi leta z razvojem novih standardov, protokolov in 
različnih rešitev proizvajalcev omrežne opreme zmanjšala iz slabe minute na nekaj 
deset milisekund.  
V nadaljevanju diplomskega dela bom predstavil testno okolje v katerem sem 
izvedel meritve vzpostavitve konvergence v omrežju. Predstavil bom potek 
konfiguriranja stikal za standardiziran protokol STP in njegovo nadgradnjo RSTP na 
stikalih proizvajalca Cisco in Extreme. Nato bom predstavil še nestandardizirano 
rešitev vsakega od proizvajalcev opreme, ter primerjal izmerjene čase.  
7.1  Testno okolje 
Za potrebe simulacije protokolov, ki preprečevan nastanek zank, tako da logično 
prekinejo fizično povezavo med dvema stikaloma, smo se odločili za topologijo v 
obliki obroča, v katero bo vključenih pet omrežnih stikal, generator prometa ter 
računalnik z nameščenim programom Wireshark za spremljanje poslanih paketov 
znotraj omrežja. Topologijo in naprave prikazuje slika 7.1. 
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Slika 7.1: Shema testnega okolja 
Stikalom smo določili IP naslove 192.168.100.1 – 192.168.100.5 in jih 
medsebojno povezal preko izhodnih vmesnikov v topologijo obroča. Med stikalom 
SW1 in SW5 smo priključili etertap, ki služi da ves promet, ki se pošilja med stikalom 
posreduje na računalnik, na katerem je nameščen program Wireshark. Wireshark je 
odprtokodni paketni analizator, ki se v omrežjih uporablja za odpravljanje napak, ter 
spremljanje in analizo prometa. Na stikalo SW2 smo priključil generator prometa, 
preko katerega smo v drugem delu meritev generiral umetni promet v omrežju, ter 
opazovali, če se časi vzpostavitve ponovne konvergence spremenijo. 
Določili sem korensko stikalo za vse meritve - SW3, kateremu nastavimo 
najnižjo prioriteto (4096), drugo prioriteto je imel SW2 (8192), tretjo SW4 (16384). 
Stikaloma SW1 in SW5 nismo določil nobene prioritete, zato imata privzeto nastavitev 
na 32768, in se bo le ta določila glede na njuna MAC naslova. Pri medsebojnim 
povezovanju stikal, moramo biti previdni, ker so privzete nastavitve pri proizvajalcih 
različne. Vsa Cisco stikala lahko takoj povežemo z vsemi povezavami, ker je znotraj 
VLAN-ov privzeto vključen mehanizem STP, ter glede na prioriteto stikal znotraj 
posameznega VLAN-a določi korensko stikalo, ter enega izmed fizičnih vmesnikov, 
iz stanja posreduj spremeni v blokiraj s čimer onemogoči nastanek zanke. Stikala 
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proizvajalca Extreme privzeto znotraj VLAN-ov za izhodne vmesnike ne vključujejo 
nobenega mehanizma, ki bi omrežje zavarovalo pred zanko, zato ga je potrebno 
konfigurirati in vključiti pred povezavo vseh stikal. 
Vse meritve smo izvajali v dveh delih, najprej smo izvedeli meritev brez 
prometa. Spremembo topologije smo izvedli tako, da smo fizično prekinili povezavo 
2 (SW2 – SW3), ter izmeril čas od zaznave napake do ponovne vzpostavitve delovanja. 
S pomočjo analizatorja WireShark smo spremljali dogajanje med stikaloma, odčitali 
začetni čas, ko se napaka pojavi, ter čas vzpostavitve normalnega delovanja, nakar smo 
izračunali razliko, ki predstavlja čas vzpostavitve konvergence. 
V drugem delu smo generirali dodatni promet skozi omrežje. Promet je bil tipa 
TCP/IP, velikosti 1518 oktetov s frekvenco 5500 paketov/sekundo. Izvorni naslov 
generatorja prometa smo nastavili na 192.168.100.111, ciljnega pa na 
000.000.000.000, kar predstavlja »boradcast« promet in ga sprejmejo vsa stikala v 
topologiji. Ponovili smo fizično prekinitev, ter ponovno izračunali čas vzpostavitve 
konvergence.  
Stikala, ki smo jih uporabili v tesnem okolju proizvajalca Extreme: SW3: 
Summit x450-24t, SW4: Summit x450a-24x, SW5: Summit x150-24p, SW2: Summit 
x150-24t, SW1: Summit x450-24p.  
Uporabljena stikala proizvajalca Cisco SW1: Catalyst 2960, SW2: Catalyst 
2950, SW3: Catalyst 2960, SW4: Catalyst 2960, SW5: Catalyst 2960.  
 
 
Slika 7.2: Testno okolje Extreme 
 
 
Slika 7.3: Testno okolje Cisco 
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V nadaljevanju bodo za posamezna stikala izpisani le ključni deli konfiguraciji, 
ki se razlikujejo pri različnih proizvajalcih. 
 
7.2  Konfiguracija in meritve protokola STP 
Protokol STP glede na predhodno izbrane parametre logično prekine povezavo 
med stikaloma SW1 in SW5 zaradi najvišjih prioritet. Logično shemo predstavlja slika 
7.4. 
 
Slika 7.4: Logična shema testnega okolja 
7.2.1  Cisco stikala 
Cisco stikala imajo predhodno privzeto nastavljen mehanizem za preprečevanje 
zank na vseh VLAN-ih, ki ga Cisco imenuje PVST, zato lahko vsa stikala medsebojno 
povežemo, ne da bi pri tem nastala zanka. Izhodnim vmesnikom, ki so povezani v 
topologijo obroča, je potrebno samo naknadno določiti nadzorni VLAN. 
SW3#conf t 
SW3(config)#interface fastEthernet 0/1 
SW3(config)#switchport access vlan 10 
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Na stikalih je potrebno nastaviti še posamezne prioritete, ki so vezana na določen 
VLAN znotraj STP, korenskemu stikalu SW3 dodelimo najnižjo – 4096, stikaloma 
SW1 in SW5 ne nastavimo nobene prioritete in se bo prioriteta določila glede na nižji 
MAC naslov stikala, nakar mehanizem STP poskrbi, da bo zaradi preprečitve zank en 
izhodnih vmesnik v stanju blokiraj. 
SW3(config)#spanning-tree vlan 10 priority 4096 
SW2(config)#spanning-tree vlan 10 priority 8192 
SW4(config)#spanning-tree vlan 10 priority 16384 
Slika 7.5 prikazuje stanje STP na stikalu SW1.  
 
 
Slika 7.5:  STP na stikalu SW1 - Cisco 
Prva vrstica prikazuje vrsto STP - ieee pomeni osnovni STP, sledi MAC naslov 
korenskega stikala (address: 08cc.685b.0c00), ki pripada SW3 - najnižja prioriteta, ter 
stanje izhodnih vmesnikov. Izhodni vmesnik Fa0/1 predstavlja povezavo do stikala 
SW2 ima pravilo root in je v stanju FWD – posreduj, vmesnik Fa0/2 predstavlja 
povezavo do stikala SW5 in je alternativni vmesnik, ter je v stanju BLK - blokiraj. Kar 
pomeni, da ima SW5 nižji MAC naslov kot SW1. 
7.2.2  Extreme stikala  
Kot že omenjeno Extreme-ova stikala privzeto nimajo omogočenega 
nikakršnega mehanizma za preprečevanje zank, zato je potrebno pred fizično 
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povezavo vseh stikal omogočiti. To storimo tako, da na stikalu omogočimo postavko 
STP s0, postopek ponovimo na vseh stikalih.  
SW3 # enable stpd s0 
 Izhodne vmesnike, ki bodo tvorili topologijo obroča dodamo v nadzorni VLAN, 
ter stikalom določimo prioriteto, korensko stikalo mora imeti najnižjo – 4096 (SW3). 
SW3 # configure stpd s0 add vlan "Nadzor" ports 1-4 
SW3 # configure stpd s0 priority 4096 
SW2 # configure stpd s0 priority 8192 
SW4 # configure stpd s0 priority 16384 
Slika 7.6 prikazuje stanje STP na stikalu SW1.  
 
Slika 7.6: STP na stikalu SW1 – Extreme 
Prva vrstica prikazuje osnovne podatke o postavki STP - ime postavke, 
aktivnost, ter število povezovalnih izhodnih vmesnikov, kjer je omogočena izbrana 
postavka STP, sledi tip STP protokola – osnovni, 802.1D. Pomemben podatek VLAN, 
na katerem je STP vključen, to je VLAN Nadzor. Sledijo podatki o prioriteti in 
korenskem stikalu – SW3, ceni povezave 38 (ker gre povezava čez do korenskega 
stikala čez dva stikala, katera imata hitrost 100 Mbit/s – 19), ter pa nastavljeni 
parametri za pošiljanje pozdravnih sporočil in posamezni časovniki. 
Iz slike 7.7 so razvidna vsa stanja, ki jim povezovalni vmesnik spremeni ob 
spremembi topologije, poslušanje, učenje, blokiranje in učenje. 
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Slika 7.7: Stanja STP - Extreme 
7.2.3  Ugotovitve 
Slika 7.8 predstavlja posnetek med stikaloma SW1 in SW5 na opremi Cisco, 
slika 7.9 pa na opremi Extreme. 
V tabeli 7.1 so izračunani časi vzpostavitve konvergence. V prvem primeru v 
omrežju ni dodatnega prometa, v drugem pa se na stikalu SW2 generira promet. Časi 
konvergence, pri dodatnem prometu ni slabši, ker le ta ne vpliva na delovanje STP. 
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Slika 7.8: Wireshark posnetek - STP Cisco 
 
Slika 7.9: Wireshark posnetek - STP Extreme 
Proizvajalec Cisco Extreme 
Promet 
Brez dodatnega 
prometa 
Dodaten promet 
Brez dodatnega 
prometa 
Dodaten promet 
Začetek 
nedelovanja 
18,044635 s 10,502790 s 29,515245 s 5,778192 s 
Vzpostavitev 
delovanja 
67,164172 s 61,737302 s 76,191147 s 51,999836 s 
Konvergenca 49,119537 s 51,234512 s 46,675900 s 46,221644 s 
Tabela 7.1: STP konvergenca 
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Pri obeh proizvajalcih, je iz posnetkov v programu Wireshark razvidno, da se po 
prekinitvi povezave med stikaloma SW2 in SW3 vzpostavi povezava prej neaktivne 
povezave med stikaloma SW1 in SW5 v predpisanem času – 50 sekund. 
7.3  Konfiguracija in meritve RSTP 
Protokol RSTP isto kot STP prekine povezavo med stikaloma SW1 in SW5, tako 
da je logična shema omrežja enaka.  
7.3.1  Cisco stikala 
 Ker smo predhodno uporabljali STP, je za vključitev RSTP potrebno samo 
spremeniti različico standarda na vseh stikalih. 
SW3(config)# spanning-tree mode rapid-pvst 
 
Slika 7.10: RSTP - Cisco 
7.3.2  Extreme stikala 
Predhodno uporabljeni protokol STP onemogočimo, ter za uporabo RSTP 
ohranimo predhodno nastavljene parametre, potrebna je samo zamenjava tipa, iz 
osnovnega dot1d na dot1w, ter ponovno omogočimo STP postavko, postopek 
ponovimo na vseh stikalih v topologiji. 
SW1 # disable stpd s0 
SW1 # configure stpd s0 mode dot1w 
SW1 # enable s0 
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Slika 7.11: RSTP – Extreme 
7.3.3  Ugotovitve 
Slika 7.12 predstavlja posnetek med stikaloma SW1 in SW5 na opremi Cisco, 
ter slika 7.13 na opremi Extreme. V tabeli 7.2 so izračunani posamezni časi 
vzpostavitve konvergence po fizični prekinitvi povezave. 
 
 
Slika 7.12: Wireshark posnetek - RSTP Cisco 
 
Slika 7.13: Wireshark posnetek - RSTP Extreme 
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Proizvajalec Cisco Extreme 
Promet 
Brez dodatnega 
prometa 
Dodaten promet 
Brez dodatnega 
prometa 
Dodaten promet 
Začetek 
nedelovanja 
8,053453 s 9,99905 s 8,000456 s 5,011983 s 
Vzpostavitev 
delovanja 
14,09353 s 14,33046 s 12,03124 s 10,509094 s 
Konvergenca 6,040073 s 4,33141 s 4,030784 s 5,36411 s 
Tabela 7.2: RSTP konvergenca 
Pri uporabi hitrejšega protokola za zaznavo in odpravo napak RSTP, ki se 
pojavijo v drugem sloju modela ISO/OSI, se je čas vzpostavitve konvergence bistveno 
skrajša, iz 50 sekund na slabih 6 sekund.  
7.4  PortFast in EAPS  
7.4.1  Cisco stikala 
PortFast je potrebno nastaviti na povezovalnih vmesnikih, kjer ga omogočimo v 
podmeniju STP parametrov, postopek ponovimo za vse povezovalne vmesnike na vseh 
stikalih.  
SW3(config)# interface fastEthernet 0/1 
SW3(config-if)# spanning-tree portfast 
SW3(config)# interface fastEthernet 0/24 
SW3(config-if)# spanning-tree portfast 
Pri konfiguriranju se nam izpiše opozorilo, ki nas opominja da je primarno 
funkcionalnost namenjena končnim napravam. V primeru priključitve stikal ali drugih 
naprav, ki delujejo v drugi plasti lahko povzroči nastanek zanke.  
Warning: portfast should only be enabled on ports connected to 
a single host. Connecting hubs, concentrators, switches, 
bridges, etc... to this interface  when portfast is enabled, 
can cause temporary bridging loops. 
 
 Use with CAUTION 
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7.4.2  Extreme stikala 
Konfiguracija kontrolnega VLAN-a: na vseh stikalih, ki se bodo povezala v 
obroč, je potrebno ustvariti nov kontrolni VLAN za EAPS domeno, v katerega je 
potrebno dodati dva izhodna vmesnika. 
SW5 # create vlan Cont_Obroc 
SW5 # configure vlan Cont_Obroc add tag 777 
SW5 # configure vlan Cont_Obroc add port 1 tagged 
SW5 # configure vlan Cont_Obroc add port 2 tagged 
Konfiguracija EAPS obroča: za potrebe EAPS obroča na vseh stikalih ustvarimo 
novo EAPS domeno, ter določimo eno korensko stikalo, ostala postanejo tranziti. 
EAPS domeni dodelimo še en kontrolni ter enega ali več zaščitenih VLAN-ov.  
SW5 # create eaps glavni_obroc 
SW5 # configure eaps obroc_glavni mode master 
SW1 # configure eaps obroc_glavni mode transit 
SW2 # configure eaps obroc_glavni mode transit 
SW3 # configure eaps obroc_glavni mode transit 
SW4 # configure eaps obroc_glavni mode transit 
 
SW5 # configure eaps obroc_glavni add control Cont_Glavni 
SW5 # configure eaps obroc_glavni add protected vlan Nadzor 
SW5 # configure eaps obroc_glavni add protected vlan Strezniki 
Vsakemu stikalu določimo še primarni in sekundarni port s katerim je povezan 
do sosednjega stikala, ter na koncu omogočimo novo ustvarjeni obroč obroc_glavni, 
ter globalni EAPS. 
SW5 # configure eaps obroc_glavni primary port 24 
SW5 # configure eaps obroc_glavni secondary port 23 
SW5 # enable eaps obroc_glavni 
SW5 # enable eaps 
Pregled stanja EAPS obroča na glavnem stikalu (funkcija master), ki ima 
primarno prekinjen sekundarni izhodni vmesnik. Izhodni vmesnik se v primeru 
zaznave napake omogoči. Stanje obroča je končan (complete), ker pomeni, da so vse 
povezave med stikali aktivne, razen sekundarnega izhodnega vmesnika na glavnem 
stikalu. 
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Slika 7.14: Korensko stikalo EAPS obroča 
Stanje EAPS obroča na vseh preostalih stikalih je povezava vzpostavljena 
(Links-Up), kar pomeni da so vsi izhodni vmesniki na EAPS obroču pravilno 
povezani. Ko pride do prekinitve na eni povezavi, korensko stikalo spremeni status v 
napaka (failed), preostala stikala, ki so vpeta s to povezavo pa status povezava 
prekinjena (links-down). 
 
 
Slika 7.15: Tranzitna stikala EAPS obroča 
 
7.4.3  Ugotovitve 
Slika 7.16 predstavlja delovanje PortFast na opremi Cisco, ki takoj omogoči 
posredovanje paketov na povezovalnih izhodni vmesnik. Slika 7.17 predstavlja 
odzivni čas, pri uporabi EAPS-a, kjer je čas konvergence manjši od 50 milisekund. 
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Bistvena pomanjkljivost EAPS-a je, da v primeru izpada korenskega stikala odpove 
celoten EAPS obroč, ker tranzitna stikala ne prevzamejo glavne vloge v topologiji.  
 
 
Slika 7.16: Funkcionalnost PortFast – Cisco 
 
Slika 7.17: EAPS obroč - Extreme 
Iz tabele 7.3 je razvidna bistvena razlika med proizvajalcema Cisco in Extreme, 
pri katerem omrežje ob prekinitvi fizične povezave odreagira v manj kot 50 
milisekundah. 
 
Proizvajalec Cisco Extreme 
Promet Brez dodatnega 
prometa 
Dodaten promet Brez dodatnega 
prometa 
Dodaten promet 
Začetek 
nedelovanja 
6,040078 s 6,100690  s 10,30989 s 8,244230 s 
Vzpostavitev 
delovanja 
7,770835 s 7,504683 s 10,33072 s 8,255839 s 
Konvergenca 1,730757 s 1,403993 s 0,020830 s 0,011609 s 
Tabela 7.3: Konvergence pri PortFast in EAPS 
Čas, ki je potreben pri vzpostavitvi konvergence pri vključitvi funkcionalnosti 
PortFast in uporabi EAPS obroča, se bistveno zmanjša, kar v omrežjih doda zanesljivo 
delovanje in omogoči uporabo kompleksnih rešitev in aplikacij na višjih nivojih 
modela ISO/OSI.
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Uporaba vsaj enega mehanizma za preprečevanje nastajanja zank znotraj 
omrežja, ki delujejo v drugi plasti modela IOS/OSI je nujno potrebna, saj omogoča 
zanesljivo delovanje ter večjo robustnost omrežja. Zahteve uporabnikov po 
zanesljivem omrežju so iz leta v leto povečujejo, zato proizvajalce omrežne opreme 
silijo v razvijanje novih rešitev, ki še dodatno okrepijo zanesljivost. 
V diplomskem delu so bili predstavljeni osnovni koncepti delovanje posameznih 
rešitev ter analizirani preneseni paketi znotraj omrežja, kar je ključno za razumevanje 
delovanja posamezne rešitve. Pri izvedbi testov na omrežni opremi različnih 
proizvajalcev je bilo razvidno, da pri uporabi standardiziranih rešitev ne prihaja do 
nobenih anomalij ter, da so časi vzpostavitve konvergence znotraj predpisanih. 
Razlikujejo se le različni koncepti konfiguriranja STP in RSTP. Proizvajalec Cisco 
privzeto omogoči mehanizem na vseh VLAN-ih, ki so na stikalu, na stikalih 
proizvajalca Extreme mehanizem privzeto ni omogočen, zato ga je pred povezovanjem 
stikal potrebno omogočiti.  
Ključna slabost rešitev, ki jih ponujajo posamezni proizvajalci in niso 
standardizirane je združljivost. Tako v primeru omrežja, kjer bi imeli stikala dveh 
proizvajalcev – Cisco in Extreme, ne moremo uporabiti rešitve PortFast ali EAPS, s 
katerima bi bistveno zmanjšali čas konvergence, pač pa le standardizirani STP ali 
RSTP z najboljšimi časi konvergence okoli šest sekund. 
Postavljeno testno okolje je predstavljalo osnovno topologijo, z manjšim 
številom naprav iz druge plasti modela ISO/OSI. Vključitev usmerjevalnikov ter 
dodatnih naprav iz višjih plasti modela ISO/OSI ponuja možnost nadaljnjega 
raziskovanja.  
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