We prove that the curve Y 0 ðpÞ has no F 2 ðTÞ-rational points where p p F 2 ½T is a prime ideal of degree at least 3 and Y 0 ðpÞ is the a‰ne Drinfeld modular curve parameterizing Drinfeld modules of rank two over F 2 ½T of generic characteristic with Hecke-type level p-structure. As a consequence we derive a conjecture of Schweizer describing completely the torsion of Drinfeld modules of rank two over F 2 ðTÞ implying the uniform boundedness conjecture in this particular case. We reach our results with a variant of the formal immersion method. Moreover we show that the group Aut À X 0 ðpÞ Á has order two. As a further application of our methods we also determine the prime-to-p cuspidal torsion packet of X 0 ðpÞ where p p F q ½T is a prime ideal of degree at least 3 and q is a power of the prime p.
Introduction
Notation 1.1. Let F ¼ F q ðTÞ denote the rational function field of transcendence degree one over a finite field F q of characteristic p, where T is an indeterminate, and let A ¼ F q ½T. Let Y 0 ðnÞ denote the Drinfeld modular curve parameterizing Drinfeld modules of rank two over F q ½T of generic characteristic with Hecke-type level n-structure, where n p F q ½T is a non-zero ideal. Assume now that q ¼ 2. The main result of this paper is the following Theorem 1.2. The curve Y 0 ðpÞ has no F -rational points if p is a prime ideal and degðpÞ f 3.
This result is analogous to the celebrated theorem of Mazur on the isogenies of elliptic curves of prime degree defined over the field of rational numbers (proved in [14] ). The basic strategy of the latter paper is to prove the formal immersion property at the cusps at every finite place. Mazur's proof of this fact is di‰cult to adapt to Drinfeld modular curves because of the lack of a good theory of q-expansions for Drinfeld modular forms. In fact the latter is unlikely to exist because one of its important consequences, namely multiplicity one, is probably false (see a discussion of this matter in [8] , 9.7.4 , page 90). Instead we will use a variant introduced in the papers [15] and [21] to show the formal immersion property at the special fiber of Y 0 ðnÞ over the place y corresponding to the point at infinity on P 1 F q . As a consequence in the second half of the proof we are forced to take an approach
We have another application. Let K be an algebraically closed field containing F . For every ideal n as above let X 0 ðnÞ denote the unique geometrically irreducible smooth projective curve over F which contains Y 0 ðnÞ as an open subvariety. When degðpÞ f 3 the genus of X 0 ðpÞ is at least 2 hence the group of automorphisms Aut À X 0 ðpÞ Á of the base change of X 0 ðpÞ to K is finite and it does not depend on the choice of K. Using the main result of this paper (and under the hypothesis q ¼ 2) we are able to prove the following Corollary 1.7. The group Aut À X 0 ðpÞ Á has order two.
It is interesting to note that the original proof of the analogous theorem (in [16] ) uses the q-expansion of modular forms in a way which is again di‰cult to adapt to our situation. We are able to find a di¤erent proof by heavily exploiting that F has characteristic 2.
In order to prove our main result, Theorem 1.2, we need to use the theory of the Eisenstein ideal developed in [17] and [18] to prove some facts about the Eisenstein quotient of the Jacobian of the Drinfeld modular curve X 0 ðpÞ, the latter introduced first in [29] by Akio Tamagawa in this context. In particular we answer positively a question of Akio Tamagawa raised at the end of [29] . The latter result can be used to derive the nice application below. Notation 1.8. For every ideal n as above let J 0 ðnÞ denote the Jacobian of the curve X 0 ðnÞ. For every F -rational point P 0 of X 0 ðpÞ we may regard X 0 ðpÞ as a subvariety of J 0 ðpÞ over F via the Albanese embedding X 0 ðpÞ ,! J 0 ðpÞ which maps every closed point P to the class of the divisor P À P 0 . We let S P 0 denote the prime-to-p torsion packet of X 0 ðpÞ relative to P 0 , that is, the set: S P 0 ¼ fP A X 0 ðpÞðF Þ j bn A N such that nðP À P 0 Þ ¼ 0 in J 0 ðpÞðF Þ and p F ng;
where for every field K we let K denote its maximal separable extension. The geometric points of the zero dimensional complement of Y 0 ðnÞ in X 0 ðnÞ are called the cusps of the curve X 0 ðnÞ. When n ¼ p is a prime ideal then the curve X 0 ðpÞ has two cusps which are actually defined over F . Finally letF F denote the maximal constant field extension of F . Theorem 1.9. Assume that degðpÞ f 3 and P 0 is one of the two cusps of X 0 ðpÞ. Then we have where WPðpÞ denotes the set of Weierstrass points of X 0 ðpÞ.
Contents 1.10. In the next chapter we prove a useful theorem about the cokernel of maps between the connected components of Néron models of certain abelian varieties induced by functoriality, mildly generalizing a result in [19] . This theorem is first put to use in the third chapter. Here we recall the definition of the cuspidal divisor group CðpÞ and the Eisenstein quotient of the Jacobian of the Drinfeld modular curve X 0 ðpÞ, then show that the cuspidal divisor group maps isomorphically onto the Mordell-Weil group of this quo-tient. Moreover at the end of this chapter we prove Theorem 1.9. It is important to note that as a consequence of the results of this chapter we could use the Eisenstein quotient instead of the winding quotient if we could prove that it also has the crucial formal immersion property. But the period lattice of the Eisenstein quotient, unlike that of the winding quotient, is not explicit, this is why we work with the latter.
In the fourth chapter we recall the definition of modular symbols and some results about these objects which were proved in [18] . In the fifth chapter we construct the winding quotient of the Jacobian of the Drinfeld modular curve X 0 ðpÞ when p is a prime ideal of degree at least 3 by describing explicitly its lattice of periods with respect to its rigid analytic uniformization at y and derive its basic properties using this definition. In the sixth chapter we study the structure of quotient of the Bruhat-Tits tree by the Hecke congruence group. Although the results proved in this chapter are completely elementary, they are crucial for the proof. The aim of the following chapter is to construct a model of X 0 ðpÞ over the spectrum of O y , the valuation ring of the completion F y of F with respect to y. The key properties of this model, namely its regularity and the formal immersion property for the winding quotient, is derived with the help of the results of the previous chapter.
We study the Galois module structure of the mod p torsion of a rank two Drinfeld module over F which has good reduction at every place v 3 y of F in the eighth chapter. In the ninth chapter we actually prove Theorem 1.2 and derive Corollary 1.7 as a consequence. First we determine the set of F y -rational points of X 0 ðpÞ. When the rational point reduces to one of the cusps we follow the method used in [15] and [21] . In the remaining cases we show that the corresponding Drinfeld module has a constant j-invariant and we apply the results of the previous chapter. In the last chapter we prove Theorem 1.4 by analyzing Drinfeld modular curves of small conductor. As a consequence of the work of A. Schweizer we only need to study the Drinfeld modular curve X 0 ðT 4 þ T 2 þ 1Þ more seriously. Acknowledgment 1.11. I wish to thank Akio Tamagawa for some useful discussions about the proofs of Corollary 1.7 and Theorem 1.9.
2. Component groups of Néron models of totally split abelian varieties Definition 2.1. For every algebraic group T over a field K which is a split torus let CðTÞ denote its group of cocharacters. Then CðTÞ is a free and finitely generated abelian group whose rank is equal to the dimension of T over K. The group TðKÞ of K-valued points of T is canonically isomorphic to K Ã n CðTÞ. Let K be now a field complete with respect to a discrete valuation v : K Ã ! Z. A subgroup L of TðKÞ ¼ K Ã n CðTÞ is called a discrete lattice if the restriction of the homomorphism v n 1 : K Ã n CðTÞ ! Z n CðTÞ to L is injective and the image has finite cokernel. In this case the quotient T=L exists in the category of rigid analytic spaces and it is a proper rigid analytic group such that the quotient map T ! T=L is a homomorphism of rigid analytic groups. Let Q be another split torus over K and let D be a discrete lattice in QðKÞ ¼ K Ã n CðQÞ. Let HomðT; G; Q; DÞ denote the group of homomorphisms f : T ! Q of algebraic groups over K such that fðGÞ L D. The operation of forming quotients induces an injective homomorphism h : HomðT; G; Q; DÞ ! HomðT=G; Q=DÞ where the latter is the group of rigid analytic homomorphisms from the rigid analytic group T=L to the rigid analytic group Q=D.
Theorem 2.2. The homomorphism h is an isomorphism.
Proof. This is essentially Satz 5 of [9] , page 33, although the result there is only stated for endomorphisms, i.e. in the case when T and Q are equal. One may immediately reduce to this case by considering f l 0 : T l Q ! T l Q. r Notation 2.3. Let O and k denote the valuation ring of K and its residue field, respectively. For every abelian variety C over K let FðCÞ denote the group of connected components of the special fiber of the Néron model of C over O. Let A be an abelian variety defined over K and assume that the Néron model A of A over O has split multiplicative reduction. The latter means that the connected component of the identity of the special fiber of A is a split torus over k. Let B be an optimal quotient of A. Let p : A ! B be the quotient homomorphism and let p Ã : FðAÞ ! FðBÞ be the homomorphism induced by p.
Proposition 2.4. The cokernel of the homomorphism p Ã : FðAÞ ! FðBÞ injects into the group ðk Ã Þ dimðAÞÀdimðBÞ . In particular its order is annihilated by the order of k Ã when k is finite.
The proposition above mildly generalizes one of the main results of [19] , but our proof is much simpler and shorter.
Proof. By the uniformization theory of Gerritzen the abelian variety A has a rigid analytic uniformization by a split torus T over K. Hence the abelian variety B, as a quotient of A, has a rigid analytic uniformization by a split torus Q over K, too. Let G H TðKÞ and D H QðKÞ be discrete lattices such that A ¼ T=G and B ¼ Q=D, respectively, as rigid analytic groups. By Theorem 2.2 there is a unique homomorphism f : T ! Q of algebraic groups over K such that fðGÞ L D and the homomorphism induced by f via forming quotients is equal to p. Let L denote the completion of the algebraic closure of K with respect to the unique extension of the valuation of K. Because L is an algebraically closed field the homomorphism AðLÞ ! BðLÞ induced by p is surjective. Hence QðLÞ ¼ S
As a topological space QðLÞ is locally homeomorphic to a complete metric space. Let S denote the scheme-theoretical reduction of the kernel of f. Then S is a smooth algebraic group and it has finitely many connected components. Let R denote the connected component of the identity of S: the algebraic group R is a subtorus of T. Its group of cocharacters CðRÞ L CðTÞ lies in the kernel of the homomorphism f Ã above. Hence the rank of CðRÞ is at most dimðAÞ À dimðBÞ. Since the homomorphism v n 1 : RðKÞ ¼ K Ã n CðRÞ ! Z n CðRÞ restricted to G X RðKÞ is injective, the rank of G X RðKÞ is at most dimðAÞ À dimðBÞ, too. The group G X RðKÞ has finite index in the kernel of the restriction of f : TðKÞ ! QðKÞ to G hence the rank of the finitely generated Z-module fðGÞ H QðKÞ is at least dimðAÞ. But fðGÞ lies in D so the rank of fðGÞ is exactly dimðAÞ. In particular it is a lattice in QðKÞ.
Let V denote the split torus which is the quotient of T by its subtorus R. Let f 0 : T ! V denote the quotient map and let f 1 : V ! Q be the unique homomorphism of algebraic groups such that f ¼ f 1 f 0 . Let G denote the torsion of the group f 0 ðGÞ. The latter is a finite group of V ðKÞ, so it injects into the group ðk Ã Þ dimðAÞÀdimðBÞ . Moreover its image with respect to f 1 is the identity since the latter lies in fðGÞ, which has no torsion. Let W denote the split torus which is the quotient of V by its finite subgroup scheme G. Let f 10 : V ! W denote the quotient map and let f 11 : W ! Q be the unique homomorphism of algebraic groups such that f 1 ¼ f 11 f 10 . The kernel of the homomorphism f 1 is a finite group scheme, hence the same holds for f 11 as well. Therefore f 11 maps f 10 f 0 ðGÞ into fðGÞ injectively with finite cokernel. Hence f 10 f 0 ðGÞ is a lattice in W ðKÞ by the above.
Let C denote the proper rigid analytic group W =f 10 f 0 ðGÞ. By construction there are homomorphisms p 0 : A ! C and p 1 : C ! B of rigid analytic groups such that p ¼ p 1 p 0 . By [10] , Theorem on page 338, the quotient of a split torus U by a discrete lattice L H UðKÞ is isomorphic to the rigid analytic variety underlying an abelian variety over K if and only if there is a homomorphism s from L to the character group HomðU; G m Þ of U such that the bilinear map ða; bÞ 7 ! sðaÞðbÞ : L Â L ! K Ã is symmetric and v À sðaÞðaÞ Á > 0 whenever 1 3 a A L. Because Q=D is an abelian variety there is such a homomorphism s from D to HomðQ; G m Þ. Then the composition of f 11 : f 10 f 0 ðGÞ ! D, the homomorphism s and the functorial homomorphism HomðQ; G m Þ ! HomðW ; G m Þ is also a homomorphism of this type from f 10 f 0 ðGÞ to HomðW ; G m Þ. Therefore C is an abelian variety over K, hence, by GAGA, the homomorphisms p 0 and p 1 are algebraic. Recall that B is an optimal quotient of A if and only if for every factorization of the quotient homomorphism p : A ! B into two homomorphisms p 0 : A ! C 0 and p 00 : C 0 ! B of abelian varieties such that dimðC 0 Þ ¼ dimðBÞ the homomorphism p 00 is an isomorphism. Hence we get that the map p 1 : C ! B is an isomorphism. By Theorem 2.2 the latter implies that the map f 11 : W ! Q is also an isomorphism.
The homomorphism f 0 : TðKÞ ! V ðKÞ is surjective. The cokernel of the homomorphism f 10 : V ðKÞ ! W ðKÞ is isomorphic non-canonically to the finite group G. By the above the map f 11 : W ðKÞ ! QðKÞ is an isomorphism. Hence the cokernel of the homomorphism f 10 : TðKÞ ! QðKÞ is isomorphic to G. For every split torus U over K and for every discrete lattice L H UðKÞ such that the quotient U=L is an abelian variety over K the composition of the quotient map UðKÞ ! ðU=LÞðKÞ and the specialization map ðU=LÞðKÞ ! FðU=LÞ is surjective. Since every quotient of G is a subgroup of ðk Ã Þ dimðAÞÀdimðBÞ the claim is now clear. r Assume now that A has multiplicative reduction which we do not assume to be split, that is, the connected component of the identity of the special fiber of its Néron model is a torus over k. Let B be again an optimal quotient of A and let p : A ! B, p Ã : FðAÞ ! FðBÞ be the same as above.
Corollary 2.5. The order of cokernel of the homomorphism p Ã : FðAÞ ! FðBÞ is relatively prime to the characteristic of k.
Proof. Over a finite unramified extension L of K the abelian variety A has split multiplicative reduction. Because the formation of Néron models commute with smooth base change the group of connected components of the special fiber of the Néron models of A and B over the integral closure of O in L are equal to FðAÞ and FðBÞ, respectively, and the homomorphism induced by the base change of p to L between the group of connected components is equal to p Ã . Hence by Proposition 2.4 the cokernel of the homomorphism p Ã : FðAÞ ! FðBÞ injects into the group ðl Ã Þ dimðAÞÀdimðBÞ where l denotes the residue field of L. Since the multiplicative group of l has no finite subgroup whose order is divisible by the characteristic of k, the claim is now obvious. r
The Eisenstein quotient
Notation 3.1. For every f A A we will let the same symbol denote the ideal generated by f when this will not cause confusion. Similarly for every prime ideal p p A we let the same symbol denote the unique valuation of F corresponding to this ideal normalized so that pðpÞ ¼ 1 for every uniformizing element p A F . There is exactly one non-trivial valuation of F (up to rescaling) that is not of this form which will be denoted by y as usual. For every valuation x of F let F x denote the completion of F with respect to x and let O x , f x denote its valuation ring and its residue field, respectively.
Definition 3.2. The cyclic group generated by the linear equivalence class of the divisor which is the di¤erence of the two cusps of X 0 ðpÞ is called the cuspidal divisor group and it is denoted by CðpÞ. For every proper ideal m p A there is an m-th Hecke correspondence on the Drinfeld modular curve X 0 ðpÞ which in turn induces an endomorphism of the Jacobian J 0 ðpÞ of the curve, called the Hecke operator T m (for a detailed description see for example [8] ). Let TðpÞ denote the algebra with unity generated by the endomorphisms T q of the Jacobian J 0 ðpÞ, where q p A is any prime ideal which is relatively prime to p. The algebra TðpÞ is known to be commutative. Let EðpÞ denote the ideal of TðpÞ generated by the elements T q À q degðqÞ À 1, where q is any prime ideal di¤erent from p. The algebra TðpÞ will be called the Hecke algebra and EðpÞ its Eisenstein ideal. They were already introduced in [ The claim above and its proof is just a slight extension of claim (i) of [29] , Proposition 4.16 on page 234.
Proof. For every prime number l, natural number n and Galois module G let G l , G½l n denote the maximal l-primary submodule of G and the l n -torsion submodule of G, respectively. Clearly we only have to show that p maps r EðpÞ l isomorphically onto r HðpÞ l for every prime l which divides the order of TðpÞ=EðpÞ. By [18] , Theorem 1.2, we know that l is not equal to p. Let T l ðpÞ denote the tensor product TðpÞ n Z Z l and let g l p T l ðpÞ be the ideal generated by g. Because T l ðpÞ is finitely generated as a Z l -module it has only finitely many maximal ideals P 1 ; P 2 ; . . . ; P m . Let T P k denote the completion of T l ðpÞ with respect to P k and let p k : T l ðpÞ ! T P k be the canonical projection for every k ¼ 1; 2; . . . ; m. Then the direct sum L p k : T l ðpÞ ! L k T P k of these projections is an isomorphism. Because the composition of the canonical inclusion Z ! TðpÞ and the quotient map TðpÞ ! TðpÞ=EðpÞ is surjective (see [17] , Proposition 7.11, pages 160-161), there is a unique maximal ideal of T l ðpÞ, say P 1 , containing EðpÞ. Let e A T l ðpÞ be the idempotent which corresponds to ð1; 0; . . . ; 0Þ A L k T P k . Then the annulator ideal of e in T l ðpÞ is exactly g l since the latter is the kernel of the projection p 1 onto the factor T P 1 by definition.
For every n A N choose an e n A TðpÞ such that e n 1 e mod l n . For every x A J 0 ðpÞðF Þ½l n and for every n e m A N we have e n ðxÞ ¼ e m ðxÞ. Let eðxÞ denote this common value: then x 7 ! eðxÞ is an endomorphism of J 0 ðpÞðF Þ l which commutes with the action of TðpÞ. Moreover p À eðxÞ Á ¼ pðxÞ because p is TðpÞ-equivariant, the action of TðpÞ on EðpÞ factors through g and p 1 ðeÞ ¼ 1 by definition. Let x A J 0 ðpÞðF Þ l be a point such that pðxÞ ¼ 0. Then there are a finite extension L of F , a natural number k, elements a 1 ; a 2 ; . . . ; a k A g and points y 1 ; y 2 ; . . . ; y k A J 0 ðpÞðLÞ such that
For every su‰ciently large n A N we have eðxÞ ¼ e n ðxÞ ¼ e n a 1 ðy 1 Þ þ e n a 2 ðy 2 Þ þ Á Á Á þ e n a k ðy k Þ:
Because e n a j 1 0 mod l n for every j ¼ 1; 2; . . . ; k we get that eðxÞ A l n J 0 ðpÞðLÞ for every n A N. By the Mordell-Weil theorem J 0 ðpÞðLÞ is a finitely generated Z-module hence eðxÞ is torsion and its order is prime to l. But is is also l-primary torsion hence eðxÞ ¼ 0. We get that eðyÞ only depends on pðyÞ for every y A J 0 ðpÞðF Þ l . Therefore the map e induces a TðpÞ-equivariant section of the surjective map p : J 0 ðpÞðF Þ l ! EðpÞðF Þ l . The existence of such a section guarantees that p maps r EðpÞ surjectively onto r HðpÞ. Because e 1 1 mod EðpÞ r T l ðpÞ, we have eðxÞ ¼ x for every x A r EðpÞ l so p is injective on r EðpÞ l as well. r Proof. By [5] , 5.1-5.8, pages 229-233, the curve X 0 ðpÞ has a semistable model over O p such that the irreducible components of the special fiber are rational curves. Hence it has multiplicative reduction by a classical theorem of Raynaud. Moreover the order of the group of connected components of the Néron model of J 0 ðpÞ at O p is relatively prime to p by [5] , Lemma 5.9 and Proposition 5.10, page 234. The abelian variety B is an optimal quotient of J 0 ðpÞ hence the order of the group of connected components of its Néron model at O p is also relatively prime to p by Corollary 2.5 above. Therefore it has no F -rational p-torsion by [17] , Lemma 7.13, page 162. r Proof. By the lemma above EðpÞðF Þ has no p-torsion. Also note that the action of TðpÞ on EðpÞ satisfies the Eichler-Shimura relations because the same is true for the action of TðpÞ on J 0 ðpÞ and p : J 0 ðpÞ ! EðpÞ is equivariant with respect to the action of TðpÞ. These two facts can be used to show that the torsion of EðpÞ is annihilated by EðpÞ the same way as we proved the same claim for J 0 ðpÞ in the argument of [17] , Lemma 7.16, page 163. Hence the torsion subgroup of EðpÞðF Þ lies in 1 HðpÞ so it must be equal to the image of CðpÞ by Lemma 3.3. The latter maps isomorphically onto its image by the lemma just quoted. Now we only have to show that EðpÞðF Þ is finite.
Let W p denote the Atkin-Lehner involution on the curve Y 0 ðpÞ (for its definition and properties see [5] ). The latter extends to an involution of X 0 ðpÞ. The automorphism of J 0 ðpÞ induced by this involution will be denoted by W p as well. It commutes with the action of TðpÞ hence it leaves the kernel of the projection p : J 0 ðpÞ ! EðpÞ invariant. By [29] , Theorem 5.7, page 241 we only have to show that the involution of EðpÞ induced by W p , denoted by the same symbol by the usual abuse of notation, is multiplication by À1. Let l be an odd prime dividing the order of TðpÞ=EðpÞ (such a prime exits by the proof of [29] , Proposition 4.14, page 233). Because l is automatically di¤erent from p it will be su‰cient to prove that the action of W p on EðpÞðF Þ l is multiplication by À1. First we are going to prove that EðpÞðF Þ l ¼ S y r¼1 r HðpÞ l . In fact the kernel of the action of TðpÞ on EðpÞðF Þ½l n contains the ideals g and l n TðpÞ. Recall that g is the kernel of the canonical map TðpÞ ! T P where T P is the completion of TðpÞ with respect to the unique prime ideal P p TðpÞ over EðpÞ. Hence the sum of the ideals g and l n TðpÞ contains some r-th power of EðpÞ, so EðpÞ r annihilates EðpÞðF Þ½l n .
Note that for every involution w acting on a finite abelian group G of odd order the group G decomposes as a direct sum of eigenspaces for w with eigenvalues À1 and 1. Using this fact it is easy to show that if G has a filtration by w-invariant subgroups f0g ¼ G 0 H G 1 H Á Á Á H G n ¼ G such that the involution on G iþ1 =G i induced by w is multiplication by À1 for i ¼ 0; 1; . . . ; n À 1 then the eigenspace of w for the eigenvalue 1 is trivial by induction on the length of the filtration. Now we are going to prove by induction on r that the action of W p on r HðpÞ l is multiplication by À1. It is su‰cient to prove the same for r EðpÞ l by Lemma 3.3. The claim holds for r ¼ 1 by the proposition below. Now we assume that the claim has been proved for r, and let a 1 ; a 2 ; . . . ; a m be a set of elements of EðpÞ r such that their class mod EðpÞ rþ1 generates the Z-module EðpÞ r =EðpÞ rþ1 . The map
EðpÞ l , hence the claim holds for r þ 1 as well by the remark above. r Proposition 3.6. The action of W p on 1 EðpÞ l is multiplication by À1.
Proof. Recall that the group 1 EðpÞ was denoted by EðpÞ in the paper [17] . By [20] , Theorem 2.5, page 327, every element of EðpÞ is defined over the maximal unramified extensionF F y of F y . Therefore EðpÞ has a filtration:
where E 0 ðpÞ is the subgroup of all elements of EðpÞ whose image with respect to the specialization map into the special fiber of the Néron model of J 0 ðpÞ over the valuation ring ofF F y lies in the connected component. The subgroup E 0 ðpÞ is left invariant by W p because the automorphism W p of J 0 ðpÞ extends to an involution of the Néron model of the Jacobian.
We only need to show that W p acts on E 0 ðpÞ l and E 1 ðpÞ l as multiplication by À1. First we are going to show this for the former. Let lðpÞ denote the largest power of l dividing NðpÞ, the order of the group CðpÞ. By [18] , Theorem 1.2, the number NðpÞ is also the index of the Eisenstein ideal EðpÞ in the Hecke algebra TðpÞ. Therefore NðpÞ annihilates the l-primary group E 0 ðpÞ l , so the latter is annihilated by lðpÞ as well. By [17] , Proposition 10.8, pages 189-190, and Corollary 11.7, page 194, we know that the l-torsion of E 0 ðpÞ l has order at most l. Hence the group E 0 ðpÞ l is cyclic and its order divides lðpÞ. On the other hand E 0 ðpÞ l contains the maximal l-primary subgroup of the Shimura subgroup SðpÞ (by part (i) of [17] , Proposition 8.18, pages 171-172). As the order of the latter is exactly lðpÞ (by [17] , Lemma 8.17, page 171) the groups E 0 ðpÞ l and SðpÞ l are equal. Because this argument works for every prime l dividing NðpÞ we get that actually the groups E 0 ðpÞ and SðpÞ are equal.
By part (ii) of [17] , Proposition 8.18, pages 171-172, the group SðpÞ maps isomorphically onto the group of connected components of the fiber of the Néron model of J 0 ðpÞ at O p via the specialization map. The same is true for the cuspidal divisor group CðpÞ by [5] , 5.11, page 235. Both maps are equivariant with respect to the action of the Atkin-Lehner operator. The latter interchanges the two cusps of X 0 ðpÞ hence it acts as multiplication by À1 on the group CðpÞ, therefore on the groups SðpÞ and EðpÞ l as well.
The group E 1 ðpÞ l injects into the l-primary group of connected components of the special fiber of the Néron model of J 0 ðpÞ over the valuation ring ofF F y annihilated by the Eisenstein ideal. The latter is a cyclic group by the strong multiplicity one theorem (see the proof of [17] , Proposition 7.18, pages 163-164) so the same holds for E 1 ðpÞ l as well. Every involution acting on a cyclic group of odd prime power order is multiplication by G1 hence it will be su‰cient to prove that the action of W p on the l-torsion E 1 ðpÞ½l of E 1 ðpÞ l is multiplication by À1. If l does not divide q À 1 then CðpÞ l maps isomorphically onto the group E 1 ðpÞ½l by [17] , Proposition 10.8, pages 189-190, so the claim above is clear. If l does divide q À 1 then the group DðpÞ½l of order l 2 introduced in [17], Definition 9.17, page 183, maps surjectively onto the group E 1 ðpÞ½l and the kernel is the l-torsion of the Shimura group by claim (v) [17] , Proposition 9.18, pages 184-185. The short exact sequence of ltorsion Galois modules:
is not split by claim (v) of the proposition just quoted above. Hence the involution W p must be multiplication by À1 on DðpÞ½l because W p commutes with the Galois action and it is multiplication by À1 on SðpÞ½l. r Corollary 3.7. The action of W p on EðpÞ is multiplication by À1.
Proof. By Lemma 3.3 the étale group scheme EðpÞ imbeds W p -equivariantly into the Eisenstein quotient EðpÞ. On the other hand by the proof of Theorem 3.5 above we know that W p acts on EðpÞ as multiplication by À1. r
Recall that in this chapter we do not assume that q ¼ 2.
Proposition 3.8. The set X 0 ðpÞðF F Þ lies in S P 0 when p is a prime ideal of degree 3 and P 0 is a cusp.
Proof. Let X F denote the base change of every algebraic variety X defined over F to F . Fix a prime l di¤erent from p and consider the l-adic representation H 1 À J 0 ðnÞ F ; Q l Á of the absolute Galois group of F where n is any non-zero ideal of A. By Drinfeld's fundamental theorem ( [2] , Theorem 2, page 562) the latter decomposes as a sum of irreducible two-dimensional l-adic Galois representations over Q l . The conductor of every such representation r is the sum of the divisors m and y where m divides n. Moreover r appears as an irreducible component of the Galois representation H 1 À J 0 ðmÞ F ; Q l Á when m is a proper divisor of n. The curve X 0 ð1Þ has genus zero hence the degree of the conductor of every irreducible representation r appearing in H 1 À J 0 ðpÞ F ; Q l Á is 4. Therefore the degree of the Grothendieck L-function Lðr n ; tÞ of the base change r n of r to the field F n ¼ F q n ðTÞ as a polynomial in t is zero by the Grothendieck-Ogg-Shafarevich formula for every n A N. In particular Lðr n ; tÞ does not vanish at q Àn . We get that the Mordell-Weil group J 0 ðpÞðF n Þ is finite by the main theorem of [24] on page 509. Hence the group J 0 ðpÞðF F Þ is torsion. Therefore it is equal to EðpÞ by [20] , Theorem 2.5, page 327. The order of EðpÞ is prime to the characteristic, hence the claim is now clear. r Proof of Theorem 1.9. Let P 0 and P y denote the two cusps of X 0 ðpÞ. Because the group CðpÞ is finite and its order is prime to p both cusps are elements of S P 0 . Moreover the Drinfeld modular curve X 0 ðpÞ is hyperelliptic when degðpÞ ¼ 3 by [25] , Theorem 20, page 343. By [25] , Theorem 20 quoted above the unique hyperelliptic involution of X 0 ðpÞ is the Atkin-Lehner involution W p . Hence every Weierstrass point of X 0 ðpÞ is a branch point of the unique hyperelliptic covering (see [30] , Proposition 1.4, page 286). The Atkin-Lehner involution exchanges P 0 and P y so for every hyperelliptic branch point P of X 0 ðpÞ we have: 2P @ P y þ P 0 or equivalently 2ðP À P 0 Þ @ P y À P 0 ;
where @ denotes the linear equivalence of divisors. In particular P is a 2NðpÞ-torsion point with respect to the Albanese embedding X 0 ðpÞ ,! J 0 ðpÞ with base point P 0 . Hence it is an element of S P 0 when p is di¤erent from 2. Now let P be an element of S P 0 and assume that it has order n A N. By assumption n is relatively prime to p. Let G denote the Galois module generated by P in J 0 ðpÞðF Þ½n. Then G is unramified at every place of F di¤erent from p and y because at these places the abelian variety J 0 ðpÞ has good reduction. At the places p and y the curve J 0 ðpÞ has stable reduction. Hence the Galois module G is either also unramified at the places p and y or the curve X 0 ðpÞ is hyperelliptic and P is a Weierstrass point by [30] , Proposition 0.2, page 283. The latter is only possible when degðpÞ ¼ 3 by [25] , Theorem 20 quoted above and the order of P À P 0 is 2NðpÞ in this case as we already saw above. Hence we may assume that the Galois module G is everywhere unramified. In this case P is defined over the maximal constant field extensionF F of F . By [20] , Theorem 2.5, page 327, the torsion of the group J 0 ðpÞðF F Þ is equal to EðpÞ. Hence P À P 0 lies in EðpÞ, so by Corollary 3.7 we have:
If P is di¤erent from P 0 and P y the relation above implies that X 0 ðpÞ is hyperelliptic. In the latter case degðpÞ ¼ 3, hence the claim follows from Proposition 3.8. r
The winding homomorphism
Definition 4.1. For any graph G let VðGÞ and EðGÞ denote its set of vertices and edges, respectively. In this paper we will only consider such oriented graphs G which are locally finite and equipped with an involution Á : EðGÞ ! EðGÞ such that for each edge e A EðGÞ the original and terminal vertices of the edge e A EðGÞ are the terminal and original vertices of e, respectively. The edge e is called the edge e with reversed orientation. Let R be a commutative group. A function f : EðGÞ ! R is called a harmonic R-valued cochain, if it satisfies the following conditions:
(i) We have:
(ii) If for an edge e we introduce the notation oðeÞ and tðeÞ for its original and terminal vertex respectively, P e A EðGÞ oðeÞ¼v
We denote by HðG; RÞ the group of R-valued harmonic cochains on G.
Definition 4.2. Let GL 2 denote the group scheme of invertible two by two matrices and let Z denote its center. Let p A F y be a uniformizer. We are going to recall the definition of the Bruhat-Tits tree T associated to the projective linear group PGL 2 ðF y Þ. The set of vertices VðTÞ and edges EðTÞ are the cosets GL 2 ðF y Þ=GL 2 ðO y ÞZðF y Þ and GL 2 ðF y Þ=G y ZðF y Þ, respectively, where G y is the Iwahori group:
Since G y is a subgroup of GL 2 ðO y Þ there is a natural map o : EðTÞ ! VðTÞ which assigns to every edge its original vertex. The matrix 0 1 p 0 normalizes the Iwahori subgroup therefore the map GL 2 ðF y Þ ! GL 2 ðF y Þ given by the rule
induces a map on the coset VðTÞ. This map is the involution which assigns to every edge e the same edge e with reversed orientation. The composition of this involution and the map o is the map t : EðTÞ ! VðTÞ which assigns to every edge its terminal vertex.
For every non-zero ideal n p A let G 0 ðnÞ denote the Hecke congruence group
The group GL 2 ðF y Þ acts on itself via its left-regular action which induces an action of GL 2 ðF y Þ on the Bruhat-Tits tree. This action induces an action of its subgroup G 0 ðnÞ on T as well. Let HðT; RÞ G 0 ðnÞ denote the group of G 0 ðnÞ-invariant R-valued cochains on T.
The group GL 2 ðAÞ does not contain elements which map an edge e A EðTÞ to the same edge e with reversed orientation therefore the cosets G 0 ðnÞnVðTÞ and G 0 ðnÞnEðTÞ are the vertices and edges of an oriented graph which is going to be denoted by G 0 ðnÞnT. Every element f of HðT; RÞ G 0 ðnÞ induces an R-valued function on the edges of G 0 ðnÞnT. If this function is zero outside of a finite set we say that f is cuspidal. The R-module of cuspidal elements of HðT; RÞ G 0 ðnÞ is denoted by H ! ðT; RÞ G 0 ðnÞ .
Definition 4.4. For every pair m; n p A of non-zero ideals let Hðm; nÞ denote the set:
The set Hðm; nÞ is a double G 0 ðnÞ-coset and it is also the disjoint union of finitely many left G 0 ðnÞ-cosets. Let Rðm; nÞ be a set of representatives of these cosets. For any left G 0 ðnÞinvariant R-valued function f : EðTÞ ! R define T m ðfÞ by the formula
It is well-known and easy to check that T m ðfÞ is independent of the choice of Rðm; nÞ and it is also a left G 0 ðnÞ-invariant R-valued function so we have an R-linear operator T m acting on the R-module of left G 0 ðnÞ-invariant R-valued functions on EðTÞ. It is also well-known and not too di‰cult to verify that T m leaves the submodules HðT; RÞ G 0 ðnÞ and H ! ðT; RÞ G 0 ðnÞ invariant. The operator T m is denoted by the same symbol we use for the operators introduced in Definition 3.2, but this will not cause confusion as we will see. For the moment it is su‰cient to remark that they act on di¤erent objects. Definition 4.5. A path g on an oriented graph G is a sequence of edges f. . . ; e 1 ; e 2 ; . . . ; e n ; . . .g A EðGÞ indexed by the set
We say that g is an infinite path, a half-infinite path or a finite path whether we are in the first, in the second or in the third case, respectively. For each edge e A EðGÞ let i e : EðGÞ ! Z denote the unique function such that
< :
Let g be a path f. . . ; e 1 ; . . . ; e n ; . . .g on G such that every edge in EðGÞ is only listed finitely many times in the sequence above. Then the function i g ¼ P j A Z i e j is well-defined as the sum above has only finitely many terms non-zero on e for every edge e A EðGÞ. Let us consider now the special case G ¼ GnT where G ¼ G 0 ðnÞ is a short-hand notation introduced for convenience. Let zðGÞ denote the cardinality of the center of G and G e is the stabilizer of the edge e A EðTÞ in G. (It is well-known that the latter is finite.) For every path g on the graph GnT such that i g is defined in the sense above we define the function g Ã : EðTÞ ! Z given by the rule g Ã ðeÞ ¼ jG e ji g ðẽ eÞ=zðGÞ, whereẽ e is the image of the edge e in EðGnTÞ and the absolute sign j Á j denotes the cardinality of every finite set. (Since the center of G leaves the Bruhat-Tits tree invariant, it lies in the stabilizer G e , therefore the expression above is indeed an integer.) Definition 4.6. Next we are going to define the fundamental arch connecting two different points a; b A P 1 ðF y Þ on the Bruhat-Tits tree. We say that a path f. . . ; e 1 ; . . . ; e n ; . . .g indexed by the set I on an oriented graph G is without backtracking if e i 3 e iþ1 for every i; i þ 1 A I . Let Sða; bÞ denote the set of those edges of T which can be represented by a (iii) For every proper non-zero prime ideal p 3 q p A we have ð1 þ q degðqÞ À T q Þ½0; y A ðq À 1ÞH ! ðT; ZÞ G 0 ðpÞ :
Proof. This is [18] , Proposition 5.3. r Let r be the unique monic polynomial generating the prime ideal q. Let RðqÞ H F q ½T denote the set of non-zero polynomials whose degree is less than degðqÞ. The following lemma was shown during the proof of [18] , Proposition 2.7.
; a=r: r Definition 4.9. LetT TðpÞ, TðpÞ denote the commutative Z-algebra with unity generated by the endomorphisms T q of the Z-module HðT; ZÞ G 0 ðpÞ and H ! ðT; ZÞ G 0 ðpÞ , respectively, where q p A is any prime ideal di¤erent from p. Note that the latter algebra is denoted by the same symbol as the Hecke algebra introduced in Definition 3.2. Indeed the two algebras are naturally isomorphic by the Gekeler-Reversat uniformization theory (see for example [17] , Theorem 7.9, page 159, for a convenient description of this isomorphism).
By [18] , Corollary 3.13, the algebrasT TðpÞ and TðpÞ are sub-algebras of the endomorphism ring of a finitely generated, free Z-module hence they must be finitely generated, free Zmodules, too. Clearly TðpÞ is the quotient ofT TðpÞ. LetÊ EðpÞ denote the ideal ofT TðpÞ generated by the elements T q À q degðqÞ À 1, where q 3 p is any prime. We have a well-defined homomorphism e :Ê EðpÞ ! H ! ðT; ZÞ G 0 ðpÞ ofT TðpÞ-modules given by the rule a 7 ! að½0; yÞ=ðq À 1Þ according to part (iii) of Proposition 4.7. This map is the analogue of the winding homomorphism introduced by Mazur.
The following claim is an immediate corollary of [18] , Theorem 5.13. Recall that a finite path fe 0 ; e 2 ; . . . ; e n g A EðGÞ on an oriented graph G is closed if the equality tðe n Þ ¼ oðe 0 Þ holds, too. We define H 1 ðG; ZÞ as the abelian group of Z-valued functions on EðGÞ generated by the functions i g where g is a closed path. We define the map
as the unique homomorphism which maps i g to the cochain g Ã for every g closed path, using the notations of Definition 4.5. It is easy to see that the homomorphism is well-defined, that is g Ã is indeed a harmonic cochain. By a theorem of Gekeler and Nonnengardt ( [7] , Theorem 3.3, page 702) this homomorphism is in fact an isomorphism.
Definition 5.2. Let G 0 ðpÞ ab ¼ G 0 ðpÞ=½G 0 ðpÞ; G 0 ðpÞ be the abelianization of G 0 ðpÞ, and let G 0 ðpÞ ¼ G 0 ðpÞ ab = À G 0 ðpÞ ab Á tors be its maximal torsion-free quotient. For each g A G 0 ðpÞ let g denote its image in G 0 ðpÞ. Fix a vertex v 0 A VðTÞ and for every g A G 0 ðpÞ let e 0 ; e 1 ; . . . ; e nðgÞ be the unique geodesic path connecting v 0 with gðv 0 Þ, that is v 0 ¼ oðe 1 Þ and gðv 0 Þ ¼ tðe nðgÞ Þ. Recall that a path is geodesic if it is the shortest connecting its endpoints, in this case v 0 with gðv 0 Þ, i.e. the number nðgÞ is the smallest possible. The image of the path e 0 ; e 1 ; . . . is closed in G 0 ðpÞnT: let iðgÞ denote the corresponding element in
which is independent of the choice of v 0 and it is an isomorphism. We will use this identification without further notice. In particular we equip G 0 ðpÞ with an action of the Hecke operator T q via the isomorphism i. be the period map defined in [17] , Proposition 7.5, page 159. Note that for every finitely generated, free Z-module Y the group HomðY; C Ã y Þ is canonically isomorphic to the group of C y -valued points of the unique torus T Y whose group of characters
, and the rigid-analytic group variety T G 0 ðpÞ =c À G 0 ðpÞ Á is isomorphic to the rigid-analytic variety associated to J 0 ðpÞ via the Abel-Jacobi map of Gekeler-Reversat.
(For a description of this map using the same notation see sections [17] , 7.1-7.7, pages 158-159.) Definition 5.4. Let y : C Ã y ! Q denote a valuation of C y which induces its standard non-archimedean topology. Let Y be a finitely generated, free Z-module and let y : HomðY; C Ã y Þ ! HomðY; QÞ denote also the homomorphism induced by y. We will say that a submodule L of HomðY; C Ã y Þ is a quasi-lattice if (i) it is a finitely generated abelian group, (ii) the kernel of the restriction of y to L is finite, (iii) the free abelian group yðLÞ spans HomðY; QÞ as a vector space over Q,
When L is a quasi-lattice in HomðY; C Ã y Þ then the quotient T Y =L exits in the category of rigid analytic spaces, and it is a proper rigid analytic group such that the quotient map
Our next aim is to give a convenient description of optimal quotients of J 0 ðpÞ, considered as an abelian variety over C y , in terms of certain period lattices. We will say, following [19] , that a subgroup L of G 0 ðpÞ is saturated if for every x A G 0 ðpÞ we have x A L when nx A L for some positive integer n. 
is a quasi-lattice in HomðY; C Ã y Þ, and the quotient T Y =L is the rigid-analytic variety attached to a unique optimal quotient of J 0 ðpÞ. Moreover every optimal quotient of J 0 ðpÞ arises this way.
Proof. This is the content of [19] , Propositions 3.11 and 3.12, pages 2183-2184. r For every abelian variety A let EndðAÞ denote the ring of endomorphisms of A over its field of definition. The following lemma will be useful.
Lemma 5.6. The following holds:
(i) Every endomorphism of J 0 ðpÞ is defined over F .
(ii) The algebra End À J 0 ðpÞ Á n Q is the product of totally real number fields.
(iii) Every finite subgroup of the group of automorphisms of the algebraic group J 0 ðpÞ has exponent 2.
Proof. Claim (i) is just [29] , Theorem A.1, page 242, whose proof is on pages 244-245. Claim (ii) is the content of [29] , Remark A.6, page 243. The group of automor-phisms of the algebraic group J 0 ðpÞ is a subgroup of the multiplicative group of the algebra End À J 0 ðpÞ Á n Q. Every finite subgroup of the latter has exponent 2 by the second claim because the maximal finite multiplicative subgroup of a totally real field is fG1g. The last claim is now clear. r Proposition 5.7. Every optimal quotient of J 0 ðpÞ is defined over F .
Proof. For every abelian variety A let A 4 denote its dual. Let B be an optimal quotient of J 0 ðpÞ and let p : J 0 ðpÞ ! B be the quotient map. Let A be the group scheme which is the kernel of p. By our assumptions it is an abelian variety. It will be su‰cient to prove that A is defined over F . Let p 4 : B 4 ! J 0 ðpÞ 4 be the dual of p. Because B is an optimal quotient of J 0 ðpÞ the map p 4 is an immersion. Since J 0 ðpÞ is a Jacobian it has a principal polarization i : J 0 ðpÞ ! J 0 ðpÞ 4 . Let l : B ! B 4 be a polarization of B. Then the composition h ¼ i À1 p 4 l p is an endomorphism of J 0 ðpÞ hence it is defined over F by claim (i) of the lemma above. In particular its kernel is a group scheme defined over F . Because l is an isogeny the reduction of the connected component of the kernel of h is A. Therefore the latter is also defined over F . r Notation 5.8. Let f A H ! ðT; CÞ G 0 ðpÞ and c A HðT; CÞ G 0 ðpÞ be two harmonic cochains. In this case their Petersson product is well-defined (for definition see [8] , 4.8, page 57) and it will be denoted by hf; ci. Moreover for every f A H ! ðT; CÞ G 0 ðpÞ let Lðf; sÞ denote its L-function. (For the definition of the latter see [33] .)
We are going to use the following well-known fact (see [31] , Proposition 1, page 112):
where c A C Ã only depends on q. r Definition 5.10. Let IðpÞ denote the ideal IðpÞ ¼ fT AT TðpÞ j Tð½0; yÞ A H ! ðT; ZÞ G 0 ðpÞ g of the ringT TðpÞ. Let LðpÞ denote the smallest saturated subgroup of G 0 ðpÞ containing the group fTð½0; yÞ j T A IðpÞg. Because the latter is TðpÞ-invariant so is the former. Note that LðpÞ contains the image of the winding homomorphism e introduced in Definition 4.9. Let W ðpÞ denote the optimal quotient of J 0 ðpÞ corresponding to LðpÞ under the construction described in Proposition 5.5.
For every abelian variety A defined over F let LðA; tÞ denote its Hasse-Weil Lfunction.
Proposition 5.11. The following holds:
(ii) The quotient W ðpÞ is actually defined over F .
(iii) The quotient W ðpÞ is the largest optimal quotient of J 0 ðpÞ such that the Hasse-Weil L-function of W ðpÞ does not vanish at q À1 .
Proof. By Proposition 4.10 the group LðpÞ is non-zero so claim (i) is clear. The second claim follows from Proposition 5.7. The abelian variety W ðpÞ is isogenous to the product of its absolutely simple optimal quotients, which are all defined over F by Proposition 5.7, since they are also optimal quotients of J 0 ðpÞ. Hence it will be su‰cient to prove that for every absolutely irreducible optimal quotient B of J 0 ðpÞ we have LðB; q À1 Þ 3 0 if and only if B is also an optimal quotient of W ðpÞ. Now let B be an absolutely simple optimal quotient of J 0 ðpÞ and let Y L G 0 ðpÞ be the corresponding saturated TðpÞ-invariant subgroup. Note that B is an optimal quotient of W ðpÞ if and only if Y L LðpÞ. Because B is absolutely irreducible the TðpÞ n Q-module
must be irreducible. Therefore the image of TðpÞ n Q in the endomorphism ring of the vector space Y n Q is a number field K and Y n Q has dimension one with respect to this K-action. In particular there is a non-zero Hecke eigenform f A Y n K L H 0 ðT; KÞ G 0 ðpÞ such that we have Y L LðpÞ if and only if f A LðpÞ n K. Choose an embedding of K into C. After this choice we may consider f as an element of H 0 ðT; CÞ G 0 ðpÞ . The natural action of TðpÞ on the optimal quotient B furnishes a homomorphism K ! EndðBÞ. By the Eichler-Shimura isomorphism (see [8] , 8.3.8, page 81) the L-series Z B ðq Às ; KÞ of the abelian variety B with coe‰cients in K (in the sense of [29] , page 214) is equal to c f Lðf; sÞ where c f A C is a non-zero scalar. Because Z B ðq Às ; KÞ vanishes at s ¼ 1 exactly when LðB; q À1 Þ is zero, we only have to show that for every non-zero Hecke eigenform f A H 0 ðT; CÞ G 0 ðpÞ we have Lðf; q À1 Þ 3 0 if and only if f A LðpÞ n C. First assume the latter. Because f is an eigenform there is a character w :T TðpÞ n C ! C such that TðfÞ ¼ wðTÞf for every T AT TðpÞ n C. By assumption there is an operator T AT TðpÞ n C such that f ¼ Tð½0; yÞ. Because the Petersson product is positive definite we get that 0 < hf; fi ¼ hf; Tð½0; yÞi ¼ hTðfÞ; ½0; yi ¼ wðTÞhf; ½0; yi ¼ cwðTÞLðf; q À1 Þ;
where we also used that the action ofT TðpÞ n C is self-adjoint with respect to the Petersson product in the second equation. Hence Lðf; q À1 Þ is non-zero as we claimed. Assume now that f is not an element of LðpÞ n C. Because the algebraT TðpÞ n C is semi-simple the vector space LðpÞ n C is spanned by Hecke eigenforms. None of these is a scalar multiple of f hence f is orthogonal to every element of LðpÞ n C. In particular for every non-zero prime ideal q of A di¤erent from p we have
where we used claim (iii) of Proposition 4.7 in the first equation and the self-adjointness of T q in the second equation. By the Ramanujan-Petersson conjecture (proved in [2] first in this case) the number wðT q Þ is not equal to 1 þ q degðqÞ when degðqÞ is su‰ciently large hence Lðf; q À1 Þ must be zero. r (ii) The homomorphism J 0 ðpÞðF Þ ! W ðpÞðF Þ induced by the quotient map is injective restricted to CðpÞ.
Proof. The first claim follows at once from claim (iii) of Proposition 5.11 above by the main theorem of [24] , page 509. As we saw in the proof of Theorem 3.5 we have L À EðpÞ; q À1 Á 3 0 by [29] , Theorem 5.7, page 241. Hence the Eisenstein quotient EðpÞ is an optimal quotient of W ðpÞ by claim (iii) of Proposition 5.11. Hence the quotient homomorphism J 0 ðpÞ ! EðpÞ factors through the quotient homomorphism J 0 ðpÞ ! W ðpÞ. Therefore the induced homomorphism J 0 ðpÞðF Þ ! W ðpÞðF Þ must be injective restricted to CðpÞ by Theorem 3.5. r 6. The structure of the graph G 0 (p)\T Some results of this chapter can be found in the paper [7] but they are not stated sufficiently explicitly for our purposes. The computations of the above quoted paper are also quite involved because they deal with a much more general situation. Hence for the sake of exposition we will use essentially the same methods to derive the necessary results. Notation 6.1. Let v n denote the vertex of the Bruhat-Tits tree represented by the matrix T n 0 0 1 for every natural number n A N. Let G n denote the stabilizer of the vertex v n in GL 2 ðAÞ for every n as above. By [28] , 1.6, Proposition 3, pages 86-87 we have
when n > 0. Moreover the vertices v n form a fundamental domain for the action of GL 2 ðAÞ on the set of vertices of the Bruhat-Tits tree and the quotient graph GL 2 ðAÞnT is an infinite tree such that the image of v 0 has degree one and every other vertex has degree two, by the corollary following the proposition just quoted above. Here the degree of a vertex w is the number of edges with origin w. Definition 6.2. Let u n denote the vertex 0 1 1 0 Á v nþdegðpÞ of the Bruhat-Tits tree for every natural number n A N W fÀ1g. Assume now that degðpÞ is even and q ¼ 2. Let t be one of the two elements of A with the following properties:
(i) We have degðtÞ < degðpÞ.
(ii) The reduction of t modulo p generates a degree two extension over F 2 H f p .
Let w denote the vertex 0 1 1 t Á v 0 of the Bruhat-Tits tree. For the sake of simple notation let G v denote the stabilizer of v in G 0 ðpÞ for every vertex v of T. Proposition 6.3. Assume that q ¼ 2 and let v be a vertex of T. Then the stabilizer G v of v is non-trivial if and only if v is equivalent to one of the vertices u n , v n ( for some n A N) or w modulo the action of G 0 ðpÞ.
In order to prove the claim above we will need two lemmas. Lemma 6.4. The set
is a complete set of representatives of left G 0 ðpÞ-cosets in GL 2 ðAÞ.
Proof. Let B denote the group scheme of upper-triangular two-by-two matrices and let GL 0 2 ðf p Þ and B 0 ðf p Þ denote the subgroup of those elements in GL 2 ðf p Þ and Bðf p Þ, respectively, whose determinant lies in F Ã q L f Ã p . Then we have
because the determinant map restricted to Bðf p Þ is a surjection onto f Ã p . Hence it will be su‰cient to prove that the reductions of the elements of MðpÞ modulo p represent di¤erent left Bðf p Þ-cosets. It is clear that for every u A A the matrices 0 1 1 u and 1 0 0 1 are not in the same coset since the latter lies in Bðf p Þ, but the former does not. Now let u; v A A and assume that there are a; b A A Ã and c A A such that
Then c 1 1 mod p hence u 1 v mod p. Therefore we must have u ¼ v because degðuÞ and degðvÞ are both less than degðpÞ. r Now we are going to assume that q ¼ 2. Proof. Assume first that degða À bÞ e n. Then
A G n hence the vertices 0 1 1 a Á v n and 0 1 1 b Á v n are in fact equal in this case. Assume now that the vertices 0 1 1 a Á v n and 0 1 1 b Á v n are equivalent modulo the action of G 0 ðpÞ.
Then there is an h A G 0 ðpÞ and 1 u 0 1
A G n such that
By definition the reduction of h modulo p is an upper-triangular matrix, hence there are elements k, l, and m A f p such that
Because degðuÞ e n the claim follows. r
Proof of Proposition 6.3. By Lemma 6.4 the vertex v can be written in the form h Á g Á v n for some g A MðpÞ, h A G 0 ðpÞ and n A N. Because we have G v ¼ hðG gÁv n Þh À1 we may assume that h ¼ 1. When g is the identity matrix then v is equal to the vertex v n . In this case the stabilizer G v is equal to the intersection G 0 ðpÞ X G n . The latter is non-trivial for every n A N. Hence we may assume that g ¼ 0 1 1 u for some u A A such that degðuÞ < degðpÞ. Assume first that n > 0. For every b A A we have:
In particular the matrix above is an element of G 0 ðpÞ if and only if b A p. Hence the stabi- A GL 2 ðF 2 Þ we have
The lower left entry Àu 2 c þ uðd À aÞ þ b must vanish modulo p if the product matrix above is an element of G 0 ðpÞ. Hence the reduction of u modulo p generates an extension of degree at most two over F 2 H f p when the stabilizer G v ¼ gðG 0 Þg À1 X G 0 ðpÞ is non-trivial. Using the identity
and the fact that 1 1 0 1
A G 0 we may assume that u is either equal to 0 or the element t which we introduced in Definition 6.2. In the first case the vertex v is equal to v 0 because 0 1 1 0
In particular its stabilizer is non-trivial. In the second case the vertex v is equal to w by definition. Moreover there is a matrix a b c d
A GL 2 ðF 2 Þ such that c 3 0 and g a b c d g À1 A G 0 ðpÞ. Therefore the stabilizer G w is non-trivial, too. r
For every vertex v (or edge e) of T letṽ v (resp.ẽ e) denote the image of v (resp. e) in the factor graph G 0 ðpÞnT. Lemma 6.6. Assume that q ¼ 2. Then the following holds:
(i) For every n A N the degrees of the verticesũ u n andṽ v n are two.
(ii) If degðpÞ is even then the degree ofw w is one.
Proof. Let f be the unique generator of the ideal p. The matrix
normalizes the subgroup G 0 ðpÞ, hence its action on the Bruhat-Tits tree T induces an automorphism of the factor graph G 0 ðpÞnT. The square of w p is a scalar matrix hence this automorphism is in fact an involution. As usual, we will call it the Atkin-Lehner involution.
Note that
A GL 2 ðO y Þ we get thatũ u n is the image ofṽ v n under the Atkin-Lehner involution. Hence it will be su‰cient to verify claim (i) only for the vertexṽ v n . Because 3 does not divide the order of the stabilizer G v n the latter cannot act transitively on the set of edges with origin v n . Hence the degree ofṽ v n is at least two. For every u A F 2 we have
By definition the product matrix in the equation above represents an edge on T whose origin is v n . Because 1 T n u 0 1
A G v n it will be su‰cient to show that these edges are dif-ferent for di¤erent values of u. The latter follows from the fact that
The reduction of the element t introduced in Definition 6.2 modulo p satisfies the equation
Hence the computations of the proof of Proposition 6.3 imply that the matrix
This matrix has order 3. The group G 0 acts faithfully on the set of edges of T with origin v 0 . In particular every element of G 0 of order 3 acts transitively on these edges. Therefore g must act transitively on the set of edges of T with origin w. r Notation 6.7. We will say that a half-infinite path g ¼ fe 0 ; . . . ; e n ; . . .g on an oriented graph G is a half-line when for every vertex v of G there is at most one index n A N such that v ¼ oðe n Þ. By a slight abuse of terminology we will call an oriented graph G a half-line if there is a half-line g ¼ fe 0 ; . . . ; e n ; . . .g on G such that for every e A EðGÞ either e or e is listed in g. Note that the graph G determines uniquely the half-line g. Let H be a subgraph of the oriented graph G which is a half-line and let fe 0 ; . . . ; e n ; . . .g be the half-line on G which is uniquely determined by H. We will say that H is a maximal half-line if oðe 0 Þ is the only vertex of H whose degree in G is not equal to two. Lemma 6.8. The graph G 0 ðpÞnT decomposes uniquely as the edge-disjoint union of a finite graph and two maximal half-lines.
Proof. By [29] , Theorem II.9, the graph G 0 ðpÞnT is the edge-disjoint union of a finite graph and finitely many half-lines. Moreover there is a bijection between the latter set of half-lines and the set G 0 ðpÞnP 1 ðF Þ where G 0 ðpÞ acts on P 1 ðF Þ via the Mö bius action. The set G 0 ðpÞnP 1 ðF Þ has two elements. Hence G 0 ðpÞnT is the edge-disjoint union of a finite graph and two half-lines. The graph G 0 ðpÞnT has vertices whose degree is neither one nor two, for example because the group H ! ðT; ZÞ G 0 ðpÞ is not trivial by Proposition 4.10. Therefore each of the two half-lines above is contained in a unique maximal half-line. r Let GðpÞ denote the finite graph in the proposition above. We say that a vertex v of G 0 ðpÞnT is cuspidal if it is a vertex of one of the two maximal half-lines of G 0 ðpÞnT but it is not a vertex of GðpÞ. In the rest of this chapter we assume that q ¼ 2. Proposition 6.9. Let v be a vertex of G 0 ðpÞnT. Then v is cuspidal if and only if v is equal to one of the verticesũ u n orṽ v n for some n A N.
Proof. Every cuspidal vertex of G 0 ðpÞnT has degree two. In particular its stabilizer is non-trivial. Hence v is equal to one of the verticesũ u n orṽ v n for some n A N if it is cuspidal by Proposition 6.3 and by claim (i) of Lemma 6.6. On the other hand it will be su‰cient to prove the converse for the verticesũ u n only because the verticesṽ v n are images of these under the Atkin-Lehner involution. Let e n denote the edge of the Bruhat-Tits tree represented by the matrix
for every natural number n A N. By definition we have that tðe n Þ ¼ u n for every n A N. On the other hand:
A ZðF y ÞGL 2 ðO y Þ we get that oðe n Þ ¼ u nÀ1 for every n A N. Therefore the sequence fe 0 ; . . . ; e n ; . . .g is a half-infinite path. Because the vertices oðẽ e n Þ ¼ũ u nÀ1 are all di¤erent the sequence fẽ e 0 ; . . . ;ẽ e n ; . . .g is a half-line. The claim is now clear. r Notation 6.10. Note that the stabilizer of two vertices (or edges) of T in G 0 ðpÞ which are equivalent under the action of this group are conjugate subgroups. In particular the isomorphism class of the stabilizer of a vertex v (or an edge e) only depends on the image of v (respectively e) in the quotient graph G 0 ðpÞnT. Therefore we may talk about the stabilizer of a vertex (or an edge) of G 0 ðpÞnT being non-trivial (in the group G 0 ðpÞ). Proposition 6.11. Let v be a vertex of G 0 ðpÞnT which is not cuspidal and whose stabilizer is non-trivial. Then the following holds:
(i) There is no vertex other than v whose stabilizer is non-trivial and which is not cuspidal.
(ii) The degree of v is one.
(iii) The vertex v is fixed by the Atkin-Lehner involution.
(iv) The unique neighbor of v has trivial stabilizer.
Proof. The first claim is an immediate corollary of Propositions 6.3 and 6.9. The second claim follows from claim (ii) of Lemma 6.6. By claims (i) and (ii) the vertex v is the only vertex of G 0 ðpÞnT whose degree is one. Hence it must be fixed by every automorphism of this graph. Therefore claim (iii) is true. Assume that the unique neighbor w 0 of v has non-trivial stabilizer. Then this neighbor must be cuspidal. That means that the maximal half-line to which w 0 belongs to terminates in a degree one vertex. In this case the graph G 0 ðpÞnT cannot be connected which is a contradiction. Claim (iv) is now clear. r
We will say that an edge e of G 0 ðpÞnT is cuspidal if it is an edge of one of the two maximal half-lines of G 0 ðpÞnT. For every edge e A EðTÞ the stabilizer of e in G 0 ðpÞ is the intersection of the stabilizers of the vertices oðeÞ and tðeÞ. Hence claim (iv) above has the following immediate Corollary 6.12. Let e be an edge of G 0 ðpÞnT which is not cuspidal. Then the stabilizer of e is trivial. r
The next proposition will be used in the proof of the formal immersion property.
(i) The unique common vertex of the graph GðpÞ and the maximal half-line of G 0 ðpÞnT containing the vertices fũ u n j n A Ng isũ u À1 .
(ii) There is a harmonic cochain f A LðpÞ whose reduction modulo 2, considered as a function f :
is zero on exactly one edge with originũ u À1 .
Proof. The unique common vertex is oðẽ e 0 Þ where e 0 is the edge introduced in the proof of Proposition 6.9. Claim (i) is now clear. By Lemma 4.8 we know that ð1 þ q À T ðTÞ Þ½0; y ¼ ½0; 1=T A LðpÞ:
We claim that f ¼ ½0; 1=T satisfies the condition in claim (ii). Let f n denote the edge of the Bruhat-Tits tree represented by the matrix
A GL 2 ðO y Þ we get that tð f n Þ ¼ oð f nþ1 Þ for every n A Z. Hence the sequence g ¼ f. . . ; f Àn ; . . . ; f n ; f nþ1 ; . . .g is an infinite path. It is clear that we have Sð0; 1=TÞ ¼ f f n j n A Zg. Therefore g is the fundamental arch 0T À1 by definition. Since
For the sake of simple notation let d denote degðpÞ. From Lemmas 6.4 and 6.5 it follows that for every g A GL 2 ðAÞ À G 0 ðpÞ and natural number n f d À 1 the vertex g Á v n is equivalent to u n under the action of G 0 ðpÞ. Therefore we have oðf f n Þ ¼ũ u À1 if and only if either n ¼ d À 1 or n ¼ 1 À d, and we have tðf f n Þ ¼ũ u À1 if and only if either n ¼ d À 2 or n ¼ Àd. Moreover both oðf f Àd Þ and tðf f dÀ1 Þ are equal toũ u 0 hence the contribution of the edgesf f Àd andf f dÀ1 to ½0; 1=T cancel each other out. Now we only have to show that tðf f 1Àd Þ and oðf f dÀ2 Þ are di¤erent. Let u A A be the unique element such that degðuÞ < d and uT 1 1 mod p. Since we have
the reductions of the matrices 1 0 T 1 and 0 1 1 u modulo p lie in the same left Bðf p Þ-coset. As we saw in the proof of Lemma 6.4 the reductions of the elements of MðpÞ form a complete system of representatives for the left cosets of Bðf p Þ hence the matrices 1 0 T 1 and 0 1 1 u lie in the same left G 0 ðpÞ-coset. Therefore oð f dÀ2 Þ is equivalent to 0 1 1 u Á v dÀ2 modulo the action of G 0 ðpÞ. By Lemma 6.5 the claim now follows from the fact that degðuÞ ¼ d À 1. r
Let h 0 and h y denote the half-lines fe 0 ; . . . ; e n ; . . .g and fw p Á e 0 ; . . . ; w p Á e n ; . . .g on T, respectively, where we continue to use the notation of the proofs of Lemma 6.6 and Proposition 6.9. For i ¼ 0; y let H i denote the subgraph of T which is the half-line determined by h i . For every i A P 1 ðF Þ let Stab i denote the subgroup of those elements of G 0 ðpÞ which leave i fixed where we let G 0 ðpÞ act on P 1 ðF Þ via the usual Mö bius action. Lemma 6.14. Let i be an index such that either i ¼ 0 or i ¼ y and let g be an element of G 0 ðpÞ. Then the following holds:
Proof. The images of H 0 and H y in the quotient graph G 0 ðpÞ are disjoint maximal half-lines, hence claim (i) is clear. Assume now that gðH i Þ X H i 3 j for some i. Because the matrix w p interchanges the half-lines h 0 and h y as well as the points 0 and y on P 1 ðF Þ via its Mö bius action we may assume that i ¼ 0 by conjugating g by w p , if necessary. Let n A N W fÀ1g be an index such that u n lies in gðH i Þ X H i . Then u n ¼ gðu m Þ for some m A N W fÀ1g. Becauseũ u n is di¤erent fromũ u m for every m 3 n we must have u n ¼ gðu n Þ. Therefore we have
The regular model X 0 (p) Definition 7.1. Let W denote the rigid analytic upper half plane, or Drinfeld's upper half plane over F y . The set of (C y -valued) points of W is C y À F y , denoted also by W by abuse of notation. The group GL 2 ðF y Þ acts on Drinfeld's upper half plane on the left via Mö bius transformations. The restriction of this action to G 0 ðnÞ is discrete, hence the set G 0 ðnÞnW has naturally the structure of a rigid analytic curve. Let Y 0 ðnÞ also de-note the underlying rigid analytical space of the base change of Y 0 ðnÞ to F y by abuse of notation.
Proof. See [2] , Theorem 6.6. r Definition 7.3. Let X be a rigid analytic space over F y and assume that U is an admissible covering of X by a‰noids which is pure in the sense of [11] (for the definition of purity and the following concepts see [11] , 2.10, page 116). We may associate a formal scheme X to the data ðX ; UÞ whose generic fiber in the sense of Raynaud is canonically isomorphic to X . The topological space underlying X is the same as the topological space underlying the reduction X U of the rigid analytic space associated to X with respect to the cover U. For every element U of the cover U let U denote its reduction in the sense used in [11] . By definition both U and X U are schemes over f y and the natural map U ! X U is an open immersion. Moreover for every U as above let U denote the formal scheme
where SpfðÁÞ denotes the formal spectrum and k Á k denotes the supremum norm on OðUÞ with respect to some absolute value j Á j on C y corresponding to the valuation on this field. Then the topological spaces underlying U and U are canonically homeomorphic. By definition the formal scheme X is just the unique locally ringed space whose underlying topological space is X U such that the restriction of its structure sheaf O X to the open U is the structure sheaf O U of the formal scheme U for every U as above.
Definition 7.4. Let Uð1Þ denote the rational subdomain of W whose underlying set of points is
where p A F y is a uniformizer. For every r A GL 2 ðF y Þ and z A P 1 let rðzÞ denote the image of z under the Mö bius transformation corresponding to r. For every r as above let UðrÞ denote the rational subdomain whose underlying set of points is
The system U ¼ fUðrÞ j r A GL 2 ðF y Þg is a pure covering of W by a‰noid subdomains. Let W W denote the corresponding formal scheme. Because the cover U is invariant with respect to the Mö bius action the formal schemeŴ W is equipped with an action of GL 2 ðF y Þ such that for every r A GL 2 ðF y Þ the automorphism of W induced by the action of r onŴ W is the usual Mö bius action of r.
Definition 7.5. By slightly extending the usual terminology we will call a scheme C defined over a field a curve if it is reduced, locally of finite type and of dimension one. A curve C is said to have normal crossings if every singular point of C is an ordinary double point in the usual sense. For any curve C with normal crossings letC C denote its normaliza-tion, and letS SðCÞ denote the pre-image of the set SðCÞ of singular points of C. The incidence graph of C is the oriented graph whose set of vertices is the set of irreducible components ofC C, and its set of edges is the setS SðCÞ such that the original vertex of any edge x AS SðCÞ is the irreducible component ofC C which contains x and the terminal vertex of x is the irreducible component which contains the unique other element x ofS SðCÞ which maps with respect to the normalization map to the same singular point as x.
Remark 7.6. The special fiberŴ W f y of the formal schemeŴ W is a curve with normal crossings over f y . The incidence graph ofŴ W f y is canonically isomorphic to the Bruhat-Tits tree T in the sense that the natural action of GL 2 ðF y Þ on the incidence graph is the usual action of GL 2 ðF y Þ on the Bruhat-Tits tree under this identification. (We will give a more explicit description of this bijection in Definition 7.8 below.) We may form the quotient formal scheme G 0 ðnÞnŴ W. By the above the incidence graph of the special fiber of the latter is G 0 ðnÞnT, which is not finite, hence the reduction of the formal scheme G 0 ðnÞnŴ W is not even of finite type. In particular this formal scheme cannot be the formal completion of an algebraic curve over SpecðO y Þ along its special fiber. Nevertheless there is a way to obtain a model from this formal scheme, using the work of Reversat in [23] . Next we will give our own account of this theory. Another possible reference is [19] , section 4.2.
Notation 7.7. Assume now that q ¼ 2. For the sake of simple notation let G denote G 0 ðpÞ in the rest of this chapter. Let G tor be the normal subgroup of G generated by the torsion elements, and let G 0 ¼ G=G tor . For i ¼ 0; y let H 0 i denote the subgraph of T we get from H i by removing its only vertex of degree one, where H i is the graph which was introduced before Lemma 6.14. Moreover let G i and G 0 i denote the subgraph of T which is the union of the graphs gðH i Þ and gðH 0 i Þ, respectively, where g is an arbitrary element of Stab i . If g is an element of G such that gðG i Þ X G i 3 j then g A Stab i by Lemma 6.14. Similarly gðG 0 Þ X G y ¼ j for every g A G.
Definition 7.8. By slight abuse of notation for every ringed space such as W orŴ W f y let the same symbol denote the underlying topological space, too. Let red : W !Ŵ W f y be the reduction map. It is a continuous GL 2 ðF y Þ-equivariant map between the underlying topological spaces. For every irreducible component v ofŴ W f y let nsðvÞ denote the topological subspace which we get from v by removing its singular points. For every edge e of the incidence graph ofŴ W f y letê e denote the image of e under the normalization map. For every subgraph G of the incidence graph ofŴ W f y the realization of G, denoted by rðGÞ, is the subspace of the topological spaceŴ W f y which is the union of the subspaces nsðvÞ, where v is any element of VðGÞ, and the pointsê e, where e is any element of EðGÞ. For every edge e of the incidence graph ofŴ W f y let GðeÞ denote the subgraph whose vertices are oðeÞ and tðeÞ and whose edges are e and e. For every r A GL 2 ðF y Þ let eðrÞ denote the edge of T represented by r. Under the identification between T and the incidence graph ofŴ W f y which we mentioned in Remark 7.6 the pre-image of r À G À eðrÞ ÁÁ under the reduction map is the domain UðrÞ for every r A GL 2 ðF y Þ. Construction 7.9. For i ¼ 0; y let W i and W 0 i be the pre-image of rðH i Þ and rðH 0 i Þ, respectively, under the reduction map. By definition W 0
i is an open subdomain of W i and these domains are invariant under the action of Stab i . Moreover it is clear from the remark at the end of Notation 7.7 that if we have gðW i Þ X W j 3 j for some g A G then i ¼ j and g A Stab i . Hence the natural map j i : Stab i nW i ! G tor nW is an open immersion. By [23] , Lemma 2.4, page 384, for every i the quotient Stab i nW 0 i is analytically isomorphic to a unit disc D i with the origin removed. Let B i be the rigid analytic space Stab i nW i W D i obtained by gluing D i with Stab i nW i along their common admissible subspace Stab i nW 0 i . For every g A G 0 let B g i be a copy of B i . Denote by S the rigid analytic space
obtained by gluing each B g i with G tor nW along their common admissible subspace g À j i ðStab i nW i Þ Á . Let f : W ! G tor nW H S be the canonical morphism of analytic spaces. By [23] , Lemma 2.6, page 385, the system
is a pure admissible covering of S by a‰noids. LetŜ S denote the formal scheme associated to the data ðS; VÞ. The natural action of the group G 0 on G tor nW extends uniquely to a discontinuous action on S. The group G 0 leaves the cover V invariant hence we may equipŜ S with an action of G 0 such that the induced action on S is the one above.
By construction the special fiber of GnŜ S has incidence graph GðpÞ. In particular this graph is finite so the special fiber of GnŜ S is proper. Hence by Grothendieck's algebraization theorem the formal scheme GnŜ S is the formal completion of a projective curve X 0 ðpÞ ! SpecðO y Þ along its special fiber. According to the main result of [23] (Theorem 2.7 on page 385):
Proposition 7.10. The curve X 0 ðpÞ is a totally degenerate semi-stable model of X 0 ðpÞ over the spectrum of O y . r Notation 7.11. By slight abuse of notation let the index i also denote the unique point of B i which does not lie in Stab i nW i . Under the action of G 0 the corresponding points in the copies B g i are all equivalent. Let i denote the common image of these points in the quotient G 0 nS as well. The identification of the rigid analytical space underlying the base change of X 0 ðnÞ to F y and the quotient G 0 nS identifies the two cusps of X 0 ðpÞ and the points 0 and y. We will use this identification without further notice. Proof. Because X 0 ðpÞ is semi-stable and its base change to SpecðF y Þ is smooth, it is regular in the complement of the ordinary double points in the special fiber. The system 
: By Corollary 6.12 the stabilizer of every edge of GðpÞ is trivial. Hence the formal completion of the local ring at every ordinary double point v of the special fiber of GnŴ W 0 is isomorphic to the formal completion of the local ring at any ordinary double point of the special fiber ofŴ W which maps to v with respect to the coveringŴ W ! GnŴ W by the above. This completion is isomorphic to the ring O y ½½x; y=ðxy À pÞ, where p is again a uniformizer of F y . As the latter is regular the claim is now clear. r Notation 7.13. Because the scheme X 0 ðpÞ over SpecðO y Þ is projective, every F y -valued point P : SpecðF y Þ ! X 0 ðpÞ extends uniquely to an O y -valued point SpecðO y Þ ! X 0 ðpÞ which we will denote by the same symbol by the usual abuse of notation. For every point P A X 0 ðpÞ we define the reduction of P as the closed point which is the intersection of the section P : SpecðO y Þ ! X 0 ðpÞ and the special fiber of X 0 ðpÞ. Let J 0 ðpÞ and WðpÞ denote the Néron model over P 1 F q of the Jacobian J 0 ðpÞ and the winding quotient W ðpÞ, respectively. By slight abuse of notation we are also going to let the same symbol denote the base change of this model to SpecðO v Þ, which is also the Néron model over this base, for every place v of F . Let X Ã 0 ðpÞ denote the SpecðO y Þ-scheme we get from X 0 ðpÞ by removing the ordinary double points in the special fiber. Because X Ã 0 ðpÞ is smooth over SpecðO y Þ there is a map X Ã 0 ðpÞ ! J 0 ðpÞ whose base change to SpecðF y Þ is the Albanese imbedding X 0 ðpÞ ,! J 0 ðpÞ with base point 0. Let i : X Ã 0 ðpÞ ! WðpÞ denote the composition of this map and the morphism h : J 0 ðpÞ ! WðpÞ induced by the quotient map J 0 ðpÞ ! W ðpÞ. Proof. For every scheme S over SpecðO y Þ let S y denote its base change to Specðf y Þ. For any algebraic group G defined over a field K let CotðGÞ denote the K-linear cotangent space of G at the identity element. Grothendieck duality furnishes an isomorphism:
where o denotes the relative dualizing sheaf of the curve X 0 ðpÞ y (see [14] , section e, page 140). According to [1] , section b, page 77, the sheaf o is the sheaf of 1-forms h on the normalization of X 0 ðpÞ y which are regular except for simple poles at the points inS S À X 0 ðpÞ y Á , and for every element e ofS S À X 0 ðpÞ y Á we have Res e ðhÞ þ Res e ðhÞ ¼ 0. By the residue theorem for every h A H 0 À X 0 ðpÞ y ; o Á the map ResðhÞ :S S À X 0 ðpÞ y Á ! f y given by the rule e 7 ! Res e ðhÞ is a harmonic cochain on the incidence graph GðpÞ of X 0 ðpÞ y . Because X 0 ðpÞ y is totally degenerate the homomorphism
given by the rule h 7 ! ResðhÞ is an isomorphism.
Let T be a split torus over the field K. Then CotðTÞ is canonically isomorphic to HomðT; G m Þ n K where HomðT; G m Þ is the character group of T. Let A be an abelian variety over F y which has a rigid-analytical uniformization by a split torus U over F y . Then the connected component of the identity of the special fiber of the Néron model of A over SpecðO y Þ is canonically isomorphic to the split torus U 0 over f y whose group of characters is HomðU; G m Þ. Hence the cotangent space of the group variety J 0 ðpÞ y and WðpÞ y is isomorphic to G 0 ðpÞ n f y and LðpÞ n f y , respectively, and the homomorphism h Ã : Cot À WðpÞ y Á ! Cot À J 0 ðpÞ y Á induced by the morphism h introduced in Notation 7.13 above is l n id f y under this identification where l : LðpÞ ! G 0 ðpÞ is the inclusion map.
For every h A H À GðpÞ; f y Á let the same symbol denote the extension of h to a function E À G 0 ðpÞnT Á ! f y which is zero on every edge not in E À GðpÞ Á . This extension is a harmonic cochain on G 0 ðpÞnT. The pull-back of every h as above with respect to the quotient map EðTÞ ! E À G 0 ðpÞnT Á is a harmonic cochain by Corollary 6.12. Hence we may consider H À GðpÞ; f y Á as a subgroup of HðT; f y Þ G 0 ðpÞ . Under this identification the map
is R n id f y where R denotes the reduction modulo 2. According to the di¤erential condition for being a formal immersion we need to show that there is an h A H 0 À X 0 ðpÞ y ; o Á in the image of the map Y h Ã which does not vanish at the reduction of 0. The latter lies on the irreducible componentũ u À1 . Every non-zero 1-form on the projective line P 1 f y which is regular except for simple poles at two closed points is actually non-zero at every point where it is regular. By the above the image of Y h Ã , considered as a subgroup of HðT; f y Þ G 0 ðpÞ , is the reduction of LðpÞ modulo 2. The proposition now follows from Proposition 6.13, claim (ii). r
Mod p Galois representations of rank two Drinfeld modules
with good reduction everywhere Definition 8.1. At the beginning of this chapter we will not need to assume that q ¼ 2. For every Drinfeld module f : A ! Bftg, where B is an A-algebra, and for every non-zero ideal n p A let f½n denote the n-torsion group scheme of f as usual. Recall that the latter is a finite, flat subgroup-scheme of G a over SpecðBÞ. We say that an A-algebra B has characteristic p if the annihilator of the A-module B contains p. This assumption implies that B is an f p -algebra. Similarly we will say that a Drinfeld module f : A ! Bftg has characteristic p if B has characteristic p. Let f A p be a generator of the ideal p. Proof. According to the remark following [3] , Proposition 5.1, page 178, the polynomial fð f Þ has no terms of degree less than degðpÞ. Recall that the subgroup-scheme f½p of the additive group scheme over k is defined by the equation P 2 degðpÞ n¼0 a n x q n degðpÞ ¼ 0:
If the degree of the lowest non-zero term of fð f Þ is not degðpÞ then the group scheme f½p is connected by [3] , Satz 5.3, page 179. Hence fð f Þ has no non-zero terms of degree less than 2 degðpÞ. As the leading coe‰cient of fð f Þ is the same as the leading coe‰cient of f the claim is now clear. r where d is either degðpÞ or 2 degðpÞ, when we will say that f has ordinary or supersingular reduction, respectively, following the usual terminology. For simplicity let U denote the GalðF p j F p Þ-module f½pðF p Þ. Recall that the latter has the structure of a vector space over f p of dimension 2 and the action of GalðF p j F p Þ is f p -linear.
Lemma 8.4. The Galois module U is irreducible when f has supersingular reduction.
Proof. Note that t A F p is a non-zero element of U if and only if it is a root of the polynomial g f ðxÞ ¼ a 0 þ a 1 x qÀ1 þ Á Á Á þ a k x q k À1 þ Á Á Á þ a 2 degðpÞ x q 2 degðpÞ À1 :
Therefore it will be su‰cient to prove that g f is irreducible in F p ½x. Because a 0 ¼ f the latter follows at once from the Schö nemann-Eisenstein criterion. r Proposition 8.5. Assume that f has ordinary reduction. Then the following holds:
(i) There is an exact sequence of Galois modules
such that the Galois module U 0 is a one-dimensional f p -linear sub-vector space.
(ii) The Galois module U 1 is unramified.
Proof. Let p : F Ã p ! Q denote the extension of the valuation p to the separable closure F p , too. Because f has good reduction we have pðtÞ f 0 for every t A U. Let U 0 denote the subset ft A U j pðtÞ > 0g L U:
Clearly 0 A U 0 , moreover U 0 is closed under addition and left invariant by the action of the absolute Galois group of F p . Let g A A be arbitrary. Then we have fðgÞ ¼ P 2 degðgÞ n¼0 b n t n for some b n A O p . Hence for every t A U 0 we have p À fðgÞðtÞ Á > 0 therefore U 0 is an Amodule under the action of A on F p induced by f. In particular U 0 is an f p -subspace of U. Let U 1 denote the quotient of U by this Galois-invariant subspace. As we already noted t A F Ã p is an element of U if and only if it is the root of the polynomial g f ðxÞ ¼ a 0 þ a 1 t qÀ1 þ Á Á Á þ a k t q k À1 þ Á Á Á þ a 2 degðpÞ t q 2 degðpÞ À1 :
Let d denote degðpÞ for simplicity. Because f has ordinary reduction we know that
and pða k t q k À1 Þ f ðq k À 1ÞpðtÞ ðd < k e 2dÞ;
hence by comparing valuations we get that pðtÞ ¼ ðq degðpÞ À 1Þ À1 , if t is an element of U 0 , and pðtÞ ¼ 0, otherwise. Because
we get that the cardinality of U 0 is q degðpÞ by comparing the valuations of both sides. Claim (i) is now clear. Let M and M þ denote the groups
respectively. The natural action of GalðF p j F p Þ on the quotient group V 0 ¼ M=M þ is unramified by [27] , Proposition 7, page 268. From the discussion above it is clear that the group U 1 injects into V 0 . Claim (ii) is now clear. r Definition 8.6. Recall that in [12] , Definition 4.2.1, page 65, an A-submodule L H F y is called an F -lattice if it satisfies the following properties:
(i) It is finitely generated and free as an A-module.
(ii) It is left invariant by the action of the absolute Galois group GalðF y j F y Þ.
(iii) It is discrete, that is, its intersection with every open disk is finite. Lemma 8.7. Let L H F y be an F -lattice. Then the absolute Galois group GalðF y j F y Þ of F y acts on L through a finite quotient.
Proof. Because L is discrete and finitely generated there is an open disc D around 0 A F y such that the finite set D X L generates L as an A-module. The absolute value on F y is invariant with respect to the Galois action therefore the action of GalðF y j F y Þ leaves D X L invariant. Every element of GalðF y j F y Þ fixing D X L must act trivially on L, too, therefore the action of GalðF y j F y Þ on L has finite image. r Let B denote the group scheme of invertible upper triangular two by two matrices. Lemma 8.8. Every finite subgroup of GL 2 ðAÞ is either conjugate to a subgroup of GL 2 ðF 2 Þ H GL 2 ðAÞ or it is a conjugate to a subgroup of BðAÞ H GL 2 ðAÞ.
Proof. Let G be a finite subgroup of GL 2 ðAÞ. Because GL 2 ðAÞ acts without inversions on the Bruhat-Tits tree T via its natural embedding into GL 2 ðF y Þ, so does G. Every finite group acting on a tree without inversion has a fixed vertex. Therefore G has a fixed vertex with respect to the action above. Hence it will be conjugate to a subgroup of the stabilizer of the vertex v n for some n. The claim now follows from [28] , 1.6, Proposition 3, pages 86-87. r Proposition 8.9. Let f : A ! F y ftg be a Drinfeld module of rank two over F y and fix an f p -linear isomorphism i : f½p ! f 2 p . Then the image of the homomorphism h : GalðF y j F y Þ ! GL 2 ðf p Þ induced by this identification is conjugate to a subgroup of the reduction of a subgroup G H GL 2 ðAÞ modulo p, where G is either GL 2 ðF 2 Þ or BðAÞ.
Proof. By [12] , Theorem 4.6.9, pages 76-78, there is an F -lattice L H F y , which has rank two as an A-module, such that the Drinfeld module f is uniformized by the Carlitz exponential e L (defined in [12] , 4.2.3, page 65). In particular for every ideal n p A the Galois module n À1 L=L is isomorphic to f½n where n À1 L F is the fractional ideal: fa A F j ab A A ðEb A nÞg. The claim is now obvious from Lemmas 8.7 and 8.8. r Assume now that q ¼ 2. Proof. Assume that the claim is false. Then there is a Drinfeld module f which satisfies the condition in the claim above such that there is an exact sequence of GalðF j F Þmodules:
such that the Galois modules V 0 and V 1 have dimension one as vector spaces over f p . Let r i : GalðF j F Þ ! f Ã p denote the modular Galois representation corresponding to the GalðF j F Þ-module V i (where i ¼ 1 or 2). For every place v of F choose a decomposition group D v < GalðF j F Þ. The restriction of r i to D v is unramified when v is di¤erent from p or y since the Drinfeld module f has good reduction at every place of F di¤erent from y. We also know that the restriction of r i to D y is at most tamely ramified. Because the residue field of F y has trivial multiplicative group every tamely ramified abelian representation of D y is in fact unramified by local class field theory. Hence r i can be ramified only at p.
By Lemma 8.4 the Drinfeld module f has good ordinary reduction at p. Hence there is an exact sequence of D p -modules:
such that the Galois modules U 0 and U 1 have dimension one as vector spaces over f p by Proposition 8.6. Moreover the D p -module U 1 is unramified by part (ii) of Proposition 8.6. It is also isomorphic to one of the D p -modules V 0 and V 1 . Hence either for i ¼ 0 or for i ¼ 1 the Galois representation r i is everywhere unramified. Fix such an i. Let f 0 denote the Drinfeld module f when i ¼ 0 and let f 0 denote the Drinfeld module we get from f by dividing out by the Galois-invariant p-torsion subgroup V 0 when i ¼ 1. In both cases the p-torsion of the Drinfeld module f 0 contains a GalðF j F Þ-submodule isomorphic to V i and f 0 has potentially good reduction at every place of F di¤erent from y.
By Proposition 8.9 the image of D y under r i is a subgroup of either BðAÞ or GL 2 ðF 2 Þ. It is also a subgroup of f Ã p hence it is a group of odd order. Every finite subgroup of BðAÞ is a 2-group and the finite group GL 2 ðF 2 Þ only has elements of order 1, 2 or 3. Hence the image of D y under r i is either trivial or a group of order 3. The latter is only possible when 3 divides the order of f Ã p . The latter holds if and only if degðpÞ is even. For every n A N let F n denote the constant field extension of F of degree n, that is the unique everywhere unramified extension of F of degree n. We get that the Drinfeld module f 0 has a non-zero F nrational p-torsion point where n ¼ 1 if degðpÞ is odd, and n ¼ 3, otherwise. In the latter case we have degðpÞ f 4. Now it is clear the theorem follows from the lemma below. r Let T denote the place of F corresponding to the prime ideal ðTÞ p A as well. Assume first that TðGÞ ¼ 0. Because f k is isomorphic to the base change of f to F T there is an n-torsion point y A ð f k KÞ tors which is not an m-torsion point for any proper divisor m of n. By assumption TðDÞ e 3TðgÞ hence we have TðhÞ ¼ TðkgÞ f 0. Therefore f k gives rise to a Drinfeld module over O T . In particular y A R and the reduction map modulo the maximal ideal of R is injective restricted to the A-module ff k ðtÞðyÞ j t A Ag. The latter has order 2 degðnÞ but the cardinality of the residue field of K is 2 n . This is a contradiction.
Assume now that TðGÞ 3 0. The separable extension L of K we get by adjoining a third root l of the element G has degree 3 over K. This is a ramified extension because 3 does not divide the valuation of G by assumption. Hence the residue field of L is the same as the residue field of K. Let c : A ! Lftg denote the Drinfeld module of rank two such that cðTÞ ¼ T þ l À1 ht þ t 2 . Then c is isomorphic to the base change of f to L hence there is an n-torsion point y This property can be reformulated as follows. Let P denote the set of f p -linear subspaces of c½pðF Þ of dimension one. Because the action of GalðF j F Þ on c½pðF Þ is f p -linear there is an induced action on P. By the above the GalðF j F Þ-orbit of M 0 in P lies in its orbit with respect to the action of F Ã 4 . We will show that P has no such element. Because degðpÞ is even the prime ideal p splits to the product of two di¤erent prime ideals p 0 p B and p 1 p B in B. Clearly c½pðF Þ ¼ c½p 0 ðF Þ l c½p 1 ðF Þ and for i ¼ 0; 1 the B-module c½p i ðF Þ has dimension one as a vector space over f p . Moreover c½p i ðF Þ is invariant under the action of GalðF j KÞ. Let e i : GalðF j KÞ ! f Ã p denote the modular Galois representation corresponding to the GalðF j KÞ-module c½p i ðF Þ (where i ¼ 0 or 1). The Galois representation e i is unramified at the place p 1Ài because the Drinfeld module c has good reduction at every place of K di¤erent from the unique place above y.
We claim that the restriction of e i to the inertia group at p i is a character of order 2 degðpÞ À 1. Let f i A p i be a monic generator. Then
We have a i0 ¼ f i and a i degðpÞ=2 ¼ 1 because f i is monic. Moreover a ij A p i for j ¼ 0; 1; . . . ; degðpÞ=2 À 1 because the base change of the finite, flat group scheme c½p i to the residue field of K i is connected where K i denotes the completion of K with respect to p i . Note that t A K i is a non-zero element of c½p i ðK i Þ if and only if it is a root of the polynomial
Therefore it will be su‰cient to prove that g i is irreducible inK K i ½x whereK K i is the maximal unramified extension of K i . The latter follows at once from the Schö nemann-Eisenstein criterion.
Therefore the order of the character e 0 Á e À1 1 is 2 degðpÞ À 1 because its order is already 2 degðpÞ À 1 restricted to the inertia group at p i (where i ¼ 0 or 1). Hence the action of GalðF j KÞ on the complement of fc½p 0 ðF Þg W fc½p 1 ðF Þg in P is transitive. Because 2 degðpÞ À 1 > 3 we get that no element of this complement can have the property above.
Let s A GalðF j F Þ be an element whose image in the quotient group GalðK j F Þ is the generator. The action of s on the places of K will interchange p 0 and p 1 so its action on GalðF j KÞ via conjugation interchanges the characters e 0 and e 1 . Hence it must interchange the submodules c½p 0 ðF Þ and c½p 1 ðF Þ as well. Since these elements of P are fixed by the action of F Ã 4 they could not have the property either. r 9. The proofs of Theorem 1. which is an immediate consequence of the uniformization theory of Drinfeld modules over C y .
Let K be an extension of F and let P be a K-valued point of X 0 ðpÞ. Let ðf; GÞ be the Drinfeld module of rank two over K equipped with a GalðK j KÞ-invariant cyclic p-torsion subgroup G which corresponds to the point P. The j-invariant jðPÞ of P is the j-invariant jðfÞ A K of the Drinfeld module f by definition. Proof. Let Q be the image of P with respect to the map Y 0 ðpÞ ! Y 0 ð1Þ corresponding to forgetting the level structure. By definition jðPÞ is just the image of Q under the isomorphism Y 0 ð1Þ G A 1 induced by the j-invariant. According to Theorem 7.2 the rigidanalytic space underlying Y 0 ð1Þ is isomorphic to the generic fiber of the formal scheme GL 2 ðAÞnŴ W. The incidence graph of the special fiber of GL 2 ðAÞnŴ W is canonically isomorphic to the quotient graph GL 2 ðAÞnT. Because the vertex w of T is equivalent to v 0 modulo the action of GL 2 ðAÞ the reduction of Q lies on the irreducible component of the special fiber of GL 2 ðAÞnŴ W which is the image of v 0 under the quotient map T ! GL 2 ðAÞnT. Hence by [6] , Corollary 1.9, page 186, there is a z A V whose image with respect to the uniformization in Theorem 7.2 is the point Q where V denotes the rational subdomain whose underlying set of points is
Hence it will be su‰cient to show that j jðzÞj e 1 for every z A V where j is the Drinfeld modular function j : Hence the claim is obvious for every place v where W ðpÞ has good reduction. Because W ðpÞ is a quotient of J 0 ðpÞ this holds for every place v di¤erent from p and y. At the places p and y the Jacobian J 0 ðpÞ has multiplicative reduction, that is, the connected component of the identity in the fiber of its Néron model over these closed points is a torus. Therefore W ðpÞ also has multiplicative reduction at these places. The claim now follows from part (i) of [17] , Lemma 7.13, page 162, in these cases. r Notation 9.5. By [2] , Proposition 9.3, pages 586-587, we know that for every nonzero ideal n p A the projective curve X 0 ðnÞ has a smooth, projective model M 0 ðnÞ over U n where U n is the complement of the support of the ideal n in SpecðAÞ. In the paper quoted above it is also proved that the Zariski closure of the cusps in M 0 ðnÞ is a finite, étale scheme over U n . When n ¼ p is a prime ideal Gekeler constructed a model of X 0 ðpÞ over SpecðAÞ which contains M 0 ðpÞ as an open subscheme. We are going to denote the latter by M 0 ðpÞ as well by slight abuse of notation. For the relevant properties of this scheme see [5] , 5.1-5.8, pages 229-233.
Proof of Theorem 1.2. We are going to use again the notation which we used in chapter 7. Let w p denote again the matrix which was introduced in the proof of Lemma 6.6. As we already mentioned the latter normalizes the group G hence its Mö bius action on W descends to the quotient GnW. Under the identification of Theorem 7.2 the corre-sponding automorphism of Y 0 ðpÞ is the Atkin-Lehner involution. Because G tor is a characteristic subgroup of G the matrix w p normalizes this subgroup of GL 2 ðF y Þ, too. Hence its Mö bius action on W descends to the quotient G tor nW as well. This action extends to S uniquely and leaves the cover V invariant. The corresponding automorphism of the formal schemeŜ S commutes with the action of G 0 hence we get an involutive automorphism of the SpecðO y Þ-scheme X 0 ðpÞ by formal GAGA. We will call the latter the Atkin-Lehner involution of the scheme X 0 ðpÞ and will denote it by W p by the usual abuse of notation. This is justified as its action of the generic fiber of X 0 ðpÞ is the usual Atkin-Lehner involution by the above. Moreover the action on the incidence graph GðpÞ of the special fiber of X 0 ðpÞ induced by W p is the Atkin-Lehner involution which we introduced in the proof of Lemma 6.6.
Let P be an F -rational point of X 0 ðpÞ. By Proposition 7.12 the model X 0 ðpÞ is regular hence the reduction of P lies in X Ã 0 ðpÞðf y Þ. The ordinary double points of the special fiber of X 0 ðpÞ are f y -rational. Hence if v is an irreducible component of the special fiber of X 0 ðpÞ whose degree, considered as a vertex of the incidence graph, is three, then every f y -rational point of v is an ordinary double point. Therefore the reduction of P must lie on the irreducible componentũ u À1 , or its image with respect to the Atkin-Lehner involution, or the irreducible componentw w by Propositions 6.11 and 6.13. The first two irreducible components both have degree two as a vertex of GðpÞ, hence they have only one f y -rational point which is not an ordinary double point. These must be the reductions of the cusps 0 and y, respectively. Therefore the reduction of P is either equal to the reduction of one of the cusps or degðpÞ is even and the reduction of P lies on the irreducible componentw w.
Assume first that the reduction of P in X Ã 0 ðpÞðf y Þ is the same as the reduction of some cusp. By applying the Atkin-Lehner involution to P, if necessary, we may assume that this cusp is 0. In this case the image of the divisor class P À 0 in W ðpÞðF Þ with respect to the quotient map is equal to the image of the trivial divisor class in W ðpÞðF Þ by Proposition 9.4. Therefore we must have P ¼ 0 by the formal immersion property (Proposition 7.14). Hence we may assume that degðpÞ is even and the reduction of P lies on the irreducible componentw w. By Lemma 9.3 above we know that jðPÞ A O y .
We are going to show that jðPÞ A O v for every other place v of F . Assume that the claim is false. Because the model M 0 ðpÞ is projective over SpecðAÞ every F -valued point on X 0 ðpÞ has a unique extension to a section SpecðAÞ ! M 0 ðpÞ. By assumption the section extending P must intersect the section extending one of the cusps in the fiber of M 0 ðpÞ at v. We may assume that P intersects the section extending y as the other case can be treated exactly the same way. Then the image of the linear equivalence class of the divisor P À y with respect to the reduction map J 0 ðpÞðF Þ ! J 0 ðpÞðf v Þ is zero. For every F -rational divisor D of degree zero on X 0 ðpÞ let ½D denote the image of the linear equivalence class of D with respect to the quotient map J 0 ðpÞ ! W ðpÞ. By the universal property of the Néron model we get that the image of ½P À y with respect to the reduction map W ðpÞðF Þ ! WðpÞðf v Þ is zero. Hence ½P À y is zero in W ðpÞðF Þ by Proposition 9.4. By claim (iii) of Proposition 6.11 the reduction of W p ðPÞ lies on the same irreducible component as the reduction of P. Since this irreducible component is a rational curve which has only one ordinary double point the di¤erence of these reductions is linearly equivalent to zero on the special fiber of X 0 ðpÞ. Hence the image of the linear equivalence class of the divisor P À W p ðPÞ with respect to the reduction map J 0 ðpÞðF Þ ! J 0 ðpÞðf y Þ is zero. Using the same argument as above we get from this fact that ½P À W p ðPÞ is zero in W ðpÞðF Þ by Proposition 9.4. Therefore we may compute as follows: 0 ¼ W p ½P À y ¼ ½W p ðPÞ À W p ðyÞ ¼ ½W p ðPÞ À P þ ½P À W p ðyÞ ¼ ½P À 0 ¼ ½P À y þ ½y À 0 ¼ ½y À 0 where W p denotes the endomorphism of W ðpÞ induced by the Atkin-Lehner involution, too. The linear equivalence class of the divisor y À 0 generates the group CðpÞ hence the image of the latter with respect to the map J 0 ðpÞ ! W ðpÞ is zero. This is a contradiction by claim (ii) of Proposition 5.12. We conclude that jðPÞ A O v for every place v of F . This is only possible if jðPÞ A F 2 . By Proposition 8.12 we may assume that jðPÞ ¼ 1. Every Drinfeld module f of rank two over F with j-invariant jðfÞ ¼ 1 is isomorphic to the Drinfeld module c : A ! F ftg such that cðTÞ ¼ T þ t þ t 2 over F because the latter has no nontrivial automorphisms over F . The Drinfeld module c has good reduction at every place v 3 y of F . This is not possible by Theorem 8.10. r Proof of Corollary 1.7. The scheme X 0 ðpÞ is smooth over SpecðF Þ. Hence the scheme Isom SpecðF Þ À X 0 ðpÞ; X 0 ðpÞ Á representing the functor associating to each SpecðF Þscheme S the set of S-automorphisms of the scheme X 0 ðpÞ Â SpecðF Þ S is finite and unramified over SpecðF Þ by [1] , Theorem 1.11, pages 84-85. Therefore every automorphism u of X 0 ðpÞ is actually defined over the separable closure of F . Let Aut À J 0 ðpÞ F Á denote the group of automorphisms of the group scheme J 0 ðpÞ over F . The homomorphism from Aut À X 0 ðpÞ Á into Aut À J 0 ðpÞ F Á induced by Picard functoriality is injective. Moreover this map is also GalðF j F Þ-invariant. Hence every automorphism u of X 0 ðpÞ is actually defined over F by claim (i) of Lemma 5.6. Therefore the image of the cusps of X 0 ðpÞ under u are F -rational points. By Theorem 1.2 the set X 0 ðpÞðF Þ consists of the cusps hence every automorphism of X 0 ðpÞ fixes the two cusps or interchanges them. The Atkin-Lehner involution is an automorphism which interchanges the cusps. Therefore it will be su‰cient to prove that every involution u of the curve X 0 ðpÞ fixing the cusps is the identity by claim (iii) of Lemma 5.6. Let f be a non-zero rational function on X 0 ðpÞ whose divisor is NðpÞðy À 0Þ. Because the automorphism u fixes the points 0 and y the pull-back u Ã ð f Þ of f with respect to u is also a non-zero rational function on X 0 ðpÞ whose divisor is NðpÞðy À 0Þ. Such a function is unique up to a non-zero scalar, so u Ã ð f Þ ¼ af for some a A F Ã . But u is an involution so f ¼ u Ã À u Ã ð f Þ Á ¼ a 2 f hence a 2 ¼ 1. The field F has characteristic 2 so the equation a ¼ 1 must hold. Hence the rational function f is left invariant by the involution u. Assume now that u is not the identity. Let X 0 ðpÞ u be the quotient of X 0 ðpÞ by u and let p : X 0 ðpÞ ! X 0 ðpÞ u denote the quotient map. By the above there is map g : X 0 ðpÞ u ! P 1 such that f ¼ g p. The degree of f is NðpÞ which is an odd number. On the other hand the degree of p is two. This is a contradiction. r Actually our argument works for every field F q ðTÞ of characteristic 2 under the condition that Y 0 ðpÞ has no F q ðTÞ-rational points.
Remark 9.6. Let B denote again the group scheme of invertible upper triangular two by two matrices. Let h : G 0 ðpÞ ! Z=NðpÞZ denote the composition of the reduction map r : G 0 ðpÞ ! BðA=pÞ H GL 2 ðA=pÞ mod p, the upper left corner element a : BðA=pÞ ! ðA=pÞ Ã and the surjection s : ðA=pÞ Ã ! Z=NðpÞZ which is unique up to isomorphism. We used that this homomorphism factors through G 0 ðpÞ at a crucial point both in [17] and [18] , but did not give a proof of this not entirely obvious fact. This small gap is easy to fill with some of the methods of this paper. Because G 0 ðpÞ ¼ À G 0 ðpÞ tors Á ab it will be su‰cient to show that h is trivial restricted to every finite subgroup G of G 0 ðpÞ. As we saw in the proof of Lemma 8.8 the action of G on the Bruhat-Tits tree has a fixed vertex. Hence by the results of [7] it will be conjugate to a subgroup of BðAÞ or to a subgroup of GL 2 ðF q Þ, where the second case occurs only when degðpÞ is even. In any case every element g of G has order dividing q k ðq À 1Þ for some k A N, if degðpÞ is odd, and has order dividing q k ðq 2 À 1Þ for some k A N, otherwise. Hence a À rðgÞ Á is mapped to the identity by s.
The proof of Theorem 1.4
In the next claim and its proof we are not going to assume that q ¼ 2.
Proposition 10.1. Assume that the following holds:
(i) The curve Y 1 ðnÞ has no F -rational points if degðnÞ f 3.
(ii) The curves Y 0 ðT 3 Þ and Y 0 À T 2 ðT þ 1Þ Á have no rational points.
Then the claim of Theorem 1.5 holds for q.
The proposition above is just a slight variation of Schweizer's Lemma 4.5 of [26] , page 613.
Proof. Let f : A ! F ftg be a Drinfeld module of rank two over F and write ð f F Þ tors ¼ A=m l A=n where m divides n. By assumption the latter can be written as n ¼ mp for some non-zero ideal p p A. Assume that f is a counterexample to the claim of Theorem 1.2. By claim (i) above the degree of the ideal n is at most two. Hence degðmÞ is at least 1. On the other hand we have degðmÞ e 1 by [26] , Proposition 4.4, page 613. Let v : f ! c be the cyclic m-isogeny whose kernel is the first component of the direct sum above. According to [26] , Lemma 4.1, page 611, the Drinfeld module c over F has a cyclic mn-isogeny defined over F . This Drinfeld module and isogeny give rise to an F -rational point on the Drinfeld modular curve Y 0 ðpm 2 Þ. If the ideals p and m are di¤erent, then there is an automorphism of A which takes p and m to ðT þ 1Þ and ðTÞ, respectively. On the other hand if ideals p and m are equal, then there is an automorphism of A which takes p ¼ m to ðTÞ. The pull-back of Y 0 ðpm 2 Þ with respect to these automorphisms is either Y 0 À T 2 ðT þ 1Þ Á or Y 0 ðT 3 Þ, respectively. But these curves have no rational points by claim (ii) above which is a contradiction. r Remark 10.2. In the course of the proof of Theorem 1.5 we may restrict to those n ideals which has no proper divisors of degree at least three while we verify the validity of condition (i) of Proposition 10.1. In particular we may assume that either n is a prime ideal of degree at least three or it is the product of irreducible polynomials of degree at most two. When q ¼ 2 the only irreducible polynomials of degree 1 and 2 in F q ½T are T, T þ 1 and T 2 þ T þ 1. Moreover there is an automorphism of F 2 ½T which maps T to T þ 1. Therefore by Theorem 1.2 and the claim above in order to prove Theorem 1.5 we have to show that the following curves have no rational points:
taking into account that if the curve Y 0 ðnÞ has no rational points then so does Y 1 ðnÞ. The first three cases were settled by Schweizer ([26] , Lemma 1.3, pages 605-606).
Notation 10.3. In the rest of this section we will occupy ourselves with proving that the curve Y 1 ðT 4 þ T 2 þ 1Þ has no rational points. First we will collect some facts about the geometry of the curve X 0 ðT 4 þ T 2 þ 1Þ. Let W n denote the full Atkin-Lehner involution of the modular curve Y 0 ðnÞ for every non-zero ideal n p A. This map induces an involution of the curve X 0 ðnÞ which will be denoted by the same symbol. The index n will be dropped from the notation W n when the ideal n can be clearly identified from the context. Let X þ ðnÞ denote the quotient of the curve X 0 ðnÞ by the involution W . Recall that the set of geometric points of X 0 ðnÞ in the complement of Y 0 ðnÞ are called its cusps.
Lemma 10.4. The following holds:
(i) The curve X 0 ðT 4 þ T 2 þ 1Þ has genus 2.
(ii) The quotient map X 0 ðT 4 þ T 2 þ 1Þ ! X þ ðT 4 þ T 2 þ 1Þ is a hyperelliptic cover which has three ramification points.
(iii) The latter are cusps conjugate over F .
Proof. Claim (i) is a consequence of the formula on page 331 for the genus of Drinfeld modular curves in [25] . By formula (b) of Proposition 7 on page 336 of the same paper the number of fixed points of the Atkin-Lehner involution is at most 3. Now claims (ii) and (iii) follow from the content of [25] , Example 10, page 337 and from part (b) of Proposition 1 of the same reference on page 333. r Proof. Let X q denote simply the fiber of M 0 ðT 4 þ T 2 þ 1Þ at the prime ideal q 3 ðT 2 þ T þ 1Þ. We know that X q is a smooth, projective curve over f q whose genus is 2 by flatness. Because M 0 ðT 4 þ T 2 þ 1Þ is a relatively minimal model for X 0 ðT 4 þ T 2 þ 1Þ over U T 2 þTþ1 the Atkin-Lehner involution W extends to an involution on M 0 ðT 4 þ T 2 þ 1Þ whose restriction to X q is a hyperelliptic involution. The former fixes the closure Z of the zero-dimensional subvariety of X 0 ðT 4 þ T 2 þ 1Þ supported on the three cusps left invariant by the Atkin-Lehner involution in M 0 ðT 4 þ T 2 þ 1Þ. As we already noted in Notation 9.5 the scheme Z is finite, étale over U T 2 þTþ1 hence the canonical hyperelliptic involution of X q has at least three di¤erent fixed points. Hence it will be su‰cient to show that every smooth, projective curve X of genus 2 defined over a characteristic two field k such that the canonical hyperelliptic cover p : X ! P 1 k has three ramification points is ordinary. We may assume without loss of generality that k is algebraically closed. Let A, B and C denote the ramification points. Then the linear equivalence classes of the divisors 2B À 2A and 2C À 2A are trivial as they are the pull-backs of the divisors pðBÞ À pðAÞ and pðCÞ À pðAÞ with respect to p, respectively. Hence the linear equivalence classes of B À A and C À A are 2-torsion. If they generated the same group then they would be equal, so B would be equal to C. Hence the group generated by the linear equivalence classes of B À A and C À A has order four. Therefore the 2-torsion of the Jacobian of X has order four so it is an ordinary abelian variety. r
