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ABSTRACT
Radiative and dynamical heating rates control stratospheric temperatures. In this study, radiative tempera-
ture trends due to ozone depletion and increasing well-mixed greenhouse gases from 1980 to 2000 in the polar
stratosphere are directly evaluated, and the dynamical contributions to temperature trends are estimated as the
residual between the observed and radiative trends. The radiative trends are obtained from a seasonally
evolving fixed dynamical heating calculation with the Parallel Offline Radiative Transfer model using four
different ozone datasets, which provide estimates of observed ozone changes. In the spring and summer seasons,
ozone depletion leads to radiative cooling in the lower stratosphere in the Arctic and Antarctic. In Arctic
summer there is weak wave driving, and the radiative cooling due to ozone depletion is the dominant driver of
observed trends. In late winter and early spring, dynamics dominate the changes in Arctic temperatures. In
austral spring and summer in the Antarctic, strong dynamical warming throughout the mid- to lower strato-
sphere acts toweaken the strong radiative cooling associated with theAntarctic ozone hole and is indicative of a
strengthening of the Brewer–Dobson circulation. This dynamical warming is a significant term in the thermal
budget overmuch of theAntarctic summer stratosphere, including in regions where strong radiative cooling due
to ozone depletion can still lead to net cooling despite dynamical terms. Quantifying the contributions of
changes in radiation and dynamics to stratospheric temperature trends is important for understanding how
anthropogenic forcings have affected the historical trends and necessary for projecting the future.
1. Introduction
The pronounced polar stratospheric ozone depletion
known as the Antarctic ‘‘ozone hole’’ has occurred each
austral spring since about the mid-1980s. Smaller but
substantial ozone losses are also observed in other sea-
sons, as well as in the Arctic (Hassler et al. 2013). Since
the discovery of the Antarctic ozone hole in 1985
(Farman et al. 1985), the influence of ozone depletion
on stratospheric and tropospheric climate has been a
primary focus of atmospheric science research. Ozone
loss results in cooling due to decreased solar absorption
and, by changing the hemispheric temperature gradient,
strengthens the polar stratospheric jet. The impacts of
the ozone hole are not isolated to the stratosphere. The
Antarctic ozone hole has been associated with a sea-
sonal poleward shift of the tropospheric jet and a posi-
tive trend in the southern annular mode (SAM) that has
influenced Southern Hemispheric climate (Thompson
and Solomon 2002; Archer and Caldeira 2008; Son et al.
2008; Thompson et al. 2011). As the ozone hole re-
covers, its influence on the positive trend in the SAM is
expected to reverse. Yet model simulations show future
projected increases in greenhouse gases will also cause a
positive trend in the SAM (Thompson et al. 2011),
highlighting the need to understand radiative influences
on stratospheric temperature structure as a first step in
understanding linkages between the stratosphere and
troposphere.
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The Arctic polar stratosphere in winter and spring is
muchmore dynamically active, and consequently warmer,
than the Antarctic. While in austral spring the Antarctic
lower-stratospheric temperatures are consistently cold
enough for heterogeneous ozone depletion, Arctic lower-
stratospheric temperatures are often near the threshold
for polar stratospheric cloud formation (e.g., Solomon
et al. 2014). Thus, in dynamically quiescent winters, the
Arctic can also experience significantly lower ozone
abundances, such as those observed in the winters of the
mid- to late 1990s and 2011 (Newman et al. 1997; Manney
et al. 2011), owing both to chemical depletion and weak-
ened transport. Conversely, in dynamically active winters,
Arctic ozone abundances are comparable to those of the
pre–ozonedepletion era. Smith andPolvani (2014) showed
that ozone anomalies in the Arctic, if large enough, could
influence the Northern Hemispheric extratropical spring
climate in a manner similar to that observed in the
Southern Hemisphere.
In a zonal mean formulation, stratospheric tempera-
tures are controlled by radiative and dynamical heating
rates (e.g., Shine 1987; Forster and Shine 1997). Radiative
heating rates are determined by incoming solar radiation,
aerosols, and radiatively active gases: namely, green-
house gases, ozone, and water vapor (Shine 1987). The
dynamical component is determined mainly by the dis-
sipation of vertically propagating Rossby and gravity
waves, the momentum deposition of which drives the
Brewer–Dobson circulation (BDC;Holton et al. 1995). A
strengthening of the BDC produces anomalous down-
welling and heating in high latitudes and anomalous up-
welling and cooling in the tropics. Newman et al. (2001)
demonstrated a near-linear relationship between the
Arctic spring lower-stratospheric temperatures and the
45-day meridional eddy heat flux at 100hPa averaged
over 458–708N. This integrated eddy heat flux provides a
measure of the planetary wave activity entering into the
stratosphere. By applying this relationship,Newmanet al.
(2001) estimated the dynamical component of Arctic
lower-stratospheric temperatures and showed that the
residual temperatures were near radiative equilibrium.
A recent study by Bohlinger et al. (2014) utilized eddy
heat flux data to estimate the dynamical component of
Arctic lower-stratospheric temperature trends from
1980 to 2011. Further, Bohlinger et al. (2014) provided
estimates of the trends driven by changes in radiatively
active gases, calculated as the residual of the observed
and dynamical trends. Lin et al. (2009) estimated the
ozone-driven and dynamical contribution to lower-
stratospheric temperature trends over the Southern Hemi-
sphere for September andOctober by regressingMicrowave
Sounding Unit (MSU) lower-stratospheric channel 4
brightness temperatures (T4) against Total OzoneMapping
Spectrometer/Solar Backscatter Ultraviolet (TOMS/
SBUV) total column ozone data and eddy heat flux
data, respectively. A following study by Fu et al. (2010)
estimated the dynamical contribution to high-latitude
temperatures in both hemispheres by regressingMSUT4
against eddy heat flux data and estimated the radiative
temperatures as the residual. In this study, we comple-
ment earlier studies that used eddy heat flux data to obtain
dynamically driven temperature trends by directly evalu-
ating the radiatively driven component of past Arctic and
Antarctic stratospheric temperature trends (using esti-
mated changes of historical ozone and greenhouse gases
together with a radiative transfer model in a seasonally
evolving fixed dynamical heating calculation). We also
extend earlier work by evaluating both the Arctic and
Antarctic stratospheric temperature trends and their
drivers and highlight key differences between the two
poles. Internal variability is also considered along with the
trends. The aim of this study is to understand radiative
contributions to observed polar stratospheric temperature
trends, in particular how anthropogenic forcings (pri-
marily increased well-mixed greenhouse gases and ozone
depletion due to ozone-depleting substances), have likely
influenced historical temperatures, a necessary element
in understanding coupled climate projections of future
trends.
2. Methods
a. Data
Historical temperature trends were estimated using
monthly mean reanalysis data from the Modern-Era
Retrospective Analysis for Research and Applications
(MERRA; Rienecker et al. 2011). Data from MERRA
are available at a resolution of 0.678 longitude by 0.58
latitude and include 42 vertical levels, which extend
from the surface to 0.1 hPa. MERRA also provides an
estimate of historical ozone abundances, constrained by
partial column ozone measurements from the National
Oceanic and Atmospheric Administration’s SBUV,
version 2, instrument. Trends from radiosonde data were
also evaluated to compare with those from MERRA. In
general, the observed mid- to lower-stratospheric tem-
perature trends are comparable to those using radiosonde
station data from the Met Office Hadley Centre Atmo-
spheric Temperature, version 2 (HadAT2; Thorne et al.
2005; Fig. S1 in the supplemental material). Trends from
MERRA were also compared to the National Oceanic
and Atmospheric Administration’s Center for Satellite
Applications and Research (STAR) Stratospheric Sound-
ing Unit, version 2 (SSUv2; Zou et al. 2014), and MSU T4
(Zou et al. 2009) data at higher altitudes, discussed further
below (see Fig. S1).
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Ozone is not well mixed throughout the atmosphere,
and no continuous instrumental record exists that pro-
vides complete historical global coverage. Therefore,
along with the historical ozone estimate fromMERRA,
three additional ozone datasets were used in this study:
Stratosphere–Troposphere Processes and their Role in
Climate (SPARC; Cionni et al. 2011), the Randel and
Wu (2007) dataset (RW07), and the Bodeker et al.
(2013) dataset (BDBP). These datasets are based on
regression fits to vertically resolved ozone observations
to provide continuous temporal and global spatial data
coverage from 1979 to at least 2005. The main differ-
ences in the datasets arise from differences in the basis
functions used in the regression fits to observations and
the suite of observations that is included [see Hassler
et al. (2013) for details]. Utilizing the three datasets
provides a range of estimates of historical ozone changes
to compare toMERRA’s ownozonedistributions, aswell
as one way to estimate the uncertainty. No daily clima-
tology of the vertical profile of measured historical ozone
changes is available; all three ozone datasets are zonally
averaged andmonthlymeans. For consistency,MERRA’s
ozone was also zonally and monthly averaged. The con-
centrations of well-mixed greenhouse gases, carbon di-
oxide (CO2), methane (CH4), and nitrous oxide (N2O),
used in our simulations are from the SRES B1 scenario
(IPCC 2001). While chlorofluorocarbons (CFCs) are also
greenhouse gases, their low abundances make their rela-
tive impact on the radiatively adjusted temperatures at
high latitudes negligible as compared to the included
greenhouse gases (Forster and Joshi 2005).
We present the different forcing datasets used in the
radiative calculations in Fig. 1. The figure shows time
series of well-mixed greenhouse gases (CO2, CH4, and
N2O) mixing ratios from the SRES B1 scenario and
lower-stratospheric ozone abundances at 50hPa from
MERRA and the three ozone databases during their
peak depletion and summer months in the Arctic and
Antarctic. The four different ozone time series illustrate
the range of estimated values of historical ozone and its
changes. Both RW07 and SPARC include by design
fewer basis functions used in the regression fits and thus
show less interannual variability than MERRA and
BDBP (Hassler et al. 2013). Comparing the two poles,
ozone exhibits larger interannual variability in spring in
the Arctic than in the Antarctic. Ozone values over the
last decade in the Arctic are more often similar to levels
from the pre–ozone depletion era, because of dynamic
variability linked to changes in wave driving. Comparing
the different datasets, BDBP has significantly more
ozone loss over the last two decades during the spring
seasons in the polar stratosphere in both hemispheres
than the other datasets. In the summer seasons, SPARC’s
ozone loss is negligible in both hemispheres at this pres-
sure level, and RW07 has little ozone loss in the Ant-
arctic, while both MERRA and BDBP show a 10%
decrease over the past 30 years. As will be discussed be-
low, use of the datasets that include summer ozone trends
indicates that radiative processes strongly dominate the
temperature trends in Arctic summer, making these
differences amatter of particular interest in this study (Fig.
S2 in the supplemental material shows additional time
series of ozone from each of the datasets, further illus-
trating the broad range of historical ozone abundance es-
timates for different seasons and heights).
Long-term trends in stratospheric temperatures from
the observations, radiative calculations, and the difference
between the observations and radiative temperatures—
termed the dynamical contribution—were estimated by
least squares linear regressions on each time series. The
temperature trends were estimated for two periods: 1980–
2011 for direct comparison with Bohlinger et al. (2014)
and 1980–2000 for the period of peak ozone depletion. For
the extended period of 1980–2011, data are not available
for all of the ozone datasets. The temperature trends
based on datasets ending earlier than 2011 are estimated
from 1980 to their given end year and are indicated in the
results. Statistical uncertainties in the trend estimates are
calculated from the variance of the residuals of the time
series and provided at the 2s level, providing a 95%
confidence interval. Statistical significance of the trends
estimated from the time series was determined from a
one-sided Student’s t test [as in Santer et al. (2000)] at the
95% level. As the radiatively adjusted temperatures esti-
mated by the radiative transfer model have a nearly linear
relationship with the imposed ozone forcing, the un-
certainties on the radiative temperature trends largely
represent the statistical uncertainty on the radiative
forcing trends.Greenhouse gases are generally wellmixed
in the atmosphere, and their trends are fairly robust.
However, ozone is not well mixed throughout the atmo-
sphere. Therefore, the use of four different datasets of
historical ozone characterizes the uncertainty in the ozone
forcing. The polar cap averages are the area-weighted
average from 608 to 908N/S.
b. PORT model
The radiatively adjusted temperature trends due to
changes in ozone and well-mixed greenhouse gases were
estimated in a seasonally evolving fixed dynamical
heating calculation using the Parallel Offline Radiative
Transfer (PORT) model (Conley et al. 2013). PORT is
an offline model that utilizes the radiation code from the
NationalCenter forAtmosphericResearch’s Community
Earth System Model, version 1 (CESM1), Community
Atmosphere Model, version 4 (CAM4; Gent et al. 2011),
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and calculates temperature changes above a definedmask
that is typically defined as the tropopause, but need not
be. As the focus of our work is the radiatively adjusted
temperatures rather than radiative forcing, the mask was
lowered to 500hPa to allow the temperatures to adjust
into the troposphere. PORTrequires a baseline climatology
fromwhich to run, whichwas taken as the last year of a 2-yr
CAM4 run with the greenhouse gases set at their 1979
abundances, while the ozone climatology was based on
ozone data from BDBP averaged over 1979–83, and the
prescribed sea ice and sea surface temperatures (SSTs)
were from theHadley Centre dataset climatology averaged
from 1982 to 2001 (Hurrell et al. 2008). Both CAM4 and
PORTwere run at a horizontal resolution of 1.98 latitude by
2.58 longitude and with 26 vertical levels in sigma–pressure
coordinates that extend from the surface up to 3.5hPa. The
radiatively adjusted temperatures were calculated by run-
ning PORT with the same baseline atmospheric state but
with modified ozone and/or greenhouse gas abundances.
Instead of using a fixed mean seasonal profile, as in a fixed
dynamical heating calculation, PORT calculates a temper-
ature correction using the radiative heating rates estimated
from the modified radiative inputs and the seasonally
evolving background climatology from the 1-yr CAM4
simulation at each time step [1.5 days, as suggested by
Conley et al. (2013)], under the assumption of fixed dy-
namical heating. Although the ozone is prescribed as
monthly means, full consideration is given to solar zenith
angle changes during a given month by time stepping
through the month and then averaging the result. As in
CAM4, the greenhouse gas abundances are specified as
well mixed globally in PORT. To test the additivity of the
radiative responses, PORT was run with each of the
ozone datasets and with time-varying or ‘‘fixed at 1979’’
greenhouse gas concentrations. To isolate the role of well-
mixed greenhouse gases, an additional PORT simulation
with fixed ozone abundances at 1979 levels and time-varying
greenhouse gases was performed. The response of the ra-
diatively adjusted temperatures due to changes in ozone and
greenhouse gases was found to be nearly linearly additive.
FIG. 1. (top) Time series of well-mixed greenhouse gases from the SRES B1 scenario used in
the PORT simulations. Time series of polar cap–averaged ozone abundances at 50 hPa in
(middle) peak depletion months (March in the Arctic and October in the Antarctic) and
(bottom) summer months (July in the Arctic and January in the Antarctic) from MERRA,
BDBP, RW07, and SPARC.
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3. Results
Over the past 30 years, the Arctic lower stratosphere
has warmed in late winter (January and February) and
cooled in all other seasons (Fig. 2a). However, the
November–February trends are not significantly differ-
ent than zero, while the cooling trends in March–
October are significant at the 95% confidence interval.
The radiatively adjusted temperature trends estimated
from the seasonally evolving fixed dynamical heating cal-
culation using PORT with each of the four ozone data-
sets and time-varying greenhouse gases are also shown in
Fig. 2a (bottom; each dataset has a different end year,
which is indicated in the label and in Fig. 1). The dy-
namical contributions to the observed temperature trends
were estimated as the residual between the observed and
radiative trends (Fig. 2,middle).We can directly compare
our results presented in Fig. 2a to those in Fig. 1 of
Bohlinger et al. (2014), who did the opposite: they
obtained the dynamical contribution to temperature
trends using trends in the eddy heat flux and estimated
the radiative contribution to the trends as a residual
from the total observed. By construction, the observed
historical trends presented here are nearly identical to
those in Bohlinger et al. (2014). As seen in our study
and in Bohlinger et al. (2014), the dominant component
of the Arctic winter and spring trends is dynamical, and
there is good overall agreement in the seasonal cycles
and magnitudes of the dynamical contributions to
temperature changes in the two studies. However, our
estimates of the radiative cooling trends in the winter
and spring are weaker, and the peak seasonality of the
ozone radiative cooling occurs a month later than re-
ported in Bohlinger et al. (2014), possibly because of
the exclusion of water vapor in our analysis—a caveat
we discuss later. In summer and fall, the Arctic lower-
stratospheric temperature trends are predominantly
driven by radiation (see also Fig. 5, described in greater
detail below), consistent with the weak trend in the
eddy heat flux estimated by Bohlinger et al. (2014) and
Fu et al. (2010). Thus, there is broad agreement be-
tween the two approaches to estimating the radiative
and dynamical contributions to Arctic temperature
trends within uncertainties.
As ozone depletion peaked in the late 1990s, Figs. 2b
and 2c and all subsequent figures show the monthly
FIG. 2. Monthly temperature trends (K decade21) at 50 hPa (a) in the Arctic (608–908N) from 1980 to 2011, (b) in the Arctic (608–908N)
from 1980 to 2000, and (c) in the Antarctic (608–908S) from 1980 to 2000. The temperature trends include (top) the observed trends from
MERRA and HadAT2, (bottom) the radiative trends estimated from the seasonally evolving fixed dynamical heating calculation with
PORT, and (middle) the dynamical contribution to the observed trends, calculated as the residual between the observed and radiative
trends. The error bars represent the uncertainty on the trends at the 2s level.
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observed, radiative, and dynamical contributions to
lower-stratospheric temperature trends in the Arctic
and Antarctic estimated from 1980 to 2000; Table 1
presents the seasonal and annual average trends.
Overall, the polar lower stratosphere has cooled in
both hemispheres, with an annual mean trend of
20.73 6 0.57Kdecade21 in the Arctic and 20.87 6
0.68Kdecade21 in the Antarctic (Table 1). The most
pronounced observed cooling is in the spring seasons,
with trends of 21.62 6 1.16Kdecade21 in the Arctic
(MAM) and 21.57 6 2.32Kdecade21 in the Antarctic
(SON) (Table 1). As seen in Table 1, the Arctic spring
radiative cooling estimated from each of the ozone
datasets is not large enough to account for the observed
spring cooling trend, and dynamics contribute 37%–
63% to the observed trend, depending on the chosen
ozone dataset (Table 1). Comparing Fig. 2a to Fig. 2b
highlights that the observed Arctic winter trends (DJF)
are not robust and sensitive to the chosen end year. The
Arctic winters of the mid-1990s were characterized by
weak planetary wave driving, and late winter–early
spring trends ending in these years show a stronger net
cooling, larger ozone loss, and a stronger radiative
cooling than trends ending in 2011.
The radiative cooling trends in the lower polar
stratosphere in both hemispheres are primarily due to
ozone depletion (Fig. 2 and Table 1). Thus, the magni-
tudes of the calculated radiative trends depend on the
chosen ozone dataset. The most notable difference be-
tween the datasets is the weaker estimate of radiative
cooling in theAntarctic in austral spring usingMERRA’s
ozone (21.45 6 0.89Kdecade21) compared to the
other datasets (BDBP estimates a cooling of 23.34 6
0.40Kdecade21) and the negligible ozone cooling
estimated in summer and fall in theArctic using SPARC
(Table 1). Overall, the statistical uncertainties on the
radiative trends are smaller than the dynamical contri-
bution to the observed trends, with the exception of the
Arctic trends in summer and fall when the stratosphere
is dynamically quiescent. The different ozone datasets,
while sometimes displaying different quantitative re-
sults, give qualitatively similar results for radiative and
dynamical contributions to the observed polar cap
temperature trends.
Next, we explore the structure of these trends through-
out the lower stratosphere and uppermost troposphere.
Figure 3 shows the seasonal cycle and vertical structure of
temperature trends over the Arctic from 1980 to 2000. As
SPARC,RW07, andBDBP show similar ozone trends, we
present for brevity only the average of these three datasets
and compare these to the trends using MERRA, which
has a quite different structure and is discussed further
below (Fig. S3 in the supplemental material shows the
results for each individual dataset). A large cooling trend
appears first in the upper stratosphere in late winter and
appears to propagate downward into the lowermost
stratosphere in early spring. Preceding this, there is strong
warming (although not statistically significant) in early
winter (December–January). The radiative cooling asso-
ciated with ozone depletion in the Arctic peaks in April
(Fig. 3), approximately one month after the peak ozone
loss, consistent with a radiative time scale of about one
month in the lower stratosphere (Thompson and Solomon
2002). The spatial and temporal patterns of the radiative
temperature trends due to ozone vary between MERRA
and the three ozone datasets, because of the differences in
the ozone structure (Fig. 3; and see Fig. S3 for the results
with each ozone dataset individually). MERRA’s ozone
TABLE 1. Seasonal (DJF, MAM, JJA, and SON) and annual average temperature trends (K decade21) for the Arctic (608–908N) and
Antarctic (608–908S) from 1980 to 2000 at 50 hPa. The temperature trends include the observed trends from MERRA and HadAT2 and
the radiative trends estimated from the seasonally evolving fixed dynamical heating calculation using PORT for each of the four ozone
datasets and SRES B1 greenhouse gases (GHG). The uncertainties are reported at the 2s level; trends that are statistically significant are
boldface.
DJF MAM JJA SON Annual
Arctic Observed MERRA 20.23 6 1.88 21.62 6 1.16 20.70 6 0.24 20.37 6 0.36 20.73 6 0.57
HadAT2 20.55 6 1.21 21.40 6 0.86 20.88 6 0.24 20.58 6 0.22 20.85 6 0.41
Radiative MERRA ozone 20.13 6 0.08 20.86 6 0.41 20.45 6 0.35 20.20 6 0.13 20.41 6 0.21
BDBP ozone 10.12 6 0.05 20.79 6 0.32 20.73 6 0.28 20.14 6 0.11 20.39 6 0.16
RW07 ozone 20.09 6 0.02 20.57 6 0.09 20.68 6 0.08 20.22 6 0.03 20.39 6 0.05
SPARC ozone 20.06 6 0.01 20.44 6 0.04 20.23 6 0.02 20.02 6 0.00 20.19 6 0.02
GHG 20.16 6 0.02 20.16 6 0.00 20.16 6 0.00 20.17 6 0.00 20.16 6 0.00
Antarctic Observed MERRA 20.28 6 0.40 20.68 6 0.37 20.97 6 0.56 21.57 6 2.32 20.87 6 0.68
HadAT2 21.12 6 0.52 21.32 6 0.58 20.84 6 1.05 21.52 6 3.04 21.24 6 1.04
Radiative MERRA ozone 21.65 6 0.52 20.38 6 0.15 10.00 6 0.10 21.45 6 0.89 20.87 6 0.28
BDBP ozone 22.26 6 0.35 20.45 6 0.13 20.21 6 0.06 23.34 6 0.40 21.56 6 0.18
RW07 ozone 21.48 6 0.12 20.23 6 0.03 20.02 6 0.01 22.53 6 0.26 21.06 6 0.10
SPARC ozone 21.25 6 0.08 20.13 6 0.01 10.02 6 0.00 22.19 6 0.20 20.89 6 0.07
GHG 20.19 6 0.03 20.18 6 0.01 20.16 6 0.00 20.15 6 0.00 20.17 6 0.01
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trends mimic the observed temperature trends, peaking in
March at 50hPa. In comparison, the peak ozone loss in the
other three datasets occurs lower (at 150hPa) and is present
throughout the entire winter and early spring. In summer, a
significant cooling trend extends throughout the Arctic
stratosphere. Both MERRA and the average of the other
three datasets show ozone losses throughout the Arctic
summer in the lower stratosphere (200–50hPa). With the
exception of SPARC, which has negligible summer ozone
loss, all datasets suggest that the summer ozone loss results
in radiative cooling and is the dominant driver of statistically
significant Arctic lower-stratospheric summer trends over
the depth of this layer (see Table 1 and Fig. S3).
While the radiative cooling due to ozone loss con-
tributes to the observed cooling in late winter–early
spring, the Arctic winter and spring trends are strongly
influenced by dynamics throughout the lower strato-
sphere (Fig. 3). The dynamical contribution to the ob-
served trends shows warming in December and January,
indicative of anomalous downwelling in the polar region
and a strengthening of the BDC [as already noted in
other studies (e.g., Fu et al. 2010; Young et al. 2012;
Bohlinger et al. 2014; Garfinkel et al. 2015)], but it is not
statistically significant. In contrast, the strong cooling
associated with dynamics in February and March is
indicative of a weakening of the BDC. While this
strengthening and weakening of the BDC in the Arctic
has been noted in previous work [e.g., by Bohlinger et al.
(2014) and Fu et al. (2010)], based on trends in the lower
stratosphere, Fig. 3 suggests that the temperature changes
associated with changes in the BDC extend into the
midstratosphere and is also seen using the MSU/SSUv2
data (Fig. S5 in the supplemental material). Furthermore,
consideration of the structure of the radiative component
as done here indicates that the changes in temperature
associated with dynamics are not barotropic and instead
display the characteristic downward propagation of cir-
culation anomalies (see, e.g., Baldwin and Dunkerton
1999, 2001).
The most notable change in the Antarctic strato-
spheric climate is a pronounced spring and summertime
cooling trend (Fig. 4). While the observed Arctic and
Antarctic cooling trends in spring are similar in magni-
tude, the Antarctic cooling is confined to the lower
stratosphere and predominately radiative because of the
Antarctic ozone hole. Accompanying the cooling of the
lower stratosphere is a strong warming trend in austral
spring at 10 hPa that has long been noted as a dynamical
feature (Randel and Wu 1999). A key feature of our
results is that the dynamical warming trend is not just
confined to the midstratosphere. The warming extends
into the lower stratosphere, is present from September
FIG. 3. Arctic (608–908N) temperature trends from 1980 to 2000 by month and elevation, including the (a) observed trends from
MERRAand the radiative trends estimated with PORT due to (b) increasing well-mixed greenhouse gases and ozone depletion based on
(c) MERRA’s ozone and (e) an average of ozone depletion from BDBP, RW07, and SPARC. (d),(f) The dynamical contribution to the
observed trends was estimated as the residual between the observed, historical trends and the radiative trends due to ozone depletion and
well-mixed greenhouse gases. The contours on the radiative ozone temperature trend panels (c) and (e) are the ozone trends (%decade21;
with an interval of 2.5%decade21; solid ozone contours are for negative values and dashed contours are for positive values). Hatching
indicates trends that are statistically significant at the 95% level based on a one-sided Student’s t test.
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through February, and is seen in analyses with observed
trends from both HadAT2 (Fig. S4 in the supplemental
material) and MSU/SSUv2 (Fig. S5). Furthermore, the dy-
namical warming acts to weaken the radiative cooling asso-
ciated with the Antarctic ozone hole by up to 55% of the
total radiative cooling at 50hPa (Table 1) and indicates a
strengthening of the BDC. Modeling studies have shown
that a strengthening of the BDC is a dynamical response to
the radiative coolingof theAntarctic ozonehole (Calvo et al.
2012; Young et al. 2013; Keeble et al. 2014). A similar phe-
nomenon of dynamical warming lagging the observed cool-
ing is suggestedby thedata in theArctic but is not statistically
significant throughout the depth of the lower stratosphere
and is only present for a shorter period.Whether the same
physical mechanism as in the Antarctic controls the
Arctic warming response cannot be deduced from our
radiative calculations and is left for future work.
The increase in well-mixed greenhouse gases also acts
to radiatively cool the stratosphere (Figs. 3 and 4). The
cooling trend increases with height as a result of increased
longwave emission. Overall, the cooling trend associated
with greenhouse gases exhibits a weak seasonal structure
and is nearly symmetric between the two poles.
Asmentioned earlier, theArctic summer temperature
trends in the lower stratosphere are largely driven by
changes in radiation associated with ozone depletion. In
comparison, the summer Antarctic temperature trends
in the lower stratosphere show cooling due to radiation
but appear to be weakened by dynamics. Figure 5
(Arctic) and Fig. 6 (Antarctic) show vertical profiles of
monthly observed and radiative temperature trends in the
spring, summer, and fall seasons.As noted earlier, theArctic
spring cooling trends are much larger than changes in radi-
ation can account for and imply the role of dynamics, as seen
in Fig. 5. However as seen in Fig. 2, the observed winter and
spring trends are sensitive to the chosenendyear. In summer
and fall, the observed trends of the lower stratosphere and
upper troposphere from MERRA, HadAT2, and MSU T4
liewithin the range of radiative trends. Furthermore, these
summer and fall trends in the lower stratosphere (down to
200hPa) aremostly radiative because of ozone depletion.
In austral spring and summer, the observed Antarctic
trends are generally weaker and peak at a much lower
elevation (in the lower stratosphere) than the radiatively
adjusted temperature trends, strongly highlighting the
role of dynamics (Fig. 6). Interestingly, in January–March,
the dynamical warming trend appears to cease at 200hPa.
Below this level, theobserved temperature trends arewithin
the range of the radiative cooling trends, suggesting a strong
role for radiative driving in the region that links the strato-
sphere and Antarctic tropospheric climate.
4. Conclusions
In this study, we have estimated the radiative and
dynamical contributions to past Arctic and Antarctic
polar stratosphere temperature trends. The radiative
temperature trends were based on seasonally evolving
FIG. 4. As in Fig. 3, but for theAntarctic (608–908S). The contours on the radiative ozone temperature trend panels (c) and (e) are the ozone
trends (%decade21; with an interval of 5%decade21; solid ozone contours are for negative values and dashed contours are for positive
values).
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fixed dynamical heating calculations using a radiative
transfer model with different ozone datasets and time-
varying greenhouse gas concentrations. The dynamical
contributions to the observed temperature trends were
estimated as the residual between the observed and radi-
ative temperature trends. Compared to the dynamical
terms, the radiative temperature trends have smaller sta-
tistical uncertainties that primarily reflect the uncertainties
in the ozone trends. The use of four different ozone
datasets rooted in observations provides a range on the
forcing uncertainty with ozone. Last, our findings are
qualitatively consistent using each of the ozone datasets
(Fig. S3) and are robust to the chosen observed tempera-
ture datasets: MERRA (Figs. 3 and 4), HadAT2 (Fig. S4),
and MSU/SSUv2 (Fig. S5).
Our results are comparable within uncertainties and
complementary to those of Bohlinger et al. (2014), who
directly estimated the dynamical contribution to Arctic
polar stratospheric trends from eddy heat flux trends and
calculated the radiative term as the residual. Further-
more, our study rooted in ozone observations compares
well to and complements other studies that have esti-
mated the radiative temperature trends based on model
simulations (Orr et al. 2013; Keeble et al. 2014).
A caveat of the presentedwork is the exclusion of water
vapor from the analysis. Global water vapor trends are
not well characterized and therefore were not included in
the radiative calculations. However, we note that the in-
creasing trend inwater vapor over the past 40 years would
lead to cooling in the lower and middle stratosphere
due to increased emission of infrared radiation. Forster
and Shine (2002) estimated in a fixed dynamical heat-
ing calculation an annually averaged cooling trend
of 0.4Kdecade21 at high latitudes due to water vapor.
Using a general circulation model, Maycock et al.
(2014) showed that the peak cooling trend due to water
vapor changes in the Arctic was in the winter seasons
(December–February) and weaker in spring, summer,
and fall. Hence, the radiative cooling due to water va-
por trends in winter may account for the differences in
the Arctic radiative trends estimated by Bohlinger et al.
(2014) and this study. However, the omission of water
vapor from our analysis does not affect the overall ro-
bustness of the conclusions. The observed Arctic cooling
in spring is stronger than radiative trends alone could
explain, evenwith the inclusion of water vapor, reaffirming
that dynamics contributes to the spring Arctic cooling.
Since the dynamical trends in the Antarctic contribute to
FIG. 5. Vertical profiles of monthly Arctic (608–908N) temperature trends (K decade21) from 1980 to 2000. The temperature trends
include the observed trends from MERRA, HadAT2, and MSU T4 and the radiative trends estimated with PORT due to greenhouse
gases and ozone depletion from each of the four ozone datasets. The error bars and shading on the observed trends represent the
uncertainty on the trends at the 2s level.
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overall warming, the inclusion ofwater vapor trends, which
would increase the radiative cooling trends, would further
strengthen the role of dynamics in the Antarctic.
In spring and summer, ozone depletion leads to
substantial radiative cooling of the lower polar strato-
sphere in both hemispheres. Increasing well-mixed
greenhouse gases lead to radiative cooling in the
stratosphere that increases with height and persists
throughout the year. In the Arctic, dynamics strongly
influence early winter and spring temperatures, but its
contribution is not statistically significant in winter.
Furthermore, the Arctic winter and spring trends are
sensitive to the chosen end year and likely associated
with low-frequency internal variability. Garfinkel et al.
(2015) used a chemistry–climate model (CCM) forced
with observed SSTs and found that almost half of the
Arctic stratospheric late winter and early spring cool-
ing from 1980 to 2011 could be attributed to trends in
SSTs. Furthermore, their CCM simulations showed
that the Arctic cooling from 1980 to 2000 could be
predominantly attributed to dynamical changes driven
by changes in SSTs (Garfinkel et al. 2015). Our results
complement this finding by showing that the radiative
cooling driven by any of the available datasets char-
acterizing ozone losses in Arctic spring is too small to
account for the observed cooling and that dynamics
contribute 37%–63% (dependent on the dataset) to the
observed springtime cooling trend.
In late spring through fall, the Arctic lower strato-
sphere has cooled significantly over the past 30 years,
and this result is robust to the choice of end date. Our
results suggest that this cooling is almost entirely radi-
ative, as also noted by Fu et al. (2010) and Bohlinger
et al. (2014). Over a broad range of altitudes, radiative
cooling consistent with the observed cooling is found
using any of the ozone datasets, allowing us to attribute
the Arctic summer and fall cooling primarily to ozone
depletion. Thus, as the concentrations of ozone-depleting
substances decline as a consequence of the Montreal
Protocol and ozone recovers, the Arctic summer and fall
cooling should weaken in the future.
In the Antarctic, ozone depletion leads to strong ra-
diative cooling of the lower stratosphere in austral
spring, summer, and fall. However unlike in the quies-
cent Arctic summer, the radiative cooling is weakened
by a strong dynamical warming trend from late winter
through early summer (September–February) and in-
dicative of a strengthening of the BDC. Keeble et al.
(2014) reported on a strong dynamical warming trend
in September–February that extended throughout the
stratosphere in CCM simulations using model-calculated
ozone distributions. The dynamical heating in these CCM
FIG. 6. As in Fig. 5, but for the Antarctic (608–908S).
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simulations was attributed to increased downwelling in
late spring and early summer. The increased downwelling
was a result of the cooling associated with heterogeneous
ozone depletion altering wave propagation in the strato-
sphere (Manzini et al. 2003; McLandress et al. 2010;
Calvo et al. 2012; Keeble et al. 2014). Fu et al. (2010) also
found a strengthening of the BDC Southern Hemisphere
(SH) cell in June–November in their analysis of theMSU
T4 trends averaged over 408–908S. Our results show a
later seasonality in the strengthening of the BDC. Yet
both studies agree on the overall BDC strengthening in
austral spring, when the dynamical warming is largest.
Figure S6 in the supplemental material shows the polar
cap–averaged trends in the Arctic and Antarctic from
1980 to 2005 for comparison to the timeframes used in
these other studies. The dynamical trends from 1980 to
2005 show an earlier dynamical warming, more consis-
tent with results from Fu et al. (2010), which focused on
1980–2008. Thus, the differences in the earlier seasonal
strengthening of the BDC found by Fu et al. (2010) may
be attributable to the inclusion of 2002, the only year with
a major sudden stratospheric warming in the Southern
Hemisphere.Our observation-based results strengthen the
understanding thatAntarctic cooling is not only controlled
by radiatively driven ozone loss. While net cooling char-
acterizes the Antarctic region from about 200 to 50hPa
throughout November–December, over this broad layer
there is a substantial compensation between dynamical
warming and radiative cooling due to ozone losses. We
have shown that this compensation occurs irrespective of
the choice among available ozone datasets, since any one
of these yields cooling that substantially exceeds the ob-
served cooling trends in this region (see Fig. 6) over a
surprisingly deep vertical extent. In contrast to the Arctic,
the derived Antarctic dynamical warming trend is statis-
tically significant and not very sensitive to the end date.
In closing, we note that our findings are relevant
for studies that seek to examine the coupling of the
stratospheric-to-tropospheric thermal structure and cli-
mate [see, e.g., Thompson et al. (2011), references
therein, and Gerber et al. (2012)]. Grise et al. (2009)
suggested that a substantial portion of the observed
Antarctic upper-tropospheric temperature trends could
be attributed to reduced downwelling of longwave ra-
diation associated with the Antarctic ozone hole, with
potential implications for strengthening the vortex and
shifting the tropospheric jet. Here we have shown that a
significant portion of the radiative cooling due to the
Antarctic ozone hole has been offset by dynamical
heating in the lower stratosphere, implying significant
weakening of the Antarctic lower-stratospheric polar
vortex. The Arctic lower stratosphere has cooled be-
cause of dynamical processes in spring, most likely
associated with low-frequency internal variability, and
to ozone loss in summer and fall. Further studies are
needed to evaluate the extent to which models simulate
these changes and determine their implications for
stratospheric/tropospheric coupling and possible in-
fluence on tropospheric climate.
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