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Abstract: In this paper, we formulate the sparse classification problem of n samples with p features as a
binary convex optimization problem and propose a cutting-plane algorithm to solve it exactly. For sparse
logistic regression and sparse SVM our algorithm finds optimal solutions for n and p in the 10,000s within
minutes. On synthetic data our algorithm achieves perfect support recovery in the large sample regime:
there exists a n0 for which for n < n0 the algorithm takes a long time to find the optimal solution and
it is does not recover the correct support, while for n > n0, the algorithm accurately detects all the true
features, and does not return any false features. Under some assumptions on the data generating process,
we prove that information-theoretic limitations impose n0 <C
(
2 +σ2
)
k log(p−k), for some constant C > 0.
In contrast, while Lasso accurately detects all the true features, it persistently returns incorrect features,
even as the number of observations increases. Finally, we apply our method on classifying the type of cancer
using gene expression data from the Cancer Genome Atlas Research Network with n = 1,145 lung cancer
patients and p= 14,858 genes. Sparse logistic regression and SVM select 50 and 30 genes respectively versus
171 for Lasso while achieving similar predictive accuracy.
Key words : sparse classification; sparse logistic regression; sparse SVM; binary convex optimization
Subject classifications : Programming: integer, nonlinear; Statistics: data analysis
1. Introduction
Sparse classification is a central problem in machine learning as it leads to more interpretable mod-
els. Given data {(xi, yi)}i=1,...,n with yi ∈ {−1,1} and xi ∈Rp, we aim at computing the estimator
w which minimizes an empirical loss ` subject to the constraint that the number of its nonzero
entries does not exceed some value k:
min
w∈Rp,b∈R
n∑
i=1
`(yi,w
Txi + b) s.t. ‖w‖0 6 k. (1)
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Despite its conceptual appeal, problem (1) is recognized as an NP-hard optimization problem
(Natarajan 1995). Thus, much of the literature has focused on heuristic proxies and replaced the
0-norm with convex norms which are known to lead to sparser models (Bach et al. 2012). Even
though regularization enforces robustness rather than sparsity (Bertsimas and Fertis 2009), the
`1-penalty formulation
min
w∈Rp,b∈R
n∑
i=1
`(yi,w
Txi + b) +λ‖w‖1, (2)
known as Lasso (Tibshirani 1996) is abundantly used in practice. Efficient numerical algorithms
exist (Friedman et al. 2010), off-the-shelf implementations are publicly available (Friedman et al.
2013) and recovery of the true sparsity is theoretically guaranteed under some assumptions on the
data. In regression problems with i.i.d. Gaussian measurements for instance, Wainwright (2009b)
proved that Lasso recovers the k correct features with high probability (w.h.p. in short) for n >
(2k+σ2) log p where σ2 is the variance of the noise, a phenomenon they refer to as phase transition
in accuracy. On the other hand, recent works (Fan et al. 2010, Bu¨hlmann 2011, Su et al. 2015)
highlighted the difficulty for `1-regularized estimators to select correct features without making false
discoveries, considering Lasso as a good feature screening but a poor feature selection procedure.
Besides algorithm-specific performance, any support recovery algorithm faces information-
theoretic limitations as well (Wainwright 2009a, Wang et al. 2010). In regression, recent work
(Gamarnik and Zadik 2017) indeed proved the existence of a sharp information-theoretic thresh-
old n?: If n < n?, exact support recovery by any algorithm is impossible, while it is theoretically
achievable for n > n?. Such results call for further research in learning algorithms in the regime
n? <n< (2k+σ2) log p where Lasso fails but full recovery is achievable in principle.
New research in numerical algorithms for solving the exact sparse formulation (1) has flourished
and demonstrated significant improvement on existing heuristics. Bertsimas et al. (2016), Bertsimas
and King (2017) made use of recent advances in mixed-integer optimization to solve sparse linear
and logistic regression problems. Pilanci et al. (2015) applied a Lagrangian relaxation and random
rounding procedure for linear regression and provide sufficient conditions for support recovery with
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their method. More recently, sparse linear regression for n and p in 100,000s was exactly solved
for the first time, using a cutting-plane algorithm (Bertsimas and Van Parys 2016). Their method
demonstrates a clear phase transition in accuracy as the sample size n increases and requires less
data than Lasso to achieve full recovery. Simultaneously, they observed a phase transition in false
discovery, that is, the number of incorrect features selected, and in computational time, which is
unique to their method: they exhibited a threshold n0 for which for n < n0 their algorithm takes
a long time to find the optimal solution and it is does not recover the correct support, while for
n> n0, the algorithm is very fast and accurately detects all the true features, but does not return
any false features.
Regarding accuracy, such phase transition phenomena are actually not specific to regression
problems but are observed in many data analysis and signal processing contexts (Donoho and
Stodden 2006, Donoho and Tanner 2009). Surprisingly, little if no work focused on classification
problems specifically. Guarantees in terms of `2 error have been obtained in the so-called 1-bit
compressed sensing setting (Boufounos and Baraniuk 2008, Gupta et al. 2010, Plan and Vershynin
2013a, Jacques et al. 2013) but they do not precisely address the question of support recovery. In
recent work, Scarlett and Cevher (2017) offer a comprehensive treatment of information theoretic
limitations in support recovery for both linear and 1-bit compressed sensing, in some regimes of
noise and sparsity. Sparse classification in itself has mainly been regarded as a feature selection
problem (Dash and Liu 1997) and greedy procedures such as Recursive Feature Elimination (Guyon
et al. 2002) have shown the most successful.
In this paper, we adapt and generalize the methodology of Bertsimas and Van Parys (2016)
to formulate exact sparse classification as a binary convex optimization problem and propose a
tractable numerical algorithm to solve it in high dimensions. We also provide an information-
theoretic sufficient condition for support recovery in classification similar to those obtained by
Wainwright (2009a) for regression.
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Contributions and structure
1. Based on duality results for regularized classification, we formulate the exact sparse classi-
fication problem as a binary convex optimization problem in Section 2 and propose a tractable
outer-approximation algorithm to solve it. Our approach generalizes the one in Bertsimas and
Van Parys (2016), who address linear regression for which a closed-form solution exists and make
extensive use of this closed-form solution. Our framework, however, extends to cases where a closed-
form solution is not available and includes, in addition to linear regression, logistic regression and
SVM with one or two norms.
2. We demonstrate the tractability of our algorithm in practice for two-class logistic regression
(Section 3) and Support Vector Machines (Section 4), on data sets for which n and p are in the
1,000s and 10,000s respectively. Among others, we solve a real-world gene-selection problem by
selecting three times fewer genes than the `1 heuristic with little compromise on the predictive
power.
3. We demonstrate empirically that our method asymptotically achieves perfect support recov-
ery on synthetic data: As n increases, the method accurately detects all the true features, just like
Lasso, but does not return any false features, whereas Lasso does. In addition, we observe that
computational time of our algorithm decreases as more data is available. We exhibit a smooth tran-
sition towards perfect support recovery in classification settings, whereas it is empirically observed
(Donoho and Stodden 2006, Bertsimas and Van Parys 2016) and theoretically defined (Wainwright
2009a, Gamarnik and Zadik 2017) as a sharp phase transition in the case of linear regression.
4. Intrigued by the empirical behavior, we show that there exists a threshold n0 on the number
of samples such that if n > n0, the underlying truth w
? minimizes the empirical error with high
probability. Assuming p> 2k and data is generated by yi = sign (xTi w? + εi) , with xi i.i.d. Gaussian,
w? ∈ {0,1}p, supp(w?) = k and εi ∼N (0, σ2), we prove that n0 <C (2 +σ2)k log(p− k), for some
constant C > 0 (Theorem 4). In recent work, Scarlett and Cevher (2017) performed a similar
analysis of support recovery in 1-bit compressed sensing. In low signal-to-noise settings, they exhibit
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Table 1 Summary of the necessary and sufficient conditions provided in Scarlett
and Cevher (2017), as compared to the sufficient condition we provide in Theorem 4.
We refer to (Scarlett and Cevher 2017) for the definition of f3(`).
Parameters k= Θ(1), Low SNR k= Θ(p), High SNR
Necessary condition for P(error) 6→ 1
(Scarlett and Cevher 2017) piσ2 log p Ω(p
√
log p)
Sufficient condition for P(error)→ 0
(Scarlett and Cevher 2017) piσ2 log p −
Theorem 4 C(2 +σ2)k log(p− k)
Figure 1 Summary of known necessary (Scarlett and Cevher 2017, Cor. 4) and sufficient (see Theorem 4) con-
ditions on the sample size n to achieve perfect support recovery in classification, when the sparsity k
scales linearly in the dimension p and the signal-to-noise ratio is high.
n
Θ(p
√
log p)
P(error)→ 1
Θ(p log p)
P(error)→ 0
Note. Thresholds are given up to a multiplicative constant.
matching necessary and sufficient conditions, which suggests the existence of a phase transition. In
high signal-to-noise regimes, however, they proved necessary conditions only. Our result is novel,
in that it is not only valid for specific sparsity and noise regimes, but for all values of k and σ
(see Table 1 for a summary of their results and ours). In particular, our sufficient condition holds
when the sparsity k scales linearly in the dimension p and the signal-to-noise ratio is high. In
this regime, there is a
√
log p factor between our bound and the necessary condition from Scarlett
and Cevher (2017). As represented in Figure 1, there is an intermediate sample size regime where
support recovery is neither provably impossible nor provably achievable. Such an observation is
made possible by the combination of both our results. Of course, this observation only suggests
that a lack of phase transition is plausible. So is the existence of one and future work might improve
on these bounds and close this gap.
Notation We denote by e the vector whose components are equal to one. If not specified, its
dimension should be inferred from the context. The set Spk denotes the set
Spk :=
{
s∈ {0,1}p : eT s6 k} ,
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which contains all binary vectors s selecting k components from p possibilities. Assume (y1, . . . , yp)
is a collection of elements and s∈ Spk , then ys denotes the sub-collection of yj where sj = 1. We use
‖x‖0 to denote the number of elements of a vector which are nonzero.
2. Dual framework
In this section, we use duality results to formulate a regularized version of the sparse classification
problem (1) as a binary convex optimization problem and propose a cutting-plane approach to
solve it efficiently.
2.1. Regularized classification
We first introduce the basic notation and recall some well-known properties for the case of non-
sparse classification. Two very popular classification methods in Machine Learning are logistic
regression and Support Vector Machine (SVM). Despite different motivations and underlying intu-
ition, both methods lead to a similar formulation which can be addressed under the unifying lens
of regularized classification:
min
w∈Rp,b∈R
n∑
i=1
`(yi,w
Txi + b) +
1
2γ
‖w‖22, (3)
where ` is an appropriate loss function and γ a regularization coefficient.
In the logistic regression framework, the loss function is the logistic loss
`(y,u) = log
(
1 + e−yu
)
,
and the objective function can be interpreted as the negative log-likelihood of the data plus a
regularization term, which ensures strict convexity of the objective and existence of an optimal
solution.
In the SVM framework, the loss function ` is the hinge loss:
`(y,u) = max(0,1− yu).
Under proper normalization assumptions, the square norm ‖w‖22 relates to the notion of margin,
which characterizes the robustness of the separating hyperplane {x : wTx+ b= 0}, while the loss
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part penalizes the data points which do no satisfy yi(w
Txi + b) > 1, that is points which are
misclassified or lie within the margin (Vapnik 1998).
In addition, this general formulation (3) can be extended to a broad family of other loss functions
used in classification (e.g. 2-norm SVM) or even in regression problems. Throughout the paper we
make the following assumption:
Assumption 1. The loss function `(y, ·) is convex for y ∈ {−1,1}.
In classification, deeper results and insights can typically be obtained by adopting a dual per-
spective. Denoting X = (xTi )i=1,...,n ∈Rn×p the design matrix, we have:
Theorem 1. Under Assumption 1, strong duality holds for problem (3) and its dual is
max
α∈Rn:eTα=0
−
n∑
i=1
ˆ`(yi, αi)− γ
2
αTXXTα , (4)
where ˆ`(y,α) := maxu∈R uα− `(y,u) is the Fenchel conjugate of the loss function ` (see Boyd and
Vandenberghe 2004, chap. 3.3).
Table 2 summarizes some popular loss functions in classification and their corresponding Fenchel
conjugates.
Proof of Theorem 1 For regularized classification, we have that
min
w,b
n∑
i=1
`(yi,w
Txi + b) +
1
2γ
‖w‖22 = min
w,b,z
n∑
i=1
`(yi, zi) +
1
2γ
‖w‖22 s.t. zi =wTxi + b.
By Assumption 1, the objective is convex, the optimization set is convex and Slater’s conditions hold
(Boyd and Vandenberghe 2004). Hence, strong duality must hold and the primal is equivalent to
Table 2 Examples of loss functions and their corresponding Fenchel conjugates, as defined in
Theorem 1 (Bach 2009).
Method Loss `(y,u) Fenchel conjugate ˆ`(y,α)
Logistic loss log (1 + e−yu)
{
(1 + yα) log(1 + yα)− yα log(−yα), if yα∈ [−1,0],
+∞, otherwise.
1-norm SVM max(0,1− yu)
{
yα, if yα∈ [−1,0],
+∞, otherwise.
2-norm SVM 1
2
max(0,1− yu)2
{
1
2
α2 + yα, if yα6 0,
+∞, otherwise.
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the dual problem. To derive the dual formulation, we introduce Lagrange multipliers αi associated
with the equality constraints:
min
w,b,z
n∑
i=1
`(yi, zi) +
1
2γ
‖w‖22 s.t. zi =wTxi + b
= min
w,b,z
n∑
i=1
`(yi, zi) +
1
2γ
‖w‖22 + max
α∈Rn
n∑
i=1
αi(w
Txi + b− zi)
= min
w,b,z
max
α
(
n∑
i=1
`(yi, zi)−αizi
)
+
(
1
2γ
‖w‖2 +wT
[∑
i
αixi
])
+ beTα
= max
α
n∑
i=1
min
zi
(`(yi, zi)−αizi) + min
w
(
1
2γ
‖w‖2 +wTXTα
)
+ min
b
beTα.
Let us consider the three inner minimization problems separately. First,
min
zi
(`(yi, zi)−αizi) =−max
zi
(αizi− `(yi, zi)) =−ˆ`(yi, αi).
Then, 1
2γ
‖w‖2 +wTXTα is minimized at w∗ satisfying: 1
γ
w∗+XTα= 0. Hence
min
w
(
1
2γ
‖w‖2 +wTXTα
)
=− 1
2γ
‖w∗‖2 =−γ
2
αTXXTα.
Finally, minb be
Tα is bounded if and only if eTα= 0, thus we obtain (4).
The derivation of the dual (4) reveals that the optimal primal variables w∗ and dual variables
α∗ satisfy
w∗ =−γXTα∗.
In other words, w∗ is a linear combination of some data points of X. Such an observation has
historically led to the intuition that w∗ was supported by some observed vectors xi and the name
Support Vector Machine was coined (Cortes and Vapnik 1995).
Moreover, the dual point of view opens the door to non-linear classification using kernels
(Scholkopf and Smola 2001). The positive semi-definite matrix XXT , often referred to as the kernel
or Gram matrix, is central in the dual problem (4) and could be replaced by any kernel matrix K
whose entries Kij encode some measure of similarity between inputs xi and xj.
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Numerical algorithms There is a rich literature on numerical algorithms for solving either the
primal (3) or the dual (4) formulation for the regularized classification problem in the case of
logistic regression and SVM. Gradient descent or Newton-Raphson methods are well-suited when
the loss function is smooth. In addition, in the case where the dual problem is constrained to
eTα= 0, particular step size rules (Calamai and More´ 1987, Bertsekas 1982) or trust regions (Lin
et al. 2008) can be implemented to cope with such linear constraints. When the loss function is
not continuously differentiable, sub-gradient descent as proposed in the Pegasos algorithm (Shalev-
Shwartz et al. 2011) provides an efficient optimization procedure. Among the machine learning
community, coordinate descent methods have also received a lot of attention recently, especially
in the context of regularized prediction, because of their ability to compute a whole regularization
path at a low computational cost (Friedman et al. 2010). For coordinate descent algorithms specific
to the regularized classification problem we address in this paper, we refer to (Hsieh et al. 2008,
Yu et al. 2011, Keerthi et al. 2005).
Remark 1. Theorem 1 does not hold when the loss is no longer convex, for instance in the case
of the empirical misclassification rate
min
w,b
n∑
i=1
1yi(wT xi+b)<0 +
1
2γ
‖w‖22. (5)
Indeed, strong duality does not hold. The objective value is clearly finite and nonnegative but since
ˆ`(y,α) = +∞, the dual problem has cost −∞.
2.2. Dual approach to sparse classification
Sparsity is a highly desirable property for statistical estimators, especially in high-dimensional
regimes (p n) such as the ones encountered in biological applications, where interpretability is
crucial. A natural way to induce sparsity is to add a constraint on the number of nonzero coefficients
of w and solve:
min
w∈Rp,b∈R
n∑
i=1
`(yi,w
Txi + b) +
1
2γ
‖w‖22 s.t. ‖w‖0 6 k. (6)
Actually, (6) can be expressed as a convex binary optimization problem as stated in the following
theorem:
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Theorem 2. Problem (6) is equivalent to
min
s∈Sp
k
c(s), (7)
where for any s∈ {0,1}p,
c(s) := max
α∈Rn:eTα=0
f(α,s), with f(α,s) :=−
n∑
i=1
ˆ`(yi, αi)− γ
2
n∑
j=1
sjα
TXjX
T
j α. (8)
In particular, c(s) is convex over [0,1]p.
Proof of Theorem 2 Similarly to Bertsimas and Van Parys (2016), we introduce an additional
binary variable s∈ {0,1}p encoding for the support of the sparse classifier w. With these notations
wTxi =
p∑
j=1
wjxi,j =
∑
j:sj=1
wjxi,j =w
T
s xis,
‖w‖22 =
p∑
j=1
w2j =
∑
j:sj=1
w2j = ‖ws‖22,
the cardinality constraint on w yields a linear constraint on s
sTe6 k,
and (6) can be equivalently written as
min
s∈Sp
k
min
w,b
n∑
i=1
`(yi,w
T
s xis + b) +
1
2γ
‖ws‖22.
Denoting c(s) the inner minimization problem, we end up solving the pure binary to-be-proved-
convex optimization problem
min
s∈Sp
k
c(s).
In addition, c(s) = minw,b
∑n
i=1 `(yi,w
T
s xis + b) +
1
2γ
‖ws‖22 is an unconstrained regularized classifi-
cation problem based on the features selected by s only. Hence, Theorem 1 applies and
c(s) = max
α∈Rn
n∑
i=1
−ˆ`(yi, αi)− γ
2
αTXsX
T
s α s.t. e
Tα= 0.
Since αTXsX
T
s α=
∑
j:sj=1
αTXjX
T
j α=
∑p
j=1 sjα
TXjX
T
j α, we obtain the desired formulation.
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Finally, let us denote
f(α,s) :=−
n∑
i=1
ˆ`(yi, αi)− γ
2
n∑
j=1
sjα
TXjX
T
j α.
The function f is convex - indeed linear - in s over [0,1]p, so c is convex over [0,1]p.
In practice, for a given support s, we can evaluate the function c(s) by solving the maximization
problem (8) with any of the numerical procedures presented in the previous section. In what follows
we need to calculate the gradient of the function c as well. Using the dual maximizer α∗(s) in (8)
at a support s, we can at no additional computational cost obtain the gradient of c too. Indeed, it
follows that
∂c(s)
∂sj
=−γ
2
α∗(s)TXjX
T
j α
∗(s).
2.3. A cutting-plane procedure
We aim to solve the convex binary optimizaton problem (7), taking into account that we can readily
compute c(s) and ∇c(s) for any given s. None of the commercial solvers available are targeted to
solve such CIO problems where there is no closed-form expression for c(s). We propose to adopt
an outer approximation approach similar to the one introduced by Duran and Grossmann (1986)
for linear mixed-integer optimization problems.
We first reformulate (7) as a mixed-integer optimization problem in epigraph form
min
s∈Sp
k
,η
η s.t. η> c(s). (9)
As described in Fletcher and Leyffer (1994), Bonami et al. (2008), we find a solution to (7) by
iteratively constructing a piece-wise linear lower approximation of c. The solver structure is given
in pseudocode in Algorithm 1.
A proof of termination and convergence can be found in (Fletcher and Leyffer 1994).
Theorem 3. (Fletcher and Leyffer 1994) Under Assumption 1, Algorithm 1 terminates in a finite
number of steps and returns an optimal solution of (7).
In the next two sections, we provide numerical evidence that Algorithm 1 is indeed extremely
efficient in practice, both for logistic and hinge loss functions.
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Algorithm 1 Outer-approximation algorithm
Require: X ∈Rn×p, Y ∈ {−1,1}p, k ∈ {1, ..., p}
s1← warm-start
η1← 0
t← 1
repeat
st+1, ηt+1← argmins,η {η : s∈ Spk , η> c(si) +∇c(si)T (s− si), i= 1, . . . , t}
t← t+ 1
until ηt < c(st)
return st
2.4. Practical implementation considerations
In its original form, Algorithm 1 requires solving a mixed-integer linear optimization problem
at each iteration, which is computationally inefficient. Modern solvers however, such as Gurobi
(Gurobi Optimization 2016) or IBM CPLEX (CPLEX 2011), can handle lazy constraints, a feature
that integrates the cutting-plane procedure within a unique branch-and-bound enumeration tree,
shared by all subproblems. We implemted Algorithm 1 in this fashion.
As for the ElasticNet, sparse regularized classification (6) involves two hyperparameters - a
regularization factor γ and the sparsity k. For the regularization parameter γ, we fit its value using
cross-validation among values uniformly distributed in the log-space: we start with a low value γ0
(typically γ0 scaling as 1/maxi ‖xi‖2 as suggested in (Chu et al. 2015)) and inflate it iteratively by
a factor two.
Finally, Algorithm 1 requires an initialization value s1. Concerned both by statistical relevance
and ease of implementation, we use the Lasso estimator provided by the GLMNet package (Fried-
man et al. 2013).
3. Sparse logistic regression
To demonstrate the tractability of our approach, we consider the logistic loss function
`(y,u) = log
(
1 + e−yu
)
.
Its Fenchel conjugate is
ˆ`(y,α) = max
u∈R
uα− log (1 + e−yu)=

(1 + yα) log(1 + yα)− yα log(−yα), if yα∈ [−1,0],
+∞, otherwise,
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so we can apply Algorithm 1, the conditions yiαi ∈ [−1,0] being implemented as additional linear
constraints on dual variables α, to synthetic and real-world data sets.
The computational tests were performed on a computer with Xeon @2.3GhZ processors, 8 cores,
8GB RAM. Algorithms were implemented in Julia 0.4.6 (Bezanson et al. 2014, Lubin and Dunning
2015), a technical computing language, and (7) was solved with Gurobi 6.5.2 (Gurobi Optimization
2016). We interfaced Julia with Gurobi using the Julia package JuMP 0.14.1 (Dunning et al.
2015) and compared our method with the Lasso implementation provided by the GLMNet package
(Friedman et al. 2013).
3.1. Simulations on synthetic data
We constructed data sets on which we assess our method and compare it to a state-of-the-art Lasso
procedure.
3.1.1. Methodology We draw xi ∼N (0p,Σ), i= 1, . . . , n independent realizations from a p-
dimensional normal distribution with mean 0p and covariance matrix Σij = ρ
|i−j|. Columns of X are
then normalized to have zero mean and unit variance. We randomly sample a weight vector wtrue ∈
{−1,0,1} with exactly k nonzero coefficients. We draw εi, i= 1, . . . , n, i.i.d. noise components from
a normal distribution scaled according to a chosen signal-to-noise ratio
√
SNR= ‖Xwtrue‖2/‖ε‖2.
Finally, we construct yi according to a logistic model
P (Y = y|X = xi) = 1
1 + e−y(w
T
truexi+εi)
.
Such a methodology enables us to produce synthetic data sets where we control the sample size
n, feature size p, sparsity k, feature correlation ρ and signal-to-noise ratio SNR.
3.1.2. Support recovery metrics Given the true classifier wtrue of sparsity ktrue, we assess
the correctness of a classifier w of sparsity k by its accuracy, i.e., the number of true features it
selects
A(w) = |{j :wj 6= 0,wtrue,j 6= 0}| ∈ {0, . . . , ktrue},
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and the false discovery, i.e., the number of false features it incorporates
F (w) = |{j :wj 6= 0,wtrue,j = 0}| ∈ {0, . . . , p}.
Obviously, A(w) + F (w) = |{j : wj 6= 0}| = k. A classifier w is said to perfectly recover the true
support if it selects the truth (A(w) = ktrue) and nothing but the truth (F (w) = 0 or equivalently
k= ktrue).
3.1.3. Selecting the truth... We first compare the performance of our algorithm for sparse
logistic regression with a Lasso logistic regression, when both methods are given the true number
of features in the support ktrue. As mentioned in the introduction, a key property in this context
for any best subset selection method, is that it selects the true support as sample size increases, as
represented in Figure 2. From that perspective, both methods demonstrate a similar convergence:
As n increases, both classifiers end up selecting the truth, with Algorithm 1 needing somewhat
smaller number of samples than Lasso.
Apart from the absolute number of true/false features selected, one might wonder whether the
features selected are actually good features in terms of predictive power. In this metric, sparse
logistic regression significantly outperforms the Lasso classifier, both in terms of Area Under the
Curve (AUC) and misclassification rate, as shown on Figure 3, demonstrating a clear predictive
edge of exact sparse formulation.
In terms of computational complexity Figure 4 represents the number of cuts (left panel) and
computational time (right panel) required by our cutting-plane algorithm as the problem size n
increases for a fixed value of γ × n. For low values of n, the number of cuts is in the thousands.
Quite surprisingly, it does not increase with n. On the contrary, having more observations reduces
the number of cuts down to less than twenty. Computational time evolves similarly: the algorithm
reaches the time limit (here, 3 minutes) when n is low, but terminates in a few seconds for high
values. For sparse linear regression, Bertsimas and Van Parys (2016) observed a similar, yet even
sharper, phenomenon which they referred to as a phase transition in computational complexity.
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Figure 2 Evolution of the number of true features selected as sample size n increases, for Lasso (in blue) and
sparse logistic regression (in red).
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Note. Results correspond to average values obtained over 10 data sets with p= 1,000, ktrue = 30, ρ= 0.3, SNR→∞
and increasing n from 100 to 1,300.
Figure 3 Evolution of AUC (left) and misclassification rate (right) on a validation set as sample size n increases,
for Lasso (in blue) and sparse logistic regression (in red).
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Note. Results correspond to average values obtained over 10 data sets with p= 1,000, ktrue = 30, ρ= 0.3, SNR→∞
and increasing n from 100 to 1,300.
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The threshold value, however, increases with γ. In other words, when n is fixed, computational
time increases as γ increases, which corroborates the intuition that in the limit γ→ 0, w? = 0 is
obviously optimal, while the problem can be ill-posed as γ→+∞. Since the right regularization
parameter is unknown a priori, one needs to test high but sometimes relevant values of γ for
which the time limit is reached and the overall procedures terminates in minutes, while GLMNet
requires less than a second. As for the choice of the time limit, it does not significantly impact
the performance of the algorithm: As shown on Figure 5, the algorithm quickly finds the optimal
solution and much of the computational time is spent improving on the lower bound, i.e., proving
the solution is indeed optimal.
Figure 4 Evolution of the number of cuts (left panel) and computational time (right panel) required by the
outer-approximation algorithm as sample size n increases, for sparse logistic regression.
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Note. Results correspond to average values obtained over 10 data sets with p= 1,000, ktrue = 30, ρ= 0.3, SNR→∞,
γ = γ0/n with γ0 = 2
5p/(kmaxi ‖xi‖2) and increasing n from 100 to 1,300.
3.1.4. ...and nothing but the truth In practice, however, the length of the true support
ktrue is unknown a priori and is to be determined using cross-validation. Given a data set with a
fixed number of samples n and features p, we compute classifiers with different values of sparsity
parameter k and choose the value which leads to the best accuracy on a validation set. Irrespective
of the method, AUC as a function of sparsity k should have an inverted-U shape: if k is too small,
not enough features are taken into account to provide accurate predictions. If k is too big, the
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Figure 5 Evolution of the upper (best feasible solution, in green) and lower bounds (in blue) in Algorithm 1 as
computational of time (in log scale) increases.
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Note. Results for one problem instance with p = 1,000, ktrue = 30, ρ = 0.3, SNR → ∞, γ = γ0/n with γ0 =
27p/(kmaxi ‖xi‖2) and n= 600.
model is too complex and overfits the training data. Hence, there is some optimal value k? which
maximizes validation AUC (Equivalently, one could use misclassification rate instead of AUC as a
performance metric). Figure 6 represents the evolution of both the AUC and misclassification rate
on a validation set as sparsity k increases for Lasso and the exact sparse logistic regression. The
exact CIO formulation leads to an optimal sparsity value k?CIO which is much closer to the truth
than k?Lasso, as shown on the left panel of Figure 7. In addition, Figure 7 also exposes a major
deficiency of Lasso as a feature selection method: even when the number of samples increases,
Lasso fails to select the relevant features only and returns a support k?Lasso much larger than the
truth whereas k?CIO converges to ktrue quickly as n increases, hence selecting the truth and nothing
but the truth.
3.2. Real-world data sets
We now apply our sparse classification algorithm on real-world data, of various size and dimensions.
3.2.1. Over-determined regime n> p We consider data sets from the UC Irvine Machine
Learning Repository (available at https://archive.ics.uci.edu/ml/datasets.html), split
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Figure 6 Evolution of validation AUC (left) and misclassification rate (right) as sparsity of the classifier k
increases, for Lasso (in blue) and sparse logistic regression (in red).
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Note. Results correspond to average values obtained over 10 data sets with n = 700, p = 1,000, ktrue = 30 (black
vertical line), ρ= 0.3, SNR→∞ and increasing k from 0 to 100.
Figure 7 Evolution of optimal sparsity k? (left) and proportion of true features TF/k? (right) as sample size n
increases, for Lasso (in blue) and sparse logistic regression (in red).
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Note. Results correspond to average values obtained over 10 data sets with p= 1,000, ktrue = 30, ρ= 0.3, SNR→∞
and increasing n from 100 to 1,900.
them into a training and a test set (80%/20%), calibrate a sparse and a Lasso classifier on the
training data, using cross-validation to fit the hyper-parameters k and γ in the sparse case and
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Table 3 Comparative results of Lasso and sparse logistic regression on data sets from UCI ML
Repository.
Sparsity k Misclassification AUC
Data set n p Sparse Lasso Sparse Lasso Sparse Lasso
Banknote Authentication 1,372 5 3 3 4.01% 4.01% 0.9998 0.9981
Breast Cancer 683 10 6 7 1.47% 2.21% 0.9932 0.9937
Breast Cancer (Diagnostic) 569 31 3 10 6.19% 2.65% 0.9903 0.9961
Chess (Rook vs. Pawn) 3,196 38 36 36 2.82% 2.66% 0.9956 0.9959
Magic Telescope 19,020 11 6 8 20.11% 21.90% 0.8395 0.8337
QSAR Biodegradation 1,055 42 40 37 13.27% 21.8% 0.9141 0.9092
Spambase 4,601 58 55 57 7.61% 6.20% 0.9702 0.9756
λ in the Lasso case, and compare AUC and misclassification rate on the test set for both meth-
ods. Characteristics of these data sets and experimental results are given in Table 3. Experiments
clearly demonstrate that our sparse formulation scales to data sets of these sizes while deliver-
ing predictions similar to Lasso with classifiers slightly sparser, suggesting features selected are
more statistically relevant. Yet, these data sets are not very insightful for subset selection methods
because of the limited number of features p.
3.2.2. Under-determined regime p > n Performance of sparse classification in the under-
determined regime is crucial for two reasons: Since the amount of data available is limited, such
regime favors estimators which can efficiently recover the truth even when the sample size n is
small with regard to p. More importantly, under-determined regimes occur in highly impactful
applications, such as medical research. To show the direct implications of our method on this
field of research, we used data from The Cancer Genome Atlas Research Network (available at
http://cancergenome.nih.gov) on n= 1,145 lung cancer patients. Actually, tumor types often
have distinct subtypes, each of them having its own genetic signature. In our sample for instance,
594 patients (51.9%) suffered from Adenocarcinoma while the remaining 551 patients (48.1%)
suffered from Squamous Cell Carcinoma. The data set consists of gene expression data for p =
14,858 genes for each patient. We apply both sparse and Lasso classification to identify the most
relevant genes to discriminate between the two subtypes and compile the results in Table 4. The
first conclusion to be drawn from our results is that the exact sparse classification problem scales
to problems of such size, which is far above data sets usually encountered in the gene selection
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academic literature. In addition, explicitly constraining sparsity of the classifier leads to much
sparser, thus more interpretable results with little compromise on the predictive power: Sparse
logistic regression reaches an AUC above 0.98 with only 50 features while the `1-regularized classifier
selects three times more genes.
Table 4 Comparative results of Lasso and sparse logistic regression on
Lung Cancer data.
Sparsity k AUC
Data set n p Sparse Lasso Sparse Lasso
Lung cancer 1,145 14,858 50 171 0.9816 0.9865
4. Sparse Support Vector Machine
In the Support Vector Machine (SVM) framework, we consider the case of the hinge loss
`(y,u) = max(0,1− yu),
whose Fenchel conjugate is
ˆ`(y,α) = max
u∈R
uα−max(0,1− yu) =

yα, if yα∈ [−1,0],
+∞, otherwise.
Our framework can therefore be applied, the conditions yiαi ∈ [−1,0] being implemented as addi-
tional cuts in Algorithm 1.
Regarding the `1-regularized SVM formulation:
min
w∈Rp,b∈R
n∑
i=1
max
(
0,1− yi(wTxi + b)
)
+λ‖w‖1 (10)
we introduce slack variables ξi to encode for max(0,1− yi(wTxi + b)) and solve it as a linear
optimization problem using the Gurobi solver.
4.1. Simulations on synthetic data
We first assess our sparse SVM on synthetic data sets and compare it to a state-of-the-art Lasso
procedure.
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4.1.1. Methodology We generate data according to the same methodology as for the logistic
regression case in Section 3, except that we generate yi as follows:
yi =

1, if wTtruexi + εi > 0,
−1, otherwise.
4.1.2. Selecting the truth... Given the true support size ktrue, Figure 8 represents how the
number of true features evolves as n increases. Both Lasso and sparse SVM demonstrate asymptotic
recovery and TF → ktrue as sample size tends to infinity. In addition to selecting notably more
correct features (Figure 8), the sparse SVM formulation also has a clear advantage in terms of
predictive power, as shown on Figure 9.
Figure 8 Evolution of the number of true features selected as sample size n increases, for Lasso (in blue) and
sparse SVM (in red).
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Note. Results correspond to average values obtained over 10 data sets with p= 1,000, ktrue = 30, ρ= 0.3, SNR→∞
and increasing n from 100 to 1,300.
In terms of computational time, Figure 10 represents the number of cuts (left panel) and compu-
tational time (right panel) required by our cutting-plane algorithm as the problem size n increases.
The overall behavior is similar to the case of the logistic loss observed in Figure 4. However, the
number of cuts required in the case of the hinge loss is three times less than for logistic regression.
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Figure 9 Evolution of AUC (left) and misclassification rate (right) on a validation set as sample size n increases,
for Lasso (in blue) and sparse SVM (in red).
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Note. Results correspond to average values obtained over 10 data sets with p= 1,000, ktrue = 30, ρ= 0.3, SNR→∞
and increasing n from 100 to 1,300.
Figure 10 Evolution of the number of cuts (left panel) and computational time (right panel) required by the
outer-approximation algorithm as sample size n increases for sparse SVM.
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Note. Results correspond to average values obtained over 10 data sets with p= 1,000, ktrue = 30, ρ= 0.3, SNR→∞,
γ = γ0/n with γ0 = 2
5p/(kmaxi ‖xi‖2) and increasing n from 100 to 1,300.
4.1.3. ...and nothing but the truth In real-life applications however, true support size
needs to be estimated using cross-validation. Figure 12 represents the support size k? as well as
the proportion of true features TF/k? for both formulations. Similarly to the logistic regression
case, Lasso SVM does not appear as a satisfying subset selection method since k?Lasso does not
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converge to ktrue when n→∞. On the other hand, Sparse SVM is very efficient in selecting the
right number of features, even with a moderate number of samples.
Figure 11 Evolution of validation AUC (left) and misclassification rate (right) as sparsity of the classifier k
increases, for Lasso (in blue) and sparse (in red) SVM.
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Note. Results correspond to average values obtained over 10 data sets with n = 700, p = 1,000, ktrue = 30 (black
vertical line), ρ= 0.3, SNR→∞ and increasing k from 0 to 100.
Figure 12 Evolution of optimal sparsity k? (left) and proportion of true features TF/k? (right) as sample size n
increases, for Lasso (in blue) and sparse SVM (in red).
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Note. Results correspond to average values obtained over 10 data sets with p = 1,000, ktrue = 30 (black lines),
ρ= 0.3, SNR→∞ and increasing n from 100 to 1,900.
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4.2. Real-world data sets
4.2.1. Over-determined regime n > p Table 5 compiles characteristics of the UCI ML
Repository data sets and experimental results for Lasso and Sparse SVM. These data sets are not
very insightful because of the limited number of features p but they demonstrate that (a) the exact
sparse formulation scales to problems of such size, (b) exact sparsity provides sparser classifiers
than Lasso without compromising on the prediction accuracy.
Table 5 Comparative results of Lasso and Sparse SVM on data sets from UCI ML Repository.
Sparsity k Misclassification AUC
Data set n p Sparse Lasso Sparse Lasso Sparse Lasso
Banknote Authentication 1,372 4 4 4 1.10% 1.83% 0.9999 0.9998
Breast Cancer 683 9 6 9 2.94% 2.94% 0.9945 0.9925
Breast Cancer (Diagnostic) 569 30 3 9 4.42% 7.96% 0.9598 0.9563
Chess (Rook vs. Pawn) 3,196 37 36 35 2.03% 1.56% 0.9972 0.9973
Magic Telescope 19,020 10 9 10 20.61% 20.58% 0.8433 0.8430
QSAR Biodegradation 1,055 41 30 29 13.74% 12.32% 0.9393 0.9423
Spambase 4,601 57 55 57 6.52% 6.63% 0.9779 0.9768
4.2.2. Under-determined regime p > n In the highly under-determined regime encountered
in the Lung Cancer data (Table 6), sparse SVM returns 30 relevant genes only, far less than Lasso
SVM, while outperforming in terms of AUC.
Table 6 Comparative results of Lasso and Sparse SVM on Lung
Cancer data.
Sparsity k AUC
Data set n p Sparse Lasso Sparse Lasso
Lung cancer 1,145 14,858 30 172 0.9750 0.9697
5. Towards a theoretical understanding of asymptotic support recovery
As mentioned in the introduction, a large body of literature has provided information-theoretic
limitations (Wainwright 2009a, Wang et al. 2010, Gamarnik and Zadik 2017) or theoretical guar-
antees of support recovery by some specific algorithms (Wainwright 2009b, Pilanci et al. 2015) for
sparse linear regression, which supported the empirical observation of a phase transition (Donoho
and Stodden 2006, Bertsimas and Van Parys 2016). In classification, however, we did not observe
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such a sharp phenomenon. In this section, we provide some intuition on the theoretical mechanisms
involved for perfect support recovery in classification specifically. We prove an information-theoretic
sufficient condition to achieve perfect support recovery and compare it with analogous bounds for
linear regression, as well recent theoretical results on 1-bit compressed sensing (Jacques et al. 2013,
Scarlett and Cevher 2017).
5.1. Notations and assumptions
To simplify the analysis, we consider a stylized framework where the data is generated according
to the equation
yi = sign
(
xTi w
? + εi
)
,
where xi are i.i.d. standard Gaussian random variables, εi ∼N (0, σ2), w? ∈Rp with ‖w?‖0 = k and
sign(λ) = 1 if λ> 0, −1, otherwise. Given a classifier w predictions will be made according to the
rule
yˆi(w) = sign
(
xTi w
)
.
It is obvious from the definition that for any w ∈ Rp, sign (λxTw) = sign (xTw) ,∀λ > 0. In other
words, predictions made by a classifier are insensitive to scaling. As a consequence, the difference in
prediction between two classifiers should demonstrate the same invariance and indeed only depends
on the angle between the classifiers as formally stated in Lemma 1 (proof in Appendix A) . This
observation does not hold for sign (xTw+ ε), because of the presence of noise.
Lemma 1. Assume x ∼ N (0,1) and ε ∼ N (0, σ2) are independent. Then, for any w,w′ ∈ Rp we
have that
P
(
sign
(
xTw
) 6= sign (xTw′+ ε)) = 1
pi
arccos
(
wTw′
‖w‖√‖w′‖2 +σ2
)
. (11)
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We consider classifiers with binary entries w? ∈ {0,1}p only, similar to the work of Gamarnik and
Zadik (2017) on sparse binary regression. Moreover, we learn the optimal classifier from the data
by solving the minimization problem
min
w∈{0,1}p
1
n
n∑
i=1
1 (yˆi(w) 6= yi) s.t. ‖w‖0 = k, (12)
where the loss function above corresponds to the empirical misclassification rate. Even though
it is not a tractable loss function choice in practice, it demonstrates some interesting theoretical
properties: it isolates the probabilistic model used to generate the data from the behavior of the
optimal value. Indeed, for any classifier w, the empirical misclassification rate
∑n
i=1 1 (yˆi(w) 6= yi)
follows a Binomial distribution, as the covariate data are independent. In addition, the problem (12)
can be considered as the authentic formulation for binary classification, while other loss functions
used in practice such as Hinge and logistic loss are only smooth proxies for the misclassification
rate, used for their tractability and statistical consistency (Steinwart 2002, Zhang 2004).
5.2. Intuition and statement on sufficient conditions
For a given binary classifier w ∈ {0,1}p of sparsity k, the accuracy of the classifier (the number of
true features it selects) is equal to the inner product of w with w?:
A(w) = |{j :wj 6= 0,w?j 6= 0}|= |{j :wj = 1,w?j = 1}|=
∑
j wjw
?
j =w
Tw?.
Consider a binary sparse classifier w, i.e., ‖w‖0 = k, with accuracy wTw? = `. Then, it follows that
the indicators 1 (yˆi(w) 6= yi) are distributed as independent Bernoulli random variable sharing the
success parameter
q(`;k,σ2) := P
(
sign
(
xTi w
) 6= sign (xTi w? + εi)) ,
=
1
pi
arccos
(
`√
k(k+σ2)
)
.
The success parameter q` = q(`;k,σ
2) can be checked to be a decreasing concave function of `. That
is, the more accurate our binary classifier w, the smaller the probability of misclassification. The
previous should come as no surprise to anybody. The central limit theorem states that
√
n
[
1
n
n∑
i=1
1 (yˆi(w) 6= yi)− ql
]
→N (0, q`(1− q`)) ,
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as n→∞. In words, asymptotically in n, a given classifier w will have an empirical misclassification
rate close to q`. Since q` is decreasing in `, the truth w
? for which ` = k should minimize the
misclassification error among all possible supports. As observed empirically, the number of true
features selected corresponds to the true sparsity when n is sufficiently large (see Figures 2 and 8).
Intuitively, n should be high enough such that the variance on the performance of each support
q`(1−q`)
n
is small, taken into account that there are
(
k
`
)(
p−k
k−`
)
possible supports with exactly ` correct
features. In this case, it should be rather unlikely that the binary classifier with the smallest
empirical misclassification rate is anything other than the ground truth w?. We will now make the
previous intuitive argument more rigorous.
Because we aim at minimizing the misclassification rate, we are guaranteed to recover the true
support w? if there exists no other support w with an empirical performance at least as good as
the truth.
Theorem 4. We assume the data is generated according to the equation yi = sign (x
T
i w
? + εi),
where xi are i.i.d. standard random variables, εi ∼N (0, σ2), w? ∈ {0,1}p with ‖w?‖0 = k. Given a
classifier w, we denote yˆi(w) := sign (x
T
i w). For any two binary classifiers w1 and w2, let ∆(w1,w2)
denote the difference between their empirical performance, i.e.,
∆(w1,w2) :=
1
n
n∑
i=1
1 (yˆi(w1) 6= yi)−1 (yˆi(w2) 6= yi) .
Assume that p> 2k. Then there exist a threshold n0 > 0 such that for any n>n0,
P (∃w 6=w?, w ∈ {0,1}p, ‖w‖0 = k s.t. ∆(w,w?)6 0)6 e−
n−n0
2pi2k(σ2+2) .
Moreover, we have n0 <C (2 +σ
2)k log(p− k) for some absolute constant C > 0.
In other words, if n>C (2 +σ2)k log(p− k) + 2pik(σ2 + 2) log(1/δ) for some δ ∈ (0,1), then
P (∃w 6=w?, w ∈ {0,1}p, ‖w‖0 = k s.t. ∆(w,w?)6 0)6 δ.
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The proof of Theorem 4 is given in Appendix A. From a high-level perspective, our sufficient
condition on n relies on two ingredients: (a) the union bound, which accounts for the log-dependence
in p − k and which is found in similar results for regression and signal processing (Wainwright
2009a, Wang et al. 2010) and (b) controlling of the individual probability P (∆(w,w?)6 0) using
large deviation bounds, which depends on the size of w and w?, k, and the noise σ2.
Before comparing the claim of Theorem 4 with similar results from statistics and signal process-
ing, let us remember that k, the sparsity level of the true classifier w?, is assumed to be known.
To put this assumption in perspective with our previous simulations, our statement only concerns
the best achievable accuracy when k is fixed.
5.3. Discussion
For regression, Gamarnik and Zadik (2017) proved that support recovery was possible from an
information-theoretic point of view if
n>n? =
2k log p
log
(
2k
σ2
+ 1
) .
Note that our threshold n0 does not vanish in the low noise σ
2 setting. This observation is not
surprising: the output yi depending only on the sign of w
Txi can be considered as inherently noisy.
An observation already made by Scarlett and Cevher (2017).
As mentioned earlier, recent works in 1-bit compressed sensing have developed algorithms to
recover sparse classifiers which provably recover the truth as the number of samples increases
(Gupta et al. 2010, Plan and Vershynin 2013b,a). In particular, Plan and Vershynin (2013b) for-
mulate the problem of learning w from the observations as a convex problem and establish bounds
on the `2 error ‖w − w?‖2, in the case of logistic regression. In particular, they show that n >
C ′ k log(2p/k) is sufficient to achieve an `2 reconstruction error which is bounded. In contrast with
our result, they exhibited an algorithm able to achieve low error in terms of `2 distance with fewer
samples than what we proved to be an information-theoretic sufficient condition. Yet, this does
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not trivialize our result. `2 consistency is a related but distinct criterion for support recovery. Even
a good estimate of w? in terms of `2 distance might have a very different support. The fact that
their rate for `2 consistency is faster than the rate for support recovery suggests that achieving
a good `2 error is presumably an easier problem. Similar observations were made in the case of
linear regression in Wainwright (2009a) and intuitively explained: given a good support recovery
procedure, one can restrict the number of features, use standard methods to estimate the values
of the wj’s and hope to achieve a good `2 error, while the reverse might not be true.
Finally, Scarlett and Cevher (2017) proved similar sufficient conditions for support recovery in
1-bit compressed sensing and accompanied them with necessary conditions and constants C > 0
as tight as possible. To that extent, their result (Corollary 3) might appear stronger than ours.
However, their condition is valid only for low sparsity and low signal-to-noise regimes. Theorem
4, on the other hand, remains valid for all values of k and σ. In particular, it holds even if k
scales linearly in p and σ is low: a regime for which Scarlett and Cevher (2017) provide necessary
(Corollary 4) but no sufficient conditions. More precisely, they prove that perfect support recovery
cannot be achieved if the number of samples is below a threshold scaling as p
√
log p, while our
bound scales as p log p in this regime. Combined together, there is a
√
log p factor between necessary
and sufficient conditions, which hints at the absence of a clear phase transition in this setting.
As illustrated in Figure 1, there is an intermediate sample size regime where support recovery is
neither provably impossible nor achievable. Of course, this regime could be a deficiency of the proof
techniques used, but in any case, we believe it constitutes an exciting direction for future research.
6. Conclusion
In this paper, we have proposed a tractable binary convex optimization algorithm for solving sparse
classification. Though theoretically NP-hard, our algorithm scales for logistic regression and SVM
in problems with n,p in 10,000s within minutes. Comparing our method and Lasso, we observe
empirically that as n increases, the number of true features selected by both methods converges
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to the true sparsity. We support our observations with information-theoretic sufficient conditions,
stating that support recovery is achievable as soon as n> n0, with n0 <C (2 +σ
2)k log(p− k) for
some positive constant C. This sufficient information-theoretic condition echoes and complements
existing results in the literature for 1-bit compressed sensing. Apart from accuracy, the exact sparse
formulation has an edge over Lasso in the number of false features: as n increases, the number of
false features selected by our method converges to zero, while this is not observed for Lasso. This
phenomenon is also observed for classifying the type of cancer using gene expression data from
the Cancer Genome Atlas Research Network with n= 1,145 lung cancer patients and p= 14,858
genes. Sparse classification using logistic regression returns a classifier based on 50 genes versus
171 for Lasso and using SVM 30 genes versus 172 for Lasso with similar predictive accuracy.
Appendix A: Proof of the sufficient condition for a support recovery
A.1. Preliminary results on orthant probabilities
Let us recall an analytical expression for the probability that a bivariate normal distribution assigns
to the positive orthant.
Lemma 2. (Crame´r 2016, p. 290) Assume we are given a zero mean bivariate normal random
variable (n1, n2) with E[n21] =E[n22] = 1 and covariance ρ12 =E[n1n2]. Then,
P (n1 > 0, n2 > 0) =
1
2pi
(pi
2
+ arcsin(ρ12)
)
.
By continuity of the density function of normal distributions, the probability of the positive orthant
and its interior are equivalent. Lemma 1 is an almost direct consequence of the previous result. We
give here its proof.
Proof of Lemma 1 We can separate the event of interest in two disjunct cases as
P
(
sign
(
xTw
) 6= sign (xTw′+ ε))
= P
(
xTw6 0, xTw′+ ε > 0
)
+P
(
xTw> 0, xTw′+ ε6 0
)
.
Each term corresponds to the probability that a zero mean bivariate normal variable (xTw,xTw′+ε)
realizes in an appropriate orthant. We define the random variables n1 := x
Tw/‖w‖ and n2 :=
(xTw′+ ε)/
√‖w′‖2 +σ2 and obtain
P
(
sign
(
xTw
) 6= sign (xTw′+ ε))= P(n1 ≤ 0, n2 > 0) +P(n1 > 0, n2 ≤ 0).
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We have that E[n21] = 1, E[n22] = 1 and ρ12 =E[n1n2] =wTw′/(‖w‖
√‖w′‖2 +σ2). Using the analyti-
cal expressions of such orthant probabilities for bivariate normal random variables given in Lemma
2, we have hence P (sign (xTw) 6= sign (xTw′+ ε)) = 1
pi
(
pi
2
− arcsin(ρ12)
)
= 1
pi
arccos(ρ12).
We will need a minor generalization of Lemma 2 to the three dimensional case in the proof of
Theorem 4.
Lemma 3. (Crame´r 2016, p. 290) Assume we are given a zero mean trivariate normal random
variable (n1, n2, n3) with E[n21] =E[n22] =E[n23] = 1 among which we have covariances ρ12 =E[n1n2],
ρ13 =E[n1n3] and ρ23 =E[n2n3]. Then,
P (n1 > 0, n2 > 0, n3 > 0) =
1
4pi
(pi
2
+ arcsin(ρ12) + arcsin(ρ13) + arcsin(ρ23)
)
.
A.2. Comparative performance of a given support with the truth
We first prove a large deviation bound for P (∆(w,w?)6 0) for any given binary classifier w,
depending on the number of true features it selects. The following result can be derived using
Hoeffdings inequality as illustrated in its proof.
Lemma 4. Let w ∈ {0,1}p be a binary classifier such that ‖w‖0 = k and wTw? = `∈ {0, . . . , k}. Its
misclassification rate with respect to the ground truth satisfies the exponential bound
P (∆(w,w?)6 0)6 exp
(
−n (k− `)
2
2pi2(k(k+σ2)− `2)
)
.
Proof of Lemma 4 Let us consider a binary classifier w ∈ {0,1}p with sparsity ‖w‖0 = k and
true features wTw? = `. We compare the empirical misclassification rate of w with the performance
of the true support w?. We take the misclassification rate with respect to the ground truth w? as
∆(w,w?) =
1
n
n∑
i=1
1 (yˆi(w) 6= yi)−1 (yˆi(w?) 6= yi) =: 1
n
n∑
i=1
Zi
which is composed of the sum of independent random variables Zi taking values in {−1,0,1} such
that
Zi =

+1, if yi = yˆi(w
?) 6= yˆi(w),
−1, if yi = yˆi(w) 6= yˆi(w?),
0, otherwise
Each random variable yi, yˆi(w
?), yˆi(w) is the sign of the normally distributed quantities x
T
i w
? +
εi, x
T
i w
? and xTi w respectively. Let us define three zero mean random variables n1 = (x
T
i w +
ei)/
√
k+σ2, n2 = x
T
i w/
√
k and n3 = x
T
i w
?/
√
k. Their covariance structure is characterized as
ρ12 =E[n1n2] = k/
√
k(k+σ2), ρ23 =E[n2n3] = `/k and ρ13 =E[n1n3] = `/
√
k(k+σ2). We can then
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express the probabilities of each value of Zi as tridimensional orthant probabilities for these three
zero mean correlated normal random variables and use the analytical expression given in Lemma
3. We hence arrive at
P (Zi = 1) = P
(
xTi w
?+i ≥ 0, xTi w6 0, xTi w? > 0
)
+P
(
xTi w
?+i ≤ 0, xTi w> 0, xTi w? 6 0
)
= P (n1 ≥ 0, n2 ≤ 0, n3 > 0) +P (n1 6 0, n2 ≥ 0, n3 ≤ 0)
=
1
2pi
[
pi
2
− arcsin
(
`√
k(k+σ2)
)
+ arcsin
(
k√
k(k+σ2)
)
− arcsin
(
`
k
)]
,
and equivalently
P (Zi =−1) = P
(
xTi w
?+i ≥ 0, xTi w> 0, xTi w? 6 0
)
+P
(
xTi w
?+i ≤ 0, xTi w6 0, xTi w? > 0
)
= P (n1 ≥ 0, n2 ≥ 0, n3 ≤ 0) +P (n1 ≤ 0, n2 ≤ 0, n3 ≥ 0)
=
1
2pi
[
pi
2
+ arcsin
(
`√
k(k+σ2)
)
− arcsin
(
k√
k(k+σ2)
)
− arcsin
(
`
k
)]
.
Evidently, we can characterize the probability of Zi = 0 as P(Zi = 0) = 1−P(Zi = 1)−P(Zi =−1).
The mean of Zi is now easily found as the expression
E[Zi] =
1
pi
[
arccos
(
`√
k(k+σ2)
)
− arccos
(
k√
k(k+σ2)
)]
.
Concavity of the arccos function on the interval [0,1] enables us to state the gradient inequalities
arccos
(
k√
k(k+σ2)
)
6 arccos
(
`√
k(k+σ2)
)
+ arccos′
(
`√
k(k+σ2)
)
k− `√
k(k+σ2)
= arccos
(
`√
k(k+σ2)
)
−
√
k(k+σ2)
k(k+σ2)− `2
k− `√
k(k+σ2)
= arccos
(
`√
k(k+σ2)
)
− k− `√
k(k+σ2)− `2 .
We thus obtain a somewhat simple lower bound on the mean of Zi
E[Zi]>
1
pi
k− `√
k(k+σ2)− `2 .
We now have all the ingredients to upper-bound the probability that w performs strictly better than
w?, in other words that ∆(w,w?) :=
∑n
i=1Zi < 0. Applying Hoeffding’s inequality for independent
random variables supported on [−1,1], we have for any t > 0
P
(
n∑
i=1
(Zi−E[Zi])<−nt
)
6 exp
(
−nt
2
2
)
,
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and taking t = E[Z], which is non negative for ` < k because arccos is decreasing on [0,1], leads
to P (∆(w,w?)< 0)6 exp
(−n
2
E[Zi]2
)
. Substituting in the previous expression our lower bound for
the mean E[Zi] gives the desired result.
Remark: In the absence of noise (σ = 0), the bound in Lemma 4 can be improved. Indeed,
the truth makes no mistakes (yˆi(w
?) = yi, ∀i) and ∆(w,w?) > 0 for any w. More precisely, here∑n
i=1 1 (yˆi(w) 6= yi) is a binomial random variable with parameters n and q(`;k,0). Therefore,
P (∆(w,w?)6 0) = P (∆(w,w?) = 0) =
(
1− 1
pi
arccos
(
`
k
))n
.
Using concavity of the logarithm and the arccos function successively yields the upper bound
P (∆(w,w?)< 0)6 exp
(
−n
pi
√
k− `
k+ `
)
.
However, such a refinement eventually modifies the result in Theorem 4 by a constant multiplicative
factor only.
A.3. Proof Theorem 4
Proof of Theorem 4 We are interested in bounding the probability that the binary classifier with
minimal empirical misclassification rate is any other than w?. We can characterize the probability
of such event as P (∃w 6=w? s.t. ∆(w,w?)6 0). Evidently,
P (∃w 6=w? s.t. ∆(w,w?)6 0) =∑`∈{0,...,k−1} P (∃w s.t. wTw? = `, ∆(w,w?)6 0) .
Recall that there are exactly
(
k
`
)(
p−k
k−l
)
distinct binary classifiers w with accuracy wTw? = `. Com-
bining a union bound and the bound from Lemma 4 yields
P (∃w 6=w? s.t. ∆(w,w?)6 0)6
k−1∑
`=0
(
k
`
)(
p− k
k− `
)
exp
(
−n (k− `)
2
2pi2(k(k+σ2)− `2)
)
, (13)
6 k · max
`=0,...,k−1
(
k
`
)(
p− k
k− `
)
exp
(
−n (k− `)
2
2pi2(k(k+σ2)− `2)
)
. (14)
In order for the previous error probability to be bounded away from one, it suffice to take n greater
than a threshold T
n> T := max
`=0,...,k−1
2pi2(k(k+σ2)− `2)
(k− `)2
[
logk+ log
(
k
`
)
+ log
(
p− k
k− `
)]
.
We can obtain a more interpretable sufficient condition by upper-bounding the threshold T . Assum-
ing p> 2k,
(
k
`
)
=
(
k
k−`
)
6
(
p−k
k−`
)
and k6
(
p−k
k−`
)
, so that
T . max
`=0,...,k−1
k(k+σ2)− `2
(k− `)2 log
(
p− k
k− `
)
,
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where . signifies that the inequality holds up to a multiplicative factor. Since log
(
p−k
k−`
)
. (k −
`) log
(
p− k
k− `
)
, we now have
T . max
`=0,...,k−1
k(k+σ2)− `2
(k− `) log
(
p− k
k− `
)
,
The maximum over ` in right hand side of the previous inequality occurs when ` = k − 1. The
previous observation yields hence that T . (2 + σ2)k log(p− k). Finally, it is easy to verify that
when n exceeds some threshold value n0 > T , the inequality (14) yields
P (∃w 6=w? s.t. ∆(w,w?)6 0)6 max
`=0,...,k−1
exp
(
− (k− `)
2
2pi2(k(k+σ2)− `2)(n−n0)
)
,
6 exp
(
− n−n0
2pi2k(2 +σ2)
)
.
References
Bach F (2009) High-dimensional non-linear variable selection through hierarchical kernel learning. arXiv
preprint arXiv:0909.0844 .
Bach F, Jenatton R, Mairal J, Obozinski G (2012) Optimization with sparsity-inducing penalties. Founda-
tions and Trends® in Machine Learning 4(1):1–106.
Bertsekas DP (1982) Projected newton methods for optimization problems with simple constraints. SIAM
Journal on control and Optimization 20(2):221–246.
Bertsimas D, Fertis A (2009) On the equivalence of robust optimization and regularization in statistics.
Technical report, Massachusetts Institute of Technology, working paper.
Bertsimas D, King A (2017) Logistic regression: From art to science Statistical Science.
Bertsimas D, King A, Mazumder R (2016) Best subset selection via a modern optimization lens. Annals of
Statistics 44(2):813–852.
Bertsimas D, Van Parys B (2016) Sparse high-dimensional regression: Exact scalable algorithms and phase
transitions. Submitted to Annals of Statistics .
Bezanson J, Edelman A, Karpinski S, Shah V (2014) Julia: A fresh approach to numerical computing. arXiv
preprint arXiv:1411.1607 .
Bertsimas, Pauphilet and Van Parys: Sparse Classification: a scalable discrete optimization perspective
35
Bonami P, Biegler LT, Conn AR, Cornue´jols G, Grossmann IE, Laird CD, Lee J, Lodi A, Margot F, Sawaya
N, et al. (2008) An algorithmic framework for convex mixed integer nonlinear programs. Discrete
Optimization 5(2):186–204.
Boufounos PT, Baraniuk RG (2008) 1-bit compressive sensing. Information Sciences and Systems, 2008.
CISS 2008. 42nd Annual Conference on, 16–21 (IEEE).
Boyd S, Vandenberghe L (2004) Convex optimization (Cambridge university press).
Bu¨hlmann P (2011) Invited discussion on ”regression shrinkage and selection via the lasso: a retrospective” (r.
tibshirani). Journal of the Royal Statistical Society: Series B (Statistical Methodology) 73(3):273–282.
Calamai PH, More´ JJ (1987) Projected gradient methods for linearly constrained problems. Mathematical
programming 39(1):93–116.
Chu BY, Ho CH, Tsai CH, Lin CY, Lin CJ (2015) Warm start for parameter selection of linear classifiers.
Proceedings of the 21th ACM SIGKDD International Conference on Knowledge Discovery and Data
Mining, 149–158 (ACM).
Cortes C, Vapnik V (1995) Support-vector networks. Machine learning 20(3):273–297.
CPLEX II (2011) Cplex users manual.
Crame´r H (2016) Mathematical Methods of Statistics (PMS-9), volume 9 (Princeton university press).
Dash M, Liu H (1997) Feature selection for classification. Intelligent data analysis 1(1-4):131–156.
Donoho D, Stodden V (2006) Breakdown point of model selection when the number of variables exceeds the
number of observations. International Joint Conference on Neural Networks, 1916–1921 (IEEE).
Donoho D, Tanner J (2009) Observed universality of phase transitions in high-dimensional geometry, with
implications for modern data analysis and signal processing. Philosophical Transactions of the Royal
Society of London A: Mathematical, Physical and Engineering Sciences 367(1906):4273–4293.
Dunning I, Huchette J, Lubin M (2015) Jump: A modeling language for mathematical optimization. arXiv
preprint arXiv:1508.01982 .
Duran MA, Grossmann IE (1986) An outer-approximation algorithm for a class of mixed-integer nonlinear
programs. Mathematical Programming 36(3):307–339.
Bertsimas, Pauphilet and Van Parys: Sparse Classification: a scalable discrete optimization perspective
36
Fan J, Song R, et al. (2010) Sure independence screening in generalized linear models with np-dimensionality.
The Annals of Statistics 38(6):3567–3604.
Fletcher R, Leyffer S (1994) Solving mixed integer nonlinear programs by outer approximation. Mathematical
programming 66(1-3):327–349.
Friedman J, Hastie T, Tibshirani R (2010) Regularization paths for generalized linear models via coordinate
descent. Journal of statistical software 33(1):1.
Friedman J, Hastie T, Tibshirani R (2013) GLMNet: Lasso and elastic-net regularized generalized linear
models. r package version 1.9–5.
Gamarnik D, Zadik I (2017) High-dimensional regression with binary coefficients. estimating squared error
and a phase transition. arXiv preprint arXiv:1701.04455 .
Gupta A, Nowak R, Recht B (2010) Sample complexity for 1-bit compressed sensing and sparse classification.
Information Theory Proceedings (ISIT), 2010 IEEE International Symposium on, 1553–1557 (IEEE).
Gurobi Optimization I (2016) Gurobi optimizer reference manual. URL http://www.gurobi.com.
Guyon I, Weston J, Barnhill S, Vapnik V (2002) Gene selection for cancer classification using support vector
machines. Machine learning 46(1-3):389–422.
Hsieh CJ, Chang KW, Lin CJ, Keerthi SS, Sundararajan S (2008) A dual coordinate descent method for
large-scale linear svm. Proceedings of the 25th international conference on Machine learning, 408–415
(ACM).
Jacques L, Laska JN, Boufounos PT, Baraniuk RG (2013) Robust 1-bit compressive sensing via binary stable
embeddings of sparse vectors. IEEE Transactions on Information Theory 59(4):2082–2102.
Keerthi SS, Duan KB, Shevade SK, Poo AN (2005) A fast dual algorithm for kernel logistic regression.
Machine learning 61(1-3):151–165.
Lin CJ, Weng RC, Keerthi SS (2008) Trust region newton method for logistic regression. Journal of Machine
Learning Research 9(Apr):627–650.
Lubin M, Dunning I (2015) Computing in operations research using Julia. INFORMS Journal on Computing
27(2):238–248.
Bertsimas, Pauphilet and Van Parys: Sparse Classification: a scalable discrete optimization perspective
37
Natarajan BK (1995) Sparse approximate solutions to linear systems. SIAM journal on computing 24(2):227–
234.
Pilanci M, Wainwright MJ, El Ghaoui L (2015) Sparse learning via boolean relaxations. Mathematical Pro-
gramming 151(1):63–87.
Plan Y, Vershynin R (2013a) One-bit compressed sensing by linear programming. Communications on Pure
and Applied Mathematics 66(8):1275–1297.
Plan Y, Vershynin R (2013b) Robust 1-bit compressed sensing and sparse logistic regression: A convex
programming approach. IEEE Transactions on Information Theory 59(1):482–494.
Scarlett J, Cevher V (2017) Limits on support recovery with probabilistic models: An information-theoretic
framework. IEEE Transactions on Information Theory 63(1):593–620.
Scholkopf B, Smola AJ (2001) Learning with kernels: support vector machines, regularization, optimization,
and beyond (MIT press).
Shalev-Shwartz S, Singer Y, Srebro N, Cotter A (2011) Pegasos: Primal estimated sub-gradient solver for
svm. Mathematical programming 127(1):3–30.
Steinwart I (2002) Support vector machines are universally consistent. Journal of Complexity 18(3):768–791.
Su W, Bogdan M, Candes E (2015) False discoveries occur early on the lasso path. arXiv preprint
arXiv:1511.01957 .
Tibshirani R (1996) Regression shrinkage and selection via the lasso. Journal of the Royal Statistical Society,
Ser. B 58:267–288.
Vapnik V (1998) The support vector method of function estimation. Nonlinear Modeling, 55–85 (Springer).
Wainwright MJ (2009a) Information-theoretic limits on sparsity recovery in the high-dimensional and noisy
setting. IEEE Transactions on Information Theory 55(12):5728–5741.
Wainwright MJ (2009b) Sharp thresholds for high-dimensional and noisy sparsity recovery using-constrained
quadratic programming (Lasso). IEEE Transactions on Information Theory 55(5):2183–2202.
Wang W, Wainwright MJ, Ramchandran K (2010) Information-theoretic limits on sparse signal recovery:
Dense versus sparse measurement matrices. IEEE Transactions on Information Theory 56(6):2967–
2979.
Bertsimas, Pauphilet and Van Parys: Sparse Classification: a scalable discrete optimization perspective
38
Yu HF, Huang FL, Lin CJ (2011) Dual coordinate descent methods for logistic regression and maximum
entropy models. Machine Learning 85(1-2):41–75.
Zhang T (2004) Statistical behavior and consistency of classification methods based on convex risk mini-
mization. Annals of Statistics 56–85.
