In this paper, we explore the feasibility of using RSS (Ranked Set Sampling) 
Introduction
Horticulture investment has a growing interest. Many organizations do not have proper data recording and reporting systems to generate statistics for characterizing the main problems in decision making. Therefore, the studies must rely on sampling generated data. That is the case when economists look for data on horticultural production for management of processes. They spend much time in collecting production costs, or drawing conclusions from the results of cost-of-production surveys. For farm management surveys need to provide data useful for economic planning, as well as for related scientific and sociological research. The degree of accuracy and the sampling error that is permissible suggests using a complex inquiry but, at the same time, the sampling costs must be as small as possible. In horticulture survey sampling is commonly used for providing information for deciding on different issues as:
• Establishing the levels of trace elements and persistent organic pollutants in soils.
• Periodic monitoring the quality of different vegetables for measuring the extent of pesticide contamination.
• Examining the energy equivalents of inputs and output in greenhouse vegetable production.
See a discussion on different aspects of this kind of applications of sampling in Ozkan et al. (2004) and Gockowski & Ndoumbé (2004) .
Commonly researches aim to obtain "good samples" and statisticians use prior information to improve the representativeness of the samples in this sense. The first attempts were to divide the population into similar subpopulations and then sampling using these structures. The groups should ensure a broader representation across the entire population. Classic models are systematic sampling, stratified sampling, probability-proportional-to-size sampling, cluster sampling, and quota sampling. The existence of whole information on some correlated auxiliary variable is considered as readily available. They use this information for improving the representativeness of the sample.
McIntyre (1952) suggested using RSS (Ranked Set Sampling). This design considers that there is some reasonable way of using the existing additional information, from each individual population unit, for ranking. In this method, a relatively large number of independent and randomly selected sampling units are partitioned into small subsets of the same size. The units of each subset are ranked without obtaining the measurements of the interest variable. The ranking induces a stratification on the population and hence. It provides a more structured sample than SRS (Simple Random Sampling) does with the same sample size. Even in the presence of ranking errors, RSS (Ranked Set Sampling) provides unbiased and more efficient estimators of the population mean.
In section 2 we present the main issues of RSS design. Section 3 is concerned with the presentation of numerical studies using real life data. The fourth section is concerned with discussing the obtained results.
RSS -Ranked Set Sampling

Some basic issues of RSS
Let us consider that we deal with a set of sampling units drawn from the population which can be ranked by certain means rather cheaply without the actual measurement of the variable. The original form of RSS, conceived by McIntyre (1952,) can be described as follows.
Step 1: randomly select k 2 sample units from the population.
Step 2: allocate the m 2 selected units as randomly as possible into k sets, each of size k.
Step 3: without yet knowing any values for the variable of interest, rank the units within each set based on a perception of relative values for this variable. This may be based on personal judgment or done with measurements of a covariate that is correlated with the variable of interest.
Step 4: choose a sample for actual analysis by including the smallest ranked unit in the first set, then the second smallest ranked unit in the second set, continuing in this fashion until the largest ranked unit is selected in the last set.
Step 5: repeat steps 1 through 4 for m cycles until the desired sample size, n = mk, is obtained for analysis.
This whole process is referred to as a cycle. The cycle then repeats m times and yields a ranked set sample of size N = mk.
The procedure is a two-stage scheme. At the first stage, simple random samples are drawn and a certain ranking mechanism is employed to rank the units in each simple random sample. At the second stage, actual measurements of the variable of interest are made on the units selected based on the ranking information obtained at the first stage.
The judgment ranking relating to the latent values of the variable of interest, as originally considered by McIntyre (1952) , provides one ranking mechanism.
The essence of RSS is conceptually similar to the classical stratified sampling.
RSS can be considered as post-stratifying the sampling units according to their ranks in a sample. Although the mechanism is different from the stratified sampling, the effect is the same in that the population is divided into homogeneous sub-populations. In fact, we can consider any mechanism, not necessarily ranking the units according to their X values, which can post-stratify the sampling units in such a way that it does not result in a random permutation of the units. This design is of particular interest for people looking for an accurate and cost-effective survey sampling technique. 
Theoretical aspects of the Ranking mechanisms
It is easy to verify that
for all x. This equality plays a very important role in RSS. It is this equality that gives rise to the merits of RSS. We are going to refer to equalities of this kind as fundamental equalities. A ranking mechanism is said to be consistent if the following fundamental equality holds
Obviously, perfect ranking with respect to the latent values of X is consistent.
Other consistent ranking mechanisms are as follows.
When there are ranking errors, the density function of the ranked statistic with rank r is no longer f(r). However, we can express the corresponding cumulative distribution function F[r] in the form:
where psr denotes the probability with which the sth (numerical) order statistic is judged as having rank r. If these error probabilities are the same within each cycle of a balanced RSS, we have 1
There are cases, in practical problems, where the variable of interest, X, is hard to measure and difficult to rank as well but a concomitant variable, Y, can be easily 
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Estimation of means using ranked set sampling
Let h(x) be any function of x. Denote by µh the expectation of h(X), i.e., µh = Eh(X).
We consider in this section the estimation of µh by using a ranked set sample. Examples of h(x) include: 
Where mh2 denotes the second moment of h(X). It follows from the Cauchy-Schwarz inequality that , ) 1 σ σ
Thus, we can express the relative efficiency as:
It is clear from the above expression that, as long as there is at least one r such
the relative efficiency is greater than 1. For a given underlying distribution and a given function h, the relative efficiency can be computed, at least, in principle.
Estimation of the variance using an RSS sample
The natural estimates of σ 2 using an SRS sample and an RSS sample are given, respectively, by 
Numerical studies
A study provided what we call "Apple data". This data are utilized in the present paper. The block Ganderbal was selected for the present study in the District Ganderbal. The data was collected on Apple production from district Ganderbal of Kashmir valley from 420 orchards in 30 villages. The variables choosen for the study where Yield (MT), Bearing trees, Total number of trees, Area (ha). We take equal sample size from each sampling design and estimate the standard error in each sampling design. The sample sizes considered were 15, 25, 45, 65 and the set sizes considered were 2,4,10 shown in Table: 1 along with correlation coefficients ρ ranging from 0.80 to 0.65.
Three distinct simulations based on three combinations of sample sizes and set sizes for each sampling design; each simulation uses a combination of variables for ranking and quantification. 
Conclusions
From the above results it is concluded, as theoretically expected, that RSS, when used in place of SRS provided estimates of population mean that are more accurate. The results of Table . 1 reveals this fact. There is also a considerably reduction in the standard errors as we increase the sample size. Obtaining a sample in this manner maintains the unbiasedness of SRS; however, by incorporating 'outside' information about the sample units, we are able to contribute a structure to the sample that increases its representativeness of the true underlying population. If we quantified the same number of sample units, by a simple random sample, then we have no control over which units entering the sample. Perhaps all the units would come from the lower end of the range, or perhaps most would be clustered at the low end while one or two units would come from the middle or upper range. With SRS, the only way to increase the prospect of covering the full range of possible values is to increase the sample size. RSS has a balanced nature in the sense that equal number of observations will be obtained from each rank. It can be easily shown that the sample mean using RSS has a smaller standard errors than the sample mean using the traditional simple random sampling (SRS) when the number of observations are same. Therefore, the costs of sampling may be reduced as, if
we fix the optimal sample size n for SRS, with RSS we may use a smaller value of n for attaining the same accuracy.
