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What Role Can NOMA Play in Massive MIMO?
Kamil Senel, Hei Victor Cheng, Emil Björnson, and Erik G. Larsson
Abstract—This paper seeks to answer a simple but fundamen-
tal question: What role can NOMA play in massive MIMO?
It is well-established that power-domain non-orthogonal multiple
access (NOMA) schemes can outperform conventional orthogonal
multiple access (OMA) schemes in cellular networks. However,
this fact does not imply that NOMA is the most efficient way to
communicate in massive MIMO setups, where the base stations
have many more antennas than there are users in the cell. These
setups are becoming the norm in future networks and are usually
studied by assuming spatial multiplexing of the users using
linear multi-user beamforming. To answer the above question,
we analyze and compare the performance achieved by NOMA
and multi-user beamforming in both NLOS and LOS scenarios.
We reveal that the latter scheme gives the highest average sum
rate in massive MIMO setups. We also identify specific cases
where NOMA is the better choice in massive MIMO and explain
how NOMA plays an essential role in creating a hybrid of NOMA
and multi-user beamforming that is shown to perform better than
two standalone schemes do.
I. Introduction
T
HE fifth generation (5G) cellular technology aims to
handle the 1000-fold increase in mobile data traffic that
is predicted over the next decade. A vital challenge for 5G
networks is to greatly improve the spectral efficiency com-
pared to contemporary networks. One of the key technologies
to increase the per-cell spectral efficiency is non-orthogonal
multiple access (NOMA) which has attracted a considerable
attention of researchers [1]. Another key technology is massive
MIMO, which refers to the use of base stations (BSs) with a
large number of antennas [2]. Now the first release of the
5G standard has been finalized and contains a variety of
features, including NOMA and massive MIMO. It is important
to determine which features provide the largest performance
gains in practical scenarios. In this paper, we investigate the
application of NOMA at BSs that are equipped with many
antennas, since that appears to be the norm in the new LTE-
Advanced and 5G deployments [3], [4].
The key idea of NOMA is to serve multiple users at the
same time/frequency/code resource and thereby increase the
sum spectral efficiency in the cell. The typical approach to
NOMA is to group users and superpose their data signals
using different transmission powers before transmitting the
group’s signal in the same way, using the same beamforming.
The users are usually grouped to have very different channel
conditions (e.g,. one cell-center user is grouped with one cell-
edge user). Users with poor channel gains are allocated more
transmission power to (partially) overcome their poor channel
conditions and interference created by transmissions to other
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users. In each group, the user with the better channel can
decode the signal sent to the user with the poorer channel,
and the interference can thus be eliminated by a process
called successive interference cancellation (SIC) [5]. Hence,
the user with the better channel does not need to be allocated
a high transmission power to achieve a good communication
rate. This approach is sometimes referred to as power-domain
NOMA.
There are two crucial drawbacks of SIC. The first and fore-
most drawback is that accurate channel state information (CSI)
is required at the receiver side to utilize SIC, without being
subject to substantial residual interference. Hence, downlink
pilot signaling is essential for NOMA and the performance
of SIC relies heavily on the channel estimation quality [6].
Another drawback is the additional computational complexity
and buffering of the received signals that are needed by the
SIC procedure. The computational burden on the user devices
may be too demanding for NOMA systems [5], at least for
some applications.
As indicated by the NOMA terminology, it constitutes a
break with the traditional orthogonal multiple access (OMA)
approaches (e.g., used in OFDMA and TDMA), where re-
sources are exclusively allocated to users and hence, there is no
intra-cell interference when using OMA. While convenient to
implement, the OMA techniques suffer from inefficient utiliza-
tion of the spectral resources. OMA is the common benchmark
for the performance assessment of NOMA techniques and
there are prior works showing that NOMA is always better than
OMA in terms of sum rate, under the strong assumption of
having perfect CSI. There are also a number of prior works that
provide comparisons of NOMA and OMA in more realistic
setups with imperfect CSI [7], [8]. Our goal is not to compare
NOMA and OMA, but to investigate how NOMA can be
utilized by BSs equipped with many antennas.
In less than a decade, massive MIMO has transitioned
from being a far-fetched theoretical concept with an unlimited
number of antennas [9] to a practical technology that has
been commercially deployed in LTE-Advanced networks using
64-antenna BSs [4]. In a nutshell, massive MIMO refers to
systems where the BSs are equipped with a large number of
antennas, M, as compared to the number of simultaneously
active users, K . In other words, M ≫ K is the characterization
of a massive MIMO setup. The BS antennas are used for spatial
multiplexing of the users at the same time/frequency/code
resource [2], [10]. Each user is assigned a dedicated beam
that is adapted to the collection of user channels, in order to
balance between achieving a high array gain for the desired
signal and limiting the inter-user interference [11]. Zero-
forcing (ZF) is a popular interference-suppressing beamform-
ing scheme in massive MIMO since it eliminates all the
inter-user interference under perfect CSI and performs well
2in practical situations with imperfect CSI, where substantial
residual interference remains. Hence, even though massive
MIMO has sometimes been referred to as spatial OMA [12],
massive MIMO is definitely a non-orthogonal multiple access
technology. However, for clarity, the NOMA abbreviation will
be exclusively used to refer to the power-domain NOMA
scheme throughout this paper.
While the vast majority of prior works on NOMA considers
single-antenna BSs, there are some papers that consider M-
antenna BSs. NOMA and OMA are compared with a small M
in [5], [13], [14] and a relatively large M in [15], [16]. How-
ever, in these scenarios, OMA and (power-domain) NOMA
techniques are not the only multiple access techniques to
be considered, but traditional multi-user MIMO beamforming
(e.g., based on ZF) must also be included to figure out the most
spectrally efficient way to communicate. Such a comparison
can be found in [12], [17] for M ≈ K , which is not a
massive MIMO setup, and in [15] for M ≫ K but using the
vastly suboptimal maximum-ratio processing scheme. Hence,
to the best of our knowledge, the performance of (power-
domain) NOMA has not been properly analyzed in massive
MIMO setups with M ≫ K and compared with state-of-the-
art massive MIMO methods.
A. Main Contributions
Bearing in mind that many pre-5G and 5G deployments
are considering massive MIMO setups with M ≫ K [3], [4],
in this work we consider a single-cell system with M ≫ K
and compare the performance of a typical NOMA scheme
with a typical ZF-based massive MIMO beamforming scheme,
which we abbreviate as the mMIMO scheme. Both non-line-
of-sight (NLOS) and line-of-sight (LOS) channel models are
considered. We identify the situations in which the different
schemes prevail and, in the final part of the paper, we consider
a combination of the two schemes that exploits these insights.
To summarize, the main contributions of this work are as
follows:
• We provide a performance analysis and comparison of the
NOMA and mMIMO schemes in a massive MIMO setup
with NLOS channels, showing that mMIMO outperforms
NOMA in terms of sum rate.
• Closed-form expressions for the maximum sum rate for
a two user setup are provided to achieve insights into
the performance of NOMA and mMIMO in NLOS.
Moreover, the minimum number of BS antennas required
for mMIMO scheme to outperform NOMA is derived.
• The analysis is extended to LOS channels. By solving
a sum rate optimization problem we see that mMIMO
significantly outperforms NOMA in terms of average sum
rate.
• We demonstrate that even though mMIMO is better
than NOMA when averaging the sum rate over different
user locations, there is a non-negligible probability that
NOMA performs better for a particular collection of
users.
• We show that by employing a hybrid mMIMO-NOMA
scheme, it is possible to obtain a better overall perfor-
mance compared to the standalone mMIMO and NOMA
scheme.
II. System Setup
We consider the downlink transmission in a single-cell
system with an M-antenna base station (BS) and K single-
antenna users. The user set, K, consists of K/2 cell-edge users
and K/2 cell-center users. Here, we assume K is even and the
indexes k ∈ Kc , where Kc = {1, . . . ,K/2}, are utilized for
cell-center users and k ∈ Ke = {K/2 + 1, . . . ,K} denotes
cell-edge users. This classification of cell-edge and cell-center
users is not strict, but we are merely dividing the users into
two sets, such that (2) below holds.
The channel vector of user k, gk is modeled as
gk =
√
βkhk, k = 1, . . . , K, (1)
where βk represents the large-scale fading coefficient which is
assumed to be known at the BS, and satisfy
βj > βi, ∀ j ∈ Kc, ∀i ∈ Ke. (2)
Notice that the grouping of users into cell-center and edge
users may not necessarily reflect their distances to the BS in
a real system, i.e., a user far from the BS may have a higher
large-scale fading coefficient than a user close to the BS due
to shadowing and may belong to Kc .
Remark 1: Notice that, the effects of shadow fading can be
incorporated in the large-scale fading coefficients. However, it
is not explicitly considered in the numerical analysis.
We consider both line-of-sight (LOS) and non-line-of-sight
(NLOS) communication. In the LOS case, hk is an arbitrary
constant/deterministic vector, which is perfectly known at the
BS since deterministic variables can be estimated with a
negligible estimation overhead.
In the NLOS case, we consider a block fading model
where the time-frequency resources are divided into coherence
intervals in which the channels are constant and frequency flat.
We let T denote the total number of symbols (i.e., channel
uses) per coherence interval. The system operates in time-
division duplex (TDD) mode so that channel reciprocity can
be utilized at the BS to estimate the downlink channels based
on uplink pilots, and the BS later uses these estimates for
downlink multiuser beamforming. In each coherence interval,
hk in (1) for user k takes one independent random small-
scale fading realization from an independent Rayleigh fading
distribution, i.e.,
hk ∼ CN (0, IM ), k = 1, . . . ,K . (3)
This is the realization that the BS wishes to estimate, and we
will deal with the estimation in detail in Section II-B.
A. NOMA and mMIMO Schemes
In this paper, we will compare the achievable performance
achieved by one typical NOMA scheme and one typical
mMIMO scheme. We consider a NOMA scheme that has been
analyzed in various works in the literature [15], [18]. The K
users are grouped into K/2 groups, where each group consists
of two users: one cell-center and one cell-edge user. Without
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Fig. 1: The training and data transmission phases for mMIMO
and NOMA with K = 6 users. (a) During the training of
NOMA cell-center users transmit pilot sequences, while the
cell-edge users are silent, and the BS estimates their channels.
(b) Users in the same NOMA group receives data via the
same beamforming vector. (c) In mMIMO, each user transmits
its pilot sequence during training and the BS estimates the
channels for every user. (d) Each user has a separate mMIMO
beamforming vector generated by using the estimate of their
channels.
loss of generality, assume that the indices i and i+K/2 denote
the users in group i for i = 1, . . . , K/2.
In the NOMA scheme, the interference between groups
can be eliminated by either allocating orthogonal resources
to different groups or using judiciously selected beamforming
vectors, which is assumed in this work. Let vi denote the
normalized beamforming vector for group i, which is generated
based on the cell-center users’ channels. The beamforming
vectors are selected to cancel interference between the cell-
center users, resulting in
vHj hi =
{
0, if j , i,
1, if j = i,
∀ j = 1, . . . , K/2, (4)
for all i [13], [18]. The rationale for this choice is that the
cell-center user is sensitive to interference from other groups
since it needs to be able to perform SIC to cancel interference
from the cell-edge user in the own group.1 To implement this
type of ZF beamforming, the BS only needs to know the K/2
channels to the cell-center users.
The other considered scheme is called the mMIMO scheme
and is based on ZF beamforming, which is a common assump-
tion in the mMIMO literature and nearly optimal in single-
cell systems with many antennas [11]. In the mMIMO case,
1There are two users and one beamforming vector to be generated for each
group. It is possible to generate the beamforming vector based on a linear
combination of the channels in a group [15]. However, such an approach
requires estimation of a linear combination users’ channels. Especially, for the
cases, such as mMTC, where one user aims for low rates, spending system
resources to acquire their channels may not be efficient.
unlike NOMA, there are no groups. There are K beamforming
vectors, where vk is the beamforming associated with user k,
and these are selected based on K channels instead of K/2
channels, as in NOMA. Hence, the BS needs to know K
channels. In the mMIMO scheme, the ZF beamforming vectors
satisfy
vHj hi =
{
0, if j , i,
1, if j = i,
∀ j = 1, . . . ,K, (5)
for all i.
Remark 2: Throughout the paper, we will be making a
series of assumptions that favor NOMA as our goal is to
find conditions where NOMA might perform better than the
mMIMO scheme. With this methodology, we can be sure
that mMIMO provides higher rates than NOMA whenever
the analytical results show that. In the massive MIMO region
(M ≫ K), mMIMO scheme significantly outperforms NOMA
on average, however, as will be demonstrated later, mMIMO
systems can still benefit by employing NOMA in some cases.
B. Pilot Overhead for Estimating NLOS Channels
In the NLOS scenario, the channels need to be estimated
frequently and therefore the channel acquisition overhead
cannot be neglected (as is the case in the LOS scenario). In
a traditional TDD system, each coherence interval consists of
three phases: uplink training, uplink data transmission, and
downlink data transmission. In this work, our focus is on
downlink data transmission, and uplink data transmission is
not considered. During the uplink training, some or all of the
users transmit pilot sequence and the BS uses them to estimate
the channels. Then, these estimates are used to generate the
beamforming during data transmission.
The considered NOMA scheme requires K/2-length pilot
sequences in the uplink, giving room for one orthogonal pilot
per cell-center user. The training and data transmission phases
are illustrated in Fig. 1(a)-(b) in an example with K = 6
users. To perform SIC, the cell-center users need to learn
the effective channels that are created by the beamforming,
otherwise NOMA provides no advantage over conventional
OMA approaches [15]. Moreover, since the beamforming
vectors are only based on the cell-center users’ channels,
the effective channels of the cell-edge users will fluctuate
substantially between coherence intervals and the phase will be
uniformly distributed from −pi to +pi. Hence, the BS needs to
send K/2 pilot sequences in the downlink to let the receiving
users estimate their effective channels when using the NOMA
scheme. We also make the following assumption.
Assumption 1: In the analysis of the NOMA scheme, it is
assumed that perfect CSI is acquired at the users via downlink
pilots.
In contrast, the mMIMO scheme requires K-length pilot
sequences in the uplink, giving room for one orthogonal
pilot per user. The training and data transmission phases are
illustrated in Fig. 1(c)-(d) in an example with K = 6 users.
An important advantage of mMIMO is that downlink pilots
are not needed since the effective channels that are created by
the beamforming are highly predictable (nearly deterministic
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Fig. 2: Coherence interval structure for the considered
mMIMO system. Upper and bottom figures illustrate the
training and data transmission structure for the mMIMO and
NOMA schemes under NLOS setup.
gain and phase due to channel hardening), as further explained
in [19], [20]. Hence, no downlink pilots are needed for the
mMIMO scheme.
In summary, K pilots are needed for both schemes, but
they are allocated differently between uplink and downlink; see
Fig. 2 for an illustration. We will now provide the mathematical
details of the uplink training, which will later be important
when quantifying the achievable rates.
1) Channel Estimation with mMIMO: In this case, all the
users transmit pilots. Let
√
Kϕk ∈ CK×1 denote the K-length
orthogonal pilot sequence of user k, and for all k ∈ K:
ϕ
H
k ϕ j =
{
1, if j = k,
0, if j , k,
∀ j ∈ K. (6)
Note that the total pilot energy expended by each user scales
with the length of the pilot sequences. The received signal at
the BS is given by
Y =
√
K
∑
k′∈K
√
qk′gk′ϕ
H
k′ + Z. (7)
Here, the normalized transmission power of the pilot symbols
for user k is denoted by qk and Z ∈ CM×K is the noise matrix
with i.i.d. CN (0, 1) elements.
To acquire an estimate of the channel of user k, the BS
performs a de-spreading operation as follows:
yk = Yϕk,
=
√
Kqkgk +
√
K
∑
k′∈K\{k }
√
qkgk′ϕ
H
k′ϕk + z
′,
=
√
Kβkqkhk + z
′, (8)
where z′ = Z˜ϕk has i.i.d. CN(0, 1) elements, since ‖ϕk ‖2 = 1.
The de-spreading operation provides a noisy version of the
channel and the BS utilizes the minimum mean-square error
(MMSE) estimator to obtain the channel estimate hˆmMIMO
k
with
mMIMO as
hˆmMIMO
k
=
√
Kβkqk
Kβkqk + 1
yk . (9)
This estimate has M i.i.d. CN(0, γmMIMO
k
) elements with vari-
ance
γmMIMO
k
=
Kβkqk
Kβkqk + 1
. (10)
2) Channel Estimation with NOMA: During uplink training
each cell-center user transmits K/2-length orthogonal pilots
and the cell-edge users remain silent. For NOMA, the received
signal at the BS during uplink training is
Y =
√
K/2
∑
k′∈Kc
√
qk′gk′ϕ
H
k′ + Z, (11)
where ϕ1, . . . , ϕK/2 ∈ CK/2 are the orthogonal pilot sequences.
Similarly to the mMIMO case, the MMSE channel estimate
of cell-center user k is
hˆNOMAk =
√
Kβkqk/2
Kβkqk/2 + 1
Yϕk, (12)
where Y is given in (11) when using NOMA. The estimate
hˆNOMA
k
has i.i.d. CN(0, γNOMA
k
) elements with
γNOMA
k
=
Kβkqk
Kβkqk + 2
. (13)
III. Performance Analysis for NLOS
In this section, we analyze and compare the achievable
rates of the NOMA and mMIMO schemes when using the
NLOS channel model. The channel estimates described in
Section II-B are utilized to generate the downlink beamforming
vectors.
A. Downlink Data Transmission
After the training phase, the BS generates beamforming
vectors, based on the ZF criteria described in Section II-A,
and user k receives
yk =
K∑
k′=1
gTk xk′ + zk, (14)
where zk ∼ CN (0, 1) is the additive noise and xk ∈ CM is the
beamformed data symbol of user k obtained as
xk = vk
√
pksk . (15)
Here, sk ∼ CN(0, 1) is the data symbol of user k; pk is
the normalized transmission power of data symbols for user
k. This modeling applies to both the NOMA and mMIMO
schemes, but the beamforming vectors are selected differently.
In the NOMA scheme, the beamforming vector of the users
in the same group are identical, i.e., vk = vk+K/2 for all
k = 1, . . . ,K/2. In contrast, each user has a unique beam-
forming vector in the mMIMO scheme.
1) Rates with NOMA: The received signal in (14) can be
written as
yk =
√
βkh
T
k
K∑
k′=1
vk′
√
pk′sk′ + zk, (16)
=
√
βkpkh
T
k vksk +
√
βkh
T
k
K∑
k′,k,
k′=1
vk′
√
pk′sk′ + zk .(17)
and the instantaneous SINR of users in group k is
SINRk =
pk βk |hTk vk |2
βk
∑K
k′,k pk′ |hTk vk′ |2 + 1
(18)
5under Assumption 1.
In each group, the cell-edge users treat the interference as
noise and decodes its own data symbols, whereas the cell-
center user can decode the data symbols of the cell-edge user
and perform SIC, hence effectively removing the interference
due to the cell-edge user. However, in order to perform SIC,
the cell-center user needs to be able to decode data signal
intended for the cell-edge user, i.e., ergodic achievable rate of
the data signal of the cell-edge user, sk+K/2, at user k must be
greater than or equal to the ergodic achievable rate of the cell-
edge user. That is, the following condition must be satisfied:
E
[
log2
(
1 + SINRk,k+K/2
) ] ≥ E [log2 (1 + SINRk+K/2) ] ,
(19)
where
SINRk,k+K/2 =
pk+K/2βk |hTk vk+K/2|2
βk
∑K
k′,k+K/2 pk′ |hTk vk′ |2 + 1
. (20)
This condition can always be satisfied by selecting the transmit
powers appropriately, thus we make the following assumption.
Assumption 2: In the NOMA scheme, the SIC condition,
defined by (19), is assumed to be satisfied for each group.
Under Assumptions 1 and 2, the achievable ergodic rate of
user k is given by
RNOMAk = τE

log2
©­­­­­­­«
1 +
pk βk |hTk vk |2
βk
K∑
k′,k,
k′,k+K/2
pk′ |hTk vk′ |2 + 1
ª®®®®®®®¬

,∀k ∈ Kc,
(21)
where τ =
(
1 − K
T
)
is the fraction of each coherence interval
that is used for data.
For the cell-edge users, the achievable rate is given by
RNOMA
k
= τE
[
log2
(
1 + SINRk+K/2
)]
, ∀k ∈ Ke, (22)
where SINRk+K/2 is defined in (18).
A detailed derivation of the expressions in (21) and (22)
can be found in [15].
2) Rates with mMIMO: The mMIMO scheme has been
throughly investigated in the literature with using ZF in NLOS
scenarios [21], [22]. An ergodic achievable rate for user k is
given by
RmMIMO
k
≥ τ log2
©­­­­«
1 +
(M − K) pk βkγmMIMOk
βk(1 − γmMIMOk )
K∑
k′=1
pk′ + 1
ª®®®®¬
, (23)
with ZF.
B. Performance Comparison
In this section, we compare the achievable rates given by
(21), (22) and (23) with respect to the number of BS antennas,
M and the number of users K . While numerical analysis can be
carried out based on the rate expressions, (21) and (22), in their
current form, do not allow analytical comparison. Therefore,
we first make the following assumption (recall Remark 2).
Assumption 3: For the NOMA scheme, the beamforming
vectors are assumed to perfectly eliminate the interference
between different groups.
Using Assumption 3, we obtain the following upper bounds
for k = 1, . . . , K/2,
RNOMA
k
≤ τE
[
log2
(
1 + pk βk |hTk vk |2σ2
)]
, (24)
and
RNOMA
k
≤ τE
[
log2
(
1 +
pk βk |hTk vk |2
βkpk−K/2 |hTk vk |2 + 1
)]
, (25)
for all k = K/2 + 1, . . . ,K . Next, we can use the Jensen’s
inequality on (24) and (25) as follows:
RNOMA
k
≤ τ log2
(
1 + pk βkE
[|hTk vk |2] ) , ∀k ∈ Kc (26)
and
RNOMA
k
≤ τ log2
(
1 +
pk βkE
[ |hT
k
vk |2
]
βkpk−K/2E
[ |hT
k
vk |2
]
+ 1
)
,∀k ∈ Ke.
(27)
Remark 3: Note that we have started from achievable rate
expressions that were developed using the same methodology,
and then we derive a lower bound in (23) for mMIMO
and upper bounds in (26) and (27). This is in line with
the methodology for comparing the two schemes that was
explained in Remark 2.
C. Case study: Perfect CSI
We first investigate the case where both uplink and downlink
training results in perfect CSI. In this case, γmMIMO
k
= 1 and
(23) becomes
RmMIMO
k
≥ τ log2 (1 + (M − K) pk βk ) , (28)
whereas (26) and (27) will respectively become
RNOMA
k
≤ τ log2 (1 + pk βk (M + 1 − K/2)) ,∀k ∈ Kc, (29)
and
RNOMA
k
≤ τ log2
(
1 +
pk βk
pk−K/2βk + 1
)
, ∀k ∈ Ke. (30)
Notice the similarities between the rate expressions with
the mMIMO and NOMA schemes, in terms of eliminating
interference. In the case of perfect CSI, the mMIMO scheme
eliminates interference completely at each user. On the other
hand, NOMA eliminates interference at only one of the users
in each group, namely the cell-center user. Moreover, all the
K users have a rate that grows with M (known as the array
gain) in the mMIMO scheme, while that only happens for the
cell-center users in the NOMA scheme.
Fig. 3 illustrates the rate regions for the mMIMO and
NOMA schemes for K = 2 users and M = 25 BS antennas.
The distance between the cell-center user and the BS is 100m,
whereas the cell-edge user is located at 350m from the BS
which results in approximately 20 dB received SNR difference
at the users. In the figure, rate regions obtained using the
closed-form rate bounds given in (23), (29), and (30), are
60 1 2 3 4 5
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Fig. 3: Rate regions obtained for two users with M = 25 BS
antennas. The curves are obtained for a coherence interval
length, T = 100 symbols under the perfect CSI assumption.
utilized and for NOMA they are compared with the actual
rates defined by (21), and (22). In the rest of the analysis,
the lower bound on the rate is utilized for mMIMO, whereas
the upper bounds are used for NOMA scheme. Notice that
there is a significant difference between the rates achieved by
the mMIMO and NOMA schemes for the cell-edge users. The
reason that mMIMO outperforms NOMA at the cell-edge is
that mMIMO provides the array gain to both users, while the
NOMA scheme only give it to the cell-center user.
Next, we compare the performance of the mMIMO and
NOMA schemes in terms of sum rate. Consider the sum rate of
a group under NOMA scheme and assume for simplicity that
indexes 1, 2 represent the cell-center and the cell-edge users,
respectively. Then, the sum rate for the two users is
RNOMAsum = τ log2
(
1 + M¯p1β1
)
+ τ log2
(
1 +
p2β2
1 + p1β2
)
, (31)
where M¯ = M + 1 − K/2. The maximization of this sum rate
is investigated in [23] for two users.
Next, we generalize the two-user setup to K users. Let
p = [p1, . . . , pK ]T denote the power vector. Then, the sum
rate optimization problem can be stated as
maximize
p0
K∑
k=1
Rk
subject to
K∑
k=1
pk ≤ pmax.
(P1)
For the mMIMO scheme the optimization problem becomes
maximize
p0
K∑
k=1
τ log2 (1 + (M − K) pk βk)
subject to
K∑
k=1
pk ≤ pmax,
(P1-mMIMO)
which can be solved via the conventional water-filling algo-
rithm described in [24].
For the NOMA scheme the optimization problem instead
becomes
maximize
p0
∑
k∈Kc
τ log2
(
1 + pk βk M¯
)
+
∑
k∈Ke
τ log2
(
1 +
pk βk
pk−K/2βk + 1
)
,
subject to
K∑
k=1
pk ≤ pmax,
(P1-NOMA)
which has a more complicated structure. To solve the problem
we first state the following result.
Lemma 1: The optimization problem (P1) is maximized if
and only if
pk = 0, ∀k ∈ Ke, (32)
under the NOMA scheme.
Proof: See Appendix A.
The importance of Lemma 1 is that to obtain the maximum
sum rate, the NOMA scheme does not allocate any power to
the cell-edge users, which are effectively dropped from service.
Notice that this result holds for any number of antennas and
users. Hence, the sum rate maximization problem for NOMA
scheme reduces to the following:
maximize
p0
K/2∑
k=1
τ log2
(
1 + M¯pk βk
)
subject to
K/2∑
k=1
pk ≤ pmax.
(P2)
which, similar to the mMIMO case, can be solved via the
conventional water-filling algorithm described in [24].
Remark 4: In a real system, each user would have a rate
requirement, albeit it may be low for some users. Considering a
setup with rate requirements would result in a lower maximum
sum rate for the NOMA scheme. The case where each user
has a rate constraint is investigated in Section V.
In Fig. 4, the average sum rates obtained by mMIMO and
NOMA, with respect to number of users, are depicted under
a setup with M = 30 BS antennas. The cell-center and edge
users are uniformly distributed in certain parts of the cell such
that the received SNR of cell-center users are in the range 15–
26 dB whereas for cell-edge users it is from −5 dB to 15 dB.
The simulation parameters are summarized in Table I. The
curves represent the solutions to (P1). The figure shows that
mMIMO provides a higher sum rate than NOMA for K ≤ 16,
while NOMA outperforms mMIMO scheme when K > 16.
Hence, as K/M → 1 NOMA becomes superior whereas when
M ≫ K , which is normally what is considered to be massive
MIMO in the literature, mMIMO outperforms the NOMA
scheme. In other words, NOMA can outperform small-scale
multi-user MIMO systems, but not a true mMIMO system.
Remark 5: For the simulations involving optimization prob-
lems that lack a closed-form solution, we used CVX, a package
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Fig. 4: The average sum rate obtained for the problem defined
in (P1) where the average is taken with respect to random
user locations. The curves are obtained for various number of
users under a setup with M = 30 BS antennas and coherence
interval length, T = 100 symbols.
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Fig. 5: The curves represent the average sum rate obtained for
the problem defined in (P1) where the average is taken with
respect to random user locations. The average sum rates are
obtained for the mMIMO and NOMA schemes as a function
of number of BS antennas for K = 10 users with a coherence
interval length of T = 100 symbols.
for solving convex programs [25] to obtain the optimal power
allocation vectors.
The performance of mMIMO and NOMA with respect to
the number of BS antennas are shown in Fig. 5 for K = 10.
As expected, when K/M ≈ 1, NOMA provides the better
performance, however in the massive MIMO regime, mMIMO
is significantly better than the NOMA scheme. Furthermore,
even though both approaches benefit from a higher number of
BS antennas, the difference between them increases with M.
D. Analytical Example: Two User
To analytically determine for which values of M and K that
mMIMO and NOMA are preferable, we now investigate (P1)
for two users. Even though such an example may seem trivial,
the two user case is an important setup to derive basic insights
and it has been investigated in various prior works [23], [26].
Recall that the sum rate for NOMA is maximized by allocating
pmax to the cell-center user, i.e., the optimal power vector
that maximizes sum rate for NOMA is p∗ = [pmax, 0]T which
is shown by Lemma 1. For mMIMO, we have the following
result.
Lemma 2: Consider the optimization problem (P1) for two
users with the mMIMO scheme. Then, the optimum power
transmit powers are
p1 = min
(
pmax,
β1 − β2 + pmaxβ1β2 (M − 2)
2β1β2 (M − 2)
)
, (33)
p2 = pmax − p1. (34)
Proof: See Appendix B.
Using (33) and (34), the maximum sum rate with mMIMO
is
RmMIMOmax = τ log2
(
(β1 + β2 + pmaxβ1β2 (M − 2))2
4β1β2
)
, (35)
assuming that
pmax ≥ β1 − β2
β1β2 (M − 2)
, (36)
holds. If (36) is not satisfied, we have
RmMIMOmax = τ log2 (1 + pmaxβ1 (M − 2)) . (37)
Note that the condition given in (36) determines whether cell-
edge user is dropped or not, i.e., if (36) holds, p2 > 0.
For NOMA we have
RNOMAmax = τ log2 (1 + pmaxβ1M) . (38)
In the NOMA scheme, the sum rate scales with M while with
mMIMO it scales with (M − 2)2 assuming that (36) holds.
This suggest that when M is small, NOMA may provide a
better performance, however mMIMO will always outperform
NOMA scheme when M becomes sufficiently large. For the
two user case, we can compare these two schemes and find
an expression for the number of BS antennas where mMIMO
starts to provide a higher sum rate.
Lemma 3: Consider the optimization problem (P1) for two
users and assume that (36) is satisfied to ensure that p2 > 0
with mMIMO. Let M∗ ∈ Z+ denote the minimum number of
BS antennas such that
RmMIMOmax ≥ RNOMAmax , ∀M ≥ M∗ . (39)
Then,
M∗ = ⌈M˜⌉, (40)
where
M˜ = 2 +
β1 − β2
pmaxβ1β2
+
2
√
2√
pmaxβ2
, (41)
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Fig. 6: Maximum sum rate as a function of number of BS
antennas. Black circle shows M∗ defined in (40).
and ⌈·⌉ is the ceiling function.
Proof: See Appendix C.
Lemma 3 provides insights into the relative performance of
the mMIMO and NOMA schemes. First, notice that NOMA
benefits from the difference between large-scale fading coef-
ficients. Second, a smaller β2 also favors the NOMA scheme
which is in alignment with the grouping of cell-edge and center
users. Finally, high SNR favors the mMIMO scheme. Fig. 6
illustrates the sum rates obtained for two user case as well
as M∗ given in (40), where mMIMO becomes superior for
M ≥ 9, which is much smaller than what is normally referred
to as massive MIMO. For this particular example, cell-center
user is located at a distance of 100m to the BS, whereas the
cell-edge user is located at the edge of the cell.
IV. Performance Analysis for LOS
In this section, we investigate the performance of the NOMA
and mMIMO schemes in a LOS setup. Contrary to the NLOS
case, the channel between the transmitter and the receiver
deterministic and perfectly known at the BS.
The LOS channel between the BS and the user k is
gk =
√
βkhk, ∀k = 1, . . . ,K, (42)
where in case of a uniform linear array (ULA) we have
hk =
[
1 e j2pi
d
λ
sinφk , . . . , e j2pi(M−1)
d
λ
sinφk
]T
, ∀k = 1, . . . , K .
(43)
Here, d represents the distance between two adjacent antennas
in the ULA; λ is the carrier wavelength; φk is the angle of
departure from the BS station to the kth user, relative to the
array boresight.2 It is important to note that we consider a
uniform linear array for the LOS case and (43) is valid under
2In (43), a term to model the phase rotation of all antennas in the LOS
channel model, can also be included. However, this term does not affect the
achievable rates and is thus omitted.
the assumption that users are located in the far field of the
ULA and there is no scattering.
Remark 6: The LOS channel defined in (43) is only one
of the many ways to generate hk and is valid for ULAs only.
This is the model that we utilize in the simulations. Based on
the array geometry, hk may be generated in different ways [10,
Section 7.3]. However, the rate expressions provided are valid
for any other array setups.
A. Achievable Rates
Similar to the NLOS case, the received signal at user
k is given by (17). We once again consider the NOMA
and mMIMO schemes. For the mMIMO scheme, we have a
beamforming matrix V = [v1, . . . , vK ] given by
V = H
(
HHH
)−1
, (44)
where H = [h1, . . . , hK ] is the M × K channel matrix. The
achievable rate of user k is
Rk = log2 (1 + SINRk) (45)
where the SINR of user k when treating interference as noise,
is
SINRk =
pk βk[
(HHH)−1
]
k′,k′
, for mMIMO. (46)
Here, [A]k,k denotes the kth diagonal element of matrix A.
For the NOMA scheme, the achievable rate for cell-center
user k is given by
RNOMA
k
= log2
©­­­­­­­«
1 +
pk βk |hTk vk |2
βk
K∑
k′,k,
k′,k+K/2
pk′ |hTk vk′ |2 + 1
ª®®®®®®®¬
,∀k ∈ Kc, (47)
and
RNOMAk = log2
(
1 +
pk+K/2βk |hTk vk+K/2 |2
βk
∑K
k′,k+K/2 pk′ |hTk vk′ |2 + 1
)
, ∀k ∈ Ke,
(48)
where we assumed that the cell-center user first decodes the
data symbols of cell-edge user and perform SIC similar to the
NLOS case. The interference from other groups are treated as
noise.
B. Performance Comparison
In this section, we compare the performance of the NOMA
and mMIMO schemes in the LOS setup. Similar to the NLOS
case, we consider the maximum sum rate problem defined
in (P1). First, we focus on the NOMA scheme and state the
following result.
Lemma 4: The sum rate optimization problem defined in
(P1) is maximized if and only if
pk = 0, ∀k ∈ Ke, (49)
with the NOMA scheme under the LOS setup.
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Fig. 7: Comparison of the average of the maximum sum rate
solutions to the optimization problem defined in (P1) as a
function of number of BS antennas under LOS setup for K =
10 users.
Proof: The proof is similar to the NLOS case, the only
difference is the definition of hk , and therefore is omitted.
The conclusion is once again that NOMA scheme should
allocate all its power to the cell-center users in order to
maximize the sum rate. For the mMIMO scheme, the solution
to (P1) can be obtained via water-filling methods.
The performance of mMIMO and NOMA schemes under
LOS setup with K = 10 users, are depicted in Fig. 7. The user
angles are generated randomly, i.e., φk ∼ U(0, 2pi) for k ∈ K.
Similar to the NLOS case, the users are uniformly distributed.
The details are provided in Table I. Higher number of BS
antennas favors the mMIMO schemes more compared to the
NOMA scheme. When M/K ≈ 1, the NOMA scheme provides
the best performance. However, as M increases, mMIMO
outperforms NOMA. This is consistent with the observations
made in the NLOS case.
Finally, Fig. 8 illustrates the sum rate as a function of
number of users for M = 75. Similar to the previous cases,
mMIMO outperforms the NOMA scheme for most values of
K , but NOMA becomes the better choice for very large K
values (in this case K > 28).
V. Do We Need NOMA in Massive MIMO Systems?
Recall that massive MIMO usually refers to scenarios with
M ≫ K (i.e., many more antennas than users). The results pre-
sented in Sections IV and III indicate that the NOMA scheme
brings benefits over the mMIMO scheme when M/K ≈ 1,
but not in the typical massive MIMO scenarios. However,
this is not a conclusive observation. We will now demonstrate
that there are cases where the NOMA scheme can provide
gains also in massive MIMO scenarios, and we will then
demonstrate how to utilize that in a hybrid mMIMO-NOMA
scheme.
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Fig. 8: Comparison of the average of the maximum sum rate
solutions to the optimization problem defined in (P1) with
respect to the number of users under LOS setup for M = 75
BS antennas.
6 12 18 24 30 36
0
0.2
0.4
0.6
0.8
1
0
5
10
15
20
25
Fig. 9: On the left axis, Pc(M) is depicted as a function of
number of BS antennas under LOS setup, with K = 6 users.
On the right, the average sum rate obtained for the mMIMO
and NOMA schemes are shown.
Let Pc(M) denote the probability that a random realization
of the user locations lead to a sum rate that is higher with the
NOMA scheme than with the mMIMO scheme, for a given M.
In Fig. 9, Pc(M) is depicted for K = 6 users in the LOS setup.
On the right axis, the maximum sum rates for the LOS case is
shown for the mMIMO and NOMA schemes. Even though, a
higher sum rate is achieved with mMIMO on the average when
M > 18, there is still a significant probability that NOMA
outperforms mMIMO in a particular realization of the user
locations. The use of NOMA in those cases would result in a
higher average sum rate. However, this would require a system
with the flexibility to switch between NOMA and mMIMO
depending on which users the BS is serving for the moment.
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A. In Which Situations Do We Need NOMA?
The favorable propagation concept in the massive MIMO
literature says that the users’ channels become mutually or-
thogonal when M → ∞ [10], [27]. However, since M is finite
in any practical system, the probability that two users have
similar channels is non-negligible. Users with similar chan-
nel conditions may deteriorate the performance of mMIMO
schemes. With this in mind, there are several prior works that
proposed dropping users that have similar channels to other
users, in an effort to obtain a user set where all the channels
are approximately mutually orthogonal [27], [28].
On the other hand, in the NOMA scheme, two users in
the same group ideally should have identical channels, so
that one beamforming vector fits both users, and different
large-scale fading coefficients. Hence, in the massive MIMO
regime with a finite M that satisfies M ≫ K , we can benefit
from employing NOMA when two users have nearly parallel
channels—this can happen in both LOS and NLOS scenarios,
but is more probable in the former situation.
B. How to Use NOMA in Massive MIMO?
In this section, we propose a hybrid approach, referred
to as hybrid mMIMO-NOMA (HmNOMA), which combines
the advantages of the two schemes, mMIMO and NOMA,
as follows. After the channel vectors have been estimated,
based on the similarity of these channels, the BS either creates
groups where each group utilizes the NOMA scheme or creates
beamforming vectors using the conventional mMIMO scheme
with ZF beamforming. Note that the performance of the
NOMA scheme increases with the correlation of the channels
of the users in a group, since the beamformer will then fit both
user. The correlation between the channels of users i and j is
ρi, j =
|hH
i
hj |
‖hi ‖‖hj ‖
. (50)
For the LOS case, (50) reduces to
ρi, j =
1
M
1 − e j2pi dλ (sin(φi )−sin(φ j ))M1 − e j2pi dλ (sin(φi )−sin(φ j ))
 (51)
which attains its maximum as | sin(φi) − sin(φ j)| → 0. Hence,
we utilize
dLOSi, j = | sin(φi) − sin(φ j)|, (52)
as a distance measure in the LOS case, whereas in the NLOS
case, we have
dNLOSi, j = ρi, j . (53)
In order to employ the hybrid approach, the pairing algorithm
must be carried out at each coherence interval based on the
channel estimates. Moreover, for the NOMA groups downlink
pilots must be transmitted. In the subsequent numerical anal-
ysis, we assume that downlink pilots are transmitted without
any cost and the perfect CSI is available at the users which
employs NOMA.
In the LOS case, user i ∈ Kc and user j ∈ Ke are grouped
together if
| sin(φi) − sin(φ j)| ≤ ν, (54)
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Fig. 10: The hybrid NOMA (HmNOMA) approach compared
with the mMIMO and NOMA schemes in terms of the average
sum rate for various threshold values under a setup with K = 6
users and M = 36 BS antennas. Here, α = 1/(2M) and only
HmNOMA curve is a function of the threshold ν as other
approaches do not utilize a threshold.
where the threshold ν is a design variable. A simple pairing
algorithm for the LOS case is described in Algorithm 1. For
the NLOS case, dNLOS
i, j
is computed based on the correlation of
the channels and the pairing is accomplished by grouping users
with maximum correlation. This algorithm is similar to the one
given in [12], with the difference that the pairing decision is
based on a predefined threshold, ν and the distance measure
defined in (54).
Algorithm 1 Pairing Algorithm - LOS
INPUT: φ1, . . . , φK
OUTPUT: Π ← {}, // set of pairs
1: for i = 1 :K/2 // for all cell-center users
2: for j = K/2 + 1 : K // for all cell-edge users
3: if user j is not paired
4: compute dLOS
i, j
5: end if
6: end for
7: j∗ = argmin
j
di, j //find the most similar channel
8: if di, j∗ < ν // Compare with a threshold
9: Π = Π ∪ (i, j∗)
10: end if
11: end for
Remark 7: Note that, there is no claim of optimality of this
simple pairing algorithm. There are various additional factors
that may be considered while pairing users, such as the large-
scale coefficient difference, rate requirements, etc. We leave
the optimal user pairing for NOMA in massive MIMO setups
as future work.
In Fig. 10, the sum rate obtained with the HmNOMA
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scheme is compared with the mMIMO and NOMA schemes
in a setup with K = 6 users and M = 12 BS antennas. The
curves are obtained for various values of the threshold ν for
the HmNOMA, whereas the mMIMO and NOMA schemes
do not utilize any threshold and therefore have straight lines.
Here, α = 1/2M is chosen as it has been shown in [27] that
if there exist any pair of users where | sin(φi) − sin(φ j )| is in
the order of 1/M, the favorable propagation assumption does
not hold. As expected, mMIMO performs better that NOMA
in terms of average sum rate. However, HmNOMA performs
the best when ν ≤ 10α. The HmNOMA scheme attains its
maximum sum rate when the threshold is at ν = 1/2M, which
suggest that for users with very small angle differences, the
use of NOMA is recommended.
For the sum rate maximization problem, the HmNOMA
scheme boils down to dropping the cell-edge users that has
similar channels to the cell-center users, as we have observed
earlier for the pure NOMA scheme. However, in a real system
each user has a rate constraint that must be satisfied. To assess
the performance of different approaches with rate constraints,
we consider the following problem:
maximize
p0
µ
subject to Rk ≥ µ ∀k ∈ Kc,
Rj ≥ cµ ∀ j ∈ Ke,
K∑
k=1
pk ≤ pmax.
(P3)
In (P3), the goal is to provide each cell-center user with a
target rate µ and each cell-center user with a smaller target
rate cµ where 0 < c < 1. This ensures that the cell-edge users
are served with a smaller rate compared to the cell-center users
instead of being dropped.
Fig. 11 illustrates the performance of the mMIMO, NOMA,
and HmNOMA schemes for (P3) under a NLOS setup. In
this example, there are K = 10 users and M = 12 antennas.
An SINR constraint is imposed such that the cell-center
users achieve 100 times more SINR than the cell-edge users
which results in a rate constraint with c ≈ 0.05 in (P3).
For the HmNOMA, we employ a modified pairing algorithm
defined in Algorithm (1), which is suitable for the NLOS
case. HmNOMA outperforms mMIMO when the threshold
is 0.2 < ν < 0.5, which shows that NOMA can provide
gains when the users channels are similar, yet the gains are
around 1.4%. For the higher threshold values, the probability
of having two users with such a high correlation is very
low and therefore, HmNOMA performs similar to mMIMO
at higher threshold values.
As a final example, we consider (P3) under a LOS setup.
For this particular example, there are K = 6 users and
M = 36 antennas. Similar to the previous example, an SINR
constraint is imposed such that the cell-center users achieve
100 times more SINR than cell-edge users. Although mMIMO
heavily outperforms NOMA, HmNOMA still provides the best
performance when the threshold is α < ν < 5α. We see that
HmNOMA provides gains more than 8% for this particular
LOS example.
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Fig. 11: The average of the optimal solutions obtained for
(P3) via the mMIMO, HmNOMA, and NOMA schemes. The
curves are obtained under a NLOS setup with K = 10 users
and M = 12 BS antennas. There is constraint to ensure that
cell-center users achieve 100 times more SINR than the cell-
edge users.
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Fig. 12: The average of the optimal solutions obtained for
(P3) via the mMIMO, HmNOMA, and NOMA schemes. The
curves are obtained under a setup with K = 6 users, M = 36
BS antennas and, α = 1/(2M).
VI. Conclusion
NOMA is known to provide considerably higher rates than
OMA, but how does it perform compared with other popular
multiple access schemes in 5G scenarios? In this work, we
have investigated the gains that NOMA can provide in massive
MIMO setups, with a large number of antennas compared
to the number of users, and compared it with a standard
approach from the massive MIMO literature. More precisely,
instead of the conventional comparison between NOMA and
OMA, we compare two non-orthogonal approaches: power-
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domain NOMA and mMIMO using ZF. This comparison is
practically important since BSs equipped with many antennas
are already being deployed in LTE networks and will be the
norm when the 5G deployments take off. It is important to
remember that the conventional mMIMO techniques, which
use spatial multiplexing to serve multiple users on the same
time/frequency/code resources and rely on beamforming to
partially suppress inter-user interference, cannot be considered
OMA schemes.
In the first part of the paper, the performance of two standard
NOMA and mMIMO schemes are compared in a NLOS
setup. We prove analytically that when M ≫ K , mMIMO
achieves the highest average sum rate. However, in cases
where M ≈ K , the NOMA scheme is better. A closed-form
expression for the minimum number of BS antennas such that
the mMIMO scheme outperformsNOMA, is derived in the two
user case, which shows that NOMA benefits from a smaller
large-scale fading coefficient for the cell-edge user and a large
difference between the large-scale fading coefficients. Similar
observations were made in the LOS case.
In the second part of the paper, we demonstrate that even
though the mMIMO scheme significantly outperforms NOMA
in terms of average sum rate when M ≫ K , NOMA can
still be useful in massive MIMO systems. By analyzing the
probability that the NOMA scheme outperforms the mMIMO
scheme for a random set of user locations, we observed
that there is a non-negligible probability for this to happen
in LOS cases. Inspired by this result, we provide a hybrid
approach, HmNOMA, along with a pairing algorithm to form
user groups based on the similarity of the users’ channels.
The HmNOMA identifies those users that would benefit from
power-domain NOMA operation, while the rest are served as
in standard mMIMO. This hybrid approach outperforms the
standalone NOMA and mMIMO schemes. However, in the
NLOS case, HmNOMA provides only modest gain compared
to the standalone mMIMO scheme and those gains should be
taken with caution as we have made several assumptions when
developing the rate expressions that favors NOMA.
This work considers the two extremes in terms of channel
models: the NLOS case with i.i.d. Rayleigh fading and the
LOS case with deterministic channels. A combination of the
NOMA and mMIMO schemes seems to provide gains in both
cases, albeit the gains are substantially higher in the LOS case.
In a real system, it is likely to have a channel which is a
combination of these two cases; for example, a LOS scenario
that also contains fading or a NLOS case where the small-
scale fading exhibits strong spatial correlation. Hence, it can
be concluded that a mMIMO system that supports NOMA and
has the ability to switch between the NOMA and mMIMO
schemes can perform better than a system that only employs
one of the schemes.
Appendix A
Proof of Lemma 1
Consider the group k, for which we have
pk,1 + pk,2 = P (55)
TABLE I: Simulation Parameters
System Parameter Value
Path and penetration loss at distance d (km) 130 + 37.6 log10(d)
Cell edge length 350 m
Center user minimum distance 50 m
Center user maximum distance 100 m
Edge user minimum distance 100 m
Edge user maximum distance 350 m
Coherence interval length (in symbols) 100
Received SNR at cell-center users [15, 26] dB
Received SNR at cell-edge users [−5, 15] dB
for some positive transmit power P, denoting the total trans-
mission power assigned to this group. Here, pk,1 and pk,2
denote the transmit power of the cell-center and the cell-edge
user, respectively. The sum rate is given by
f
(
pk,1, pk,2
)
= log2
(
1 + M¯β1pk,1
)
+ log2
(
1 +
pk,2β2
1 + pk,1β2
)
(56)
and the derivative with respect to pk,1 is
df
(
pk,1, P − pk,1
)
dpk,1
=
1
ln(2)
(
M¯β1
1 + M¯β1pk,1
− β2
1 + β2pk,1
)
,
=
M¯β1 − β2
ln(2) (1 + M¯β1pk,1) (1 + β2pk,1) , (57)
which is always positive if M¯β1 > β2. Since, M¯ ≥ 1 and
β1 > β2 by definition, we have
max
p1,p20
f
(
pk,1, pk,2
)
= f (P, 0) , (58)
which concludes the proof since the result is independent of
the actual value of P.
Appendix B
Proof of Lemma 2
The sum rate for two users with ZF is given by
g (p1, p2) = log2
(
1 + p1β1M¯
)
+ log2
(
1 + p2β2M¯
)
, (59)
where M¯ = M − 2 and the derivative with respect to p1 is
dg (p1, pmax − p1)
dp1
=
1
ln(2)
(
M¯β1
1 + M¯β1p1
− β2
1 + β2p1
)
. (60)
The second derivative of g (p1, pmax − p1) with respect to p1 is
negative. Hence, the optimum power allocation can be found
by equating the derivative to zero, leading to:
M¯ (β1 − β2) + (pmax − 2p1) β1β2M¯2 = 0, (61)
which can be solved for p1 to obtain
p1 =
β1 − β2 + pmaxβ1β2 (M − 2)
2β1β2 (M − 2)
. (62)
Since, g (p1, pmax − p1) is a concave function, the optimal
transmit power for the cell-center user with a power constraint,
is
p1 = min
(
pmax,
β1 − β2 + pmaxβ1β2 (M − 2)
2β1β2 (M − 2)
)
, (63)
which concludes the proof.
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Appendix C
Proof of Lemma 3
The maximum sum rates for the mMIMO and NOMA
schemes in the two user setup are given by (35) and (38).
In order to find M∗, we compare the sum rates as follows:
τ log2
(
(β1 + β2 + Pβ1β2 (M − 2))2
4β1β2
)
mMIMO
≷
NOMA
τ log2 (1 + Pβ1M) ,
(β1 + β2 + Pβ1β2 (M − 2))2
4β1β2
mMIMO
≷
NOMA
1 + Pβ1M, (64)
where P = pmax. (64) can be rearranged to obtain(
M − 2 − β1 − β2
Pβ1β2
)2
− 8
Pβ2
mMIMO
≷
NOMA
0 (65)
(M − a1) (M − a2)
mMIMO
≷
NOMA
0 (66)
where
a1 = 2 +
(β1 − β2)
Pβ1β2
− 2
√
2√
Pβ2
, (67)
a2 = 2 +
(β1 − β2)
Pβ1β2
+
2
√
2√
Pβ2
. (68)
Since, a1 < a2, for any M > a2, the mMIMO scheme provides
a higher sum rate than the NOMA scheme.
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