of length n has a Tanner graph without cycles, then maximum-likelihood soft-decision decoding of can be achieved in time O(n 2 ). However, we show that cycle-free Tanner graphs cannot support good codes. Specifically, let be an (n; k; d) linear code of rate R = k=n that can be represented by a Tanner graph without cycles. We prove that if R 0:5 then d 2, while if R < 0:5 then is obtained from a code of rate 0:5 and distance 2 by simply repeating certain symbols. In the latter case, we prove that
I. INTRODUCTION
Iterative decoding algorithms on factor graphs [15] have become a subject of much active research in recent years [1] , [2] , [4] , [5] , [9] , [15] - [18] , [22] , [29] , and [30] . For example, the wellknown turbo codes and turbo decoding methods [5] , [4] constitute a special case of this general approach to the decoding problem. Factor-graph representations for turbo codes were introduced in [29] and [30] , where it is also shown that turbo decoding is an instance of a general decoding procedure, known as the sum-product algorithm. Another extensively studied [8] , [27] special case is trellis decoding of block and convolutional codes. It is shown in [9] and [30] that the Viterbi algorithm on a trellis is an instance of the min-sum iterative decoding procedure, when applied to a simple factor graph. The forward-backward algorithm on a trellis, due to Bahl, Cocke, Jelinek, and Raviv [3] , is again a special case of the sum-product decoding algorithm. More general iterative algorithms on factor graphs, collectively termed the "generalized distributive law" or GDL, were studied by Aji and McEliece [1] , [2] . These algorithms encompass maximum-likelihood decoding, belief propagation in Bayesian networks [10] , [20] , and fast Fourier transforms as special cases.
It is proved in [2] , [15] , [26] , and [30] that the min-sum, the sum-product, the GDL, and other versions of iterative decoding on factor graphs all converge to the optimal solution if the underlying factor graph is cycle-free. If the underlying factor graph has cycles, very little is known regarding the convergence of iterative decoding methods.
This work is concerned with an important special type of factor graphs, known as Tanner 1 graphs. The subject dates back to the work of Gallager [11] on low-density parity-check codes in 1962. Tanner [26] extended the approach of Gallager [11] , [12] to codes defined by general bipartite graphs, with the two types of vertices representing code symbols and checks (or constraints), respectively. He also introduced the min-sum and the sum-product algorithms, and proved that they converge on cycle-free graphs. More recently, codes defined on sparse (regular) Tanner graphs were studied by Spielman [22] , [25] , who showed that such codes become asymptotically good if the underlying Tanner graph is a sufficiently strong expander. These codes were studied in a different context by MacKay and Neal [16] , [18] , who demonstrated by extensive experimentation that iterative decoding on Tanner graphs can approach channel capacity to within about 1 dB. Latest variants [17] of these codes come within about 0.3 dB from capacity, and outperform turbo codes.
In general, a Tanner graph for a code of length n over an alphabet A is a pair (G; L), where G = (V; E) is a bipartite graph and L = fC1 ; C2; 1 1 1 ; Cr g is a set of codes over A, called behaviors or constraints. We denote the two vertex classes of G by X and Y , so that V = X [ Y. The vertices of X are called symbol vertices and jX j = n, while the vertices of Y are called check vertices and jY j = r. There is a one-to-one correspondence between the constraints C1; C2; 1 1 1 ; Cr in L and the check vertices y1; y2; 1 1 1 ; yr in Y ; so that the length of the code C i 2 L is equal to the degree of the vertex y i 2 Y, for all i = 1; 2; 1 1 1 ; r. A configuration is an assignment of a value from A to each symbol vertex x1; x2; 1 1 1 ; xn in X . Thus a configuration may be thought of as a vector of length n over A. Given a configuration = ( 1 ; 2 ; 1 1 1 ; n ) and a vertex y 2 Y of degree , we define the projection y of on y as a vector of length over A obtained from by retaining only those values that correspond to the symbol vertices adjacent to y. Specifically, if fxi ; xi ; 1 1 1 ; xi g X is the neighborhood of y in G ; then y = ( i ; i ; 1 1 1 ; i ). A configuration is said to be valid if all the constraints are satisfied, namely, if y 2 C i for all i = 1; 2; 1 1 1 ; r. The code represented by the Tanner graph (G; L) is then the set of all valid configurations.
While the foregoing definition of Tanner graphs is quite general, the theory and practice of the subject [7] , [16] - [18] , [22] , [26] , is focused almost exclusively on the simple special case where all the constraints are single-parity-check codes over IF2. This work is no exception, although we will provide for the representation of linear codes over arbitrary fields by considering the zero-sum codes over IF q rather than the binary single-parity-check codes. It seems appropriate to call the corresponding Tanner graphs simple. Notice that in the case of simple Tanner graphs, the set of constraints L is implied by definition, so that one can identify a simple Tanner graph with the underlying bipartite graph G . All of the Tanner graphs considered in this correspondence, except in Section V-C, are simple. Thus for the sake of brevity, we will henceforth omit the quantifier "simple." Instead, when we consider the general case in Section V-C, we will use the term general Tanner graphs.
We can think of a (simple) Tanner graph for a binary linear code of length n as follows. Let H be an r 2 n parity-check matrix for . Then the corresponding Tanner graph for is simply the bipartite graph having H as its X ; Y adjacency matrix. It follows that the number of edges in any Tanner graph for a linear code of length n is O(n 2 ). Thus if we can represent by a Tanner graph without cycles, then maximum-likelihood decoding of can be achieved in time O(n 2 ), using the min-sum algorithm, for instance.
However, both intuition and experimentation (cf. [16] ) suggest that powerful codes cannot be represented by cycle-free Tanner graphs. The notion that cycle-free Tanner graphs can support only weak codes is, by now, widely accepted. Our goal in this correspondence is to make this "folk knowledge" precise. We provide rigorous answers to the question: Which codes can have cycle-free Tanner graphs?
Our results in this regard are two-fold: we derive a characterization of the structure of such codes and an upper bound on their minimum distance. The upper bound (Theorem 5) shows that codes with cyclefree Tanner graphs provide extremely poor tradeoff between rate and distance for each fixed length. This indicates that at very high signalto-noise ratios these codes will perform badly. In general, however, the minimum distance of a code does not necessarily determine its performance at signal-to-noise ratios of practical interest. Indeed, there exist codes-for example, the turbo codes of [4] and [5] -that have low minimum distance, and yet perform very well at low signal-to-noise ratios. The development of analytic bounds on the performance of cycle-free Tanner graphs under iterative decoding is a challenging problem, which is beyond the scope of this work. Nevertheless, our results on the structure of the corresponding codes indicate that they are very likely to be weak: their parity-check matrix is much too sparse to allow for a reasonable performance even at low signal-to-noise ratios.
The rest of this correspondence is organized as follows. We start with some definitions and auxiliary observations in the next section. In Section III, we show that if an (n; k; d) linear code can be represented by a cycle-free Tanner graph and has rate R = k=n 0:5; then d 2. We furthermore prove that if R < 0:5, then is necessarily obtained from a code of rate 0:5 and minimum distance 2 by simply repeating certain symbols in each codeword. Theorem 5 of Section IV constitutes our main result: this theorem gives an upper bound on the minimum distance of a general linear code that can be represented by a cycle-free Tanner graph. Furthermore, the bound of Theorem 5 is exact. This is also proved in Section IV by means of an explicit construction of a family of (n; k; d) linear codes that attain the bound of Theorem 5 for all values of n and k. Asymptotically, for n ! 1, the upper bound takes the form d 2b1=Rc (1) and an immediate consequence of (1) is that asymptotically good codes with cycle-free Tanner graphs do not exist. We show in Section V that the same is true for Tanner graphs with cycles, unless the number of cycles increases exponentially with the length of the code. We also show in Section V that for every binary code that can be represented by a cycle-free Tanner graph, there exists a graph G such that is the dual of the cycle code of G . This establishes an interesting connection between codes with cycle- free Tanner graphs and the well-known [6] , [15] , [13] , [21] , [24] class of graph-theoretic cut-set codes. The corresponding Tanner graph T (H) is shown in Fig. 1(a) . Notice that H is not cycle-free, since the sequence of edges (x 1 ; y 1 ); (y1; x3); (x3; y2); and (y2; x1) constitutes a cycle. However, the code is, in fact, cycle-free since adding the first row of H to the second row produces a cycle-free parity-check matrix H 0 for . The graph T (H 0 ) shown in Fig. 1(b) is a cycle-free Tanner graph for . The following simple lemma will serve as our starting point. This lemma is well known in graph theory-see, for instance, West [28, p. 52]-and we omit the proof. 
III. THE STRUCTURE OF CYCLE-FREE CODES
We start with a simple theorem, which gives a tight upper bound on the minimum distance of high-rate cycle-free linear codes.
Theorem 2:
Let be an (n; k; d) cycle-free linear code of rate
Proof: Let H be the r2n cycle-free parity-check matrix for : We assume without loss of generality (w.l.o.g.) that H has full rowrank and r = n 0 k, since otherwise we can remove the linearly dependent rows of H while preserving the cycle-free property. Let 
in view of (2) . Substituting r = n 0k into (3), this inequality readily reduces to 1 k + 1. Since k=n 0:5, it follows that k r and 1 r + 1. This means that the number of weight-one columns in H is greater than the number of rows in H. Hence H contains at least two columns of weight one that are scalar multiples of each other, and d = 2.
Theorem 2 implies that the (n; n01; 2) single-parity-check code E n is, in a sense, the optimal cycle-free code of rate 0:5, since all such codes have distance d 2 and En has the highest rate. The cycle-free Tanner graph for E n is depicted in Fig. 2 (a).
To show that the bound of Theorem 2 is tight for all n and k, with n=2 k n 0 1, we may start with the single-parity-check code E k+1 and repeat any symbol (or symbols) in E k+1 until a code of length n is obtained. The following lemma shows that this always produces an (n; k; 2) cycle-free code for k n=2.
Lemma 3:
Let be a cycle-free code of length n and dimension k:
Fix a positive integer i, with i n, and let 0 be the code obtained from by repeating the ith symbol in each codeword. Then 0 is a cycle-free code of length n + 1 and dimension k.
Proof: The length and dimension of 0 are obvious. To see that 0 is cycle-free, observe that a Tanner It is easy to see that this procedure does not create new cycles.
Let be a cycle-free code of length n, and let 3 be the code of length n + obtained from by iteratively applying times the procedure of Lemma 3, while possibly choosing a different value of i at different iterations. We then say that 3 is a code obtained by repeating symbols in . To make our terminology precise, we further extend the notion of codes obtained by "repeating symbols in " to also include the codes obtained from 3 by appending allzero coordinates. The following proposition shows that every low-rate cycle-free linear code has this structure. Proof: Let H be the full-rank r 2 n cycle-free parity-check matrix for , with r = n 0 k. Then by Lemma 1 and (2), we have wt (H) n + r 0 1 3r 0 1, where the second inequality follows from the fact that k=n 0:5. This implies that H contains at least one row of weight 2. If this row is of weight one, then the corresponding coordinate of , say the nth coordinate, is allzero. Otherwise, assume without loss of generality that this row is of the form h = (0; 0; 111 ; 0; 3; 3). Then, up to scaling the last two columns of H by constants in IFq, we may further assume that h = (0; 0; 11 1; 0; 1; 01). This would mean that the nth symbol in is a repetition of the preceding symbol. In both cases, we can puncture out the nth coordinate of , and iteratively repeat the argument until a cycle-free code of rate >0:5 is obtained.
Loosely speaking, Proposition 4 implies that every cycle-free code of rate 0:5 can be represented by a Tanner graph whose structure is shown in Fig. 2(b) . The dashed line in Fig. 2(b) encloses a cyclefree Tanner graph for a code 0 of rate >0:5 and distance 2. It follows that to establish a bound on the minimum distance of lowrate cycle-free codes, we need to determine an optimal choice for 0 in Fig. 2(b) and an optimal sequence of symbol repetitions. This problem is considered in detail in the next section. Specifically, we will show in the next section that the single-paritycheck code constitutes an optimal choice for 0 , and every symbol should be repeated equally often.
IV. THE MINIMUM DISTANCE OF CYCLE-FREE CODES
The following theorem gives an upper bound on the minimum distance of cycle-free linear codes. Later in this section, we will show that this bound is exact for all values of n and k. Observe that for k=n 0:5, the bound in (4) reduces to d 2.
This simple special case was dealt with in Theorem 2. The proof of Theorem 5 for general n and k is considerably more involved. This proof will be presented in Section IV-B, after we establish a series of auxiliary lemmas in the next subsection.
A. Groundwork: Auxiliary Lemmas
For the sake of brevity, we will consider only binary codes, although our proof readily extends to codes over an arbitrary finite field. Furthermore, with a slight abuse of notation, we will not distinguish between equivalent codes: namely, given a parity-check matrix H for a code , we will often freely permute the columns of H while still referring to the resulting matrix as a parity-check matrix for .
Let be an (n; k; d) cycle-free binary linear code, and let H be an r 2 n cycle-free parity-check matrix for , where r = n 0 k. We say that H is in s-canonical form, if this matrix has the following structure: Fig. 3 .
Specifically, there is an edge between yi and yj in G iff i < j and there exists a column (a 1 ; a 2 ; 11 1;a r0s ) t in A, such that a i = a j = 1 while ai+1 = ai+2 = 111 = aj01 = 0. Notice that each such edge (y i ; y j ) in G corresponds to a path of length two in T (A):
namely (y i ; x p ); (x p ; y j ), where p denotes the position at which the column (a1; a2; 111; ar0s) t is to be found in A. It follows that if there is a cycle in G, then there is a cycle in T (A). Since T (A) is cycle-free, then so is G. As such, G necessarily contains at least two vertices of degree 1, in view of (2). Let y 3 be one such vertex in G, and let a 3 = (a 1 ; a 2 ; 111; a n0s ) be the corresponding row of We will say that an r 2 n matrix H is in reduced canonical form, if H = Ak s B and either s = r or all the rows of A have weight 3.
Lemma 7:
Let be an (n; k; d) cycle-free binary linear code. Then there exists a cycle-free parity-check matrix for , which is in reduced canonical form.
Proof: Let H be an arbitrary cycle-free parity-check matrix for . We first put H in s-canonical form, for the highest possible s, by means of row and column permutations. This is achieved by considering all the rows of H of weight one, for which the nonzero entry 3 is contained in a column of weight one, and all the rows of H of weight two such that at least one of the two 3 is contained in a column of weight one. Under an appropriate column permutation, these rows of H will form the submatrix Now suppose that A has a row (a1; a2 ; 111 ; ar0s ) of weight two, with the two 3 in positions i and j , and let y 3 be the corresponding check vertex in T (H 0 ). We again add this row to all the rows of We iteratively repeat the process described in the foregoing two paragraphs, until either s = r or all the rows of A have weight 3. This procedure produces a cycle-free parity-check matrix for , which is in reduced canonical form.
If the reduced canonical form in Lemma 7 is achieved in the extreme case s = r, then it is easy to prove the claim of Theorem 5. 
As d is an integer, this implies that d bn=kc. It is easy to see that bn=kc 2bn=(k + 1)c, unless k = 1 and n is odd. But, in the latter case, both (4) and (6) reduce to d n.
B. Proof of the Main Result
We are now in a position to proceed with the proof of Theorem 5. Part of this proof involves tedious calculations, which will be deferred to the Appendix. The proof is by induction on the length n of the code. Thus we first transform (4) into the form if n + 1 0 mod (k + 1) (7) that is more conducive to induction on n. It can be easily seen by direct verification that (4) and (7) are equivalent.
As the induction basis, we may consider codes of length n = 2, for which the bound of Theorem 5 holds trivially. As the induction hypothesis, we assume that the minimum distance of every cycle-free linear code of length n 0 < n satisfies the bound of Theorem 5. The induction step is established as follows. Let be an (n; k; d) cycle-free binary linear code. We may assume that 2 k n 0 1, since for k = 1 the bound of (4) reduces to d n, while if k = n then d = 1 and (4) obviously holds with equality. By Lemma 7, there exists an r 2 n cycle-free parity-check matrix H = Ak s B for , which is in reduced canonical form. If s = r, then the induction step follows immediately from Lemma 8. Otherwise, Lemma 6 implies that either (5) or (?) is true. Observe that case () of Lemma 6 does not occur, since by the definition of a reduced canonical form, the matrix A does not have rows of weight 2.
Furthermore, both (5) and (?) imply that A contains at least two identical columns of weight one. Let i and j denote the positions at which these two columns are found in A. Further, let w i and w j denote the weight of the corresponding columns of B. Let w = wi + wj + 2.
It follows from the canonical form structure of H = AksB that the ith bit, respectively j th bit, of is repeated wi times, respectively 
Furthermore, since H is cycle-free by assumption, the parity-check matrix for 0 which results by deleting rows and columns of H is also cycle-free.
It follows that 0 is a cycle-free code of length n 0 < n, and we can invoke the induction hypothesis. We distinguish between two cases. In this case, the induction hypothesis implies that 
where the third inequality follows from the fact that d w. It is shown in the Appendix that the relation between n; k; and d in (9) implies (7). 
where the second inequality in (11) follows from (8) along with the fact that d w. It is shown in the Appendix that (11) implies (7). Now suppose that d is odd. In this case, the bound of (10) does not suffice to establish (7), and we need to use the additional structure present in statements (5) and ( 
It is shown in the Appendix that if d is odd, then (12) implies ( The right-hand side of (13) is the same as (9), which was already considered in Case 1.
It remains to consider the case where 0 = f0g, namely, k 0 = 0. But in this case k 2 in view of (8), and the upper bound of Theorem 5
follows directly from the Griesmer bound [19, p. 547 ]. Since we have now exhausted all the possibilities, this establishes the induction step, and completes the proof of Theorem 5.
C. Optimal Cycle-Free Codes
While proving the upper bound of Theorem 5 required considerable effort, showing that this bound is exact is easy. We now construct a family of cycle-free codes that attain the bound of Theorem 5 with equality, for all values of n and k. The construction is quite simple:
as in Section III, we start with the single-parity-check code E k+1 of dimension k, and repeat the symbols of E k+1 until a code of length n is obtained. It is obvious that the dimension of is k, 
which defines a (13; 3; 6) cycle-free code. In general, the number of symbols to be repeated is k + 1, while the number of positions available is n 0 (k + 1). Write n 0 (k + 1) = a(k + 1) + b where a; b are integers, and 0 b k. This decomposition of the number of available positions means that in our construction exactly k 0 b + 1 symbols of E k+1 will be repeated a = n 0 (k + 1)
times, while the remaining b symbols of E k+1 will be repeated a + 1 times. If b k 0 1, then at least two symbols of E k+1 are repeated exactly a times. Since E k+1 contains a codeword of weight 2 in every two positions, the minimum distance of the resulting code is
If b = k, then only one symbol in E k+1 is repeated a times, while all the other symbols are repeated a + 1 times. In this case, the minimum distance of is (15) and (16) that the code constructed in this manner attains the bound of Theorem 5 with equality. Fig. 6 schematically shows two alternative cycle-free Tanner graphs for codes resulting from this construction (compare the Tanner graph in Fig. 6(a) with Fig. 2(b) ).
We point out that although cycle-free codes obtained by repeating symbols in E k+1 have the highest possible minimum distance, they
are not the only codes with this property. For example, consider the following parity-check matrix in reduced canonical form: 
It is easy to see that this matrix defines a (13; 3; 6) cycle-free code 0 , whose distance attains the bound of Theorem 5 with equality. This code was obtained by repeating symbols in a (5; 3; 2) code. It can be readily verified that 0 is not equivalent to the (13; 3; 6) cycle-free code , defined by the parity-check matrix in (14) and obtained by repeating symbols in E 4 . For instance, contains the all-one codeword, while 0 does not.
V. FURTHER RESULTS AND OPEN PROBLEMS
In this section, we discuss three different topics: a connection between binary cycle-free codes and cut-set codes of a graph, asymptotic behavior of Tanner graphs with cycles, and the extension of the results of the previous section to general Tanner graphs. In each case, we provide a number of open problems for future research.
A. Cycle-Free Codes and Graph-Theoretic Codes
There is an interesting connection between cycle-free codes and cut-set codes of a graph. Let G = (V; E) be a multigraph (a graph that may contain multiple edges with both endpoints the same) with n = jEj edges and m = jV j vertices. A cut-set in G is a set of edges which consists of all the edges having one endpoint in some set X V and the other endpoint in V n X. Under the operation of called the cut-set code of G. The dual code of (G) is the cycle code of G, defined as the linear span of the characteristic vectors of cycles in G. Graph-theoretic codes, namely, cut-set codes and cycle codes of a graph, have been extensively studied-see [6] , [14] , [13] , [23] , and [24] , for instance. The connection between cycle-free codes and cut-set codes of a graph can be summarized as follows.
Theorem 9:
Let be a cycle-free binary linear code of length n.
Then there exists a graph G with n edges, such that is a cut-set code of G. Proof: Let H be an r 2 n cycle-free parity-check matrix for , and let T = T (H) be the corresponding cycle-free Tanner graph that represents . The following procedure converts T into a graph G, such that is the cut-set code of G. We will describe this procedure assuming that T is a tree, in which case G is connected. In case T is a forest consisting of ! trees, the same procedure should be carried out independently for each tree in T , and G will have ! connected components.
Let Y = fy 1 ; y 2 ; 111 ; y r g be the set of check vertices in T , and let Xi X denote the neighborhood of yi 2 Y for i = 1; 2; 11 1;r. is always possible to enumerate the check vertices in T in such a way that X i intersects X 3 i01 in one and only one symbol vertex for all i. Given such enumeration y1; y2; 111 ; yr, we construct G iteratively, check-vertex by check-vertex. First, we represent y 1 and its neighborhood X 1 by a cycle G 1 consisting of jX 1 j edges and jX1j vertices. Now suppose that X2 \ X1 = fx2g. Then we create G2 from G1 by appending jX2j 0 1 edges-one for each symbol vertex in X 2 except x 2 -and jX 2 j 0 2 vertices, in such a way that the edges corresponding to the symbol vertices in X 2 form a cycle in G2. And so forth: if Xi \ X 3 i01 = fxig, we create Gi from Gi01 by appending jXij01 edges and jXij02 vertices, in such a way that the edges corresponding to the symbols in X i form a new cycle. It is easy to see that G = G r will contain exactly n edges and n 0(r 01)
vertices. Furthermore, the code ? generated by H is precisely the cycle code of G. Since the cut-set code of G is the dual of its cycle code, our proof is complete.
For example, the cycle-free codes defined by the parity-check matrices in (14) and (17) are cut-set codes of the graphs depicted in Fig. 7(a) and (b) , respectively.
For cut-set codes, it is well known [14] , [21] that 2n md, where m is the number of vertices in the underlying graph G. Indeed, this follows immediately from the fact that if the minimum distance of (G) is d, then every vertex of G must have degree at least d, otherwise, the cut-set that isolates this vertex will have less than d edges. It is also well known that dim (G) = m 0 !(G), where !(G) is the number of connected components in G. Thus we obtain the following cut-set bound on the minimum distance of cycle-free codes:
If it is known that d is even, then the cut-set bound of (18) obviously implies Theorem 5. In general, however, Theorem 5 is stronger than the cut-set bound based on Theorem 9. Indeed, there exist cut-set codes that are not cycle-free. As a simple example, consider the (6; 3; 3) cut-set code of the graph depicted in Fig. 8 , and notice that the minimum distance of this code violates the upper bound of Theorem 5. In summary, we have proved that every cycle-free binary linear code is a cut-set code. We pose the converse as an open problem: which cut-set codes are cycle-free?
An answer to this question may follow from a closer look at the construction of the graph G from a cycle-free Tanner graph T in the proof of Theorem 9. We observe that G is planar, and that any two regions in G, except for the outer region, intersect in at most one edge. Furthermore, if we remove from the dual graph of G the vertex corresponding to the outer region of G and all the edges adjacent to this vertex, the resulting graph is a tree (or a forest). While we believe that the cut-set code of any graph with these properties is cycle-free, we will not pursue a proof of this claim herein.
B. Asymptotics for Tanner Graphs with Cycles
It is obvious from Theorem 5 that Tanner graphs without cycles cannot support asymptotically good codes. Starting with Theorem 5, it is not difficult to show that the same is true for Tanner 
Now let = c=n, and notice that t=n . Hence if limn!1 = 0, then (19) asymptotically reduces to d 2=R, as in (1). Thus to support an asymptotically good sequence of codes, c must grow linearly with n, which means that the number of cycles 2 c grows exponentially with n. It would be useful to find out how the parameter = c=n, which has to do with the number of cycles, trades off versus the traditional asymptotic parameters = d=n and R = k=n as n ! 1. It would be also interesting to investigate, at least asymptotically, codes that have Tanner graphs of prescribed minimum girth.
C. General Tanner Graphs Without Cycles
We now return to the case of general Tanner graphs, as defined in Section I, and observe that every general Tanner graph (G; L) can be converted into a simple Tanner graph for the same code through a vertex-splitting procedure. Indeed, let y 2 Y be a check vertex in G, let fx i ; x i ; 111; x i g X be the neighborhood of y, and let C be the corresponding constraint code of length . An immediate consequence of Proposition 10 is that all the results derived so far for simple Tanner graphs, including the bound of Theorem 5, straightforwardly extend to general Tanner graphs with cycle-free constraints.
In the general case, where check constraints are not necessarily cycle-free, it appears to be very difficult to say anything about the structure/properties of the code being represented. As an example, consider a general Tanner graph for which contains a single check vertex Y = fyg with the corresponding constraint code being itself. The existence of this cycle-free representation for obviously does not provide any information whatsoever about .
Notwithstanding the trivial "counter-example" discussed above, it is plausible that if the underlying Tanner graph is cycle-free, the distance of should be limited by the distances of the constraint codes in some manner. Furthermore, if simple decoding is sought, simple constraint codes must be used. It thus appears that the range of code parameters that are possible with cycle-free Tanner graphs will depend on the decoding complexity tolerated. We leave further investigation of this relation as an open problem.
APPENDIX
We will show that each of the three relations (9), (11) , and (12) between n; k, and d derived in Section IV-B implies (7), providing d is an integer in (9), (11) and d is an odd integer in (12) . In order to make the appendix self-contained, we now restate these inequalities 
Notice that what we are trying to establish has nothing to do with graphs or codes; this is just manipulation of integer inequalities. In particular, we have the following simple lemma. The proof of Lemma 11 is straightforward, and is left to the reader. We first deal with (12) , assuming d is odd. Taking the common denominator and applying (twice) Lemma 11, we see that (12) 
Since (d + 1)=2 is an integer for odd d, it follows from (20) that 
If n + 1 6 0 mod (k + 1) then b(n + 1)=(k + 1)c = bn=(k + 1)c, and (21) clearly implies (7) . If (n + 1)=(k + 1) is an integer, then (21) is precisely the equivalent form of (7) given in (10) . It is easy to see that if d is an odd integer, then (9) implies (12) . Since this case was already established above, it remains to prove (9) for even d. Using once again Lemma 11, we see that (9) implies d 2n=(k + 1), or equivalently d=2 n=(k + 1). Since d=2 is an integer for even d, we can take the integer part of n=(k + 1) in the above expression. It follows that for even d, we have d 2 n k + 1 which clearly implies (7). Finally, it can be readily seen that if d is an integer, then (11) implies (9) . Hence, our proof of Theorem 5 is now complete.
