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1. Introduction
Let G be a simple graph on n vertices, and adjacency matrix A(= AG). The characteristic polynomial PG(x) = det(xI − A)
of A is called the characteristic polynomial of G. The matrix L = D − A, where D is the diagonal matrix of vertex-degrees
(in G) is called Laplacian matrix of G, while the matrix Q = D + A is usually called signless Laplacian matrix of G. The
eigenvalues and the spectrumofA (resp. L,Q ) (which consists of n eigenvalues) are also called the eigenvalues (resp. Laplacian
eigenvalues, signless Laplacian eigenvalues; briefly L-eigenvalues and Q -eigenvalues) and the spectrum (resp. Laplacian, signless
Laplacian spectrum; briefly L-spectrum and Q -spectrum) of G. Since the mentioned matrices are real and symmetric, their
eigenvalues are real. Thus, the spectrum, the Laplacian spectrum and the signless Laplacian spectrum we shall denote
by λ1(G), λ2(G), . . . , λn(G), µ1(G), µ2(G), . . . , µn(G) and κ1(G), κ2(G), . . . , κn(G), respectively. In sequel we shall usually
suppress G in our notation; in addition, we assume that λi ≥ λi+1, µi ≥ µi+1, κi ≥ κi+1, i = 1, 2, . . . , n− 1. In particular,
the largest eigenvalues in these spectra will be called the index, L-index and Q -index, respectively.
We say that two non-isomorphic graphs are cospectral (resp. L-cospectral, Q -cospectral) if their spectra (resp. L-spectra,
Q -spectra) coincide. On the other hand, we say that a graph is determined by its spectrum (resp. L-spectrum, Q -spectrum)
if it is a unique graph (up to isomorphism) having this spectrum (resp. L-spectrum, Q -spectrum).
The problem of determining the graphs by spectral means is one of the oldest problems in the whole spectral graph
theory. An intriguing question is which of the three spectra considered is the best choice (in the sense that it produces less
collections of cospectral graphs, i.e. non-isomorphic graphs but with the same spectrum). This problem is revisited recently
in the survey [1]. The computational results published in [2], also gained attention to this topic. Some of the papers which
recently appeared on spectral determination (see [3–7]) are mainly concerned with classes of graphs very close to ours, but
a bit smaller (see below). In particular, the same applies for the paper [8] which appeared just recently. The exclusion of
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some Smith graphs from considerations was necessary in some sense, since otherwise, the problem turns to be much more
complex (to be solved with present tools).
The paper is organized as follows: In Section 2, we give some basic results and fix some notation. In Sections 3 and 4 we
consider the graphs whose each component is either a proper subgraph of some of Smith graphs, or belongs to a precized
subset of Smith graphs.We give all graphs describedwhich are determined by their Laplacian or signless Laplacian spectrum.
In both cases, we find the graphs which are not determined by the corresponding spectrum.
All computational results are obtained by using the expert system newGRAPH (see [9]; plug-ins for signless Laplacian
spectrum are added by the second author of this paper).
2. Preliminaries
In this section we mention some results from the literature (in order to make the paper more self-contained), and also
fix some notation.
By n(= n(G)) andm(= m(G))we denote the number of vertices and edges of G, respectively. It is well known (see [10])
that the number of vertices (and edges) in some graph is determined by each of three spectra mentioned.
The largest eigenvalue in each of three spectra mentioned is a simple eigenvalue whenever the corresponding graph is
connected (and bipartite for L-spectrum). Since L-matrices and Q -matrices are positive semi-definite, then both L-spectrum
andQ -spectrumconsists of non-negative values. Recall, the least eigenvalue of the Laplacian of a graph is a simple eigenvalue
equal to 0 if and only if the graph is connected (see, for example, [11]). On the other hand, the least eigenvalue of the
signless Laplacian of a graph is a simple eigenvalue equal to 0 if and only if the graph is connected and bipartite (see [12,
Proposition 2.1]). In particular, the number of components (in G) is determined by its L-spectrum, while the number of
bipartite components is determined by its Q -spectrum. In addition, the number of spanning forests of a graph is uniquely
determined by its L-spectrum (see [10, Theorem 1.4]).
Let R(= RG) be the n×m vertex-edge incidencematrix of G. Denote by L(G) the line graph of G (recall, vertices of L(G) are
in one-to-one correspondence with edges of G, and two vertices in L(G) are adjacent if and only if the corresponding edges
in G are adjacent). We say that G is a root graph of L(G). The following relations are well known (see, for example, [12]):
RRT = AG + D, RTR = AL(G) + 2I.
From these relations it immediately follows that
PL(G)(x) = (x+ 2)m−nQG(x+ 2), (1)
where QG is the characteristic polynomial of the matrix Q . In particular, two graphs are Q -cospectral if and only if their line
graphs are cospectral (see [12]).
Recall, if v0, v1, . . . , vk is a path in G such that deg(v0), deg(vk) ≥ 3 (where v0 and vk are not necessarily different) and
deg(v1) = · · · = deg(vk−1) = 2, then it is called an internal path of G. The following five results will be frequently used in
the sequel. The first three are the variants of the Interlacing Theorem, while the last two are due to Hoffman and Smith, and
Sachs, respectively.
IT-A (see [10, Theorem 0.10]) Let G be a graph whose eigenvalues are λ1 ≥ λ2 ≥ · · · ≥ λn, and let λ′1 ≥ λ′2 ≥ · · · ≥ λ′n−k
be the eigenvalues of its induced subgraph G′ on n− k vertices. Then λi ≥ λ′i ≥ λi+k, for i = 1, 2, . . . , n− k. In addition,
λ1 > λ
′
i if G is connected.
IT-L (cf. [11, Theorem 13.6.2]) Let G be a graph whose L-eigenvalues are µ1 ≥ µ2 ≥ · · · ≥ µn, and let G′ be a graph obtained
by removing of k(k < n) edges from G. The eigenvalues µ′1 ≥ µ′2 ≥ · · · ≥ µ′n of G′ satisfy µi ≥ µ′i ≥ µi+k, for
i = 1, 2, . . . , n− k. In particular, µ1 > µ′1 if G is a connected bipartite graph.
IT-Q (cf. [13, Theorem 2.1]) Let G be a graph whose Q -eigenvalues are κ1 ≥ κ2 ≥ · · · ≥ κn, and let G′ be a graph obtained
by removing of k(k < n) edges from G. The eigenvalues κ ′1 ≥ κ ′2 ≥ · · · ≥ κ ′n of G′ satisfy κi ≥ κ ′i ≥ κi+k, for
i = 1, 2, . . . , n− k. In addition, κ1 > κ ′1 if G is connected.
HS (cf. [14]) If K 6= Wk (where Wk is depicted in Fig. 1), and if K ′ is the graph obtained from K by subdividing an edge of some
internal path, then λ1(K ′) < λ1(K).
SA (see [10, Theorem 3.10]) The length of the shortest odd cycle and the number of such cycles of an arbitrary graph are
determined by its spectrum.
Recall, a connected graph which satisfies λ1(G) = 2 is called a Smith graph (see [15] for details). These graphs are: a
cycle Cn (n = 3, 4, . . .), and the graphs depicted in Fig. 1 (k denotes the length of the corresponding path inWk; for k = 0
the graph reduces toW0 = K1,4).
Now it is easy to see that if some connected graph is a proper subgraph of some Smith graphs then itmust be one of graphs
depicted in Fig. 2. Here, Pn is a path on n vertices, while in Zk, k denotes the length (possibly zero) of the path attached at
one of pendant vertices of K1,3. Each component of a graph with λ1 < 2 is a proper subgraph of some of Smith graphs, and
each such graph is determined by its spectrum (see [15]). Here we consider the determination problem for the Laplacian
and signless Laplacian spectrum. Nowwe consider a wider class of graphs, with some Smith graphs included:Wk(k ≥ 3), S2
and S3.
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Fig. 1.
Fig. 2.
Let
S = {Wk(k ≥ 3), S2, S3, Pn(n ≥ 1), Zk(k ≥ 0), T1, T2, T3}.
Next, let
G = G1 ∪ G2 ∪ · · · ∪ Gl
be the graph whose each component belongs to S, and let
H = H1 ∪ H2 ∪ · · · ∪ Hm
be the graph (if any) such thatG andH are L-cospectral (Section 3), orQ -cospectral (Section 4). (Here and further on,∪ stands
for a disjoint union of two, or more, graphs.) Clearly if H exists then G is not determined by the corresponding spectrum.We
shall say that G =⋃i∈I Gi, which is not determined by its L-spectrum (resp. Q -spectrum) isminimal if for any H =⋃j∈J Hj,
which is cospectral to G, none of the graphs G′ =⋃i∈I ′ Gi (I ′ ⊂ I) and H ′ =⋃j∈J ′ Hj (J ′ ⊂ J) are cospectral.
Through the rest of the paper, S,G and H will be as defined above.
3. Determination by the Laplacian spectrum
Since the number of components of a graph is determined by its Laplacian spectrum, we can assume that m = l
(i.e. H = H1 ∪ H2 ∪ · · · ∪ Hl). In addition, since each Gi (i = 1, 2, . . . , l) is a tree we have exactly one spanning forest
in G, which means that the same must hold for H . Thus, we can assume that each Hi (i = 1, 2, . . . , l) is a tree, as well.
The next theorem is the main result in this section.
Theorem 3.1. There are exactly two minimal graphs whose components belong to S which are not determined by their L-
spectrum: W3 ∪ P4 and T3 ∪ Z0. In addition, these graphs are L-cospectral.
To prove the theorem above we shall need the following sequence of the statements.
Lemma 3.1. Let P be the graph obtained by attaching a hanging path of arbitrary length at one vertex of C3, and let Q be the graph
obtained by attaching a hanging edge and a hanging path of arbitrary length at two different vertices of C3. Then λ1(P) < 2.2361
and λ1(Q ) < 2.3500.
Proof. Let k be the length of the path attached. Then, when k→ ∞, the index of P increases and tends to the largest root
of the equation
f (x) =
(
x+√x2 − 4
2
)
PC3(x)− PP2(x) = 0
(see [16]). It is easy to check that for x > 2, f (x) increases (since f ′(x) > 0). By computing we get f (2.2361) > 0, and
thus λ1(P) < 2.2361. On the other hand, when k→∞ the index of Q increases and tends to the largest eigenvalue of the
equation
g(x) =
(
x+√x2 − 4
2
)
PC ′3(x)− PP3(x) = 0,
where C ′3 is a triangle with a hanging edge attached at one of its vertices. In the same way as above, we get λ1(Q ) < 2.3500,
and the proof follows. 
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Table 1
Graph µ1 ≈ Note
W0 5.0000 6∈ S
W1 4.5616 6∈ S
W2 4.4142 = µ1(S1); 6∈ S
W3 4.3429 = µ1(T3)
W4 4.3028 = µ1(T1)
Wk, k ≥ 5 limk→∞ µ1(Zk) < µ1 < 4.2785
S1 4.4142 = µ1(W2); 6∈ S
S2 4.3623
S3 4.3456
T1 4.3028 = µ1(W4)
T2 4.3342
T3 4.3429 = µ1(W3)
Zk, k ≥ 0 4 ≤ µ1 < 4.2361
Pn, n ≥ 1 µ1 < 4
Fig. 3.
Corollary 3.1. µ1(Zk) is a strictly increasing function in k, and µ1(Z0) = 4 ≤ µ1(Zk) < 4.2361. Further, µ1(Wk) is a strictly
decreasing function in k, and µ1(Wk) > limk→∞ µ1(Zk).
Proof. By computing we get µ1(Z0) = 4. The index of L(Zk) is a strictly increasing function in k (see IT-A), and therefore
the L-index of Zk strictly increases as well (see (1), and have in mind that µ1 = κ1 for the bipartite graphs). Since
λ1(L(Zk)) < 2.2361 (see the previous lemma), we get that µ1(Zk) < 4.2361 holds for any k ≥ 0.
By computingwe getµ1(W0) > µ1(W1) > µ1(W2). Further, for k ≥ 2, by considering the line graphs ofWk and usingHS,
we getλ1(L(Wk)) > λ1(L(Wk+1)), which impliesµ1(Wk) > µ1(Wk+1). Finally, by IT-A,we getλ(L(Wk)) > limk→∞ λ(L(Zk)),
and the proof follows. 
By computing and using the previous corollary, we get the values given in Table 1 (note the eigenvalues of Pn are strictly
less than 2, and so its L-eigenvalues are strictly less than 4).
Recall that a caterpillar is a tree such that if all vertices of degree 1 are removed, the remainder of the tree forms a path
(in other words, all the vertices of a caterpillar are within distance 1 of a central path). The following lemma will be useful
in the sequel.
Lemma 3.2. If T is a tree satisfying µ1(T ) ≤ µ1(S2) then T is a caterpillar with at the most two vertices of degree 3 and none
vertex of degree greater than 3.
Proof. First, if T is not a caterpillar then it contains S1 as an induced subgraph. By IT-L, we get µ1(T ) ≥ µ1(S1) > µ1(S2).
Further, if T has a vertex of degree at least 4, then it contains K1,4 as an induced subgraph, and therefore we get µ1(T ) ≥
µ1(K1,4) = 5 > µ1(S2). Finally, it is a matter of routine to see that if T has at least three vertices of degree 3, then it
contains at least one of treesW1,W2 and S2 as a proper induced subgraph, and therefore we again get µ1(T ) > µ1(S2), a
contradiction. 
Now we prove the following theorems.
Theorem 3.2. There is no tree T ( 6= S2) such that µ1(T ) = µ1(S2).
Proof. Assume to the contrary and let T (6= S2) be a tree such that µ1(T ) = µ1(S2). By the previous lemma, we need to
distinguish two cases.
Case 1: T has exactly two vertices of degree 3. Thus, T is a (not necessary proper) supergraph of some Wk. First, T is not
isomorphic to some of Wk since µ1(Wk) 6= µ1(S2) holds for any k ≥ 0 (see Table 1). By computing, we get that any
supergraph ofWi(i = 1, 2, 3, 4) has the L-index strictly greater than µ1(S2). Thus, having in mind that T cannot contain S2
as an induced subgraph we get that it must be a tree having the form depicted in Fig. 3 (i.e.Wk(k ≥ 5)with at the most two
hanging edges attached at vertices denoted by u and v, respectively).
If we have exactly one hanging edge then we get that, for k = 5, µ1(T ) < 4.3600 < µ(S2) holds. Using HS, we get
µ1(T ) < 4.3600, for any k > 5. If we have two hanging edges, again after easy computing we get µ1(T ) 6= µ(S2) for
k = 5, 6, and µ1(T ) < 4.3600 < µ1(S2), for k ≥ 7, a contradiction.
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Case 2: T has exactly one vertex of degree 3. Having in mind that T is a caterpillar different from any (not necessary proper)
supergraph of S2 we get that T must be a root graph of the graph Q from Lemma 3.1. Since λ1(Q ) < 2.3500, we get
µ1(T ) < 4.3500, a contradiction.
This completes the proof. 
Theorem 3.3. There is no tree T ( 6= S3) such that µ1(T ) = µ1(S3).
Proof. Assume to the contrary and let T (6= S3) be a tree such that µ1(T ) = µ1(S3). By Lemma 3.2, we need to distinguish
two cases.
Case 1: T has exactly two vertices of degree 3. FromTable 1, T 6= Wk, for any k. Any proper supergraph ofWk (k = 0, 1, . . . , 4)
has the L-index strictly greater than µ1(S2) (see the proof in the previous theorem), and µ1(S2) > µ1(S3) holds, while any
proper supergraph ofWk (k > 4) is a proper supergraph of S3 as well. Thus, µ1(T ) > µ1(S3), a contradiction.
Case 2: T has exactly one vertex of degree 3. Similarly as in the previous theorem we get that T must be a root graph of the
graph Q from Lemma 3.1. But, since S3 is a root graph of Q when the length of the path attached equals 4, we have that T is
either a proper induced subgraph of S3 or a proper supergraph of S3, a contradiction.
This completes the proof. 
Theorem 3.4. If some tree has the L-index equal to µ1(W3) then it is isomorphic to either W3 or T3.
Proof. Assume to the contrary and let T (satisfying the conditions of Lemma 3.2) be a tree different fromW3 and T3 such
that µ1(T ) = µ1(W3). Clearly, T is not isomorphic to any Wk. If T has exactly two vertices of degree 3 then it must be a
proper supergraph of at least one ofW1,W2 and T3. Then, by IT-L, we get µ1(T ) > µ1(W3), a contradiction.
If T has exactly one vertex of degree 3, then it is easy to check that either µ1(T ) is strictly less than µ1(W3) or T is a
proper supergraph of at least one of S2 or T3. Similarly, we get µ1(T ) > µ1(W3), a contradiction.
This completes the proof. 
Theorem 3.5. There is no tree T ( 6= T2) such that µ1(T ) = µ1(T2).
Proof. Assume to the contrary and let T (6= T2) (satisfying the conditions of Lemma 3.2) be a tree such thatµ1(T ) = µ1(T2).
Clearly, T is not isomorphic to anyWk. By similar reasoning as in the previous theorem we get that T must contain at least
one ofW1 or T2 as a proper induced subgraph, which completes the proof. 
Theorem 3.6. If some tree has the L-index equal to µ1(W4) then it is isomorphic to either W4 or T1.
Proof. Assume to the contrary and let T (satisfying the conditions of Lemma 3.2) be a tree different fromW4 and T1 such that
µ1(T ) = µ1(W4). Clearly, T is not isomorphic to anyWk. We easy get that T must contain T1 as a proper induced subgraph,
which completes the proof. 
Theorem 3.7. There are no graphs belonging to {Wk(k ≥ 0), Zk(k ≥ 0), Pn(n ≥ 1)} which have equal L-indices.
Proof. Clearly, the L-indices of two different paths cannot be equal. The rest of the proof follows from Corollary 3.1 and the
computational results given in Table 1. 
Theorem 3.8. A tree whose L-index is equal to µ1(Wk)(k ≥ 5), µ1(Zk)(k ≥ 0) and µ1(Pn)(n ≥ 1), respectively is isomorphic
to Wk, Zk and Pn, respectively.
Proof. Let T be a tree whose L-index is equal to µ1(Wk)(k ≥ 5) for some fixed k. If T has two vertices of degree 3, then
it contains T1 as an induced subgraph, and so µ1(T ) 6= µ1(Wk)(k ≥ 5) or it is isomorphic to someWj. From the previous
theorem we get k = j. If T has exactly one vertex of degree 3, then it contains T1 as an induced subgraph or it is isomorphic
to some Zj. In both cases we have µ1(T ) 6= µ1(Wk)(k ≥ 5).
Similarly, if T is a tree whose L-index is equal to µ1(Zk)(k ≥ 0) for some fixed k, then T cannot have two vertices of
degree 3 (since thenµ1(T ) > µ1(Zk)(k ≥ 0)), while if it has exactly one vertex of degree 3 then it must be isomorphic to Zk.
Finally, the paths are the only trees whose L-indices are strictly less than 4.
This completes the proof. 
In further we shall need the following three lemmas.
Lemma 3.3. The second largest L-eigenvalue of any of the graphs S2, S3, Pn(n ≥ 1), Zk(k ≥ 0), T1, T2 and T3 is strictly less
than 4. The third largest L-eigenvalue of the graphs Wk(k ≥ 3) is strictly less than 4.
Proof. µ2(Pn) < 4 holds since µ1(Pn) < 4. If we remove the edge of Zk which is incident to the vertex of degree 3, we get
the graph whose L-index is strictly less than 4. By IT-L, we get µ2(Zk) < 4. For the remaining graphs, the first part of the
statement can be checked directly.
By removing two edges of Wk which are incident to different vertices of degree 3, we get the graph whose L-index is
strictly less than 4. By IT-L, we get µ3(Wk) < 4. 
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Lemma 3.4. The second largest L-eigenvalue of W4 does not appear in the L-spectrum of any other graph from S. Among the
graphs from S, the L-eigenvalue 4appears only in the L-spectra of W3 and Z0.
Proof. From the previous lemma and Table 1, we get thatµ2(W4) ≈ 4.1149 cannot appear in the L-spectra of S2, S3, Pn(n ≥
1), T1, T2 or T3.
Further, µ2(W4) could appear in the L-spectrum of Zk only if it is the L-index of Zk. But µ1(Z0) < µ2(W4), while
µ1(Z1) > µ2(W4), and therefore µ1(Zk) > µ2(W4), for any k > 1.
Finally, µ2(W4) could appear in the L-spectrum of Wk(k ≥ 3) only if it is the second largest L-eigenvalue of Wk. First,
µ2(W3) = 4 < µ2(W4). By removing an edge of Wk(k ≥ 5) such that the remaining graph consists of two components
both isomorphic to (possibly different) graphs Zk and that k ≥ 1 holds for both components (such edge exists), we get the
graph whose the second largest L-eigenvalue is greater than µ1(Z1) ≈ 4.1701. On the other hand, by IT-L, µ2(Wk) (k ≥ 5)
is greater than the second largest eigenvalue of the graph obtained, and therefore we get µ2(Wk) > µ2(W4), for any k ≥ 5.
Now, regarding to the previous lemma and Table 1, the L-eigenvalue 4 cannot appear in the L-spectra of S2, S3, Pn(n ≥
1), T1, T2 or T3. Further,µ1(Z0) = 4 andµ1(Zk) > µ1(Z0) hold. At the end, only the second largest L-eigenvalue ofWk could
be equal to 4. The facts µ2(W3) = 4 and µ2(Wk) > 4(k ≥ 4) are already shown in this proof.
This completes the proof. 
Lemma 3.5. Each component of H belongs to the set S.
Proof. LetK be a component ofH , and assume thatK 6∈ S. Recall thatK must be a tree, and clearlyK does not contain a vertex
of degree greater than 3. It is a matter of routine to deduce that T1 is a proper induced subgraph of K . Thusµ1(K) > µ1(T1).
But then µ1(K) must be an L-eigenvalue of one of the graphs T2, T3, S3 and S2 (see Table 1), other than the L-index (see
Theorems 3.2–3.5), and this contradicts Lemma 3.3.
This completes the proof. 
Now, we are in the position to prove the main result of this section.
Proof of Theorem 3.1. Let G and H be the graphs as defined at the begin of this section. By the previous lemma, we
have that each component of H belongs to S, as well. Due to minimality of G we can assume that G and H do not have
common components. By Lemma 3.4, we have thatW4 is neither a component of G nor of H . Since G and H are L-cospectral,
µ1(G) = µ1(H)must hold. The only possibility is thatW3 is a component, say of G, while T3 of H .
Now, consider the L-spectra ofW3 and T3:
[0, 0.1864, 1, 1, 1, 2.4707, 4, 4.3429] and [0, 0.1864, 0.5858, 1, 2, 2.4707, 3.4142, 4.3429],
respectively. Since the second largest eigenvalue ofW3 is equal to 4, the graphH must contain a component having the same
eigenvalue. By Lemma 3.4, Z0 is a component ofH . Now, none of the graphsWk(k ≥ 3), S2, S3, Zk(k ≥ 0), T1, T2, T3 is neither
a component of G nor of H (since the L-index of such component cannot appear in the L-spectrum of the other graph). So,
only the paths remain, and we distinguish two possible cases.
Case 1: µ2(T3) appears in the spectrum of G as an L-index of some path. We find exactly one such path, i.e. P4. In addition,
we check thatW3 ∪ P4 and T3 ∪ Z0 are L-cospectral.
Case 2: µ2(T3) appears in the spectrum of G as an L-eigenvalue of some path different from its L-index. Then, the L-index of
the longest path among the paths of G and H cannot appear in the L-spectrum of the other graph (otherwise Gwould not be
minimal), a contradiction.
This completes the proof. 
Remark 3.1. The characteristic polynomial of the Laplacian of graphsW3∪ P4 and T3∪ Z0 is x12−20x11+170x10−804x9+
2329x8 − 4292x7 + 5064x6 − 3748x5 + 1644x4 − 376x3 + 32x2. Their common L-spectrum is [0, 0, 0.1864, 0.5858, 1,
1, 1, 2, 2.4707, 3.4142, 4, 4.3429].
4. Determination by the signless Laplacian spectrum
The next theorem is the main result in this section. It will be proved using the subsequent statements.
Theorem 4.1. There are exactly three minimal graphs whose components belong to S which are not determined by their Q -
spectrum: Z0, T3 ∪ Z0 and W3 ∪ P4. Z0 is Q -cospectral to C3 ∪ K1, while T3 ∪ Z0 is Q -cospectral to both W3 ∪ P4 and T3 ∪ C3 ∪ K1.
First we prove the following lemma.
Lemma 4.1. Let K be a cycle with a hanging edge attached at its arbitrary vertex. Then κ1(K) > 4.3699.
Proof. If the length of the corresponding cycle is at most 8, then κ1(K) ≥ 4.3928 which can be checked by direct
computation. Otherwise, K contains P8 with a hanging edge attached at one of its central vertices as an induced subgraph.
But this graph is forbidden (by IT-Q) since its largest Q -eigenvalue is equal to 4.3699, as required. 
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Let the graphs G and H be as defined in Section 2. We have the following theorem.
Theorem 4.2. Each component of H is either an arbitrary cycle or it belongs to the set S.
Proof. The Q -index of G cannot exceedµ1(S2) ≈ 4.3623. On the other hand, the Q -index of any cyclic graph is equal either
to 4 (in this case an arbitrary cycle is in the question) or greater than κ1(K) > 4.3699, where K is the graph from the previous
lemma. The reminder of the proof follows the proof of Theorem 3.5.
This completes the proof. 
Now we prove the following sequence of theorems.
Theorem 4.3. Let each component of G belong to S\{W3, T3}. Then G = Z0 is the uniqueminimal graphwhich is not determined
by its Q -spectrum.
Proof. First, none of the graphs Wk(k ≥ 4), Zk(k ≥ 1), S2, S3, T1, T2 can be a component of G (since the Q -index of that
component cannot appear in the Q -spectrum of H). Therefore each component of G is Z0 or Pn(n ≥ 1). If G contains only the
paths then it is uniquely determined by its Q -spectrum, since then the same applies for H (cf. Theorem 3.1; have in mind
that the L-spectrum and Q -spectrum coincide for bipartite graphs). Hence, Z0 is a component of G, but then the minimality
of G implies that Z0 is not a component of H . So, we have:
G = Z0 ∪ Z0 ∪ · · · ∪ Z0︸ ︷︷ ︸ ∪ Pi1 ∪ Pi2 ∪ · · · ∪ Pil .
k
Since the Q -spectrum of G contains 4 as the eigenvalue of multiplicity k (which is the largest eigenvalue), the samemust
hold for the Q -spectrum of H . Thus, H contains exactly k cycles. Since L(G) contains exactly k triangles, by SA the samemust
hold for L(H). Thus, each cycle belonging to H is isomorphic to C3. So we have:
H = C3 ∪ C3 ∪ · · · ∪ C3︸ ︷︷ ︸ ∪ Pj1 ∪ Pj2 ∪ · · · ∪ Pjm .
k
The Q -index of the largest path among the paths of both graphs must appear in the Q -spectrum of the other graph. Since
the Q -spectra of Z0 and C3 are [0, 1, 1, 4] and [1, 1, 4], respectively, the only possibility is l = 0, and m = k, Pj1 = Pj2 =· · · = Pjk = P1. The minimality of G implies k = 1.
This completes the proof. 
Theorem 4.4. Let T3 be a component of G. Then G = T3 ∪ Z0 is the unique minimal graph which is not determined by its
Q -spectrum.
Proof. By Table 1,W3 must be a component of H . Due to Lemma 3.4, we have that Z0 is a component of G. Similarly as in
the previous theorem we get that the remaining components of G can be Z0’s and Pn’s, while the remaining components of
H can be Cn’s and Pn’s. Since the eigenvalue 4 must have equal multiplicities in the Q -spectra of G and H , we get that the
number of Cn’s in H must be equal to the number of Z0’s in G minus 1. The numbers of triangles in L(G) and L(H) must be
equal, and so each cycle in H is in fact C3. Finally, κ2(T3)must appear in the Q -spectrum of H , i.e. it must be a Q -eigenvalue
of some path belonging to H . If P4 is a component of H we get G = T3 ∪ Z0, H = W3 ∪ P4 (and G is minimal). If Pn(n > 4) is
a component of H then the Q -index of the largest path among the paths of G and H cannot be a Q -eigenvalue of the other
graph (otherwise Gwould not be minimal).
This completes the proof. 
Theorem 4.5. Let W3 be a component of G. Then G = W3 ∪ P4 is the unique minimal graph which is not determined by its
Q -spectrum.
Proof. By Table 1, T3 must be a component of H . If Z0 ∈ H , we easily get the solution as in the previous theorem with
changing the roles of G and H . Using the argumentation of the proof of the previous theorem, we get that the remaining
components of G can be Z0’s and Pn’s, while the remaining components of H can be Cn’s and Pn’s. Next, the number of Cn’s
in H must be equal to the number of Z0’s in G plus 1. Considering the line graphs of G and H , we get that the cycles in H are
isomorphic to C3. Similarly as in the previous theorem we get that κ2(T3) must appear in the Q -spectrum of G. Having in
mind that G is minimal we get the unique solution: G = W3 ∪ P4, H = T3 ∪ C3 ∪ K1.
This completes the proof. 
Collecting the results obtained we establish the proof of the main result in this section.
Proof of Theorem 4.1. The proof follows directly from Theorems 4.2–4.5. 
Remark 4.1. The characteristic polynomial of the signless Laplacian of the graph Z0 is x4 − 6x3 + 9x2 − 4x; its Q -spectrum
is [0, 1, 1, 4]. The characteristic polynomial of the signless Laplacian of the graphs W3 ∪ P4 and T3 ∪ Z0 coincide with the
characteristic polynomial that is given in Remark 3.1.
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