Abstract. There are more and more recent copula models aimed at describing the behavior of multivariate data sets. However, no effective methods are known for checking the validity of these models, especially for the case of higher dimensions.
Introduction
In the last decades the question of multivariate modeling became also tractable, by the vast number of recorded data and the powerful computing equipment readily available. However, the methodology has not always been kept pace with the available resources: one can easily fit 1 multivariate models by one software or another, but there is not always a suitable method at hand for checking the goodness of the fit. Copulas, simple yet powerful tools for modeling, ensuring the separation of marginal modeling and dependence questions, have been re-invented in the 1990s and their use has been expanded rapidly since then. One natural area of their applications is in the financial mathematics, where they are often used to model the dependence structure between assets or losses, stock indices and so on.
The paper is organized as follows. In Section 2 we recall the definition of the Archimedian copula and outline its most relevant properties. In section 3 we demonstrate two completely different approach for investigating the goodness of fit. In Section 4 we apply the presented methods for real financial data sets and compare their power. We show possible extensions of the wellknown bivariate methods to higher dimensions.
d-dimensional Archimedian copulas
In the following we present the basic elements of copula theory for the class of the d-variate Archimedian copulas, which is the extension of the very popular notion of bivariate Archimedian copulas, so it possesses similarly favorable characteristics.
Let us consider a copula generator function:
, which is continuous and strictly decreasing with φ(1) = 0. Then a d-variate Archimedian copula function is
The d-copula inherits the beneficial properties of its bivariate ancestor, however it has a limitation that for a fixed family φ θ , there are only a few parameters to capture the full dependence structure. Since all the d − 1 dimensional margins of an Archimedian copula are identical:
, it assumes a certain symmetry among the coordinates.
Anyway, since the main aim of this paper is to introduce some appropriate methods for checking a given model's validity and not to develop involved copula models, the Archimedian families are pretty eligible. Indeed in the course of the next sections we deal mostly with the Clayton copula family, but we emphasize that the presented methods can be adapted for any Archimedian models in the same way.
The generator function of the Clayton copula is given by
θ . The Clayton d-copula function, also known as Cook and Johnson's family, is given by:
with θ > 0. Simulations can be performed by general methods, such as the conditional sampling, which can be computed quite easily with the help of the derivatives of the function φ −1 θ (t), for details see [1] . Beyond the simulation, another relevant question is the parameter estimation. An easy method for the bivariate case is based on Kendall's τ [cite:] by the form ofθ = 2τ (1−τ ) . In the general, d-dimensional case one may use the so-called maximum pseudo-likelihood method (see [5] ), based on the copula density function:
Goodness of fit tests
In this section we discuss the goodness of fit statistics in two subsections, first the tests related to the cumulative distribution function and then those based on the probability density function.
GOF statistics based on PIT

Let a random vector
Let the distribution function of the probability integral transformation V = H(X) be denoted by
In the case of the Archimedian copula family (4) can be computed as follows
where
. For Clayton copulas this can be given as
. The test statistics we propose for checking the goodness of fit is based on the comparison of the parametric estimate K(θ n , t) of K(θ, t) with its empirical counterpart K n (t) (for further details see [4] 
2 dt and T n = sup 0≤t≤1 |κ n (t)|. With this end in view we will apply the following test statistics,
Deviations
Weighted deviations
is an appropriately fine division of the interval (0, 1).
Kernel-based GOF statistics
An other prevailing approach is based on the smoothed empirical copula density. For each index i, define the d-dimensional vectors
denoting by F n,k the empirical k-th marginal cdf of X. Obviously, the copula C is the cdf of Y and its empirical version is
We assume that Y has a density c, so its kernel estimator at point u is
where τ is a d-dimensional kernel and h = h(n) is a usual bandwidth sequence.
Under the appropriate conditions (see [2] ): If the chosen copula is the true one then T tends to the χ 2 distribution with m degrees of freedom. Theoretically it is very comfortable, because it provides a distribution free testing method. But we have to mention that the conditions even for fitting a proper non-parametric model are far from minimal (adequate kernel structure and bandwidth). Beyond that choosing a grid for evaluating the statistic can be cruel as well. So in practice we propose the following test statistics
In the modified statistic (11), the coefficients of the sum were omitted and the squared deviations were weighted by the copula density. This is a logical choice, as thus we concentrate on points which are more frequent under our model. Critical values can be calculated by Monte Carlo simulations similarly to the previous subsection.
Application for financial data sets
This section illustrates the implementation of the described goodness of fit procedures. We investigate three stock indices namely BUX (Budapest), WIG (Warsaw) and PX (Prague). The data are the daily closing prices Since our aim is to capture the dependence structure, we transformed the data set into the unit cube with the help of the empirical univariate margins, and attempted to fit a 3-dimensional Clayton model. Since the empirical copula has upper tail dependence and the Clayton copula has lower tail dependence, in the first step it is practical to "turn the empirical copula upside down". This can be seen in the upper left panel of Figure 1 . Next to the empirical data we can see a simulation from the fitted model, so it is clear that the Clayton model can not mimic the given structure properly. The lower graphs report the deviation between the given and the estimated data set. In the first panel the estimated K(θ n , t) function is given, together with its 95 percent confidence bounds from a Monte Carlo simulation with 1000 repetitions, compared to the empirical K n (t) function. The second graph emphasizes the deviations between the graphs. We see that the the observed data are fairly far from our model. This phenomena is proven by the test procedures, since none of our statistics accepts our model. Indeed the observed test statistics are 5-20 times higher then the maximum from 1000 simulations (see Table 1 ).
However, if we omit the extremes from our data set by considering instead of the unit cube just the observations falling into [0.125; 0.86] 3 , then no tests among the proposed ones rejects the fit ( Table 2 gives the details). Table 1 . Simulated and observed statistics for the whole data set In the case of the kernel-based approach there are more difficulties. The value of the proposed T statistic depend strongly on the kernel estimation of the copula. In the current case we set h = 0.05 as bandwidth and evaluated the estimated models on a 100 × 100 grid. This is reported in Figure 3 for the BUX-WIG indices. In the left panel there is the estimated kernel density for the observations, next to that in the middle panel the estimated kernel density for a simulated data set from the model, with the given sample size and in the last one the "true" values of the model's density. 2 ) as well, in which case we noticed a better fit. This can be seen in Figure 4 , where more similarity between the observations and the estimated model is detected.
We performed a simulation study for both of the two cases and found that simulated T statistics can not detect the deviations so effectively as in S statistics (the observed sample corresponds to the 0.858 quantile in the case of the whole data set, and to the 0.324-quantile for the subset). It is also clear, however that the model fits better to the subsample.
Conclusions
We have shown that the statistics, based on the probability integral transform, gave reasonable results even for our moderate sample size. We are about to undertake further investigations about the sensitivity of the statistics and the proposed weight functions (see [3] , [6] and [7] ).
The presented analysis about the kernel-based methods was more preliminary. A lot of work has still to be done until one gets a clear picture about the properties of these statistics for real, relatively small data sets. A crucial question is the choice of the points u k as well as the exact form of the most appropriate statistics for a given type of problems.
