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Abst ract - -A  key to reducing the risks and costs associated with oil and gas exploration is the 
fast, accurate imaging of complex geologies, such as salt domes in the Gulf of Mexico and overthrust 
regions in U.S. onshore regions. Prestack depth migration generally ields the most accurate images, 
and one approach to this is to solve the scalar-wave equation using finite differences. 
Current industry computational capabilities are insufficient for the application of finite-difference, 
3-D, prestack, depth-migration algorithms. A 3-D seismic data can be several terabytes in size, and 
the multiple runs necessary to refine the velocity model may take many years. The oil companies and 
seismic ontractors need to perform complete velocity field refinements in weeks and single iterations 
overnight. High-performance computers and state-of-the-art lgorithms and software are required to 
meet this need. 
As part of an ongoing ACTI project funded by the U.S. Department of Energy, we have developed 
a finite-difference, 3-D prestack, depth-migration code for the Intel Paragon. The goal of this work 
is to demonstrate hat massively parallel computers (thousands ofprocessors) can be used efficiently 
for seismic imaging, and that sufficient computing power exists (or soon will exist) to make finite- 
difference, prestack, depth migration practical for oil and gas exploration. 
Keywords - -Se ismic  processing, Massively parallel computers, Oil search. 
1. INTRODUCTION 
Oil and gas companies earch continual ly for new reserves; however, most of the easy discoveries 
have been made. Many of the remaining possible sites for dri l l ing are in regions of complex 
geologies, such as salt  domes or overthrust  regions. These complex geologies are character ized by 
large velocity variations, which tend to obscure deep images produced through seismic imaging. 
These images could indicate the presence of oil and gas. 
To image beneath these complex geologies, more accurate imaging techniques are required. 
Current  imaging techniques use ray-tracing schemes (i.e., Kirchhoff migrat ion) or trace-averaging 
schemes (i.e., poststack migrat ion),  which can have difficulty with large, 3-D velocity variations. 
To handle these velocity variations, we have developed a wave-equation, 3-D, prestack, depth-  
migrat ion code, Salvo. A l though the wave-equation approach is not new, it requires substant ia l  
computat iona l  power and t ime to produce an image. These high costs have prevented its wide- 
spread use in the industry. 
Paral lel  computers  can provide the needed computat ional  power for these highly accurate imag- 
ing techniques. Several problems have been addressed in order to obtain an efficient code for the 
Intel Paragon. These include efficient I /O,  high single-node performance, and efficient paral lel  
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tridiagonal solves. Furthermore, Salvo has been restricted to high-level programming languages 
(C and Fortran) and standard interprocessor communications (MPI) to provide portable code. 
Additionally, Salvo has been running under SUNMOS, which has affected many of our program- 
ming decisions. 
In the following sections, the approaches used to obtain an efficient prestack migration code are 
presented, including the I /O partition for the trace reads, the computations, the optimizations, 
the performance, and the future work associated with porting to the Puma operating system. 
2. i /o  
Efficient I /O is an important aspect of seismic imaging, because the datasets consisting of 
recorded pressure waves are often large. Even if the computations can be performed in-core, the 
time required to read the initial seismic data, read the velocity models, and write the images can 
be substantial. In Salvo, the "I/O bottleneck" is mitigated by performing preliminary compu- 
tations and data redistribution using nodes not directly involved in the I/O. The creation of an 
I /O partition is motivated by the lack of an asynchronous read in SUNMOS. 
The dataset contains a sequence of traces, and is distributed across many disks to increase the 
total disk-to-memory bandwidth. One node is assigned to handle the I /O for each file system, 
and is termed an I /O node. This is the best arrangement for the Paragon at Sandia on which 
each raid has its own file system. 
The remaining nodes, termed compute nodes, can complete necessary computations and com- 
munications before the migration begins. Each compute node is assigned to an I /O node and 
performs the precomputations on the data read by its I /O node. Currently, the precomputation 
comprises fast Fourier transforms (FFTs), but other computations could also be performed. If 
a sufficient number of compute nodes are assigned to each I/O node, the time to read a block 
of seismic data will be greater than the time required to compute the FFTs and distribute the 
frequencies to the correct nodes for later computations. Thus, the computation time will be 
hidden behind the I /O time. 
A model of the I/O, precomputations, and communications can be developed to determine the 
proper balance between I /O nodes and compute nodes. The I /O node begins by reading a block 
of data from a disk and distributing this data to a set of compute nodes. The time required for 
this operation is approximately 
where • is the disk bandwidth, b is the blocksize, a is communication latency, fl is the time to 
communicate one byte, and c is the number of compute nodes. 
The time to compute an FFT of the appropriate length 7 is machine and library dependent. 
Because T can be measured easily on most platforms, it is not further decomposed into compu- 
tational rates. 
After completing an FFT, the compute node must distribute ach frequency to the processor 
assigned to perform the seismic migration for that x and y location and frequency. The time to 
evenly distribute the frequencies of one trace is approximated by 
where p~ is the number of nodes in the frequency decomposition,  is the number of words in 
a frequency trace, and g is the size of one word of data (g -- 8 for single precision, complex 
numbers). The total time required to FFT  the traces and redistribute frequencies for b/ (cng)  
traces, (i.e., the number of traces which one compute node processes) is approximately 
p.~ a+j3  +T 
c n g -~ " 
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To determine the minimum number of compute nodes for each I /O node Copt, the time required 
to read and distribute a block of data must be equal to or greater than the time required to FFT  
the time traces and redistribute frequencies. This yields 
where 
-b  ((I) + fl) + v~ 
Copt = 2a ' (1) 
. /o ,+.  +,o{.. +,}. 
All of the variables in the expression for Copt, except p~, are either machine constants or 
defined by the problem size. Figure 1 shows the Cop t as a function of p~ and points indicating 
several actual runs. We see that the model does a good job of predicting whether the run time 
is dominated by disk reads or by computation and communication. 
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Figure 1. The  graph shows Copt as a function of p~. Circles correspond to actual 
runs  in which I /O  nodes had no idle time; squares correspond to actual runs  in which 
I /O nodes were idle for part of the run. 
The I /O  performance was measured by distributing a 150 MByte data file to 32 disks and then 
reading the data of the disks and measuring the time to read, Fourier transform, and distribute 
frequencies for the traces stored on those disks. By using this method, we were able to accurately 
measure the scalability of Salvo as the number of disks increases. Because the performance of 
the disks is not consistent for every run, we ran Salvo 20 times for each disk configuration and 
averaged the timings. The results of our evaluation are plotted in Figure 2, which shows the 
minimum, average, and maximum I /O bandwidth per disk. 
The average bandwidth remains fairly constant across the test range, but the minimum band- 
width slowly decreases, which limits the overall I /O performance. As the number of disks in- 
creases, the chance of user conflicts reducing the available bandwidth also increases, although, 
in the case of the Paragon, a disk rarely performs at less than 1.5 MBytes/sec. Thus, we can 
safely say that as the number of disks being used in an application increases, the aggregate I /O 
bandwidth increases linearly at a rate of 1.5 MBytes/sec/disk. A run using 32 disks reads and 
writes data from disk at an aggregate bandwidth of approximately 48 MBytes/sec. 
During the computations, velocity data must be read from the disk, image data must be written 
to the disk, pressure data must be written to disk for restarts, and if the problem is too large to 
fit in memory, frequency data must be swapped in and out. We currently perform this I /O from 
within the compute processors, but we are rewriting the code to use a subset of the compute 
nodes to coordinate I /O  in a manner similar to how the trace data I /O  is handled. 
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F igure  2. I /O  bandwidth  per fo rmance  per  d isk .  The  average  bandwidth  is computed  
us ing  a l l  d i sks  and  20 runs ,  wh i le  the  max imum and min imum bandwidths  are  the  
average  max imum and min imum for a l l  the  runs .  
3. COMPUTATIONS 
After the input and preprocessing phase, the actual imaging is performed. The following 
development is an industry-standard approach [1-3] and is repeated here for reference. The 
equation used to model the propagation of pressure waves through the earth is the scalar wave 
equation 
02P 02P 02P 10~P 
07 + ~ + ~ = v 2 ot 2 ' (2) 
where P(x, y, z, t) is pressure, and v(x, y, z) is the acoustic velocity of the media. This equation 
is transformed to a Helmholtz equation and then to the paraxial wave equation 
{ [ 0z  = ±~ i+~ y~z~+0~)  j jp ,  (3) 
where P(x, y, z, w) is a complex variable, and w is the frequency of the propagating wave. The 
positive and negative signs correspond to upcoming and downgoing wavefields. The paraxial 
wave equation is a parabolic equation in the z-direction, and can be solved by marching down 
the z axis for each and every frequency retained in the solution. 
Equation (3) contains asquare-root perator which is numerically difficult o evaluate, but can 
be represented by a Pad6 approximation [1, p. 84; 2, p. 513; 4,5]. Additionally, operator splitting 
is introduced to utilize efficient ridiagonal solves. After these approximations, the paraxial wave 
equation becomes 
oP  = + i_u 1 + - -  + t s. (4) 
Oz v = l + &s~ = l + &S~ 
By the use of the method of fractional steps, we can separate the three terms on the right- 
hand side of equation (4), and solve each term individually. The first term can be solved by 
a simple complex-exponential solution. The second and third terms can be solved using the 
Thomas algorithm for the tridiagonal systems in the x and y directions. Last, a filter can be 
incorporated to correct for errors introduced by the square-root perator and operator-splitting 
approximations [3,6], and absorbing boundary conditions are also used [7]. 
As an example of a solution, a small region of the synthetic SEG/EAEG Overthrust Model 
was used. This model has some large variations in velocity, both in depth and in the horizontal 
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directions. The velocity model for the entire Overthrust Model has 801 x 801 x 187 grid points 
with 25 m spacing in each direction. The selected subvolume has 100 x t00 x 150 grid points, and 
a 2-D slice of this subvolume is shown in Figure 3 along with the generated image from Salvo. 
The image layers closely agree with the velocity-model layers, indicating a good solution. 
(a) Velocity model. (b) Salvo solution. 
Figure 3. SEG/EAEG overthrust 2-D section. 
4. S INGLE-NODE OPT IMIZAT ION 
To obtain good performance for the overall code, high single-node performance is required. 
Because our code is expected to be portable, we have restricted ourselves to the use of FORTRAN 
and C, which removes the possibility of assembly coding portions of the computational kernel. 
However, the modular design of the code allows vendor-optimized routines to be incorporated at 
a later date. 
The complex exponentiation required for equation (4) is very expensive. To reduce the compu- 
tation, Euler's formula is used to replace the complex exponential with sines and cosines. These 
sines and cosines are represented by a table of discrete sine values. Using the first two terms 
from a Taylor series, both the real and imaginary parts of the complex-exponential so ution are 
approximated within desired accuracy. Sample runs have shown a 10% reduction in computation 
time by using the approximate complex exponential solution. 
For the tridiagonal solves, several computational points have been addressed. First, tridi- 
agonal solves are vector operations. Their performance is limited by the memory-bus band- 
width, because the expected size of our tridiagonal systems limits the effectiveness of cache 
usage. Thus, we have approached this problem by combining the coefficient-generation and 
tridiagonal-solve loops to reduce the demands on the memory bus. Our code has achieved up to 
35 MFLOPS/second/processor in single precision. In future work, we will take advantage of the 
second and third processor on each node. 
Also, we found that the complex divides required in the tridiagonal solves impeded the use 
of the i860 pipelines in the computational kernel. After rewriting the complex divides in terms 
of operations on real numbers, the compiler could take advantage of the i860 add and multiply 
pipelines. 
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5. PARALLEL  OPT IMIZAT ION 
Another problem that we have had to address is the efficient use of thousands of processors. 
There are a couple levels of parallelism available in a finite-difference solution of the wave equation 
for seismic imaging. The first and most obvious is frequency parallelism. Each of the frequencies 
can be processed independently, and computing the final image requires only a global sum. Thus 
frequency parallelism is highly efficient. One problem is that only 100 to 500 frequencies are 
usually processed, and we cannot use more processors than frequency levels. Another problem 
is that each processor must store (or have access to) the entire velocity model. Because there 
are only 16 MBytes of memory per node on Sandia's Paragon, this severely limits the size of the 
problem that can be solved. 
Our solution to this has been to introduce spatial parallelism for each frequency level. The 
problem here is that ADI (or a variant) is typically used for the solution at each depth level, 
which means that tridiagonal solves must be parallelized. Parallelizing individual tridiagonal 
solves is difficult and our approach as been to take advantage of the fact that we have many 
tridiagonal systems to set up a pipeline. 
In the first stage of the pipeline, processor one starts a tridiagonal solve. In the second stage 
of the pipeline, processor two continues the first tridiagonal solve, while processor one starts a 
second tridiagonal solve. This process continues until all processors are busy. 
In the implementation f a pipeline, there are two sources of parallel inefficiency. The first 
is communication between processors. This communication time is dominated by the message 
latency since very small amounts of data must be transferred. This can be offset by grouping 
several tridiagonal solves into each stage of the pipeline. 
The second source of parallel inefficiency is processor idle time associated with the pipeline 
being filled or emptied. This is dominated by the computation time of each pipeline stage. It can 
be reduced by reducing the computation time, but it is increased by grouping several tridiagonal 
solves in each stage of the pipeline. 
The total parallel overhead can be minimized by choosing how many tridiagonal solves are 
grouped into each stage of the pipeline. The number of tridiagonal solves to group is based on 
the following model. The communication time is approximated by 
---- ÷ 
where N is the total number of tridiagonal solves, b is the number to be grouped into each stage 
of the pipeline, a is the communication latency, and/3 is time to communicate one byte. The 
pipeline idle time is approximated by 
Tpipe = W b n "y + p (2a + 24b13), 
where W is the total number of floating point operations required at each grid point, n is the 
number of points in each stage of the pipeline, p is the number of processors in the pipeline, and 
7 is the computational time required for one floating point operation. 
The optimal value of b, bmin, is computed by minimizing Tcomm -b Tpipe. This yields 
{' 2N O~ ~ 1/2 
bmi. = \ W n- -~ 24 p ]3 ] 
In Figure 4, the prediction of brain is tested. Three sample problems were run with varying block 
size b. The corresponding runtimes are presented and compared with the predicted optimum. 
The results indicate very good prediction of bmin. However, careful inspection shows that the 
bmin is slightly below the experimental bmin. This is because the predicted block size is not an 
even divisor of the number of tridiagonal solves for one frequency. Thus, there is a small number 
of tridiagonal solves left in the last block. 
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Figure 4. Optimal block size for pipeline tridiagonal solve. 
'Fable 1. Timings for a sample impulse problem for spatial and frequency parallelism 
on the Intel Paragon. Single processor times are estimated. All other times are 
measured. 
p= x py x p,~ Runt ime (sec.) Eff iciency (%) 
Spatial Parallelism 
1 x 1 x 1 84.1 100.0 
2 x 1 x 1 92.4 91.0 
2 x 2 x 1 103.2 81.5 
3 x 3 x 1 108.7 77.4 
4 x 4 x 1 108.9 77.2 
5 x 5 x 1 112.2 75.0 
6 x 6 x 1 114.8 73.3 
7 x 7 x 1 115.6 72.8 
8 x 8 x 1 116.2 72.4 
Frequency Parallelism 
1 x 1 x 1 84.1 100.0 
1 x 1 x 2 42.21 99.6 
1 x 1 x 4 21.19 99.2 
1 x 1 x 8 10.63 98.9 
1 x 1 x 16 5.35 98.2 
1 x 1 x 32 2.71 97.0 
I x 1 x 64 1.40 93.8 
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6. PERFORMANCE 
To test the computational performance of Salvo, an impulse problem was used. The spatial size 
of the impulse problem has been adjusted so that each processor has approximately a 101 x 101 
spatial grid. Therefore if four processors were used in the x-direction, p= --- 4, and four processors 
were used in the y-direction, p~ -- 4, the total domain was 401 x 401. Sixty-four frequencies have 
been retained for the solution independent of how many frequency processors were used. Thus 
if four processors were used in the w-direction, p~ -- 4 (i.e., 1 x 1 x 4), sixteen frequencies would 
be migrated per processor. 
Timings for a sample impulse run are shown in Table 1. From these numbers, we can make 
a few statements about the parallelism of the migration routine. First, the spatial parallelism 
is very efficient as soon as the pipeline includes three or more processors. However there is a 
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penalty for introducing the pipeline in each direction, which is about 10% for each (i.e., 1 x 1 x 1 
at 100% to 91% for 2 × 1 × 1, and to 81% for 2 x 2 x 1). The reasons for this "overhead" are still 
under investigation. 
Second, the frequency parallelism is very efficient, staying in the upper 90's for most of the 
problems. This is expected, since frequency parallelism requires little communication during the 
solve. The primary communications are a broadcast of velocity data at the beginning of each 
depth step and a summation to produce an image at the end of each depth step. 
7. PORTING TO THE PUMA OS 
Currently, the Salvo code is running under SUNMOS on the Sandia Intel Paragon. It has also 
been ported to the Puma operating system (OS), which will be the OS on the terafiops machine 
to be sited at Sandia later this year. Performance similar to those shown above were obtained. 
However, during this port, we did not take advantage of portals. 
Portals permit the ability to read and write to the address space of another node. This 
capability avoids expensive memory copies, and context switches to user mode. We plan to 
take advantage of portals through one-sided communications, such as those slated for MPI2_Get 
and MPI2_Put. The one-sided communications will be used in the tridiagonal solve to reduce 
overhead costs associated with pipeline communications and the ghost-cell updates. 
Additionally, we will use one-sided communication to create pseudo-asynchronous I/O. Some 
of the compute nodes will be used as dedicated I /O nodes, which will handle the velocity-model 
reads and image-solution writes. By using an I /O partition, we allow the remaining compute 
nodes to continue working, while the I /O nodes perform the necessary reads and writes. 
Finally, we will use one-sided communication to implement a "memory server" for velocity 
data. This will reduce the memory required to store multiple copies of the velocity data in 
frequency parallelism. 
8. CONCLUSIONS 
We have presented approaches to implementing seismic imaging on the Intel Paragon efficiently. 
We have completed an I /O partition to perform trace data reads in an asynchronous manner, 
which allows computations during the I/O. Sustained isk bandwidth measurements are in excess 
of 1.5 MBytes/s/disk. Optimizations to single-node and parallel coding have been used to improve 
performance. Frequency parallelism has high parallel efficiencies, while spatial parallelism has 
slightly lower efficiencies due to the tridiagonal solves. Future work for this project include the 
porting of Salvo to the Puma OS to take advantage of one-sided communication through portals. 
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