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Введение
Один из основных методов анализа сложных объектов заключается в построе-
нии и исследовании соответствующей сетевой модели, которая допускает визуали-
зацию простым полным взвешенным графом [1]. Под сетевой моделью понимается
модель сложного объекта, состоящего из 𝑁 связанных между собой элементов.
В качестве элементов могут рассматриваться нейроны, люди, акции, гены и т.д.
В качестве характеристики связей могут выступать произвольные меры взаимо-
действия между ними.
Сетевую модель 𝐺 удобно представить простым полным взвешенным графом
𝐺 = (𝑉,𝐸, 𝛾) где 𝑉 = {1, 2, . . . , 𝑁} – множество элементов сложного объекта (вер-
шин графа), а 𝐸 = {(𝑖, 𝑗) : 𝑖, 𝑗 = 1, 2, . . . , 𝑁} – множество ребер с весами 𝛾𝑖,𝑗 . По
способу описания вершин можно выделить два типа сетевых моделей: детерми-
нированные и вероятностные. В настоящей работе рассматриваются только веро-
ятностные сетевые модели (probabilistic graphical model or graphical model), кото-
рые предполагают, что вершины графа характеризуются случайными величинами.
1Работа выполнена при финансовой поддержке Российского гуманитарного научного фонда
(проект 15-32-01052).
45
46 КОЛДАНОВ П.А.
Графическое представление связей между случайными величинами дает возмож-
ность факторизовать их совместное распределение, что приводит к упрощению
вычислений. Эта идея использовалась еще в работах [2,3]. В настоящее время та-
кое представление находит применение в нейронных сетях и генетике [4,5]. В этих
работах совместное распределение случайных величин предполагается известным
и основной целью является разработка вычислительных алгоритмов анализа боль-
ших массивов данных и их применение к решению задач выявления структуры
зависимости элементов таких сетей. Хорошо изученной сетевой моделью, в ко-
торой вершины характеризуются случайными величинами, является Гауссовская
графическая модель (Gaussian graphical model) [6]. В последние годы начато иссле-
дование статистических задач идентификации гауссовских графических моделей
по наблюдениям [7–13]. В этих работах предлагаются статистические процедуры,
контролирующие характеристики только ошибок первого рода (ложного включе-
ния ребра в сетевую структуру).
Другой сетевой моделью, в которой вершины описываются случайными вели-
чинами, является сетевая модель фондового рынка. Каждая вершина этой сетевой
модели соответствует акции, а веса ребер определяются выбранной мерой зави-
симости между случайными величинами, характеризующими доходности акций.
При этом популярными сетевыми структурами являются отсеченный граф [14] и
максимальное остовное дерево [15]. Отсеченным графом принято называть граф
без весов, полученный из сетевой модели удалением ребер с весами, меньшими
заданного порога. Максимальным остовным деревом называют остовное дерево
полного взвешенного графа с максимальной суммой весов входящих в него ребер.
В настоящее время имеется значительное количество публикаций по вычислению
таких структур по наблюдениям и интерпретации полученных результатов. В ра-
боте [16] предложен статистический подход к построению процедур идентифика-
ции отсеченного графа.
В настоящей работе рассматривается общая постановка задачи идентификации
сетевых структур по наблюдениям. Естественной характеристикой таких проце-
дур являются средние числа ошибок первого и второго (неверное невключение
элемента в сетевую структуру) родов. Выделяется два типа задач. К первому
типу относятся задачи идентификации сетевых структур с произвольным чис-
лом элементов сетевой модели. К такому типу относятся задачи идентификации
отсеченного графа. Ко второму типу относятся задачи идентификации сетевых
структур с заданным числом элементов сетевой модели. К такому типу относятся
задачи идентификации максимального остовного дерева. Доказано, что функцию
риска процедур идентификации сетевых структур первого и второго типов можно
представить как сумму средних чисел ошибок первого и второго родов.
1. Основные понятия и формулировка статистических задач идентифи-
кации сетевых структур
Определение 1. Сетью случайных величин будем называть пару (𝑋, 𝛾), где
𝑋 = (𝑋1, . . . , 𝑋𝑁 ) – вектор случайных величин, а 𝛾 = {𝛾𝑖,𝑗 : 𝑖, 𝑗 = 1, . . . , 𝑁 ; 𝑖 ̸= 𝑗}
мера зависимости между случайными величинами 𝑋𝑖, 𝑋𝑗.
Сеть случайных величин порождает сетевую модель, которая представля-
ет собой простой полный неориентированный взвешенный граф без петель
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𝐺 = (𝑉,𝐸, 𝛾), где 𝑉 = {1, 2, . . . , 𝑁} – множество вершин, которые описываются
случайными величинами 𝑋1, 𝑋2, . . . , 𝑋𝑁 , 𝐸 – множество ребер с весами, заданны-
ми мерой 𝛾. Изучение сетевых моделей𝐺 = (𝑉,𝐸, 𝛾) естественно свести к изучению
ключевых характеристик соответствующих графов.
В настоящей работе исследуются характеристики графов, удовлетворяющие
следующему определению.
Определение 2. Сетевой структурой модели 𝐺 = (𝑉,𝐸, 𝛾) называется подграф
без весов 𝐺′ = (𝑉 ′, 𝐸′) : 𝑉 ′ ⊆ 𝑉,𝐸′ ⊆ 𝐸.
Можно выделить два типа сетевых структур. К первому типу отнесем сете-
вые структуры, которые могут содержать произвольное число элементов сетевой
модели. К такому типу структур относится отсеченный граф, частным случаем
которого является гауссовская графическая модель.
Определение 3. Отсеченным графом (TG) сетевой модели 𝐺 = (𝑉,𝐸, 𝛾) назы-
вается подграф 𝐺′(𝛾0) = (𝑉 ′, 𝐸′) : 𝑉 ′ = 𝑉 ;𝐸′ ⊆ 𝐸,𝐸′ = {(𝑖, 𝑗) : 𝛾𝑖,𝑗 > 𝛾0}, где 𝛾0 –
некоторый порог.
Ко второму типу сетевых структур относятся сетевые структуры, которые со-
держат заданное число элементов сетевой модели. К такому типу структур отно-
сится максимальное остовное дерево.
Определение 4. Максимальным остовным деревом (MST) сете-
вой модели 𝐺 = (𝑉,𝐸, 𝛾) называется дерево (граф без циклов)
𝐺′ = (𝑉 ′, 𝐸′) : 𝑉 ′ = 𝑉 ;𝐸′ ⊂ 𝐸; |𝐸′| = |𝑉 | − 1; такое, что ∑︀(𝑖,𝑗)∈𝐸′ 𝛾𝑖,𝑗
максимальна.
В настоящей работе предлагается следующая общая статистическая формули-
ровка задач идентификации сетевых структур:
Определение 5. Пусть (𝑋, 𝛾) – сеть случайных величин. Плотность распре-
деления вектора 𝑋, 𝑓(𝑥) ∈ {𝑓(𝑥, 𝜃) : 𝜃 ∈ Ω}. Пусть 𝐺 = (𝑉,𝐸, 𝛾) – порожден-
ная сетью (𝑋, 𝛾) сетевая модель. Элементами сетевой модели 𝐺 = (𝑉,𝐸, 𝛾)
будем называть элементы множества 𝐸 и обозначать через 𝛽 : 𝛽 = 1, . . . ,𝐾,
𝐾 = 𝑁(𝑁−1)2 . Пусть 𝐺
′ = (𝑉 ′, 𝐸′) : 𝑉 ′ ⊆ 𝑉,𝐸′ ⊆ 𝐸 – сетевая структура, которую
требуется идентифицировать по наблюдениям 𝑥𝑖(𝑡), 𝑖 = 1, . . . , 𝑁, 𝑡 = 1, . . . , 𝑛. За-
дачу идентификации сетевой структуры по наблюдениям будем формулировать
следующим образом: пусть ℎ𝛽 : 𝜃 ∈ 𝜔𝛽 – гипотеза о том, что элемент 𝛽 се-
тевой модели не принадлежит идентифицируемой структуре, 𝑘𝛽 : 𝜃 ∈ 𝜔−1𝛽 –
альтернатива ℎ𝛽, 𝐻𝑖 : 𝜃 ∈ Ω𝑖; 𝑖 = 1, . . . , 𝐿 – гипотеза о том, что элементы
{𝑖1, 𝑖2, . . . , 𝑖𝑀}, {𝑖1, 𝑖2, . . . , 𝑖𝑀} ⊆ {1, 2, . . . ,𝐾} принадлежат идентифицируемой
сетевой структуре. 𝑀 – число элементов идентифицируемой сетевой структу-
ры. Требуется построить статистическую процедуру выбора одной из гипотез
𝐻𝑖 : 𝜃 ∈ Ω𝑖,
где
Ω𝑖 = (
⋂︀
𝑖𝑙∈{𝑖1,...,𝑖𝑀} 𝜔
−1
𝑖𝑙
) ∩ (⋂︀𝑖𝑠∈{1,...,𝐾}−{𝑖1,...,𝑖𝑀} 𝜔𝑖𝑠) (1)
или
𝐻𝑖 = (
⋂︀
𝑖𝑙∈{𝑖1,...,𝑖𝑀} 𝑘𝑖𝑙) ∩ (
⋂︀
𝑖𝑠∈{1,...,𝐾}−{𝑖1,...,𝑖𝑀} ℎ𝑖𝑠).
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В зависимости от 𝑀 можно выделить два типа задач:
– задачи с произвольным числом элементов сетевой модели –
𝑀 ∈ {0, 1, . . . , 𝐶2𝑁},
– задачи с заданным числом 𝑀 элементов сетевой модели.
2. Общий вид процедур идентификации сетевых структур
Пусть 𝜙𝛽(𝑥) – тесты проверки индивидуальных гипотез ℎ𝛽 против альтерна-
тив 𝑘𝛽 с областями принятия 𝐴𝛽 и областями отвержения 𝐴
−1
𝛽 соответственно.
Пусть 𝛿(𝑥) – статистическая процедура различения гипотез (5) с решениями 𝑑𝑖 об
истинности гипотезы 𝐻𝑖, 𝑖 = 1, . . . , 𝐿, 𝐷𝑖 – область принятия 𝐻𝑖, т.е.
𝛿(𝑥) = 𝑑𝑖, если 𝑥 ∈ 𝐷𝑖,
𝐷𝑖 ∩𝐷𝑗 = ∅, 𝑖 ̸= 𝑗, 𝑖, 𝑗 = 1, . . . , 𝐿;
⋃︀𝐿
𝑖=1𝐷𝑖 = 𝒳 ,
𝒳 – выборочное пространство.
(2)
Любая процедура идентификации сетевой структуры с произвольным числом эле-
ментов сетевой модели может быть записана в виде:
𝐷𝑖 =
𝐾⋂︁
𝛽=1
𝐴
𝜅𝑖𝛽
𝛽 , (3)
где
𝜅𝑖𝛽 =
{︂
1, Ω𝑖 ∩ 𝜔𝛽 ̸= ∅,
−1, Ω𝑖 ∩ 𝜔𝛽 = ∅. (4)
Для задач идентификации сетевых структур с заданным числом 𝑀 элементов
сетевой модели необходимо выполнение условий совместности.
Определение 6. Семейство тестов 𝜙𝛽(𝑥) будем называть совместным с про-
странством решений процедуры 𝛿(𝑥)(2), если∑︁
(𝜅𝑖𝛽𝑖1
,...,𝜅𝑖𝛽𝑖𝐾
):𝜅𝑖𝛽𝑖1
=...=𝜅𝑖𝛽𝑖𝑀
=−1;𝜅𝑖𝛽𝑖𝑀+1=...=𝜅𝑖𝛽𝑖𝐾=1
𝑃 (𝑥 ∈
⋂︁
𝛽
𝐴
𝜅𝑖𝛽
𝛽 ) = 1. (5)
Если семейство тестов 𝜙𝛽(𝑥) совместно с пространством решений процедуры
𝛿(𝑥), то можно установить взаимно-однозначное соответствие между процедурой
𝛿(𝑥)(2) и этим семейством [17]. Такое соответствие имеет вид:
𝐷𝑖 =
𝐾⋂︁
𝛽=1
𝐴
𝜅𝑖𝛽
𝛽 , 𝐴𝛽 =
⋃︁
𝑖:𝜅𝑖𝛽=1
𝐷𝑖, 𝐴
−1
𝛽 =
⋃︁
𝑖:𝜅𝑖𝛽=−1
𝐷𝑖. (6)
В случае совместного семейства тестов 𝜙𝛽(𝑥) соотношения (6) определяют общий
вид статистических процедур идентификации сетевых структур.
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3. Функция риска статистических процедур идентификации сетевых
структур
Пусть 𝑤(𝐻𝑖; 𝑑𝑗) = 𝑤𝑖𝑗 – потери от принятия решения 𝑑𝑗 при истинности ги-
потезы 𝐻𝑖. Предположим, что потери от правильного решения равны нулю, т.е.
𝑤𝑖𝑖 = 0,∀𝑖 = 1, . . . , 𝐿. Будем характеризовать качество статистической процедуры
𝛿(𝑥) функцией риска
𝑅(𝐻𝑖, 𝜃; 𝛿) =
𝐿∑︁
𝑗=1
𝑤𝑖𝑗𝑃𝜃(𝛿(𝑥) = 𝑑𝑗), 𝜃 ∈ Ω𝑖, 𝑖 = 1, . . . , 𝐿,
где 𝑃𝜃(𝛿(𝑥) = 𝑑𝑗) – вероятность принятия решения 𝑑𝑗 .
Будем считать, что функция потерь 𝑤𝑖𝑗 задается соотношениями
𝑤𝑖𝑗 =
∑︁
𝛽
(𝜖𝑖𝑗𝛽𝑎𝛽 + 𝜖𝑗𝑖𝛽𝑏𝛽), (7)
где
𝜖𝑖𝑗𝛽 =
{︂
1, если 𝜅𝑖𝛽 = 1, 𝜅𝑗𝛽 = −1,
0, иначе.
𝜅𝑖𝛽 определены в (4).
Для задач идентификации сетевых структур с произвольным числом элемен-
тов справедлива следующая теорема
Теорема 1. Пусть функция потерь задается (7). Тогда справедливо следующее
соотношение:
𝑅(𝐻𝑖, 𝜃, 𝛿) =
𝐾∑︁
𝛽=1
𝑟(ℎ𝛽 , 𝜙𝛽), (8)
где 𝑟(ℎ𝛽 , 𝜙𝛽) – функция риска теста 𝜙𝛽.
Если 𝑎𝛽 = 𝑎, 𝑏𝛽 = 𝑏,∀𝛽 = 1, . . . ,𝐾, то:
𝑅(𝐻𝑖, 𝜃, 𝛿) = 𝑎𝐸𝜃{𝑌𝐼(𝐻𝑖, 𝛿)}+ 𝑏𝐸𝜃{𝑌𝐼𝐼(𝐻𝑖, 𝛿)}, (9)
где 𝑌𝐼(𝐻𝑖, 𝛿) – число элементов, неправильно включенных (число ошибок первого
рода) процедурой 𝛿 при истинности 𝐻𝑖; 𝑌𝐼𝐼(𝐻𝑖, 𝛿) – число элементов, неправиль-
но не включенных (число ошибок второго рода) процедурой 𝛿 при истинности
𝐻𝑖.
Доказательство. Для ∀𝜃 ∈ Ω𝑖 функция риска процедуры 𝛿 может быть представ-
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лена в виде:
𝑅(𝐻𝑖, 𝜃, 𝛿) =
∑︀
𝑗 ̸=𝑖 𝑤𝑖𝑗𝑃𝜃(𝛿 = 𝑑𝑗) =
∑︀
𝑗 ̸=𝑖
∑︀
𝛽(𝑎𝛽𝜖𝑖𝑗𝛽 + 𝑏𝛽𝜖𝑗𝑖𝛽)𝑃𝜃(𝑥 ∈ 𝐷𝑗) =
=
∑︀
𝛽
[︁
𝑎𝛽
∑︀
𝑗 ̸=𝑖 𝜖𝑖𝑗𝛽𝑃𝜃(𝑥 ∈ 𝐷𝑗) + 𝑏𝛽
∑︀
𝑗 ̸=𝑖 𝜖𝑗𝑖𝛽𝑃𝜃(𝑥 ∈ 𝐷𝑗)
]︁
=
=
∑︀
𝛽
⎡⎢⎢⎢⎢⎢⎣𝑎𝛽
∑︀
𝑗 ̸= 𝑖;
𝜅𝑖𝛽 = 1;
𝜅𝑗𝛽 = −1
𝑃𝜃(𝑥 ∈ 𝐷𝑗) + 𝑏𝛽
∑︀
𝑗 ̸= 𝑖;
𝜅𝑖𝛽 = −1;
𝜅𝑗𝛽 = 1
𝑃𝜃(𝑥 ∈ 𝐷𝑗)
⎤⎥⎥⎥⎥⎥⎦ =
=
∑︀
𝛽
⎡⎢⎢⎢⎢⎢⎣𝑎𝛽𝑃𝜃(𝑥 ∈
⋃︀
𝑗 ̸= 𝑖;
𝜅𝑖𝛽 = 1;
𝜅𝑗𝛽 = −1;
𝐷𝑗) + 𝑏𝛽𝑃𝜃(𝑥 ∈
⋃︀
𝑗 ̸= 𝑖;
𝜅𝑖𝛽 = −1;
𝜅𝑗𝛽 = 1;
𝐷𝑗)
⎤⎥⎥⎥⎥⎥⎦ =
=
∑︀
𝛽
[︁
𝑎𝛽𝑃𝜃(𝑥 ∈
⋃︀
𝑗:𝜅𝑗𝛽=−1𝐷𝑗) + 𝑏𝛽𝑃𝜃(𝑥 ∈
⋃︀
𝑗:𝜅𝑗𝛽=1
𝐷𝑗)
]︁
=
=
∑︀
𝛽
[︁
𝑎𝛽𝑃𝜃(𝑥 ∈ 𝐴−1𝛽 ) + 𝑏𝛽𝑃𝜃(𝑥 ∈ 𝐴𝛽)
]︁
.
(10)
Так как
𝑟(ℎ𝛽 , 𝜙𝛽) =
{︂
𝑎𝛽𝑃𝜃(𝑥 ∈ 𝐴−1𝛽 ), 𝜃 ∈ 𝜔𝛽 ,
𝑏𝛽𝑃𝜃(𝑥 ∈ 𝐴𝛽), 𝜃 ∈ 𝜔−1𝛽 ,
то (8) доказано.
В предположении 𝑎𝛽 = 𝑎; 𝑏𝛽 = 𝑏,∀𝛽 = 1, . . . ,𝐾 риск процедуры 𝛿 равен
𝑅(𝐻𝑖, 𝜃, 𝛿) = 𝑎𝐸𝜃(𝑌𝐼(𝐻𝑖, 𝛿)) + 𝑏𝐸𝜃(𝑌𝐼𝐼(𝐻𝑖, 𝛿)),
где 𝑌𝐼(𝐻𝑖, 𝛿) – число ошибок первого рода, 𝑌𝐼𝐼(𝐻𝑖, 𝛿) – число ошибок второго рода,
допущенных процедурой 𝛿.
Для задач идентификации сетевых структур с заданным числом элементов
имеет место следующая теорема:
Теорема 2. Пусть
– семейство тестов 𝜙𝛽 индивидуальных гипотез ℎ𝛽 совместно с простран-
ством решений процедуры различения гипотез 𝐻𝑖;
– функция потерь аддитивна и задается (7) Тогда функция риска статисти-
ческой процедуры 𝛿 для задач идентификации сетевых структур с задан-
ным числом элементов имеет вид:
𝑅(𝐻𝑖, 𝜃, 𝛿) =
𝐾∑︁
𝛽=1
𝑟(ℎ𝛽 , 𝜙𝛽), (11)
где 𝑟(ℎ𝛽 , 𝜙𝛽) – функция риска теста 𝜙𝛽.
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– Если 𝑎𝛽 = 𝑎, 𝑏𝛽 = 𝑏, 𝛽 = 1, . . . ,𝐾, то функция риска статистической про-
цедуры 𝛿 для задач идентификации сетевых структур с заданным числом
элементов имеет вид:
𝑅(𝐻𝑖, 𝜃, 𝛿) = (𝑎 + 𝑏)𝐸𝜃(𝑌𝐼(𝐻𝑖, 𝛿)) = (𝑎 + 𝑏)𝐸𝜃(𝑌𝐼𝐼(𝐻𝑖, 𝛿)), (12)
где 𝑌𝐼(𝐻𝑖, 𝛿) – число ошибок 1−го рода, 𝑌𝐼𝐼(𝐻𝑖, 𝛿) – число ошибок 2−го рода,
допущенных процедурой 𝛿 при истинности 𝐻𝑖.
Доказательство. 1. Покажем, что ∀𝑖, 𝑗 = 1, . . . , 𝐿 параметрические области
Ω𝑖 ̸= Ω𝑗 гипотез 𝐻𝑖 : 𝜃 ∈ Ω𝑖, 𝐻𝑗 : 𝜃 ∈ Ω𝑗 отличаются не менее, чем на две ин-
дивидуальные гипотезы ℎ𝛽 .
∀𝑖, 𝑗 = 1, . . . , 𝐿 : Ω𝑖 ̸= Ω𝑗 ⇒ ∃𝛽0 : 𝜅𝑖𝛽0 ̸= 𝜅𝑗𝛽0 .
Пусть 𝜅𝑖𝛽0 = 1, 𝜅𝑗𝛽0 = −1. Так как число элементов в сетевой сруктуре фиксиро-
вано, то
∃𝛽′ : 𝜅𝑖𝛽′ = −1;𝜅𝑗𝛽′ = 1.
Заметим, что в общем случае ∀𝑖, 𝑗 = 1, . . . , 𝐿 : Ω𝑖,Ω𝑗 отличаются друг от друга на
четное число областей индивидуальных гипотез и альтернатив.
2. Пусть 𝜙𝛽 =
{︂
1, 𝑥 ∈ 𝐴−1𝛽 ,
0, 𝑥 ∈ 𝐴𝛽 тесты проверки индивидуальных гипотез ℎ𝛽 про-
тив альтернатив 𝑘𝛽 . Рассмотрим правило
𝛿 =
⎧⎪⎪⎨⎪⎪⎩
𝑑1, 𝑥 ∈ 𝐷1 =
⋂︀
𝛽 𝐴
𝜅1𝛽
𝛽 ,
𝑑2, 𝑥 ∈ 𝐷2 =
⋂︀
𝛽 𝐴
𝜅2𝛽
𝛽 ,
. . . , . . . ,
𝑑𝐿, 𝑥 ∈ 𝐷𝐿 =
⋂︀
𝛽 𝐴
𝜅𝐿𝛽
𝛽 .
(13)
Условие совместности семейства тестов 𝜙𝛽 и правила 𝛿 означают:∑︁
(𝜅𝑖𝛽1 ,𝜅𝑖𝛽2 ,...,𝜅𝑖𝛽𝐾 ):𝜅𝑖𝛽𝑖1
=...=𝜅𝑖𝛽𝑖𝑀
=−1,𝜅𝑖𝛽𝑖𝑀+1=...=𝜅𝑖𝛽𝑖𝑁 =1
𝑃𝜃(
⋂︁
𝛽
𝐴
𝜅𝑖𝛽
𝛽 ) = 1. (14)
Следовательно,
𝑃𝜃(
⋂︁
𝛽
𝐴
𝜅𝑖𝛽
𝛽 ) = 0,
если количество 𝜅𝑖𝛽 = −1 не равно 𝑀 . Поэтому альтернативная запись условия
совместности для задач этого типа имеет вид:
𝑃𝜃(
⋂︁
𝛽
𝐴
𝜅𝑖𝛽
𝛽 ) = 0 если
∑︁
𝛽:𝜅𝑖𝛽=−1
𝜅𝑖𝛽 ̸= −𝑀. (15)
3. Пусть при истинности гипотезы 𝐻𝑖 : 𝜃 ∈ Ω𝑖 принято решение 𝑑𝑗 о том, что
истинна гипотеза 𝐻𝑗 . В соответствии с условием аддитивности функции потерь
(7)
𝑤𝑖𝑗 =
𝐾∑︁
𝛽=1
(𝜖𝑖𝑗𝛽𝑎𝛽 + 𝜖𝑗𝑖𝛽𝑏𝛽) =
⎛⎜⎜⎜⎜⎜⎝
∑︁
𝛽 : 𝜅𝑖𝛽 = 1
𝜅𝑗𝛽 = −1
𝑎𝛽 +
∑︁
𝛽 : 𝜅𝑖𝛽 = −1
𝜅𝑗𝛽 = 1
𝑏𝛽
⎞⎟⎟⎟⎟⎟⎠ , (16)
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где 𝑎𝛽 , 𝑏𝛽 – потери от ложного отвержения, принятия гипотез ℎ𝛽 , соответственно.
Из пункта 1 доказательства следует, что число 𝛽 : 𝜅𝑖𝛽 = 1, 𝜅𝑗𝛽 = −1 равно числу
𝛽 : 𝜅𝑖𝛽 = −1, 𝜅𝑗𝛽 = 1, т.е. число слагаемых в первой сумме (16) равно числу
слагаемых во второй сумме (16).
4. Пусть 𝜃 ∈ Ω𝑖. Тогда ∃𝛽′ : 𝜅𝑖𝛽′ = 1, т.е. элемент 𝛽′ не принадлежит сетевой
структуре. Функция риска правила 𝛿 при 𝜃 ∈ Ω𝑖 имеет вид:
𝑅(𝐻𝑖, 𝜃, 𝛿) =
∑︀𝐿
𝑗=1 𝑤𝑖𝑗𝑃𝜃(𝛿 = 𝑑𝑗 |𝐻𝑖) =
=
∑︀𝐿
𝑗=1
⎛⎜⎝∑︀ 𝛽 : 𝜅𝑖𝛽 = 1
𝜅𝑗𝛽 = −1
𝑎𝛽 +
∑︀
𝛽 : 𝜅𝑖𝛽 = −1
𝜅𝑗𝛽 = 1
𝑏𝛽
⎞⎟⎠𝑃𝜃(⋂︀𝛽 𝐴𝜅𝑗𝛽𝛽 |𝐻𝑖) =
=
∑︀
𝛽 : 𝜅𝑖𝛽 = 1
𝜅𝑗𝛽 = −1
∑︀𝐿
𝑗=1 𝑎𝛽𝑃𝜃(
⋂︀
𝛽 𝐴
𝜅𝑗𝛽
𝛽 |𝐻𝑖)+
+
∑︀
𝛽 : 𝜅𝑖𝛽 = −1
𝜅𝑗𝛽 = 1
∑︀𝐿
𝑗=1 𝑏𝛽𝑃𝜃(
⋂︀
𝛽 𝐴
𝜅𝑗𝛽
𝛽 |𝐻𝑖) =
= 𝑎𝛽′
∑︀𝐿
𝑗=1 𝑃𝜃(𝐴
−1
𝛽′
⋂︀
𝛽 ̸=𝛽′ 𝐴
𝜅𝑗𝛽
𝛽 |𝐻𝑖)+
+
∑︀
𝛽 ̸= 𝛽′
𝜅𝑖𝛽 = 1
𝜅𝑗𝛽 = −1
∑︀𝐿
𝑗=1 𝑎𝛽𝑃𝜃(
⋂︀
𝛽 𝐴
𝜅𝑗𝛽
𝛽 |𝐻𝑖)+
+
∑︀
𝛽 : 𝜅𝑖𝛽 = −1
𝜅𝑗𝛽 = 1
∑︀𝐿
𝑗=1 𝑏𝛽𝑃𝜃(
⋂︀
𝛽 𝐴
𝜅𝑗𝛽
𝛽 |𝐻𝑖).
Заметим, что в соответствии с (15)
𝑃𝜃(𝐴
−1
𝛽′ ∩
⋂︁
𝛽 ̸=𝛽′
𝐴
𝜂𝑖𝛽
𝛽 ) = 0,
если ∑︁
𝛽:𝜂𝑖𝛽=−1
𝜂𝑖𝛽 ̸= −𝑀 + 1.
Поэтому
𝐿∑︁
𝑗=1
𝑃𝜃(
⋂︁
𝛽
𝐴
𝜅𝑗𝛽
𝛽 |𝐻𝑖) = 𝑃 (𝐴−1𝛽′ ).
Следовательно при 𝜅𝑖𝛽′ = 1 функция риска имеет вид
𝑅(𝐻𝑖, 𝜃, 𝛿) = 𝑎𝛽′𝑃𝜃(𝐴
−1
𝛽′ )+
+
∑︀
𝛽 ̸= 𝛽′
𝜅𝑖𝛽 = 1
𝜅𝑗𝛽 = −1
∑︀𝐿
𝑗=1 𝑎𝛽𝑃𝜃(
⋂︀
𝛽 𝐴
𝜅𝑗𝛽
𝛽 |𝐻𝑖)+
+
∑︀
𝛽 : 𝜅𝑖𝛽 = −1
𝜅𝑗𝛽 = 1
∑︀𝐿
𝑗=1 𝑏𝛽𝑃𝜃(
⋂︀
𝛽 𝐴
𝜅𝑗𝛽
𝛽 |𝐻𝑖).
(17)
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Применяя аналогичные рассуждения ко второй и третьей сумме (17), получаем
справедливость (11) для ∀𝜃 ∈ Ω.
При 𝑎𝛽 = 𝑎, 𝑏𝛽 = 𝑏 имеем
𝑅(𝐻𝑖, 𝜃, 𝛿) = 𝑎𝐸𝜃(𝑌𝐼(𝐻𝑖, 𝛿)) + 𝑏𝐸𝜃(𝑌𝐼𝐼(𝐻𝑖, 𝛿)).
Из пунктов 1, 3 следует, что 𝑌𝐼(𝐻𝑖, 𝛿) = 𝑌𝐼𝐼(𝐻𝑖, 𝛿), что доказывает справедливость
(12).
Пример 1. Пусть 𝑁 = 3, 𝑀 = 2 и гипотезы, которые необходимо различить,
характеризуются областями:
Ω1 = 𝜔1 ∩ 𝜔−12 ∩ 𝜔−13 ,
Ω2 = 𝜔
−1
1 ∩ 𝜔2 ∩ 𝜔−13 ,
Ω3 = 𝜔
−1
1 ∩ 𝜔−12 ∩ 𝜔3,
(18)
где 𝜔𝛽 соответствует гипотезе ℎ𝛽 о том, что элемент 𝛽 не принадлежит идентифи-
цируемой структуре. Имеем:
𝜅1,1 = 1; 𝜅1,2 = −1; 𝜅1,3 = −1;
𝜅2,1 = −1; 𝜅2,2 = 1; 𝜅2,3 = −1;
𝜅3,1 = −1; 𝜅3,2 = −1; 𝜅3,3 = 1.
(19)
Пусть 𝜙𝛽 – тесты проверки индивидуальных гипотез ℎ𝛽 , с областями принятия
𝐴𝛽 и областями отвержения 𝐴
−1
𝛽 . Построим правило с тремя решениями
𝐷1 = 𝐴1 ∩𝐴−12 ∩𝐴−13 ,
𝐷2 = 𝐴
−1
1 ∩𝐴2 ∩𝐴−13 ,
𝐷3 = 𝐴
−1
1 ∩𝐴−12 ∩𝐴3.
(20)
Условие совместности тестов 𝜙𝛽 , 𝛽 = 1, 2, 3 и задачи (18) означает, что
𝑃𝜃(𝐴
𝜅𝑖,1
1 ∩𝐴𝜅𝑖,22 ∩𝐴𝜅𝑖,33 ) = 0,
если (𝜅𝑖,1, 𝜅𝑖,2, 𝜅𝑖,3) ̸= (1,−1,−1),
или (𝜅𝑖,1, 𝜅𝑖,2, 𝜅𝑖,3) ̸= (−1, 1,−1),
или (𝜅𝑖,1, 𝜅𝑖,2, 𝜅𝑖,3) ̸= (−1,−1, 1).
(21)
Пусть 𝛿(𝑥) – правило с тремя решениями
𝛿(𝑥) =
⎧⎨⎩
𝑑1, 𝑥 ∈ 𝐷1 = 𝐴1 ∩𝐴−12 ∩𝐴−13 ,
𝑑2, 𝑥 ∈ 𝐷2 = 𝐴−11 ∩𝐴2 ∩𝐴−13 ,
𝑑3, 𝑥 ∈ 𝐷3 = 𝐴−11 ∩𝐴−12 ∩𝐴3.
(22)
Покажем, что функция риска правила (22) имеет вид:
𝑅(𝜃, 𝛿) = 𝑟(𝜃, 𝜙1) + 𝑟(𝜃, 𝜙2) + 𝑟(𝜃, 𝜙3). (23)
Рассмотрим
𝑃𝜃(𝐴
−1
1 ) = 𝑃𝜃(𝐴
−1
1 ∩ (𝐴2 ∪𝐴−12 ) ∩ (𝐴3 ∪𝐴−13 )) =
= 𝑃𝜃(𝐴
−1
1 ∩𝐴2 ∩𝐴3) + 𝑃𝜃(𝐴−11 ∩𝐴2 ∩𝐴−13 )+
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+𝑃𝜃(𝐴
−1
1 ∩𝐴−12 ∩𝐴3) + 𝑃𝜃(𝐴−11 ∩𝐴−12 ∩𝐴−13 ).
Из условия (21) получаем, что
𝑃𝜃(𝐴
−1
1 ) = 𝑃𝜃(𝐷2 ∪𝐷3) = 𝑃𝜃(
⋃︁
𝑖:𝜅𝑖𝛽=−1
𝐷𝑖).
Аналогично получаем, что
𝑃𝜃(𝐴
−1
𝛽 ) = 𝑃𝜃(
⋃︁
𝑖:𝜅𝑖𝛽=−1
𝐷𝑖).
Пусть 𝜃 ∈ Ω1. Тогда 𝑅(𝜃, 𝛿) = 𝑤12𝑃𝜃(𝑥 ∈ 𝐷2) + 𝑤13𝑃𝜃(𝑥 ∈ 𝐷3). Так как
𝜖121 = 1; 𝜖211 = 0; 𝜖122 = 0;
𝜖212 = 1; 𝜖123 = 0; 𝜖213 = 0;
то
𝑤12 = 𝑎1 + 𝑏2;𝑤13 = 𝑎1 + 𝑏3.
Следовательно,
𝑅(𝜃, 𝛿) = (𝑎1 + 𝑏2)𝑃𝜃(𝑥 ∈ 𝐷2) + (𝑎1 + 𝑏3)𝑃𝜃(𝑥 ∈ 𝐷3) =
= 𝑎1𝑃𝜃(𝑥 ∈ 𝐷2 ∪𝐷3) + 𝑏2𝑃𝜃(𝑥 ∈ 𝐴−11 ∩𝐴2 ∩𝐴−13 ) + 𝑏3𝑃𝜃(𝑥 ∈ 𝐴−11 ∩𝐴−12 ∩𝐴3) =
= 𝑎1𝑃𝜃(𝐴
−1
1 ) + 𝑏2𝑃𝜃((𝐴
−1
1 ∩𝐴2 ∩𝐴−13 ) ∪ (𝐴1 ∩𝐴2 ∩𝐴−13 ) ∪ (𝐴2 ∩𝐴3))+
+𝑏3𝑃𝜃((𝐴
−1
1 ∩𝐴−12 ∩𝐴3) ∪ (𝐴1 ∩𝐴−12 ∩𝐴3) ∪ (𝐴2 ∩𝐴3)) =
= 𝑎1𝑃𝜃(𝐴
−1
1 ) + 𝑏2𝑃𝜃(𝐴2) + 𝑏3𝑃𝜃(𝐴3) =
= 𝑟(𝜃, 𝜙1) + 𝑟(𝜃, 𝜙2) + 𝑟(𝜃, 𝜙3) при 𝜃 ∈ Ω1.
При 𝑎𝑖 = 𝑎, 𝑏𝑖 = 𝑏, 𝑖 = 1, 2, 3 имеем
𝑅(𝜃, 𝛿) = (𝑎 + 𝑏)𝑃𝜃(𝑥 ∈ 𝐷2 ∪𝐷3) = (𝑎 + 𝑏)𝑃𝜃(𝑥 ∈ 𝐴−11 ) = (𝑎 + 𝑏)𝐸(𝑋1),∀𝜃 ∈ Ω1.
Заключение
Теорема 1 дает строгое доказательство соотношения (9), использовавшегося
в работах [17–21] при решении задач множественной проверки гипотез, в кото-
рых произвольное число индивидуальных гипотез может быть истинно. Теорема 2
доказывает, что подобное соотношение справедливо также для задач множествен-
ной проверки гипотез, в которых истинными могут быть только заданное число
индивидуальных гипотез.
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Problems of network structures identification by sample of fixed size are
considered. The concepts of random variables network and network model
as complete weighted graph are introduced. Two types of network struc-
tures are introduced: network structures with fixed and arbitrary numbers
of network model elements. Problems of network structures identification
as multiple decision problems are considered. It is proved that risk func-
tions of statistical procedures for network structures identification can be
considered as linear combination of mean numbers of errors of incorrect in-
clusions and exclusions elements from network model to network structure.
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