The integrability of an m-component system of hydrodynamic type, u t = V (u)u x , by the generalized hodograph method requires the diagonalizability of the m × m matrix V (u). This condition is known to be equivalent to the vanishing of the corresponding Haantjes tensor. We generalize this approach to hydrodynamic chains -infinite-component systems of hydrodynamic type for which the ∞×∞ matrix V (u) is 'sufficiently sparse'. For such systems the Haantjes tensor is well-defined, and the calculation of its components involves finite summations only. We illustrate our approach by classifying broad classes of conservative and Hamiltonian hydrodynamic chains with the zero Haantjes tensor. We prove that the vanishing of the Haantjes tensor is a necessary condition for a hydrodynamic chain to possess an infinity of semi-Hamiltonian hydrodynamic reductions, thus providing an easy-to-verify necessary condition for the integrability.
Introduction
Hydrodynamic chains are quasilinear first order PDEs of the form
where u = (u 1 , u 2 , ...) t is an infinite-component column vector and V (u) is an ∞ × ∞ matrix. A classical example is the Benney chain (or Benney's moment equations),
n = 1, 2, ..., which was derived in [2] from the equations for long nonlinear waves on a free surface. It was observed later in [52, 17] that the same system results from a kinetic Vlasov equation. The system (2) has been thoroughly investigated in the subsequent publications [38, 27, 28, 33, 52, 53, 49, 17] where, in particular, its Hamiltonian and integrability aspects were uncovered. Hydrodynamic reductions of the chain (2) were studied in [18, 19, 20, 26, 36] .
Various deformations of Benney's equations are known. These include the modified Benney chain, u
obtained in [30] as a quasiclassical limit of the modified KP hierarchy. Its two-parameter deformation, u
was constructed in [29] along with further examples of Hamiltonian integrable chains possessing complete systems of commuting integrals. Another deformation scheme, based on the R-matrix approach, was proposed in [3] , see also [34, 35] . The specialization of the chain (4) corresponding to a = 0, b = −1, u
naturally appears in the theory of finite-gap solutions of integrable hierarchies of the KdV type [1, 37] . Reductions of the chain (5), both hydrodynamic and differential, were extensively investigated in [39, 47, 48] . The case a = 1, b = 2 arises from the kinetic model for rarefied bubbly flows [23] , see also [50] for an alternative representation of this chain. A broad class of new examples was found in [40] , see also [4] , based on the symmetry approach. These papers provide a classification of conservative chains of the form u 1 t = u 2 x , u 2 t = g(u 1 , u 2 , u 3 ) x , u 3 t = h(u 1 , u 2 , u 3 , u 4 ) x , ...,
which are embedded into a commutative hierarchy of Egorov's type. It was observed that the function g(u 1 , u 2 , u 3 ) uniquely determines all other equations of the chain (6) , as well as the whole associated hierarchy. Moreover, the function g(u 1 , u 2 , u 3 ) was shown to satisfy an overdetermined involutive system of third order PDEs whose general solution was expressed in terms of theta functions and solutions to the Chazy equation.
Our approach to the integrability of hydrodynamic chains is motivated by the theory of finite-component systems of hydrodynamic type, that is, equations of the form (1) where u = (u 1 , u 2 , ..., u m ) t is an m-component column vector and V (u) = v i j (u) is an m × m matrix. Explicitly, one has u 
here and below we adopt the standard summation convention over the repeated upper and lower indices. Such systems naturally occur in applications in gas dynamics, fluid mechanics, chemical kinetics, Whitham averaging procedure, differential geometry and topological field theory. We refer to [51, 6, 7] for a further discussion and references. In what follows we consider the strictly hyperbolic case when the eigenvalues of the matrix v i j , called the characteristic speeds of the system (7) , are real and distinct.
It is known that many particularly important systems of the form (7) are diagonalizable, that is, reducible to the Riemann invariant form
where the characteristic speeds λ i (R) satisfy the so-called semi-Hamiltonian property [51] ,
∂ k = ∂/∂R k , i = j = k. We emphasize that the semi-Hamiltonian property (9) is usually automatically satisfied for diagonalizable systems of the 'physical' origin. For instance, a conservative diagonalizable system is necessarily semi-Hamiltonian (see Appendix 1 for more details). Such systems possess infinitely many conservation laws and commuting flows of hydrodynamic type and can be linearized by the generalized hodograph method [51] . Their analytic, differentialgeometric and Hamiltonian aspects are well-understood by now. Remarkably, there exists an efficient tensor criterion of the diagonalizability which does not require the actual computation of eigenvalues and eigenvectors of the matrix v i j . Let us first calculate the Nijenhuis tensor of the matrix v i j ,
and introduce the Haantjes tensor 
For strictly hyperbolic systems the condition of diagonalizability is given by the following theorem.
Theorem 1 [22] A hydrodynamic type system with mutually distinct characteristic speeds is diagonalizable if and only if the corresponding Haantjes tensor (11) is identically zero.
Since components of the Haantjes tensor can be calculated (using computer algebra) in any coordinate system, this provides an efficient diagonalizability criterion.
Our main observation is that both tensors (10) and (11) make perfect sense for infinite matrices which are 'sufficiently sparse'. To be more rigorous, let us give the following
Definition 1. An infinite matrix V (u) is said to belong to the class C (chain class) if it satisfies the following two natural properties: (a) each row of V (u) contains finitely many nonzero elements; (b) each matrix element of V (u) depends on finitely many variables u i .
Notice that the chains (2) -(6) clearly belong to the class C. For matrices from the class C all contractions in the expressions (10) and (11) reduce to finite summations so that each particular component H i jk is a well-defined object which can be effectively computed. Moreover, for a fixed value of an upper index i there exist only finitely many non-zero components H i jk . We propose the following Definition 2. A hydrodynamic chain from the class C is said to be diagonalizable if all components of the corresponding Haantjes tensor (11) are zero.
We point out that the chains (2) -(5) are diagonalizable in this sense. As we prove in Sect. 5, the vanishing of the Haantjes tensor is a necessary (and in many particularly important casessufficient) condition for a hydrodynamic chain to possess an infinity of finite-component diagonalizable hydrodynamic reductions, thus justifying the above definition. The main advantage of our approach is its 'intrinsic' character: it does not require the knowledge of any 'extrinsic' objects such as commuting flows, Hamiltonian structures, Lax pairs, etc.
The vanishing of the Haantjes tensor turns out to be an efficient classification criterion. As an elementary example let us consider the chain
where c n = const. One can readily verify that the vanishing of the Haantjes tensor implies the recurrence relation c n+2 = 2c n+1 − c n . Setting c 1 = b, c 2 = a + b we recover the integrable chain (4) . Based on the same criterion, in Sect. 2 we classify diagonalizable chains of the type (6). It turns out that the conditions H 1 jk = 0 are already sufficiently restrictive and imply an overdetermined system expressing all second order partial derivatives of the function h in terms of g, see (14) . The consistency conditions of these equations lead to a closed-form involutive system expressing all third order partial derivatives of g in terms of its lower order derivatives, see (15) (we have extensively used computer algebra to calculate the Haantjes tensor and to verify the involutivity by calculating the compatibility conditions). The requirement of the vanishing of other components H i jk , i ≥ 2, imposes no additional constraints on h and g: these conditions reconstruct the remaining equations of the chain (6) . For instance, the conditions H 2 jk = 0 specify the right hand side of the fourth equation u 4 t = ..., etc. The characterization of diagonalizable chains of a more general form,
etc, is proposed in Sect. 3. As in the previous example, the conditions H 1 jk = 0 lead to expressions for all second order partial derivatives of h in terms of g and f . The consistency conditions of these equations result in an involutive system expressing all third order partial derivatives of g and f in terms of lower order derivatives thereof.
In Sect. 4 we classify diagonalizable Hamiltonian chains of the form
here B ij = (i − 1)u i+j−2 and h(u 1 , u 2 , u 3 ) is a Hamiltonian density. The Benney chain (2) corresponds to h = (u 3 + (u 1 ) 2 )/2, see [28] . We have found a broad family of new integrable Hamiltonian densities, thus extending the results of [29] . In Sect. 5 we prove that the condition of diagonalizability is necessary for the existence of 'sufficiently many' hydrodynamic reductions. Recall that an m-component hydrodynamic reduction of an infinite chain is specified by parametric equations
etc, where the Riemann invariants R 1 , . . . , R m solve a diagonal system (8) whose characteristic speeds satisfy the semi-Hamiltonian property (9) . It is required that all equations of the chain are satisfied identically modulo (8) . Thus, an infinite chain reduces to a system with finitely many dependent variables. It was demonstrated in [19] Remark. It was observed in [32, 42] that Hamiltonian chains (13) possess m-component reductions for any Hamiltonian density h, even in the non-integrable case. The crucial difference is that for integrable chains these reductions are semi-Hamiltonian and depend on m arbitrary functions of a single variable, while in the non-integrable situation for any m there exists a unique m-component reduction which is not diagonalizable.
In Sect. 5 we prove our main result:
Theorem 2 The vanishing of the Haantjes tensor H is a necessary condition for the integrability of hydrodynamic chains from the class C.
If the spectrum of the infinite matrix V is simple, that is, for a generic λ there exists a unique formal eigenvector ξ such that V ξ = λξ (we point out that all of the above examples satisfy this property), one has the following stronger result:
Theorem 3 In the simple spectrum case the vanishing of the Haantjes tensor H is necessary and sufficient for the existence of two-component reductions parametrized by two arbitrary functions of a single variable.
Theorem 2 provides an easy-to-verify necessary condition for testing the integrability of hydrodynamic chains. We emphasize that the vanishing of the Haantjes tensor is not sufficient for the integrability in general: one can construct examples of diagonalizable chains which possess infinitely many diagonal reductions none of which are semi-Hamiltonian (see Sect. 5). To eliminate these pathological cases let us recall that for finite-component systems (7) there exists a tensor object which is responsible for the semi-Hamiltonian property [41] . This is a (1, 3)-tensor P s kij (see Appendix 1 for explicit formulas in terms of the matrix v i j ). Similarly to the Haantjes tensor H, the tensor P is well-defined for hydrodynamic chains from the class C. We conclude this introduction by formulating the following Conjecture. The vanishing of both tensors H and P is necessary and sufficient for the integrability of hydrodynamic chains from the class C.
The necessity of this conjecture (that is, the statement that the integrability implies the vanishing of both H and P ) is a relatively simple fact, see Sect. 5 for a proof. The sufficiency is a far more delicate property which we were not able to establish in general. We point out that the vanishing of H alone (in fact, the vanishing of the very few first components of H), is already sufficiently restrictive and implies the integrability in many particularly important cases (e.g. for conservative chains, Hamiltonian chains, etc). Recall that, for finite-component systems of hydrodynamic type, our conjecture is a well-known result: any diagonalizable semi-Hamiltonian system possesses infinitely many conservation laws and commuting flows of hydrodynamic type, and can be solved by the generalized hodograph method [51] .
2 Classification of diagonalizable chains of the type (6) The structure of equations (6) implies that the only nonzero components H i jk of the Haantjes tensor are the ones with j ≤ i + 4, k ≤ i + 4. Taking into account the skew-symmetry of the Haantjes tensor in its lower indices, this leaves ten essentially different components of the type H 1 jk . Equating them to zero we obtain the expressions for all of the ten second order partial derivatives of h(u 1 , u 2 , u 3 , u 4 ):
Notice that these equations can be compactly written as
here both sides of the equality are understood as symmetric two-forms, and dg, dh, d 2 g, d 2 h denote the first and second symmetric differentials of g and h. The consistency conditions for the equations (14) lead to closed-form expressions for all third order partial derivatives of the which is naturally associated with the chain (6); here the function g is the same as in (6), (15) . Thus, for hydrodynamic chains of the type (6) the condition of diagonalizability is necessary and sufficient for the integrability. One can show that the vanishing of other components of the Haantjes tensor does not impose any additional constraints on the derivatives of g and h. Thus, writing the fourth equation of the chain (6) in the form u 4 t = s(u 1 , u 2 , u 3 , u 4 , u 5 ) x and setting H 2 jk = 0, one obtains the expressions for all second order partial derivatives of s in terms of h and g, which are analogous to (14) . The consistency conditions are satisfied identically modulo (14) , (15) . Similarly, the condition H 3 jk = 0 specifies the right hand side of the fifth equation of the chain, etc. Although we know no direct way to demonstrate the non-obstructedness of this recursive procedure in general, there exists an alternative direct approach to the reconstruction of a chain from the function g(u 1 , u 2 , u 3 ). To illustrate this procedure we consider a simple example g = u 3 − 1 2 (u 1 ) 2 which automatically satisfies (15) . The corresponding h, as specified by (14) , is given by h = µ + αu 1 + βu 2 + γu 3 + δu 4 − u 1 u 2 , which can be reduced to a canonical form h = u 4 − u 1 u 2 by redefining u 4 appropriately (this transformation freedom allows one to absorb arbitrary integration constants arising at each step of the construction). Thus, the first three equations of the chain are
etc. Equations (17) are nothing but the first three equations in the conservative representation of the Benney chain (2); notice that the variables u i in (2) and (17) are not the same: u i in (17) are conserved quantities of the chain (2) . 
the consistency conditions p ty = p yt are satisfied identically modulo the dispersionless KP equation. The existence of such Lax pairs was established in [40, 14] for any equation (16) provided g satisfies the compatibility conditions (15) .
(iii) One looks for p as an expansion in the auxiliary parameter λ,
; the substitution of this ansatz into the first equation of the Lax pair implies an infinite hydrodynamic chain for the variables u i . The first three equations of this chain identically coincide with (17) . The substitution into the second equation of the Lax pair produces a commuting chain (one has to set u 1 = u xx , u 2 = u xt ). Both chains possess infinitely many hydrodynamic reductions since this is the case for the generating equation (16) . Thus, the Haantjes tensor will automatically vanish (as demonstrated in Sect. 5).
This procedure has been successfully implemented in [44] for various classes of solutions of the system (15), namely, cases (18) and (19) of the classification presented below (according to [40] , the case (19) is reciprocally related to the case (18) and, therefore, does not require a special treatment). The work on (20) and (21) is currently in progress [42] .
Integration of the system (15)
To explicitly calculate g(u 1 , u 2 , u 3 ) we will follow [40] . The main observation is that the first six equations in (15) imply that the function 1/g 3 is linear, 1/g 3 = α + βu 1 + γu 2 + δu 3 . If δ = 0 then, up to a linear change of variables, one can assume that 1/g 3 = u 3 . Similarly, if δ = 0, γ = 0, one can set 1/g 3 = u 2 . If δ = γ = 0, β = 0 one has 1/g 3 = u 1 . The last possibility is 1/g 3 = 1. Thus, we have four cases to consider:
here the function p(u 1 , u 2 ) can be recovered after the substitution into the remaining four equations (15) . In each of these cases the resulting equations for p(u 1 , u 2 ) integrate explicitly, see [40] , leading to the four essentially different canonical forms:
Here η(u 1 ) is a solution to the Chazy equation [5] ,
and σ(u 1 , u 2 ) is an elliptic sigma function in the variable u 2 whose dependence on u 1 is governed by the Chazy equation (see Case IV below). Details of the derivation of canonical forms (18) - (21) can be summarized as follows. Case I. Substituting the ansatz g = u 3 + p(u 1 , u 2 ) into (15) one arrives at the equations
The last three equations imply
and the substitution into the first equation results in the linear ODE q ′′′ + Aq ′′ = 2B 2 . Up to a transformation of the form u 3 → u 3 + αu 2 + βu 1 + γ this leads to (18) . (15) one arrives at the equations
and the substitution into the first equation results in the linear ODE (u 1 ) 3 q ′′′ + u 1 (6u 1 − A)q ′′ + (6u 1 − 2A)q ′ = 0 whose basis of solutions consists of 1, 1/u 1 and e −A/u 1 . Up to a transformation of the form u 3 → u 3 + αu 2 + βu 1 + γ this implies (19) . It was observed in [40] that the cases I and II are reciprocally related: under the change from x, t to the new independent variables X, T defined as dX = u 1 dx + u 2 dt, T = t, and the introduction of the new dependent variables
u 1 , etc, the chains from the case I transform to the chains from the case II, and vice versa. On the level of the corresponding equations this means that the change of variables
u 1 − g transforms the equations for p from the Case I to the equations for p from the Case II. Equivalently, (18) goes to (19) . Case III. Substituting the ansatz g = u 3 /u 2 + p(u 1 , u 2 ) into (15) one arrives at the equations
and the substitution into the first relation results in the Chazy equation (22) for η. Elimination of the constants A, B, C leads to (20) . Case IV. Substituting the ansatz g = ln u 3 + p(u 1 , u 2 ) into (15) The general solution of the fourth equation can be represented in the form
here σ solves the heat equation 4σ 1 = σ 22 and η is a function of u 1 . It is convenient to introduce the new variable v(u 1 , u 2 ) by the formula v = −(ln σ) 22 . Taking into account the heat equation for σ one has
Rewritten in terms of v, the third equation for p implies
′ ≡ d/du 1 , the second equation is satisfied identically and the first takes the form
This shows that v is a shift of the Weierstrass elliptic function in the variable u 2 . Since v = −(ln σ) 22 , the function σ is the corresponding theta function. Notice that (23) can be obtained as a result of differentiation of (24) by u 2 . Thus, we have two equations for v:
The condition of their consistency leads to the Chazy equation for η.
3 Classification of diagonalizable chains of the type (12) In this section we sketch the classification of diagonalizable chains of the type (12) . The condition H 1 jk = 0 implies the following formulae for second order partial derivatives of h:
, h 44 = 0,
By calculating the consistency conditions for the above equations we obtain the expressions for all third order partial derivatives of g and f .
Equations for g:
Equations for f :
We have verified that the system (26), (27) is in involution. We claim that the functions f and g contain all the necessary information about conservative chains (12) . In particular, equations (25) allow one to reconstruct the function h and, hence, the right hand side of the third equation of the chain. Similarly, the requirement H 2 jk = 0 reconstructs the fourth equation (i.e., provides an involutive second order system for the right hand side of the fourth equation), etc. Although we have verified directly that our procedure is non-obstructed up to order 5, we could not establish this property in general. Possible approaches to this problem could be -developing a cohomological approach to the reconstruction procedure in the spirit of [8] ; -establishing a Hamiltonian formulation for general integrable chains of the type (12); -establishing a link of integrable chains of the type (12) to (2 + 1)-dimensional integrable PDEs, as explained in Sect. 2. Although there is a general belief that one can construct a one-to-one correspondence between integrable hydrodynamic chains and integrable (2 + 1)-dimensional quasi-linear PDEs (that is, any integrable PDE can be 'decoupled' into a pair of commuting chains), there exists yet no rigorous proof of this statement. (26), (27) Notice that the first six equations in (26) are exactly the same as in Sect. 2. Thus, there are four essentially different cases to consider.
Integration of the equations
Case I: g = u 3 + p(u 1 , u 2 ). Substituting this ansatz into (26) , (27) one arrives at the following relations. equations for p:
equations for f :
The last three equations for f and the last three equations for p lead, up to elementary changes of variables, to the two possibilities.
The substitution of these expressions into the remaining equations for p 111 and f 111 leads to a system of coupled ODEs for s(u 1 ) and q(u 1 ):
Setting q = −s ′ , the second equation will be satisfied identically while the first implies a fourth order ODE s ′′′′ s + 3(s ′′ ) 2 − 4s ′ s ′′′ = 0 whose general solution is an elliptic sigma-function:
. Thus, as a particular case we have
Subcase I 2 :
The substitution of these expressions into the remaining equations for p 111 and f 111 leads to linear ODEs for s(u 1 ) and q(u 1 ):
These equations are straightforward to solve. One needs to consider two different cases: a = 0, b = 1 and a = 1, b = 0. If a = 0, b = 1 then, up to unessential integration constants, we have
The case a = 1, b = 0 leads to
Case II: g = u 3 /u 1 + p(u 1 , u 2 ). Substituting this ansatz into (26) , (27) one arrives at the following set of relations. equations for p:
The cases I and II are reciprocally related (we thank Maxim Pavlov for pointing out this equivalence): under the change from x, t to the new independent variables X, T defined as dX = u 1 dx + f dt, T = t, and the introduction of the new dependent variables
u 1 f − p transforms the equations for p, f from the Case I to the equations for P, F from the Case II. Thus, we will not discuss this case in any more detail here.
Case III: g = u 3 /u 2 + p(u 1 , u 2 ). Substituting this ansatz into (26) , (27) one arrives at the following set of relations. equations for p:
The last three equations for f and the last three equations for p lead to the two essentially different possibilities:
k=const. The substitution of these expressions into the remaining equations for p 111 and f 111 leads to the coupled system of ODEs for s(u 1 ) and q(u 1 ):
Notice that under the substitution s = k = 1 the equation for q reduces to the Chazy equation (22) for q(u 1 ) =
a, b=const. The substitution of these expressions into the remaining equations for p 111 and f 111 leads to the coupled system of ODEs for s(u 1 ) and q(u 1 ):
Case IV: g = ln u 3 + p(u 1 , u 2 ). Substituting this ansatz into (26) , (27) one obtains equations for p:
Although this system is in involution and reduces to the corresponding Case 4 in Sect. 2 under the substitution f = u 2 , we were not able to integrate it in general. Let us just mention that the last three relations for f imply the Monge-Ampere equation
Classification of diagonalizable Hamiltonain chains
It was observed in [27, 28] that the Benney chain (2) can be represented in the Hamiltonian form (13), which, up to a natural equivalence h → αh + au 1 + bu 2 + c, lead to the Hamiltonian densities
where the constants α, β, γ, δ satisfy a single relation β 2 − 4αγ + 12δ = 0. These densities were first introduced in [29] , where it was shown that the corresponding Hamiltonian chains possess an infinity of conservation laws which Poisson commute and form a complete system. One can prove that all other components H i jk , i ≥ 2, of the Haantjes tensor are identically zero. The aim of this section is to characterize all densities of the form h(u 1 , u 2 , u 3 ) such that the Haantjes tensor of the Hamiltonian chain (13) 
Before proceeding with a detailed analysis of the equations (29), let us make a digression on conservation laws of the chains (13) . First of all, any Hamiltonian chain (13) possesses three conservation laws of the form u
and
3 ) x , which correspond to the conservation of the Casimir, momentum and the Hamiltonian, respectively. Let us require the existence of an extra 'higher' conservation law of the form
whose density P depends on the first four coordinates u i (the structure of the flux Q follows from the equations of the chain and does not constitute an additional restriction). We have obtained the following
Proposition. The relations (29) are necessary and sufficient for the existence of an extra conservation law of the form (30).
The proof is computational, see Appendix 2 for details. In fact, we have the following stronger result
Theorem 4 The relations (29) imply the existence of a generating function which gives rise to an infinity of conservation laws.
To be more precise, we claim that for any n there exist n linearly independent conserved densities which are functions of the first n coordinates u i . All higher conservation laws are polynomial in u 4 , u 5 , u 6 , ....
The proof of this statement is given in Sect. 4.2 below.
Integration of the system (29)
The first three equations in (29) imply that h 33 = sh 5/2 3 , s = const. Thus, there are 2 cases to consider, s = 0 and s = 0.
Case I: s = 0
In this case h is linear in u 3 and the equations (29) imply
This ansatz can be simplified by utilizing the canonical transformations [31] ,
etc, λ=const, andũ
etc, s=const. Both transformations preserve the Poisson bracket specified by (13) . Hence, they can be used to simplify the Hamiltonian. Suppose, for instance, that b = 0. Then, up to the second canonical transformation, one can assume the ansatz h = u 3 /(c
. Thus, there are two subcases:
. The substitution of this ansatz into the four remaining equations for h implies the following system for p:
The last three equations lead to p(
where α and β are arbitrary constants. The substitution into the first equation gives a linear ODE for q,
Without any loss of generality one has
where the constants m, n satisfy a single relation 2(1 − c 2 α)n − 6cαm + 1 2 c 2 β 2 = 0. Ultimately, we have Hamiltonian densities
Notice that the constant β can be eliminated by the second canonical transformation. (u 1 , u 2 ) . The substitution of this ansatz into the four remaining equations for h implies the following system for p,
along with one more relation for p 111 which we do not write out due to its complexity. The first three relations imply p(u 1 , u 2 ) =
where g(η) is an arbitrary function of a single variable η = . This results in the Hamiltonian densities of the form
(ii) The function g solves a third order ODE
Remarkably, this complicated equation trivializes after being differentiated by η once, taking the form (4c
Since the possibility when the coefficient at g ′′′′ equals zero was considered above in the case (i), we conclude that g must be a cubic polynomial,
where the constants satisfy a single relation 12δ − 8cν + 16c 2 (ν 2 − 3γµ) − 4γα + 1 = 0 which can be obtained by substituting back into the original ODE. This leads to Hamiltonian densities of the form
Notice that the particular case c = 0 results (up to obvious equivalence transformations and relabeling of constants) in Hamiltonian densities of the form
where α, β, γ, δ satisfy a single relation β 2 − 4αγ + 12δ = 0. Remark. The apparent similarity of the cases (28) and (33) is not accidental and manifests an important reciprocal invariance of the class of Hamiltonian chains (13) . Recall that the conservation of momentum reads
Let us change from x, t to the new independent variables X, T where
It is known that reciprocal transformations of this type preserve Poisson brackets of the form (13), see e.g. [9] (it is crucial that u 2 is the momentum of the corresponding Poisson bracket). One can verify directly that performing the above change of independent variables and introducing
one arrives at the system which takes the original form (13) in the variables X, T, U n , H. Thus, the above reciprocal transformation is canonical. One can verify directly that the change of variables (34) indeed identifies (28) and (33).
In this case the elementary integration gives
and the substitution into the last three equations (29) implies that q is linear. Up to the equivalence h → αh + au 1 + bu 2 + c we thus have
The substitution of this ansatz into the remaining equations for h implies a complicated system of third order PDEs for p(u 1 , u 2 ). A useful observation is that this system is invariant under a 3-parameter group of point symmetries which is generated by the two canonical transformations (31), (32) and the reciprocal transformation (34) . The infinitesimal generators of these symmetries are
they satisfy the commutator relations
These symmetries suggest a change of variables which considerably simplifies the equations for p. The idea is to choose new coordinates such that the symmetry generators assume the simplest possible form. (40) in the process of derivation of these equations we have assumed that s ξ , s η and s ξξ s 2 η − s ηη s 2 ξ are nonzero: these expressions appear as denominators in the intermediate calculations. Particular cases when some of these expressions vanish will be discussed below.
To solve the equations (35) - (40) we proceed as follows. Differentiating (37), (38) and using (35) , (36) we obtain four relations among the fourth order partial derivatives of s,
which can be parametrized as
The further analysis leads to the two possibilities. Subcase II 1 : q = 0. In this case s(ξ, η) is a polynomial of the form
The substitution into the remaining equations for s implies the following relations among the coefficients:
Notice that the corresponding p(
u 1 will be a cubic polynomial in u 1 , u 2 . A particular example from this class with the Hamiltonian density h = (u 3 + τ ) 1/3 was discussed in [29] . It corresponds to the case where a = −τ and all other coefficients of s(ξ, η) are zero. Subcase II 2 : q = 0. Then the consistency conditions of (41) imply the relations q ξ = (qr) η , r ξ = rr η . Taking into account that r = −s ξ /s η we have s ξξ s 2 η − s ηη s 2 ξ = 0. This case is discussed below.
There are two more possibilities one needs to consider to complete the classification (notice that the equations (35) - (40) can no longer be used since they were derived under the assumption that certain expressions do not vanish). Subcase II 3 : s ξ = 0 or s η = 0. A simple analysis leads to Hamiltonian densities of the form
Calculating partial derivatives of s with the help of the above relations and substituting them into the conditions H 1 jk = 0 we obtain r ηη = 0; without any loss of generality one can set r = − η ξ . This implies ξs ξ − ηs η = 0, therefore, s = s(z), z = ξη = −u 2 /(u 1 ) 2 . For s(z) we obtain the ODE 8z
which linearizes after being differentiated by z once. Its general solution is given by the formula
where the constants α, β, γ, δ satisfy a single quadratic relation 12α + β 2 − 3γδ = 0. This results in Hamiltonian densities of the form
Generating functions for conservation laws
In this section we demonstrate that any Hamiltonian chain (13) whose density h satisfies the system (29), possesses a generating function which provides an infinity of conservation laws. To illustrate the method of generating functions let us consider the Benney chain (2) and introduce the generating function
which was shown in [17] to satisfy, by virtue of (2), the fundamental relation
This relation provides an infinity of conserved densities H n (u) defined by the equation
where one has to substitute the expression for p(λ) obtained from (42):
Given an arbitrary Hamiltonian density h(u 1 , u 2 , u 3 ), a generating function is sought in the form
notice that the dependence on higher moments u 3 , u 4 , u 5 , etc, is exactly the same as in (42) . As demonstrated in [44] , the generating function (44) has to satisfy the Gibbons-type relation
which reduces to (42) (44) into (45) one obtains, by virtue of (13), the following relations among the first order partial derivatives ψ 1 , ψ 2 , ψ p :
These relations uniquely specify the partial derivatives ψ 1 , ψ 2 , ψ p : 23 − h 12 h 13 ) ).
These equations are consistent provided the density h satisfies the system (29) . This proves Theorem 4: indeed, an infinite sequence of conservation laws results from the equation
where one has to substitute the expansion for p in terms of λ obtained from (44) . The calculation of ψ(p, u 1 , u 2 ) can be summarized as follows: -one first integrates the equation for ψ p , which appears to be rational in p, with respect to p. This defines ψ up to a function of u 1 , u 2 .
-one fixes this function by a substitution into the equations for ψ 1 , ψ 2 .
This procedure leads to the following explicit formulae for generating functions for the Hamiltonian densities obtained in Sect. 4.1. Linear case. This is the simplest generalization of the Benney Hamiltonian with the density
where the constants satisfy the condition β 2 − 4αγ + 12δ = 0. Even in this case the function ψ is quite nontrivial,
The generating function is obtained by substituting this expression into (44) .
Subcase I 1 . In this case the Hamiltonian density takes the form
where the constants satisfy the single relation, 2(1−c 2 α)n−6cαm+ 
.
Subcase I 2 (i). For the Hamiltonian density
the function ψ is given by
Subcase II 3 : For the Hamiltonian density
Other examples obtained in Sect. 4.1 lead to more complicated expressions for ψ.
Hydrodynamic reductions and the diagonalizability
To illustrate the method of hydrodynamic reductions we consider the Benney chain (2),
etc. Following the approach of [19, 20] let us seek solutions in the form u i = u i (R 1 , . . . , R m ) where the Riemann invariants R 1 , . . . , R m solve a diagonal system
Substituting this ansatz into the Benney equations and equating to zero coefficients at R i x we arrive at the following relations:
etc. Here u = u 1 , ∂ i = ∂ R i , i = 1, ..., m (no summation!) The consistency conditions of the first three relations (47)- (49) imply
respectively. Solving these equations for ∂ j λ i we arrive at the Gibbons-Tsarev system
It is a truly remarkable fact that all other consistency conditions (e.g., of the relation (50), etc), are satisfied identically modulo (51) . Moreover, the semi-Hamiltonian property (9) is also automatically satisfied. Thus, the system (51) governs m-component reductions of the Benney chain. Up to reparametrizations R i → f i (R i ) these reductions depend on m arbitrary functions of a single variable. Solutions arising within this approach are known as multiple waves, or nonlinear interactions of planar simple waves. The above approach clearly applies to any hydrodynamic chain from the class C. Let us restrict, for instance, to the chains of the type (6). Looking for solutions in the form u i = u i (R 1 , . . . , R m ) and substituting this ansatz into (6) we arrive at an infinite system of relations similar to (47)- (50) . The first three of them imply the 'generalized Gibbons-Tsarev system' of the form
, where dots denote complicated expression which are rational in λ i with the coefficients depending on the chain under study (that is, on g, h, etc). Requiring that all other consistency conditions, as well as the semi-Hamiltonian property, are satisfied identically we obtain constraints for the matrix V (u), see [10, 11, 12, 13, 14, 16] where a similar approach was applied to the classification of integrable multi-dimensional quasilinear systems. The main result of this section is the proof of the following theorem formulated in the introduction:
Theorem 2 The vanishing of the Haantjes tensor is a necessary condition for the existence of infinitely many hydrodynamic reductions and, thus, for the integrability of a hydrodynamic chain.
We will give two different proofs of this statement. Based on essentially different ideas, they may be of interest in their own right.
First Proof: This proof is computational. Writing down the equations of the chain in the form u m t = V m n u n x and substituting the ansatz u i = u i (R 1 , ..., R m ) we arrive at an infinite set of relations
we point out that all summations here and below involve finitely many nonzero terms. Applying the operator ∂ j , j = i, we obtain
Interchanging the indices i and j and subtracting the results we arrive at the expression for ∂ i ∂ j u m in the form
Substituting this back into (52) we arrive at a simple relation
where N is the Nijenhuis tensor of V . This can be rewritten in the invariant form
which implies the following four relations:
For instance, the first relation can be obtained by applying the operator V 2 to (53) and using
The last relation can be rewritten in the form H(∂ i u, ∂ j u) = 0 where H is the Haantjes tensor, indeed, a coordinate-free form of the relation (11) is
where X, Y are arbitrary vector fields. Keeping in mind that (a) ∂ i u and ∂ j u are eigenvectors of the matrix V corresponding to the eigenvalues λ i and λ j , and (b) λ i and λ j can take arbitrary values, we conclude that H(X, Y ) = 0 for any two formal eigenvectors of the matrix V . Assuming that formal eigenvectors of V span the space of dependent variables u (this is true for all examples discussed in this paper), we obtain H = 0. In more detail, let X(λ) = (ξ 1 (λ), ξ 2 (λ), ξ 3 (λ), ...) t be a formal eigenvector of the matrix V corresponding to the eigenvalue λ. Let us assume that these eigenvectors span the space of dependent variables, that is, that there exist no non-trivial relations of the form c i ξ i (λ) = 0 with finitely many nonzero λ-independent coefficients c i . In other words, ξ i (λ) are linearly independent as polynomials in λ.
The condition H(X(λ), X(µ)) = 0, written in components, takes the form H i jk ξ j (λ)ξ k (µ) = 0; recall that, since the matrix V belongs to the class C, these sums contain finitely many terms for any fixed value of the upper index i. Taking into account the linear independence of ξ j (λ) and ξ k (µ), one readily arrives at H i jk = 0. As an illustration, let V be the matrix corresponding to the Benney chain (2). Then X(λ) = (1, λ, λ 2 − u 1 , λ 3 − u 1 λ − 2u 2 , ...) t , so that each ξ i (λ) is a polynomial in λ of the degree i − 1. These eigenvectors span the space of dependent variables since polynomials ξ i (λ) are manifestly linearly independent.
Notice that we have proved a more general result, namely, that the existence of sufficiently many two-component reductions already implies the vanishing of the Haantjes tensor H. Indeed, nothing changes in the proof if we set i = 1, j = 2 in the formula (53) . As demonstrated in the Theorem 3 below, one can further strengthen the result by reversing the above proof under the additional assumption of the simplicity of the spectrum of the matrix V . This will require the relations
which can be obtained by applying V to both sides of (53) and solving for ∂ i λ j ∂ j u and ∂ j λ i ∂ i u.
Second Proof: Our first remark is that for the chains from the class C one needs to know only finitely many rows of the matrix V (u) to calculate each particular component of the Haantjes tensor. Let us fix the values of indices i, j, k and denote by C(i, j, k) the maximal number of rows needed to calculate H i jk (counting from the first row). We need to show that H i jk = 0. Let us consider an m-component diagonal reduction u i (R 1 , . . . , R m ), i = 1, 2, .... Choosing the first m variables u 1 , . . . , u m as independent, we can represent the reduction explicitly as
etc. Substituting these expressions into the first m equations of the chain we obtain an mcomponent system S m for u 1 , . . . , u m , while the remaining equations will be satisfied identically (by the definition of a reduction). Notice that the Haantjes tensor of the reduced system S m is identically zero since the reduction is diagonalizable. Let us now choose the number m sufficiently large so that the first C(i, j, k) equations of the chain do not contain variables u m+1 , u m+2 , . . . (one can always do so since any equation of the chain depends on finitely many u's, and m can be arbitrarily large). Then the first C(i, j, k) equations of the reduced system S m will be identical to the first C(i, j, k) equations of the original infinite chain. Hence, the corresponding components H i jk for the reduced system and for the infinite chain will also coincide. This proves that all components of the Haantjes tensor of the chain must be zero.
A straightforward modification of the second proof allows one to show that the existence of an infinity of semi-Hamiltonian reductions implies the vanishing of the tensor P . This establishes the necessity of the conjecture formulated in the Introduction.
We emphasize that the condition of diagonalizability alone is not sufficient for the integrability in general. This can be seen as follows.
Example. Let us consider the chain
etc, which is obtained from the Benney chain u t = V (u)u x by the transformation V → V + p(u 1 )E where E is an infinite identity matrix and p is a function of u 1 . One can verify that the corresponding Haantjes tensor is zero (which is not at all surprising since the addition of a multiple of the identity does not effect the diagonalizability). A simple calculation shows that hydrodynamic reductions of this chain are governed by exactly the same equations as in the Benney case, the only difference is that now the Riemann invariants R i solve the equations
The semi-Hamiltonian property is satisfied if and only if p ′′ = 0. Thus, we have constructed examples which possess infinitely many diagonal hydrodynamic reductions none of which are semi-Hamiltonian (if p ′′ = 0).
Theorem 2 can be strengthened under the additional assumption of the simplicity of the spectrum of V .
Theorem 3 In the simple spectrum case the vanishing of the Haantjes tensor H is necessary and sufficient for the existence of two-component reductions parametrized by two arbitrary functions of a single argument.

Proof:
The necessity part is contained in the first proof of Theorem 2. To establish the sufficiency one has to show that the vanishing of the Haantjes tensor implies the solvability of the equations
which govern two-component reductions. Our first observation is that the vanishing of the Haantjes tensor implies that the vectors N (V ∂ 1 u, ∂ 2 u) − V N (∂ 1 u, ∂ 2 u) and N (V ∂ 2 u, ∂ 1 u) − V N (∂ 2 u, ∂ 1 u) are the eigenvectors of V with the eigenvalues λ 2 and λ 1 , respectively. By the assumption of the simplicity of the spectrum, they are proportional to ∂ 2 u and ∂ 1 u. Thus, equations (56) reduce to a pair of first order PDEs for λ 1 and λ 2 ,
here k 1 and k 2 are the corresponding coefficients of proportionality. The relations (54) allow one to reconstruct all components u 2 , u 3 , ... of the infinite vector u in terms of its first component u 1 . Finally, the equations (55), which are nothing but the consistency conditions of (54), reduce to a single second order PDE for the first component u 1 of the infinite vector u. Thus, relations (54) -(56) reduce to a pair of first order equations (57) plus one second order PDE for u 1 . Up to reparametrizations R 1 → f 1 (R 1 ), R 2 → f 2 (R 2 ), their general solution depends on two arbitrary functions of a single variable.
Conclusion
We have proposed a simple and easy-to-verify necessary condition for the integrability of hydrodynamic chains based on the vanishing of the Haantjes tensor. Conservative and Hamiltonian examples are discussed, illustrating the general approach. We conjecture that all examples arising in Sect. 3 and 4 from the requirement of the vanishing of the Haantjes tensor (and, thus, satisfying a necessary condition for the integrability) also satisfy the following properties: (i) they possess infinitely many m-component hydrodynamic reductions parametrized by m arbitrary functions of a single variable (thus, they are integrable in the sense of Definition 3); (ii) they belong to infinite hierarchies of commuting hydrodynamic chains. Our method leads to an abundance of new examples of hydrodynamic chains which require a further detailed investigation. We will address these issues in the future.
We hope that the results of this paper will find important applications in the theory of infinite-dimensional Frobenius manifolds (yet to be constructed).
out that the requirement of the existence of m functionally independent solutions of the linear system (60) is already sufficient to conclude that all coefficients c n must be zero. Indeed, if a relation of the form c n ∂ n u = 0 is satisfied by m functionally independent u's, the vector c n will be a zero eigenvector of the corresponding Jacobian matrix which is non-degenerate. Thus, c n = 0 and we have shown that (m conservation laws) + (Riemann invariants) ⇒ (∞ of conservation laws).
It would be of interest to obtain a direct tensor proof of the above result by showing that the vanishing of the Haantjes tensor H for a conservative system (59) implies the vanishing of the tensor P . Such a proof would then generalize to hydrodynamic chains, for which we have yet no rigorous definition of Riemann invariants.
Appendix 2: higher conservation laws for Hamiltonian chains
Let us assume that there exists a conservation law of the form
Using (13) and collecting coefficients at u i x we obtain the expressions for Q i = ∂Q/∂ u i , (3u 3 P 5−j h 3,j + 2u 2 P 4−j h 3j ) + P 3 h 2 + 2P 2 h 3 , Q 4 = h 2 P 4 + 2h 3 P 3 , Q 5 = 2h 3 P 4 .
The consistency conditions Q ij = Q ji imply the following expressions for second order partial derivatives of P , Upon ensuring the consistency of this system we obtain the set of relations (29) . We believe that the same process applied to any higher order conservation law P (u 1 , . . . , u m ) t = Q(u 1 , . . . , u m+1 ) x will results in the same relations (29) .
