In statistics, experimental designs are methods for making efficient experiments. E-optimal designs are the multisets of experimental conditions which minimize the maximum axis of the confidence ellipsoid of estimators. The aim of this thesis is to propose a new algorithm for constructing E-optimal designs approximately for weighted polynomial regression with a nonnegative weight function.
Introduction
In statistics, experimental designs are methods for making efficient experiments.
Experimental designs are needed especially for experimenters. At first, in 1920s, Fisher [8] considered a formal mathematical methodology for designing experiments. This is the beginning of experimental designs. We can make efficient experiments by analyzing a relationship between experimental conditions and the accuracy of estimators. In experimental designs, optimal designs are multisets of experimental conditions which give us the highest accuracy estimators based on a particular optimality criterion. On different demands of experimenters, several optimal criteria and optimal designs [1, 5, 11, 14] are used.
One of the optimal criteria is the E-optimality criterion, which was introduced by Ehrenfeld [6] . The best designs according to the E-optimality criterion are called E-optimal designs. E-optimal designs minimize the maximum axis of the confidence ellipsoid of estimators, namely, E-optimal designs minimize the maximum eigenvalue of the covariance matrix of estimators. E-optimal designs have been investigated by numerous authors in the literature [1, 3, 5, 11] . Eoptimal designs for only particular regression have been obtained exactly.
In this thesis, we discuss how to calculate E-optimal designs for weighted polynomial regression. Weighted polynomial regression means polynomial regression with non-constant variance [7] . Optimal designs for weighted polynomial regression have been studied by many authors [3, 4, 15] .
One of the approaches for obtaining E-optimal designs is to use the Tchebycheff systems. One of the characteristics of the Tchebycheff systems is that there is a linear combination of their basis functions which satisfies some properties. This linear combination is called the Tchebycheff function in this thesis.
The Tchebycheff systems play an important role in several domains of mathematics [9, 10] . For example, it is used for the theory of approximations, methods of interpolation, generalized moment problems, numerical analysis, oscillation properties of eigenfunctions of the Sturm-Liouville problems, generalized convexity, the theory of inequalities, and optimal designs. E-optimal designs for polynomial regression and particular weighted polynomial regression were studied with the Tchebycheff systems [3, 13] . If Tchebycheff functions of the basis functions of the linear regression are known, then the corresponding E-optimal designs for general weighted polynomial regression can be calcu-lated [11] . However, it is not trivial how to obtain Tchebycheff functions from the Tchebycheff systems.
Orthogonal polynomial sequences are families of polynomials such that the inner products of any distinct two polynomials in the sequences are zero. Orthogonal polynomial sequences are also useful tools in many fields of mathematics [2, 12, 16] . For example, it is used for the theory of approximations, and mathematical physics including integrable systems.
In this thesis, we propose a new algorithm for constructing E-optimal designs approximately for weighted polynomial regression with general nonnegative weight functions by using the Tchebycheff systems and orthogonal polynomials. Moreover, we verify the accuracy of this algorithm by numerical examples.
Section 2 contains some preliminaries of optimal designs and the Tchebycheff systems. Section 3 contains some preliminaries of orthogonal polynomials and the Gram-Schmidt orthogonalization. In Section 4 we present an algorithm for constructing E-optimal designs approximately for weighted polynomial regression with general weight functions. Section 5 describes the results of numerical examples. Section 6 is devoted to conclusions.
Preliminaries of Experimental Designs

Linear Regression and Estimators
A linear regression model is defined by
where
⊤ is a known vector of real-valued linearly independent continuous functions, θ = (θ 0 , θ 1 , . . . , θ m−1 ) ⊤ is an unknown parameter vector, and ε is a random error term. The functions f 0 (x), f 1 (x), . . . , Let us assume that we can make N observations
under the experimental conditions x 1 , x 2 , . . . , x N ∈ X . Throughout this thesis, we assume that the expectation of an error ε i is zero and different errors are uncorrelated. Conventionally we sometimes assume that the variance of an error is a positive constant. That is,
The best linear unbiased estimator (BLUE)θ of the parameter vector θ is defined as the estimator which satisfies the following three conditions:
(a) The estimatorθ is described as a linear combination of the responses, namelyθ = Ly, where L is an m × N matrix.
(b) The expectation of the estimatorθ is equal to θ, namely E θ = θ. The following theorem is well known in statistics.
Theorem 2.1 (Gauss-Markov's Theorem). Under the conditions (2.2) and det(X ⊤ X ) = 0, the BLUEθ of the parameter vector θ is given bŷ
3)
⊤ is an N ×m matrix, and y = (y 1 , y 2 , . . . , y N ) ⊤ .
The covariance matrix of the BLUEθ is given by
Cov θ = σ 2 X ⊤ X −1 .
Optimal Designs and Fisher Information Matrix
A designμ is a multiset of experimental conditions x 1 , x 2 , . . . , x N ∈ X . When we make experiments, we should choose the optimal multisetμ * . But in general, it is difficult to calculate the optimal multisetμ * .
Then, in this thesis we consider a multisetμ as a probability measure µ. Let P X denote the set of all probability measures on the Borel sets of the interval X . For given µ ∈ P X , let µ(x) denote the cumulative distribution function, and let Prob µ (x) denote the probability mass function
We consider the probability measure whose the probability mass function is given by
where #S denotes the number of elements in the set S. Assume that the distinct points among x 1 , x 2 , . . . , x N are the points x 1 , x 2 , . . . , x n , n ≤ N . Thus we also call the probability measure µ the design, namely, the design µ means that we make N ρ i experiments under a condition x i , i = 1, 2, . . . , n, where
We sometimes write the design µ as
For a fixed sample size N , let us consider the case where the numbers N ρ i , i = 1, 2, . . ., n are not necessary to be integers. That is, ρ i , i = 1, 2, . . ., n must be arbitrary nonnegative numbers such that n i =1 ρ i = 1. In practice, the numbers N ρ i , i = 1, 2, . . ., n of the design µ are sometimes rounded to be integers in order to consider the corresponding multisetμ. Thus, hereinafter the design µ denotes only a probability measure, not a multiset.
We should choose a good design, since the BLUEθ (2.3) depends on the design µ. In general, if the covariance matrix of the BLUEθ is "small" in some sense, the BLUEθ becomes a highly accurate estimator. Here, in order to de- fine what means that the covariance matrix is small, let us consider the Fisher information matrix. The Fisher information matrix of the design µ is defined by the Gram matrix
By Theorem 2.1, the covariance matrix of the BLUEθ is represented as
In order to make the covariance matrix of the BLUEθ the smallest in some sense, we should choose the optimal design µ whose Fisher information matrix M(µ) takes the "smallest form". Here, let us consider the Φ p -optimality criterion, a commonly used optimality criterion in experimental designs, that is
respectively, where and the A-optimal designs are the optimal solutions of the optimization prob-
When the error ε is normally distributed, the confidence ellipsoid for the BLUÊ θ with an arbitrary fixed confidence level is defined by
where c is a constant depending only on the confidence level. In this case E-, D-, and A-optimal designs can be interpreted geometrically in terms of the confidence ellipsoid. E-optimal designs minimize the size of the major axis of the confidence ellipsoid, D-optimal designs minimize the volume of the confidence ellipsoid, and A-optimal designs minimize the dimension of the diagonal of the enclosing box around the confidence ellipsoid respectively. In this thesis, we discuss the problem of calculating E-optimal designs for the linear regression on
Problem 2.2 (The problem of calculating E-optimal designs). We consider the linear regression (2.1). The E-optimal designs are the optimal solutions of the optimization problem
where µ is a design, M(µ) is a Fisher information matrix for the regression model defined by (2.5), and 1] is the set of all probability measures on
We note that E-optimal designs do not depend on the sample size N .
Tchebycheff Systems and Their Applications to Optimal Designs
Let u 1 , u 2 , . . . , u n : I → R denote linearly independent continuous functions de-
is always positive or always negative whenever the parameters are chosen as 
which satisfies the following properties: 
is a Tchebycheff system where p(t ) is a continuous positive function on I , and q(t ) is a continuous function on I .
There are some relations between the Tchebycheff systems and optimal designs. The following theorem indicates the way to obtain E-optimal designs by using the Tchebycheff systems [11, pp. 94-97] . 
Theorem 2.4 (Tchebycheff designs). Suppose the set f
0 (x), f 1 (x), . . . , f m−1 (x)
of the basis functions of the linear regression (2.1) is a Tchebycheff system and generates a Tchebycheff function κ(x) given by
κ(x) = γ ⊤ f (x), γ ∈ R n , x ∈ X .µ * = s 1 s 2 . . . s m ρ 1 ρ 2 . . . ρ m , ρ 1 , ρ 2 , . . . , ρ m ⊤ = F −1 γ γ ⊤ γ , F = f i −1 (s j ) · (−1) j +1 i ,j =1,
Optimal Designs for Some Regression Models
Optimal Designs for Polynomial Regression
Let us consider the linear regression model (2.1). In the case where f (x) is given by
the linear regression model
is called a polynomial regression model. Let us take N observations
under the experimental conditions x 1 , x 2 , . . . , x N ∈ X . Several researches show how to compute optimal designs for polynomial regression. For example, Doptimal designs for polynomial regression can be calculated by using canonical moments [5] . E-optimal designs for polynomial regression can be calculated by using the Tchebycheff systems [3] .
Optimal Designs for Weighted Polynomial Regression
Let us consider the polynomial regression model (2.14) without the assumption that the variance of an error is constant. Namely, we assume that 
Then, E-, D-, and A-optimal designs are defined by the same ways (2.8), (2.9), and (2.10) respectively, as the polynomial regression model. E-optimal designs for weighted polynomial regression can be calculated exactly for only particular weight functions. These are described later in Subsection 4.1.
Preliminaries of Orthogonal Polynomials
In this section we discuss orthogonal polynomials and the Gram-Schmidt orthogonalization. The Gram-Schmidt orthogonalization is a method for making an orthogonal polynomial sequence [2, 12, 16] .
Inner Product, Moments, and Classical Orthogonal Polynomials
At first, we define the inner product 〈·, ·〉 with respect to a nonnegative function 
where n ∈ Z ≥0 , and α > −1, β > −1. The orthogonality relation is given by
where the weight function η
where n ∈ Z ≥0 , and α > −1. The orthogonality relation is given by
(c) Hermite polynomials H n (x):
where n ∈ Z ≥0 and ⌊t ⌋ denotes the largest integer not exceeding t . The orthogonality relation is given by
where the weight function η H (x) is given by η H (x) = e −x 2 .
Gram-Schmidt Orthogonalization
The following algorithm, called the Gram-Schmidt orthogonalization, means a method for orthogonalizing a set of polynomials in an inner product space.
Here we consider the inner product space defined by (3.1).
Algorithm 3.1 (Gram-Schmidt orthogonalization). We define the projection op-
erator proj by
where u, v are polynomials. Then, if u 1 , u 2 , . . . , u n are linearly independent polynomials, the following process
The result v of the Gram-Schmidt orthogonalization can be expressed by
Construction of E-optimal Designs for Weighted Polynomial Regression
Let us consider about the weighted polynomial regression with the weight function w(x) of regression. From Example 2.3 (a), the set
is a Tchebycheff system. By Theorem 2.4, if we know the Tchebycheff function of the set (4.1), we can obtain E-optimal designs for weighted polynomial regression. However, it is not trivial how to get the Tchebycheff functions. In this section, we propose an approximate approach to construct E-optimal designs for weighted polynomial regression.
Construction of E-optimal Designs for Particular Weighted Polynomial Regression with Jacobi Polynomials
In this subsection, we discuss an example that we can compute E-optimal designs exactly for weighted polynomial regression using the Tchebycheff systems. Let us consider weighted polynomial regression in the case where its weight function is described by
Dette [3] shows how to compute E-optimal designs for these regression as the following theorem.
Theorem 4.1. With the weight function (4.2), the function
is a Tchebycheff function where J can be computed by using Theorem 4.1.
Approximate Tchebycheff Functions and An Approach to E-optimal Designs for General Weight Functions
By Theorem 4.1, if the weight function w(x) of regression is given by (4.2), then the E-optimal designs can be computed. In this subsection, we discuss the weighted polynomial regression of general weight functions and approximate approach to it.
In the previous sections, we discuss the exact Tchebycheff designs. We have only a few examples that we can obtain the Tchebycheff designs for weighted By using Definition 4.2, the proposed algorithm for calculating the approximation of E-optimal designs for weighted polynomial regression is described as follows. 
is used.
In the next section, we show some results of numerical examples in order to verify that approximate Tchebycheff designs are close to E-optimal designs.
Numerical Examples
In the previous section, we discuss Algorithm 4.4, the algorithm for constructing the approximate Tchebycheff designs for weighted polynomial regression.
In this section, we verify the accuracy of this algorithm with some numerical examples. 
Concluding Remarks
In this thesis, we first indicate a new definition of approximate Tchebycheff functions. By using this definition, we propose a new algorithm for constructing the approximate Tchebycheff designs for weighted polynomial regression with general weight functions. After that, we verify that the approximate Tchebycheff designs are close to E-optimal designs by numerical examples. Namely, the proposed algorithm enables us to calculate E-optimal designs approximately for weighted polynomial regression with general weight functions.
As future works, it is necessary to discuss the definition of approximate Tchebycheff functions more strictly. We must clarify how much gaps of the absolute values of local maximums and local minimums of approximate Tchebycheff functions are admitted. Moreover, we must discuss how the proposed algorithm has a wide application. We wish that the proposed algorithm is used to solve real problems of experimental designs. 
