ABSTRACT Graph neural networks (GNNs) have recently made remarkable breakthroughs in the paradigm of learning with graph-structured data. However, most existing GNNs limit the receptive field of the node on each layer to its connected (one-hop) neighbors, which disregards the fact that large receptive field has been proven to be a critical factor in state-of-the-art neural networks. In this paper, we propose a novel approach to appropriately define a variable receptive field for GNNs by incorporating high-order proximity information extracted from the hierarchical topological structure of the input graph. Specifically, multiscale groups obtained from trainable hierarchical semi-nonnegative matrix factorization are used for adjusting the weights when aggregating one-hop neighbors. Integrated with the graph attention mechanism on attributes of neighboring nodes, the learnable parameters within the process of aggregation are optimized in an endto-end manner. Extensive experiments show that the proposed method (hpGAT) outperforms state-of-the-art methods and demonstrate the importance of exploiting high-order proximity in handling noisy information of local neighborhood.
I. INTRODUCTION
Graph neural networks have been successfully applied to handling non-Euclidean data such as graph-structured data (e.g. social networks, 3D point clouds, and biological networks) [1] . Unlike grid-structured data (e.g., images or audio waveforms), graph-structured data would require neural networks to support irregular inputs. Hence, directly applying a typical grid-structured based deep learning method to graph-structured data could be suboptimal.
To overcome such obstacle, graph convolution has been proposed [2] . By implementing a convolution operator on a graph (mostly, on the Laplacian matrix of a graph) in the spectral domain, one can successfully extract multiscale information from the irregular inputs. However, these spectral methods (e.g., [2] - [4] ) may suffer from the computation complexity issues due to their inefficiency in conducting expensive eigendecomposition of the graph Laplacian matrix.
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To circumvent the computation complexity, recent works [5] - [8] discard the pervasive high-order information on a graph, and instead aggregate the information of neighbors to the node itself, which turns out to be a first-order approximation of the computationally-intensive spectral methods [5] . Notably, these graph neural networks usually limit the receptive field of the node on each layer to its one-hop neighbors and hence could be myopic for aggregation. On the other hand, a large receptive field [9] is known to be a critical factor in designing state-of-the-art neural networks. One conventional approach to increasing the receptive field is by stacking multiple layers, but we find that doing so will severely deteriorate the learning performance on the graph-structured data (see Fig.2 for details).
In this paper, we propose a novel approach to appropriately define a large receptive field for GNNs by incorporating high-order proximity information extracted from the input graph. We motivate our proposal using Fig.1 . Scenario 1 elucidates a typical receptive field (with 1-hop neighbors) for graph convolution related algorithms. To obtain a dense representation of the ''bridge node'' (marked in white color), its three neighbors are chosen for aggregation. However, in this case, an ideal learning algorithm should simultaneously emphasize the information from the blue group and suppress the influence from the green group for aggregation, otherwise the aggregated information might be too ''noisy'' if the weighted aggregation was falsely influenced by its neighbor in the green group. For example, if the three neighboring nodes share the same node attribute, there is no way to suppress the influence from the green group if calculating the weights only based on the node attribute.
To alleviate the problem of noisy aggregations, we propose to design an appropriate receptive field on the graph based on high-order proximity, which provides rich high-order topological information for a wide variety of graph analysis tasks [10] - [15] . Taking Scenario 2 as an example, with the increased receptive field, the bridge node can better perceive the topological structure embedded in the graph (without leveraging the label information) and adjust its local aggregation process accordingly. Therefore, in this case, high-order proximity information provides topology-aware aggregation and can suppress the noise from the green group. We will further demonstrate the benefit of incorporating high-order proximity information for aggregation on real-world datasets (see Fig.3 for details) .
Another known issue in graph convolution related framework is that convolving all connected neighbors of a node without considering their topological roles does not comply with a basic but widely accepted hypothesis in graph analysis -different neighbors contribute differently to the node. In 2018, [7] proposed graph attention networks (GAT) such that each node would aggregate information from its one-hop neighbors with different attention coefficients. Nonetheless, despite its remarkable performance improvement and capability for both transductive and inductive learning on graph-structured data, the receptive field of GAT is still limited to one-hop neighbors, which again disregards the rich information from high-order proximity.
Targeting at solving the aforementioned problems, we propose high-order proximity informed graph attention networks, hpGAT. There are several novel designs in hpGAT. First of all, inspired by a non-negative matrix factorization method (semi-NMF) that is trainable on neural network models [16] , [17] , we propose to design a group-aware and flexible receptive field for GNNs. Semi-NMF is an unsupervised method that encodes soft membership information for each node, which offers a structure-aware receptive field of arbitrary-order proximity. Second, with different receptive fields for topological group summarization at varying scales, we propose a new graph learning module consists of several graph attention layers that take high-order proximity to learn hidden representations of nodes. Finally, to integrate high-order topological information into the attention mechanism, hpGAT jointly optimizes non-negative matrix factorization and node classification. By training hpGAT in an endto-end manner and adopting high-order proximity information via semi-NMF, the graph attention mechanism would learn to become more topology-aware and hence less myopic when aggregating neighboring nodes. In summary, the major contributions of this paper are summarized as follows: 1) We provide new insights and fine-grained analysis to study how the GAT model works on the task of node classification, and highlight the problem of noisy aggregation when the topological information is not fully utilized. 2) We propose hpGAT, an end-to-end trainable system which fuses high-order proximity information embedded in the multiscale representation of the input graph as well as node attributes weighted by the attention mechanism. 3) We conduct extensive experiments and analysis to demonstrate the effectiveness of hpGAT on several real-world datasets. hpGAT outperforms the state-ofthe-art methods, and its superior performance is corroborated by observing its boosted performance in classifying nodes connecting to different groups.
II. RELATED WORKS
Deep neural networks have been successfully applied in a number of high impact domains, but most of them are specialized for handling grid-structured data, which do not align well with graph-structured data due to irregular inputs. How to generalize neural networks to work on arbitrarily structured graphs is still a challenging problem. Aiming at solving this, a surge of research interest has been devoted to VOLUME 7, 2019 studying deep learning on graphs. Based on recent research finds, [18] proposed to divide the existing deep learning methods on the graph into three main categories: semi-supervised methods, unsupervised methods, and recent advancements. Specifically, semi-supervised methods include Graph Neural Networks [19] and Graph Convolutional Networks (GCNs) [3] , [5] , unsupervised methods are mainly composed of Graph Autoencoders [20] - [23] and recent advancements include Graph Recurrent Neural Networks [24] - [26] and Graph Reinforcement Learning [27] . For more details, we refer the reader to [18] , [28] , [29] . Among these methods, the GCNs have attracted a great deal of attention and serve as an important role in building up many other complex graph neural network models. Generally speaking, existing GCNs can be categorized into two types: spatial-domain based and spectral-domain based. Spatial-domain based methods mainly focus on imitating the convolution operation of a conventional convolution neural network on grid-structured data (mostly based on the aggregation of the information of neighboring nodes) and extending the convolution operation to adapt to graphs. Through introducing a diffusion-convolution operation, [30] presented diffusion-convolutional neural networks, which outperforms probabilistic relational models and kernel-ongraph methods in the task of node classification. Reference [31] proposed a unified framework named Message Passing Neural Networks (MPNNs) for the graph convolution operation using a message passing function. Specifically, each node sends messages to its neighbors based on its current embedding representation and generates its new embedding representation based on messages received from immediate neighbors. Reference [6] introduced GraphSAGE, which generates embedding representations in an inductive way for each node by sampling a fixed number of nodes from its spatial neighborhood and aggregating their node features. Three aggregators (mean, LSTM and pooling) are optional, which are all integrated with trainable parameters. Furthermore, to enhance the scalability of GraphSAGE, [32] proposed PinSAGE with efficient random walks and graph convolutions. But these aggregators used in the two aforementioned do not explicitly filter information, which could easily introduce irrelevant information into the final embedding representations. To address this problem, [7] introduced the graph attention mechanism (GAT) to allow different weights for different neighbors of each node, which further improves the performance of node classification. Furthermore, [33] included another self attention pooling layer to generalize the graph representation from the various aspects of a matrix graph embedding, which leads to the dual attention graph convolutional networks. Recently, [34] proposed Graph Networks (GNs), which is a more general framework with three aggregation functions and three update functions. Other than graph topology and node attributes, GNs also include edge representations and the whole graph representation into consideration, which further improve the performance. In addition, there is also a surge of interest in the spatial-temporal graph modeling through integrating graph convolution with recurrent neural networks or convolution neural networks [35] .
Spectral-domain based methods mainly take advantage of the spectral representations of graphs. By extending the operator of the convolution to the spectral domain based on the spectrum of the graph Laplacian, [3] defined a diagonal matrix as trainable parameters for each layer. However, the time complexity of this method is intensive due to expensive eigendecomposition of the graph Laplacian matrix, and these filters are non-spatially localized, which is not an efficient way for representation learning. Later, [2] proposed a novel parameterization by introducing a smoothing kernel for better capturing spatial locality. Reference [4] proposed to approximate the filters using the Chebyshev expansion that can be computed recursively from the graph Laplacian. With the help of this approximation, eigendecomposition is no longer required and the locality of filters can be ensured. Similarly, [36] proposed to use Cayley polynomials of the graph Laplacian to approximate localized filters on graphs, which offer better frequency localization than Chebyshev polynomials. Moreover, [5] proved that the first-order approximation of spectral convolutions on graphs is efficient enough to build representative convolutional filter functions by stacking multiple layers. With these simplifications, spectral-domain based methods have shown close connections to spatial-domain based methods for their similarity in aggregating information from neighboring nodes.
In summary, spatial-domain based methods and spectraldomain based methods both show promising results on various graph related analytics tasks. But spatial-domain based methods outperform spectral-domain based methods in terms of efficiency, generality and flexibility [29] .
III. PRELIMINARIES AND MOTIVATION

A. GRAPH ATTENTION NETWORKS (GAT)
Given a graph G = (V , E, X ), where V and E represent the node set and edge set, respectively, and X ∈ R n×c (n is the number of nodes and c is the length of each feature vector) is the matrix representing node attributes. A common semi-supervised learning task is to infer the labels of a subset of nodes given G and known labels of the other nodes.
GAT [7] solves this problem by designing a graph attention layer (GAL). Let P = { p 1 , p 2 , . . . , p n } ∈ R n×d (d is the dimension of the latent representation) denote the input to this layer, which are the node representations generated from the previous layer (the input of first layer is the node attributes X , and we omit the layer index for brevity).
GAT first applies a learnable linear transform on representations (parameterized by W ∈ R d×d ) of each two connected node pairs to compute the attention coefficients with the function f :
The attention coefficients are then normalized across the neighbors of the targeted node i by using softmax function:
where N i is the set of neighboring nodes of node i, including node i itself.
With the attention coefficients, the final output of node i in the graph attention layer is the aggregated node representations from N i :
where denotes vector concatenation, σ is the sigmoid function and K is the number of heads (each head has independent transformation parameters). Technically speaking, we can view GAT as a trainable version of label propagation algorithm. The correlation between these two algorithms is discussed in the APPENDIX.
B. THE LIMITATION ON GAT
For each node, GAT leverages its 1-hop neighbors to perform weighted aggregation to obtain the hidden representation of the node itself, which implicitly indicates that for a typical GAT with two layers, the receptive field of a node is in fact limited to its 2-hop neighbors. As discussed above, increasing the range of receptive field helps a learning algorithm perceive richer topological information. Hence, for GAT, one naive way to increase the receptive field is by simply stacking more layers. In this section, we first use real-world datasets to report the unsatisfactory performance of a typical node classification task by stacking more layers in GAT, then we give an explanation on the pessimistic outcomes we have observed. The experiment setup is the same as in the Experiments section except for that we use one head instead of eight for each graph attention layer due to the limited GPU memory. Fig.2 shows the accuracy when stacking multiple layers. Here, different colors indicate different datasets, X-axis demonstrates the number of layers a GAT has, and the Y-axis is the accuracy. We conclude from the results that (i) On all datasets, when increasing the number of layers in GAT from 1 to 2, the performance increases accordingly, indicating that GAT gains more topological information from two layers than a single layer. (ii) However, by continuing adding more layers into GAT, the performance begins to decrease.
The outcome of the noticeable performance decay in all datasets indicates a limitation of GAT -stacking more layers does not yield the expected effect of the increased receptive field. For GAT, according to Eq.3, the core step in updating the representation p i of a node i in a layer is achieved by weighted aggregation on the representations of all its neighbors j ∈ N i . This process can be regarded as a typical Laplacian smoothing process that implicitly increases the receptive field of a node. However, by repeatedly applying Laplacian smoothing many times (i.e. stacking more layers), the whole model will suffer from the over-smoothing problem. References [37] , [38] have proved that by repeatedly applying Laplacian smoothing, the features of nodes within each connected component of the graph will converge to the same values. For GAT, as stacking layers is equivalent to applying Laplacian smoothing, it will also suffer from the over-smoothing problem on the learned node representations, leading to performance degradation.
C. ADVANTAGE IN HIGH-ORDER PROXIMITY
Recently, high-order proximity has shown to be effective in many graph learning tasks, especially in the research of network embedding. We refer readers to [39] for a comprehensive review. For example, [40] directly used the k-step transition probability matrix A k = k A as the high-order proximity matrix, where A is the normalized adjacency matrix representing the transition probability matrix of a single-step random walk. Reference [41] proposed a hierarchical feature aggregation model, where they initially aggregate features at different depth (a.k.a multiple-hop neighbors) of a node on each hierarchy.
Generally speaking, the ultimate goal of all these methods is to appropriately define the receptive field of a node on the graph, since a well-defined receptive field including high-ordered proximity allows a node to perceive richer and broader knowledge of the graph topology. However, naively using multiple-hop proximity or k-step transition matrix A k as a way to increase the receptive field may obfuscate the essential topological information of a node, and thus may incur additional noises in the learning and analysis phases.
Take Fig.3 as an example. For node a, when naively aggregating its first-order neighbors (blue circle shadow), the node is myopic and can only perceive neighbors around itself. To increase the receptive field by using A 2 , node a can grasp more information (gray rectangle shadow). However, this procedure may also include some irrelevant nodes and results in noisy or even uninformative aggregation. Consequently, it is crucial to properly define an appropriate receptive field. In this example, if the receptive field can perceive the topological information in advance, it is easy to find that a critical pattern that there exists a subgraph containing node a and the blue nodes. Based on this preferred receptive field (yellow rectangle shadow), node a can put more aggregation weights on its neighbors within the same subgraph, instead of aggregating other irrelevant nodes.
IV. METHODOLOGY
As discussed before, the limitation in GAT is its small receptive field (i.e., 1-hop neighbors). Moreover, simply stacking multiple layers under the framework of GAT leads to over-smoothing. To encourage the attention mechanism to be aware of the embedded high-order topological structures while maintaining its efficiency in local neighborhood aggregation, we propose a novel approach to overcome the limitation in GAT by introducing high-order proximity in the attention mechanism. Specifically, in addition to computing attention coefficients between every connected node pair using their node attributes, their pairwise topological relationships on high-order proximity are also included in the process of end-to-end learning.
In what follows, we first illustrate how to extract those pairwise relationships in the perspective of high-order proximity derived from the adjacency matrix, then we introduce a new graph attention layer based on high-order proximity. Finally, we introduce the proposed method, hpGAT.
A. EXTRACTING HIGH-ORDER PROXIMITY INFORMATION
Inspired by a non-negative matrix factorization method (semi-NMF) that is trainable on neural network models [16] , [17] , we propose to learn a set of low-dimensional representations that encode high-order proximity of the input graph, which can be learned from its adjacency matrix. To do this, we introduce a trainable factorization on the adjacency matrix A with two sets of matrices {Z k } m k=1 and {H
(m denotes the number of hierarchy of the matrix factorization, and the notation H + k indicates that the matrix H k contains only non-negative elements), which follow: leads to discover different hierarchies of communities. Furthermore, the normalized weights of S defined in Eq.8 over the three neighboring node of the bridge node (marked in white color) are also given over the corresponding edges. We can see that with the help of high-level latent representations, a much smaller weight is put on the link to the green group.
As stated in [16] , [17] , {H + k } m k=1 are restricted to be nonnegative, whose entries are soft membership indicators for each node at different scales, and {Z k } m k=1 are the corresponding base matrices that can be considered as group (cluster) centroids. Taking m = 1 as an example, we factorize A into two factors: A ≈ ZH + . If the orthogonal constraint is also imposed on H + , such that H + (H + ) T = I , then every column vector would have only one positive element [42] , which making semi-NMF equivalent to k-means with the same loss function:
where k is the number of clusters, h ki is the element at the k th row and i th column of the matrix H + , a i and z k are the i th and k th column of the matrix A and Z , respectively. · denotes the L2-norm of a vector and · F is the Frobenius norm of a matrix. Therefore, we can view the semi-NMF without the orthogonality constraint on the factor H + as a soft clustering method where H + is the soft membership indicator for each node, and Z denotes the corresponding cluster centroids. Moreover, 
B. hpGAL: GRAPH ATTENTION LAYERS WITH HIGH-ORDER PROXIMITY
With {H + k } m k=1 , we calculate the attention coefficients e ij by combining node attributes with a matrix S ∈ R n×n and H + m are trainable matrix derived from the decomposition of the adjacency matrix which follow Eq.4 and Eq.5. According to Eq.8, the output of each block is fed into a separate GAL, along with the node attribute matrix X and the adjacency matrix A.
that denotes the pairwise relationships encoded high-order proximity:
where
is defined in GAT and S ij denotes the (i, j) entry of the matrix S ∈ {S 1 , S 2 , . . . , S m }, which are calculated by
where k = 1, . . . , m and denotes the entry-wise (Hadamard) product of two matrices. Since H + k (k = 1, . . . , m) represents soft membership indicators for each node at a specific scale [16] , [17] , S ij can be viewed as the similarity between two nodes in the perspective of high-order proximity. Including S ij in Eq.7 suggests that if two nodes are more similar in high-order proximity, larger weights should be imposed on each other when conducting the aggregation, which is illustrated in the case shown in Fig.4 . Fig.5 represents the overall architecture of a graph learning module with three-level high-order proximities (i.e., m = 3 and m is a hyperparameter that can be determined based on unsupervised hierarchical graph clustering methods, which will be discussed in details in next section). To be specific, this architecture contains a three-level hierarchical structure of the adjacency matrix A, where H + 1 , H + 2 and H + 3 captures the low, middle and high-level structures, respectively. For the k-th-level of the graph attention layer (GAL), we generate the output based on both S k and node attributes X (or node latent representations generated by the previous layer) using Eq.3. Here, we restrict these three GALs to share the same parameters (i.e., W in Eq.7). Finally, the node representations are generated by average pooling or concatenating all outputs from the all GALs.
Algorithm 1 Building a hpGAT Model with 2 hpGALs
Input: Node attributes matrix X , Adjacency matrix Throughout this paper, we build hpGAT with two hpGALs with multiple independent heads that learn how to attend the neighbors based on node representations and high-order proximity. For the first hpGAL, the input is the node attributes X and the outputs from each head would be concatenated and fed into the second hpGAL. An average pooling along with the softmax function is applied upon the outputs from the second GAL to obtain the predictions Y . In order to efficiently take advantage of high-order proximity, we train hpGAT in an end-to-end manner by jointly optimizing the two tasks of matrix factorization and node classification. With the known node labels Y , the overall loss function is defined as:
where L s represents the supervised loss, A r is the reconstructed adjacency matrix, · F denotes the Frobenius norm, and λ is a hyperparameter that balances the loss of matrix reconstruction L r and the supervised loss L s .
We summarize the algorithmic procedure of constructing hpGAT in Alg. , we obtain the similarity matrix S (Line 4) of the highest-order proximity of the graph. Then, we use a for-loop to recursively calculate S on different levels (Line 6 to 10) according to Eq.5. Finally, by using the ''concatenation'' operator, the first hpGAL produces the latent representations for all nodes (Line 12), and by using the ''average pooling'' operator, the second hpGAL outputs the prediction Y (Line 13).
To optimize the overall objective function in Eq.9, we choose the stochastic gradient descent optimizer to train our model. Note that our proposed algorithm does not involve any explicit matrix decomposition or expensive eigendecomposition. Comparing to GAT, it only requires a few additional learnable parameters (i.e., {Z k } m k=1 and {H + k }). Therefore, our proposed hpGAT shares a similar complexity with GAT. We refer the readers to Section V-E for detailed complexity analysis between hpGAT and GAT.
V. EXPERIMENTS
In this section, we employ four real-world networks to validate the effectiveness of the proposed model on the task of node classification.
A. DATASETS AND EXPERIMENTAL SETUP
BlogCatalog and Flickr are two real-world social media datasets used in [43] . 1 Cora 2 and Citeseer 3 are datasets based on citations between scientific papers. The details of these datasets are given in Table 1 . For the experimental setup, we train all the algorithms on 20% of node labels in each dataset and use another 20% as the validation dataset for hyperparameter tuning. Then, we report the accuracy on the remaining 60% dataset. For hpGAT, we set eight attention heads for the first hpGAL and one attention head for the second hpGAL on all datasets, which is the same setup with GAT. In addition, a three-level hierarchies is adopted (i.e., m = 3) with the column size of {Z k } 3 k=1 setting to 2,4,8, respectively. In addition, we have found that different values of λ have little influence on the overall performance (see Section V-D.2 for details), suggesting algorithmic stability. Hence, we use λ = 1 for all datasets. For all other baseline methods, we use the same parameter setup given in the original paper.
B. COMPARATIVE METHODS
The following are seven comparative methods (state-of-thearts and baselines) to be compared with hpGAT.
• DeepWalk [44] : DeepWalk is an unsupervised network embedding method. We train a logistic regression model as the classifier based on the generated embeddings.
• Chebyshev [4] : Chebyshev approximates the filters by a Chebyshev expansion of the graph Laplacian to implement the convolution operation defined in the Fourier domain.
• GCN [5] : GCN simplifies the Chebyshev expansion with a first-order approximation of spectral convolutions. • GAT [7] : Beyond GCN, GAT introduces the attention mechanism to aggregate connected neighbors with different attention weights.
• GCN 1,2 [28] : By using A k instead of A as the input to the graph convolution, this method naively introduces high-order proximity into GCN. Here we test GCN with first-order and second-order graph convolution in the same manner as in [28] .
• GAT 1,2 : Similar to GCN 1,2 , A and A 2 are inputs to GAL.
• hpGCN (hpGAT w/o attention): Since GAT can be viewed as GCN with attention mechanism, here we also test the performance of high-ordered proximity informed GCN by removing the attention mechanism from hpGAT to demonstrate the effectiveness of high-order proximity. Table 2 reports the accuracy on node classification for all methods. In all datasets, our proposed hpGAT consistently attains the best performance by a large margin when compared to other methods, including the state-ofthe-art methods such as GCN and GAT. The remarkable performance improvement in hpGAT is credited to the proposed high-order proximity informed attention mechanism. In addition, the results also corroborate the advantage of solely introducing high-order proximity in node classification, as hpGCN (i.e., hpGAT w/o attention) also enjoys a performance boost in accuracy. By comparing GCN with GCN 1,2 , we find that naively introducing high-order proximity through using A and A 2 together can sometimes obtain better results (observed on Cora and BlogCatalog), but it also could deteriorate the performance (observed on Citeseer and Flickr). One possible explanation is that when directly introducing k-hop neighbors into aggregation, it is more likely to involve noisy information and brings about a negative effect on classification. This phenomenon is also observed when comparing GAT with GAT 1,2 . Without properly defined receptive fields (such as the use of hpGAT), GAT 1,2 results in a much worse performance than GAT due to noisy neighborhood aggregation.
C. NODE CLASSIFICATION AND ANALYSIS 1) PERFORMANCE COMPARISON
2) ANALYSIS
We now dive into detailed ex post facto data analysis to provide deep insights on the performance improvement of hpGAT relative to GAT. As the adjacency matrix A contains only 1-hop neighbors for each node, to benchmark the relationships between connected neighbors of a node and their corresponding labels, we directly use the (rows of) adjacency matrix and the node labels in the training set to train a linear classifier (logistic regression) to predict the node labels. The performance of the classifier on the test datasets is reported in Table 3 . We find that the performance of this baseline on Cora and Citeseer is much better than that on BlogCatalog and Flickr. It explains why hpGAT can only attain slight improvements over GAT on Cora and Citeseer since a small receptive field (firstorder proximity) already contains sufficient information for predicting node labels on Cora and Citeseer.
Moreover, we propose a metric ''purity'' defined in Eq.10 to quantitatively analyze the distributions of the labels of neighbors of the node i: (10) where N i is the 1-hop neighbors of node i, l i denotes the label of the node i, 1 l i is the indicator function (outputs 1 when the input equals l i and 0 otherwise) and D i is the cardinality of N i . Therefore, purity = 1 indicates all neighbors of a node share the same label as itself, and purity < 1 indicates the neighbors of a node have different labels from itself. Table 3 reports the purity statistics of all nodes (we call it purity number) on the four datasets. For Cora and Citeseer datasets, the purity numbers between < 1 and = 1 are more balanced, and for BlogCatalog and Flickr datasets, the purity numbers are heavily imbalanced. Consequently, for Cora and Citeseer, it would be easier for a graph attention mechanism to learn proper weights on the neighboring nodes because the majority of nodes have the same label as their neighbors. On the other hand, for BlogCatalog and Flickr almost every node has purity < 1 and hence learning proper attention weights is more challenging. To validate our hypothesis that high-order proximity information can suppress noisy aggregation in GAT and hence improve the learning performance, we report the gains in purity number by comparing hpGAT with GAT in Table 3 . We find that in both cases (purity < 1 or = 1) hpGAT has a better classification performance than GAT on all datasets. More importantly, we find that no matter the dataset is imbalanced in purity distribution or not, hpGAT is more effective in predicting the node labels with purity < 1 than GAT. The results show that the major performance gain in hpGAT actually comes from its ability to correctly predict the labels of ''noisy'' nodes, which proves the effectiveness and importance of high-order proximity in node classification.
D. PARAMETER ANALYSIS ON HIGH-ORDER PROXIMITY
In this section, we mainly analyze how the number of column size (the column size of {Z k } m k=1 ), the number of hierarchy m and the weight λ affect the performance of hpGAT. These results show the sensitivity of these parameters on the performance of hpGAT. Regarding the number of column size, we find that on both datasets, moderate-sized setting gives the best performance, and the stability can be expected as the ''sweet spot'' is quite flat. These findings are also well aligned with the intuition that a small number of column size may limit the representation power while a large number of column size may be redundant. Similarly, regarding the number of hierarchy, either setting too many or too few layers may harm the performance, which can be explained by the fact that either extremely rough or fine-grained hierarchical topological information is not ideal for learning appropriate attention weights. It is worth noting that there are many grounded methods (e.g. the Louvain method [45] , [46] ) in the traditional graph analysis field to automatically determine the number of hierarchy of a network in an unsupervised manner, which can be used as an informative prior for setting hyperparameters in hpGAT. In fact, we find that for Cora and BlogCatalog, the number of hierarchy given by the Louvain algorithm is 4 and 2, respectively, which gives a near-optimal performance according to Fig.6 .
2) PARAMETER ANALYSIS ON λ
Here, to investigate the influence of λ in Eq.9, we vary λ from 0.1 to 10. Fig.7 reports the resulting performances on the node classification task for all four datasets. For each subgraph, the X-axis represents the value of λ, and Y-axis represents the accuracy.
Inspecting the results from all four datasets, we can easily make a conclusion that the change of λ has a limited effect on the overall performance within the tested range. In other words, it means that the hyperparameter λ is not sensitive to the overall algorithm. In particular, if we set λ = 0, hpGAT reduces to the case of GAT.
E. EMPIRICAL COMPLEXITY ANALYSIS
We conduct our experiments on a typical machine with Ubuntu 16.10 system, 64G 2133MHz RAM, Intel E5-2630V4 CPU, and the Titan X GPU with 12G memory. All experiments are implemented using keras 2.2.0 and tensorflow-gpu 1.8.0. Fig.8 shows the average runtime (in seconds) for each epoch when training a hpGAT and a GAT (both with two hpGALs/GALs). Here, one hpGAL contains three GALs with shared parameters. For each subgraph, X-axis represents all four datasets, and Y-axis represents the training time.
It is clear to see that for each dataset, the average training time for each epoch for hpGAT and GAT is similar, which empirically demonstrates that hpGAT and GAT share a similar computation complexity.
VI. CONCLUSION
In this paper, we propose a novel high-order proximity informed graph attention network (hpGAT). By introducing high-order proximity extracted from the learnable factorization of the adjacency matrix into the attention mechanism, hpGAT is more effective in aggregating information from neighboring nodes. Extensive experiments and detailed data analysis on several real-world networks demonstrate the superior performance of hpGAT on node classification.
APPENDIX RELATION TO LABEL PROPAGATION ALGORITHM
It is well known that the node attributes help to describe the particular information of a node itself. The graph topology, on the other hand, helps to propagate information between two connected nodes with respect to the weight on the edge. The original graph attention network (GAT) is able to learn representations of nodes in a graph, taking both topology and node attributes into account. Particularly, GAT advocates weighted aggregation of one-hop neighbors of a node for helping information propagation. This process is related to the label propagation algorithm (LPA), a well-studied framework for studying the information propagation upon topology.
Analog to GAT, LPA also leverages neighborhood information of a node to label the node itself. Alg.2 demonstrates a standard process to propagate labels on a graph. Here, Y (t) denotes the labels (at iteration t), PY (t) works as an aggregation operation over neighbors for each node (irrespective of whether the graph includes self-connections for every node or not).
Algorithm 2 Label Propagation Algorithm (LPA)
Input: Graph i as the representation of node i at iteration t, we can replace the transition matrix P in Alg.2 with a neural network layer-like differentiable function with trainable parameters, as shown in Eq.11.
where Y i∈V is the attribute of node i, N i is the neighbor set of node i including itself, c ij is an appropriately chosen normalization constant for the edge between node i and j.
is transformed to a vector of activations of node i from the l th neural network layer. Please note that Eq.11 is actually the layer function h i ← σ j∈N i α ij h j in GAT. Here, α ij is the aggregation weight from node j to node i. Hence, we can make a (loosely speaking) conclusion that, GAT model can be interpreted as a differentiable and parameterized generalization of the label propagation algorithm.
