We use Markov Chain Monte Carlo (MCMC) methods for the parameter estimation and the testing of conditional asset pricing models. In contrast to traditional approaches, it is truly conditional because the assumption that time variation in betas is driven by a set of conditioning variables is not necessary. Moreover, the approach has exact …nite sample properties and accounts for errors-in-variables. Using S&P 500 panel data, we analyze the empirical performance of the CAPM and the Fama and French (1993) three-factor model. We …nd that time-variation of betas in the CAPM and the time variation of the coe¢ cients for the size factor (SMB) and the distress factor (HML) in the three-factor model improve the empirical performance. Therefore, our …ndings are consistent with time variation of …rm-speci…c exposure to market risk, systematic credit risk and systematic size e¤ects. However, a Bayesian model comparison trading o¤ goodness of …t and model complexity indicates that the conditional CAPM performs best, followed by the conditional three-factor model, the unconditional CAPM, and the unconditional three-factor model.
Introduction
We use numerical Bayesian methods, i.e., Markov Chain Monte Carlo (MCMC) methods, for the estimation and the testing of unconditional and conditional asset pricing models.
We estimate time-varying parameters for the CAPM and the Fama & French (1993) three-factor model.
The empirical performance of the CAPM has been analyzed by a large number of authors, e.g., Fama & French (1993) , Jagannathan & Wang (1996) , Ferson & Harvey (1999) , and Heston, Rouwenhorst & Wessels (1999) . Various anomalies have been identi…ed challenging the CAPM. Well-known anomalies include the size e¤ect and ratios of the stock price to …rm speci…c accounting numbers as earnings or the book value of equity, as shown by Basu (1977) , Banz (1981) , Chan, Hamao & Lakonishok (1991) , Fama & French (1992) and Petrella (2005) , among others. Fama & French (1993) propose the so-called three-factor model, which uses, in addition to market risk, two additional risk factors to explain asset pricing anomalies. The three-factor model uses the di¤erence in returns between small and big stocks, referred to as the small-minus-big (SMB) risk factor, and the di¤erence in returns between stock with a high book-to-market ratio and stocks with a low book-to-market ratio, referred to as the high-minus-low (HML) factor, as additional explanatory variables. In general, the SMB factor is interpreted as a size premium and the HML factor as a value premium.
However, several investigations, such as Ferson & Harvey (1991) , Ferson & Koraczyk (1995) , Braun, Nelson & Sunier (1995) and Koutmos & Knif (2002) , indicate that betas exhibit considerable time variation. Hansen & Richard (1987) show that conditional versions of asset pricing models and, in particular, the CAPM can hold even when unconditional asset pricing models exhibits serious pricing errors. Jagannathan & Wang (1996) examine the empirical performance of the conditional CAPM in a cross section of stock returns. Overall, they …nd that the dynamic CAPM can explain the cross section of stock returns much better than a static CAPM. However, their approach has a number of shortcomings. Probably the most important shortcoming is the use of proxy variables for conditional betas and for other variables. In particular, they decompose the beta in a constant part, in a part related to the market return, and a part related to the credit spread between high-grade and low-grade bonds. The choice of conditioning variables is not investigated in detail. However, their approach is unable to detect non-linear behavior, …rm-speci…c e¤ects, and e¤ects that cannot be explained by other variables. To account for errors-in-variables, they show how to adjust the con…dence interval.
Bayesian tests of asset pricing models have a long history in …nance. Shanken (1987) proposes a Bayesian approach to testing portfolio e¢ ciency and derives a computationally convenient posterior-odds ratio. He shows that classical tests such as the approach by Gibbons, Ross & Shanken (1989) might deliver wrong signals from a Bayesian point of view. He recommends using signi…cance levels higher than 95%. The Bayesian asset pricing test proposed by Harvey & Zhou (1990) uses a Monte Carlo version of the approach by Shanken (1987) . They use Monte Carlo integration to compute posterior-odds ratios for industry portfolios. They …nd that the probability that the portfolio is e¢ cient is small. In other words, they can reject the CAPM. McCulloch & Rossi (1991) extend previous approaches to multi-factor models. They compute posterior-odds ratios via the Savage density for the restricted and unrestricted versions and …nally reject the APT model under consideration. Similarly, Geweke & Zhou (1996) use Gibbs sampling to test restrictions. Avramov & Chao (2006) have proposed an exact …nite sample Bayesian test with conditioning information, i.e., they assume that time variation in factor loadings is driven by a set of conditioning variables.
The limitations of previous non-Bayesian approaches of conditional asset pricing models can be summarized as follows. First and probably most importantly, the use of conditioning variables for modelling variation of betas is a drawback, as Ghysels (1998) notes, because di¤erent speci…cations might lead to completely di¤erent results. For example, the use of a set of macroeconomic variables and the use of …rm-speci…c variables as conditioning variables delivers di¤erent results. Second, two-step procedures ignore the fact that betas are estimates and, therefore, do not account for errors-in-variables, as Berglund & Knif (1999) show. Third, most asset pricing tests, such as GMM approaches, rely on asymptotic estimation, possibly leading to biases in …nite samples, as Ferson & Foerster (1994) point out. Compared to the most recent conditional Bayesian test by Avramov & Chao (2006) , we are also able to drop the assumption that time-variation in factor loadings is driven by a set of conditioning variables.
In this paper, we use Markov Chain Monte Carlo (MCMC) methods for estimating and testing conditional versions asset pricing models. This approach has a number of advantages over approaches previously used. A …rst, but very important feature is that we do not impose any restrictive assumptions about the behavior of betas, i.e., we do not assume that stock betas depend on speci…c variables, but treat the beta as a latent variable. Being more general, this approach is able to capture traditional approaches that use conditioning variables, but not vice versa. The estimation procedure can be regarded as a …lter for extracting the unknown signal, i.e., the beta coe¢ cients, from noisy data, i.e., the return series. And indeed, MCMC approaches can be regarded as a generalization of the Kalman …lter, as pointed out by Robert & Casella (1999) . Second, our approach accounts for estimation risk, i.e., the so-called errors-in-variables problem does not exist.
Third, the MCMC estimation procedure has exact …nite sample properties because it does not rely on asymptotic estimators, as noted by Zellner (1971) . Fourth, the MCMC approach can also account for model uncertainty.
Using the MCMC approach, we estimate the unconditional and conditional CAPM and the Fama & French (1993) three-factor model. The econometric analysis of S&P 500 panel data delivers new insights compared to existing approaches, in particular in relation to the approaches by Jagannathan & Wang (1996) , Ferson & Harvey (1999) and Wang (2003) . First, the empirical performance of the conditional CAPM is slightly better than the empirical performance of the unconditional CAPM, measured by R 2 .
Second, for the conditional and unconditional Fama & French (1993) three-factor model, the variance explained increases from 28.0% to 31.7%. In particular, our analysis shows that the factor loadings for the high-minus-low (HML) and small-minus-big (SMB) factor vary over time. These …ndings indicate that the exposure of individual stocks to market risk, systematic size e¤ects and credit risk depends heavily on the observed time period.
Third, a Bayesian model comparison using the so-called Bayes factors indicates that the conditional CAPM performs better than the unconditional CAPM. Additionally, there is evidence that the unconditional three-factor model is misspeci…ed compared to both versions of the CAPM. From a Bayesian perspective, the conditional three-factor model has a posterior chance of 1.61 to 1 of being true compared to the unconditional CAPM and of 2.41 to 1 compared to the unconditional three-factor model. However, the posterior odds of the conditional three-factor model to the conditional CAPM is 0.44 to 1. Therefore, from a Bayesian model selection perspective, the conditional three-factor model is inferior to the conditional CAPM.
The article is structured as follows. In Section 2, we outline the Bayesian approach for the estimation of conditional asset pricing models. In Section 3, we present our empirical results. Section 4 concludes.
Estimation of Parameters for Conditional Asset Pricing Models
In this section, the setup of the dynamic-factor asset pricing model and the Bayesian estimation method is presented.
A Dynamic Factor Asset Pricing Model
The general form of a conditional linear asset pricing model is given by
where r e n;t is the excess return for an asset n at time t over the risk free rate, k;n;t the exposure to a risk factor paying the risk premium k;t ; and K denotes the number of risk factors. E t 1 denotes the expectation conditional on the information set at time t 1. Assuming that all risk factors and all risk premia are uncorrelated with each other and that the estimate for beta at time t 1 is the best unbiased forecast for beta at time t, we obtain
Because of unobservability of E t 1 [ k;t ], we replace E t 1 [ k;t ] with the realized risk premium k;t for testing purposes. Therefore, the testing of a conditional asset pricing model requires the equation r e n;t = K X k=1 k;n;t 1 k;t + u n;t
to be estimated. 1 The error terms u n;t are assumed to have zero mean and variance 2 u;n;t . In contrast to previous approaches, we do not assume that time varying betas depend on a set of conditioning variables. We allow for time variation in the coe¢ cients by assuming that the coe¢ cients follow a random walk:
k;n;t = k;n;t 1 + v k;n;t ,
where the error terms v k;n;t have zero mean and variance 2 v;k;n;t . This random walk model is very general because it is able to cover a wide range of gradual coe¢ cient variation reasonably well. 2 However, to ensure identi…ability of the model, it is necessary to impose restrictions on the variance of the error terms u and v. The motivation for such a restriction is rather intuitive: the variance of a signal, i.e., the betas n;k;t , must be less than the variance of the observation equation, i.e., the time series of returns r e n;t . In a general state space context, this was …rst documented by Akaike (1980) . The noise-to-signal ratio, 2 k;n;t , representing the relationship between 2 v;k;n;t and 2 u;n;t , is de…ned as 2 k;n;t = 2 u;n;t 2 v;k;n;t .
The noise-to-signal ratio, 2 , must be at least one. Higher values of 2 correspond to greater smoothing. The parameter has a rather straightforward interpretation, pointed out by Kitagawa & Gersch (1996) : the smoothing parameter determines the relative weight for the goodness of …t versus smoothness.
Bayesian Inference
For the estimation of the linear factor model with time-varying coe¢ cients, a Bayesian estimation approach is used. In classical approaches such as maximum likelihood, inference is based on the likelihood of the data alone. In contrast, in Bayesian inference, the likelihood of the observed data D given parameters , denoted as L(Dj ), is used to modify the prior beliefs about the parameter set P( ). The updated knowledge is summarized in a posterior density P( jD); as noted by Robert & Casella (1999) . Formally, Bayes theorem is used to determine the posterior distribution of conditional on D:
where the marginal distribution of the data P(D) is given by
The posterior distribution of the parameters P( jD) is the object of Bayesian inference.
Bayesian inference therefore requires three steps. First, the prior distributions are de…ned.
Second, the likelihood function depending on the structural equations for the model is determined. Third, the posterior distribution is computed.
Bayesian inference in econometrics has at least four main advantages. First and probably most importantly, Bayesian econometric methods can be used to estimate parameters for almost any model. Second, Bayesian inference nests all classical estimation methods such as maximum likelihood if priors are uninformative. Third, if priors are informative, Bayesian inference provides a formal procedure for incorporating prior information.
Fourth, Bayesian inference does not rely on asymptotic properties of the estimators, but has exact …nite-sample properties, as noted by Zellner (1971) .
The Metropolis-Hastings algorithm proposed by Metropolis & Ulam (1949) and extended by Hastings (1970) has basically two functions. First, the algorithm maximizes the posterior distribution P( jD). Second, after convergence, the Metropolis-Hastings algorithm creates a sample of parameters vectors needed to draw conclusions about the parameters.
The main idea behind this algorithm is that at each iteration i the next state i+1 is chosen by sampling a candidate point c from a proposal density q(:j i ). The candidate point c is accepted with probability ( i ; c ); where
If the candidate point is accepted, the next state becomes i+1 = c ; otherwise i+1 = i : The Metropolis-Hastings-algorithm can be illustrated by the following pseudo code:
Select number of iterations a
Do while i < a
Sample a point c from q(:
otherwise set i+1 to i
Increase i
Repeat This algorithm accepts a new parameter set if the new parameter set increases the posterior density. If the new parameter set decreases the posterior density, the new parameter set is accepted with a speci…c probability.
For the proposal density, a number of choices are possible (see e.g. Robert & Casella (2005) ). We have set ( i ; c ) = 1, i.e., new draws are always accepted. In this case, the Metropolis-Hastings algorithm is a Gibbs sampler (Geman & Geman (1984) ) or a version of Gibbs sampling such as slice updating (Neal (2003) ). Kim & Nelson (1999) and Congdon (2003) show how to implement dynamic factor models using Gibbs sampling.
The Metropolis-Hastings algorithm creates a sample of parameter draws that can be used to derive conclusions about the parameters. The posterior expectation of a function of the parameters f ( ), such as the mean and the standard deviation (standard error) of the parameters, is given by
To evaluate the posterior expectation of a function of the parameters f ( ), Monte Carlo integration is applied. Monte Carlo integration evaluates E [f ( )] by drawing samples f t ; t = 1; :::; ng from P( jD) and then approximating the expectation
This approximation is feasible if a Markov Chain with P( jD) as its stationary distribution is used. A Markov Chain is a sequence of random variables f 0 ; 1 ; 2 ; :::g such that the next state i+1 sampled from the distribution (or transition kernel) P( i+1 j i ) only depends on the current state and not on the entire history. Robert & Casella (1999) show that the Metropolis-Hastings algorithm creates such a stationary distribution. This pro-
cedure using Monte Carlo integration and Markov Chains is called Markov Chain Monte Carlo (MCMC).
As the starting value 0 a¤ects the distribution in Monte Carlo simulations, a su¢ -ciently large number of burn-in iterations is discarded from the sample, assuming that
is given by a sample average of the parameter sample generated by the Metropolis-Hastings algorithm,
i.e.,
where a is the total number of iterations and b the length of the burn-in period.
Priors, Likelihood and Posterior
Based on the asset pricing model derived previously and assuming that errors are normally distributed, we de…ne the following structural equations r e n;t N K X k=1 k;n;t k;t ; u;n ! for n = f1; :::; N g; t = f2; :::; T g (13)
k;n;t N k;n;t 1 ; v;k;n for k = f1; :::; Kg; n = f1; :::; N g; t = f2; :::; T g , (14) where N denotes a normal distribution. The extension to a non-normal setting remains for further research (e.g. Carlin, Polson & Sto¤er (1992) We assume constant volatility. Bauwens, Lubrano & Richard (1999) note that heteroscedasticity introduces an inconsistency of the estimator of the variance of the ordinary least square estimator, i.e., estimated standard errors are too small, but the estimator itself is unbiased. The assumption of constant volatility follows many other approaches for testing capital asset pricing models, such as Fama & MacBeth (1973) , and Gibbons et al. (1989) .
The likelihood function can be computed by multiplying the distributions for the excess returns r e n;t conditional on the factor loadings k;n;t and the distribution for the factor loadings k;n;t conditional on the factor loadings in the previous period k;n;t 1 . Therefore, the complete likelihood function is given by
In the empirical part, we report the posterior mean (the sample average of the Markov Chain) for each parameter and its standard error (the sample standard deviation of the Markov Chain) for each parameter.
The posterior distribution P( jD), which is the product of the likelihood function and all prior distributions, is therefore proportional to
2.4 Bayes Factors Je¤reys (1961) introduced and de…ned the so-called Bayes factors for the testing of hypotheses in a Bayesian context. The Bayes factor B; which tests two models M 1 and M 0 against each other, is de…ned as the posterior to prior odds ratio of the relevant models,
where P(DjM ) denotes the marginal likelihood of the data D given a model M and P(M ) the prior probability for a model M .
As noticed by Denison, Holmes, Mallick & Smith (2002) , the marginal likelihood of a model M gives a measure of the probability of observing the data given that M is true. If the marginal likelihood is high, it is more likely that the observed time series was generated by the assumed model. However, similar to conventional likelihood ratio tests, the Bayes factor expresses the relative support given by the data for each model, as Kass & Raftery (1995) note.
Bayes factors are very powerful because they balance the goodness of …t against the complexity of a model (see e.g. Denison et al. (2002) and MacKay (2003)) and, therefore, obey the Occam's razor. The Occam's razor is a principle that states a preference for simple theories and states that the simplest explanation that …ts the data should be accepted. Figure 1 illustrates the logic behind Bayes factors. Suppose there are two competing models, denoted as M 0 and M 1 , where model M 0 is more complex and, therefore, is able to provide a better goodness of …t, ceteris paribus. Suppose next that we have observed the point 0 in the data space. Then, the ratio of the marginal likelihoods, i.e., the Bayes factors, for M 1 and M 0 at point 0 is 3:4. Therefore, for D equal to 0, we should favor the simpler model M 1 . However, for M equal to 1, the probability that the simple model M 1
can explain the data is very small and therefore, the Bayes factor is very high and favors the complex model M 0 .
Figure 1: Illustration of Bayes Factors
The …gure illustrates how Bayesian inference adheres to the principle of Occam's razor. Similar to Denison et al. (2002) and MacKay (2003) , the horizontal axis represents the data-space with the vertical axis giving the marginal likelihood of the data. Suppose there are two competing models M 0 and M 1 , where M 1 covers only a subspace of the space covered by M 0 . If the observed data are in the region -0.5 to 0.5, then the simpler model M 1 is preferred as it has a higher probability in this region.
Bayes factors can be used for two purposes. First, they can be used to test an unrestricted model M 0 against its restricted version M 1 : In such a setting, the Bayes factors are similar to likelihood ratio tests. Second, they can be used to test two competing models M 1 and M 0 against each other. Therefore, they enable to account for model uncertainty.
In particular, this is important if the correct speci…cation of a model is unknown. The so-called Bayesian model averaging relies on Bayes factors to compute posterior odds for di¤erent models.
Bayes factors have a rather intuitive interpretation. Suppose a researcher would assign uninformative, equal prior probabilities to M 1 and M 0 ; i.e., 50% for each model: After having seen the data, the Bayes factor shows how to adjust the prior probabilities to compute posterior probabilities for the models, e.g., a Bayes factor of 4 indicates that the researcher should assign a posterior probability for M 1 that is four times higher than for M 0 ; i.e. 80% for model M 1 and 20% for model M 0 :
The interpretation proposed by Je¤reys (1961) is still the standard. Je¤reys (1961) shows that In this study, the widely used approach by Carlin & Chib (1995) is applied. Carlin & Chib (1995) propose a two-step procedure for the computation of the Bayes factor.
In a …rst step, they estimate the parameters for each model separately using MCMC methods. In a second step, they iterate over the model space. In particular, they take the parameters including their con…dence intervals as given and, using MCMC methods, they try to …nd the optimal mixture ratio for a set of models.
Monte Carlo Study
Since Bayesian inference is less well explored than more traditional econometric approaches, we check for the reliability of the estimators. First, we construct arti…cial data sets based on the data generating process speci…ed in equations 4 to 6. Second, using these arti…cial data sets, we estimate the parameter using the Metropolis-Hastings algorithm and Markov Chain Monte Carlo (MCMC) methods. Third, we compare the real parameters of our arti…cial data set and estimated parameters.
In our approach, the data generating process is given by the equations 4, 5, and 6. Therefore, we have to specify the volatility of the return for each single stock, the smoothing parameter for each risk factor determining the volatility of the risk factor in relation to the volatility of the return for each single stock, and the starting values for each risk factor and for each stock. As a general rule for the construction of the arti…cial data sets, we create arti…cial data sets similar to the original data set used in our empirical analysis. For evaluation purposes, we use the most general asset pricing model, i.e., the conditional three-factor model. As starting values, we choose a wide range of di¤erent parameters and parameter combinations to capture all realistic combinations.
In particular, as starting values for the beta coe¢ cients, we use values between 0:6 and 1:4. For the factor loadings on the HML and SMB factor, we choose di¤erent starting values around 0 covering most of the estimated parameters in the original data set. In particular, we choose values between 0:4 and 0:4 for factor loadings on the HML and SMB factor. The volatility is set to values between 5 and 10 per month. The smoothing parameter is set to 1:0% for the volatility of the beta factor, to 1:5% for the volatility for the HML factor and to 0:5% for the SMB factor. In total, we create 100 arti…cial data sets by using the prede…ned starting values and drawing random numbers for simulating the process for the factor loadings and the return process. Using this arti…cial return data, we estimate the parameters for the factor loadings for each risk factor and for each stock.
A comparison of the true factor loadings and estimated factor loadings show that the estimation procedure is able to recover the data generating process correctly and precisely.
Moreover, for the unconditional models, we countercheck the estimated coe¢ cients with standard OLS beta estimates. The di¤erence between the beta values estimated by the MCMC method and by OLS is negligible and only occurs after the second decimal point. This result is not surprising since the assumptions in the constant CAPM and in the constant three-factor model are equal to standard OLS assumptions. However, it is an indication for the functionality of the method and its implementation.
Empirical Results

Data and Implementation
For the analysis, we use the S&P 500 index constituents per August 2004 in the time period from January 1974 to August 2004. 4 The data set is from Datastream. Monthly data have been used for the analysis. Our sample consists of 500 stocks and contains 368 months of return data. The data for the market portfolio (MRP), the high-minus-low (HML) factor and the small-minus-big (SMB) factor is from the Fama and French data library. For the calculation of these factors we refer to Fama & French (1993) . As the risk-free rate we use the 3-month US Treasury bill rate on the secondary market. The data is from the Federal Reserve Bank.
In contrast to previous studies, we use individual stocks instead of portfolios of stocks for our analysis. Since the purpose of this study is to capture …rm-speci…c, time-varying e¤ects, we focus on individual stocks. Moreover, factor loadings for individual stocks are, from an economic point of view, more easily interpretable. In total, we test four di¤erent models: (1) unconditional CAPM, (2) conditional CAPM, (3) unconditional three-factor model and (4) conditional three-factor model. The implementation has been carried out using the software package "Bayesian Analysis Using Gibbs Sampling" (WinBUGS). Given the priors and the likelihood, coding is straightforward. This way of implementation has been chosen to make the results reproducible and because the purpose of this study is not the development of new sampling algorithms. Standard samplers as presented in Robert & Casella (2005) are immediately applicable. In particular, a slice sampler (Neal (2003) ) has been used, although other samplers are probably also applicable. For a discussion of Bayesian statistical packages in general we refer to Carlin & Louis (2000) and for WinBUGS in particular, we refer to Congdon (2001) , Congdon (2003) and Cowles (2004) . Figure 3 shows the estimated factor loadings for the market risk, the HML factor, and the SMB factor for General Electric and Intel. The comparison of the conditional betas in the conditional CAPM and in the conditional three-factor model shows that the results are very similar. This observation can also be made for the whole cross section. In general, the coe¢ cients for the HML and SMB factor show, for all …rms in the sample including the examples General Electric and Intel, a variance and time variation similar to the betas. For General Electric, the unconditional HML factor is slightly negative. This is an indication that General Electric is more of a growth stock than a value stock. The conditional HML factor does not exhibit a clear time trend until 2000 and is statistically not di¤erent from the unconditional HML factor at a 95% con…dence level.
Conditional vs. Unconditional CAPM
Conditional vs. Unconditional Three-Factor Model
However, the SMB factor shows a di¤erent behavior. The unconditional SMB factor is negative, indicating that General Electric is a large …rm. This is, of course, consistent with prior expectations. The conditional SMB coe¢ cient shows a downward trend from +0.2 in 1974 to -0.6 in 1998, which is consistent with GE's increase in market capitalization.
For Intel, the HML and SMB factors show a very di¤erent behavior. Whereas the unconditional HML is around -0.3 (meaning that Intel is a growth stock), the conditional HML shows large variations. For Intel, both the unconditional and conditional SMB factor show a positive exposure to the systematic small size e¤ect. This is an indication that the stock returns for Intel behave more like those of a small …rm than those of a large …rm.
Again, time variation is substantial.
Similar …gures for an extended sample of stocks can be found in the appendix. Figures   A1 to A6 show the estimated factor loadings in the conditional and unconditional threefactor model. The comparison of the constant and the time-varying HML and SMB factor shows that both factors exhibit a considerable variation during time. Deviations of the time-varying HML and SMB factor from the constant HML and SMB factor are, in general, persistent and substantial. However, this result is not surprising if we regard the HML factor as a proxy variable for value and growth stocks and the SMB factor as a proxy variable for the size e¤ect. In general, for value stocks, the HML factor should be positive and for growth stocks negative. Large and mature companies should show a negative SMB factor since their exposure to the systematic small company e¤ect should be negative. Most …ndings are consistent with this prior expectation.
Repeating patterns across di¤erent companies can hardly be found. Individual, …rm-speci…c e¤ects seem to play an important role. However, this result is not surprising since the characterization of a …rm as a value stock (HML) and the …rm size (SMB) is, similar to the exposure to market risk, a …rm speci…c risk factor. Over the whole sample period a number of …rms such as AT&T, American Electric Power, Dow Jones, Exxon Mobil and Procter&Gamble show a very small and roughly constant exposure to systematic value e¤ects and size e¤ects.
Concerning the HML factor, most stocks show a positive loading on the HML factor, i.e., they are classi…ed as value stocks. Overall, we …nd that companies facing …nancial distress have a strong positive loading on the HML factor. For a number of companies the factor loading has changed substantially since 2000 perhaps indicating a decrease in credit worthiness (such as American Airlines, Baxter and Cummins).
Overall, our …ndings are consistent with Fama and French (1998) , who regard the HML factor as a proxy for value …rms and …rms under …nancial distress for positive factor loadings and as a proxy for growth companies for negative factor loadings.
For the SMB factor, we expect negative coe¢ cients for large …rms and positive coef…cients for small …rms. However, the evidence is not as clear as for the HML factor. One typical example is the estimated SMB loading for WalMart. During the sample period, WalMart and its market capitalization has grown substantially. This development is also re ‡ected is the estimated SMB coe¢ cient, which is positive at the start of the sample period and negative at the end of the sample period.
Model Comparison
For model comparison, we use three di¤erent measures. We start with traditional measures of the explanatory power of a model, such as R 2 and root mean squared error (RM SE).
Then, we turn to Bayesian model comparison criteria. Figure 4 shows the estimated R 2 for the whole sample period and over a rolling horizon of 60 months. Over the whole sample period, the R 2 of the CAPM with time-varying betas is 27:97%. It is higher than the R 2 of the unconditional CAPM, which has an R 2 of 23:63%. The explanatory power of the unconditional three-factor model (R 2 of 27:95%) is almost identical to the conditional CAPM, whereas the explanatory power of the conditional three-factor model increases to 31:69%. Our conclusion is that taking …rm-speci…c, time-varying market risk, credit risk, and size e¤ects into account improves the performance of asset pricing models slightly. Figure 4 : R 2 for the whole sample period and over a rolling horizon of 60 months for each model The …gure shows the R 2 for the whole sample period (horizontal line) and over a rolling horizon of 60 months for each model. Over the whole sample period, the R 2 for the unconditional CAPM is 23.63%, for the conditonal CAPM 27.97%, for the unconditional three-factor model 27.95%, and for the conditional three factor-model 31.69%.
However, a rolling analysis indicates strong time variation in the explanatory power of asset pricing models. Over a …ve-year rolling horizon, the explanatory power ranges from approximately 20% to 60%. All models exhibit similar patterns in their explanatory power across time. In particular, the explanatory power in the time period until 1980 is fairly high (e.g., 40% for the unconditional CAPM) and drops sharply for the period 1977-1982 (e.g., 27% for the unconditional CAPM ). The drop in the empirical performance coincides with the recession in 1980. Afterwards, for all models, the explanatory power increases steadily until 1992 where it reaches a maximum in the observed time period (e.g., 54% for the unconditional CAPM). After 1992, the empirical performance of all models drops sharply, reaching a temporary low in 1997 (e.g., 18% for the CAPM) and remains relatively constant until 2004.
The di¤erences in the conditional and unconditional versions of a speci…c asset pricing model are substantial during economic downturns. During the NBER recessions in the sample period (in 1980, 1990 and 2001) , the conditional versions perform better than their unconditional counterparts. In 1980, this di¤erence is about 10%; in 1990 and 2001 about 5%. This is an indication that factor loadings tend to change during market and economic downturns. Table 1 shows the root mean squared errors for selected stocks for the unconditional and conditional CAPM and the unconditional and conditional three-factor models. We also report the percentage reduction of the RM SE for the conditional CAPM and the unconditional and the conditional three-factor models.
Overall, at a value of 8.41, the average RMSE for all stocks is highest for the unconditional CAPM. The average RM SE for the conditional CAPM and the unconditional three-factor model is 8.16 and 8.07, respectively, and therefore slightly lower. This equals a percentage improvement relative to the unconditional CAPM of approximately 3% and 4%, respectively. The conditional three-factor model reduces the average pricing error by approximately 12%, given a RM SE of 7.38.
With respect to individual stocks, the data show a large spread between di¤erent companies. In particular, the RMSE is high for technology related stocks (such as Cisco, Intel, Oracle, National Semiconductor, Texas Instruments and Time Warner) and for companies facing …nancial distress such as Aes, EMC, Lucent, Medimumme, and Nextel. Table 1 : Root mean squared error (RMSE) and relative reduction of RMSE The table shows the RMSE for randomly selected stocks in the cross section for each model and the reduction of the RMSE for the conditional CAPM, the unconditional and conditional three-factor model compared to the unconditional CAPM. Charlin and Chib (1995) assuming equal prior probabilities for each model. The number of iterations where the null model was selected, denoted as p, is displayed in parenthesis and is used to calculate Bayes factors by (1 p)=p. A Bayes factor below 1 supports the null model M 0 while a Bayes factor larger than 1 supports the alternative model M 1 . In general, a Bayes factor of 1 to 3 is interpreted as weak support for the alternative model and a Bayes factor of 3 to 20 as stronger support for the alternative model (Je¤reys (1961) ). Assuming equal prior probabilities for each model, the Bayes factor for model M 1 compared to M 0 , i.e., B 1;0 , is the reciprocal value of the Bayes factor for model M 0 compared to M 1 , i.e., B 0;1 . Using the Bayes factors for model selection, the following ranking is obtained: (1) conditional CAPM, (2) conditional three-factor model, (3) unconditional CAPM, (4) unconditional three-factor model.
M1
Conditional In contrast, the pricing error is low for blue chip companies such as American Express, Du Pont, Exxon, General Electric, and 3M. However, the performance of the models relative to the unconditional CAPM does not show a clear tendency for di¤erent groups of …rms. In general, the data indicate that asset pricing models work better for mature companies than for companies where …rm-individual factors such as growth opportunities and …nancial distress dominate.
Up to now, the model comparison has focused on traditional measures of …t. The
Bayesian framework provides, as shown in Section 2.4, a natural way to compare di¤erent models, the so-called second level of inference. shown by Han & Carlin (2001) .
The Bayes factor for the conditional and unconditional CAPM of 4.10 is evidence in favor of the conditional CAPM and indicates that the conditional CAPM is a better speci…cation than the unconditional CAPM.
For the unconditional three-factor model the results are somewhat di¤erent. The un-
conditional three-factor model shows, compared to the unconditional CAPM and the conditional CAPM, an inferior performance. The Bayes factors of 0.20 and 0.56, respectively, indicate that the unconditional three-factor model is misspeci…ed although the RMSE favors the unconditional three-factor model compared to both versions of the CAPM.
The Bayes factors for the conditional three-factor model give an ambiguous result.
Compared to the unconditional CAPM and the unconditional three-factor model, the
conditional three-factor model shows a superior performance. This is indicated by Bayes factors of 1.61 and 2.41, respectively. However, compared to the conditional CAPM it shows a slightly inferior performance with a Bayes factor of 0.44.
Overall, the Bayes factors show that the conditional versions of the CAPM and the three-factor model perform better than their unconditional counterparts. The unconditional three-factor model, which does not account for time variation in credit risk and size e¤ects, seems to be misspeci…ed. The conditional three-factor model exhibits a similar performance as the conditional CAPM.
There has been some criticism of the Bayesian paradigm in reaction to Lindley's paradox, such as in Shafer (1982) , and Lavine & Schervish (1999) , mainly because ‡at priors on coe¢ cients are mistakenly thought to be uninformative, but, in fact, they are highly informative. This critisism do not apply in this case because the approach by Carlin & Chib (1995) is based on a two step procedure, i.e., the posterior estimates for the parameters from the …rst stage are used to compute Bayes factors in the second stage. The impact of ‡at priors disappears in this particular setting because the ‡at priors for the parameters are not used explicitly.
In our analysis, we obtain di¤erent rankings depending on the measures used. Using the RM SE, the best-performing model is the conditional three-factor model, followed by the unconditional three-factor model. Conditional CAPM and unconditional CAPM exhibit a slightly inferior performance. The ranking obtained by the R 2 leaves the …rst and last place unchanged, but the conditional CAPM is slightly superior to the unconditional three-factor model..Using Bayes factors, however, we obtain the following ranking: (1) conditional CAPM, (2) conditional three-factor model, (3) unconditional CAPM and (4) unconditional three-factor model. directly from a straightforward application of probability theory, as shown in Section 2.4.
Most importantly, whereas R 2 and RM SE measures always tend to improve with increasing model ‡exibility, Bayes factors penalize unnecessarily complex models, as shown by Denison et al. (2002) and MacKay (2003) . As a consequence, the Bayes factor measure seems a more appropriate measure for model selection than traditional measures.
Our analysis shows that, measured by Bayes factors, both versions of the CAPM are superior to the corresponding versions of the Fama & French (1993) three-factor model,
i.e., the conditional CAPM performs better than the conditional three-factor model and the unconditional CAPM performs better than the unconditional three-factor model. This is evidence that the additional model complexity of the three-factor models is not justi…ed by their empirical performance, although they can explain, in total, a higher proportion of the cross-sectional variation of stock returns. Similar to other authors, such as Ferson & Harvey (1999) , we thus …nd evidence against the Fama & French (1993) three-factor model and, in particular, against the unconditional three-factor model.
Conclusion
We use a new approach for the estimation and the evaluation of unconditional and conditional asset pricing models based on Bayesian inference. Bayesian techniques o¤er a number of advantages over existing approaches. The Markov Chain Monte Carlo (MCMC) approach accounts for estimation risk, has exact …nite-sample properties and does not require the speci…cation of conditioning variables to model time variation in betas. The evaluation approach based on Bayes factors accounts for model uncertainty and the tradeo¤ between goodness of …t and model complexity.
Using S&P 500 panel data, we analyze the empirical performance of two popular models, the CAPM and the Fama & French (1993) three-factor model in their unconditional and conditional versions. Concerning the CAPM, we …nd that time-variation of betas adds little to the performance if the unconditional CAPM because the R 2 increases only from 23:6% to 28:0%. Concerning the Fama & French (1993) three-factor model, we …nd that time-variation of the factor loadings on the small-minus-big (SMB) factor and the high-minus-low (HML) factor increases the explained variance by a similar magnitude; the R 2 improves from 28:0% to 31:7%. Our analysis indicates that …rm-speci…c exposure to systematic market risk, credit risk, measured by the HML factor, and to systematic size e¤ects, measured by the SMB factor, shows a signi…cant degree of variability. Using traditional measures of …t, our …ndings are comparable to Ferson & Harvey (1999) and Jagannathan & Wang (1996) .
A Bayesian model comparison, however, delivers a more di¤erentiated result. The
Bayes factors show that the conditional asset pricing models exhibit better performance than their unconditional counterparts. The performance of the conditional CAPM is slightly superior to the performance of the conditional Fama & French (1993) three-factor model. Our results show that, as in Jagannathan & Wang (1996) , the conditional CAPM can explain the cross section of stock returns much better than a static CAPM. However, the use of more advanced model selection criteria such as the Bayes factors indicate that the better explanatory power gained from more ‡exible conditional models, if measured by R 2 , is not very robust.
Notes
1 The use of the realized risk premium is a standard assumption in testing asset pricing model (see e.g. Fama & MacBeth (1973) , Gibbons et al. (1989 ), Campbell, Lo & MacKinlay (1997 ). However, some authors have criticized this approach ("unobservability of the market portfolio", see e.g. Roll (1977) ), but the use of the CRSP market portfolio as a proxy for the market return is a standard approach used also in Fama & French (1996) , Harvey (1999), and Wang (2003) .
2 However, it is straightforward to incorporate alternative speci…cations for the beta process in our approach. In particular, we tested for alternative speci…cations of the process, e.g., by using a AR (1) term and a mean reverting term. The results are very robust with respect to these two alternative speci…cations. In particular, the AR(1) process showed that the behaviour of betas is extremely close to a unit root. French three-factor model The …gure shows estimated factor loadings for selected stocks for the Fama and French three-factor model, i.e., the factor loadings on the market risk premium (MRP), the value premium (HML), and the size premium (SMB). Sample period: January 1974 to August 2004.
