This technical note focus on the tracking control problem of uncertain nonlinear systems with multiple states constraints. Based on the Barrier Lyapunov function and backstepping technology, a new continuous smooth control solution can be ultimately synthesized to realize asymptotic tracking control in presence of multiple states constraints and modeling uncertainties. Firstly, the modeling uncertainties are divided into periodic and un-periodic components and Fourier expansion technology is employed to translate the periodic disturbance into the form which can be easily compensated. Then the Barrier Lyapunov function are flexibly utilized to design the virtual control law of every step and the final controller, which can guarantee the specified states within certain bounds regardless of the amplitude of system output. Meanwhile, a novel nonlinear control technology is introduced to each design step to realize the final asymptotic tracking control despite the matched and mismatched uncertainties. By analyzing the choice of the control parameters, the backstepping cross-term is skillfully dealt with and the stability of the whole system is proved rigorously. Finally, the simulation results on a three-order nonlinear hydraulic system demonstrate the satisfactory performance of the proposed control method.
I. INTRODUCTION
Improving tracking accuracy and robustness is the eternal pursuit of various nonlinear system and so developing high performance motion controller has always been attractive for many industrial applications. Typically popular control methods are sliding mode control (SMC) [1] , fuzzy control [2] , [3] , neural network control [4] - [11] , nonlinear adaptive robust control [12] , [13] , RISE (the robust integral of the sign of the error) control [14] , observer-based control [15] , [16] , repetitive control [17] . All these techniques have achieved widespread use and it is worth noting that the essence of them lies in the treatment of modeling uncertainties. For example, RISE controller employs a continuously robust integral component to handle the uncertainties and realize asymptotic tracking [18] , [19] . Observer-based controller usually require estimating the disturbance and compensating it in The associate editor coordinating the review of this manuscript and approving it for publication was Shiping Wen . the model-based control component [15] , [16] . Nonlinear adaptive robust controller uses a nonlinear dissipative robust component whose feedback gains needs to be greater than the total uncertainties [12] , [20] . In fact as we all know, modeling uncertainties, no matter matched or mismatched, may come from unmodeled system dynamic, parametric deviation and external disturbances, and has become the main obstacle of performance improvement of many nonlinear systems, which naturally become the first sally point of this research.
Apart from modeling uncertainties, state constraint is also a control challenge. For many nonlinear systems, multiple system states are likely to tolerate certain amplitude constraint due to the physical/performance limits, or the smallest amplitude abrupt change is prefer in some serious wording conditions such as large initial condition offsets, heavy external disturbances and so on. To handle this tough issue, many techniques have been developed. Such as set invariance-based methods [21] and reference governors methods [22] . In addition, model predictive control tackles this problem by VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ constructs a framework concerning constraint and solving the on-line optimal control [23] , [24] . More recently, barrier function was also utilized for the control of nonlinear systems with state and output constraint [25] . This judicious method nicely exploits the property that a barrier function grows to infinity whenever its arguments (tracking errors or states) approach to some artificial bounds. The final control law is directly designed to keep the barrier Lyapunov function bounded in the closed loop system and then the artificial bounds will never be violated and the state constraint is held. Profiting from the normative design structure, barrier function-based technique has been widely used in many system forms [26] - [28] . Unfortunately, all these applied system forms ignore disturbance (i.e., modeling uncertainties), which ascribes that disturbance may be coupled with the barrier function and is difficult to deal with in its unique controller framework. Based on the above analysis, developing controller of nonlinear systems in presence of modeling uncertainties and state constraints can be a novel and valuable research point. It would be more attractive to achieve asymptotic tracking further. This brings inspiration to this paper.
In this paper, a novel asymptotic controller integrating barrier function-based backstepping design [25] and nonlinear control technique proposed in [29] is presented. Although some existing controller, such as SMC [1] and RISE control [14] , [18] , [19] , [30] , can also obtain the asymptotic tracking, the former may produce control input with chattering which may arouse the unmodeled dynamic to deteriorate the control performance, and the latter is more suitable for integral series systems due to its special controller structure. While the technique employed in this research has significant advantages in that not only it is very convenient to be integrated with other control structure, but also the final control input is continuous and smooth. That is exactly the main contribution of this research for nonlinear systems in presence of modeling uncertainties and state constraints. Besides, we also introduce the Fourier expansion technique for the possible periodic component of disturbance, which as an auxiliary technology can compensate the modeling uncertainties to some extent.
The remainder of this paper is organized as follows: problem formulation and preliminaries are given in the next section. Then the proposed controller is designed and the main results are given. And then the effectiveness of the proposed scheme is demonstrated on a three-order hydraulic system by simulation results. The last section comes to some conclusions.
II. PROBLEM FORMULATION AND DYNAMIC MODELS
The considered nonlinear system iṡ
where X i = (x 1 , x 2 , x 3 , . . . , x i ), 2 ≤ i ≤ n; g, θ i and θ n denote the uncertain parameters, ϕ i (2 ≤ i ≤ n) are known nonlinear functions; g = 0 represents the unknown constant gain, u is the control input to be designed, d i (X i , t) and d n (X n , t) denote the time-varying disturbance in each model channel. The choice motivation of nonlinear system (1) comes from the industrial applications such as manipulators, machine tools, high-performance testing equipment, and so on. Due to the physical/performance limits, the system states are likely subjected to certain amplitude constraints as
where υ i , 2 ≤ i ≤ n is a positive constant. Remark 1: Obviously from (2), we impose no amplitude constraint on the system output x 1 , which can provide greater freedom of working space while also meeting the necessary states constraints, such as speed and acceleration constraint, and so on. In fact, in this circumstance, the control design may become more difficult but may be endeared by many industrial systems. In addition, it is worth noting that based on the proposed control method the full-state constraints controller can be easily obtained.
Assumption 1: the state x i , i = 1, 2, . . . , n is available for measurement. And the desired motion trajectory x 1d is smooth enough and satisfies that
Assumption 2: The upper bounds of the time-varying nonlinear term d i (X i , t) and d n (X n , t) exist but are unknown.
Remark 2: We introduce two assumptions to contribute to the controller derivation. In fact, these assumptions are not too far-fetched for the many mechanical systems. For Assumption 1, we assume the full states are always available, which can be realized by arranging enough sensors properly. And the desired trajectory x 1d depends on the motion task, which is usually a trig curve or a polynomial curve, or can be smooth enough after preliminary trajectory planning, and so its time derivatives up to n-th order can easily satisfy the bounded condition. In Assumption 2, the time-varying nonlinear term may contain the hard-to-model friction, unknown input nonlinearities, and so on, whose upper bounds are constrained by system physics structure. So it could be easily satisfied in realistic mechanical systems.
The nonlinear control problem of this research can be stated as: given the desired reference trajectory x 1d , then to synthesize a continuous and bounded control input u such that the output y tracks x 1d as closely as possible in spite of the considered system existing parametric uncertainties, unmodeled disturbances, and multiple states constraints.
III. CONTROLLER DESIGN PROCEDURE A. FOURIER EXPANSION FOR THE DISTURBANCE
Although the disturbances d i (X i , t) are all unknown, they contain the unmodeled dynamic related to system state X i , hence they may present certain periodicity rules when the motion trajectory x 1d is periodic. Then the dynamic (1) can be rewritten aṡ
resent the periodic components which have the same period T with motion trajectory x 1d , while the other un-periodic disturbancesd i arẽ
From (4) and using Fourier expansion [17] , [31] , [32] , we can easily obtain
where ω = 2π/T . Then the system model (4) can be transferred tȯ
B. BACKSTEPPING ASYMPTOTIC CONTROL DESIGN Define the following error dynamics:
where α i denotes the virtual control law to be decided later.
1)
Step 1: We first construct the following candidate Lyapunov function [25] 
where b 1 > 0 is a design constant and the derivative w.r.t time of V 1 can be given bẏ
A choice for α 1 isẋ 1d − k 1 arctan(z 1 ) where k 1 > 0 is a design constant. It is easy to check that α 1 is bounded by
Substituting α 1 into (10) yieldṡ
From the above design, we can guarantee that the cross error term E 1 propagating to the second equation is bounded and can be compensated.
2)
Step 2: We now consider a barrier function structure
where β 2 > 0 denotes the desired bound on z 2 . Remark 3: It is easy to check that the Lyapunov function given in (9) is always positive because z 1 and arctan (z 1 ) have the same sign, both positive or negative, while the function structure in (9) can release the restriction on z 1 and x 1 , because that V 1 → ∞ only when |z 1 | → ∞. While the barrier function structure given in (13) has a logarithmic format and always be positive. Obviously its growth satisfies V 20 → ∞ as |z 2 | → β 2 , then by the stable design later on, we can guarantee that |z 2 | < β 2 for any t > 0. This property also applies to the subsequent barrier Lyapunov function defined in (16) , (18) , (22) and (26) .
Taking the derivative of V 20 w.r.t time and substituting model (7), we havė
Then by referring the design structure in [29] , the virtual control law α 2 can be designed as
where α 2a is a model-based compensation term,θ 2 andθ d2 denotes the estimation of unknown parameter θ 2 and θ d2 respectively. The linear robust feedback term α 2s1 is used to stabilize the system and k 2 > 0 is a design constant, α 2s2 is VOLUME 8, 2020 designed to contribute to the asymptotic control and k s2 > 0 is also a design constant,ˆ 2 represents the estimation of upper bound ofd 2 and δ 2 (t) > 0 will be designed later. The design idea and the structure of the subsequent virtual control law α i and final control law u are similar to α 2 . Continue to define the Lyapunov function V 2 and adaptive law ofˆ 2 as
Therefore differentiating V 2 and Substituting (9), we obtaiṅ
where the property
Step i: Choosing the Lyapunov function and the adaptive law ofˆ i as
The virtual control law α i is designed as
whereθ i andθ di denote the estimation of unknown parameter θ i and θ di respectively,ˆ i represents the upper bound
∂x pd p and δ i (t) > 0 will be designed later, and the derivative termα (i−1)c can be calculated bẏ
Then differentiating V i w.r.t time and Substituting (19) yieldṡ
4)
Step n: Choosing the Lyapunov function considered as
Then we can propose the following actual control law:
whereθ n andθ dn denotes the estimation of unknown parameter θ n and θ dn respectively,ˆ n represents the upper bound of d n − n−1 p=2 ∂α n−1 ∂x pd p and δ n (t) > 0 will be designed later, and the derivative termα (n−1)c can be calculated bẏ
Taking the time derivative of V n and substituting (23), we can obtaiṅ
Now we consider the parametric uncertainties and define the final Lyapunov function V as
where T = [θ 2 , . . . , θ n ] T and T d = [θ d2 , . . . , θ dn ] T represent the uncertain system parameters vector and uncertain Fourier series parameters vector of the periodic disturbances.
andˆ d denotes the estimation of relevant parameters, and˜ d denotes the estimation error which satisfies
where the subtraction is for the corresponding elements.
The corresponding parametric updated laws are designed as˙
Further, take the time derivative of equation (26), we havė
C. DISCUSSION OF THE CHOICE OF THE CONTROL PARAMATERS
See the right hand side of (28) and define
Obviously for the cross-term
, we have not counteracted them directly in the model-based compensation control term of every design step. Because the virtual control law will go to infinity as z p goes to β p . A feasible approach is that we can dominate the cross-term by appropriately choosing the control parameters and the detailed procedure is described as follows. Take n = 3 as example, then
Firstly, similar to the idea in [25] we can transform (30) to
If we choose
where µ ∈ (0, 1) is a constant, then we can obtain
Then when |z 2 | ≥ β 2 µ, it is obvious that
and ϒ 1 is negative-definite as long as parameter k 2 is chosen according to (32) . When |z 2 | < β 2 µ, we can deduce that
So if parameter k 3 is chosen as
Then it follows that
Consequently, for equation (30) , if the parameters k 1 and k 2 are chosen according to (32) and (36) respectively, we can achieve
Similarly, for step i,
we can obtain
Then similarly, for step n,
Then we can obtain
≤ β n + α (n−1)a + α (n−1)s1 + α (n−1)s2
To guarantee the multiple system states constraints described in (2) effectively, we only need to let the set of bounds (κ 2 , κ 3 , . . . , κ n ) in (55) be not larger than the corresponding set of bounds (υ 2 , υ 3 , . . . , υ n ).
Remark 4: It should be noted that according to the analysis in previous section, k i , 2 ≤ i ≤ n needs to satisfy the conditions in (32), (36), (40) and (43) to facilitate the control stability, obviously that it may need large amount of investigating time to acquire a rigorously proper set of k i and eventually increase the calculation complexity. But in practical engineering applications, to simplify the parameters choices, we use a more pragmatic method to just choose the parameter k i large enough. Under this circumstance, the system stability can still be guaranteed, at least locally around the normal operating range of the system.
Remark 5: From (55) and the Lyapunov function defined in (9) , as long as the initial condition in (49) is satisfied, we know that the multiple states constraints are realized while the system output is not limited, which is obviously a precious result. However, the set of bounds (κ 2 , κ 3 , . . . , κ n ) in (55) are related to the system states and parameters, the control parameters, and the derivatives of the virtual control law, so they can't be arbitrarily small, which is consistent with the actual system. While to obtain their exact values may take some time, especially for higher-order systems. But at least it can guarantee that the amplitudes of the system states are not too large when encountered some severe conditions.
V. APPLICATION EXAMPLE
In this section, we demonstrate the proposed controller on a three-order electro-hydraulic system widely used in industry [16] , [18] , [20] , [32] , [34] , [35] and can be described as:
where x 1 , x 2 , x 3 represents the system states, parameter b is the constant but unknown viscous friction coefficient, g, f 1 , f 2 represents function which depends on the system states and other system parameters. To acquire the detailed expressions and nominal system parameters, please refer to [16] , [20] , [35] .
To simplify the simulation process, while not affecting the controller verification, the proposed control method will be utilized to mainly deal with the issue from second equation in model (56). That is, we consider the parameter b to be unknown, the upper bound of disturbance d exist but it is unknown, while the function g, f 1 , f 2 are all available to be calculated and can be directly used in the controller design. In fact, these considerations are common in hydraulic system, for that the nonlinear friction dynamic is always hard to model, and d may contain the unmodeled friction and external disturbance, which severely restrict the system tracking performance.
We choose the velocity state x 2 as the constrained state while try to control output x 1 to track the trajectory as accurately as possibly. By referring to the proposed control method in the previous section, we can first divide d into periodic part d T = θ T d φ d and un-periodic partd as in (4), (5), (6) , and then design the final controller as follows
where k 1 , k 2 , k 3 , b 1 , b 2 , k s2 , γ 1 , γ 2 , β 2 are positive constant to be designed, are constant matrix to be designed, denote the upper bound ofd. Obviously, the final controller in (57) has taken state constraint, period-like disturbance compensation and asymptotic tracking control into overall consideration.
Meanwhile, to verify the proposed control more adequately, the following two controller, which are also widely employed in hydraulic motion control, are utilized for comparing:
1) The proposed controller: The mathematical expression is shown in (57) and the control parameters are chosen as: k 1 = 50, k 2 = 500, k 3 = 500, b 1 = 1, b 2 = 1, k s2 = 3, γ 1 = 6 × 10 5 , γ 2 = 300, β 2 = 10, = [2, 10, 2, 100, 30] T . The initial estimate value isb(0) = 0,ˆ (0) = 0,θ d (0) = 0.
2) ARC: This is the adaptive robust control method proposed in [12] . The controller expression is given by
where the parameters have the same meaning as the corresponding parameters in (57) and they are chosen as k 1 = 50, k 2 = 500, k 3 = 500, γ 1 = 1 × 10 5 .
3) SC: This is the adaptive robust control method with state constraint and has the following detailed expression
where the parameters are chosen the same as the corresponding parameters in (57). Obviously from FIGURE 2, the proposed controller realizes the highest tracking precision no matter in initial and steady phase, and that the position tracking error asymptotically decreases as expected. ARC and SC controllers attends to relatively poor performance and the tracking errors ultimately stays only within a range. Moreover looking at the zoom in curves of 40-50s, the SC controller concerned in (59) can obtain smaller tracking error to some extent than ARC controller, which indicates that the utilized barrier function can also has the ability to improve tracking accuracy, but the effect is not significant (the maximum tracking error is improved from 0.035mm to 0.045mm). By contrast, thanks to the nonlinear control term α s2 employed in (57), the proposed controller can achieve more excellent tracking (the maximum tracking error asymptotically reduces to about 0.01mm and even better).
Control input of the proposed controller is shown in in FIGURE 4 and FIGURE 5 . By employing the proposed adaptive law, they convergence well and keep stable.
Case 2: To verify the velocity constraint performance, we set the initial condition offset x 1 (0) = 0.05m, which can VOLUME 8, 2020 produce velocity abrupt change artificially in the initial stage, The motion trajectory and lumped disturbance are chosen the same as Case 1. FIGURE 6 shows the velocity curves of the proposed controller and ARC controller. Because the barrier function is also utilized in SC controller, these is no need to show its velocity curve. Obviously, due to the initial offset, large velocity abrupt change occurs at about 0.01s. However, for the two compared controllers, the amplitudes of the abrupt change are markedly differently (1.5m/s for ARC and 0.85 m/s for the proposed controller), and the former is half the latter, which is mainly benefit from the barrier function-based design. The smaller state abrupt change is good for the physical security and performance requirements. 
VI. CONCLUSION
A novel control technique is proposed for a class of common uncertain nonlinear system, the main contribution is that it can handle the multiple states constraints and modeling uncertainties at the same time, while guarantee the asymptotic tracking with a continuous control input. By implementing simulation of two motion tracking cases on a three-order nonlinear hydraulic system, the results show that proposed control method has exhibited better tracking accuracy no matter in transient and steady motion stages compared to the other two widely used controller and particularly the tracking error is asymptotically convergent. Moreover, the proposed controller can adjust the state and has a smaller amplitude abrupt in certain terrible unmatched initial working conditions thanks to the barrier function-based design. Expand the simulation results to high-order uncertain nonlinear systems, it is easy to check that the multiple-state constraints and asymptotic tracking can be also guaranteed, which demonstrates the superiority of this novel control method. The future research direction will focus on extending this approach to more physical systems, such as the manipulators and vehicle driving, while the more serious working condition, such as the large external environment disturbance, will also be concerned. In addition, when applying the proposed control method, how to reduce the computation will also be worth considering.
