Abstract-Uplink scheduling/resource allocation under the single-carrier FDMA constraint is investigated, taking into account the queuing dynamics at the transmitters. Under the singlecarrier constraint, the problem of MaxWeight scheduling, as well as that of determining if a given number of packets can be served from all the users, are shown to be NP-complete. Finally, a matching-based scheduling algorithm is presented that requires only a polynomial number of computations per timeslot, and in the case of a system with large bandwidth and user population, provably provides a good delay (small-queue) performance, even under the single-carrier constraint.
I. INTRODUCTION
In the recent years, we have witnessed an explosion in the numbers and capabilities of hand-held wireless communication devices, and consequently their data consumption. Real-time, i.e., delay-constrained data traffic (voice/video/gaming/. . .) constitutes a significant fraction of the overall over-the-air data demand. The demand for high-quality data, and in large quantities, is ever-growing, but the wireless resources are not growing nearly as fast. It is therefore important to design efficient methods of sharing the resources across multiple users in order to guarantee a good quality of service. In this paper, we focus on the problem of resource allocation on the uplink (user to base-station) of wireless networks.
The 3GPP LTE (Long-Term Evolution) standard has chosen the single-carrier frequency division multiple access (SCFDMA) technology as the uplink multiple access technology [1] . The SCFDMA can be thought of as a special case of the orthogonal frequency division multiple access (OFDMA) technology used for the downlink of 3GPP LTE. In OFDMA, the available bandwidth at the base-station is partitioned into a number of orthogonal frequency sub-bands, and a given user can be allocated any subset of the frequency sub-bands for his/her downlink traffic under the condition that a given frequency band can be allocated at most one user. In SCFDMA, there is an additional constraint that a given user can be allocated only consecutive frequency subbands. For example, consider a system with 2 users x, y and 3 frequency sub-bands f 1 , f 2 , f 3 . Then (x, f 1 ), (x, f 2 ), (y, f 3 ) is a valid SCFDMA allocation, while (x, f 1 ), (x, f 3 ), (y, f 2 ) is not. We refer to this additional constraint as the single-carrier constraint. The main reason for the choice of SCFDMA for the uplink is that it results in a lower PAPR (peak-to-average power ratio) than OFDMA.
In this paper, we show that the single-carrier constraint alone is enough to make certain scheduling problems hard (formally, NP-complete). The classic MaxWeight scheduler [2] is throughput-optimal for the uplink network under very mild assumptions on the arrival and channel processes (see [3] ), but selecting a weight-maximizing schedule is NP-complete (Theorem 2). Another natural, myopic, "greedy" scheduler for the scheduling problem described in Section III operates as follows: given a queue-length vector and a matrix of the rates at which the frequency sub-bands can serve the individual queues, does there exist an allocation that drains x i packets from Q i ? This scheduler is interesting because by choosing appropriate values of x i s in every scheduling period, the per-user queues can be kept small. For example, the values of x i can be chosen to equalize the queue-lengths after service. For the downlink scheduling problem, in absence of the single-carrier constraint, this scheduler is shown to have good delay properties [4] ; but under the single-carrier constraint, implementing it requires solving an NP-complete problem (Theorem 1).
In the light of these negative results, we focus on a simple, i.i.d. arrival and channel model, and design an algorithm called Batch-and-allocate (BA) scheduler as the main contribution of this paper. This scheduler results in a good delay (smallqueue) performance for the system, and can be implemented in polynomial number of computations per timeslot, even under the single-carrier constraint.
The qualitative messages from the paper are: (i) The singlecarrier constraint, while attractive from a power amplifier point of view, severely restricts the class of possible scheduling policies. There has been a recent push to remove it from the standards (e.g., clustered SCFDMA [5], [6] ) and this paper can be seen as an argument in its favor. (ii) Although the uplink scheduling problem is intractable under the single carrier constraint, we can guarantee a good quality of service for "regular" arrival and channel processes, if the system has a large number of users and proportionally large bandwidth.
II. RELATED WORK
Scheduling and resource allocation for the wireless uplink network is a well-investigated problem. Researchers have studied this problem from the point of view of maximizing a system-wide utility function [7] , [8] , [9] , orderwise delayoptimal scheduling [10] , successive interference cancellation to allow for simultaneous transmissions from users [11] , and so on. A majority of the previous work on the problem either does not consider the single-carrier constraint, or allows for fractional server (i.e., frequency-band) allocation, thus circumventing the inherently discrete nature of the allocation problem. In wireless uplink systems where frequency subbands are grouped together, the fractional server allocation is a reasonable assumption. A recurring theme in the prior work is to initially ignore the single-carrier constraint, come up with an allocation of the frequency sub-bands to the users that optimizes a certain objective, and then use heuristics to modify that allocation to incorporate the single-carrier constraint. This approach usually leads to a loss of performance. In contrast, in this paper, we strictly adhere to the single-carrier constraint even in the algorithm design part, and do not perform any fractional server allocations. We present an algorithm that is designed with the single-carrier constraint in mind, and which yields a good small-buffer performance under a variety of changes to the basic system model. To the best of our knowledge, this is the first characterization of the small-queue performance of the uplink network in the large-system limit.
III. SYSTEM MODEL
We consider a discrete-time queuing system with n queues and n servers, as shown in Here the n queues represent the packet queues at the n uplink transmitters, and the n servers represent the n orthogonal uplink frequency sub-bands. The queues can store any number of packets until they are served, so that there are no dropped packets. Table I summarizes the notation used throughout this paper.
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TABLE I NOTATION
Arrival and channel processes: We assume that the arrivals to the queues and the channel realizations are i.i.d across queues, servers, and timeslots. More precisely, 1) The number of arrivals to Q i at the beginning of timeslot t are i.i.d. across timeslots and queues, and obey
2) The number of packets that the server S j can serve from Q i in timeslot t are i.i.d across queues, servers and timeslots, and obey P(X ij (t) = k) = q k for 0 ≤ k ≤ K, q i ≥ 0 for all i, and
We assume p i > 0 for all 0 ≤ i ≤ M only to avoid trivialities. We also assume that M > K since otherwise, allocating just one server (with highest supported rate K) is enough to serve all the new arrivals to a queue in a given timeslot, and the single-carrier constraint in the problem can be easily circumvented by the matching-based algorithms for the downlink, such as those in [12] . Our objective is to define a service policy, quantified by the random variables Y ij (t) ∈ {0, 1} for i, j ∈ [n] and for all t, where Y ij (t) = 1 if the server S j serves the queue Q i in timeslot t, and 0 otherwise. The random variables Y ij (t) are allowed to depend upon the entire past of the system and the arrivals and channel realizations in the (current) timeslot t, but are required to satisfy the following conditions:
. The first condition implies that a given server can serve at most one queue in any timeslot. The second condition models the single-carrier constraint. The queues evolve according to
Our objective is to define a scheduling policy that, for every integer b ≥ 0, results in a strictly positive value of
where P(·) refers to the stationary distribution of the queuelength process. The function I(·) is called the rate-function in large deviations theory [13] . Our true objective is to minimize the "overflow" probability, i.e., the probability of the event {max 1≤i≤n Q i (t) > b}, which is often intractable. In real systems with a large number of users and proportionally large bandwidth, the rate-function maximization is a reasonable surrogate for this objective. If I(b) > 0, then the probability of the overflow event rapidly diminishes to 0 with the systemsize. Hence in this paper, we focus on policies that result in a strictly positive value of the rate-function. The assumption 3 is necessary for the rate function to be nonzero, even without the single-carrier constraint [14] . Our main contribution is an algorithm that yields a positive value of the rate-function under this assumption. 
IV. COMPUTATIONAL HARDNESS
In this section, we establish that in the presence of the single-carrier constraint, certain (otherwise simple and interesting) scheduling policies are NP-complete. We use a construction almost identical to the one from [15] .
In the multi-queue multi-server setup described here, a natural, myopic way to minimize the probability that the longest queue exceeds a given constant b is to select, in every timeslot, that allocation of the servers to the queues that minimizes the maximum queue-length. This requires answering the question: can a queue Q i be allocated at least w i units of service, i ∈ [n]? A simpler question as defined in Definition 1 is: can a total of W packets be drained from the queues? Our objective is to show that even this simpler problem is NPcomplete under the single-carrier constraint.
Definition 1 (Packet-draining problem (PD)): Consider a queue-length vector [Q 1 , . . . , Q k ] and a set of servers {S 1 , . . . , S m }, where the server S j can serve X ij packets from the queue Q i . A finite integer W ≥ 0 is given. Determine if, under the single-carrier allocation constraint, there exists an allocation of the servers to the queues that serves a total of at least W packets.
Theorem 1: The packet-draining problem (PD) is NPcomplete.
Proof: Please see [16] . We now focus on the problem of MaxWeight scheduling under the single-carrier constraint. This classic scheduling algorithm was introduced in [2] and is known to be throughputoptimal (i.e., makes the queue-length Markov chain positive recurrent if there is any other algorithm that can do so) in a variety of situations, including under the single-carrier constraint, even under more general (e.g., correlated) arrival and channel processes [3] . But as is established next, implementing it is computationally intractable unless P=NP.
Definition 2 (MaxWeight problem (PM)): Consider a set of queues
, and a set of servers {S 1 , . . . , S m }, where the server S j can serve X ij packets from the queue Q i . A finite integer W ≥ 0 is given. Let Y ij = 1 if the server S j is allocated to Q i , and 0 otherwise. Determine if, under the single-carrier allocation constraint, there exists an allocation of the servers to the queues with
. In the (PM) problem, we refer to the quantity Proof: Please see [16] .
V. THE BATCH-AND-ALLOCATE ALGORITHM
The computational hardness results in Section IV imply that unless P=NP, there does not exist a computationally efficient scheduling algorithm that guarantees throughput optimality under general arrival and channel conditions. On the other hand, the user-experienced quality of service is crucially dependent upon a good delay performance. Hence we focus on designing a computationally tractable algorithm that gives a good delay performance under a restricted class of arrival and channel processes, namely, i.i.d. arrivals and channels with a bounded support, as specified in Section III. We call this algorithm the Batch-and-allocate (BA) algorithm. Due to space restrictions, we present only an outline of the algorithm here, and refer the reader to [16] for a more detailed description.
We first define the Selective-allocate (SA) algorithm that is used as a "black-box" in the BA algorithm. Selective-allocate (SA) algorithm: Input:
1) An integer k ≥ 1.
2) A bipartite graph G(U ∪ V, E) with |V| ≥ k|U|. Let U = {u 1 , . . . , u x } and V = {v 1 , . . . , v y }.
Steps:
1) Partition the nodes in the set {v 1 , . . . , v kx } into disjoint subsets
is present in E if the node u i is connected to every node in the set V j in the original graph G. 3) Find a largest cardinality matching M in the graph H, breaking ties arbitrarily. Output: The matching M.
The SA algorithm groups the nodes in the set V into sets of size k each, and matches each such group V i to that node u j ∈ U that is connected to each node in the group V i . One can think of each node in the set U as a queue, each node in the set V as a server, and the presence of an edge signifies that the server can serve the given queue. We write M = SA(k, G) for the output of the SA algorithm.
The intuition behind the SA algorithm is as follows: Lemma 1 shows that for large U, the probability that the matching M matches every node u ∈ U approaches 1 exponentially fast (i.e., the probability of the complement event is exponentially small). Note also that since i p i i K < 1, if p i fraction of queues see i arrivals, and each server can serve K or 0 packets from a queue, the system can serve all the "new" packet-arrivals in a timeslot, provided: (i) there is a matching that allocates to a queue with i arrivals, i K servers, and (ii) the arrival pattern does not "deviate" too much from the mean behavior. Both these requirements are satisfied as long as n, the number of servers (and queues) is large. This observation allows us to allocate the servers to the queues in a way that keeps all the queues small in a large deviations sense. In the actual algorithm, we focus on the queue-lengths themselves and not the number of arrivals in the last timeslot, to naturally account for the effect of scheduling decisions in the earlier timeslots.
Informally, the BA algorithm tries to reduce the queuelength of each of the queues after arrivals, to the maximum queue-length before arrivals. In order to limit the number of search possibilities, the algorithm only considers channels that have the maximum rate = K. The algorithm groups the queues into disjoint sets such that the queues in each group require the same number of servers to attain a queue-length less that 2013 Proceedings IEEE INFOCOM 4 or equal to the maximum queue-length at the end of the previous timeslot. It then determines the number of servers to allocate to the queues in each group, which is somewhat more than the bare-minimum required number of servers to reduce each queue-length to the desired value. It assigns subsets of consecutively-numbered servers to each group of queues. The SA algorithm is used to make assignment decisions within each set of queues and the respective group of servers.
Some features of the algorithm are: (i) This is a real-time algorithm; it does not need to know the statistical system parameters (e.g., the probabilities) in order to be implemented.
(ii) This algorithm results in a strictly positive value of the rate function (Theorem 3). (iii) This algorithm can be implemented in polynomial time (Theorem 4).
In order to limit complexity, the algorithm treats the smaller channel-rates as 0. In spite of this "wastage," the algorithm gives a good small-queue performance (Theorem 3). So the message is: for good delay performance, even under the singlecarrier constraint, it is enough to focus on the highest-rate channels alone. We first establish an important property of the SA algorithm.
Lemma 1: Consider a graph G(U ∪ V, E) with |V| = r ≥ k|U|. Suppose that for any pair of nodes u ∈ U, v ∈ V, the edge (u, v) is present in E with probability q, independently of all other random variables. Let M = SA(k, G). Then for r large enough, P(|M| < |U|) ≤ 3 r/k (1 − q k ) r/k . Proof: Please see [16] . Note that the RHS of the above expression tends to 0 as r → ∞ for a fixed k. Now our objective is to show that under the BA algorithm, in every timeslot, the probability that the maximum queue-length in the system increases is "small" for n large. Define m 0 := M/K .
Lemma 2: Fix any ∈ (0, α/(2M m 0 )). Define the set B of probability measures "near" the distribution of the arrival process, as
Here τ : R + → R + ∪ {∞}. Fix any ρ ∈ (0, 1). Then under the BA algorithm, for n large enough, for any timeslot t,
Proof: Please see [16] . We now show that for n large, the probability that in a constant number of timeslots, the maximum queue-length in the system decreases is at least 1/2.
Lemma 3: Under the BA algorithm, for n large, there exists a constant integer k 0 such that
Further, k 0 = 4 α is a valid choice. Proof: Please see [16] . We now establish the main result of this section. Theorem 3: Under the BA algorithm, the stationary distribution of the maximum queue-length in the system obeys
Proof: Please see [16] . Thus the proposed BA algorithm results in a strictly positive value of the rate function. Next we analyze its complexity.
Theorem 4: The BA algorithm can be implemented in O(n 2.5 ) computations per timeslot. Proof: Please see [16] . We conclude this section by showing that there is a finite upper bound on the rate-function under any algorithm. The purpose is to establish that in the multi-queue multi-server setup considered in this paper, the probability of the overflow event decays like e −n at best; not like e −n 2 or e −n log n , etc.
Then under any algorithm for allocating servers to the queues,
Proof: Please see [16] . Thus there is at most a constant-factor gap from optimality for the rate function under the BA algorithm.
VI. EXTENSIONS
The BA algorithm presented in Section V can be easily extended to a variety of cases of interest.
(i) Unequal number of queues and servers: Suppose we have a system with n users and rn frequency sub-bands (servers) for some r ≥ 1. We refer to r as the over-provision factor. In the BA algorithm, we give r times as many servers to each group of queues compared to the case of n queues and n servers. As a result, the rate-function lower bound of Theorem 3 scales up by a factor of r. Formally, under the BA algorithm, the stationary distribution of the maximum queuelength in the system obeys
We omit the proof details.
(ii) Different priorities to queues: We are interested in minimizing the probability of the event {max i∈[n] a i Q i (t) > b} where 0 < a min ≤ a i ≤ 1 are given numbers. Now the BA algorithm instead operates on the "effective" queuelengths, namely, a i Q i (t), to yield rate-function results similar to Theorem 3.
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VII. SIMULATION RESULTS
Since this paper is mainly a theoretical contribution, we report limited simulation results. The goals are threefold: (i) The rate-function results for the BA algorithm are asymptotic, i.e., as the number of users (n) and the number of sub-bands tend to infinity. We want to understand how large n needs to be, to get a good small-buffer performance. (ii) We want to understand the (good) impact of having more frequency subbands than the number of users, which is typically the case in today's wireless uplink systems. (iii) We want to compare the BA algorithm's performance to an OFDMA-based greedy algorithm in [17] that operates in the absence of the singlecarrier constraint, in order to quantify the performance loss due to the single-carrier constraint. In the simulations, we run the OFDMA-based algorithm with as many servers as the users (i.e., over-provision factor, r = 1).
For simulation purpose, we arbitrarily assume an arrival process distribution of the form (x + 1)e −x on a bounded support {0, 1, . . . , 5}, normalized. We assume that the channel-rates are either 0 or 2 packets per timeslot. Thus M = 5 and K = 2 in the paper's notation. We refer to the quantity
as the effective load. In our case, the effective load is about 62%. We vary the channel ON probability, q, from 0.7 to 0.9, and plot the empirical probability of buffer overflow v/s buffer-size, averaged over 10 6 timeslots. The results are presented in Figure 2 . As we can see, the presence of the single-carrier constraint significantly degrades the small-buffer performance: the buffer overflow probabilities in the absence of the single carrier constraint are substantially lower than otherwise. We see that the buffer overflow probability decreases with increasing system-size, as expected: the overflow probability is exponentially small in the system-size. We also see that changing the over-provisioning factor from 1.5 to 2 provides some performance boost. This confirms that the BA algorithm can seamlessly utilize more frequency subbands. Most interestingly, the asymptotic rate-function results for the BA algorithm already manifest themselves to give a good small-buffer performance at n = 50. Thus, the proposed BA algorithm yields a good small-queue performance at realistic system-sizes. 
VIII. CONCLUSIONS
We considered the problem of user-scheduling in the wireless uplink networks. The distinguishing feature that makes this problem harder than the OFDM downlink scheduling problem is the presence of the single-carrier constraint. We showed that under the single-carrier constraint, the MaxWeight problem and the packet-draining problem are NP-complete. We presented the Batch-and-allocate algorithm that has polynomial complexity per timeslot, and a good small-queue performance for a class of bounded arrival and channel processes. The algorithm is robust to changes in the system-model. The results were validated through analysis and simulations.
