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Abstract. The Ramanujan conjecture for modular forms of holomor-
phic type was proved by Deligne [1] almost half a century ago: the proof,
based on his proof of Weil’s conjectures, was an achievement of algebraic
geometry. Quite recently [7], we proved the conjecture in the case of Maass
forms: we show here that the proof given in this case works in the holomor-
phic case as well.
Comments. This is a more concise version of the arxiv document 2004.00284
entitled “Symplectic and Euclidean planes: a unified approach to the Ra-
manujan conjecture”. The equation (3.9) there was incorrect. AMS classi-
fication: 11F11.
1. Introduction
This is an analyst’s proof of the classical Ramanujan conjecture for
modular forms of the group Γ = SL(2,Z) of holomorphic type. As such, it
bypasses the deep proof by Deligne of the Weil conjectures. Our point is not
to give a (much) shorter proof of the conjecture, but to give substance to
our present belief that the scheme of proof experienced first in the Maass
case could constitute an efficient approach to Ramanujan-related conjec-
tures in general.
The method originated from developments in pseudodifferential analy-
sis, and we shall give some very brief comments about this in a last section.
The basic step consists in replacing the hyperbolic half-plane, the classical
domain in such questions, by the plane: however, while the group SL(2,R)
acts on tempered distributions, in the case of Maass forms, by linear changes
of coordinates, the analogue here will be a representation Ana of SL(2,R)
in S ′(R2) containing all terms Dm+1 from the holomorphic discrete series.
The intertwining operator θm will retain only the part of S ′(R2) consisting
of distributions that transform under the rotation group SO(2) like the
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function (x1 − ix2)m, sending them to holomorphic functions in the half-
plane.
Since our emphasis is on the method rather than the result, we limit
ourselves, here, to modular forms of even weight (i.e., m+ 1 = 12, 14, . . . )
for the full unimodular group, though it would be easy to drop the first
assumption, or to introduce characters, while not so easy to consider con-
gruence groups in place of SL(2,Z). Recall that, given a holomorphic cusp-
form f of even weight m + 1 and of Hecke type, with a Fourier expan-
sion f(z) =
∑
N≥1 bn e
2iπnz, the Ramanujan conjecture is the inequality∣∣∣ bpb1
∣∣∣ ≤ 2 pm2 for p prime.
Such a function f can be obtained as a linear combination of quite
explicit so-called Poincare´ series. Next, given any such Poincare´ series PM ,
one can build an object (almost a distribution) TM in the plane the im-
age of which under θm coincides with PM . Besides, given a prime p, one
constructs a linear endomorphism T planep of the subspace of S ′(R2) consist-
ing of distributions invariant under the multiplication by eiπ |x|2 , which has
the property that, under θm, T
plane
p transfers to the usual Hecke operator
Tp. One is thus left with the problem of finding an appropriate bound, in
the above-defined space of tempered distributions, for the operator T planep .
Taking advantage of the simple algebraic structure of powers of this op-
erator, one finally obtains the required bound, using standard methods of
analysis. This part of the proof is much easier than the corresponding part
in the study of Maass forms, but the general scheme of the proof is identical.
2. A representation of SL(2,R)
We denote as Ana the representation of SL(2, R) in any of the spaces
S(R2), L2(R2), S ′(R2), unitary in the second case, defined on generators
by the equations, in which the Euclidean Fourier transform is defined as
(Feuch)(x) = ∫
R2
h(y) e−2iπ〈x,y〉dx,
(i) Ana (( 1 0c 1 )) h)(x) = h(x) e
iπc|x|2 , x ∈ R2 ;
(ii) Ana
((
0 1−1 0
))
h = −iFeuch ;
(iii) (Ana
((
a 0
0 a−1
))
h)(x) = a−1 h(a−1x), x ∈ R2, a 6= 0 . (2.1)
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Proposition 2.1. Given m = 1, 2, . . . and h ∈ S(R2), set for z in the
hyperbolic half-plane H = {z : Im z > 0}
(θm h)(z) =
∫
R2
(x1 + i x2)
m eiπz |x|
2
h(x) dx. (2.2)
For every g =
(
a b
c d
) ∈ SL(2,R), one has θm (Ana(g)h) = Dm+1(g) θmh,
with
(Dm+1
((
a b
c d
))
f)(z) = (bz + d)−m−1f
(
az + c
bz + d
)
. (2.3)
Proof. One may assume that g is one of the generators of SL(2,R) listed
in (2.1): the only non-immediate case is (ii). Writing
−i
∫
R2
(x1+ix2)
meiπz |x|
2
(Feuch) (x) dx = −i 〈Feuc ((x1 + ix2)meiπz |x|2) , h〉 ,
(2.4)
using the classical formula for the Fourier transform of products of radial
functions by “spherical harmonics” (e.g. [5])
Feuc ((x1 + ix2)mf(|x|)) = (x1+ix2)m× 2π i−m|x|−m
∫ ∞
0
f(t) tm+1Jm(2πt |x|) dt
(2.5)
and the equation [4, p.93]∫ ∞
0
eiπzt
2
tm+1Jm(2π |x| t) dt = 1
2π
|x|m(−iz)−m−1 exp
(
− iπ |x|
2
z
)
. (2.6)
one obtains (2.3).

Analysis in the plane R2 will be based on the use of the commuting
operators
B = 2iπA = −i
(
x1
∂
∂x2
− x2 ∂
∂x1
)
, B♮ = 2iπA♮ = x1 ∂
∂x1
+ x2
∂
∂x2
,
(2.7)
the first of which commutes with all transformations Ana(g). The second
one will make integrations by parts of a usual type possible, while appro-
priate polynomials in the first one will improve convergence by a totally
different means, to wit by killing distributions S solutions of BS = mS
for small “uninteresting” integral values of m.
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Lemma 2.2. For k = 1, 2, . . . , set (B−k)2k+1 = (B−k)(B−k+1) . . . (B+
k) (Pochhammer’s notation), and define recursively Lk+1(B) = (B − k −
1)2k+3 Lk(B), starting from L0(B) = 1. Given α ∈ C, one has
Lk(B) (eiαx1) = Pk(αx) eiαx1 , (2.8)
where the polynomial Pk(x) = Pk(x1, x2), of degree k
2+2k, has no term of
total degree ≤ k. On the other hand, for j = 0, 1, . . . , there is a polynomial
Qj of degree j such that, for β ∈ R,
Qj(B♮) eiπβ |x|2 = (β |x|2)j eiπβ |x|2 . (2.9)
Proof. For the first part, it does not lead to a loss of generality to assume
that α = −1. One has, using the Leibniz formula in the version [2, p.10],
Lk+1(B) (e−ix1) = (B − k − 1)2k+3
(
Pk(x) e
−ix1)
=
∑
j
1
j !
(
(B − k − 1)(j)2k+3 Pk
)
(x) Bj(e−ix1) , (2.10)
where (B−k−1)(j)2k+3 is the jth derivative of the polynomial (B−k−1)2k+3.
The operator B preserves the degree of polynomials in x1, x2 and, starting
with B(e−ix1) = x2 e−ix1 and assuming that Pk has no term of degree ≤ k,
we wish to prove that, with Pk+1(x) e
−ix1 = Lk+1(B) (e−ix1), the polyno-
mial Pk+1 has no term of degree k + 1. The sum of such terms reduces to
(B − k − 1)2k+3 P •k , where P •k is the sum of terms of degree k + 1 of Pk.
Now, a term (x1 + ix2)
r(x1 − ix2)s, with r + s ≤ k + 1, is transformed by
(B − k − 1)2k+3 into
∏
−k−1≤ℓ≤k+1(r − s− ℓ )(x1 + ix2)r(x1 − ix2)s = 0.
The second part follows from the fact that the identity
Qj(B♮) eiπβ |x|2 = (β |x|2)j eiπβ |x|2 (2.11)
is pushed one step further if one defines Qj+1(B♮) = 12iπ (B♮ − 2j)Qj(B♮).

Remark 2.1. The polynomial Lk given in the lemma is not the “minimal”
one. One has P1(x) = x
3
2−3ix1x2 and the monomial x1x2 is killed by the op-
erator B2−4. One may thus replace L2(B) = (B−2)(B−1)2B2(B+1)2(B+2)
by L∗2(B) = (B − 2)(B − 1)B(B + 1)(B + 2) and P2 by P ∗2 , a polynomial
still without terms of degree < 3. This simpler formula is not available for
larger values of k, but the case when k = 2 will be sufficient for our purpose.
Having considered more general values was necessary to convince ourselves
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that we were not “just lucky”.
Lemma 2.3. With M = 1, 2, . . . , let φM (x1, x2) = e
2iπx1
√
2M and
ψM (x) =
(
Ana
((
0 1−1 0
))
φM
)
(x) = −i (FeucφM ) (x) = −i δ(x1−
√
2M )δ(x2).
(2.12)
If
(
a b
c d
) ∈ SL(2,Z) and a 6= 0, one has
(
Ana
((
b −a
d −c
))
ψM
)
(x) = a−1 e
2iπMc
a exp
(
2iπx1
√
2M
a
)
exp
(
iπc |x|2
a
)
,
(2.13)
where c is defined by the congruence cc ≡ 1mod a. Also, with ε = ±1,(
Ana
((
 0
 −ε
))
ψM
)
(x) = εψM (εx). (2.14)
Proof. Assuming ac 6= 0, let us compute Ana (( a bc d ))φM = Ana (( b −ad −c ))ψM .
One has (
b −a
d −c
)
=
(
−c−1 0
0 −c
)
( 1 ac0 1 )
(
1 0
− d
c
1
)
, (2.15)
so that
Ana
((
b −a
d −c
))
ψM = exp
(
−2iπMd
c
)
Ana
((
−c−1 0
0 −c
)
( 1 ac0 1 )
)
ψM . (2.16)
Now, ( 1 ac0 1 ) =
(
0 1−1 0
) (
1 0−ac 1
) (
0 −1
1 0
)
and
(Ana (( 1 ac0 1 ))ψM ) (x) = −iFeuc
[
e−iπac |x|
2
e2iπx1
√
2M
]
= − 1
ac
exp
(
2iπM
ac
)
exp
(
−2iπx1
√
2M
ac
)
exp
(
iπ |x|2
ac
)
. (2.17)
One has exp
(−2iπMdc ) exp (2iπMac ) = exp (−2iπMba ) and, finally, we obtain
(2.13).
Note that (2.13) remains valid if c = 0, though the proof is not. Also,
with ε = ±1, one has ( ε 0
 ε ) =
(
0 ε−ε 
) (
0 −1
1 0
)
, so that Ana(( ε 0
 ε ))ψM =
Ana(
(
0 ε−ε 
)
)φM , which gives (2.14).

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Proposition 2.4. Set Γ•∞ = {( 1 0n 1 ) : n ∈ Z}, so that one can define for-
mally the series
TM =
∑
g∈Γ/Γ•
∞
Ana(g)ψM . (2.18)
The series does not converge weakly in S ′(R2), but it converges in the space
of continuous linear forms on the space (B − 2)5 S(R2) (recall Lemma 2.2
and Remark 2.1, in which the polynomial P ∗2 is defined): alternatively, the
object (B−2)5 TM is a bona fide tempered distribution. One has for m odd,
m = 3, 5, . . . the identity, with
(
b −a
d −c
) ∈ Γ,
(θmTM ) (z) = −i (2M)
m
2
∑
(a,c)=1
(−dz + b)−m−1 exp
(
2iπM
−cz + a
−dz + b
)
.
(2.19)
Setting, for q > 0, h 1
q
= q−B
♮
h, i.e., h 1
q
(x) = h
(
x
q
)
, and assuming that
h ∈ (B − 2)5 S(R2), the expression
〈
TM , h 1
q
〉
is bounded independently of
q. Given δ < 1, one can, in the case when q < 1, improve the bound to
C q2δ for some C > 0.
Proof. The equations (2.12) show that ψM is invariant under Ana(( 1 01 1 )),
which justifies (2.18) as a formal definition. The transpose of B is −B, and
we compute the general term of the series defining
〈
(B − 2)5 TM , h
〉
=〈
TM , (B − 2)5 h
〉
by an application of (2.13).
The operator B disregards the exponential factor exp
(
iπc |x|2
a
)
and,
combining (2.12) with Lemma 2.2, we obtain if h ∈ S(R2) and a 6= 0
〈
(B − 2)5 Ana(
(
b −a
d −c
)
)ψM , h 1
q
〉
= a−1 e
2iπMc
a
∫
R2
exp
(
2iπ
√
2M x1
a
)
× exp
(
iπc |x|2
a
)
P ∗2
(
2π
√
2M x
a
)
h
(
x
q
)
dx. (2.20)
Next, still from Lemma 2.2, we take advantage now of the integration by
parts associated to the case with j even to the identity
exp
(
iπc |x|2
a
)
=
[
1 +
(
c |x|2
a
)j]−1 [
1 +Qj(B♮)
]
exp
(
iπc |x|2
a
)
.
(2.21)
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Setting, for short, β = 2π
√
2M , a positive constant (we are not aiming at
estimates uniform with respect to M), we obtain〈
(B − 2)5 Ana(
(
b −a
d −c
)
)ψM , h 1
q
〉
= a−1 e
2iπMc
a
∫
R2
exp
(
iπc |x|2
a
)([
1 +Qj(2− B♮)
]
F
)
(x) dx , (2.22)
with
F (x) =
[
1 +
(
c |x|2
a
)j]−1
exp
(
iβx1
a
)
P ∗2
(
βx
a
)
h
(
x
q
)
. (2.23)
Recall that Qj is of degree j, and P
∗
2 is of degree 5. Applying B♮
to a factor exp
(
iβx1
a
)
P
(
βx
a
)
of F (x) has the same effect as replacing
P by a polynomial the degree of which has increased by one unit, while
the property of not containing terms of degree < 3 is preserved. On the
other hand, an application of B♮, or (B♮)2, does not deteriorate the factor[
1 +
(
c |x|2
a
)j]−1
, while B♮
(
x 7→ h
(
x
q
))
=
(B♮h) (xq). After this integra-
tion by parts has been made explicit, we bound the factor depending on
h by a constant, obtaining for the right-hand side of (2.22), under the as-
sumption that c 6= 0, a bound by a constant times
|a|−1
∫
R2
[
1 +
(
c |x|2
a
)j]−1( |x|
|a|
)3(
1 +
|x|
|a|
)2+j
dx. (2.24)
Let us explain the last two factors: the polynomial P ∗2 has been submitted
to transformations which have increased its degree to 5 + j at the most,
but we take advantage of the absence of terms of degree < 3. We bound
the integral (2.24) by
|a|
∫
R2
[
1 + (ac |x|2)j]−1 |x|3(1 + |x|)2+jdx
≤ C
∫
|x|>1
|a|1−j |c|−j |x|5−jdx+C
∫
|x|≤|ac|
|a|
|ac| (1+ |x|
2j)−1
∣∣∣∣∣ |x|√|ac|
∣∣∣∣∣
3
dx ,
(2.25)
which suffices to ensure the summability over the coprime pairs a, c with
ac 6= 0, as soon as j ≥ 8.
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When c = 0, one has a = ±1 and, say when a = 1, the integral∫∞
−∞ e
iβx1P ∗2 (βx)h(q
−1x) dx is rapidly decreasing as a function of q + q−1
(using a Fourier transformation if q is large) as q + q−1 → ∞. The case
when a = 0 is just as easy as a consequence of (2.14).
In the proof that precedes, we have not truly used the fact that
h ∈ S(R2). But, in the case when q < 1, doing so makes it possible to rein-
force the conclusion as follows: given any δ < 1, the expression
〈
TM , h 1
q
〉
is a O(q2δ) as q → 0. Indeed, it suffices to note that, for |x| > qδ, or∣∣∣xq ∣∣∣ > q−1+δ, one has h(xq) = O(qA) for any A ≥ 1. What remains is an
integral over a domain of size q2δ.
The function (x1 + ix2)
meiπz |x|2 lies in Lk(B)S(R2) for k < m: this
shows that θmψM is meaningful. From (2.2), one has (θmψM ) (z) = −i (2M)m2 e2iπMz,
so that (2.19) is a consequence of (2.3). The series (2.19) is a classical
Poincare´ series.

3. The Hecke operator and its powers
The Poincare´ series (θmTM) (z) is a modular form of weight 2k = m+1:
it will be convenient, if redundant, to keep both k and m. On the class of
holomorphic functions f invariant under the change z 7→ z+1, one defines
for p prime [3, (6.13)] the operator Tp such that
(Tpf)(z) = p
m f(pz) +
1
p
∑
bmod p
f
(
z + b
p
)
. (3.1)
Recall that a cusp-form with the Fourier expansion f(z) =
∑
n≥1 bn e
2iπnz
is of Hecke type if, for any prime p, Tpf is a multiple of f , of necessity by
the factor
bp
b1
.
Lemma 3.1. Define on distributions T invariant under Ana (Γ•∞) the op-
erator T planep such that(
T planep T
)
(x) = p
m
2
−1
T
(
x√
p
)
+ p
m
2
∑
bmod p
T(x
√
p) eiπb |x|
2
, (3.2)
in other words
p−
m
2 T planep = p
−1−iπA♮ +
∑
bmod p
eiπb |x|
2
piπA
♮
. (3.3)
A UNIFIED APPROACH TO RAMANUJAN CONJECTURES 9
If T ∈ S ′(R2) is invariant under Ana (Γ•∞), one has for m = 3, 5, . . . the
identity
Tp (θm T) = θm
(
T planep T
)
. (3.4)
Proof. One has
(TpθmT) (z)
=
∫
R2
(x1 + ix2)
m
T(x)

pm eiπpz |x|2 + 1
p
∑
bmod p
exp
(
iπ(z + b) |x|2
p
) dx
=
∫
R2
(x1 + ix2)
m eiπz |x|
2
[
p
m
2
−1
T
(
x√
p
)
+ p
m
2 T(x
√
p) eiπb |x|
2
]
dx. (3.5)

Lemma 3.2. Define, for β ∈ R, the operator τ [β] as the operator of mul-
tiplication by the function exp
(
iπβ |x|2), and define the operators
σr =
1
pr
∑
bmod pr
τ
[
b
pr
]
, σ(ℓ)r =
1
pr
∑
bmod pr
τ
[
bpℓ−r
]
,
R = p−1−iπA
♮
, R−1 = p1+iπA
♮
, so that p
m
2 T planep = R+σ
(1)
1 R
−1.
(3.6)
If one introduces for every j ∈ Z the space Inv(pj) consisting of tempered
distributions invariant under τ [pj], the operator Rℓ acts for every ℓ ∈ Z
from Inv(pj) to Inv(pj−ℓ). Given two linear endomorphisms A1 and A2 of
the space ∪j∈ZInv(pj), write A1 ∼ A2 if the two operators have the same
effect on distributions in Inv(1). One has for every pair r, ℓ of non-negative
integers
Rℓσr ∼ σr+ℓRℓ, R−ℓσr ∼ σ(ℓ)r R−ℓ, σrR−1σ1 ∼ R−1σr+1. (3.7)
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Proof. That Rℓ sends Inv(pj) to Inv(pj−ℓ) is immediate. So is the fact that
Rτ [β] = τ
[
β
p
]
R. Writing then
Rσr =
1
pr
∑
bmod pr
τ
[
b
pr+1
]
R, σr+1R =
1
pr+1
∑
b1 mod pr+1
τ
[
b
pr+1
]
R,
(3.8)
and observing that if b′ and b1 are two classes mod pr+1 such that b′ ≡
b1mod p
r, one has b
′
pr+1
≡ b1
pr+1
mod 1p , one obtains that Rσr and σr+1R
agree on Inv(1). By induction on ℓ, Rℓσr = σr+ℓR
ℓ. Next,
(
R−ℓσrS
)
(x) = R−ℓ

x 7→ p−r ∑
bmod p
S(x) exp
(
iπ b |x|2
pr
)
= pℓ−r
∑
bmod pr
S(p
ℓ
2x) exp
(
iπb pℓ−r|x|2
)
= p−r
∑
bmod pr
exp
(
iπb pℓ−r|x|2
)(
pℓ(1+iπA
♮)
S
)
(x), (3.9)
so that R−ℓσr ∼ σ(ℓ)r R−ℓ.
Finally, if S ∈ Inv(1), σ1S ∈ Inv(p−1), and one observes first that the
operator σr R
−1 is well-defined there. One has
(σr R
−1σ1S)(x, ξ) = σr
[
(x, ξ) 7→ p (σ1S)
(
p
1
2x
)]
= p−r+1
∑
bmod pr
(σ1S)
(
p
1
2x
)
exp
(
iπb |x|2
pr
)
= pT(p
1
2x) =
(
R−1T
)
(x)
(3.10)
with
T(x) = p−r
∑
bmod pr
(σ1S)(x) exp
(
iπb |x|2
pr+1
)
= p−r−1
∑
bmod pr
βmod p
S(x) exp
(
iπb |x|2
pr+1
+
iπβ |x|2
p
)
. (3.11)
As b and β run through the classes indicated as a subscript, b+prβ describes
a full class modulo pr+1, so that the right-hand side of (3.11) is the same
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as (R−1σr+1S)(x, ξ). In other words, σrR−1σ1 ∼ R−1σr+1.

Proposition 3.3. Abbreviate T planep as T = R + σ
(1)
1 R
−1 = R + R1σ1.
Given k = 1, 2, . . . and ℓ such that 0 ≤ ℓ ≤ k, there are non-negative inte-
gers α
(0)
k,ℓ, α
(1)
k,ℓ, . . . , α
(ℓ)
k,ℓ , satisfying the conditions:
(i) α
(0)
k,ℓ + α
(1)
k,ℓ + · · ·+ α(ℓ)k,ℓ =
(
k
ℓ
)
for all k, ℓ ,
(ii) 2ℓ− k − r ≤ 0 whenever α(r)k,ℓ 6= 0,
such that one has the identity (between two operators on the space of Γ∞-
invariant distributions S)
T k =
k∑
ℓ=0
Rk−2ℓ
(
α
(0)
k,ℓ I + α
(1)
k,ℓ σ1 + · · ·+ α(ℓ)k,ℓ σℓ
)
. (3.12)
Proof. By induction. Assuming that the given formula holds, we write
T k+1 = T k(R + R−1σ1), using the equations σr R ∼ Rσr−1 (r ≥ 1) and
σr R
−1σ1 ∼ R−1σr+1. We obtain
T k+1 =
k∑
ℓ=0
Rk+1−2ℓ
(
α
(0)
k,ℓ I + α
(1)
k,ℓ I + α
(2)
k,ℓ σ1 + · · ·+ α(ℓ)k,ℓ σℓ−1
)
+
k∑
ℓ=0
Rk−1−2ℓ
(
α
(0)
k,ℓ σ1 + α
(1)
k,ℓ σ2 + · · ·+ α(ℓ)k,ℓ σℓ+1
)
, (3.13)
or
T k+1 =
k∑
ℓ=0
Rk+1−2ℓ
(
α
(0)
k,ℓ I + α
(1)
k,ℓ I + α
(2)
k,ℓ σ1 + · · ·+ α(ℓ)k,ℓ σℓ−1
)
+
k+1∑
ℓ=1
Rk+1−2ℓ
(
α
(0)
k,ℓ−1 σ1 + α
(1)
k,ℓ−1 σ2 + · · ·+ α(ℓ−1)k,ℓ−1 σℓ
)
. (3.14)
The point (i) follows, using
(
k
ℓ
)
+
(
k
ℓ−1
)
=
(
k+1
ℓ
)
. Next, looking again at
(3.13), one observes that, in the expansion of T k+1, the term Rk+1−2ℓr is the
sum of two terms originating (in the process of obtaining T k+1 from T k)
from the terms Rk−2ℓσr+1 and Rk−2ℓ+2σr−1. The condition 2ℓ−(k+1)−r ≤
0 is certainly true if either 2ℓ− k− (r+1) ≤ 0 or (2ℓ− 2)− k− (r− 1) ≤ 0,
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which proves the point (ii) by induction.

4. The main estimate
Using the remark that follows immediately the proof of Lemma 2.2,
set SM = (B − 2)5 TM : it is a well-defined tempered distribution. The
main point of our proof will consist in establishing a satisfactory bound, in
S ′(R2), of the image of SM under the operator
(
T
plane
p
)2N
, with a large N .
This operator was made explicit in Proposition 3.3 (take k = 2N there),
and we shall analyze individually the terms R2N−2ℓσr (with r ≥ 0 and
r ≥ 2ℓ − 2N) of the decomposition (3.12). We set q = pℓ−N so that
R2N−2ℓ = q2+2iπA♮ = q2+B♮ , an operator the transpose of which is the
operator q−B♮ : h 7→ h 1
q
with the notation of Proposition 2.4: one has q ≤ 1
if ℓ ≤ N , q > 1 if ℓ > N .
Proposition 4.1. Given a positive integer M , recall that SM = (B −
2)5 TM . Given a prime p, a number ε > 0 and h ∈ S(R2), the expression
(q+ q−1)−ε
〈
q2+B♮σr (SM ) , h
〉
= (q+ q−1)−ε
〈
σr (SM ) , h 1
q
〉
is bounded in
a way independent of r = 0, 1, . . . and of q > 0 such that pr ≥ q2.
Proof. The operator σr is the operator of multiplication by the function
S(pr, x) =
1
pr
∑
0≤b<pr
exp
(
iπb |x|2
pr
)
. (4.1)
To account for the change from R2N−2ℓ to R2N−2ℓσr, one must insert this
function, in (2.22), as a multiplicator of ψM , i.e., multiply by it the function
F (x) in (2.23).
In the case when q ≤ 1, the bound obtained in Proposition 2.4 is pre-
served. Indeed, the function S(pr, x) is bounded: the question concerns its
images under B♮ or (B♮)2, which produce, besides a bounded factor, the
extra factors |x|2 and |x|4. But, when |x| > 1 and q < 1, one has
∣∣∣xq ∣∣∣ > |x|,
and the factor h(xq ) is bounded by any power of |x|−1.
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We thus assume, from now on, that q > 1. Using the Euler-Maclaurin
formula, one has S(pr, x) = Smain(pr, x) + Serr(pr, x), with
Smain(pr, x) =
eiπ |x|2 − 1
iπ |x|2 +
1
2pr
(
1− eiπ |x|2
)
,
Serr(pr, x) =
1
pr
∫ 1
0
B1(p
rt) (iπ |x|2) eiπt |x|2dt . (4.2)
Denote as e
2iπMc
a
〈
SM,a,c , h 1
q
〉
the general term of the series for
〈
SM , h 1
q
〉
,
as made explicit in (2.20) in the case when a 6= 0, with the exception that
we replace now L2(B) by (B − 2)5 and P2 by P ∗2 . Let us consider the error
term in (4.2), and finally denote as
〈
StM,a,c , h 1
q
〉
the result of multiplying
the integrand of the equation (2.20) for
〈
SM,a,c , h 1
q
〉
by |x|2 eiπt |x|2 (recall
that the piecewise continuous function B1 is bounded). Looking at the ex-
ponential factor in (4.2), one must group it with the one on the right-hand
side of (2.20), obtaining the factor exp
(
iπc1|x|2
a
)
with c1 = c+ at. As long
as, say, |c1| ≥ 14 , there is no difference, as seen from a look at (2.21), be-
tween the analysis of
〈
StM,a,c , h 1
q
〉
and that which led to Proposition 2.4.
This observation applies in particular to each of the terms of Smain(pr, x),
so that only the error term needs a special analysis. In this term, still under
the condition |c1| ≥ 14 , some provision must be made for the extra factor
iπ |x|2: it suffices to change the condition on j from j ≥ 8 to j ≥ 10.
Finally, concentrating on
〈
StM,a,c , h 1
q
〉
, we see that the only yet un-
settled case is that for which |c1| = |c + at| < 14 for some t ∈ (0, 1). This
implies |c| ≤ |a| so that, obviously, the integration by parts based on (2.21)
can no longer be helpful. We make a Fourier transformation, noting that(
0 1−1 0
) (
 −a
 −c
)
= (  −c
 a ), so that, with f = (−iFeuc)−1h,
〈
Ana
((
 −a
 −c
))
ψM , h 1
q
〉
= q2
〈
Ana ((  −c
 a ))ψM , fq
〉
. (4.3)
Finally, to take care of the new factor q2, we use the last assertion of
Proposition 2.4.

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5. The Ramanujan-Deligne theorem
Theorem 5.1. (Deligne) The coefficients bp of the Fourier series decompo-
sition of a holomorphic cusp-form f of even weight 2k = m+ 1 and Hecke
type, normalized by the condition b1 = 1, satisfy for p prime the estimate
|bp| ≤ 2 pk− 12 .
Proof. Let M0 be the dimension of the linear space of cusp-forms of weight
2k: then [3, p.54], f is of necessity a linear combination of the Poincare´
series θmTM (cf. (2.19)) with M ≤M0. For each such M , and large N , we
consider the image of TM under
(
p−
m
2 T
plane
p
)2N
, i.e., using Proposition
3.3, under
(
p−1−iπA
♮
+ p1+iπA
♮
σ1
)2N
=
2N∑
ℓ=0
∑
0≤r≤ℓ
α
(r)
2N,ℓ p
(ℓ−N)(2+2iπA♮) σr . (5.1)
Recall thatSM = (B−2)5 TM and that, with q = pℓ−N , so that p(ℓ−N)(2+2iπA♮) =
q2+B♮ , Proposition 4.1 gives for the expression
〈
q2+B♮ σr SM , h
〉
the bound
(q+ q−1)ε
h, for some continuous norm   on S(R2) independent of
ℓ and r. It follows that
∣∣∣∣ 〈 (p−1−iπA♮ + p1+iπA♮ σ1)2N , h〉
∣∣∣∣ ≤ h × (2p)Nε
2N∑
ℓ=0
∑
0≤r≤ℓ
α
(r)
2N,ℓ .
(5.2)
Using Proposition 3.3 again, one has
2N∑
ℓ=0
∑
0≤r≤ℓ
α
(r)
2N,ℓ =
2N∑
ℓ=0
(
2N
ℓ
)
= 22N . (5.3)
The product (2p)−Nε 2−2N
(
p−
m
2 T
plane
p
)2N
SM thus remains, as N →∞,
in a bounded subset of the space of tempered distributions. To say it dif-
ferently, (2p)−Nε 2−2N
(
p−
m
2 T
plane
p
)2N
TM remains in a bounded subset of
the weak dual of the space (B − 2)5 S(R2).
If f , admitting the expansion f(z) =
∑
n≥1 bn e
2iπnz with b1 = 1,
coincides with a linear combinations
∑
j βj θm Tmj , one has for p prime
A UNIFIED APPROACH TO RAMANUJAN CONJECTURES 15
and N = 1, 2, . . . , according to (3.4),
b2Np f =
∑
j
βj T
2N
p θm Tmj . (5.4)
It follows from the estimate obtained that |bp| ≤ 2 pm2 .

6. Comparing the holomorphic and Maass cases
Let us denote as Met the “quasi-regular” representation of SL(2,R) in
S ′(R2), to wit the one defined as Met(g)S = S ◦ g−1. The Weyl symbolic
calculus Op connects it to the metaplectic representation Met by the gen-
eral covariance identity Met(g)Op(S)Met(g−1) = Op (Met(g)S). In the
one-dimensional case, the metaplectic representation is the sum of the rep-
resentations D 1
2
and D 3
2
from the (extended) holomorphic discrete series.
The Weyl calculus is also covariant under the Heisenberg representation.
The space L2(R2) decomposes as the continuous sum of spaces of distribu-
tions of given homogeneity (of degree in −1 + iR) and parity, and Maass
forms can be realized as automorphic objects of the representation Met.
This led to our proof of the Ramanujan-Petersson conjecture [7] in the
Maass case.
The situation in the present paper is totally similar. The representation
Met is replaced by Ana so that, on the symbol side, the holomorphic dis-
crete series, as opposed to the principal series of SL(2,R), will show. There
is a uniquely defined symbolic calculus, dubbed the alternative pseudodif-
ferential calculus in [6], covariant under a representation, the anaplectic
representation Ana, which plays a role fully parallel to that played before
by the metaplectic representation. It is not unitary, but pseudo-unitary for
a certain non-degenerate scalar product, making it appear as the sum of
the “central” representation from the complementary series and of a signed
(non-unitarizable) version of the same. It also combines with the Heisem-
berg representation. We refer to [6] for more developments.
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