New algorithms for rain attenuation correction of reflectivity factor and differential reflectivity are presented. Following the methodology suggested for the first time by Gorgucci et al., the new algorithms are developed based on the self-consistency principle, describing the interrelation between polarimetric measurements along the rain medium. There is an increasing interest in X-band radar systems, owing to the early success of the attenuation-correction procedures as well as the initiative of the Center for Collaborative Adaptive Sensing of the Atmosphere to deploy X-band radars in a networked fashion. In this paper, self-consistent algorithms for correcting attenuation and differential attenuation are developed. The performance of the algorithms for application to X-band dual-polarization radars is evaluated extensively. The evaluation is conducted based on X-band dual-polarization observations generated from S-band radar measurements. Evaluation of the new self-consistency algorithms shows significant improvement in performance compared to the current class of algorithms. In the case that reflectivity and differential reflectivity are calibrated between Ϯ1 and Ϯ0.2 dB, respectively, the new algorithms can estimate both attenuation and differential attenuation with less than 10% bias and 15% random error. In addition, the attenuation-corrected reflectivity and differential reflectivity are within 1-0.2 dB 96% and 99% of the time, respectively, demonstrating the good performance.
Introduction
Dual-polarization weather radars have brought in significant advancement to precipitation observation, impacting several areas including rainfall estimation and hydrometeor classification as well as attenuation correction (Bringi and Chandrasekar 2001) . The improvements realized by polarimetric weather radars have been mostly demonstrated at S-and C-band frequency systems (Ryzhkov and Zrnić 1995; Gorgucci et al. 1998) . Polarimetric radar applications at higher frequencies such as X band have received attention recently due to advantages such as applications to rainfall estimation in light rain. The use of X-band radars in a networked fashion has gained momentum since the launch of the Center for Collaborative Adaptive Sensing of the Atmosphere (CASA) (Chandrasekar et al. 2004) .
Several preliminary results from X-band dualpolarizations systems show successful use of X-band measurements of precipitation (Matrosov et al. 2002; Anagnostou et al. 2004; Park et al. 2005) . One of the main reasons is that accelerating the deployment of Xband radar systems is the emergence of successful attenuation-correction algorithms using dual-polarization measurements. The early attenuation-correction procedures were based on iterative techniques without bounds and were unstable. Within the last 5 years sev-eral articles have appeared addressing the issue of attenuation correction at X band. The attenuationcorrection methodology using differential phase showed good promise (Bringi et al. 1990; Carey et al. 2000) . The iterative attenuation-correction algorithms were stabilized for spaceborne radar systems by bounding the total attenuation using the surface reference method (Meneghini et al. 2000) . Testud et al. (2000) combined the advantages of both dual-polarization methodology using ⌽ dp as well as the rain-profiling algorithm used in spaceborne radar applications and produced a rain-profiling algorithm using differential phase to bound the total attenuation. Any improvement in the performance of the attenuation correction extends the operational range of X-band radars.
Typically, the radar measurements of reflectivity and differential reflectivity are specified at 1-and 0.2-dB accuracy, respectively. Gorgucci and Chandrasekar (2005) showed that the percentage of attenuationcorrected reflectivity that stays within 1 dB decreases with range. If the radar design required say 95% of the attenuation-corrected reflectivity to stay within 1 dB, that may impose additional constraint on the quality of the radar data with range. The resulting inference is that any improvement in attenuation-correction algorithm is always useful.
One of the advantages of polarimetric radar measurements is internal self-consistency (Scarchilli et al. 1996) . This principle, introduced for the first time by Gorgucci et al. (1992) , takes advantage of the synergy between the radar measurements of reflectivity factor (Z h ), differential reflectivity (Z dr ), and specific differential phase (K dp ). This theory subsequently has been used in many applications such as hydrometeor classification (Liu and Chandrasekar 2000) . Self-consistency is a powerful tool and its application is extended to attenuation correction in this paper. Using the initial guess of attenuation correction offered by the rainprofiling algorithm with differential phase constraint (Testud et al. 2000) , the self-consistency of attenuation and differential attenuation is imposed with measurements of Z h , Z dr , and differential propagation phase (⌽ dp ). The estimates of corrected Z h and Z dr are iterated to further improve the accuracy of attenuation correction.
The paper is organized as follows. In section 2 the background of attenuation correction is described to develop the content for this paper. Section 3 describes the development of the attenuation-correction algorithms using the self-consistency principle. Sections 4 and 5 evaluate the performance of attenuation correction. The conclusions are summarized in section 6.
Background of attenuation correction using dual-polarization radar observations

a. Attenuation
The absorption and scattering of electromagnetic waves due to precipitation have been studied since the beginning of the radar era. The extinction cross section of hydrometeors determines the power loss suffered by a propagating wave. The extinction cross section of a raindrop approximately varies as D 4.1 at X band (Bringi and Chandrasekar 2001) . The attenuation suffered by propagating electromagnetic waves is in general proportional to the differential propagation phase. This is the fundamental physical basis of attenuation correction for dual-polarization radars (Bringi et al. 1990 ). This general principle has been evaluated, refined, improvised, and tested by various researchers (Ryzhkov and Zrnić 1995; Carey et al. 2000) . Testud et al. (2000) proposed an attenuation-correction algorithm adopting the final value constraint technique used in Tropical Rainfall Measuring Mission (TRMM) spaceborne radar. The final value constraint was developed converting the cumulative differential phase to cumulative attenuation, which is the common underlying factor for either the simple attenuation correction based on ⌽ dp (henceforth denoted as DP algorithm) or the differential phase-based constraint algorithms (hereafter denoted as DPC). A constant coefficient (a h ) is used to convert ⌽ dp to cumulative attenuation (A h ). Alternatives to this fixed conversion coefficient were suggested in Smyth and Illingworth (1998) and Bringi et al. (2001) where some form of empirical adjustment was made to the coefficient that converts from ⌽ dp to A h . These methodologies come under the category of selfconsistent differential phase constraint algorithms. The following summarizes the analytical form of the various algorithms in terms of raindrop shape and size distributions.
The raindrop size distribution (DSD) describes the number density of raindrops with size, which can be written in terms of the probability density of raindrops as (Chandrasekar and Bringi 1987 )
where N(D) is the number of raindrops per unit volume and per unit size interval (D to D ϩ ⌬D), n c is the concentration, and f D (D) is the probability density function. Chandrasekar and Bringi (1987) proposed normalizing the DSD with n c (or N T ). Testud et al. (2000) fully developed a normalizing concept suggested by Srivastava (1971) and Willis (1984) to scale the variations due to the widely varying water contents, so that the inherent DSD shape can be observed.
The various measurements of the rain medium can be defined in terms of DSD as follows. The reflectivity factors at horizontal (Z h ) and vertical (Z v ) polarization can be defined as
where hh and vv refer to the backscatter cross section of raindrops at horizontal and vertical polarization, respectively. The ratio of (Z h /Z v ) is the differential reflectivity dr and is commonly expressed in logarithmic scale as Z dr Z dr ϭ 10 log 10 dr ϭ 10 log 10
The specific attenuation at horizontal or vertical polarization states is given by
where h,v ext is the extinction cross section at horizontal (h) or vertical (v) polarization, respectively.
The specific differential attenuation ␣ d is defined as
The specific differential propagation phases can be defined as K dp ϭ 180
where f hh and f vv are forward scatter amplitudes at horizontal and vertical polarization, respectively, and ℜe denotes the real part of a complex number. Bringi et al. (1990) introduced the parameterization of the form
where the coefficient a h depends on the behavior of ␣ h and K dp due to various factors such as DSD, mean shape of rain drops, as well as temperature. The above six equations form the basis from which the attenuation-correction algorithms are developed. Gorgucci et al. (1998) introduced the parameterization of the form
where a, b, and c are generic constants, and studied the performance of this parameterization under widely varying normalized DSD variability. While some of these parameterizations may be adequate at C band, even a small percentage error in cumulative attenuation estimate may lead to sufficient error in absolute value of corrected reflectivity due to the relatively large amount of attenuation at X band. The algorithm given by (7) can be considered as a self-consistency equation between ␣ h , Z h and Z dr (Scarchilli et al. 1996) . The actual performance of the attenuationcorrection algorithms depend on the distribution of DSDs along the precipitation path. To study the behavior of the attention correction Gorgucci and Chandrasekar (2005) utilized generated X-band profiles based on S-band observations. The advantage of this simulation procedure as opposed to studying synthetic profiles is that the natural distribution of DSD along the path is enforced by the prevailing Z h , Z dr , and ⌽ dp profiles. In addition, the specific attenuation and backscatter phase can be simulated using the procedure of Chandrasekar et al. (2002) . Figure 1a shows the scatterplot of ␣ h versus true ␣ h values for widely varying DSD parameters, assuming a h ϭ 0.217 dB deg
Ϫ1
. The data in Fig. 1 correspond to DSDs described by the normalized gamma model with the parameters varying in the following intervals:
and with constraints of maximum reflectivity and rainfall rate at 55 dBZ and 300 mm h
, respectively. Assuming the dielectric constant of water at a temperature of 20°C, X-band (9.3 GHz) radar variables are calculated for raindrop with mean canting angle of 0°, standard deviation of 10°, and following the axis ratio model of Pruppacher and Beard (1970, hereafter PB) . The scatter in Fig. 1a has a normalized bias (NB) of 3.4% and a normalized standard error (NSE) of 34.5%, whereas the scatter in Fig. 1b refers to parameterization (7) showing an NB of 0.5% and an NSE of 12.1%. The parameters a, b, and c of (7) are 3.82 ϫ 10 Ϫ5 , 1.039, and Ϫ3.566, respectively. Here NB and NSE are defined as the bias and the standard error both normalized with respect to the mean. (␣ h ) and its estimate obtained using parameterizations based on (a) K dp , (b) (Z h , Z dr ), and (c) (Z h , Z dr , K dp ), and scatterplots between specific differential attenuation (␣ d ) and its estimate obtained using (d) K dp , (e) (Z h , Z dr ), and (f) (Z h , Z dr , K dp ) parameterizations. The parameterizations are found for the PB drop shape model.
FIG. 1. Scatterplots between specific attenuation
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b. Differential attenuation
The electromagnetic waves propagating through precipitation exhibit different propagation characteristics depending on the polarization state. The transmission properties of rainfall medium can be expressed in terms of a transmission matrix. The effective propagation constants at horizontal and vertical polarizations in rain can be written as (Bringi and Chandrasekar 2001 ) The measured differential reflectivity is perturbed by the differential attenuation due to uniform rain path r as 10 log 10 dr
10 log 10 dr
where "int" and m refer to intrinsic and measured differential reflectivity, respectively, and ␣ d is the specific differential attenuation. For a nonuniform path this can be written as 10 log 10 dr
and 10 log 10 dr
where A d is the differential attenuation. The impact of differential attenuation is to decrease measured Z dr . To use Z dr for several applications such as microphysical inferences, the differential attenuation effects must be corrected. Bringi et al. (1990) suggested a simple parameterization for differential attenuation correction by parameterizing ␣ d and K dp , similarly to the form relating specific attenuation and K dp , as
It is well known that this simple parameterization is not nearly as good as the parameterization between ␣ h and K dp given by (6). Figure 1d shows a scatterplot of ␣ d given by (10) versus true
, for widely varying DSD parameters and for the PB drop shape model. It can be seen in Fig. 1d that the algorithm given by (10) has a normalized bias of Ϫ3.7% and a normalized standard error of 48.9%. Such a wide scatter with DSD variability is highly susceptible to errors with DSD variability along the path.
An alternative parameterization that was considered since the early days was relating attenuation and differential attenuation (Scarchilli et al. 1993) as
This parameterization found more practical use when methodologies to correct attenuation based on constraints to differential attenuation were pursued such as Smyth and Illingworth (1998) , Bringi et al. (2001) , and Park et al. (2005) . Gorgucci et al. (2006) revaluated this parameterization in a theoretical context. The application of this parameterization depends on the accuracy of specific attenuation estimates. It has been found that the parameterization given by (11) is a good estimator with an NB of 1.3% and an NSE of 14.9%, when ϭ 0.173. However, the performance of this estimator depends directly on the estimate of ␣ h .
Similarly to ␣ h , ␣ d can also be parameterized in terms of Z h and Z dr (Gorgucci et al. 1998 ) and can be written as
͑12͒ Figure 1e shows the scatterplot of (12) for widely varying DSD, and assuming for a, b, and c 3.96 ϫ 10 Ϫ6 , 1.056, and Ϫ2.912, respectively. It can be seen that the parameterization of ␣ d by (12) results in an NB of 0.1% with an NSE of 15.2%. It is obvious that this parameterization cannot be directly used because it needs attenuation-corrected Z h and Z dr values.
Development of attenuation-correction algorithms based on the self-consistency principle
In principle K dp can also be used to improve the parameterization of (7) and (12) to reduce the standard error, and such parameterizations are given by
Equations (13) describe the self-consistency of Z h , Z dr , K dp , and ␣ h (or ␣ d ). However, it is well known that the algorithms cannot be directly used due to practical considerations in computing K dp (Gorgucci et al. 2000a) and because attenuation-corrected Z h and Z dr are needed. To overcome that, the following modifications are done. Equation (13a) can be rewritten as
.
͑14͒
Integrating both sides with respect to range we get 2 ͵ r 0 r K dp ds ϭ ⌽ dp rec ͑r͒, ͑15͒
where "rec" refers to differential phase reconstructed. To implement (15) one needs to know ␣ h and unattenuated Z h , Z dr . Therefore, a preliminary estimate of attenuation and differential attenuation is made from the DPC method. Here Z dr is corrected using the relation between ␣ h and ␣ d (11). The preliminary estimates are used in the algorithm to compute the integral (15), which provides an estimate of ⌽ rec dp that is compared against the actual measured ⌽ dp profile. The difference (⌬), between ⌽ rec dp and ⌽ dp profiles, is minimized as given below: min͑⌬͒ ϭ min ͭ ͵ r 0 r ␥ h ⌽ dp rec ͑s͒ Ϫ ͓⌽ dp ͑s͒ Ϫ ⌽ dp ͑r 0 ͔͒ ds ͮ ,
͑16͒
where ␥ h is a multiplicative factor, yielding a modified ␣ h given by
There are two important points to be noted here. First, the methodology of (17) is developed such that the refinement in the estimation of ␣ h can be obtained by making an adjustment to the K dp estimate given by (14). Second, there are two factors that can result in differences between the observed and estimated profiles of ⌽ dp , namely, (i) DSD dependence as well as (ii) the drop shape model dependence. Bringi et al. (2001) address the drop shape model uncertainty by minimizing the difference between observed and predicted ⌽ dp profiles by directly adjusting a h of (6). Such an adjustment directly changes the total attenuation used in the DPC algorithm. The algorithm given by (14) will optimize simultaneously both the difference due to drop shape model as well as DSD difference. For a given measured ⌽ dp profile, the ␣ h profile estimated from a first guess will be scaled down or up by multiplying ␣ h by ␥ h . This process of correcting the profile of ␣ h can be implemented iteratively into Eqs. (14)- (17). The revised estimate of ␣ h can be used to revise the estimates of Z h and Z dr , which in turn can be used in (14)- (17) to obtain revised estimate of ␣ h . Though this process is iterative it converges very quickly, demonstrating the numerical stability of the procedure.
Extending the procedure described above to the differential attenuation, (13b) yields to a modified ␣ d given by
To use the algorithms the coefficients in (13) The behavior of these algorithms is shown in Figs. 1c and 1f, which evidence negligible scatters with NBs of 0.1% and 0.8%, and NSEs of 6.2% and 9.1%, respectively, indicting the superior performance of the algorithms.
Evaluation of the self-consistency methodology
The attenuation correction developed in this study is evaluated using X-band (9.3 GHz) range profiles generated form S-band (3 GHz) observations. This can be accomplished by simulating observations at X band based on high-resolution dual-polarization radar observation at S band. The simulation methodology is described in Gorgucci and Chandrasekar (2005) . The Sband radar data used in the analysis were colleted by the National Center for Atmospheric Research (NCAR) S-band dual-polarization Doppler radar (SPol) during the Texas/Florida Underflight Experiment (TEFLUN-B) . The test data were obtained over range profiles of 15-km length (corresponding to 100 range bins with a resolution of 0.150 km) where there was precipitation echo. A total of 10 150 profiles collected during 27 days were analyzed. To take paths with sufficient attenuation at X band only profiles that have at least 10°of increase in ⌽ dp were chosen obtaining a new subset of 4982 profiles.
a. Attenuation Figure 2a shows a typical range profile of reflectivity, differential reflectivity, and differential phase used in
the analysis. Figure 2b shows the corresponding profiles of cumulative attenuation estimation. The four profiles shown are (i) the true attenuation, and attenuation estimates from (ii) DP, (iii) DPC, (iv) the self-consistency (SC) methods. It can be seen that the SC method performs better than the other two. It was shown by Gorgucci and Chandrasekar (2005) that the DPC algorithm is slightly better than DP algorithm. Therefore, only the DPC algorithm is considered for comparison in the rest of the paper. Figures 3a and 3b show the scatterplots of true cumulative attenuation versus the cumulative attenuation estimated by both the DPC and the SC methods. The 485 profiles of Fig. 3 were collected on 29 July 1998. It can be clearly seen that the SC method performs better than the DPC method, achieving an NSE of 5.9% and an NB of Ϫ0.4%.
In the following analysis, the accuracy of specific attenuation estimates along the path is studied based on the profiles of X-band data generated from S-band observations. The specific attenuation estimates from both SC and DPC methods are studied as a function of the range over which the algorithms are applied. Figure  4a shows normalized standard error and normalized bias of the specific attenuation between the true value and the estimated values ␣ h (DPC) and ␣ h (SC) algorithms as a function of range. It can be seen from Fig.  4a , that the SC algorithm has half of the NSE of the DPC algorithm for most ranges. More importantly, the bias of the SC algorithm is negligibly small. It should be noted here that the initial guess from the DPC algorithm uses coefficients corresponding to the PB model for raindrop shape, which is the same model used to generate X-band profiles. Figure 4c shows the corresponding plots of NSE and NB for attenuation where it can be seen that SC algorithm provides significant improvement for cumulative attenuation correction.
The results of Figs. 4a and 4c show how well the SC algorithm improves attenuation correction based on physical consideration without any evaluation of the impact of measurement errors. The SC algorithm uses more measurements than DPC. It uses the full profile of Z h , Z dr , and ⌽ dp whereas the DPC algorithm uses only the profile of Z h and the ⌽ dp measurement at the last gate. Therefore, the error structure of these two algorithms will be fundamentally different. The differential phase on backscatter (␦) will also have different impact between the two algorithms because the DPC algorithm uses only one ⌽ dp measurement whereas the SC algorithm uses the full ⌽ dp profile. The differential phase on backscatter is not negligible at X band and can vary in rain from a few degrees up to 12°. The impact of differential phase on backscatter is studied, adding the FIG. 2. Example of typical range profiles of (a) radar measurements Z h , Z dr , ⌽ dp ; (b) cumulative attenuation A h and cumulative attenuation based on DP, DPC, and SC; (c) cumulative differential attenuation A d and cumulative differential attenuation based on DP, DPC, SCA, and SC. Attenuation is given by the presence of 15-km rain paths with droplets following the PB model. ␦ values to the differential phase profile. In addition, the measurement errors in Z h , Z dr , and ⌽ dp were also added. The measurement errors in the profiles of observed Z h , Z dr , and ⌽ dp correspond to random measurement errors of 1 dB, 0.3 dB, and 3°, respectively.
Figures 5a and 5c show the results of evaluation of the algorithms in the presence of both measurement errors and ␦. Figure 5a shows NSE and NB of specific attenuation as a function of the range. It can be seen that even in the presence of measurement errors the SC algorithm provides smaller bias and normalized standard error. Figure 5c shows the corresponding NB and NSE in cumulative attenuation estimates. It can be seen that the bias of SC algorithm is very small, between 2% and 7%, whereas the NSE of cumulative attenuation estimates is about 10%, demonstrating the excellent performance of the SC attenuation-correction procedure.
The self-consistent algorithm imposes the internal consistency of the specific attenuation estimates, with respect to variability in DSD as well as variability in raindrop shape model. This section evaluates the sensitivity of the procedure to variability in the drop shape model. While at this point the variability of shape model within a storm is not clearly known, the attenuation-correction process comes up with a best estimate within a ray profile optimizing the self-consistency of measurements with respect to DSD. The error structure of this process depends on many aspects such as measurement error and prevailing shape model. To evaluate the error due to drop shape variability, Xband profiles are now generated from S band using the raindrop shape model given by Andsager et al. (1999, hereafter the ABL model). The corresponding NSE as well as NB of cumulative attenuation estimates is evaluated as a function of range. Figure 6a shows the NSE and NB of cumulative attenuation estimates obtained for the SC algorithm as well as the DPC algorithm. It should be noted here that Fig. 6a is generated performing attenuation correction on X-band profiles generated from S-band measurements assuming the ABL drop shape model whereas the DPC algorithm is based on the PB model. Deterioration of the performance of the DPC as well as SC algorithms is expected. However, the analysis of cumulative attenuations obtained using the DPC and the SC methods reveals that moving from the PB to the ABL drop shape model NSE variations are on average of the same order, whereas NB variations are on average 30% greater for DCP than for SC. Thus, the self-consistency algorithm is resilient in the presence of variability in shape model. In terms of the possible variations of raindrop shape models the ABL model and the PB model are near the two ends of the mean variability. If a third model of the type suggested by Beard and Chuang (1987) , which lies in between the PB and ABL shapes, were to be the prevailing model, the performance of the algorithm were much closer to the PB. Often attenuation correction is used to obtain intrinsic reflectivity measurements to be used in many applications. Typical specifications of a radar require the reflectivity factor be obtained within 1-dB accuracy. The following analysis evaluates the percentage of corrected reflectivity that stays within 1-dB error based on the profiles of radar data. Such percentage definitely depends on the distance from the radar. Figure 7a shows that the percentage of attenuation-corrected data stays within 0.5, 1, and 1.5 dB for both the DPC and SC algorithms. It can be seen that 99% of the time the SC algorithm is able to maintain the attenuationcorrected reflectivity within 1 dB, whereas 96% of the time within 0.5 dB, at a range of 15 km. At all the other ranges the SC percentages are better than DPC ones, as shown in Fig. 7a , which synthetizes the merit of the SC algorithm. Figure 2c shows the profiles of differential attenuation estimates as well as the true differential attenuation profile corresponding to the measurement profiles of Z h , Z dr , and ⌽ dp of Fig. 2a . The four profiles refer to the cumulative differential attenuation computed using the DP algorithm: A d (DPC) and A d (SCA) are directly obtained from (11) using the attenuation estimation ␣ h (DPC) and ␣ h (SC), respectively, and, in addition, the differential attenuation estimate is obtained directly formulating the differential attenuation solution from the self-consistency principle A d (SC). It can be observed from Fig. 2c that the SC algorithm provides the best estimate of differential attenuation. Figures 3c and 3d show the scatterplots of differential attenuation estimates obtained from DPC and SC versus true differential attenuation for the profiles of 29 July 1998. It can be clearly seen from Figs. 3c and 3d that A d (DPC) presents a wide spread in comparison with A d (SC). Differential attenuation estimates A d (DPC) have a bias of 30% with a normalized standard error of 40.4%, while the self-consistent algorithm has the best performance, with a bias of 2.8% and an NSE of 8.8%.
b. Differential attenuation
In the following analysis the accuracy of differential attenuation estimates along the path is studied. The differential attenuation estimates from the three algorithms, DPC, SCA, and SC, are studied as a function of 
the range over which the algorithms are applied. The evaluation is conducted based on the profiles of X-band generated from S-band observations as previously described. Figure 4b shows the normalized standard error and the normalized bias of the specific differential attenuation as a function of the range and marks that the SC algorithm performs the best, with negligible bias and without significant range dependency of the bias. Figure 4d shows the normalized standard error and the normalized bias of the cumulative differential attenuation as a function of the range. Once again the SC and SCA algorithms provide a better performance. The higher NSE of A d (SC) below 5 km is primarily due to small differential attenuation values. It should be emphasized here that the bias of the SC algorithm is negligibly small of the order of 2%-3%.
The results presented so far show the performance of the algorithms without any consideration for measurement error. The three different algorithms studied here use different combinations of Z h , Z dr , and K dp observations in a completely different manner. Therefore, the error structure of the three algorithms is expected to be very different and also the differential phase on backscatter will have a different impact on the algorithms. The following analysis combines the impact of the measurement error and ␦. Figures 5b and 5d show NSE and NB using DPC, SCA, and SC algorithms for specific differential attenuation and cumulative differential attenuation, respectively. It can be seen that in the presence of measurement errors, the normalized standard error increases compared to the case without measurement errors, but the relative performance between the three algorithms remains of the same order. Even in the presence of measurement errors and ␦ NB of differential attenuation corrected by SC stays in 10% range, whereas NSE is also mostly within 15%.
To study the impact due to shape model variability, normalized bias as well as normalized standard error of the differential attenuation estimates are evaluated utilizing X-band profiles generated from S band using the ABL shape model. Figure 6b shows the NSE as well as NB of cumulative differential attenuation estimates evaluated as a function of the range. Again, it should be noted here that Fig. 6b is generated performing differential attenuation correction on ABL X-band observations, whereas the DPC algorithm, which is also used as initial guess for the SC algorithm, is based on the PB model. The performance of the three differential attenuation-correction algorithms is expected to be similar to those seen for cumulative attenuation correction. It can be seen from Fig. 6b that there is a range variability of the bias; nevertheless, the bias is still within 15% for the SC and within 25% for DPC algorithm. The NSE of the three algorithms demonstrates the excellent performance of SC algorithm.
Often differential attenuation correction is used to obtain intrinsic differential reflectivity measurements to be employed in many applications such as hydrometeor classification. Typically, an accuracy of 0.2 dB after the attenuation-correction process is requested for differential reflectivity measurement. The percentage of corrected Z dr that satisfies this requirement depends on the distance from the radar. Figure 7b shows the percentages of attenuation-corrected Z dr that stay within 0.1 and 0.2 dB, respectively. It can be seen that Z dr corrected with SC up to 15 km stays 98% of the time within 0.1 dB of the true Z dr and 99.9% of the time within 0.2 dB. Also shown in Fig. 7b is the corresponding performance for A d (DPC) as well as A d (SCA). In a practical attenuation-correction scenario the results shown in Fig. 7b are relevant for evaluating the success of the procedure. The excellent performance of A d (SC) indicates that the differential attenuation correction of Z dr can be applied successfully at X-band frequencies.
Sensitivity to biases in Z h and Z dr
The attenuation-correction algorithms based on ⌽ dp are immune to radar calibration error (Bringi et al. 1990) . Although the DPC algorithm utilizes reflectivity, it is only used to distribute, proportionally to a Z-A power law, the total attenuation estimate obtained from ⌽ dp along the path.
The SC algorithm enforces self-consistency of radar measurements along the path instead. The advantage of this procedure is that it eliminates absolute errors in total attenuation. At the same time the disadvantage is that absolute errors in Z h and Z dr propagate through the attenuation correction process. The SC algorithm maintains a balance by imposing the self-consistency using ⌽ dp, Z h , and Z dr , but is subject to bias errors in Z h and Z dr . The following evaluates the normalized bias encountered in the estimates of cumulative attenuation over the 15-km path due to bias errors in Z h and Z dr . Figure 8a shows the NB error as a function of bias error in Z h with the different curves indicating bias error in Z dr . It can be seen from the results of Fig. 8a that the bias in cumulative attenuation stays within Ϯ15%, assuming the bias errors in Z h and Z dr are within 1 and 0.2 dB, respectively. Figure 8b shows similar results for NSE. The SC algorithm provides improvement over the DP or DPC algorithm even in the presence of moderate bias errors in Z h and Z dr .
The evaluation of errors in the differential attenua- tion estimates due to biases in Z h and Z dr exhibits a similar behavior (not shown here) to that of specific attenuation. In fact assuming the bias in Z h is less than Ϯ1 dB and Z dr is within Ϯ0.2 dB, the normalized bias in differential attenuation stays within 15% and Ϫ9%.
Summary and conclusions
The recent advantages in attenuation-correction methodology have made X-band radar systems viable, lower-cost alternatives compared to the traditional Sand C-band weather radar systems. In this paper improved attenuation and differential attenuationcorrection algorithms developed from the selfconsistency of polarimetric radar measurements are presented. It is shown that attenuation and differential attenuation can be parameterized to the highest accuracy based on the three measurements Z h , Z dr , and K dp . However, such a parameterization is impractical to use. Instead, it is turned into a self-consistency condition that is obtained between K dp , Z h , Z dr , and specific attenuation or differential attenuation. Subsequently, the estimated K dp profile is integrated in range to build an estimated profile of differential phase, which is iteratively solved to obtain the best match to observations. The initial condition for the iterative solution is obtained from the estimates of specific attenuation profile from the differential phase constraint algorithm. The SC algorithms provide significant improvements over their initial conditions. Because the first-guess values are fairly good, the iterations converge very quickly within a couple of steps.
The self-consistency solution optimizes for the best estimate of specific and cumulative attenuation as well as of specific and cumulative differential attenuation producing highly accurate estimates. The accuracy of the SC attenuation correction is evaluated in terms of bias and standard error, and it is shown to be accurate to within 7% bias error and 10% random error. In addition, the differential attenuation correction using the self-consistency algorithm is very accurate with bias of the order of 10% and random error of the order of 15%.
The algorithms are also shown to be resilient to variability in drop shape model, which is one of their advantages. Furthermore, the attenuation correction performs well even if the reflectivity and differential reflectivity measurements are biased within limits of 1 and 0.2 dB, respectively.
The algorithms were evaluated using X-band radar profiles generated from S-band dual-polarization measurements. One of the advantages of this method is that the natural DSD variability of the dataset is maintained through the natural variability of the S-band dual polarizations, while also retaining the natural distribution of attenuation. Radar designs are often specified in terms of reflectivity and differential reflectivity accuracies. The attenuation-corrected reflectivity and the attenuation-corrected differential reflectivity measurements must satisfy those specifications. Statistical evaluation of the dataset shows that 99% of the attenuation-corrected reflectivity measurements for ranges less than 15 km stay within 1-dB error while 96% of the attenuation-corrected reflectivity measurements under 15-km range stay within 0.5-dB error, demonstrating the excellent performance of the algorithm. Similar performance is shown by the statistical evaluation of corrected Z dr measurements where 99% of the time the attenuation-corrected Z dr is within 0.2 dB of true value up to 15-km path, indicating the practical importance of the correction methodology introduced in this paper.
