Study of hypersynchronous activity is of prime importance for combating epilepsy. Studies on network structure typically reconstruct the network by measuring various aspects of the interaction between neurons and subsequently measure the properties of the reconstructed network. In sub-sampled networks such methods lead to significant errors in reconstruction. Using rat hippocampal neurons cultured on a multi-electrode array dish and a glutamate injury model of epilepsy in vitro, we studied synchronous activity in neuronal networks. Using the first spike latencies in various neurons during a network burst, we extract various recurring spatio-temporal onset patterns in the networks. Comparing the patterns seen in control and injured networks, we observe that injured networks express a wide diversity in their foci (origin) and activation pattern, while control networks show limited diversity. Furthermore, we note that onset patterns in glutamate injured networks show a positive correlation between synchronization delay and physical distance between neurons, while control networks do not.
Introduction
Epilepsy is a neurological disorder affecting close to 50 million people worldwide and is characterized by hyperactive groups of neurons acting in synchronization (Steriade 2001) . Studies of epilepsy have historically focused on cellular/molecular mechanisms at one end and systems/behavioural/cognitive dysfunctions at the other end. However, studies of epilepsy at the level of networks in a manner that can bridge the understanding gained at the two ends of the spectrum have only started recently. The development of in vitro models of epilepsy (Delorenzo et al 2007, Sombati and Delorenzo 1995) , commercial multi-electrode arrays (Potter and Nicolelis 2001) , and advances in theory of complex networks (Watts and Strogatz 1998 , Barabasi and Albert 1999 , Barabasi 2009 , Amaral et al 2000 have greatly aided the study of networks. A prominent feature of such simultaneous electrical records from multiple locations of neuronal networks in vitro is the presence of spontaneous near-synchronous network activity (Pelt et al 2004 , De La Prida et al 1998 , Kamioka et al 1996 . These epochs of synchronous activity are referred to in the literature as 'network bursts' (NBs) (Pelt et al 2004) or 'synchronous bursting events' (SBEs) (Segev et al 2004) . They can also be described as 'neuronal avalanches' (Beggs and Plenz 2003) due to their cascading patterns of firing, though in a strict sense neuronal avalanches are defined by critical dynamics (Beggs 2008) while the dynamics of NBs are not thus constrained. NBs are known to have a rich repertoire of spatio-temporal patterns (Wagenaar et al 2006) that are stable (Rubinsky et al 2008) , recurring and long lasting (Beggs and Plenz 2004) . Hence, a study of these NBs allows one to gain insights into the structure of the underlying network. Srinivas et al (2007) have analysed the structure of these NBs to detect perturbations in the network on account of glutamate injury resulting in epileptogenesis. Using a correlation-based analysis of NBs, this study hypothesized that the glutamate injured (GI) network topologies deviate from small-world topology and show more NB groups than control cultures. Kamal et al (2010) have analysed the changes in connectivity maps of GI and normal cultures, and the effect of the anti-epileptic drug, phenobarbital. Correlationbased methods can be biased by the burst intensity and duration, both of which are related to the dynamic state of the culture . Another drawback of this method is the inability to differentiate between true connectivity and correlated firing due to common input (Palm et al 1988, Gerstein and Aertsen 1985) . Furthermore, structural properties of reconstructed networks estimated by correlationbased methods can be distorted due to the fact that recorded data pertain to a small sub-network of the actual neuronal network (Gerhard et al 2011 , Lee et al 2006 , Stumpf et al 2005 . However, measured latencies between neurons are not affected by whether or not intermediate neurons are recorded. Hence, latency-based methods to study the network topology of cultures are likely to be immune to sub-sampling errors. Raichman and Ben-Jacob (2008) have proposed that repeatedly occurring activation cascades (motifs) within NBs are a robust characteristic of network activity. NBs, being expressions of stored memories or functional network wiring, are apt means for studying conditions like epileptic activity (Potter 2008) . It has been shown that the order of activation within a synchronization event is non-random, hierarchical (Eytan and Marom 2006, Buzsaki 2004 ) and deterministic (Takano et al 2012) . Hence, we were motivated to use a spatio-temporal recurring onset pattern (ROP)-based analysis to study the functional network structure of GI hippocampal cultures on multi-electrode arrays and compare the same with control networks. Temporal patterns are known to occur even with independently firing Poisson neurons (Roxin et al 2008) . Hence, we also create surrogate datasets to compare patterns obtained in real data with surrogate patterns and ascertain the statistical significance of the patterns seen in data.
Materials and methods

Animals
The ethical committee of Indian Institute of Science, Bengaluru, approved the animal experiments described in this study. Much effort was made to reduce the number of animals used.
Neuronal cell culture on a multi-electrode array
The hippocampal neurons were prepared from Wistar rats on postnatal day 2 and cultured using the following method (Srinivas et al 2007) . The hippocampi of rat pups were dissociated by treatment with 20 units ml −1 of papain in phosphate-buffered saline supplemented with 10 mM glucose at 37
• C for 30 min, and then plated onto poly D-lysinecoated glass cover slips or on a MED probe (Alpha MED Sciences, Japan), with 64 planar micro-electrodes. A small drop (20 μl) of culture medium with cells, at a density of 3.0 × 10 3 cells mm −3 (dense culture), was placed at the centre of the array covering all 64 electrodes. The dissociated neurons were cultured for 15 days at 37
• C in 5% CO 2 -95% air at saturating humidity. Half of the culture medium was renewed every 3 days. The medium consisted of Neurobasal-A medium (Invitrogen, USA) supplemented with B27 nutrients (Invitrogen, USA), 0.5 mM glutamine, 100 μg ml −1 penicillin and 100 μg ml −1 streptomycin. Biochemicals were obtained from Sigma (USA) unless otherwise specified.
Glutamate injury protocol
On day 11 in vitro, culture medium was replaced with a physiological recording solution (in mM: NaCl, 145; KCl, 2.5; HEPES, 10; glucose, 10; CaCl 2 , 2; and MgCl 2 , 1; with glycine, 2 μM; pH 7.3) in control cultures, and epileptogenic glutamate injury was induced by exposing neuronal cultures to the same recording solution supplemented with 20 μM glutamate for 10 min. Both the cultures were allowed to recover for 4 days. This treatment produced neuronal injury, as previously described (Sun et al 2001) . All exposures were performed at 37
• C in a 5% CO 2 -95% air atmosphere and terminated by three washes with recording solution and the addition of fresh neuronal feed.
Electrophysiology: extracellular spike recording using the multi-electrode array
The spontaneous activity was recorded on the 15th day after the start of the culture. The standard external bathing solution contained (in mM) NaCl, 150; KCl, 3; CaCl 2 , 2; MgCl 2 , 1; glucose, 10; and HEPES, 10 (pH 7.3). The extracellular spontaneous activity was recorded with the MED64 system (Alpha MED Sciences, Japan) at a 20 kHz sampling rate. The array consisted of 64 planar electrodes, made of indiumtin oxide and platinum black, each with a size of 50 μm × 50 μm, arranged in a pattern with inter-polar distances of 150 μm (MED-P5155). All the experiments were carried out at room temperature (25 • C).
Data analysis
Filtering raw signals, spike detection and sorting.
The electrophysiological signals from the electrodes in the multielectrode array were acquired using commercially available software (Conductor software; Alpha MED Sciences, Japan). Each channel was sampled at a frequency of 20 kHz. The raw signals were converted to comma-separated value (CSV) file format. MATLAB was used for further analysis. Lowfrequency baseline shifts in the raw signals and high-frequency noise were removed using a digital band-pass filter (25-5000 Hz). Power-line noise of 50 Hz and its harmonics were removed by a notch filter. Spike detection was performed by identifying the excursions of the absolute value of the signal beyond a set threshold. The threshold (9 ± 1μV) was calculated as multiples of the standard deviation (4.1σ ) of the signal amplitude and can be seen represented as dashed lines above and below the signal trace ( figure 1(d) ). Spike sorting was performed by principal component analysis, followed by hierarchical agglomerative clustering in the principal component space. Standard MATLAB routines from the statistics toolbox were used for clustering. All the above operations were performed for the signal acquired from each of the 64 electrodes. Assuming that each electrode records from at most 4-5 neurons in its vicinity, each valid neuron accounts for 20-25% of the spikes from an electrode if all neurons are equally active. However, since some may be less active, we require that any cluster generated by spike sorting account for at least 10% of the spikes in that channel. Clusters not meeting this criterion were not considered for further analysis. The final output of the spike detection and sorting stage is a set of spike times (one set for each sorted neuron). A sample illustration of spike detection and sorting is depicted in figure 1.
Detection and classification of NBs.
Spontaneous voltage responses recorded from cultured neuronal networks in vitro exhibit epochs of spontaneous synchronized NBs. It has been suggested that a study of the structure of these NBs may yield representations of memories stored in the neuronal networks (Potter 2008) . Although traditionally the analysis of NBs has employed methods based on correlation of burst structures (Chiappalone et al 2005 , Mukai et al 2003 , Segev et al 2004 , Beggs and Plenz 2004 , Raichman and Ben-Jacob (2008) have proposed that the analysis and classification of NBs based on the times of onset of bursting activity at various neurons is more robust. This approach is based on the premise that the duration and internal structure of a burst is influenced by the changing network dynamics, whereas the onset pattern of NBs (activation pattern of neurons in the NBs) is more intimately linked to the underlying network connectivity. Using the method for quantifying the similarity between two NBs as proposed by Raichman and Ben-Jacob (2008) , we extracted the spatio-temporal onset patterns that recurred frequently (henceforth referred to as ROPs) during a NB. The method employed was as follows.
(1) The burst detection was made frame by frame, where each frame was of duration frametime (here frametime = 1 s). (2) Each frame was split into bins of width binwidth (here binwidth = 100 ms). (3) In each frame, the bin having the highest number of active neurons was termed a NB. A neuron was deemed active in a bin if it had emitted at least one spike within the time span of the bin. This definition of NB is different from others based on neuron-spike product (Chiappalone et al 2005) and continuous periods of activity separated by silent 4 ms frames (Beggs and Plenz 2003) . Since our method only considers first spike times and disregards the rate of firing, the definition of NB also disregards measures that depend on the firing rate as shown by Chiappalone et al (2005) . Our method also considers episodes that may be as long as 100 ms and can have short periods of silence interspersed within them, unlike Beggs and Plenz (2004). Hence, our NBs are typically biased to having more neurons, resulting in much fatter tails in burst size distributions than those of Beggs (2008) (4) Exceptions were applied if the maximum number of active neurons in a bin of a frame was below minActiveNeurons (here set to 30) or if the identified NB was within minDistBetweenNBs (here set to 0) of an already identified NB. In such cases, it was deemed that no NB exists in the frame under consideration. 
(7) A similarity measure was calculated for every pair of NBs
where H is the Heaviside step function that takes value 1 if the argument is greater than 0, and 0 otherwise, 'th' (here set to 5 ms) is the threshold for a pair of active neurons to be deemed similarly positioned in both the NBs and S(b 1 , b 2 ) computes the fraction of pairs of neurons which have a similar activation pattern in the two NBs under consideration. (8) Using the matrix (1−S) as a measure of distance between any two NBs, and using a dendrogram clustering, the NBs were clustered into ROP groups. Groups containing less than 10% of the total number of NBs analysed were invalidated. Since the distance measure used for clustering is inversely related to the similarity between NBs, the NBs in a group have smaller distances and hence greater similarity as compared to NBs in other ROP groups. Greater similarity implies a higher fraction of neuron pairs with similar activation time with respect to the start of the NB, which in turn implies a similar pattern of activation of bursting. Finally, rearranged similarity matrix plots were computed where NB indices are rearranged such that NBs belonging to the same ROP group have contiguous indices. This matrix shows the efficacy of clustering. A few salient features and important terminologies related to the NB detection and classification are illustrated in figure 2.
Characterization of ROPs.
Neurons firing during an NB include neurons that are firing at fixed times in relation to other neurons and neurons that fire independently. The firing onset times of the dependent neurons together define an onset pattern. This is the characteristic pattern of a ROP. To obtain the characteristic pattern, it is required to separate out the noisy independently firing neurons. Since the position of the NB within its bin is uniformly distributed amongst any set of NBs, histograms of a neuron's onset times within a ROP is also uniformly distributed. Aligning all NBs with the centre of a bin produces histograms with a strong peak if a neuron is part of the characteristic pattern. Independently firing neurons tend to have flatter histograms with large standard deviations. Leaving out the neurons with large deviations, the mean onset times of the other neurons together define the characteristic onset pattern. An illustration of this procedure is presented in figure 3 . The details of the method are as given follows.
(1) The average value of first spike time for each NB b was computed as
where A b is the set of active neurons in NB b. Although independently firing noisy neurons can perturb the position of the average, as long as their number is small this effect is not significant. (2) The NB was aligned within the bin such that τ (b) falls at the centre of the bin. This was done numerically by recomputing the values of first spike times as
where τ a (b, n) is the first spike time of neuron n in NB b after alignment. Intuitively, this alignment procedure takes away the variation in τ (b, n) due to position of the NB within the bin. Hence, after alignment, the variation in the values of τ a (b, n) is mainly due to the statistical variation in the pattern of activation. (3) Let T M n be a random variable that denotes the firing onset latency of neuron n in ROP M. The mean and standard deviations of this random variable are estimated from available data as follows:
where |M| is the cardinality of the set of NBs belonging to ROP group M. (4) The set of means and standard deviations of the latencies of all active neurons in a ROP group characterizes the ROP group.
(5) The feature set computed above was further pruned by removing neurons whose SD T M n were above a threshold. The reasoning here was that neurons that are part of the firing chain of a NB fire at fixed times in relation to other neurons. So high variance in T M n indicated that it was probably not a part of the NB firing chain and was just a noisy neuron firing randomly. (6) To quantify the cohesiveness of a ROP, a measure of ROP strength is essential. We used the mean value of similarity between the NBs in a ROP as a measure of ROP strength:
Weaker ROPs comprise NBs that do not show a consistent pattern of activation. Hence, the similarity indices between members of the ROP become small and as a result the ROP strength becomes small. (7) Furthermore, to identify how much two ROPs have in common, a metric of cross ROP similarity is required.
Cross ROP similarity of a ROP M 1 with another ROP M 2 was quantified by the mean value of similarity between the NBs of the two ROPs normalized by the strength of M 1 :
As the definition indicates, cross ROP similarity is not commutative. Cross ROP similarity measures are very useful for identifying unique activation patterns and separating out ROPs that result from aborted or partial activations of the neurons in the NB chain. For example, a bunch of NBs that result from the activation of the early part of the NB chain will show a high degree of cross ROP similarity with the complete ROP. But the complete ROP shows low similarity with the partial ROP. of various neurons and the physical distance between them on the MEA. Both quantities were expressed as a fraction of the maximum value attained. The scatter was fitted to a straight line that minimized the sum of squared errors. Larger slopes for this straight line fit indicate an increased correlation between physical distance and difference in latencies.
Surrogate data sets.
Temporal firing patterns can also be obtained by independently firing Poisson neurons (Roxin et al 2008) . Hence, in order to attribute the presence of temporal firing patterns to the underlying network structure, it is necessary to evaluate the probability that these patterns could have arisen by chance. Deriving closed-form solutions for statistical significance of ROP strengths is non-trivial, though simple measures like the expected value may be calculated. In order to estimate the significance thresholds of pattern occurrence, Gerstein (2004) has proposed the creation of surrogate datasets where the spike times are dithered to destroy patterns and cross correlations without altering other characteristics of the spike trains like firing rate and interval structure. Here, we use a numerical simulation approach using the same philosophy. We would like to evaluate the null hypothesis that the ROPs that were seen in our experimental cultures could be the result of neurons whose first spike times in each NB are independent and identically exponentially distributed with a rate parameter λ. Surrogate data sets were created for each experimental data set as follows.
• Before creating the surrogates we first need to determine the rate parameter for the exponential distributions and these ought to be chosen to match the experimentally measured first spike latencies. While we do know the times of the first spikes in a NB, we do not know the reference time (t = 0) with respect to which the first spike latencies are to be calculated. In order to estimate the parameter λ for each data set, we note that if the first spike latencies of neurons (τ (b, i) ) are distributed exponentially with parameter λ, then the distribution of the absolute values of the difference between first spike latencies (
are also exponentially distributed with the same rate parameter λ (see the appendix for derivation). By fitting the histogram of absolute values of first spike latency differences (|L b |) of various neurons to an exponential with least sum-of-meansquares error, the parameter λ est was computed separately for each of the experimental data sets.
• Starting from the experimental data set, we throw away all spikes except the first spikes of each NB. This can be done as the ROP detection uses only first spike times for clustering and the other spikes are inconsequential.
• Now the first spike times of neurons are reassigned within the NB bin (see section 2.5.2 for bin containing NB) by sampling from an exponential distribution with rate λ est .
The surrogate creation process is depicted graphically in figure 4 .
Each surrogate data set is equivalent to the original experimental data set in the number of NBs and the subset of neurons that fire in each NB. They differ only in actual spike times. This is similar to the 'matched shuffling' technique (Beggs and Plenz 2004) , but differs in the way activity is permuted. While Beggs and Plenz (2004) permute the activity of each neuron uniformly within the active frames, we use an exponential distribution since we are only concerned with the time to first spike. All surrogate data sets were processed exactly as in the case of experimental data. Within the surrogates of the same data set, the strengths vary directly with the number of participating neurons. In order to compare ROPs with varying number of neurons, the strengths need to be normalized. The normalization factor was chosen to be a power of the number of neurons that minimized the coefficient of variation ( σ μ ) of ROP strengths. From here on all mentions of ROP strengths of either experimental data or surrogate data refer to normalized strength. Assuming the distribution of normalized strengths of surrogates of each data set to be Gaussian, the 95% (p < 0.05) confidence intervals were calculated for each experimental data set. Experimentally determined ROPs with strengths greater than the 95% confidence interval would be deemed significantly above chance and null hypothesis could be rejected.
Results
Induction of epileptogenic activity by glutamate injury was confirmed by patch-clamp recordings from individual neurons (Srinivas et al 2007) . As the experimental procedures were similar to those of Sun et al (2001) , we assume the cell loss to be about 40%. A total of 673 NBs from four GI cultures and 574 NBs from four sister control cultures not subjected to glutamate injury were analysed. All recordings were processed as described in section 2.5.
GI cultures had shorter times of activation
For every experimental data set, we created 50 surrogate data sets with the estimated rate parameter (λ est ) as described in section 2.5.4. The reciprocal of the rate parameter ( 1 λ est ) of a data set is an estimate of differences in first spike latencies of various neurons in the associated culture. The values of for control cultures were larger than that for GI cultures (see table 1) and the difference was statistically significant (Kruskal-Wallis; p < 0.05). Shorter differences in first spike latencies imply faster activation. Thus, GI cultures were found to be activated faster than control cultures.
Analysis of ROP strengths in experimental data and their surrogates
The strengths of ROPs were normalized by the number of neurons as described in section 2.5.4. This normalization allows us to compare ROPs with different numbers of participating neurons (see figure 5) .
The strength of a ROP M, i.e. ρ(M), is the average value of Raichman similarity between two NBs as defined in equation (2). In essence, the definition implies that if one were to pick any pair of NBs from M, then on the average, ρ(M) fraction of the N 2 neuron pairs have similar latency relationships in the NBs under comparison. The thresholds based on the analysis of surrogate data sets benchmark the strengths that can be expected by chance under the conditions of firing found in each culture. Since the surrogate data sets have the same number of bursts and neurons as the experimental data set (in fact they also have the same subset of neurons firing during each NB), deviations between the surrogates and the experimental data can be taken to reflect the inter-neuron timing relationships that were disrupted during surrogate creation.
A total of ten ROPs in GI cultures and seven in control cultures were identified. Six out of the seven ROPs in control cultures and nine out of the ten ROPs in GI cultures were found to be significantly above chance (p < 0.05) using the methods described in section 2.5.4. The strengths of ROPs, estimated rate parameter λ est and the thresholds for significance derived from surrogate data are indicated in table 1.
GI cultures exhibit more diversity in their ROPs as compared to the control cultures
An analysis of cross ROP similarity in control cultures shows that two out of the six ROPs have asymmetric similarities with other ROPs. ROP 1 in control-1 and control-3 has a high similarity (>0.6) to ROP 2 in their respective cultures. The corresponding similarity values for ROP 2 with ROP 1 show lower values (<0.4). Such asymmetries point to the possible presence of aborted versions of ROPs as explained in section 2.5.3. In comparison, all the cross ROP similarities for significant ROPs in GI cultures are symmetrically low (<0.5). Such low symmetric similarities indicate that ROPs are unique onset modes rather than aborted or noisy versions of other ROPs.
The same can be qualitatively understood by looking at ROP maps. ROP maps are colour-coded depictions of the location and mean onset times of each neuron during a ROP. Each coloured square represents a neuron. The position of the square in the grid indicates its position on the MEA grid. Bluer shades represent early onset, while reds indicate later onset. The maps corresponding to different ROPs show various patterns of onset, initially starting in some areas and spreading to other areas of the culture. Figures 6 and 7 depict the ROP maps of control and GI cultures, respectively. In GI cultures, the sequences exhibit large diversity (figure 7). For instance, GI-2 shows two different propagation patterns, i.e. left to right, top-right to bottom-left, while GI-3 shows three propagation patterns, i.e. synchronous, left to right and right to left. GI-4 too shows three ROPs: synchronous, bottom-right to top-left and left to right.
Physical distance between neurons in GI cultures exhibits positive correlation with their differential onset latency
Scatter plots of physical distance versus the difference in mean activation latencies were plotted for various ROPs occurring in experimental data and their surrogates as described in section 2.5.3. The slope of the best straight line approximation (in the mean square sense) of the data indicates the correlation if any between the quantities plotted. The distribution of the slopes of all the surrogates of the same data set was found to be Gaussian. The 95% confidence intervals beyond which the slopes could be deemed statistically significant (p < 0.05) were computed for each experimental data set. Based on these thresholds, one out of the six control ROPs (17%) and five out of nine GI ROPs (56%) had a significant (p < 0.05) positive correlation between physical figure 6 . Note that except for GI-1, in all other cultures, neurons from all over the culture participate in ROPs. The ROPs consist of patterns that start at a location and then spread to adjoining areas until the entire culture is covered. Also note that quite often in different ROPs of the same GI culture, spread of onset occurs roughly in opposing directions. distance and differential onset latency. A pair of sample scatters are shown in figure 8 . The values of the slopes of different ROPs and their thresholds are described in table 2. Qualitatively, these positive correlations can be noticed in the ROPs in the form of locally clustered colour zones (figure 7). It may be noted that many GI cultures show ROPs with a pattern of onset starting from one area of the culture and spreading out to cover the entire culture like a wave. In the epileptic cultures, the waves propagate without a specific preference for any direction. But the control cultures almost always activate synchronously.
Discussion
On latency-based analysis and significance of ROPs
NBs are epochs of 100-200 ms where almost the entire network shows coordinated activity, interspersed with epochs of sparse or random firing. Since the network activity almost ceases during these intervening epochs, start of a NB can be likened to a new cascade. As a result, the delays in the onset of activity in various neurons are likely to represent facets of the underlying structure . Hence, using the set of onset times in NBs as a feature vector to cluster various NBs helps in identifying repeatedly activated signal propagation modes (ROP). Our NBs are very similar to neuronal avalanches (Beggs and Plenz 2004) with large numbers of participating neurons except for some technical differences in the way they are defined. While Beggs and Plenz (2004) define avalanches as continuous periods of activity sandwiched between silent frames, we can have such silent 4 ms periods within our NBs. We also have a lower bound on the number of participating neurons in a NB. As a result of these differences, our NB-detection method neglects patterns with small numbers of participating neurons and focuses on spatio-temporal patterns that are longer and have participation from large numbers of neurons. The motivation behind this approach is that the threshold frequency of occurrence of a pattern above which it can be deemed statistically significant is lower for patterns with many neurons (Diekman et al 2009) . Hence, our method aims to concentrate on high value patterns which are likely to be significant even when they appear just a few times. Our NB definition differs from that of Chiappalone et al (2005) in that our NBs pick episodes where larger numbers of neurons fire even though they may fire only sparsely. We cluster the NBs exclusively on the first spike latency in contrast to the correlation-based clustering of Chiappalone et al (2005) , Segev et al (2004) and Kamal et al (2010) . The method used in the current study discovers unique propagation modes that cannot be derived from correlation-based clustering methods . Correlation-based methods tend to induce false connectivities between two neurons that exhibit correlated firing due to common inputs (Palm et al 1988, Gerstein and Aertsen 1985) and are affected by data recorded from sub-sampled networks (Gerhard et al 2011 , Lee et al 2006 , Stumpf et al 2005 . Beggs and Plenz (2004) have attempted to use the subset of neurons that fire to classify avalanches. But the ROPs observed in our studies show that the same subset of neurons can fire in reversed order and hence, the sequence of firing also ought to be considered to correctly discover propagation modes. By specifying a set of relative onset times, a ROP specifies an order of activation of neurons and the temporal delays involved. Although the use of such onset patterns as used in this study has been proposed , used (Rubinsky et al 2008 , Takano et al 2012 and analysed (Shteingart et al 2010) earlier, this is the first time that the statistical significance of such patterns has been evaluated using measures for the ROP strength. The strength of a ROP defined in section 2.5.3 is a measure of its repeatability. Variances in relative onset times and variations in sequences of activation both lead to decrease in the ROP strength. Different ROPs can arise as a result of (1) different subsets of neurons firing together in the NB, (2) differing sequences of latencies of bursting onset during the NB.
Since surrogates retain the subset of firing neurons in each and every NB, statistically significant differences between surrogates and experimental data lend weight to an alternate hypothesis that there is a structured ordering of firing onsets as against a randomly firing bunch of neurons. A primary drawback of our method is that it cannot directly yield representations of the underlying network, while correlationbased measures can be thresholded to yield an adjacency matrix. In this study, an attempt has been made to link the ROPs to underlying network structures using reports of activation patterns in known networks. There is also some evidence from unpublished work from our lab that ROPs can be mapped to modular and small world networks with varying values of Watts-Strogatz rewiring fraction p (Watts and Strogatz 1998) . Nevertheless, further work is required in this direction.
Network level effects of glutamate injury
To the best of our knowledge this work is the first attempt to compare spontaneous epileptic network dynamics with control networks using onset patterns and the time scales of activation.
The mean value of inter-neuron latency 1 λ est in GI cultures (9.42 ± 1.47) was significantly (n = 4; Kruskal-Wallis; p < 0.05) smaller than in control cultures (14.91 ± 2.67). Hence, the activation of the network is achieved faster in GI cultures than in control. The reduced latency in GI cultures could be due to loss of inhibition or a result of the glutamate injury-induced hyper excitability.
The number of unique and significant ROPs in GI cultures (9) is more than twice the number in control cultures (4). GI cultures showed diverse ROPs with distinct regions of burst initiation and propagation. Often, the directions of propagation in different ROPs of the same GI culture are in opposite directions (e.g., left to right and right to left; top to bottom and bottom to top). A possible reason for such diversity in ROPs could be due to burst initiation zones. Spontaneous network synchronizations in hippocampi are thought to occur due to inhibitory neurons silencing a subset of pyramidal neurons followed by a rebound excitation, starting a synchronized population burst . Burst initiation is believed to occur at local zones with high neuronal density and lower density of inhibitory neurons (Feinerman et al 2007) . The presence of multiple initiation zones is likely to be due to various local clusters taking turns to initiate the synchronized action . If these burst initiation zones are located at opposite ends of the culture, the propagation too is likely to be in opposing directions. The presence of multiple burst initiation zones in GI cultures is a possible reason for the presence of diverse ROPs. The reasons for the formation of multiple burst initiation zones are not known and further investigations are required. But some speculation based on existing literature may help set directions for future work. Glutamate injury is estimated to cause cell death to the tune of 40% (Sun et al 2001) , and hence, it can be speculated that death of inhibitory neurons in certain pockets could be a cause. The phenomenological similarity to the formation of dual epileptogenic mirror focus reported in the literature (Szente and Boda 1994 , Blume 1978 , Wilson et al 1988 , Khalilov et al 2003 gives some room to speculate about the chloride-reversal-potential-shift-induced excitatory action of GABAergic synapses as an alternate explanation for the formation of multiple burst initiation zones in GI cultures. Raichman and Ben-Jacob (2008) showed that in homogeneous cultures the number of motifs (ROPs) discovered was less than in patterned cultures with multiple modules. Hence, the presence of multiple small sub-cultures in GI cultures too could cause increased diversity in ROPs. Further work is required to investigate the possible role of these factors in increased ROP diversity of GI cultures.
Furthermore, GI cultures were more than three times as likely as control cultures (17% in control, 57% in GI) to have ROPs where neurons lying close together synchronized faster than neurons lying farther away. The reason why GI cultures exhibited an increased occurrence of such ROPs is not clear. Synaptogenesis within clusters during the 2-3 days time interval between injury and recording could be a possible cause. Furthermore, unpublished work from our lab on the mapping between ROPs and different network structures suggests that a decrease in long-range connections could cause such an effect. But further work is required to validate the hypothesis.
Conclusion
We have presented here a novel study of epileptogenic cultures based on an analysis of first spike latencies during NBs. GI cultures showed increased diversity in ROPs and patterns with fast local synchronization.
By null hypothesis in section 2.5.4 we assume that the first spike latencies (τ (b, i) ) of neurons (i) in any NB (b) are independently and identically exponentially distributed with rate λ. We now obtain an expression for the probability that the difference between the first spike latencies of two neurons i and j, i. Thus, we see that |L b | is also exponentially distributed with the same rate parameter λ. This fact can be used for calculating the rate parameter λ from the set of neuron firing times, when the starting time t = 0 is not known.
