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Implementation of open boundary problems in
photo-conductive antennas by using
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Abstract—A method to simulate an open boundary problem
within the Finite Differences Time Domain (FDTD) approach
for the emission of photo-conductive antennas is presented here.
For this purpose we use convolutional perfectly matched layers
(CPML). In these devices, the semiconductor region, where
transient currents are present in simulation time, is considered
to be an ”active” medium. This medium is extended virtually
beyond its boundaries or the computational domain limits. We
explain in this paper how to simulate the transient state of a
semiconductor in a CPML region as well as the potential of the
method developed to solve conventional practical applications.
Index Terms—Terahertz (THz), Emitters, Emitter Photo-
Conductive Antenna (E-PCA), Simulations of Open Bound-
ary Problem (OBP), Convolutional Perfectly Matched Layers
(CPML), Finite Differences Time Domain (FDTD) method.
I. INTRODUCTION
The conventional simulation techniques used in the analysis
of other radiating devices are being revisited to be adapted
for the new needs found in the terahertz regime [1], [2]. In
this work, we explain how to simulate the transient state of
a semiconductor using CPML, an essential step forward in
the simulation of an entire emitter photo-conductive antenna
(E-PCA). The simulation an entire E-PCA requires an electro-
magnetic model with multiscale features [3], [4]. Under certain
conditions, it is possible to simulate an entire E-PCA with the
FDTD method by means of a two-stage procedure. The first
stage is carried out in a truncated domain of the device (see
Fig. 1(a)) and the second one in the entire antenna (see Fig.
1(b)). The first stage output is used as the input of the second
one.
This manuscript is focused on the development of a procedure
to deal with the first stage of the simulation where Fig. 1(c)
shows the truncated part of the device under study. In doing
this we carefully deal with the calculation of the current
densities inside the CPML. We model the current densities
by using the drift-diffusion model which has a determined
applicability frame (AppF) which imposes conditions and
limitations. One of the limitations shows up when we neglect
the spatial variation of external forces. This assumption leads
to a constant electric field in the semiconductor. We take into
consideration that the applied external electric field varies
spatially; therefore, this would mean that the drift-diffusion
model falls apart, mostly at the locations where the electric
field changes abruptly. As consequence, the mesh grid size
is considerably smaller than the one needed for sampling the
maximum frequency value which we want to resolve. With
this approach we can avoid the electric field discontinuities
at some mesh nodes and in addition we have a problem with
well marked multiscale features.




























Fig. 1. a) A part of photo-conductive antenna consisting of the metal contacts
and a region of the LT-GaAs layer. b) The whole photo-conductive antenna.
c) The open boundary problem simulated in this paper. It corresponds with a
chunk of the PCA shown in the figure 1(b).
boundary conditions. At first glance the truncation method in
[2] and in this manuscript might look similar but it is quite
different from the causality point of view. In [2] the emitter
is a part of the real antenna that replaces the whole device
and this emitter part is surrounded by vacuum. Therefore, the
size of the part of the antenna simulated in [2] is close to the
wavelength of the emitted radiation, and the diffraction effects
are inevitable. That lack of causality and the diffraction effects
are clearly present in [5] where we connect two computational
domains so as to simulate the entire antenna. In this paper
we extend the size of the emitter, which is much bigger than
the wavelength by means of CPML, and also the degree of
causality is much higher than in [2].
Accounting for all these issues, the paper is divided as follows:
section II introduces the physical model, section III describes
the computational domain, in section IV we validate the
algorithms and analyze the results and finally in section V
we draw some conclusions.
II. THE PHYSICAL MODEL
To model an E-PCA looking for a reasonable trade-off
between simplicity and accuracy, we use the classical model
expressed mathematically by a set of partial differential equa-
tions where Maxwell equations are coupled with the continuity
equations. In this model, the current densities are modeled
by drift-diffusion equations following previous results from
[6], [2]. Prior to this new method we have already solved
numerically this system of partial differential equations using
FDTD [2]. Therefore, for the sake of clarity we summarize
some essential points given in [2].
A. The steady state
We obtain the steady state with the same algorithms de-
veloped in [2] and insert the steady state solution into the
CPML region. Thereby the semiconductor is placed inside of
the CPML region (see Fig. 1(c)). Moreover, the mesh size is
imposed by the dipole gap, because the maximum change of
electric potential occurs in that area. We follow a rule in order
to minimize the electric field discontinuity at the mesh nodes;
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this rule establishes that the change between two neighbor
nodes in the gap must be less than 2% of the total applied
electric potential.
B. The transient regime
The transient regime is described in two steps. In the
first step, the laser hits the semiconductor and leads to the
generation of pairs electron-hole. In the second step, the E-
PCA, due to recombination processes, radiates the rest of
energy which has not yet been radiated along the generation
(first step).
The coupled system of partial differential equations that de-
scribes the transient regime are the equations 3-6 introduced
in [7]. In [2] we solved this system of differential equations
and we introduced how to update the electric field ~E (~r, t) and
the charge concentrations p (~r, t) and n (~r, t). Here we modify
some of these expressions just at the CPML region.
The updating of the electric field components is analogous
with respect to their spatial directions and we present here,
and in section III, only the electric field updating process for























− Jsx|mi+ 12 ,j,k
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(1)





















is the current density in the X-axis direction. Jsx|mi+ 12 ,j,k corre-
sponds to equation 26 in [2], and Cax|mi+ 12 ,j,k and Cbx|
m
i+ 12 ,j,k
are defined in the expressions 33-36 in [2].
The charge carrier concentration, controlled by the continuity














i,j,k −Rmi,j,k − q−1~∇ · ~JpT |mi,j,k (3)
We omit nm+1i,j,k and p
m+1
i,j,k because its updating has been
already explained in [2]. In [2], equations 2-3 are written
in a matrix form. This compact notation does not explain
how the divergence of transient current is calculated as a
diference ~∇ · ~JnT (~r, t) = ~∇ · ~Jn (~r, t) − ~∇ · ~Jn0 (~r) and
~∇ · ~JnT (~r, t) = ~∇ · ~Jn (~r, t)− ~∇ · ~Jn0 (~r).
Inside of the CPML region we remove the source current
~Js = 0̄, transforms the total transient current ~JT (~r, t) into
~J ′T (~r, t) = (σ (~r, t) + σ0 (~r)) ~E (~r, t). However we do so
only in the Ampere-Maxwell equation, remaining the currents
~JnT (~r, t) and ~JpT (~r, t) the same in the continuity equations.
Another issue is the generation rate, there is not generation in
the CPML region G (~r, t) = 0.
When we adapt the electric field component in the X-axis
expressed by equation 1 to the new differential equations set
3-6 in [7], taking into account that we work inside a CPML
region, then, the updated electric field component of in the































therefore, we calculate them with the same expressions (33-
36) defined in [2]. The terms κyj , κzk , ΨExy |mi+ 12 ,j,k, and
ΨExz |mi+ 12 ,j,k are fully explained in the literature [8].
In the CPML region the updatimg of charge carrier concen-
tration is described by equations 2-3 but the diference is that
Gmi,j,k = 0. In addition, we have to apply Neumann boundary







where w ≡ n or p and the subscript int. means the interface
between LT-GaAs and any other media (SI-GaAs, Vacuum or
metal contacts) along the Z direction.
On the XZ and YZ geometric planes, just at the boundary
of the LT-GaAs on the outest surface of the CPML, we do
not update the transient charge carrier concentration. Hence,
n (~r, t) and p (~r, t) in all these locations are null in the entire
simulation.
III. THE COMPUTATIONAL DOMAIN
We validated the algorithms developed in the previous sec-
tion with a simulation where a large and square computational
domain (LCD) surrounded by artificial boundary conditions
Probes
Coordinates X(µm) Y(µm) Probes
Coordinates Z(µm)
1, 6, 11, 16, 21 0 0 1, 2, 3, 4, 5 −2
2, 7, 12, 17, 22 0 25 6, 7, 8, 9, 10 −1.5
3, 8, 13, 18, 23 50 25 11, 12, 13, 14, 15 −0.75
4, 9, 14, 19, 24 50 0 16, 17, 18, 19, 20 0
5, 10, 15, 20, 25 25 5 21, 22, 23, 24, 25 −0.5
TABLE I
PROBES AND THEIR COORDINATES REFERENCED TO THE ORIGIN P0 .
was considered, the same described in [2]. Illustration 2(a)
corresponds to the LCD, it has a side length of 400µm. In the
LCD we implement CPML only in the geometric XY plane.
The illustrations 1(c) and 2(b) correspond to the truncated
computational domain (TCD) taken from LCD. This square
TCD has a side length of 150µm and it is surrounded by
CPML. In both domains P0 is the origin and source of
the radiation. The positions of the truncated boundaries with
respect to the origin P0 must be such that the generation rate
reduces its value at least in 5dB with respect to the maximum
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Fig. 2. Computational domains. The upper illustrations in a) and b) show the
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(b)
Fig. 3. a) Comparison between LCD and LCD for a) hole concentration and
b) electron concentration. The relative error between LCD and TCD does not
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Pr. 16, TCD (104)
Pr. 16, TCD (104)
Pr. 17, LCD (102)
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Pr. 19, LCD (103)
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Pr. 25, LCD (103)
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(c)
Fig. 4. a) Comparison between LCD and LCD for a) Electric field component
in the X-axis, b) Electric field component in the Y-axis and c) Electric field
component in the Z-axis. The relative error between LCD and TCD does not
exceeded 5% in all cases.
value reached just at P0.
The table I contains the coordinates of probe locations in
relation to the origin P0 and specifies the coordinates for
each probe. The farthest away probe from the origin marks
the simulation duration for the LCD. The distance between
P0 and that probe is 50µm.
To avoid the measurement perturbations in the probes by the
reflected field at the boundaries, we stop the simulation at
LCD just before that event occurs. The simulation duration in
the LCD is tLCD = 1.167ps. During the simulation 5tLCD7 ,
in which we compare the measurements of the values in the
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Pro. 2 TCD (101) Pro. 16 TCD (103) 
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Pr. 9, LCD (102) Pr. 19, LCD (102) 
(c)
Fig. 5. a) Comparison between LCD and LCD for a) Magnetic field
component in the X-axis, b) Magnetic field component in the Y-axis and
c) Magnetic field component in the Z-axis. The relative error between LCD
and TCD does not exceeded 5% in all cases.
probes between LCD and TCD, we compare clean profiles of
LCD.
There is not a significant difference between the simulation
speed of the LCD and the TCD achieving similar rate of
Mcells per second.
IV. RESULTS
We have compared the electric field, the magnetic field
and the charge carrier concentration in several points of the
computational domains, between LCD and TCD, which keep
the same geometric locations from P0 in both domains. After
0.3ps of simulation, and since that time to the simulation end
in the LCD at time 1.167ps; the fields and charges recorded
by the probes in the TCD are affected by the reflections in
the CPML. That 0.867ps interval is used for the validation
of the algorithms. The simulation time for TCD is 3.3ps.
We extended the simulation during this time to be sure
that there are not numerical instabilities caused due to our
new simulation approach. Figures 3(a) and 3(b) compare the
electron and hole concentration at the probes 6-16, 19 and 20.
Figures 4(a), 4(b), 4(c) compare the X, Y and Z electric field
components. Thereby, figures 5(a), 5(b), 5(c) compare the X,
Y and Z magnetic field components.
The agreement achieved and shown in the Figures described
above is remarkably accurate.
V. CONCLUSIONS
In this work a method to simulate a semiconductor into
the CPML region is presented. We have validated the algo-
rithms developed by comparing the electric field, the magnetic
field and the charge carrier concentrations obtained by using
two different simulations approaches. These two simulations
schemes are carried out in a large computational domain,
without CPML, and in a truncated computational domain,
where there exists a clear CPML influence in the results. The
results obtained demonstrate that the method is stable, works
well and the output is reasonably accurate.
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