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ABSTRACT
This paper describes the first results obtained by implement-
ing a novel approach to rank vertices in a heterogeneous
graph, based on the PageRank family of algorithms and ap-
plied here to the bipartite graph of papers and authors as a
first evaluation of its relevance on real data samples.
With this approach to evaluate research activities, the rank-
ing of a paper/author depends on that of the papers/authors
citing it/him or her.
We compare the results against existing ranking methods
(including methods which simply apply PageRank to the
graph of papers or the graph of authors) through the anal-
ysis of simple scenarios based on a real dataset built from
DBLP and CiteseerX.
The results show that in all examined cases the obtained
result is most pertinent with our method which allows to
orient our future work to optimizing the execution of this
algorithm.
Categories and Subject Descriptors
G.2.2 [Discrete Mathematics]: Graph Theory—Graph
algorithms; F.2.2 [Analysis of algorithms and prob-
lem complexity]: Nonnumerical Algorithms and Prob-
lems—Sorting and searching ; H.3.3 [Information storage
and retrieval]: Information Search and Retrieval—rele-
vance feedback, search process
General Terms
Algorithms
Keywords
publication, citation, ranking, graph, dataset.
1. INTRODUCTION
This paper explores the implementation of existing work on
a parameterized random journey of a bipartite paper-author
graph, which was defined in [8]. We recall that the explo-
ration of a partial graph derived from this global one was
considered in past research in many papers (for instance, the
author graph in e.g. [12, 17, 9, 13, 5, 4], or the paper graph
[3, 11, 7], or a partial joint graph in [10, 16, 14, 15]).
The main focus here is to revisit the analysis of different
approaches in a more systematical way than that considered
in [8] and connect those results to the real situations that
were observed in the dataset that we built specifically for
this study.
Building a large coherent dataset for that purpose was not
straightforward: the main difficulty was to obtain the infor-
mation on the reference (or citation) list of a paper, even if
there are many public information such as Google Scholar,
because of the legal issue related to web site crawling.
In Section 2, we recall briefly the algorithm that is studied
and will be compared to other metohds. In Section 3, we de-
scribe how the dataset was built for this evaluation. Finally,
Section 4 illustrates and compares different approaches by
outlining major tendencies but also by pointing out several
specific cases where the ranking differs between our algo-
rithm and another method.
2. MODEL
In this paper, we revisit the ranking algorithm proposed
in [8]: as in [8], we give here a description of the algorithm
based on the random walk point of view for a better intuition
and clarity. We recall that the algorithm definition and the
way the algorithm is solved are two different problems. In
this paper, the random walk approach is used to obtain the
score of each node (paper or author): as for the classical
PageRank problem, we could have used any other approach
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such as a power iteration, but such a consideration is out of
the scope of this paper and will be studied in a subsequent
paper.
2.1 PIRA algorithm
The main ideas of [8] is to use the PageRank extension in
the bipartite graph of author and paper nodes where the
notion of what we call here p-weight and c-weight has been
implicitly used.
2.1.1 Probability weight
Probability weight (p-weight) is a property associated to an
edge for deciding the probability that this edge is chosen
when the surfer arrives at its origin node. For example, in
Figure 1, when the surfer arrives at the node A, he has a
probability 2/3 to go to C, and 1/3 to go to B. The value
of the property p-weight is therefore relative, i.e. it is only
useful when placed with other edges: if a vertex v has only
one outgoing edge, then the probability of choosing this edge
when a visitor arrives at v is always 1 (conditional to the
damping probability).
Figure 1: Edge probability weight
In the author paper graph, this p-weight of an edge from an
author a to a paper p may be represented as proportional to
the time he spent to write p: if p is written by three authors,
then this value is 1
3
. More generally:
pWeight(e) =
1
nbAuthors(p)
where e is an edge linking an author to one of his paper p,
and nbAuthors(p) is the number of co-authors of p.
2.1.2 Counter weight
In the original PageRank, when arriving at a vertex v, we in-
crement the counter counter(v) by one. A property that we
call counter weight (c-weight) can be associated to an edge
which decides the quantity of increment when the surfer ar-
rives at its end using this edge:
counter(v) = counter(v) + cWeight(e)
where e is an edge pointing to v.
The c-weight of an edge e from a vertex A to a vertex B
represents the weight that A gives to B. For instance, if we
want that a paper does not receive any score from its author
(which can be considered as a self-evaluation), the c-weight
of an edge linking an author to a paper may be set to 0:
cWeight(e) = 0
where e is an edge linking an author to one of his papers.
Because the counter weight effect is not propagated through
the links, this can be seen as a reweighted score of the eigen-
vector (limit) obtained in the case where all c-weights are
equal to one.
2.2 Pseudo code
The pseudo code below follows closely the flow execution of
the algorithm proposed in [8] as PR-G.
The restarting weight is added to counter(v) where v is the
vertex from which the visitor starts/restarts the random
walk. The cite weight, wrote weight, isWrittenBy weight are
the c-weights associated to the cite, wrote and isWrittenBy
edges respectively. The methods a2p, p2p and p2a stand
for the jump from author to paper, paper to paper and pa-
per to author respectively. In a2p, the visitor picks a paper
by taking into account the p-weight defined in Section 2.1.1.
df stands for the damping factor (df = 1 − d is the proba-
bility that the reinitialization is triggered), and theta is the
probability that the surfer follows a citation link when he
arrives at a paper (otherwise an isWrittenBy link is chosen).
init_all()
choose a type: author or paper
if (author) choose randomly an author a
a2p(a , restarting_weight)
else choose randomly a paper p
p2p(p, restarting_weight)
a2p(author, weight)
add weight to author
if (df) init_all()
else pick a paper p of a
if (p exists) p2p(p, wrote_weight)
else init_all()
p2p(paper, weight)
add weight to paper
if (df) init_all()
else pick a cited paper p’
if (p’ exists)
if (theta) p2p(p’, cite_weight)
else p2a(p, cite_weight)
else init_all()
p2a(paper, weight)
add weight to paper
if (df) init_all()
else pick randomly an author a of p
if (a exists)
a2p(a, isWrittenBy_weight)
else init_all()
main()
init_all()
3. DATASET
3.1 Construction phase
In order to validate/evaluate our approach, we built a dataset
of the author-paper graph from DBLP [2] and CiteSeerX [1,
6] as follow:
• [Starting point] we parsed an XML file of DBLP con-
taining 980680 papers and 679282 authors to create an
initial author and paper sets (at this point the graph
contains only wrote edges);
• [Crawling links] from the 980680 papers of DBLP, we
crawled the CiteSeerX website to get information on
the citation list of each paper (cited by): from this we
got only about 7% successful answers (the rest is not
found) amounting to 67772 papers;
• [References outside DBLP] the dataset has been com-
pleted with papers (and authors) that cite the 67772
papers.
Figure 2: Dataset building process
The result of the above process is a dataset of 246039 au-
thors (73241 from DBLP) and 281207 papers (67772 from
DBLP). In the following, while running the ranking algo-
rithm on the 246039 + 281207 = 527246 nodes, the ranking
results are only shown for those in DBLP because the au-
thors and papers outside DBLP have no incoming citation
links. We could have iteratively crawled to get the citation
list of the papers outside DBLP, but this would have re-
quired an exponentially increasing data collection time and
we estimated that the amount of data already collected was
sufficient to illustrate several real-life scenarios.
3.2 Dataset statistics
This subsection provides some statistics on the dataset that
was constructed as described above.
The average number of publications for authors from DBLP
is 6.95 whereas it is only 1.7 for authors outside of DBLP.
Figure 3 shows a logscaled comparison of the repartition of
the number of publications per author for authors inside
and outside of DBLP. Note that the first 9 authors outside
DBLP with over hundreds of publications are actually pars-
ing errors from the CiteSeerX dataset (such as: et al., Ph
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Figure 3: Number of publications per author
D, Student Member, etc.). Because we do not rank those
authors we preferred at first to leave them since they repre-
sent a known lack of information in our dataset (which we
may decide to correct at a later time).
The average number of co-authors per paper is similar for
both DBLP and non DBLP papers (≈2.85). Figure 4 shows
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Figure 4: Number of coauthors per paper
a logscaled comparison of the repartition of the number of
co-authors per paper inside and outside of DBLP. Note that
the paper from DBLP with 102 authors is in fact some kind
of compilation of many scientists’ work.
The total number of citation links in our dataset is 631113,
of which 121688 are citations between papers both in DBLP
(the rest being citations from outside DBLP to a paper in
DBLP: by construction we cannot have a citation towards a
paper outside DBLP). Figure 5 shows the number of outgo-
ing citations from papers inside and outside DBLP (with no
surprise the non-DBLP line stays above the DBLP one); we
also included in the figure the incoming citations line (which
makes sense only for DBLP papers by construction).
3.3 Data validation
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Figure 5: Number of citations per paper
The process of building a clean dataset is in fact not ob-
vious: in particular, we encountered the very well known
problem of the author name disambiguation. This problem
may be partially solved by assuming that an author is likely
to cite his own papers and based on the co-authorship infor-
mation: for instance, if a paper A of an author J. YYY cites
a paper B of John YYY, we may assume that the author of
paper A is John YYY. Also, when J. YYY and John YYY
have a common co-author, we may also assume that J. YYY
is John YYY for the co-authored papers. Unfortunately for
other papers which did not meet one of the above conditions
we cannot assume that J. YYY is John YYY, therefore our
dataset still contained many ambiguous authors (with ini-
tials) which we preferred to leave as it is in order not to
introduce false authorships (i.e. when in doubt we preferred
to have duplicate authors rather than merging two actual
distinct authors into one).
As pointed out, such disambiguation methods are far from
being enough, but such a consideration is out of the scope
of this paper.
4. EVALUATION
4.1 Notation
In order to compare the proposed solution to existing mea-
sures, several theoretical scenarios are considered. Those
scenarios are also found in our database, which shows that
those scenarios are not only fictive ones. The following no-
tation will be used:
• Pub. of an author: the number of publications of the
author;
• Cit. of an author: the number of times his papers
have been referenced;
• Hind of an author: the H-index;
• PR-A of an author: the PageRank score of this author
on the author graph;
• PR-P of an author: the PageRank score of this au-
thor resulting from the paper graph (i.e. each author
receives the fraction of the PageRank score of his/her
papers corresponding to an even distribution among
each paper’s authors);
• PIRA of an author: the score of this author in the
PR-G algorithm.
Note that there are in fact many possible ways to implement
the PageRank variants on the author graph. In this paper,
we considered the one derived from PIRA when constraining
the random walk on the paper graph following the citation
link exactly one time.
4.2 Preliminary analysis
In this section we will comment some general impact of the
ranking differences due to the limited dataset information,
which may be seen as a boundary impact.
4.2.1 The weight of external papers
In our dataset, about 70-75% papers/authors are external
(i.e. outside dblp), therefore their impact on the ranking
score is dominant. This may result in limited differences
when considering variants of ranking algorithm, in particular
because the random walk path is not deep enough.
4.2.2 Missing data on the referenced papers list
Because we had only a subset of the scientific literature and
also because of the way we constructed our dataset, the av-
erage number of references to another paper in our dataset
is only slightly over 2 (see also Figure 5), whereas the ac-
tual number of references per paper is usually in the 10-30
range (only 4188 papers in our dataset have more than 10
references to other papers in our database, they represent
less than two percent of the total number of papers).
We suspected that having only a single or two outgoing cita-
tion links was going to introduce bias in some cases and this
is why we implemented a minimum citation count vari-
able to simulate a minimum number of outgoing references
and therefore dilute the chances to pick a specific paper (the
only one available) when following the citation link (when a
”fake” paper is chosen, we restart the random walk from any
paper in the dataset).
We have run our PIRA algorithm with the variable min-
imum citation count set to 0 and then to 10 and com-
pared the results. As we suspected, about 20 percent of
papers ranked in the top one percent with the variable set
to zero were ranked out of the top one percent when this
variable is introduced and set to 10.
We then investigated a few examples of papers which were
ranked significantly lower when setting the variable mini-
mum citation count to 10.
For example author 15510 (Gilles Brassard) was ranked 159
without minimum citation count and went down to rank
960 when imposing a minimum of 10 references per paper.
Figure 6 shows all the papers written by Gilles and their ci-
tation links among themselves. Two things stand out in the
Figure 6: Author 15510 and self-citation
figure: Gilles wrote a decent amount of papers (his publica-
tion score is 41) and most of his papers cite a previous paper
of his (only nine papers did not cite other papers - they are
not displayed in this figure). When not imposing a minimum
amount of references it is obvious that each time we end up
on one of his paper and choose to follow the citation link we
will have no choice but to jump to another one of his paper,
thereby mechanically increasing its PIRA score. But this is
not quite enough to explain the drastic difference in ranking:
a closer inspection into which papers most influenced Gilles’
score shows that one paper 15508 (The quantum challenge to
Structural Complexity) had the most influence on his PIRA
score and paper 15508 itself inherited most of its score from
paper 86162 (Quantum complexity theory - which cites only
two papers, the other being also written by Gilles) which in
turn inherits it from paper 86399 (A fast quantum Mechani-
cal Algorithm for Database Search - which cites only 86162),
the latter two papers having a PIRA ranking of respectively
42 and 41. This chain of citations is heavily diluted when
introducing a minimum citation count of 10 (because two
citation jumps will decrease the probability by two orders of
magnitude) and this explains most of the ranking difference.
Another example which corroborates the fact that an indi-
rect citation chain is the major factor for the down-ranking
caused by minimum citation count is author 30803 (Takuo
Watanabe, whose rank goes from 177th down to 2030th)
which has a much more modest publication score of 11 and
which also inherits most of its score from a single paper
30802 (Hybrid Group Reflective Architecture for OO Con-
current Reflective Programming) which is cited by two well
ranked papers:
• 52911 (Aspect-Oriented programming) with a PIRA
rank of 28, and which only cites 3 papers from our
dataset;
• 30772 (An Overview of AspectJ) with a PIRA rank of
32 and which also cites only 3 papers.
Note that when comparing PIRA with PR-P (cf. section
4.4.2), we have set minimum citation count to 0 because
we did not have the equivalent parameter on the existing
PageRank implementation that we used.
4.3 Global comparison
In this section, we address a global comparison of ranking
methods. Figure 7 shows the difference in percentage of the
X best ranked authors w.r.t. the number of publications.
The ranking by the number of publications is probably the
measure which differs the most to all others: it is likely to
be directly proportional to the quantity of effort spent by an
author. We can observe that the differences are more visible
with PR-A, Cit and PIRA which are intuitively the most
qualitative ones. We see that PR-P is the closest (below top
15%): this can be explained by the fact that with PR-P each
published paper has a minimum score, therefore the score of
an author is above a linear function (before normalization)
w.r.t. the number of publications.
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Figure 7: Comparison of x best ranked w.r.t. Pub.
Figure 8 shows the same comparison but this time w.r.t. the
number of citations: we can see that PR-A is the closest to
citations based ranking: the explanation is that PR-A ex-
plores the paper citation links only once between authors
who cite without the score inheritance between authors dis-
tant by more than one citation relationships: as a conse-
quence, the ranking is close to the local counter of the num-
ber of citations.
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The fact that in both cases (Figure 7 and Figure 8) the best
ranked authors are less differentiated between different ap-
proaches is mostly due to the graph property (Zipf/power
law type links distribution, cf. Figure 5) of the dataset:
there are authors who will be in the top 1%, 2% etc what-
ever the measure (authors having a lot of publications and
citations). Note also that by definition, the difference on the
top 100% is always equal to 0.
4.4 Specific cases comparisons
4.4.1 Citations count vs PIRA ranking
In order to evaluate the ranking differences among authors
between citations count and PIRA, we constructed a file
containing the first thousand DBLP authors ranked with ci-
tations count and compared their rank in PIRA. See Figure
9 where the x-axis is the citations count ranking and the
y-axis is for each author the difference between its citations
rank and its PIRA rank.
What we did was then to identify points which would stray
far from the mass and investigate the rank difference.
We started by identifying author 70411 which had a citation
rank of 167 and a PIRA rank of 1613. A short investigation
showed that most of its rank was inherited from paper 83130
which has 570 citations in our dataset. Interestingly enough
this paper was co-authored by eight authors which are all
outlined in Figure 9 because of their ranking differences be-
tween citations count and PIRA, which can easily be ex-
plained by the fact that in PIRA the weight of this paper
will be divided evenly between the eight authors whereas ci-
tations count will freely distribute all this paper’s weight to
all its authors (in fact it can be noted that some of these au-
thors received citations only for this paper, and still ranked
316th and 317th with citations count!).
-2000
-1500
-1000
-500
 0
 0  100  200  300  400  500
Ci
tR
an
k 
- P
ira
Ra
nk
Citation rank
authors of 83130
Figure 9: RankcitationCount − Rankpira
Another point that stood out was author 11409 which is
ranked 390 positions higher with PIRA than with citations
count, this is caused by the fact that his main paper 74463
(of which he is the unique author, which helps rank him
higher in PIRA compared to multiple authors of a paper
with the same citation rank) was cited by a number of papers
that were themselves quite cited (100+ times each), among
which is 74457 written by author 34024 who is also well-
ranked (both PIRA and citation) and which cites only two
papers.
This illustrates clearly the impact of the recursive score in-
heritance of the PageRank approach which does not exist
with local counters such as citations count, which brings us
to the comparison of PIRA with PageRank applied on the
papers graph (PR-P).
4.4.2 PR-P vs PIRA ranking
As in the previous section we have plotted the first thousand
ranked papers with PR-P against the rank difference with
PIRA (see Figure 10). This helps to quickly identify papers
whose rank is greatly modified by the algorithm change. A
first remark on Figure 10 is that most anomalies correspond
to a case where the rank with PIRA is significantly worse
than with PR-P.
-2500
-2000
-1500
-1000
-500
 0
 500
 0  200  400  600  800  1000
Pr
pR
an
k 
- P
ira
Ra
nk
papers PRP rank
case A
case B
case C
case D
2708 701331
2017
7372340 468869
89733
276174
86133
5802891 4211 8 1
40773
219327554 4807623 99
69178
3949373611
8 0619658513118
6 998
6 03254 96981 166 980723
94117
7
76 75
1 6903221
74300
86482
3246
8790
98699
402
0 2
80669
7453193
81393
87945
80590162291164 9
91358
31 4
76749
7619317 40
333 264402
8 488
80670
2 0
4304686399
8315796939 58
30889
80159
8 27183127
86198
1156
974
805514 696
865708759
6 58
89771
74376
8 184
345402 3386491
46565
857618
0192
74 70
847
55431
6 1 4
16929
8322754999
33989 857
29550
8 399026601
93443
80606
74 65
55454
783 5
954711325
80282160
17193
0514
66990
0 44
80182
45788
43202
74240
69265
8062413
73413
84 5
48772
81327
8004
1 909
43031
0934
86607
91209
3383
120
55403
19280
82579
83130
80878
96 2
9446
81625
6 58
10973
5 3 6
1784
742435 100
1121
0475
8 920
8726980
70323
30772
89712
81493
30710
21235
6508
80217
81237
80 9
73340
1 97
80770
68987
84478
38679
48750
4106
62 868 124 294
3 007
8 543
86374
70894
950
81142
80710
19948
68746
48868
7066380883
217
58291
80573
81698
74084
0876
66027
425
8402
1287
25617
08 1
0 07
692
57885
69685
76468
49032
74029
3283
76453
80597
2 1
4257177171
81372
7926
43183
74699
81652
49151
82874
15653
73726
19122
55380
73370
84057
82039
16403
0976
8 616
80559
2514
86378
81744
86168
81394
87954
67056
93446
25698
9 11
80524
55577
86018
66 94
80139
4903994153155082
75
89692
74064
1851
81126
17169
73 458 718
85478
18989801 7
1295986424
54946
74343
19 37
2748
14309
2 845
44798
83240
74280
9891
89995
84059
9855
89161
096
1842
848 8
80107
17149
58048
342693499
913106509
13548
8 55
7414
55245
8 731
93961
79919
19949
94 3373498
80763
9630
66760
86146
6 993
74407
19 94 006
66035
86686
86487
12255
20062
21259
19945
76046
83114
86553
9746
7 274
74329
86043
30759
91831
70669
89630
85511
81551
7 425
28950
48965
57034
86492
80168
41436
1977
69117
7826709 9
91229
81342
17176
9 72855636831 3
21814
808251840
33946
69112
40722
74372
69193
459
43230
80547
89827
21420
84602
80 99
505
2 062
3222
862611886
45880
10971
79940
83187
86574
80532
73 06
86644
86323
21787
55296
63873
27215
86262
89781
68800
39163
14243
13627
21307
89800
46639
93 07
40743
59 02
44886
55094
68989
83334
49 09
6882
864891545
69510
200458 581
488104648280668
94223
30387
47797
95542
682335 1821379
83731
39187
2 2790 26
66582
508
2450
3004
3250
81188
19881
52 68
4 284
25355
81481
16910
40828
93219
94010
935 0
73977
74448
80222
21361
9033
13574
48902
57708
15560
1250
0951
80150
94089
40826
29989
6455
29884
74373
86608
84639
61566
55399
86433
1 382
81758
4449
68798
44380
47717
750502965
707323958
74307
8030
8 341
7326089889
1025
94078
16808
659
94152
21132
81678
81383
80857
89913
89192
80249
70893
80256
2999 46
3048
43032
1 93
7374021951
79 02
48758
74276
93435
91172
40668
91257
70656
88944
81670
80245
59175
66641
73436
80706
81558
67011
68837
55410
457
86288
57924
73358
90680
87099
82602
2026
69240
30642
54927
83383
18311
82124
5684
49102
83267
91366
15493905
7 0
73334
86107
73415
93657
74345
80267
73835
20303
48966
695
49077
93264
78314
90659
80208
73714
7439969456
13132
13434
42528
98241
51662
74463
54802
80534
90063
43392
2539930703
2186
78726
80237
23829
81020
55628
34562
106817
74208
48798
21526
74351
49291
476
099296
52623
080
20116
64703
86645
76178
91225
80656
83 63
76180
70937
89222
282781852
29919
75346
6648219996
83223
74318
17273
43104
73946
106539
73474
70890
2683
21 9
23772
2592
66115
20027
86440
68834
76873
94190
83121
93250
759
72104
3060
59152
80219
93492
21494
8 133
135
74362
73857
2967
51928
21653
47 97
6785
8813
8 141
67032
83119
55542
3285
8 392
81248
8 262
86097
80521
73877
45932
80275
33876
4715
81431
89770
80221
93936
83209
73829
23093
86647
77934
91261
73733
2139
86126
43150
84611
29506
66764
51385
83143
29100
40551
34730
74366
69515
85581
93498
30551
25946
21208
3196
44309
15642
80124
38600
83322
80571
69672
28 57
81358
5 090
68879
66679
13356
86658
90039
73259
73333
34143
6289
69119
19025
84052
81115
93700
2719
86509
80133
28888
58318
54770
18348
83262
58085
68974
80281
83165
55063
89863
70730
86667
93595
57519
70949
40842
83335
80744
72424
82544
86301
43945
69071
81833
43152
73399
51990
43309
6293
70757
74794
69706
67469
9180
51600
29877
69789
73488
70 12
12665
7
21632
21582
78529
34642694 987010
69303
44237
44466
67070
61559
74053
3031
13114
69043
81444
81420
2050
7445450340
77214
3140
46612
93483
55656
408
82420
74135
49278
8067870879
21357
1802
89846
66533
85229
94033
75471
83742
8859
58404
86549
69346
4239
261
93871
70559
93710
69819
35350
33191
30702
39763
80140
2480
87400
29833637486455
44937
39742
74125
27680
29293856
65008
60559
20113
60710
64638
73348
29557
81329
51605
21619
58110
7685
70745
19993
83158
18266
963
67002
74423
93646
13323
29899
86117
93735
29710
52569
66119
2992
80189
91447
42526
80747
511
81928
83255
37473
57721
96826 51
46477
45565
2724
89938
43400
73988
21084
24076
58286
70888
80697
4 239
62541
83204
74015
3197
68749
74306
95920
8086021 16
106063
2710
94241
3815
740142 85
57217
82666
74339
60510
45798
74026
14670
84056
73954
54837
57991
64709
81236
72459
3286
972
17665
88823
9 21
3122
81553
89670
8134
21395
6371
82
22130
18268
84519
18265
91205
93739
15613
80592
20494
81499
83308
61177
8165964706
80238
23159
37476
89867
87644
73441
1843
75014
87093
83328
56854
70744
7029248746
68493
68841
2477
1653
91598
81839
61403
57181 9
80991
79650
14242
0106
6876
82448
48646
91371
22075
73416
21353
3146
2250
31125
86087
32143
22882
74391
52572
60555
57590
7215
93943
7843
13440
73950
18476
29523
91550
57 16
89915
82460
38598
57754
21355
86518
69474
53976
74653
73830
17468
20810
21735
19682
80545
66666
86129
2333
81723
81709
15706
Figure 10: Ranking difference PRP-Pira
When picking a paper among the anomalies and using our
specifically built graphical tool (see Figure 11) to investigate
the reasons behind the ranking difference, we have always
found that at least one other paper was involved in the rank-
ing difference and this is why we grouped papers by pairs
(cases A, B, C and D) in Figure 10.
All the papers which strayed from the mass in Figure 10 have
the particularity that they cite a paper which cites them-
selves back. Although counter-intuitive (a paper should only
be able to cite papers from the past), we have found many
examples of this, confirmed by manually visiting CiteSeerX’s
website, usually because a revised paper X will have cited a
paper Y which cited an earlier version of X. Because most
cases found in the anomalies are similar (citation loop be-
tween two papers), we will explain the difference using case
A.
As can be seen in Figure 11, the structure consists of two
papers citing each other (and citing no other papers): 17176
(A Computational Model of Teaching) and 17149 (On the
Complexity of Teaching, of which a preliminary version ap-
peared in the Proceedings of 4th Annual Workshop of Com-
putational Learning Theory) and which are both cited by a
relatively small (14) number of papers. What happens intu-
itively with PageRank on the graph of papers is that once
the random surfer arrives on one of these 16 papers (the
aforementioned fourteen plus our two PR-P inflated ones)
it will then be trapped and jump only between paper 17176
and 17149 (until the damping factor takes effect), thereby
artificially incrementing those two papers’ scores.
Figure 11: Use-case A in detail
What happens when we introduce the random walk on the
bipartite graph (authors+papers) is that we move from a
paper to to an author with probabilty 1− theta (usually 0.3
in our executions) and once on an author the next jump will
be uniformally chosen among its publications, and Figure 11
clearly shows that 3 of the 4 authors have 30+ publications
each, thereby removing the trap that existed with PR-P.
4.5 Generic comparison
4.5.1 Paper quality
The number of publications measure does not take into ac-
count the paper quality (the notion of quality is approxi-
mate, since we first need to define a pertinent ranking for
papers, then a quality paper will be a highly ranked one.
For now, a paper is considered of quality if it is cited by an
important number of papers): an author who has written
a referential paper is less ranked than another who wrote
two unknown papers (this can happen with old time, classic
authors who published in general less than the actual ones.
This could be due to the lack of information we have about
ancient journals or conferences).
In our database, we have found (see Table 1) two authors
who illustrate the above scenario: one publishes a lot but
receives nearly zero citation while the other wrote only one
high quality paper.
4.5.2 Number of co-authors
With the publication and citation measures, the number of
co-authors (of the measured author) is not taken into ac-
count. A person who writes single-handedly his paper is
considered equal to one who published a paper with 10 other
persons.
Figure 12: Paper quality. With Pub., A1 is less
ranked than A2.
Table 1: Quality of paper
ID Name Pub Cit PRA PIRA
20 Dorothy E. 1 313 63.748 59.942
Denning
40152 Pedro 21 1 0.077 0.331
Cabalar
4.5.3 Quality of citing papers
With the publication, citation and PR-A measures, the qual-
ity of citing papers are not taken into account: a citation
from a famous paper is considered the same as a citation
from an unknown paper.
In our database, we have also found two authors who repre-
sents the above scenario: both publish just one paper which
receives each just one citation, but the quality of the citing
paper is very different: one receives 16 citations, the other
has just one citation. As we can see on Table 2, only PIRA
produces a good ranking.
Table 2: Quality of citing papers
ID Name Pub Cit PR-A PIRA distant
citations
85366 Soe 1 1 0.338 0.816 16
Myat Swe
103666 Carlo 1 1 0.41 0.443 1
Jelmini
4.5.4 Effect of self-citation
In the publication and citation measures, the effect of self-
citation is not taken into account. By writing a lot of papers,
each one referencing the previous ones, an author can have
a rather high ranking.
In our database, we have also found two authors who rep-
resent the above scenario: one publishes several papers and
receives only citations from papers written by himself, the
other author publishes less, receives three times less citations
but all of them come from exterior papers (which reveals a
more legitimate impact).
Figure 13: Number of co-authors. With publication
and citation measure, A1 and A4 are equally ranked.
Figure 14: Quality of citing papers. With citation
and publication measure, A1 and A2 are equally
ranked.
4.5.5 Summary
The summary of what features a measure does or does not
take into account is proposed in Table 4.
5. CONCLUSION
In this paper, we revisited a global bipartite graph based
ranking algorithm for jointly ranking papers and authors
and compared this ranking mechanism to existing metrics
through simple and generic cases to illustrate the improve-
ments brought by this type of ranking: a real dataset was
built from DBLP and CiteseerX to illustrate the results and
to show how this global bipartite graph approach has the
advantage of being qualitatively more relevant.
Future work will focus on improving the algorithm in terms
of performance to obtain a significantly faster ranking com-
pared to existing methods.
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