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Abstract
We give an elementary method, hidden in a theorem of abstract algebra, for constructing
integral dependance relations. We apply this method in order to give a constructive proof of a
theorem of Kronecker. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 13B21; 03F65; 13F30
0. Introduction
In this paper all rings are commutative with unity.
We continue here the work using the philosophy developed in papers [2,4,6–10].
Let us recall the following theorem due to Kronecker (cf. [5,3]).
Theorem (Kronecker). Let A be a commutative ring and inside A[X ]
f(X ) =
∑
i
fiX i = g(X )h(X ) =
(∑
j
gjX j
)(∑
k
hkX k
)
:
Then each gjhk is integral over the ring generated by the fi’s.
Here are two interesting corollaries.
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Corollaries
(a) Let A be a normal ring; K its total quotient ring; and f(X )∈A[X ]. Assume that
f(X ) = g(X )h(X ) in K[X ] and that the A-module generated by the coe8cients
of h contains 1. Then g(x)∈A[X ].
(b) Let A be a Pr9ufer ring; g(X ); h(X )∈A[X ] and f(X ) = g(X )h(X ). The product
of the ideals generated; respectively; by the coe8cients of g and those of h is the
ideal generated by the coe8cients of f.
Kronecker’s theorem, (or some variants), is needed for some constructive treatments
of divisor theory (cf. [5,11]). A constructive proof by Hurwitz is given in [5]. It would
be also interesting to study the variants contained in [11].
In [3], this theorem is proved in an explicit way by using an abstract non-constructive
proof and by making a suitable transformation of the proof. Using Corollary 4:7 in [4],
it is also possible to transform the abstract proof in order to give a constructive one.
In the two cases, this transformation of an abstract proof in an explicit computation is
directly inspired by logical methods. This is elegant, but not so easy to understand.
We present here another method, which has close relations with the two previous
ones. This method is purely algebraic. Perhaps it gives less head ache.
1. The principle of the method
We consider a subring A of a ring B and an element x of B. We search for an inte-
gral dependance relation for x over A. The usual classical abstract argument uses a valua-
tive criterion. One considers an arbitrary homomorphism ’ : B→K where K is a valued
Geld, V being its valuation ring, with ’(A) ⊂ V , and one shows that these hypotheses
imply ’(x)∈V . The valuative criterion allows us to conclude that x is integral over A.
In the case where B is an integral domain, the valuative criterion can be expressed
in the following form: the intersection of valuation rings of Frac(B) containing A is
equal to the integral closure of A in Frac(B).
The idea of our method is the following one. We examine carefully the classical
proof, and we consider the valuation ring V as an ideal object, which helps our steps.
We replace ideal computations inside V by concrete computations inside suitable ex-
tensions of A. Indeed we see in the classical proof that certain computations can be
made inside V by applying the principle: ∀; ∈K such that =1;  is in V or  is
in the maximal ideal of V . This principle is always applied to elements ,  that are
given by the proof itself.
We repeat the same proof, and we replace each disjunction
“ is in V or  is in the radical (the maximal ideal) of V ”;
by the consideration of two new rings C1 = C[] and C2 = C[]1+C[], where C is
some extension of the ring A, previously computed when following the proof step by
step. So
“ is in C1 and  is in the radical of C2”:
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When the initial proof is unfolded in such a way as a tree, we have constructed at the
end a Gnite number (Gnite since the proof is Gnite) of extensions Ai. Over each Ai the
integral dependance relation is constructed. And the method of construction of the Ai’s
allows the gluing of these “local” integral dependance relations in a “global” integral
dependance relation over A.
In fact, in order for everything to run well through our successive extensions of
the ring A, we need a new category, slightly diKerent from the category of commuta-
tive rings. We want an element we have forced to be in the radical never to go out
of the radical when making a new ring extension. In this “good category” (from a
computational point of view) objects are pairs (A; J ) where A is a commutative ring
and J is an ideal contained in the radical of A, and arrows from (A; J ) to (A′; J ′) are
homomorphisms f : A→ A′ such that f(J ) ⊂ J ′. We Gnd usual rings when J =0 and
local rings with local morphisms when A is local and J is the maximal ideal.
Such a pair (A; J ) can be seen as an incomplete speciGcation for a local ring AP
where P is a maximal ideal of A.
In this paper we use pairs (A[1; : : : ; n]; 〈1; : : : ; m〉). These pairs could be seen as
incomplete speciGcations for valuation rings of K containing A.
Nevertheless, there is no need to use the good category explicitly and we work with
a simpliGed version, suMcient to run a constructive proof.
In all papers of the series “Hidden constructions in abstract algebra” (Constructions
cachNees en algOebre abstraite) we use the idea of replacing abstract objects by incom-
plete speciGcations of these objects. For the existence of abstract objects, some use
of nonconstructive devices is needed. Nevertheless, classical proofs that use these ab-
stract objects can be reread as concrete proofs about incomplete speciGcations of these
objects.
In this paper the method can also be seen, in fact, as a complete explicitation of
computations that are used implicitely in the method of dynamical evaluation given
in [4].
2. Gluing integral dependance relations
The “good category” leads to the following deGnition.
Denition 1. Let J be an ideal in a subring A of a ring B and x∈B. We say that x is
integral over (A; J ) when we have an integral dependance relation
(1 + j)xn+1 = a1xn + a2xn−1 + · · ·+ anx + an+1;
where j∈ J and all ai ∈A.
Let us remark that x is integral over A with the usual meaning if and only if it is
integral over (A; {0}) (or over (A;Rad(A))) with the meaning of the above deGnition.
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Symetrically, x is integral over the pair (A; J ) iK it is integral over the ring A1+J with
the usual meaning.
The concrete content of the valuative criterion can be found by a close inspection
of any proof of this criterion, and is given by the following theorem. This theorem
allows us to work with the method explained in the Section 1.
The proof uses the resultant of two univariate polynomials. Once more, this shows
that “Neliminer l’Nelimination” is a very bad idea.
Theorem 2. Let J be an ideal in a subring A of a ring B and x∈B. Let ; ∈B such
that  = 1, if x is integral over (A[]; JA[]) and over (A[]; A[] + JA[]) then x
is integral over (A; J ).
Proof. We write the hypotheses, and we Gnd the conclusion by eliminating  and .
Let us see more precisely how this computation works. The fact that x is integral over
(A[]; JA[]) corresponds to an integral dependance relation
a(; x) = (1 + j1())xn + an−1()xn−1 + · · ·+ a1()x + a0() = 0; (1)
where j1 has coeMcients in J and a0; : : : ; an−1 have coeMcients in A. Let s be a bound
on the degrees.
The fact that x is integral over (A[]; A[] + JA[]) corresponds to an integral
dependance relation
b(; x) = (1 + j2 + bm())xm + bm−1()xm−1 + · · ·+ b1()x + b0() = 0; (2)
where j2 ∈ J and b0; : : : ; bm−1; bm are polynomials in  of degrees 6 r and have
coeMcients in A. We multiply (1) by s in order to eliminate  and we obtain
c(; x) = (s + j3())xn + c1()xn−1 + · · ·+ cn−1()x + cn() = 0; (3)
where j3 has degree 6 s and coeMcients in J and c1; : : : ; cn have degrees 6 s and
coeMcients in A. Now we see the LHS in (2) and (3) as polynomials in  whose
coeMcients are polynomials in x. So (2) is rewritten
d(x; ) = dr(x)r + dr−1(x)r−1 + · · ·+ d1(x) + d0(x) = 0; (4)
where d0; : : : ; dr have degrees 6 m and coeMcients in A and
d0(x) = (1 + j2)xm + d0;m−1xm−1 + · · ·+ d0;0; j2 ∈ J:
In a similar way (3) is rewritten
e(x; ) = es(x)s + es−1(x)s−1 + · · ·+ e1(x) + e0(x) = 0; (5)
where e0; : : : ; es have degrees 6 n and coeMcients in A,
es(x) = (1 + j3; s)xn + es;n−1xn−1 + · · ·+ es;0; j3; s ∈ J
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and for l¡s
el(x) = j3;lxn + el; n−1xn−1 + · · ·+ el;0; j3;l ∈ J:
In the ring A the T -polynomials d(x; T ) and e(x; T ) have a common zero , so the
resultant (w.r.t. T ) is zero (since it annihilates the vector (1; ; : : : ; r+s)). The resultant
is the determinant of some Sylvester matrix: its pattern is (r + s) × (r + s), its Grst
r columns are Glled with the coeMcients of e(x; T ) and the s last ones with those of
d(x; T )

es(x) 0 · · · · · · 0 dr(x) 0 · · · 0
... es(x)
. . .
...
... dr(x)
...
. . .
...
. . . 0
e1(x) dr(x)
e0(x)
. . .
...
...
. . . es(x) d1(x)
...
. . .
... d0(x)
0
. . .
...
. . .
...
. . .
. . .
...
. . .
...
0 · · · 0 e0(x) 0 · · · 0 d0(x)


:
When we express this determinant we get a polynomial h(x) of degree 6 rn+ sm with
coeMcients in A. The coeMcient hrn+sm of xrn+sm may be viewed as a sum of two terms.
The Grst one is the leading coeMcient inside the product es(x)rd0(x)s (given by the
diagonal of the matrix). The second one is a sum given by the non-diagonal products.
As the only non-zero product using all the es(x) on the diagonal is the product of all
diagonal elements, any other non-zero product contains at least one el(x) with l¡s,
and this el(x) has its coeMcient of degree n in J . So this coeMcient hrn+sm is equal to
hrn+sm = (1 + j3; s)r · (1 + j2)s + j4 = 1 + j
with j4; j∈ J . We are done.
3. Constructive rereading of the abstract proof of Kronecker’s theorem
Hurwitz has given a constructive proof of Kronecker’s theorem (cf. [5]). We are
interested here by the constructive deciphering of the abstract proof (the usual one
today).
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This abstract proof is the following one. One considers the case where the gj’s and
hk ’s in Kronecker’s theorem are independent variables, the degrees of g and h being
Gxed (m and n). One considers A = Z[fi], B = Frac(Z[gj; hk ]). One shows that each
gjhk is integral over A by showing that it is in all valuation rings V of B containing A.
So one considers the following index j0: gj0 divides all the gj, but no gl with l¿j0
divides gj0. In other words
∀j 6 m gj=gj0 ∈V; ∀l¿j0 gl=gj0 ∈mV :
In a similar way one considers the index k0 such that
∀k 6 n hk=hk0 ∈V; ∀l¿k0 hl=hk0 ∈mV :
We get gjhk ∈ gj0hk0V for all j; k. We let i0 = j0 + k0 and we write
fi0 = gj0hk0 +
∑
j0¡l6m
glhi0−l +
∑
k0¡l6n
hlgi0−l = gj0hk0 (1 + ")
where "∈mV . This implies that (1+") is a unit. As fi0 ∈V we get gj0hk0 ∈V , which
ends the proof.
It is now easy to decipher constructively this proof by using Theorem 2. We want
to show that gjhk is integral over (A; {0}). In the abstract proof, the determination of
indices j0 and k0 is made by using many times the axiom
if  = 1 then  is in Vor  is in mV ;
where  is some gj=gj′ or some hk=hk′ .
E.g., with n = 3, in order to Gnd the good gj0 , and denoting x 4 y for x divides
y (y=x∈V ) and x ≺ y for x divides strictly y (y=x∈mV ), we shall make the following
disjunctions:
First disjunction. 0: g0 ≺ g1 or 1: g1 4 g0.
Branch 0. 00: g0 ≺ g2 or 01: g2 4 g0.
Branch 00. 000: g0 ≺ g3 (Gnal result g0) or 001: g3 4 g0 (Gnal result g3).
Branch 01. 010: g2 ≺ g3 (Gnal result g2) or 011: g3 4 g2 (Gnal result g3).
Branch 1. 10: g1 ≺ g2 or 11: g2 4 g1.
Branch 10: 100: g1 ≺ g3 (Gnal result g1) or 101: g3 4 g1 (Gnal result g3).
Branch 11: 110: g2 ≺ g3 (Gnal result g2) or 111: g3 4 g2 (Gnal result g3).
We look at this search of indexes j0 and k0, and each time that the axiom is used,
we replace a pair (ring, ideal)
(A[1; : : : ; r]; 〈i1 ; : : : ; is〉)
by two pairs
(A[1; : : : ; r ; ]; 〈i1 ; : : : ; is〉) and (A[1; : : : ; r ; ]; 〈i1 ; : : : ; is ; 〉):
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This gives a tree. At each node there is an extension of (A; {0}). At the root there is
(A; {0}). At each leaf there is a pair
(A[gj=gj0 )06j6m; (hk=hk0 )06k6n]; 〈(gl=gj0 )j0¡l6m; (hl=hk0 )k0¡l6n〉):
For a pair (A′; J ) that corresponds to such a leaf, we have
fi0 = gj0hk0 +
∑
j0¡l6m
glhi0−‘ +
∑
k0¡l6n
hlgi0−l = gj0hk0 (1 + ");
where "∈ J . This is in fact a (very simple) integral dependance relation of gj0hk0 over
(A′; J ) since Z[fi0 ] ⊂ A ⊂ A′. Since all the gjhk are in gj0hk0A′ they are all integral
over (A′; J ).
Now, considering two given indexes (j; k) we see we have constructed an integral
dependance relation for gjhk over each pair (ring, ideal) at all the leaves of the tree.
Using Theorem 2 systematically we glue all these integral dependance relations and
we get the integral dependance relation of gjhk over (A; {0}).
4. Gluing integral dependance relations and valuative criterion
Now we show that Theorem 2 (we recall it here), is closely related, in classical
mathematics, to the valuative criterion (we recall it here).
Theorem 2. Let J be an ideal in a subring A of a ring B and x∈B. Let ; ∈B such
that  = 1, if x is integral over (A[]; JA[]) and over (A[]; A[] + JA[]) then x
is integral over (A; J ).
Theorem 3 (Valuative criterion). Let J be an ideal in a subring A of a ring B and
x∈B. Then x is integral over (A; J ) if and only if for all homomorphism ’ : B → K
in a valued :eld K such that ’(A) ⊂ V and ’(J ) ⊂ mV we have ’(x)∈V .
This valuative criterion is in classical mathematics an immediate consequence (via
the completeness theorem of GQodel, which is a consequence of Zorn’s lemma and third
excluded principle) of Proposition 4:14(c) in [4]. This proposition implies indeed as
a particular case the following fact: the dynamical evaluation of the triple (J; A; B) as
(mV ; V; K) (in a valued Geld) shows that x∈A if and only if x is integral over (A; J ).
Proof that 3 implies 2. Let us assume that x is integral over (A[]; JA[]) and over
(A[]; A[] + JA[]) as in the hypotheses of Theorem 2. Let ’ : B → K an arbitrary
homomorphism in a valued Geld K such that ’(A) ⊂ V and ’(J ) ⊂ mV .
We have ’()’() = 1 in K , so ’()∈V or ’()∈mV .
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In the Grst case, since x is integral over (A[]; JA[]), ’(x) is integral over (’(A[]);
(J )’(A[])), so it is a fortiori integral over (V;mV ), so it is in V .
In the second case, the same reasoning shows that ’(x) is integral over (’(A[]);
’()’(A[]) + ’(J )’(A[])), so it is a fortiori integral over (V;mV ).
So the valuative criterion applies, and x is integral over (A; J ).
We need Zorn’s lemma in the reverse way.
Proof that 2 implies 3 when B is a domain. It is suMcient to consider the case where
B is a Geld. Let x be an element of B such that it is not integral over (A; J ). Let us
consider the couples (A′; J ′) where A′ is a subring of B containing A, J ′ is an ideal
of A′ containing J and x is not integral over (A′; J ′). This set is not empty since it
contains (A; J ). It has a natural order given by
(A′; J ′)6 (A′′; J ′′) if and only if A′ ⊂ A′′ and J ′ ⊂ J ′′:
By Zorn’s lemma, there exists a maximal pair (V;m) in this set. Let us show that
V is a valuation ring of B and m is its maximal ideal. Let ∈B; =1=. We want to
show that ∈V or ∈m.
Since x is not integral over (V;m), Theorem 2 gives
x is not integral over (V []; mV []) or x is not integral over
(V []; V [] + mV []):
Since the couple (V;m) is maximal, it is equal to one of the above. This means that
∈V or ∈m.
Finally, let us remark that GQodel’s completeness theorem does not use the full
strength of the Third Excluded Principle and Choice. In the case of formal theories
with a countable presentation, it can be easily seen that GQodel’s completeness theorem
is a consequence of a combination of countable choice and of the non-constructive
principle LLPO, meaning that each real number is ¿ 0 or 6 0 (see e.g. [1]).
5. Conclusion
Our constructive proof is obtained by a simple rereading of arguments inside an
abstract proof, without adding any new ingredient. Using this rereading method gives
a priori less algorithmic eMciency than in other constructive proofs. Our method has
not been thought of in order to give good algorithmic bounds. It has been thought of
in order to bring good news: abstract methods in algebra are in fact constructive.
We think that this kind of method is able to realize a kind of Hilbert’s program for
large parts of abstract algebra: giving constructive semantics for abstract objects and
getting constructive proofs for concrete results when they are obtained through abstract
non-constructive methods.
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In this paper Gnite extension-trees of the pair (A; {0}) constitute the constructive
semantics for the consideration of all valuation rings inside the quotient Geld of A.
The deciphering of the abstract proof is based on Theorem 2 which is the constructive
form of the valuative criterion. And the constructive proof of this theorem is hidden in
any abstract proof of the valuative criterion. So the constructive proof is really hidden
in the abstract one.
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