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Abstract
This study presents new analytic approximations of the stochastic-alpha-beta-rho (SABR) model. Unlike
existing studies that focus on the equivalent Black–Scholes (BS) volatility, we instead derive the equiva-
lent constant-elasticity-of-variance (CEV) volatility. Our approach effectively reduces the approximation
error in a way similar to the control variate method because the CEV model is the zero vol-of-vol limit of
the SABR model. Moreover, the use of CEV volatility has the effect of imposing an absorbing boundary
condition at the origin and thus provides small-time asymptotics for the mass at zero. The numerical
results compare favorably with the BS volatility approximations in terms of the approximation accuracy
and no-arbitrage region.
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1. Introduction
The stochastic-alpha-beta-rho (SABR) model proposed by Hagan et al. (2002) is one of the most popular
stochastic volatility models adopted in the financial industry. Its commercial success is due to a few
factors. The model is intuitive and the parameters are parsimonious. It provides a flexible choice
of backbone, the volatility smile dynamics under the spot price variation. Most importantly, Hagan
et al. (2002) provide an analytic approximation of implied Black–Scholes (BS) volatility in closed form
(hereafter, the HKLW formula), from which traders can readily convert to the option price using the BS
formula.
The HKLW formula is an asymptotic expansion valid only for a small time-to-maturity (up to the
first order in time) and a near-the-money strike price. Several authors have attempted to improve the
HKLW formula. Based on the results of Berestycki et al. (2004), Ob lo´j (2007) corrects the leading order
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term of the HKLW formula. Henry-Laborde`re (2005) derives the same leading order from the heat kernel
under hyperbolic geometry. Paulot (2015) further provides a second-order approximation accurate in a
wider region of strike prices, although the second-order term requires numerical integration. Further,
Lorig et al. (2015) obtain implied BS volatility up to the third order in time, which is valid near the
money. A more accurate solution of the SABR model, however, requires large-scale numerical methods
such as the finite difference method (Hagan et al., 2014; Park, 2014; von Sydow et al., 2018), continuous
time Markov chain (Cui et al., 2018), multidimensional numerical integration (Henry-Laborde`re, 2005;
Islah, 2009; Antonov et al., 2013; Korn and Tang, 2013), and Monte-Carlo simulation (Chen et al., 2012;
Cai et al., 2017; Choi et al., 2019).
By nature, analytic approximation methods suffer two important drawbacks when the parameters or
strike price go beyond the comfort zone of the concerned method: non-negligible price error from the
true value and the occurrence of arbitrage opportunity. Nevertheless, these methods are still attrac-
tive to practitioners because they are fast and robust. Practitioners need to compute the prices and
Greeks of thousands of European options (or swaptions) frequently during trading hours. The calibra-
tion of the model parameters to the observed volatility smile also requires fast option evaluation because
the parameters must be found using iterative methods. The numerical methods mentioned above are
computationally intensive and slow to use for those purposes.
Fortunately, the errors in analytic approximations are not a significant issue for those who primarily
use the SABR model to price and manage the risk of European options. Specifically, the model parameters
should first be calibrated to the market prices of the options at several liquid strike prices near the money.
Then, the calibrated model is used to price the options at other strike prices. In this sense, the SABR
model serves as a tool to interpolate (or extrapolate) the volatility smile, meaning that the true option
value of the model is less critical.
Arbitrage under the SABR model occurs because the analytic approximations do not impose a
boundary condition at the origin, as those methods use the small-time asymptotics of the transition
density, which do not feel the boundary. The SABR process has a non-zero probability of hitting zero
for 0 < β < 1, and an absorbing boundary condition should be explicitly imposed at the origin for
0 < β < 1/2 for the price process to be a martingale and arbitrage-free. For this reason, the analytic
approximations exhibit arbitrage opportunity in a low-strike region. The arbitrage outbreak is still an
important concern to options market makers; savvy hedge funds can exploit them by purchasing a but-
terfly option with a negative premium. To avoid such trades, market makers carefully keep track of
the lower bound of the arbitrage-free region (and often patch a different arbitrage-free model below the
bound). Therefore, the degree of arbitrage should be a performance measure for testing newly proposed
analytic approximations, as in Ob lo´j (2007), as much as the approximation error.
We contribute to the SABR model literature by proposing new analytic approximations that are more
accurate and have a wider arbitrage-free strike region than existing studies. We derive the equivalent
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volatility under the constant-elasticity-of-variance (CEV) model, from which the option price is computed
with the analytic CEV option price formula (Schroder, 1989). We provide two formulas for the equivalent
CEV volatility as spin-offs from existing studies. The first one (Theorem 1) is obtained by following the
approximation method of Hagan et al. (2002). The second one (Theorem 2) is simplified from Paulot
(2015)’s original CEV volatility formula.
Our CEV-based approach is motivated by the simple intuition that the SABR model should converge
to the CEV model when the volatility of volatility (vol-of-vol) approaches zero. Such motivation for
using the CEV model is not novel in the SABR model literature. Yang et al. (2017) show that the CEV
option price (with the initial SABR volatility used as CEV volatility) is a good approximation in certain
parameter ranges and is, naturally, arbitrage-free. The practical use of the result, however, is limited
because the parameters related to the volatility process (i.e., vol-of-vol and correlation) are ignored in the
approximation and only one degree of freedom is left to fit the volatility smile. Our work extends Yang
et al. (2017) as our CEV approximations have full dependency on the SABR parameters. Paulot (2015,
§3.6, 4.5) also discusses the equivalent CEV volatility as an alternative to BS volatility and outlines the
derivation. The emphasis, however, is placed on BS volatility. The CEV volatility approximation is not
tested numerically. Further, there is no discussion about the implications such as the mass at zero. In
short, the advantage of the CEV approach has not thus far been explored. We fill this research gap by
advocating the use of CEV volatility for the SABR model.
The numerical results show that our CEV-based approximations are more accurate than the corre-
sponding BS-based methods from which they stem. In particular, the presented CEV approaches are
more accurate when the initial volatility is large. This finding complements Paulot (2015)’s refinement,
which makes the approximation more accurate for large vol-of-vol. Having both advantages, the second
CEV approximation based on Paulot (2015) performs best among all the methods over a wide parameter
range. In the numerical test for comparing the degree of arbitrage, the second CEV approximation also
performs best among all the methods in that arbitrage starts to appear at the lowest strike price.
Surprisingly, the projection of the SABR model to the CEV model has the effect of imposing an
absorbing boundary condition at the origin because the CEV price formula assumes the same boundary
condition. Our CEV approximations have finite CEV volatility at a zero strike, making them capable of
implying the probability of hitting the origin. The mass-at-zero approximation in a closed-form formula
(Theorem 3) shows excellent agreement with the numerical results and is consistent with the exponentially
vanishing asymptotics in small time (Chen and Yang, 2019). Existing estimations for the mass at zero
either work on the uncorrelated case (Gulisashvili et al., 2018) or require numerical integration (Yang
and Wan, 2018). Even if the mass at zero from our CEV approximations is less accurate in large time or
vov-of-vol, our CEV approximations are internally consistent with the model-free smile shape determined
by the (possibly incorrect) mass at zero (De Marco et al., 2017). This finding explains why our CEV
approach has a wider arbitrage-free region.
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The remainder of this paper is organized as follows. Section 2 reviews the SABR model and ex-
isting BS volatility approximations. Section 3 derives the equivalent CEV volatility and mass-at-zero
approximation. Section 4 presents the numerical results. Finally, Section 5 concludes.
2. SABR model and analytic approximations
In this section, we introduce the SABR model and review various analytic approximation methods for
the equivalent BS volatility in the order of increasing accuracy. Rather than simply repeating existing
results, we reorganize the formulas in an insightful way, which leads to our new approach in Section 3.
2.1. Model and standardization
The stochastic differential equation (SDE) for the SABR volatility model (Hagan et al., 2002) is given
by
dFt
F βt
= σt dWt,
dσt
σt
= ν dZt, and dWt dZt = ρ dt, (1)
where Ft and σt are the processes for the forward price and volatility, respectively, ν is the vol-of-vol,
β is the elasticity parameter, and Wt and Zt are the standard Brownian motions (BM) correlated by ρ.
Let T be the time-to-maturity of the option; then, the SABR model is fully specified by the parameter
set: {F0, σ0, β, ρ, ν, T}. To simplify the notations, we also denote
β∗ = 1− β and ρ∗ =
√
1− ρ2.
In order for the process to have a unique solution, an explicit boundary condition has to be specified for
0 < β < 1/2 and it has to be an absorbing boundary condition for the price process to be a martingale and
arbitrage-free. The absorbing boundary condition is also implicitly imposed for 1/2 ≤ β < 1. Therefore,
the SABR model has a probability mass at the origin for 0 < β < 1 similar to the CEV model. For the
avoidance of doubt, no boundary condition is necessary for β = 0 (the normal SABR model) and the
price can freely go to negative.
We first standardize the SDE to not only simplify the notations but also help with the intuition and
numerical implementation. In particular, we standardize the price, strike, and volatility by their typical
scales:
ft =
Ft
F0
(f0 = 1), k =
K
F0
, and σˆt =
σt
σ0
(σˆ0 = 1).
The SDE with standardized variables is given by
dft
fβt
= α σˆtdWt,
dσˆt
σˆt
= ν dZt, where α =
σ0
F β∗0
.
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Here, standardized volatility2, α, is the initial volatility of the standardized price ft around f0 = 1.
Indeed, the formula for α is a quick way of converting CEV volatility σ0 to BS volatility α from αF0 =
σ0F
β
0 . Since f0 = 1, α also serves as an approximation of normal and CEV volatility. As it turns out,
α is the 0-th order of the equivalent volatility of the SABR model in all the base models we consider:
BS, normal, and CEV. In the rest of this paper, we use standardized variables, k and α, in the volatility
approximations. In particular, the equivalent volatility (and its error) is presented as a ratio to α. If
σ(k) is the equivalent volatility in the standardized scale (i.e., strike price k and f0 = 1), volatility in
the original scale, σ′(K), can be converted using
σ′(K) = F 1−β
′
0 σ(k), (2)
where β′ is the elasticity parameter of the base model of the equivalent volatility (e.g., β′ = 1 for the
BS model, β′ = 0 for the normal model, and 0 < β′ < 1 for the CEV model). For BS volatility, the two
are same.
We can further reduce the dimension of the parameters by introducing a time scale. There are two
choices of time scale: T or 1/ν2. Accordingly, the parameter set is reduced to {α√T , ν√T , β, ρ} and
{ν/α, β, ρ, ν2T}, respectively. While the two parameter sets are equivalent, the first set better suggests
the patterns of the asymptotic expansion of T ; for example, we expect each order of T in a small-time
expansion to be accompanied by α2, αν, and ν2.
2.2. HKLW formula of Hagan et al. (2002)
In the original paper, Hagan et al. (2002) derive the equivalent BS volatility using the singular pertur-
bation in the limit of a small time-to-maturity and a near-the-money strike price. They first derive the
equivalent normal volatility of the SABR model as (Hagan et al., 2002, Eq. (A.59))
σn
α
=
β∗(k − 1)
kβ∗ − 1 H(ζ)
(
1 + hn T
)
for ζ =
ν
α
k − 1
kβ/2
, (3a)
where
hn =
β2∗ − 1
24 kβ∗
α2 +
ρβ
4 kβ∗/2
αν +
2− 3ρ2
24
ν2. (3b)
Here, the function H(z) is defined in a chain as below3:
H(z) =
z
x(z)
, x(z) = log
(
V (z) + z + ρ
1 + ρ
)
, and V (z) =
√
1 + 2ρz + z2. (4)
2This should not be confused with the notation of other studies (Hagan et al., 2002; Ob lo´j, 2007; Paulot, 2015), where
α is defined as initial volatility, α = σ0.
3The function x(z) can be equivalently defined as
x(z) = log
(
1− ρ
V (z)− z − ρ
)
= − log
(
V (z)− z − ρ
1− ρ
)
.
While the expression in Eq. (4) is used by Paulot (2015), the alternative expression, in the form of −x(−z), is used by
Hagan et al. (2002, 2014) and Ob lo´j (2007).
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We use the dummy variable z here because the functions will also be used with arguments other than
ζ. The function H(z) should be evaluated as 1 at z = 0 in the numerical implementation. This is from
Taylor’s expansion of 1/H(z) near z = 0:
1
H(z)
=
x(z)
z
= 1− ρ
2
z +
3ρ2 − 1
6
z2 − (5ρ
2 − 3)ρ
8
z3 + · · · , (5)
which is used later.
To obtain the equivalent BS volatility, Hagan et al. (2002) also derive the equivalent normal volatility
of the BS model with volatility σbs as a special case of the SABR model (i.e., β = 1 and ν ↓ 0) (Hagan
et al., 2002, Eq. (A.63)):
σn
σbs
=
k − 1
log k
(
1− σ
2
bs
24
T
)
, (6)
where log k appears as the limit of (kβ∗ − 1)/β∗ as β∗ → 0. Then, Eqs. (3) and (6) are equated to solve
for σbs up to O(T ):
σbs
α
=
β∗ log k
kβ∗ − 1H(ζ)(1 + hbs T ), (7a)
where
hbs ≈ hn + σ
2
bs
24
≈ β
2
∗
24 kβ∗
α2 +
ρβ
4 kβ∗/2
αν +
2− 3ρ2
24
ν2. (7b)
Here, σbs in Eq. (7b) is replaced by the leading order approximation of Eq. (7a) near k = 1,
σbs ≈ β∗ log k
kβ∗ − 1α ≈
α
kβ∗/2
.
The approximation comes from the expansion (Hagan et al., 2002, Eq. (A.68b)) near k = 1,
kβ∗ − 1
β∗
=
kβ∗/2
β∗/2
sinh
(
log kβ∗/2
)
= kβ∗/2 log k
(
1 +
β2∗
24
log2 k +
β4∗
1920
log4 k + · · ·
)
. (8)
Further applying this expansion to β∗ log k/(kβ∗ − 1) and ζ, we finally arrive at the well-known HKLW
formula (Hagan et al., 2002, Eq. (2.17)):
σbs
α
=
H(ζ ′)
kβ∗/2
1 +
(
β2∗
24 kβ∗ α
2 + ρβ
4 kβ∗/2αν +
2−3ρ2
24 ν
2
)
T
1 +
β2∗
24 log
2 k +
β4∗
1920 log
4 k
for ζ ′ =
ν
α
kβ∗/2 log k, (9)
where H(·) is defined in Eq. (4).
2.3. Corrected leading order term of Ob lo´j (2007)
We first define q and z as
q =
∫ k
1
k−βdk =

kβ∗ − 1
β∗
if 0 ≤ β < 1
log k if β = 1
and z =
ν
α
q. (10)
Let us also separately define q (and z) for the two special cases of β = 0 and 1:
qn = k − 1
(
zn =
ν
α
qn
)
and qbs = log k
(
zbs =
ν
α
qbs
)
. (11)
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Therefore, z → 0 in the zero vol-of-vol limit (ν ↓ 0) and z = q = 0 at the money (k = 1).
Based on the results of Berestycki et al. (2004), Ob lo´j (2007) corrects the leading order term H(ζ) of
Hagan et al. (2002) by replacing ζ with z. After the correction, the equivalent normal and BS volatilities,
Eqs. (3) and (7), respectively become
σn
α
=
qn
q
H(z)(1 + hn T ) and
σbs
α
=
qbs
q
H(z)(1 + hbs T ), (12)
where hn and hbs are unchanged as defined in Eqs. (3b) and (7b), respectively. Both qn/q and qbs/q are
numerically evaluated as 1 at k = 1.
We briefly explain the variable z in this correction. With the scaled time, s = t ν2, the SABR SDE
is equivalently stated as
ν
α
dft
fβt
= σˆtdWˆs,
dσˆt
σˆt
= dZˆs for t =
s
ν2
, (13)
where Wˆs is a standard BM rescaled from Wt by Wˆs = (1/ν)Wsν2 (same for Zˆs). The variable z is
the Lamperti transformation,
zt =
ν
α
∫ ft
f=1
df
fβ
=
ν
αβ∗
(fβ∗t − 1),
evaluated with ft = k. Indeed, both ζ and ζ
′ are approximations to z near k = 1.
We deliberately denote the new state variable by the same z as the dummy variable in Eq. (4)
because z is the correct variable for the functions in Eq. (4). In the rest of this paper, we often omit
the argument z from the functions for the sake of concise notations (e.g., H = H(z), x = x(z), and
V = V (z)), unless otherwise stated.
2.4. Improved normal volatility approximation of Hagan et al. (2014)
While the HKLW formula, Eq (9), is widely used as the final outcome of Hagan et al. (2002), the normal
volatility approximation, Eq. (3), is also popular among practitioners in fixed income trading, for which
the SABR model was originally proposed. In fixed income trading, normal volatility is preferred to BS
volatility for quoting and managing the risk of swaptions. Moreover, the normal volatility formula is
considered to be more accurate because it avoids an extra step of approximating BS volatility.
In a follow-up paper, Hagan et al. (2014, Eqs. (14)–(16)) present an equivalent normal volatility
improved over Eq. (3):
σn
α
=
qn
q
H(z)
(
1 + hn T
)
, (14a)
where q, z, and qn are from Eqs. (10)–(11), H(z) is from Eq. (4), and
hn = log
(
kβ/2
q
qn
)
α2
q2
+
ρ
4
kβ − 1
k − 1 αν +
2− 3ρ2
24
ν2. (14b)
This new approximation not only adopts the correction of Ob lo´j (2007) in the leading order but also
further refines the first-order term, hn. Rather than deriving the equivalent BS volatility, Hagan et al.
(2014) promote using the normal model (Bachelier, 1900) with this normal volatility to obtain the
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option price. If needed, implied BS volatility can be quickly inverted from the price using an accurate
approximation such as Ja¨ckel (2015).
In particular, the normal SABR (β = 0) was a popular model choice to allow a negative interest
rate (Antonov, 2015) when the interest rate hovered near zero after the global financial crisis in 2008.
From both Eqs. (3) and (14), the normal volatility approximation of the normal SABR model is given
by
σn
α
= H(zn)
(
1 +
(
2− 3ρ2
24
ν2
)
T
)
. (15)
Here, several observations should be made. For the normal SABR model, the equivalent normal volatility
is a natural choice. Using the equivalent BS volatility would be non-sensical because it restricts the price
to be non-negative, contradicting the motivation for choosing β = 0. The leading order term is simply
H(zn), meaning that the zero vol-of-vol limit is correct; σn → α as ν ↓ 0. Moreover, Eq. (15) does not
have a divergence issue at k = 0 unlike the general case, Eq. (14b). These observations are generalized
to 0 < β < 1 in our CEV approach in Section 3.
2.5. Refined first-order term of Paulot (2015)
Using the heat kernel expansion of hyperbolic geometry, Paulot (2015) provides an equivalent BS volatil-
ity up to O(T 2). Although the O(T 2) term improves accuracy, we adopt the approximation only up
to the order O(T ) because the O(T 2) term involves a numerical integration and defeats the purpose
as an analytic approximation. While Henry-Laborde`re (2005) also uses the same heat kernel expansion
to derive the correct leading order volatility, Paulot (2015) derives the O(T ) and O(T 2) terms without
approximating the dependency on the strike price in each time order, thereby making the equivalent
volatility valid for a wider region of strike prices.
In general, the small-time option value from the heat kernel can be expressed as
P (k) =
σ
√
T√
2pi
(
σ2T
d2
)
exp
(
− d
2
2σ2T
+ e+O(T )
)
, (16)
where σ is the initial volatility of the model at t = 0 and d is the geodesic distance between the initial
(f0 = 1) and final (i.e., fT = k) points of the stochastic process. Here, the option value is understood
as the put option price, hence the notation P (k), because we are concerned with the low-strike region
(k < 1). For example, the coefficients for the BS model with volatility σbs are given by
σ = σbs, dbs = qbs (= log k), and ebs = log
√
k. (17)
The expansion of the option value under the SABR model in the short-time limit is given by (Paulot,
2015)
σ = α, dsabr =
q
H
(
=
α
ν
x
)
, and esabr =
z2
ν2
(A2 +A3) + log
(
Hkβ/2
)
, (18)
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where
A2 =

βρν2
β∗ρ∗
G(t2)−G(t1)
z2
(0 ≤ β < 1)
ραν
2ρ2∗
V − 1− ρz
z2
(β = 1)
and A3 =
ν2
2z2
log
(
V
H2
)
. (19)
Here, t1, t2, and G(t) in A2 are defined by
t1 =
V + z + ρ
ρ∗
, t2 =
1 + ρ
ρ∗
, and (20)
G(t) = atan(t) +

η
2
√
1−η2 log
∣∣∣∣ ρ+(η−ρ∗)t+√1−η2ρ+(η−ρ∗)t−√1−η2
∣∣∣∣ (0 ≤ η < 1)
1
ρ+(1−ρ∗)t (η = 1)
− η√
η2−1 atan
(
ρ+(η−ρ∗)t√
η2−1
)
(η > 1)
for η =
ρ∗νkβ∗
β∗αV
. (21)
We rearrange the original expressions with A2 and A3 (and A1 later) to handle the limit k → 1 later.
Moreover, we further simplify the expression of A2, which was originally given in terms of several layers of
definitions. Appendix A provides the details of the simplification. The rearrangement and simplification
not only facilitate the numerical implementation but also help explain the formula, as we discuss below.
Next, the two option value expansions are equated to solve for the equivalent BS model. Assuming
an expansion in T , σbs = σbs,0(1 + hbsT ), we obtain σbs,0 and hbs sequentially as below:
σbs,0
α
=
dbs
dsabr
=
qbs
q
H,
and hbs =
α2
d2sabr
(
esabr − ebs + log
(
α
σbs,0
))
= H2(A1 +A2 +A3),
where
A1 = log
(
q
qbs
k−β∗/2
)
α2
q2
. (22)
Finally, we arrive at the equivalent BS volatility formula of Paulot (2015):
σbs
α
=
qbs
q
H(z)
(
1 + hbsT
)
for hbs = H(z)
2 (A1 +A2 +A3) , (23)
where H(z) is defined in Eq. (4); q, z, and qbs are defined in Eqs. (10)–(11); and A1, A2, and A3 are
defined in Eqs. (22) and (19).
It is worthwhile checking the circumstances in which the improvement of Paulot (2015) makes a
difference to the approximations of Hagan et al. (2002) with Ob lo´j (2007)’s correction. To begin with,
the leading order term, (qbs/q)H(z), is the same as that of Ob lo´j (2007). Although the expressions of
hbs in Eqs. (7) and (23) look different, they have the same value at the money (k = 1)
4. Indeed, we
purposely introduce A1, A2, and A3 to decompose hbs in such a way that the three terms correspond to
those in Eq. (7b), respectively:
A1 → β
2
∗
24
α2, A2 → ρβ
4
αν, and A3 → 2− 3ρ
2
24
ν2 as k → 1.
4This is stated by Paulot (2015, §4.3) without proof.
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The limits of A1 and A3 can be easily derived from the expansions, Eqs. (8) and (5), respectively. As
the limit of A2 requires additional algebra, Appendix B provides the detail. Therefore, Paulot (2015) is
distinguished from Hagan et al. (2002) and Ob lo´j (2007) only on out-of-the-money strike prices (k 6= 1).
Since the dependency on k is manifested through z and z is proportional to ν/α, we also expect Paulot
(2015)’s refinement to be more pronounced when the ν/α ratio is large.
2.6. Low-strike smile and mass at zero of the BS-based approximations
We comment on the low-strike behavior of the BS volatility approximations. In general, analytic
approximation does not account for the boundary condition at the origin because the small-time asymp-
totics of the transition density ignore the boundary condition. Therefore, asymptotic approximation
should be trusted near k = 1 only.
As k approaches zero, approximation quality deteriorates and suffers from an implied negative prob-
ability density, which indicates arbitrage. The occurrence of arbitrage is explained by the fact that the
equivalent BS volatilities we reviewed do not conform to the arbitrage-free volatility bound of Lee (2004)
in the small strike; implied BS volatility should be bounded by
√
2| log k|/T as k ↓ 0 for all T . The
corrected leading order of the equivalent BS volatilities scale as (qbs/q)H(z) ∼ O(| log k|) as k ↓ 0 and
this breaks the upper bound of Lee (2004).
Furthermore, the probability of hitting the origin is critical for understanding the volatility smile in
the low-strike region. De Marco et al. (2017, Eq. (1.4)) states that in the presence of the mass at zero, the
arbitrage-free BS volatility smile at a small strike is solely governed by the mass at zero, MT = P(fT = 0):
σbs =
L√
T
(
1 +
q
L
+
q2 + 2
2L2
+
q
2L3
+ · · ·
)
where L =
√
2| log k| and q = N−1(MT ), (24)
where N−1(·) is the inverse cumulative distribution function (CDF) of the normal distribution. The first
term in Eq. (24) corresponds to Lee (2004)’s upper bound.
Similar to the CEV model, the SABR model also has the probability mass at the origin for 0 < β < 1.
Therefore, the small-strike smile under the SABR model is subject to Eq. (24). A body of research
estimates the mass at zero under the SABR model and, eventually, obtains the small-strike smile by
taking advantage of Eq. (24). Gulisashvili et al. (2018) derive the approximations for MT for the
uncorrelated case (ρ = 0) in small- and large-time limits. Yang and Wan (2018) derive MT for the
correlated case in the small-time limit. The practical use of the formulas, however, is limited because
Eq. (24) is valid for a small strike (diverges at k = 0) and it is non-trivial to merge the small-strike smile
into the approximations reviewed earlier that are valid near the money.
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3. CEV-based approximation
3.1. CEV model
Since we advocate the use of implied CEV volatility, we briefly review the CEV model. The standardized
CEV model with volatility σcev is given by
dft
fβt
= σcev dWt (f0 = 1).
The standardized prices of the call and put options with strike price k and time-to-maturity T are
respectively (Schroder, 1989)
Ccev(k) = F¯χ2
(
k2β∗
β2∗σ2cevT
; 2 +
1
β∗
,
1
β2∗σ2cevT
)
− k Fχ2
(
1
β2∗σ2cevT
;
1
β∗
,
k2β∗
β2∗σ2cevT
)
, (25)
Pcev(k) = k F¯χ2
(
1
β2∗σ2cevT
;
1
β∗
,
k2β∗
β2∗σ2cevT
)
− Fχ2
(
k2β∗
β2∗σ2cevT
; 2 +
1
β∗
,
1
β2∗σ2cevT
)
, (26)
where Fχ2(x; r, x0) and F¯χ2(x; r, x0) are respectively the CDF and complementary CDF of the non-
central chi-squared distribution with degrees of freedom r and non-centrality parameter x0. The Greeks,
namely, the sensitivity of the price with respect to the parameters, are also analytically available; see
Larguinho et al. (2013). The functions related to the non-central chi-squared distribution are included
in many standard numerical libraries. Several approximation methods (Sankaran, 1963; Fraser et al.,
1998) are also available to speed up the evaluation; see Larguinho et al. (2013) for further details.
Under the CEV model, the absorbing boundary condition has to be imposed at the origin to make
the price process a martingale and arbitrage-free. The option formulas above are indeed derived with
the absorbing boundary condition. Eqs. (25)–(26) imply Ccev(0) = 1 and Pcev(0) = 0, satisfying the
put–call parity at k = 0. The CDF of the price distribution is given by
P(fT ≤ k) = F¯χ2
(
1
β2∗σ2cevT
;
1
β∗
,
k2β∗
β2∗σ2cevT
)
.
In particular, the mass at zero is analytically available as
MT = P(fT = 0) = F¯χ2
(
1
β2∗σ2cevT
;
1
β∗
, 0
)
= Γ¯
(
1
2β2∗σ2cevT
;
1
2β∗
)
,
where Γ¯(x; a) is the complementary CDF of the gamma distribution5 with the shape parameter a. The
definition and asymptotic series of Γ¯(x; a) are given by
Γ¯(x; a) =
1
Γ(a)
∫ ∞
x
ta−1e−tdt = xa−1 e−x
∞∑
j=0
x−j
Γ(a− j) . (27)
For later use, we summarize the small-strike asymptotics of the put option price under the CEV
model. If a price distribution in general is defined to be non-negative, the CDF and put option price,
P (k), satisfy
MT ≤ P (k)
k
≤ P(fT ≤ k), (28)
5This is equivalent to the upper incomplete gamma function normalized by the gamma function Γ(a).
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because the term in the middle is the price of the put spread struck at 0 and k with P (0) = 0. Therefore,
if MT > 0,
MT ∼ P (k)
k
and P (k) ∼ kMT as k ↓ 0.
In the CEV model context, for all T , we have
Pcev(k) ∼ kMT = k Γ¯
(
1
2β2∗σ2cevT
;
1
2β∗
)
as k ↓ 0. (29)
It can also be directly shown from Eq. (26) because the second term vanishes faster than O(k):
Fχ2
(
k2β∗
β2∗σ2cevT
; 2 +
1
β∗
,
1
β2∗σ2cevT
)
= O(k2β∗+1) as k ↓ 0. (30)
Finally, the small-strike and small-time asymptotics are
Pcev(k) ∼ (const.) k T 1− 12β∗ exp
(
− 1
2β2∗σ2cevT
)
as k and T ↓ 0. (31)
3.2. Observations and insights
Before we proceed to the explicit derivation, it is possible to expect the form of the equivalent CEV
volatility using insights and observations. The equivalent BS volatility approximations in Section 2,
after taking the correction of Ob lo´j (2007), can be cast into the following generic form:
σbs
α
=
qbs
q
H(z) ( 1 + hbs T ) where hbs = O(α
2) +O(αν) +O(ν2). (32)
In Eq. (7), for example, the breakdown of hbs is obvious. In Eq. (23), A1, A3, and A2 are recognized
as the terms corresponding to O(α2), O(αν), and O(ν2), respectively based on their limiting values as
k → 1.
To understand the roles of the parts of Eq. (32) better, let us consider the limit ν ↓ 0. At this limit,
the SABR model converges to the CEV model with σcev = α and, therefore, Eq. (32) plays the role of
converting CEV volatility, σcev = α, to BS volatility σbs:
σbs
σcev
=
qbs
q
(
1 +O(α2)T
)
. (33)
Indeed, this form is close to the well-known local volatility conversion of Hagan and Woodward (1999).
However, it is only an approximation; the converted σbs does not exactly reproduce the CEV option
value of volatility σcev. Since the next order term is O(α
4)T 2, approximation quality is expected to be
poor for large initial volatility, α
√
T > 1.
To preserve the CEV model limit in the volatility approximation, we naturally consider the equivalent
CEV volatility. As we recognize that qbs/q and O(α
2) are purely involved in the conversion between the
CEV and BS models, we do not expect these two terms to appear in the expression of CEV volatility.
Dividing Eq. (32) by Eq. (33) on each side of the equation, we can factor out these terms and obtain the
expected CEV volatility up to O(T ) in the form of
σcev
α
= H
(
1 + hcev T
)
where hcev = O(αν) +O(ν
2). (34)
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This form yields the desired limit, σcev → α as ν ↓ 0, owing to the absence of the O(α2) term and
the limit H → 1 as z → 0. Since the multiplication of Eqs. (33) and (34) up to O(T ) yields Eq. (32)
conversely, the BS volatility approximation is understood as a two-step conversion: (i) from the SABR
model to CEV volatility and (ii) then to BS volatility. Therefore, the CEV volatility approximation in
the form above is expected to be more accurate because the second approximation step is unnecessary.
In particular, the advantage of the CEV volatility approach over the BS volatility approach becomes
clear when α
√
T > 1 (i.e., the quality of the second approximation is poor).
Indeed, we can already observe the expected form in the two special cases of β = 0 and 1. The
equivalent normal volatility for the normal SABR model (β = 0), Eq. (15), follows the form. When
β = 1, the equivalent BS volatilities, Eqs. (7), (9), and (23), all turn into the expected form since q = qbs
and β∗ = 0. In the next two sections, we generalize to 0 < β < 1 by providing an explicit derivation.
3.3. Equivalent CEV volatility based on Hagan’s approach
We present our first CEV volatility approximation. While we similarly follow the derivation of Hagan
et al. (2002), we use the improved normal volatility, Eq. (14), instead of Eq. (3).
Theorem 1. The equivalent CEV volatility of the SABR model up to O(T ) is given by
σcev
α
= H(z) (1 + hcev T ) , (35a)
where H(z) and z are defined in Eqs. (4) and (10), respectively and
hcev =
ρ
4
kβ − 1
k − 1 αν +
2− 3ρ2
24
ν2. (35b)
Proof. We derive the equivalent CEV volatility in a manner similar to obtaining the equivalent BS
volatility in Section 2.2. We equate the normal volatilities for the SABR and CEV models from Eq. (14)
as follows:
σn = α
qn
q
H(z) (1 + hn T ) = σcev
qn
q
(
1 + log
(
kβ/2
q
qn
)
σ2cev
q2
T
)
.
Then, we solve for σcev up to O(T ) and obtain the result:
hcev ≈ hn − log
(
kβ/2
q
qn
)
σ2cev
q2
≈ ρ
4
kβ − 1
k − 1 αν +
2− 3ρ2
24
ν2, (36)
where we use σcev ≈ α from H = 1 when k = 1. 
This approximation indeed satisfies our expectation, Eq. (34). Consequently, the SABR model con-
verges to the CEV model; σcev → α as ν ↓ 0.
3.4. Equivalent CEV volatility based on Paulot’s approach
The equivalent CEV volatility is discussed in Paulot (2015, §3.6) as an alternative to the equivalent
BS volatility. For the CEV model with volatility σcev, the coefficients of the option value expansion,
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Eq. (16), are given by
σ = σcev, dcev = q
(
=
zβ∗ − 1
β∗
)
, ecev = log k
β/2. (37)
This is a special case of Eq. (18) with ν ↓ 0 and α = σcev. In turn, Eq. (17) is a special case of the above
with β → 1 (β∗ → 0). Based on this option value expansion, our second CEV volatility approximation
is given below.
Theorem 2. The equivalent CEV volatility from Paulot (2015) is simplified to
σcev
α
= H(z) (1 + hcev T ) where hcev = H(z)
2 (A2 +A3) , (38)
where H(z) and z are defined in Eqs. (4) and (10), respectively and A2 and A3 are given by Eq. (19).
Proof. Using the expansion in T , σcev = σcev,0(1 + hcevT ), we sequentially obtain the two terms as
σcev,0
α
=
dcev
dsabr
= H
and hcev =
α2
d2sabr
(
esabr − ecev + log
(
α
σcev,0
))
= H2(A2 +A3). 
The second CEV approximation is compared with the first one in Theorem 1 in the same way that the
BS volatility of Paulot (2015) is compared with that of Hagan et al. (2002). The two CEV volatility
approximations have the same leading order term, H, and their first-order terms, hcev, also converge to
the same value at the money:
hcev → ρβ
4
αν +
2− 3ρ2
24
ν2 as k → 1.
Similarly, they differ at out-of-the-money strike prices and this difference is expected to be pronounced
if ν/α is large. The second CEV volatility is more accurate and is valid for a wider region of strike prices
than the first one because the first-order term, hcev, is obtained without approximating the dependency
on the strike price.
3.5. Probability mass at zero implied from the CEV volatility approximations
We examine the mass at zero and low-strike smile of the two CEV approximations in Theorems 1
and 2. We show that unlike the BS-based approximations, the CEV-based approximations can properly
imply the probability mass at the origin. We first observe that the equivalent CEV volatility has a finite
value at k = 0.
Remark 1. For 0 < β < 1, the CEV approximations in Theorems 1 and 2 have finite CEV volatilities
at a zero strike:
σk=0cev
α
= H (−ξ) (1 + hk=0cev T ) =
ξ (1 + hk=0cev T )
log
(√
1−2ρξ+ξ2+ξ−ρ
1−ρ
) for ξ = ν
β∗α
,
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where the first-order term at k = 0, hk=0cev , is finite. If ρ = 0, the expression is further simplified to
σk=0cev
α
=
ξ
asinh(ξ)
(1 + hk=0cev T ).
The CEV volatilities are evaluated with z = −ξ at k = 0. In Theorem 1, hcev at k = 0 is trivially given
by
hk=0cev =
ρ
4
αν +
2− 3ρ2
24
ν2.
In Theorem 2, a minor complication arises from the evaluation of G(t2) in Eq. (21) at k = 0 because
the argument of log, ρ + (η − ρ∗)t2 +
√
1− η2, approaches zero as η ↓ 0. However, this is a removable
singularity in the form of x log x → 0 as x ↓ 0. Therefore, G(t2) = atan(t2) at k = 0. The simple form
for the ρ = 0 case is from the identity, asinhx = log(x+
√
1 + x2). Now, we use CEV volatility at k = 0
to imply the probability mass at zero.
Theorem 3. For 0 < β < 1, the mass at zero implied from the CEV approximations (Theorems 1
and 2) is given by the mass-at-zero formula of the CEV model with the zero-strike CEV volatility from
Remark 1:
MT = P(fT = 0) = Γ¯
(
1
2β2∗(σk=0cev )2 T
;
1
2β∗
)
,
where Γ¯(x; a) is defined in Eq. (27).
Proof. Given that the equivalent CEV volatility is bounded near k = 0 and the asymptotic behavior
in Eq. (30), the small-strike put price from the CEV volatility approximation is similar to that of the
CEV model Eq. (29):
Psabr(k) ∼ k Γ¯
(
1
2β2∗(σk=0cev )2T
;
1
2β∗
)
as k ↓ 0. (39)
The mass at zero follows from MT = limk↓0 P (k)/k in Eq. (28). 
Given that the CEV approximation has 0 < MT < 1, we expect that the small-strike smile, when
converted to BS volatility, is consistent with Eq. (24) of De Marco et al. (2017). Although the result of
De Marco et al. (2017) is model independent, they use the CEV model as a benchmark for the numerical
test because the CEV model is a rare example that provides the exact arbitrage-free option prices and
mass at zero. Therefore, our CEV approximations are expected to have a lower degree of arbitrage in
the small-strike region.
The mass at zero in Theorem 3 is also consistent with the findings of Chen and Yang (2019). Under
the absorbing boundary condition at the origin, Chen and Yang (2019, Theorem 2.1) proves that a
positive constant T0 (depending on the SABR parameters) exists such that
lim sup
T↓0
logMT = −T0,
thereby characterizing the asymptotics of the not-feeling-boundary principle as MT = O(e
−T0/T ) as
T ↓ 0. Theorem 3 not only is consistent with the asymptotics, but also provides a closed-form expression
for the limit T0.
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Corollary 3.1. The mass at zero in Theorem 3 is consistent with the not-feeling-boundary principle
(Chen and Yang, 2019, Theorem 2.1). Moreover, the time scale of the exponential decay, T0, is given by
a closed form:
T0 = − lim
T↓0
T logMT =
1
2ν2
log2
(√
1− 2ρξ + ξ2 + ξ − ρ
1− ρ
)
for ξ =
ν
β∗α
or T0 =
1
2ν2
asinh2 (ξ) if ρ = 0.
Proof. From Theorem 3 and the leading order asymptotics, Γ¯(x; a) ∼ xa−1e−x/Γ(a),
logMT = log Γ¯
(
1
2β2∗(σk=0cev )2T
;
1
2β∗
)
∼ − 1
2β2∗α2H(−ξ)2 T
as T → 0.
The expression for T0 naturally follows. Because T0 involves only the leading order CEV volatility at
k = 0, the obtained T0 value is independent of the choice of the CEV volatility between Theorems 1 and
2. 
Although Theorem 3 and Corollary 3.1 are implied from our CEV volatility approximations rather
than directly from the SABR dynamics, the numerical experiments in Section 4.2 show that they are
accurate compared with true SABR behavior. In particular, our approximation for the mass at zero
(Theorem 3) serves as a superior alternative to those in Gulisashvili et al. (2018); Yang and Wan (2018).
Unlike Gulisashvili et al. (2018), our method can be used for correlated cases. Unlike Yang and Wan
(2018), our method does not require numerical integration.
Further mathematical (dis)proof is required to show that Theorem 3 and Corollary 3.1 are the true
small-time limit of the SABR model. This is beyond the scope of this study because the mass at zero
is not explicitly considered when we derive the CEV-based approximations. However, we share insights
and related studies that support our findings on the mass at zero.
First, we argue that the CEV-based approach is effective because it works as a control variate method.
Recall that CEV volatility based on Paulot (2015) in Theorem 2 is derived by matching the small-time
option values for the CEV and SABR models:(
σ3cevT
3/2
q2
√
2pi
)
kβ/2 exp
(
− q
2
2σ2cevT
+ · · ·
)
=
(
α3T 3/2
q2
√
2pi
)
H2kβ/2 exp
(
− (q/H)
2
2α2T
+ · · ·
)
, (40)
where the left-hand side from Eqs. (16) and (37) is for the CEV model and the right-hand side from
Eqs. (16) and (18) is for the SABR model. The asymptotics on each side are originally intended to
hold in the small-time limit near k = 1 in general. In particular, they are not accurate near k = 0.
The correct CEV price asymptotics in Eq. (31) are different from the CEV value on the left-hand side
in terms of the powers of k and T in the prefactor. However, the incorrect term T 3/2kβ/2 also arises
on the right-hand side for the SABR model and they cancel out. The choice of the CEV model also
makes the exponents of the two sides as close as possible (e.g., q2 and (q/H)2). As a result, the CEV
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approach prevents the equivalent volatility from diverging to infinity as k ↓ 0. Finally, the SABR price
asymptotics, Eq. (39), obtained via the equivalent CEV volatility are similar to those of the CEV model,
Eq. (29), which correctly assumes the absorbing boundary condition. Notably, the output, Eq. (39), is
correct even though the input, Eq. (40), is incorrect because the CEV approach works as a control variate
method. Most importantly, choosing the CEV model for the equivalent volatility indirectly imposes the
absorbing boundary condition.
Second, we point out the literature related to the ρ = 0 case of Corollary 3.1. The exponential
functional of BM, defined by
A
[µ]
T =
∫ T
0
exp(2Zt + 2µt)dt for a standard BM Zt,
is a heavily studied topic in stochastic analysis. See Matsumoto and Yor (2005a,b) for an extensive
review. Originally, it was inspired by the pricing of continuously monitored Asian options. In the
context of the SABR model, however, the integrated variance is related to the functional by∫ T
0
(ασˆt)
2dt
d
=
(α
ν
)2
A
[−1/2]
ν2T .
If ρ = 0, conditional on a path of σt for 0 ≤ t ≤ T , the price at T under the SABR model is distributed
according to the CEV model with variance σ2cevT replaced by the realized integrated variance. Therefore,
the option price can be expressed as the expectation of the CEV option price over stochastic variance
(α/ν)2A
[−1/2]
ν2T (Islah, 2009). The mass at zero for ρ = 0 is similarly expressed as (Gulisashvili et al.,
2018)
MT = E
[
Γ¯
(
ξ2
2A
[−1/2]
ν2T
;
1
2β∗
)]
for ξ =
ν
β∗α
and ρ = 0.
For Corollary 3.1 to be proved as the true asymptotics of the SABR model, one needs to prove the
following asymptotic behavior:
log E
[(
A
[−1/2]
ν2T
)r
exp
(
− ξ
2
2A
[−1/2]
ν2T
)]
∼ −asinh(ξ)
2
2ν2T
as T ↓ 0, where r = 1
2β∗
− 1.
Two similar cases of the expectation are known (Matsumoto and Yor, 2005a, Corollary 4.6):
E
 1√
A
[0]
t
exp
(
− ξ
2
2A
[0]
t
) = 1√
t (1 + ξ2)
exp
(
−asinh(ξ)
2
2t
)
,
E
 1√
A
[1]
t
exp
(
− ξ
2
2A
[1]
t
) = e−t/2√
t
exp
(
−asinh(ξ)
2
2t
)
.
4. Numerical results
In this section, we numerically test the two CEV-based approximations in comparison to existing BS-
based approximations. For easier reference, the methods are labeled as below:
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• BS-A: Eq. (9), the HKLW formula of Hagan et al. (2002).
• BS-B: Eq. (23), Paulot (2015)’s equivalent BS volatility of order O(T ).
• BS-C: Lorig et al. (2015, §5.4)’s equivalent BS volatility up to O(T 3)
• DMHJ: Eq. (24), the small-strike BS volatility smile determined by the mass at zero (De Marco
et al., 2017)
• CEV-A: Eq. (35) in Theorem 1, the equivalent CEV volatility based on Hagan et al. (2002).
• CEV-B: Eq. (38) in Theorem 2, the equivalent CEV volatility based on Paulot (2015).
The three BS-based approximations are good representatives of existing methods. Let us make several
comments on the selection of the methods. In BS-A, we do not adopt Ob lo´j (2007)’s leading order
correction since the HKLW formula is widely used already. In BS-B, we do not use the O(T 2) term
because it is not in a closed form. The naive CEV approximation of Yang et al. (2017) is not included
because it has no dependency on ν and ρ. Similarly, the price approximation of Jordan and Tier (2011)
is not included as it works only for ρ = 0. Although it is not reviewed in Section 2, we include the O(T 3)
approximation of Lorig et al. (2015), which is labeled BS-C. In Lorig et al. (2015), the higher-order result
is obtained at the expense of the accuracy of k away from one; the approximation is valid only for near-
the-money strike prices because the dependency on k is completely expressed using the powers of log k in
all orders of time. This is compared with BS-A and BS-B, in which the accuracy over all k is maintained
to a certain degree through H(z) in the leading order term6. For this reason, the approximation quality
of BS-C may deteriorate faster than that of BS-A or BS-B as k moves away from one. Therefore, it
is of additional interest to numerically compare the three BS-based methods. The DMHJ asymptotics
are not self-contained, as they need the externally estimated mass at zero and are only valid for k < 1.
However, they provide a useful reference as an arbitrage-free smile at the small strike. We thus evaluate
DMHJ with the mass at zero estimated from CEV-A or CEV-B.
4.1. Approximation error
First, we test the accuracy of the analytic approximations. Table 1 shows the three parameter sets used.
The parameters are carefully chosen to compare the relative strength of the methods compared. Those
sets have been used in past studies (von Sydow et al., 2018; Cai et al., 2017; Antonov et al., 2019) and
the exact option prices are available from the numerical methods (e.g., the finite difference method and
Monte-Carlo simulation). These exact values are additionally verified within reasonable accuracy using
6The leading and first-order terms of BS-C coincide with those of BS-A and BS-B at k = 1.
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the continuous-time Markov chain codes7 adopted by Cui et al. (2018, 2019)8. The table also displays
α
√
T and ν
√
T as a reference to the performance of each method. The accuracy of the approximations
tends to deteriorate as the two variables become larger. The ratio ν/α also indicates how much Paulot’s
refinement is noticeable.
Tables 2–4 respectively compare the approximation accuracy for the three parameter sets. Each table
shows the standardized BS volatility error, (σbs − σexactbs )/α, where σbs is the implied BS volatility from
the analytic approximation methods9 and σexactbs is the exact BS volatility reported in the literature. The
σexactbs value and corresponding call option price (in the original scale) are also provided in the tables for
reference.
Table 2 shows that all the methods are accurate for Set 1 with an error below 0.02. This is expected
from the values of ν
√
T and α
√
T not exceeding one. Among the methods, BS-C is the most accurate
because it contains higher-order terms and the tested strikes are near the money. The two CEV-based
methods are more accurate than the first two BS-based methods by a small margin.
Set 2 is often used in the literature (Cai et al., 2017; Cui et al., 2018) to reveal the failure of the
HKLW formula. Table 3 shows that the CEV-based approximations are superior to their BS-based
counterparts because of the large value of α
√
T = 3.257. Owing to the absence of the O(α2)T term, the
CEV-based approximations have a much smaller error when α
√
T > 1, whereas both BS-A and BS-B
largely over-predict volatility. The difference between BS-A and CEV-A (and between BS-B and CEV-
B) is understood as the error in the conversion from CEV volatility to BS volatility (see Section 3.2).
Therefore, the large error in the BS-based approximations is mostly driven by the unnecessary conversion.
In addition, the numerical results are close between BS-A and BS-B and between CEV-A and CEV-B
because the small ν/α ratio makes z small for fixed k and, therefore, makes the type-B methods equipped
with Paulot (2015)’s refinement indistinguishable from the type-A methods. BS-C shows an interesting
result. While it is the most accurate at the money (k = 1) as expected, the error rises in the out-of-the-
money region. Notably, the volatility skew (i.e., the slope of σbs) from BS-C is in the opposite direction
to those from the other methods and the exact values.
Set 3 is perhaps the most challenging case because of the large values of ν
√
T and α
√
T , which are
both higher than one. Table 4 shows the result. Although the errors are large overall as expected, CEV-B
shows higher accuracy over the other methods except BS-C. In general, the B-type methods perform
better than the A-type methods. This grouping of the results is different from the two previous test
sets because z is amplified by the large ν/α ratio and Paulot (2015)’s refinement dominates the CEV
7https://github.com/jkirkby3/PROJ_Option_Pricing_Matlab
8The result for Set 2 is also reported in Cui et al. (2018, Table 2) and Cui et al. (2019, Table 1).
9In the BS-based methods, σbs is directly obtained from the volatility formulas, whereas in the CEV-based methods,
σbs is converted from the CEV option prices in Eqs. (25)–(26).
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Table 1: Parameter sets tested.
Set β σ0 ν ρ T F0 α
√
T ν
√
T
1 0.5 0.5 0.4 0 2 0.5 1.000 0.566
2 0.3 0.4 0.6 0 1 0.05 3.257 0.600
3 0.6 0.25 0.3 -0.2 20 1 1.118 1.342
Table 2: Accuracy of the various approximation methods for Set 1. The standardized volatility error, (σbs − σexactbs )/α, is
displayed, where σbs is the equivalent BS volatility from the analytic approximations and σexactbs is the exact BS volatility
converted from the price reported in von Sydow et al. (2018, Table A1). For the CEV-based methods, σbs is converted
from σcev using the CEV option price, Eq. (25).
Strike (σbs − σexactbs )/α σexactbs (%) Price
k z BS-A BS-B BS-C CEV-A CEV-B Exact
0.868 -0.077 0.027 0.027 0.004 0.024 0.024 74.19 0.221383
1 0 0.024 0.024 0.003 0.022 0.022 71.67 0.193837
1.152 0.083 0.021 0.021 0.002 0.019 0.019 69.33 0.166241
volatility effect. BS-C is the most accurate among the tested methods, although not by a significant
amount.
4.2. Small-strike smile and mass at zero
Figure 1 plots the small-strike BS volatility smile for the same parameter sets. We compare BS-
B, CEV-B, and DMHJ along with the exact volatilities from Tables 2–4. The DMHJ asymptotics use
the mass at zero from CEV-B volatility at a zero strike. In all the sets, BS-B diverges to infinity
(∼ O(| log k|)) faster than DMHJ (∼ O(√| log k|)) as k ↓ 0, indicating arbitrage. By contrast, CEV-B
converges to DMHJ, indicating a lower degree of arbitrage. However, CEV-B and BS-B merge near the
money. Therefore, CEV-B bridges DMHJ in a low strike and BS-B near the money.
Although the mass at zero implied from Theorem 3 may not be accurate, CEV-B is still consistent
with DMHJ. The subplot (c) for Set 3 demonstrates this point well. As seen in Table 4, BS-B and
CEV-B over-predict volatility for Set 3. As a result, the mass at zero from CEV-B, MT = 0.4955, is well
above the upper bound, MT = 0.2220, estimated from Eq. (28) and the option value at k = 0.1
10. We
know that the upper bound is tight because the DMHJ smile with the value (DMHJ-2 in Figure 1(c))
10The mass at zero implied from CEV-A is even higher as MT = 0.6079, indicating that CEV-B is more accurate than
CEV-A.
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Table 3: Accuracy of the various approximation methods for Set 2. The standardized volatility error, (σbs − σexactbs )/α, is
displayed, where σbs is the equivalent BS volatility from the analytic approximations and σexactbs is the exact BS volatility
converted from the price reported in Cai et al. (2017, Table 7). For the CEV-based methods, σbs is converted from σcev
using the CEV option price, Eq. (25).
Strike (σbs − σexactbs )/α σexactbs (%) Price
k z BS-A BS-B BS-C CEV-A CEV-B Exact
0.4 -0.125 1.059 1.041 -0.636 0.051 0.051 292.47 0.0456
0.8 -0.038 0.586 0.586 -0.167 0.051 0.051 260.51 0.0414
1 0 0.480 0.480 -0.006 0.050 0.050 249.62 0.0394
1.2 0.036 0.405 0.405 0.129 0.049 0.049 240.79 0.0375
1.6 0.103 0.308 0.307 0.349 0.047 0.047 226.38 0.0339
2.0 0.164 0.247 0.246 0.525 0.045 0.045 215.05 0.0306
Table 4: Accuracy of the various approximation methods for Set 3. The standardized volatility error, (σbs − σexactbs )/α, is
displayed, where σbs is the equivalent BS volatility from the analytic approximations and σexactbs is the exact BS volatility
reported in Antonov et al. (2019, Table 4.2). For the CEV-based methods, σbs is converted from σcev using the CEV option
price, Eq. (25).
Strike (σbs − σexactbs )/α σexactbs (%) Price
k z BS-A BS-B BS-C CEV-A CEV-B Exact
0.1 -1.806 0.710 0.592 -0.463 0.597 0.435 41.22 0.9222
0.4 -0.921 0.365 0.298 -0.046 0.353 0.278 29.73 0.7082
0.8 -0.256 0.226 0.213 -0.117 0.224 0.209 24.18 0.4772
1.0 0.000 0.195 0.195 -0.138 0.194 0.194 22.73 0.3887
1.2 0.227 0.178 0.184 -0.151 0.177 0.183 21.81 0.3182
1.6 0.621 0.169 0.169 -0.159 0.168 0.169 20.97 0.2215
2.0 0.959 0.174 0.162 -0.145 0.175 0.161 20.81 0.1637
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captures the exact volatility at k = 0.1 and 0.4. Although the mass-at-zero estimation is incorrect,
CEV-B converges to DMHJ. Therefore, we still expect CEV-B to exhibit less arbitrage than BS-B. We
investigate the arbitrage occurrence further in the next subsection.
To demonstrate the accuracy of the mass-at-zero approximation in Theorem 3, we test against the
result in Chen and Yang (2019, Figure 1). They report accurate mass-at-zero values computed with
the finite difference method for the base parameter set, (F0, σ0, β, ν, ρ) = (0.1, 0.2, 0.1, 0.1, −0.5), and
several modifications from it. Figure 2 shows the comparison. To efficiently present the data points
of MT , we plot the scaled decay ratio, −T logMT /T0 as a function of T , where T0 is computed from
Corollary 3.1. If MT is implied from Theorem 3, −T logMT /T0 → 1 as T ↓ 0. Therefore, Corollary 3.1
can also be tested in the plot. The approximations from Theorem 3 (CEV-A and CEV-B) show good
agreement with the exact values overall. In particular, Theorem 3 is accurate for small T , supporting
Corollary 3.1. Among the parameter variations, the increased vol-of-vol in subplot (d) shows the largest
error at a same level of T . This is consistent with fact that the analytic approximation deteriorates as
ν
√
T rises. Interestingly, CEV-A shows better agreement than CEV-B, but this seems to be a coincidence
for this parameter set.
In addition, we test against the result in Yang and Wan (2018, Table A.5). They compute the sur-
vival probability, 1−MT , using the finite difference, Monte-Carlo, and small-time approximation meth-
ods (Yang and Wan, 2018, Eq. (8)), for the base parameter set, (F0, σ0, β, ν, ρ, T ) = (0.1, 0.1, 0.1, 0.1, 0, 0.5)
and variations. Theorem 3 predicts the survival probability11; 0.9430, 0.9412, 0.9395, and 0.9378 as ρ
steps from 0 to −0.3 by −0.1, and 0.9430, 0.9919, 0.9998, and 1.0000 as β steps from 0.1 to 0.4 by 0.1.
Theorem 3 is marginally closer to the finite difference method than the method of Yang and Wan (2018),
which requires two-dimensional numerical integration.
4.3. Arbitrage boundary
For the last experiment, we examine the occurrence of arbitrage under the analytic approximations by
explicitly detecting the negative implied PDF. The probability density at k is implied from the volatility
approximations by the second-order difference equation with small h:
p(k) =
d2C(k)
dk2
≈ C(k + h)− 2C(k) + C(k − h)
h2
,
where C(k) is the option price struck at k, computed with the equivalent volatility at k. We compare
the degree of arbitrage by locating the arbitrage boundary. Given that the analytic approximations
exhibit arbitrage at a low strike, the location of the arbitrage boundary is defined as the first k value
having a negative implied PDF when k decreases from one to zero. Since the difference equation is also
understood as the premium of the option butterfly, options market makers can trade options above the
11Up to four decimal points, CEV-A and CEV-B have no difference.
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Figure 1: The comparison of the low-strike BS volatility smiles for the parameter sets in Table 1. DMHJ uses the mass
at zero (MT ) implied from CEV-B via Theorem 3 (displayed in the subplot titles). For Set 3 in (c), we display another
DMHJ smile (DMHJ-2) with an upper bound MT = 0.2220 implied from Eq. (28) and the option price at k = 0.1.
2.5 2.0 1.5 1.0 0.5 0.0 0.5
log10( k )
60
80
100
120
140
160
180
200
220
Im
pl
ie
d 
BS
 v
ol
at
ilit
y 
(%
)
(a) Set 1 (MT = 0.2412)
CEV-B
BS-B
DMHJ
Exact
2.5 2.0 1.5 1.0 0.5 0.0 0.5
log10( k )
150
200
250
300
350
400
450
500
550
Im
pl
ie
d 
BS
 v
ol
at
ilit
y 
(%
)
(b) Set 2 (MT = 0.8124)
CEV-B
BS-B
DMHJ
Exact
2.5 2.0 1.5 1.0 0.5 0.0 0.5
log10( k )
20
40
60
80
100
120
Im
pl
ie
d 
BS
 v
ol
at
ilit
y 
(%
)
(c) Set 3 (MT = 0.4955 / 0.2220)
CEV-B
BS-B
DMHJ
DMHJ-2
Exact
23
boundary without the concern of being arbitraged if they use the analytic approximations of the SABR
model. Therefore, the lower the arbitrage boundary location is, the better the analytic approximation
is.
Figure 3 depicts the PDF for Set 3 implied from the five methods as well as the exact prices. The
PDFs from the approximation methods deviate from the exact value and eventually fall below zero as
k approaches zero, indicating an arbitrage opportunity at low k. The PDFs from BS-B and CEV-B,
however, show the lowest arbitrage boundary location (k = 0.19). The PDF deviation of BS-C is the
most severe; the PDF falls below zero at the highest strike price (k = 0.30) and rebounds suddenly
below.
We further compare the arbitrage location in a wide parameter range. In this experiment, we vary
ν, σ0, and β from the parameter values of Set 3. The upper panel of Figure 4 shows the result for
varying ν. While the location of the arbitrage boundary generally increases as ν increases, the arbitrage
location is much lower for the two type-B methods than for the type-A methods. Again, this is because
Paulot (2015)’s refinement becomes pronounced as the ν/α ratio increases. In the middle panel where
α is varied, the grouping pattern is different; the two CEV-based methods exhibit lower arbitrage than
the first two BS-based methods do because the CEV effect dominates Paulot (2015)’s contribution as
ν/α decreases. The lower panel shows the result for varying β. Across all the methods, the arbitrage
location is higher if β is closer to zero, reaffirming that the arbitrage is related to the absorbing boundary
condition. The two type-B methods have an arbitrage boundary location consistently lower by about 0.1.
Overall, CEV-B has the lowest arbitrage location among all the methods. CEV-B performs best in all
three parameter variations because the method is equipped with the two enhancements complementing
each other: Paulot (2015)’s refinement and the CEV-based approximation. BS-C shows unpredictable
and rapid changes in the arbitrage location, probably due to the side effect of the higher-order terms in
k.
5. Conclusion
The SABR model is an important stochastic volatility model that has received wide attention from
industry and academia. Since finding an accurate solution is computationally burdensome, an analytic
approximation of the equivalent volatility is favored in practice despite its shortcomings. We show that
the quality of the approximation can be significantly improved by deriving the equivalent CEV volatility
instead of BS volatility. Projecting the SABR model on the CEV model indirectly imposes an absorbing
boundary condition at zero and thus exhibits less arbitrage in a small strike than projecting on the BS
model. We suggest that the equivalent CEV volatility could be a target of future research to improve
the analytic approximation further.
24
References
Antonov, A., 2015. The free boundary SABR: Natural extension to negative rates. Risk 2015, 1–6.
Antonov, A., Konikov, M., Spector, M., 2013. SABR spreads its wings. Risk 2013, 58–63.
Antonov, A., Konikov, M., Spector, M., 2019. Modern SABR Analytics. SpringerBriefs in Quantitative
Finance, Cham. doi:10.1007/978-3-030-10656-0.
Bachelier, L., 1900. The´orie de la spe´culation. Annales Scientifiques de l’E´cole Normale Supe´rieure 17,
21–88.
Berestycki, H., Busca, J., Florent, I., 2004. Computing the implied volatility in stochastic volatility
models. Communications on Pure and Applied Mathematics 57, 1352–1373. doi:10.1002/cpa.20039.
Cai, N., Song, Y., Chen, N., 2017. Exact Simulation of the SABR Model. Operations Research 65,
931–951. doi:10.1287/opre.2017.1617.
Chen, B., Oosterlee, C.W., Van Der Weide, H., 2012. A low-bias simulation scheme for the SABR
stochastic volatility model. International Journal of Theoretical and Applied Finance 15, 1250016.
doi:10.1142/S0219024912500161.
Chen, N., Yang, N., 2019. The principle of not feeling the boundary for the SABR model. Quantitative
Finance 19, 427–436. doi:10.1080/14697688.2018.1486037.
Choi, J., Liu, C., Seo, B.K., 2019. Hyperbolic normal stochastic volatility model. Journal of Futures
Markets 39, 186–204. doi:10.1002/fut.21967.
Cui, Z., Kirkby, J., Nguyen, D., 2018. A General Valuation Framework for SABR and Stochastic Local
Volatility Models. SIAM Journal on Financial Mathematics 9, 520–563. doi:10.1137/16M1106572.
Cui, Z., Kirkby, J.L., Nguyen, D., 2019. Full-fledged SABR Through Markov Chains. Wilmott 2019,
74–81. doi:10.1002/wilm.10778.
De Marco, S., Hillairet, C., Jacquier, A., 2017. Shapes of Implied Volatility with Positive Mass at Zero.
SIAM Journal on Financial Mathematics 8, 709–737. doi:10.1137/14098065X.
Fraser, D., Wu, J., Wong, A., 1998. An approximation for the noncentral chi-squared distribu-
tion. Communications in Statistics - Simulation and Computation 27, 275–287. doi:10.1080/
03610919808813480.
Gulisashvili, A., Horvath, B., Jacquier, A., 2018. Mass at zero in the uncorrelated SABR model and
implied volatility asymptotics. Quantitative Finance 18, 1753–1765. doi:10.1080/14697688.2018.
1432883.
25
Hagan, P.S., Kumar, D., Lesniewski, A., Woodward, D., 2014. Arbitrage-Free SABR. Wilmott Magazine
2014, 60–75. doi:10.1002/wilm.10290.
Hagan, P.S., Kumar, D., Lesniewski, A.S., Woodward, D.E., 2002. Managing smile risk. Wilmott
Magazine 2002, 84–108.
Hagan, P.S., Woodward, D.E., 1999. Equivalent Black volatilities. Applied Mathematical Finance 6,
147–157. doi:10.1080/135048699334500.
Henry-Laborde`re, P., 2005. A General Asymptotic Implied Volatility for Stochastic Volatil-
ity Models. arXiv:cond-mat/0504317 URL: http://arxiv.org/abs/cond-mat/0504317,
arXiv:cond-mat/0504317.
Islah, O., 2009. Solving SABR in Exact Form and Unifying it with LIBOR Market Model. SSRN
Electronic Journal doi:10.2139/ssrn.1489428.
Ja¨ckel, P., 2015. Let’s be rational. Wilmott Magazine 2015, 40–53. doi:10.1002/wilm.10395.
Jordan, R., Tier, C., 2011. Asymptotic Approximations to Deterministic and Stochastic Volatility
Models. SIAM Journal on Financial Mathematics 2, 935–964. doi:10.1137/100791890.
Korn, R., Tang, S., 2013. Exact analytical solution for the normal SABR model. Wilmott Magazine
2013, 64–69. doi:10.1002/wilm.10235.
Larguinho, M., Dias, J.C., Braumann, C.A., 2013. On the computation of option prices and Greeks
under the CEV model. Quantitative Finance 13, 907–917. doi:10.1080/14697688.2013.765958.
Lee, R.W., 2004. The Moment Formula for Implied Volatility at Extreme Strikes. Mathematical Finance
14, 469–480. doi:10.1111/j.0960-1627.2004.00200.x.
Lorig, M., Pagliarani, S., Pascucci, A., 2015. Explicit Implied Volatilities for Multifactor Local-Stochastic
Volatility Models. Mathematical Finance doi:10.1111/mafi.12105.
Matsumoto, H., Yor, M., 2005a. Exponential functionals of Brownian motion, I: Probability laws at fixed
time. Probability Surveys 2, 312–347. doi:10.1214/154957805100000159.
Matsumoto, H., Yor, M., 2005b. Exponential functionals of Brownian motion, II: Some related diffusion
processes. Probability Surveys 2, 348–384. doi:10.1214/154957805100000168.
Ob lo´j, J., 2007. Fine-tune your smile: Correction to Hagan et al. arXiv:0708.0998 [math, q-fin] URL:
https://arxiv.org/abs/0708.0998, arXiv:0708.0998.
Park, H., 2014. SABR symmetry. Risk 2014, 106–111.
26
Paulot, L., 2015. Asymptotic implied volatility at the second order with application to the SABR model,
in: Friz, P., Gatheral, J., Gulisashvili, A., Jacquier, A., Teichmann, J. (Eds.), Large Deviations and
Asymptotic Methods in Finance, pp. 37–69. doi:10.1007/978-3-319-11605-1_2.
Sankaran, M., 1963. Approximations to the Non-Central Chi-Square Distribution. Biometrika 50, 199–
204. doi:10.2307/2333761.
Schroder, M., 1989. Computing the constant elasticity of variance option pricing formula. Journal of
Finance 44, 211–219. doi:10.1111/j.1540-6261.1989.tb02414.x.
von Sydow, L., Milovanovic´, S., Larsson, E., In’t Hout, K., Wiktorsson, M., Oosterlee, C.W.,
Shcherbakov, V., Wyns, M., Leitao, A., Jain, S., Haentjens, T., Walde´n, J., 2018. BENCHOP -
SLV: The BENCHmarking project in Option Pricing – Stochastic and Local Volatility problems. In-
ternational Journal of Computer Mathematics , 1–14doi:10.1080/00207160.2018.1544368.
Yang, N., Chen, N., Liu, Y., Wan, X., 2017. Approximate arbitrage-free option pricing under the SABR
model. Journal of Economic Dynamics and Control 83, 198–214. doi:10.1016/j.jedc.2017.08.004.
Yang, N., Wan, X., 2018. The survival probability of the SABR model: Asymptotics and application.
Quantitative Finance 18, 1767–1779. doi:10.1080/14697688.2017.1422083.
Appendix A. Simplification of Paulot’s formula
We simplify t1, t2, and G(t) from the original definition of Paulot (2015). The intermediate variables in
Paulot (2015) used to define t1, t2, and G(t) are simplified tox1
y1
 = α
νρ∗
−ρ
ρ∗
 ,
x2
y2
 = α
νρ∗
z − ρ V
ρ∗V
 ,
X =
x22 − x21 + y22 − y21
2(x2 − x1) =
α
νρ∗
z, R =
√
y21 + (x1 −X)2 =
α
νρ∗
V,
a = 1, b = β∗ρ∗, and c = β∗ρ.
Using the expressions above, t1 and t2 are respectively simplified to
t1 =
√
R− x1 +X
R+ x1 −X =
√
V + ρ+ z
V − ρ− z =
V + z + ρ
ρ∗
,
t2 =
√
R− x2 +X
R+ x2 −X =
√
(1 + ρ)V
(1− ρ)V =
1 + ρ
ρ∗
.
The function G(t) is also simplified to the form presented in Eq. (21) using
a+ bX
(1− β)R =
ρ∗νkβ∗
β∗αV
= η.
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Appendix B. Convergence of Paulot’s approximation
First, we handle the special case of β = 1:
A2 =
ραν
2ρ2∗
V − 1− ρz
z2
=
ραν
2ρ2∗
ρ2∗
V + 1 + ρz
→ ρ
4
αν as z → 0.
Next, we show that, for 0 < β < 1,
G(t2)−G(t1)
z2
→ ρ∗β∗α
4ν
as z → 0.
For all three cases of (21), the first and second derivatives are the same as
G′(t) =
1
1 + t2
− η(η − ρ∗)
η2 − 1 + (ρ+ (η − ρ∗)t)2 ,
G′′(t) = − 2t
(1 + t2)2
+
2η(η − ρ∗)2(ρR+ (η − ρ∗)t)
[ η2 − 1 + (ρ+ (η − ρ∗)t)2]2 .
Evaluated at t = t2 = (1 + ρ)/ρ∗,
ρ+ (η − ρ∗)t2 = 1 + ρ
ρ∗
η − 1
(η2 − 1) + (ρ+ (η − ρ∗)t2)2 = (η2 − 1) +
(
1 + ρ
ρ∗
η − 1
)2
=
2
1− ρη(η − ρ∗).
The first derivative of G(t) at t = t2 is 0,
G′(t2) =
1− ρ
2
− 1− ρ
2
= 0
and the second derivative is
G′′(t2) = −ρ∗(1− ρ)
2
+
(1− ρ)2
2η
(
1 + ρ
ρ∗
η − 1
)
= − (1− ρ)
2
2η
= − (1− ρ)
2
2
β∗αV
ρ∗νkβ∗
.
We know
∆t = t2 − t1 = 1− z − v
ρ∗
=
−2(1 + ρ)z
ρ∗(1− z + v) ≈ −
1 + ρ
ρ∗
z − ρ∗
2
z2.
Put together, as k → 1 (z → 0), we have
G(t2)−G(t1)
z2
≈ −G
′′(t2)∆t2
2 z2
=
(1− ρ)2
4
β∗αV
ρ∗νkβ∗
(1 + ρ)2
ρ2∗
=
ρ∗β∗αV
4νkβ∗
→ ρ∗β∗α
4ν
.
Therefore,
A2 =
βρν2
β∗ρ∗
G(t2)−G(t1)
z2
→ ρβ
4
αν as k → 1.
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Figure 2: The mass at zero, MT , from Theorem 3. The decay ratio, −T logMT , scaled by its limit T0 from Corollary 3.1
is plotted as a function of T . The zero-strike CEV volatilities obtained from the CEV-A and CEV-B methods are used
to compute MT . The exact values computed with the finite difference method are from Chen and Yang (2019, Figure 1).
Subplot (a) uses the base parameter set, (F0, σ0, β, ν, ρ) = (0.1, 0.2, 0.1, 0.1, −0.5) and the remainder use the modified
parameter displayed in the title (along with T0). The axis titles are shown only in (a) for brevity.
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Figure 3: The probability density for Set 3 implied from the various approximation methods.
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Figure 4: The location of the arbitrage boundary in the various approximation methods as a function of ν (upper panel),
α (middle panel), and β (lower panel) . Set 3 is the base parameter and the base value is indicated by a vertical line. The
arbitrage boundary location is defined as the first k value from which the implied probability density becomes negative as
k decreases from one to zero. Therefore, the lower the arbitrage location is, the better is the approximation method.
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