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Abstract. A realization of a periodically driven microwave system is
presented. The principal element of the scheme is a variable capacity, i.e. a
varicap, introduced as an element of the resonant circuit. Sideband structures,
corresponding to different driving signals, have been measured experimentally.
In the linear regime we observed sideband structures with specific shapes.
The main peculiarities of these shapes can be explained within a semiclassical
approximation. A good agreement between experimental data and theoretical
expectations has been found.
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1. Introduction
Periodically driven or kicked quantum systems attract significant interest due to the substantial
difference from their classical analogues. A simple model of the kicked rotor [1] already shows
a saturation of the linear rise of energy of a particle as a function of the number of kicks. This
phenomenon was called dynamical localization due to its similarity to Anderson localization
[2, 3]. There were a few experimental demonstrations, using either highly excited hydrogen
atoms (Rydberg atom) in strong microwave fields [4–8], ultra-cold atoms within optical
traps [9–14] or Bose–Einstein condensates (BECs) [13, 15]. Due to the new experimental
possibilities given by the cold atoms and BEC experiments, a renewed theoretical interest
in dynamical localization, or even more general on periodically driven, e.g. Floquet systems,
occurred [16–19]. However these experiments require a rather complicated experimental setup
and usually do not provide the possibility for a large variation of parameters. In contrast to
those, we propose here a new Floquet setup that is easily accessible and realizable. Its simplest
realization already shows quite interesting side-band structures.
Microwave systems have proven to be a very versatile tool to study chaotic and disordered
systems (see [20, 21] for reviews). However, up to now only time-independent systems have
been studied with microwave techniques.
To realize a setup with time-dependent properties using a microwave cavity one has to vary
either the physical shape of the cavity (i.e. moving a wall or inset) or its electrical properties.
For the realization of a setup showing dynamical localization, it is necessary to rearrange the
whole spectrum. This means that eigenvalues have to be shifted by a distance of the order of
the mean level spacing and the frequency of the perturbation should also be of the same order
of magnitude. This would mean wall shifts of centimetres with frequencies of several 100 kHz,
which is not mechanically realizable.
Another possibility is a periodic variation of electrical properties of the cavity. One can, for
example, induce a dipole antenna attached to a variable capacity (varicap), which can operate
up to a few GHz. Such an inset introduces a local perturbation, that can be characterized by
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strongly enough using a single local perturbation. Using several varicaps one can try to increase
the effect. We have explored the possibility of a local perturbation to realize a setup showing
dynamical localization. Though theoretically such an option may work, experimental results
were not satisfactory. We will publish a theory of time-dependent point-like perturbations
elsewhere (see also [22, 23]).
If we give up the two-dimensional microwave cavity for a while, we will find a simple
possibility to create a microwave setup with a single periodically driven resonance. Indeed, an
electric circuit with an integrated varicap obeys our requirements. The capacitance of the varicap
depends on the voltage applied to its terminals. Exciting the circuit at some carrier frequency
ωc and stimulating a varicap with frequency  we receive a response at the frequencies ωc,
ωc±, ωc± 2, . . .. Amplitudes of the corresponding harmonics plotted against frequency
produce sideband structures.
This simple system already gives non-trivial sideband structures. To understand their main
features we introduce a modulation band, i.e. a frequency range between two limiting values
corresponding to the largest and the smallest capacities of the varicap. We show that sideband
structures can be qualitatively understood by analogy with a semiclassical motion of a particle
in a well. The modulation band in this picture corresponds to the classically allowed region.
This analogy explains the fast decay of sidebands outside the modulation band and a peculiar
behaviour at its border. Based on the model of the resonant circuit we were able to analyse
our experimental results. A good qualitative agreement between the experimental data and the
theoretical model provides us with an opportunity to report the first successful realization of the
tuned microwave Floquet system. In this paper we will restrict ourselves to the linear regime,
but a nonlinear regime is also accessible.
Let us now return to the realization of a setup showing dynamical localization. We can
think of two possibilities to realize such a system. One can either build an integrated circuit
consisting of several coupled devices, or couple our setup to a large cavity providing a large
density of states. If a single point-like coupling is not sufficient, the device or several of them
can be coupled to the system by several antennas.
The present paper is structured in the following way. In the next section we will introduce
the experimental resonance circuit and characterize its properties by static measurements. In
section 3 we give hand waving arguments for some of the results. Thereafter we theoretically
derive the characteristics of the sideband structures for different types of driving in the single
resonance approximation and compare them to numerical calculations. In section 5 we present
the experimental Floquet results and compare them to the theoretical predictions (see section 4)
and numerics. The paper finishes with a short conclusion.
2. Experimental setup and its modelling
The basic requirement on our setup is that it has a resonance of a typical microwave cavity
(≈1 GHz), which can be shifted electronically via a varicap. In addition, one must couple to
the system with typical microwave devices. These requirements are ideally met by the tin cup
shown in figure 1(a) in a photograph and figure 1(b) in a corresponding sketch.
The used tin cup with a metallic core can be described as a cylindrical capacitor with a
capacitance of the order of some pF and an inductance of about 45 nH [24, 25]. As the contact
of the core is only with the bottom of the tin cup, one can describe it by a parallel connection
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Figure 1. A photograph of the experimental tin (a), a sketch of the experimental
setup (b), a schematic of the varicaps actuation (c) and an approximately
equivalent electric circuit of the hole setup (d) are shown. The varicap is shown
as the capacitor with an arrowhead. (Cv), which reduces in the simplified scheme
(d) to a changeable capacitor (capacitor crossed by an arrow (C1)).
of an inductor and capacitor. Its resonance frequency is of the order of some 100 MHz and a
modern UHF-varicap (here Infineon BB833) can change its capacitance in the pF-regime.
To excite and carry out measurements on our system we placed two antennas (white in
figure 1(b)) in the tin cup. The upper antenna forms a capacitor with the core of the tin cup,
thus coupled capacitively. This is in contrast to the lower antenna, which is coupled inductively
to the magnetic field of the core, due to the parallelism of its last part and the core. Because of
these two different couplings there is no direct communication between the two antennas.
Figure 1(c) shows the circuit in more detail, including the capacities Ca = 100 nF, Cb =
22 pF and the resistances Ra = Rb = 47 k.
A simplified equivalent circuit diagram for the whole setup is shown in figure 1(d). Due
to the description of the tin cup as a parallel circuit L , C0, C1 and RL depend slightly on
frequency. In the following we neglect these dependences. Feeding a signal u0(t) with an
angular carrier frequency ωc = 2piνc from the source (Anritsu 68047C) to the upper antenna,
we feed an external sinusoidal ac voltage to the circuit. Another voltage, either a dc voltage (Udc
for the static measurement) or an ac voltage (Uac) with frequency ωd = 2piνd, is applied to the
terminals of the varicap. For the major measurements we used a signal generator (HP 33120A,
constant bias voltage adjustable) to achieve a periodic modulation of the resonance frequency.
Via the lower antenna the current through the inductor is measured by the spectrum analyser
(Rohde&Schwarz FSU), which measures the intensities of the different frequency components
of the applied signal.
Let us describe the electric circuit shown in the figure 1(d). By i0, i1, i2 we denote currents
on the corresponding transmission lines. The application of Kirchhoff’s first law gives
i0 = i1 + i2. (1)
The charging current at the capacitor C0 is i0 = q˙0, where q0 is the charge of the capacitor, and
i1 = q˙1, where q1 is the charge of the capacitor C1(t).
New Journal of Physics 15 (2013) 083030 (http://www.njp.org/)
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L
di2
dt
+ RL i2 + q0/C0 = u0(t), (2)
q1/C1(t)+ q0/C0 = u0(t). (3)
Integrating (1) we obtain
q1 = q0− q2, q2 =
∫
i2(t) dt. (4)
On the other hand, we have from (3):
q1 = u0(t)C1(t)− q0C1(t)/C0. (5)
Equating (4) and (5) we find
q0 = C0C1(t)C0 + C1(t)u0(t)+
C0
C0 + C1(t)
q2. (6)
Substituting (6) into (2) we obtain
Lq¨2 + RL q˙2 +
1
C0 + C1(t)
q2 = C0C0 + C1(t)u0(t). (7)
Experimentally the change of the varicap capacity is relatively small, i.e. C1(t)= C1 +
δC1(t), |δC1(t)|  C1. Introducing the notation C = C0 + C1 we rewrite (7) as
Lq¨2 + RL q˙2 +
1
C + δC1(t)
q2 = C0C + δC1(t)u0(t). (8)
We consider u0(t)= u0 e−iωct , where ωc is the carrier frequency. We restrict ourselves to
the case when the sideband structure is generated by a single driven resonance. For a constant
capacity (8) is nothing but the equation for the driven harmonic oscillator with its long-time
solution given by q2(t)= const.× u0(t), but for a time-dependent capacity the amplitude of the
oscillation also becomes time-dependent. This suggests the ansatz q2(t)=−u0 e−iωctC0 f (t)/2,
where f (t) describes the amplitude modulation. f (t) obeys the equation(
ω2c
ω20
− C
C + δC1(t)
+
2iγωc
ω20
)
f + 2(iωc− γ )
ω20
˙f −
¨f
ω20
= 2C
C + δC1(t)
, (9)
where γ = RL/2L and ω20 = 1/LC . The first two terms in the brackets can be written as
ω2c
ω20
− C
C + δC1(t)
= ω
2
c −ω20
ω20
+
δC1(t)
C + δC1(t)
. (10)
Neglecting δC1(t) as compared to C we find(
2(ωc−ω0)
ω0
+
δC1(t)
C
+
2iγ
ω0
)
f + 2i
ω0
˙f −
¨f
ω20
= 2. (11)
Let us estimate the magnitude of f . Neglecting derivatives we find f ∼ ω0/1ω, where
1ω = ω0(δC1/C1) is the width of the modulation band. From the requirement that the term
containing the first derivative is comparable to 1ω f/ω0 we conclude that ˙f ∼1ω f . Hence
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Figure 2. (a) Experimentally measured resonances for different dc voltages Udc
applied to the diode. Voltage values from the left to the right: Udc = 1, 2.2, 4, 6
and 9 V. Resonance position and width as a function of the applied dc voltage are
shown in (b) and (c).
¨f ∼ (1ω)2 f ∼ (1ω)ω0 and ¨f /ω20 ∼ (1ω)/ω0. Therefore the term containing the second
derivative in (11) can be neglected. Finally we obtain(
i
d
dt
+ωc−ω0 + d1(t)+ iγ
)
f = ω0, d1(t)= δC1(t)2C ω0. (12)
Experimentally we measure the current i2 = q˙2 flowing through the coil. In the considered
case we can use the approximation
i2 = i2ωcu0C0 e
−iωct f (t). (13)
Thus the spectrum measured by the spectrum analyser is given by the Fourier transformation of
f (t).
To characterize the values of the devices in figure 1(d), measurements with a time-
independent d1(t)= d1 were performed. In these static measurements, the amplitude f as a
function of the carrier frequency ωc has a resonant behaviour
f = ω0
ωc−ω0 + d1 + iγ . (14)
The power of the transmitted signal is proportional to | f |2, i.e. it is described by a Lorentzian
function. The dependencies of the transmitted power on the carrier frequency for different values
U of the voltage on the terminals of the varicap are shown in figure 2(a). The increase of the
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Figure 3. (a) Schematic illustration of the expected sideband structure. The upper
part corresponds to the sideband structure of two different ac driving frequencies,
one outside and the other within the allowed region. In the lower part, the dc
resonance structure for the maximal and minimal ac voltage is shown, defining
the classically allowed range (shaded in blue). (b) A typical eigenfunction of the
harmonic oscillator.
resonance height is due to the ω0 dependence in the nominator in (14). The resonance frequency
is given by ω0− d1. In figure 2(b) the dependence of the resonance frequency is shown, from
which the dependence of d1 = ddc(U ) can be extracted. The width of the resonance, associated
to 2γ = 2γdc(U ), depends only weakly on the applied voltage, as can be seen from figure 2(c).
Replacing U by U (t) in the case of the dynamic measurement we obtain
d1(t)= ddc(U (t)), γ (t)= γdc(U (t)). (15)
3. Preliminaries
Let us take a heuristic look at the introduced setup. If one applies an ac-voltage with driving
frequency ωd at the terminals of the varicap, then the properties of the circuit change in time
periodically. The shape of the ac-signal can be chosen arbitrarily, the shape restrictions are
imposed by the available signal generator.
The periodically driven circuit is excited at a certain carrier frequency ωc. This means an
additional ac-voltage applied to the circuit. ωc is assumed to be close to the resonance frequency
of the circuit. Since the system is changing in time periodically, it will respond at the frequencies
ωc, ωc±ωd, ωc± 2ωd, . . . leading to a sideband structure. The amplitudes of sidebands can be
detected by a spectrum analyser (see figure 3). The analysis of these structures is the main
subject of the paper.
The circuit shown in figure 1(c) assumes a linear dependence of the response on the
strength of the carrier signal. However we found that a seemingly weak signal can already
lead to a nonlinear dependence of the shape of sideband structures on the applied power. To
avoid complications associated with nonlinear characteristics of the setup, we have lowered
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amplitudes of all peaks will be altered linearly giving the same sideband structure.
What do we expect in the linear regime? In figure 3(a) we have schematically summarized
what happens when we change the voltage on the varicap terminals in the static regime between
two limiting values (lower half-plane) and in the dynamic regime (upper half-plane). In the
static measurement of the transmitted signal we see the peak at the resonance frequency
which depends on the voltage on the terminals. Changing the voltage we shift the resonance.
The modulation band between two limiting positions of the resonance peak (filled range in
figure 3(a)), corresponding to two limiting values of the voltage on the terminals, forms the
‘classically allowed’ range of frequencies. Analogously, the range outside this interval is called
‘classically forbidden’. These notations are motivated by the resemblance to the wavefunctions
of a harmonic oscillator potential in the semiclassical regime (see figure 3(b)). This analogy will
be explained below in section 4.3.
Now we turn to the sideband structures observed in the dynamic regime. Periodically
changing the voltage within the range corresponding to the ‘classically allowed’ frequencies and
exciting the setup at some carrier frequency, we generate a transmitted signal. The characteristic
Fourier spectrum of the transmitted signal is shown in figure 3(a), upper part. As long as the
carrier frequency is taken within the classically allowed region, a large number of sidebands is
observed. The situation is qualitatively different if the carrier frequency is taken in the classically
forbidden region. Now there is only a small number of sidebands decaying rapidly with the
sideband number. For the carrier frequency taken close to one of the turning points, peculiar
asymmetric sideband structures are observed. All these features will be discussed in detail in
section 5.
Let us proceed with a more detailed theoretical description.
4. Sidebands generated by a single driven resonance
In this section we consider sideband structures generated by a single driven resonance within
approximation (12). The equation is inhomogeneous, i.e. it has a non-zero right hand side
associated with a source. We introduce a solution
ψ(t)= exp
(
i(ωc−ω0)t − γ t + i
∫ t
0
dt ′d1(t ′)
)
(16)
of the homogeneous equation(
i
d
dt
+ωc−ω0 + d1(t)+ iγ
)
ψ = 0. (17)
Then the periodic solution of (12) reads
f (t)=−iω0ψ(t)
∫ t
−∞
dt ′ψ−1(t ′). (18)
Now we can expand f (t) in the Fourier series. To this end we write
exp
(
i
∫ t
0
dt ′d1(t ′)
)
=
∞∑
n=−∞
an exp(−int),
an = 2pi
∫ T/2
−T/2
dt exp
(
int + i
∫ t
0
dt ′d1(t ′)
)
,
(19)
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f (t)= ω0
∞∑
n,m=−∞
ana
∗
m
e−i(n−m)t
ωc−ω0−m+ iγ =
∞∑
n=−∞
fn e−int , (20)
fn = ω0
∞∑
m=−∞
an+ma
∗
m
ωc−ω0−m+ iγ . (21)
The coefficients fn correspond to the amplitudes of sidebands shown in figure 3(a). In the
experiment, the Fourier analysis was performed by a spectrum analyser, as mentioned above,
yielding, however, only the moduli of the sideband amplitudes not their phases.
4.1. Calculation of harmonics
To determine fn from equation (21) one has first to compute coefficients an from (19). Let us
consider two examples, where an can be calculated exactly.
For sinusoidal driving
d1(t)= Z cos(t), (22)
we obtain
an = (−1)n Jn(Z/), (23)
where Jn is the Bessel function of the first kind. In the case of rectangular driving
d1(t)=
{−Z for − T/2< t < 0,
Z for 0< t < T/2,
(24)
we find
an =

Z
ipi
1− (−1)n eipi Z/
n2− (Z/)2 if n 6= ±Z/,
1/2, if n =±Z/.
(25)
In figures 4(a) and (b) the moduli of coefficients an are shown for sinusoidal and rectangular
driving for Z/= 100. A rise of amplitudes near points n =±Z/ is found in both cases.
Figure 4(a) shows an exponential decay of amplitudes outside of the region−Z/ < n < Z/
(see inset), while in figure 4(b) the decay is algebraic (see inset). Using (21) the corresponding
sideband structures have been calculated. They are shown in figures 4(c) and (d). In the case
of sinusoidal driving an exponential decay is observed, whereas in the case of rectangular
driving an algebraic decay was found. As usual, exponential and algebraic decays of sidebands
correspond to an analytic and step-wise driving, respectively. One can see the peculiar behaviour
of the sideband structure close to the turning points in figure 4 (c). An intuitive argument
explaining this behaviour was given in the introduction.
New Journal of Physics 15 (2013) 083030 (http://www.njp.org/)
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Figure 4. Coefficients |an| without external excitation with Z/= 100 for
sinusoidal (a) and rectangular (b) driving (see (23) and (25)). The inset in (a)
shows a corresponding semi-logarithmic plot, where the dashed line ∝ e−n.
The (−1)n in the upper equation (25) results in an odd–even staggering of the
amplitudes an, for that reason the inset in (b) plots only the odd n in a double-
logarithmic plot, where the dashed line ∝ n−2. The resulting sideband structures
fn (equation (21)) are plotted for sinusoidal (c) and rectangular (d) driving.
The carrier frequency was chosen at the centre of the modulation band. The
insets show the corresponding data in a linear plot. In (c) the blue solid line
corresponds to ∝ e−n and the red dashed line to ∝ e−2n/Z . In (d) the red dashed
line corresponds to ∝ n−1 and the blue solid line to ∝ n−2.
4.2. Features of the sideband structures
In the last subsection we presented an analytical solution of equation (12). However this solution
is not convenient for further analysis due to the infinite sum in (21). For this reason we will
simplify the solution.
Let us first neglect the time derivative in (12). Then the solution reads
f (t)= ω0
ωc−ω0 + d1(t)+ iγ (26)
and
fn = 2pi
∫ T/2
−T/2
ω0 e
intdt
ωc−ω0 + d1(t)+ iγ . (27)
New Journal of Physics 15 (2013) 083030 (http://www.njp.org/)
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Figure 5. Envelopes of sideband structures fn for sinusoidal driving with Z/=
100, γ /= 2. The blue lines correspond to (21), the red dashed lines represent
the approximation (27). The dashed-dotted curve is an envelope of the main
peaks (28).
Approximation (26) fails when the derivative f ′(t) becomes large and therefore cannot be
neglected in (12). For an analytic signal this happens only in the case of a weak absorption if
the carrier frequency lies within a modulation band. Then close to the moment t∗, such that
d1(t∗)= ω0−ωc, expression (26) is no longer valid. A precise behaviour of the function f (t)
close to t∗ is the origin of the peculiar behaviour of sidebands close to the turning points.
Figure 5 shows envelopes of sideband structures for different carrier frequencies for the
case of sinusoidal driving (22) and weak absorption. Sideband structures generated by (21)
are compared with the approximative results (27). One can see that (27) generates sideband
structures with a smooth profile and a width dependent on the location. Within the modulation
band, sideband structures are broader, while outside this range they are narrower. Amplitudes
of harmonics beyond the classically allowed range decay much faster than those inside.
Far from the two turning points (27) works very well. In the vicinity of a turning point (21)
produces oscillations on top of smooth profiles given by (27). These oscillations appear due to
the localized singularities of f (t) which are not reproduced by (26).
The amplitude of the main peak f0 for sinusoidal driving in the framework of (27) can be
calculated analytically. We find
f0 = ω0√
(ωc−ω0 + iγ )2− Z 2
. (28)
In figure 5 the envelope f0(ωc) is shown by the dashed line, which also approximates the
maxima of (21) well. It only underestimates the maxima close to the turning points.
4.3. Semiclassical analysis of the spectrum
The direct numerical calculation of harmonics an for an arbitrary driving function d1(t) requires
a computation of integrals from rapidly oscillating functions in (19). This leads to a hardly
controllable accuracy. To avoid this problem we propose in practice to use an analytical
New Journal of Physics 15 (2013) 083030 (http://www.njp.org/)
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approximation for an. The first step in the approximation is to use the stationary phase
method [26] to compute (19). It gives
an =
∑
i
√
2pid ′1(t
(i)
n )
exp
(
int (i)n + i
∫ t (i)n
0
d1(t)dt +
ipi
4
sgn(d ′1(t (i)n ))
)
, (29)
where stationary points t = t (i)n are solutions of the equation
n+ d1(t (i)n )= 0 (30)
within the interval −T/2< t (i)n < T/2 and the summation in (29) should be performed over all
solutions. If (30) does not have solutions, the corresponding harmonics an are exponentially
small. In the frame of the considered approximation we can put an = 0.
If t (i)n lies in the vicinity of a stationary point t∗, where d ′1(t∗)= 0, the denominator (29)
becomes small and the approximation (29) fails. To overcome this problem we expand the
exponent in (19) in a Taylor series
int + i
∫ t
0
dt ′d1(t ′)' int∗ + i
∫ t∗
0
dt ′d1(t ′)+ i(t − t∗)(n+ d1(t∗))+ i6(t − t
∗)3d ′′1 (t∗)
(31)
and perform the integration replacing limits of integration ±T/2 by ±∞. This gives
an = 2
1/3
(d ′′1 (t∗))1/3
exp
(
int∗ + i
∫ t∗
0
d1(t)dt
)
Ai
(
21/3(n+ d1(t∗))
(d ′′1 (t∗))
1/3
)
. (32)
The last equality is valid provided that
21/3(n+ d1(t∗))
(d ′′1 (t∗))
1/3 . 1, (33)
i.e. within the frequency range much smaller than the size of the modulation band.
The situation is very similar to the quantum-mechanical treatment of the movement of a
particle in a potential well. Let us take, for the sake of simplicity, a harmonic oscillator potential,
V (x)= Dx2/2. Its eigenfunctions (figure 3(b)) are obtained as solutions of the Schro¨dinger
equation
ψ ′′n (x)=−
2m
h¯2
(En − V (x)) ψn(x), (34)
where En = h¯ω(n + 1/2) and ω =
√
D/m. The WKB approximation yields for the
eigenfunctions in the classically allowed region (see e.g. section 3.2.3 of [20])
ψn(x)= Re 1√2pi |pn(x)|
ei(
∫ x
0 pn(z)dz− npi2 ), (35)
where pn(x)=
√
2m(En − V (x))/h¯2. Outside the classically allowed region, the eigenfunctions
become exponentially small. At the classical turning points corresponding to pn(x)= 0 the
WKB approximation fails, but just as in (32) the transition regime can again be covered in
terms of Airy functions. Oscillations due to Airy functions are seen close to the turning points
in figure 5 (solid blue lines).
This close analogy, in particular of (29) and (35), was our motivation to transfer terms like
‘classically allowed’, ‘classically forbidden’, etc to the Floquet system.
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(a) (b)
Figure 6. (a) Experimentally measured spectrum for sinusoidal driving with
a driving frequency νd =/2pi = 100 kHz and a carrier frequency of νc =
259 MHz is shown. The distance between the sidebands is exactly the driving
frequency νd. (b) Sketch of the measured frequency range. The red shaded
region corresponds to the range of eigenfrequencies covered by the modulation
(extracted by dc measurements) and the vertical black lines to several values of
carrier frequency νc used to probe the spectrum.
5. Experimental results and comparison with the model predictions
Now we can turn to the analysis of the experimental spectra and compare them with predictions
based on equation (12). Figure 6(a) shows a typical experimental sideband structure for
sinusoidal driving. As expected, the sidebands are equidistant with a distance corresponding
to the driving frequency. The base value of −100 dBm is the noise threshold of the spectrum
analyser. The input power of the carrier wave is−20 dBm for all shown experimental results. We
carefully checked that a change of the input power in this regime leads only to a linear increase
of all sideband structures. Figure 6(b) shows the frequency range covered by the modulation, i.e.
the allowed region, shaded in red. For a better visualization we include similar plots as insets in
the following figures. The vertical solid lines correspond to carrier frequency values νc selected
for the plots in figures 7 and 10.
In the time-dependent driving experiments we limited the ac-voltage to the range between
1.5 and 2.5 V. Within this range the position of the resonance depends linearly on the voltage and
the width stays approximately constant, see figure 2(b) and (c). From figure 2(b) we conclude
that turning points lie at 248.5 and 269.8 MHz.
We used several functional dependences U (t) to drive the varicap. In this paper we
will discuss the cases of sinusoidal and rectangular driving. Our theoretical model predicts a
fundamental difference in the shapes of sideband structures in these two cases (see figures 4(c)
and (d)), as discussed in section 4.
5.1. Sinusoidal driving
In figure 7 spectra for three different situations are shown. On the left hand side, experimental
results are presented, and on the right hand side, numerical results. For the numerics we
performed a fourth-order Runge–Kutta algorithm to solve equation (7). The parameters of the
circuit where determined by the dc measurements (see section 2). On the y-axis the output power
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Experiments Numerics
(a)
(b)
(c)
Figure 7. Experimental (left) and numerical (right) sideband structures observed
for sinusoidal driving with νc = 259 MHz (a), near turning point (νc = 252 MHz)
(b) and at νc = 236 MHz (c), for a driving frequency of νd =/2pi = 100 kHz.
The left insets show the position of the driving frequency with respect to the
band of the eigenfrequencies covered by the modulation. The right inset shows
the envelope of the decay of the right (red solid) and left (black dashed) sidebands
versus |νc− νn| by connecting the values.
is given in dBm, corresponding to a logarithmic scale. Both in the experiment and the numerics,
the expected exponential decay of side harmonics is clearly observed. Using the numerical
solution we avoid uncertainties coming from the approximations needed to derive (12) from (7).
For the spectra shown in figure 7(a) the carrier frequency is close to the centre of the
modulation band. A zoom of this spectrum has already been shown in figure 6(a). A broad
sideband structure is found in accordance with the theoretical expectation. In figure 7(b) the
carrier frequency is close to one of the turning points. This gives rise to a narrower asymmetric
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(a) (b)
(c) (d)
Figure 8. Numerical sideband structures observed for sinusoidal driving with
νc = 252 MHz, νd =/2pi = 0.1 MHz near the turning point. From (a) to (d) the
resistance is reduced so that (a) γ = 6.4 MHz, (b) γ = 2 MHz, (c) γ = 0.6 MHz
and (d) γ = 0.2 MHz.
sideband structure. The asymmetry can be seen in the inset on the right. Due to the relatively
large absorption (∼20 MHz) the observed asymmetry is small compared to the ones shown in
figure 5. Figure 7(c) corresponds to the carrier frequency outside the modulation band. Here the
sideband structure is very narrow. For the sake of convenience the abscissa in figures 7(a)–(c) is
the same.
The comparison of experimental and numerical data shows a minor quantitative
discrepancy in the decay of harmonics. This discrepancy is due to the fact that the damping
γ has been fixed by the time-independent measurement (∼20 MHz) to have a parameter free
verification. But it slightly depends on frequency, as the sideband structures are very sensitive
to a change of the damping, which we will see in the next section.
In figure 5 we obtained an oscillating band structure close to the turning points, which is
not observed in figure 7. This is an effect of the strong damping, which is illustrated by the
numerics shown in figure 8. The damping is reduced by a factor of three from figures 8(a) to
(d), respectively. The reduction of the damping transforms the slightly asymmetric triangle-like
structure (figure 8(a)) to a very asymmetric one with a periodic modulation of the shape close to
the turning point (figure 8(d)). We were unable to resolve these oscillations experimentally due
to the significant minimal damping that characterizes our setup. The oscillations correspond to
the Airy behaviour of (32), which are also seen in figure 5 close to the turning points (solid blue
lines).
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Figure 9. Superposition of sideband structures for five different carrier
frequencies (sinusoidal driving as in figure 7). The black solid line corresponds to
the envelop of the amplitude of the main peaks. The red dashed lines correspond
to the turning points, the blue solid line to the envelop of the amplitude of the
main peaks in the numerical calculation.
In figure 9 experimental sideband structures for five different carrier frequencies are
superimposed. The solid black line is the envelope of the amplitude of the main peaks. The
distance between the main peaks was chosen to be 1 MHz. The blue curve is the envelope found
numerically. Red dashed lines illustrate the turning points determined from the dc measurement
(see figure 2(b)). The figure shows the highest amplitude of the main peak close to the turning
points. This can be traced back to the divergency of the semiclassical wave function at the
turning point, as already discussed in detail in section 4. Since the envelope is symmetric with
respect to the centre of the modulation band the assumption that the absorption is approximately
constant in case of the dynamic measurement is validated.
5.2. Rectangular driving
The realization of a rectangular driving was limited by the unavoidable distortion of the signal
on the slopes at high driving frequencies. Therefore experiments have been conducted at
comparatively low frequency νd =/2pi = 1 kHz.
Due to the low frequency, solving numerically (7) by Runge–Kutta leads to two different
time scales. One needs small time steps due to the fast carrier frequency, and long time intervals
to simulate slow driving frequency. Therefore numerical calculations are time consuming and
inaccurate. Fortunately it is possible for rectangular driving to individually solve (7) for the two
different applied voltages. The solution of each harmonic oscillator needs only to be matched at
the switching times, i.e. leading only to a boundary value problem.
In figures 10(a)–(f) sideband structures for three different carrier frequencies are plotted.
The right spectra are plotted on a logarithmical frequency scale, allowing to verify the expected
algebraic decay. In figures 10(d) and (f) the power of the decay was found to be −2 in
accordance with our theoretical prediction. In the left column the theoretical values of Fourier
components are marked by the blue crosses. One can see good qualitative agreement, but
discrepancies in quantity. Besides the fact that the damping is extracted in the same way as
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(c) (d)
(e) (f)
Figure 10. Experimentally measured sideband structure for rectangular driving
are shown in logarithmic (left) and double logarithmic (right) scale. The blue
crosses corresponds to the weights of the Fourier components obtained from the
analytic solution of (7). On the right side the blue dashed lines corresponds to a
decay with an exponent of −2.
in the sinusoidal driving case, the signal generator is not able to generate a precise rectangular
signal. Another explanation of the observed discrepancies can lie in the validity of the simplified
circuit in figure 1(d) when this description is applied to the rectangular driving.
The amplitude of the main peaks (see figure 11) shows a behaviour like in the sinusoidal
driving case, but now the minimum between the turning points is significantly deeper than in
the sinusoidal case. The main peak of the sideband structure may even be smaller than the first
harmonic. This was also observed in the numerics, though only rarely, and is not contained in
the approximative analytic results. Experimentally even harmonics are substantially suppressed.
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Figure 11. Overlay of sideband structures for different carrier frequencies
(rectangular driving as in figure 10), the black solid line corresponds to the
envelope of the amplitude of the main peaks. The red dashed lines correspond
to the turning points, the blue solid line to the envelope of the amplitude of the
main peaks for the analytical calculation.
Such an observation is in good agreement with theory. The quantitative discrepancy may result
from the non-perfect rectangular signal.
6. Conclusions
In this paper we have reported the realization of the tunable microwave Floquet system. The
properties of the generated sideband structures were understood within the model of a resonance
circuit with a single excited resonance. Theoretically we have shown that close to the borders of
the modulation band sideband structures can display large oscillations. However, due to a rather
strong resistance of the current setup such structures have not been yet verified experimentally.
The present studies were restricted to a particular simple situation, namely one resonance
circuit with just one eigenfrequency. To study questions like dynamical localization, as
mentioned in the introduction, one has to extend the studies to systems with a high density
of states within the modulation band. One option is to couple several resonance circuits, like
the one studied in the present work, to a microwave resonator with a sufficiently large density
of states. The comparatively large resistance of the tin cup should not affect the observation of
dynamical localization, as the observed algebraic decay for sidebands generated by rectangular
driving is suited to show a transition to an exponential localization in the time domain. Another
possible application might be of control transport through the microwave resonator by changing
the driving [27].
Another promising option is to study nonlinear effects. We already noticed deviations
from the linear regime when increasing the power of the carrier signal. They are caused by
a nonlinear voltage–current characteristic of the varicap, giving rise to additional terms in (7),
which are similar to the nonlinear terms of nonlinear Schro¨dinger equations. Additionally this
would provide the possibility to investigate the interplay between localization and nonlinearity.
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