Introduction
Primal-dual interior-point methods solve the linear programming problem (LP) minc T x subject to Ax = b; x 0 by applying Newton-like methods to the optimalityconditions for this constrained problem, also known as the Karush-Kuhn-Tucker (KKT) conditions (see Wright 13] ). At each interior-point iteration, a large block-structured sparse linear system with the matrix 0 @ 0 A 0 A T 0 I 0 S X 1 A is solved in order to obtain a search direction, where S and X are diagonal matrices whose positive diagonal elements are simply the components of the vectors x and s at the current iteration. Block elimination leads to a smaller system, known as the augmented system, whose coe cient matrix is 0 A A T ?D ?2 ;
where D = S ?1=2 X 1=2 is also positive diagonal. A further step of block elimination yields the normal equation form, in which the coe cient matrix is AD 2 A T : (2) In general, the matrix D and hence AD 2 A T vary from one iteration to the next. Factorization of this matrix is the dominant computational operation in most interior-point codes, and this operation must be performed e ciently if the code is to be e ective. Since the matrix AD 2 A T is positive de nite, of smaller dimension and (usually) sparse, highly developed software for sparse Cholesky factorization can be applied to the system, and ordering heuristics can be used to reduce any ll-in that may occur during the factorization process.
In some real-world problems, however, the constraint matrix A contains one or more dense columns. (Linear programs arising in stochastic programming often have this property, for example.) In these cases, the normal equations matrix AD 2 A T will generally be dense, even if the vast majority of columns in A contains just a few nonzero elements. Then is very costly to factor or even to store the matrix AD T A T .
Various strategies have been proposed to alleviate the problems caused by dense columns. These include Splitting of the dense columns; Sherman-Morrison-Woodbury update (SMW), also known as the Schur complement approach; Application of a preconditioned conjugate gradient method (pcg) to the normal equations.
In this report, we focus on the latter two methods. After reporting the state of the art, concerning dense-column features, and presenting the splitting technique in Section 2, we brie y summarize the underlying linear algebra in Section 3. The main part of the paper, Section 4, contains details of our scheme to implement a dense-column-feature combining SMW and pcg that defeats the numerical di culties reported in Section 2. Numerical results are provided to clarify the advantages as well as the limitations of the method proposed. Finally, we point to some interesting questions that remain unresolved.
State of the Art
The normal equations (2) o ers several advantages over the augmented system form (1):
The normal equations have smaller dimension. All pivot orderings for factoring a positive de nite matrix are stable, so we are free to use one of the highly developed sparse matrix ordering heuristics to reduce the amount of ll-in that occurs during the factorization. The ordering and allocation of data structures need to be performed just once, prior to the rst iteration.
By contrast, pivot ordering in the augmented system needs to take account of issues of numerical stability, so it typically needs to be recomputed a number of times during execution of the algorithm. Fourer and Mehrotra 4] use a sparse Bunch-Parlett solver but do not explicitly account for the special block structure of the augmented system (the presence of a zero block in the upper left and a diagonal matrix in the lower right), as would be necessary to implement a method with comparable e ciency to the normal equation approach. Software for the augmented system approach is, at the time of writing, not widely available.
In 4],the authors compared their implementation of Mehrotra's algorithm with a realization of the normal equations approach with minimum degree ordering. In their experiments, the augmented system was slower by an average factor of 1:4, with no clear trend as the problem size increases. However, their normal equations code did not include special handling of problems with dense columns in the constraint matrix A, so the results were skewed by such problems as fit1p, fit2p, israel and seba in which the unmodi ed normal-equations approach is quite ine cient. When these problems are omitted from consideration, a few problems still remain for which the Cholesky factors are relatively dense, even though none of the columns of the matrix A are particularly dense, and the augmented system approach is superior on these examples. Still, the average ratio of CPU time for augmented systems to CPU time for the normal equation approach is around 1:6 over all problems without dense columns in A. The splitting technique is described by Vanderbei 11] . Each dense column a i is split into a number of columns a 1 i ; : : :; a ki i with lower density, such that P ki j=1 a j i = a i and a r i a s i T = 0 for r 6 = s. The variable x i corresponding to a i is split accordingly, and extra constraints are introduced to ensure that the replications of x i have the same value at the solution. Even if the outer product a i a T i is completely dense, the contribution P ki j=1 (a j i ) T a j i to the modi ed matrix is only block diagonal. To be speci c, when a i is split to k i columns of approximately equal density, then k i blocks of size 1 k 2 im 2 appear. Hence, the outer product P ki j=1 (a j i ) T a j i will be approximately 1=k i as dense as a T i a i .
Each splitting results in the introduction of a new variable and a new constraint via a linking matrix (see Vanderbei 11] ) to the problem, resulting in a transformed problem with coe cient matrix A 2 IRm n , wherem := m + P (k i ? 1) andn := n + P (k i ? 1). In the most crucial LPs one wants to reduce the density by a factor of 100 to 1000; hence, as in the fit-class with > 20 dense columns, the problem size increases dramatically, making this method ine cient on large problems.
For the two alternative approaches|SMW and pcg|computational results have already been reported by other researchers. In Gill et al. 5] , the authors use a pure pcg with a sparse matrix as preconditioner. They point out that an excellent preconditioner is needed to keep the number of pcg iterations at a reasonable level. This goal is important because each conjugate gradient iteration is about as expensive as a simplex step.
Adler et al. 1] rely on a similar method, but report di culties in generating a direction precise enough for computing an accurate primal solution at termination. They use an exact factorization of the full matrix in the last iteration to accomplish this.
Choi, Monma, and Shanno 2] prefer the Sherman-Morrison-Woodbury update, yielding a direct method in place of the iterative conjugate gradient approach. They resort to iterative re nement when solving the equations during the last stages of the IPM to defeat the numerical instability incorporated in the SMW approach.
Lustig, Marsten, and Shanno 7] use Schur complements, but report problems of ill conditioning. They try to combat this by factoring A s D 2 s A T s + I, where = maxD 2 s and is a small multiple of the machine precision. Though making heavy use of iterative re nement, which was more time consuming than factoring a denser matrix, they failed to achieve more than one digit of accuracy on the pilotja test problem. In the nal version of their code OB1, they used a default setting of OFF for the \no dense columns removed" option. Subsequently 8], the authors introduced a switch option that uses Schur complements as the default technique, and switches to the more expensive pcg strategy whenever the spread of the diagonal elements of the factorization is larger than 10 14 .
Linear Algebra
The SMW formula for updating the inverse of a matrix A 2 IR n n after a rank-k update UV T is as Hence, the SMW approach is sometimes also referred to as the Schur complement approach. When the approach is applied to interior-point methods, a labeling routine is used to identify the dense columns of A. Subject to some reordering of the columns (which we ignore for simplicity), We use n d to denote the number of columns in A d and n s as the number of columns in A s . We wish to factor the matrix AD 2 A T in order to solve linear equation systems with the coe cient matrix (2) . We assume that a Cholesky factorization is available for the sparse part as follows:
where L is lower triangular, and P is a permutation matrix usually chosen to reduce the density of L. LetL = P T L, and let W be the solution of the system LW = A d : (Note that W can be obtained at the cost of n d forward substitutions with the factor L and some trivial permutation operations.) The SMW formula can now be applied to obtain the inverse of AD 2 A T as follows: This reorganization of the SMW formula has, in contrast to the straightforward implementation with taking W as a solution ofLL T W = A d D d , the advantage of saving one backward solve withL T . However, we need the ability to perform forward and backward solves with theL factor independently, rather than having to perform both operations jointly.
Computational Experience
Our implementation of the dense column handling strategy was based on the beta-2.0 release (October 1996) of PCx 3], a primal-dual interior-point code that implements Mehrotra's 9] predictor-corrector algorithm for linear programming. (The modi cations were subsequently incorporated into release 1.0 of PCx, dated March 1997.) The sparse Cholesky routine is from the code of Ng and Peyton 10], release 0.4 (May 1995), which implements a multiple minimum degree ordering strategy. A small modi cation to the Cholesky algorithm is needed to handle small pivots: If a pivot is identi ed as being too small (or negative), it is replaced by 10 128 , which has the e ect of inserting a zero component into the solution vector at the appropriate location. This modi cation is well established for interiorpoint codes in various contexts; see Wright 12] for a theoretical investigation. We report results on a Sun SPARCstation 20 running SunOS 4.1.4.
In the current netlib set only eight problems contain dense columns. We consider ve of these problems to be large and the others to be small. Even though it is not usually necessary to extract dense columns for the small examples, since their runtimes are so short in any case, we note that algorithms for solving instances of stochastic linear programming may make multiple calls to LP solvers, so even a small savings in runtime can be signi cant in these cases. Figures 1 and 2 show all problems from the netlib collection having dense columns. The constraint matrices are plotted on the left-hand side, while the right-hand side shows the rst few columns of A, ordered by the number of nonzeros (vertical axis) and plotting the number of nonzeros in each column (horizontal axis). Note the logarithmic scale on the vertical axis.
Our experience showed that the SMW approach described above was often numerically unstable. We explain this fact as follows: Because of the structural role which the dense columns play in the real-world models de ning the linear programs, some of them are almost always included in an optimal basis. Hence The numerical experience shows that the residual b ? AD 2 A T x of the normal equations that we are solving tends to increase during the last stages of the interior-point algorithm. Whenever this occurs, the infeasibility of the iterates increases dramatically, causing the interior-point method to break down.
Hence, we use a pcg algorithm (see Golub and Van Loan 6, algorithm 10.3.1, p. 529]) to re ne the solutions. The sparse part A s D 2 s A T s is used as a preconditioner; no additional work is needed to compute it since its Cholesky factorization is known already. The pcg technique achieved the desired level of accuracy in the search directions quite well. However, in cases in which the diagonal modi cation technique was used to replace small pivots, the pcg method often failed. This result is not surprising; the preconditioner is essentially singular in this case, and the large-element substitution technique ensures that the corresponding components of the pcg modi cations are xed at zero, so no improvement in these components can occur. Apply the SMW formula as described above to solve the linear system. If this solution does not yield a su ciently small relative residual for the normal equations, and dopcg is true, then enter the pcg routine. Exit pcg when either the relative residual has decreased su ciently or the number of pcg iterations exceeds 10 n d . In the latter case, restore the original solution obtained from the SMW formula if the relative residual has not been improved by the pcg procedure.
A similar technique is used by the LIPSOL code of Zhang 14, 15] . The pcg procedure need not be used only in conjunction with SMW. It can be used in place of iterative re nement to improve the accuracy of the solutions even when dense columns are absent. In this case, the preconditioner is simply the computed factorization of AD 2 A T and the maximum number of pcg iterations is 10. In general, pcg yields better results than iterative re nement for the same number (or fewer) of improvement iterations. Table 1 shows the e ect of extracting dense columns, when we choose not by the strategy above but rather manually, to achieve maximum e ciency. We tabulate the dimensions of the problem, the number of dense columns, the densities of AA T (which is the same as the density of AD 2 A T ) and A s A T s , and the densities of the Cholesky factors of these matrices. Note that we could not obtain a solution of the full AD 2 A T system for the problem fit2p in a reasonable amount of time, so the corresponding entry of the table is missing.
We stress that only the klein problems were sensitive to the choice of the threshold parameter ; in all other instances there is sharp distinction between the dense and sparse columns. (In the problem israel, there is a relatively dense squared window of 27 columns, but extraction of this window only halves the density and more than doubles the CPU time when compared with the situation displayed above.)
It is important to remark, in the context of Section 2, that all feasible problems could be solved to the desired accuracy (a relative error of 10 ?8 in primal infeasibility, dual infeasibility, and duality gap). Furthermore, there is no change in the number of interior-point iterations needed, by comparison with the case in which no dense columns are extracted. Note that PCx terminates with optimal status for fit1p, fit2p, israel, and seba, with infeasible status for ceria3d and cplex1, and with unknown status for klein2 and klein3. For reference we mention that fit1p, fit2p, israel, and seba are feasible problems, while the other four are infeasible problems.
A remark is in order concerning the problems klein2 and klein3, which are infeasible but for which PCx terminates with status \unknown". We extracted as many columns as possible, with the result that the preconditioner is so poor that pcg does not make any progress and is aborted after 10n d iterations. This behavior happens only in the last stages of the interior-point algorithm. According to our explanation above, we observe that when extracting only few columns, pcg converges in both problems in a moderate number of iterations. In the problems klein2 and klein3 the relatively high computation time (when compared with the number of nonzeros in the remaining matrix) is due to the bad performance of pcg and the large number of iterations allowed. The number of interior-point iterations needed by the algorithm coincides with the case of unmodi ed A. When we used the heuristic outlined above to choose , the results of Table 2 were obtained. Four of the problems were solved with a similar level of e ciency to the best possible level, but the remaining one|klein3|showed a degradation in e ciency even when compared with the case in which no dense columns are extracted. The slower performance was caused by the need for up to 65 pcg iterations at each step. Still, this problem converged in a reasonable time, as did the others. Figure 3 shows the e ciency of the pcg re nement process. Each plot shows the number of pcg iterations (vertical axis) needed to converge to a relative accuracy of 10 ?8 in the residual, versus the interior-point iteration counter (horizontal axis). By comparing the number of dense columns extracted (stated in the head of each plot) with the number of pcg-iterations, one can see that both correlate nicely at some problems, but on others pcg took much more iterations than n d (the number of columns extracted). In the absence of rounding errors n d iterations are enough to correct the rank-n d perturbation of the Sherman-Morrison-Woodbury formula. For the large problems (upper half of the gure) we provide the data for the same settings as we took for Table 2 . (We omit cplex1, which terminates after 3 ipm iterations without needing any pcg re nement.) For the small problems, we used the speci cations of Table 1 . For klein2, we provided in addition the results for extracting only 23 columns, where convergence of the re nement process still could be achieved. As for the case of extracting 54 columns, we stopped pcg after 540 iterations, according to the heuristic described above. Figure 4 presents some representative plots of the relative residual in the progress of the preconditioned conjugate gradient method. In the head of each plot we list the iteration number of the interior-point method and, after the slash, the total number of interior-point iterations needed to solve the problem. In addition, the number of columns extracted may serve as a clue to the e ciency of the re nement procedure. While the horizontal axes give the number of the pcg-iteration, the logarithmically vertical axes represent the relative residual kb?AD 2 A T xk kxk of the solution x. The predictor step is plotted as a continuous line, while the corrector step is plotted as a dashed line. Yet again, we used the default strategy as described in Table 2 . While israel, fit1p, and fit2p show excellent behavior, the infeasible problem klein2 and its close relative klein3 typically show an increase in the residual before eventually bringing it below the goal of 10 ?8 . Figures 3 and 4 , along with additional data not presented here, indicate that it is more di cult to solve for the corrector search direction than for the predictor search direction. This result suggests that the optimal number of corrections in higher-order predictor-corrector methods is one, as many authors have previously noted.
Conclusions
We conclude by pointing to some theoretical and practical aspects that require further attention.
Additional processing can be applied to the reduced matrix A s to ensure that structural nonsingularity is not present (for example, to eliminate empty rows).
The determination of density threshold can be improved by making it more adaptive. For instance, we could look for a sizeable gap in the density pro le, as plotted in the graphs of Figures 1  and 2 . We could also try a strategy based on trying di erent values of the threshold and evaluating their e ect on the densities of A s A T s and of the Cholesky factor of this matrix. Some estimate of the cost per iteration associated with each value could then be made, and possibly adjusted after a few steps when some information on the required number of pcg iterations is gathered, and the \best" value of could be chosen accordingly.
A thorough analysis of the numerical e ects of extracting dense columns has yet to be performed, to our knowledge. As we mentioned, it is quite conceivable that AD 2 A T could be approaching a well-conditioned limit while its reduced form A s D 2 s A T s approaches an ill-conditioned limit, making the SMW solution procedure potentially unstable. 
