[1] With time-lapse electrical resistivity tomography (ERT), transport processes in the subsurface can be imaged and monitored. The information content of obtained spatiotemporal data sets opens new ways to characterize subsurface spatial variability. Difficulties regarding a quantitative interpretation of the imaged transport may arise from the fact that data inversion used in ERT is generally underdetermined and that ERT data acquisition is often limited to two-dimensional (2-D) image planes. To address this problem, we conducted a numerical tracer experiment in a synthetic heterogeneous aquifer with preset variability and spatial correlation of the hydraulic conductivity and monitored the tracer breakthrough in a 2-D image plane perpendicular to the mean flow direction using time-lapse ERT. The tracer breakthrough patterns in the image plane were interpreted using equivalent transport models: an equivalent convection dispersion equation to characterize the spatially averaged breakthrough and a stream tube model to characterize local breakthrough curves. Equivalent parameters derived from simulated and from ERT inverted concentrations showed a good agreement, which demonstrates the potential of ERT to characterize subsurface transport. Using first-order approximate solutions of stochastic flow and transport equations, equivalent model parameters and their spatial variability were interpreted in terms of the local-scale dispersion and the spatial variability of the hydraulic conductivity. The spatial correlations of the stream tube velocity and of the hydraulic conductivity were found to be closely related. Consequently, the hydraulic conductivity spatial correlation may be inferred from stream tube velocity distributions, which can be observed with sufficiently high spatial resolution using ERT.
Introduction
[2] Tomographic geophysical techniques are attractive for characterizing the structure and heterogeneity of the subsurface since spatially continuous images of subsurface properties can be obtained with minimal disturbance. Flow and transport processes are strongly determined by the structure and heterogeneity of subsurface transport properties, especially the hydraulic conductivity. Therefore geophysical methods are increasingly being used in hydrogeological studies and the field of ''hydrogeophysics'' is emerging [Hubbard and Rubin, 2004] . Geophysical methods map the spatial distribution of geophysical parameters. Using petrophysical relations between geophysical and hydrological parameters [e.g., Slater and Lesmes, 2002; Lesmes and Friedman, 2004] , hydraulic structures may be derived directly. More sophisticated methods making use of geostatistical techniques have been developed to combine geophysical and hydrological data of different spatial support and to characterize subsurface structure in either a direct or geostatistical way [e.g., Rubin et al., 1992; Ezzedine et al., 1999; Hubbard et al., 1999; Purvance and Andricevic, 2000] .
[3] Besides imaging of ''static'' subsurface structures, geophysical methods have also been used to monitor subsurface flow and transport processes. A number of studies have illustrated the potential of ERT for monitoring tracer experiments in soils [e.g., Binley et al., 1996 Binley et al., , 2002 Slater et al., 1997; French et al., 2002] and aquifers [e.g., Slater et al., 2000; Kemna et al., 2002; Singha et al., 2003] . The spatiotemporal information that is obtained using ERT monitoring can be used to calibrate flow and transport models. Binley et al. [2002] estimated the effective hydraulic conductivity from a controlled water infiltration test in the vadose zone that was monitored using cross-borehole ERT and transmission radar tomography. Kemna et al. [2002] estimated effective dispersivity and tracer velocities from a salt tracer breakthrough that was monitored across a reference plane using cross-borehole ERT.
[4] However, for a quantitative interpretation of ERT images in terms of hydraulic and transport parameters, two aspects need further consideration. First, ERT represents an inherently nonunique inverse problem. Usually, a regularization term is added to the data misfit term in the objective function to constrain the inversion problem. A variety of regularization terms can be used and their choice is not based on the ERT data but on other a priori information, best guesses, and/or experience. Because of limited data acquisition and computational resources, ERT data are commonly collected along a 2-D profile or image plane and then inverted assuming that the medium is invariant in the third direction. As a consequence, both the 2-D representation of an actually 3-D distribution of electrical subsurface properties and the required regularization term lead to an uncertainty in the inverted image which is not generated by data error or noise. Kemna et al. [2002] illustrated the effect of using different regularizations on estimated equivalent transport parameters for a regular 2-D tracer distribution. However, their analysis did not take into account the 2-D approximation of a 3-D conductivity distribution.
[5] Second, transport parameters that are derived from 2-D ERT images are equivalent parameters of models which represent a simplification of the heterogeneous 3-D flow and transport process. A characterization of the subsurface hydraulic property distribution based on ERT monitored tracer experiments requires therefore a relationship between equivalent transport parameters and the spatial distribution of the hydraulic properties. The actual or conditioned spatial distribution of the hydraulic properties in the tracer test area can be inferred from measured hydraulic state variables and equivalent transport parameters using an inversion of the 3-D flow and transport equations [e.g., Harvey and Gorelick, 1995; Yeh and Simunek, 2002] . However, since the process that is observed in a 2-D image plane perpendicular to the mean flow direction represents the lumped result of a 3-D transport process between the injection and image plane, a 3-D inversion based on basically 2-D lumped information is prone to be underdetermined. Rather than attempting to derive the actual spatial distribution of the hydraulic properties, the geostatistical parameters that characterize this spatial distribution in a stochastic framework could be derived from equivalent transport parameters observed in a 2-D image plane. Relationships between equivalent transport parameters and geostatistical parameters have been derived using first-order approximate solutions of the stochastic flow and transport equations. The variance dissipation of local concentrations or the dilution [e.g., Kapoor and Kitanidis, 1998; Pannone and Kitanidis, 1999; Fiori and Dagan, 2000; Cirpka and Kitanidis, 2000; Vanderborght and Vereecken, 2002] , the spatial correlation of particle arrival times on a reference plane [Rubin and Ezzedine, 1997; Vanderborght and Vereecken, 2001; Bellin and Rubin, 2004] , and the spatial covariance of the concentration field [Vanderborght, 2001] were related to the spatial covariance of the hydraulic conductivity field and the localscale dispersion. Information about travel time distributions and spatial covariances of travel times was used by, for example, Woodbury and Rubin [2000] , Vanderborght and Vereecken [2001, 2002] , and Bellin and Rubin [2004] to infer geostatistical parameters and local-scale dispersion from tracer tests. In these studies, tracer breakthrough was measured using multilevel groundwater samplers. However, because of sparse sampling in the horizontal direction, the spatial resolution that can be obtained with these methods is limited so that the inferred correlation scale in the flow direction is uncertain. Figure 1 . Information flowchart. Data sets and parameters are shown in boxes, and operations performed on a data/parameter set are represented by italicized text. Thick dashed lines represent comparisons between information derived from ERT data sets and from simulated concentration or bulk electrical conductivity data sets.
[6] The overall objective of this study is to investigate the potential of ERT to obtain spatiotemporal information about tracer transport across a reference plane in a heterogeneous aquifer and to illustrate how this information can be used to characterize aquifer heterogeneity in terms of geostatistical parameters. We conducted a numerical tracer experiment in a synthetic heterogeneous aquifer with a preset variability and spatial correlation structure of the hydraulic conductivity and monitored the tracer breakthrough across a 2-D image plane perpendicular to the mean flow direction using time-lapse ERT. The tracer breakthrough patterns on reference planes are parameterized using equivalent transport models. First-order approximate solutions of stochastic flow and transport equations are used to interpret these equivalent parameters in terms of the local-scale dispersion and the spatial variability of the hydraulic conductivity. An information flowchart showing the links between different data and parameter sets and the operations performed on them is given in Figure 1 .
Theory

Three-Dimensional Flow and Transport Equations
[7] Assuming a sink/source free domain and an incompressible medium, the hydraulic head distribution in an aquifer is obtained by solving the 3-D flow equation for given boundary conditions:
where K s (x) is the hydraulic conductivity, which is assumed to be isotropic at the local scale and represented by a scalar, and ψ(x) is the hydraulic head. From the hydraulic head field, the Darcy flow velocity, q(x), is derived:
Transport of a nonreactive tracer in the 3-D flow field q(x) is described using the convection dispersion equation (CDE):
where C(x, t) is the solute concentration in the liquid phase, and D d (x) is the local-scale dispersion tensor and f 0 is the water filled pore space which we assume to be constant in space. According to Bear [1972] , the entries of the dispersion tensor can be expressed as
where d ij is the Kronecker delta, t(f 0 ) is a tortuosity factor, D 0 the molecular diffusion constant, u the pore water velocity (u = q/f 0 ), and l dL and l dT the longitudinal and transverse dispersivities, respectively. [8] Since the deterministic spatial distribution of hydraulic conductivity, K s , is generally not known, it is regarded as a stochastic parameter and its spatial variation is expressed in a geostatistical framework. Several data sets suggest that the distribution of K s is described by a lognormal distribution [e.g., Gelhar, 1993] . The spatial variability of log e K s (x) is represented by a random space function which is assumed to be a second-order stationary Gaussian random field, i.e., the expected value and the two point covariance of log e K s (x), are defined and translation invariant:
Representation of Heterogeneity
where hyi represents the expected value of the random variable in all realizations, h is the separation lag, and C ff (h) is the spatial covariance of the log e K s or its perturbation f. An exponential covariance function C ff (h) is assumed:
where s f 2 is the variance of the log e K s and g i the correlation length in direction i.
Equivalent Transport Models and Parameters
[9] The 3-D transport process in a heterogeneous aquifer may be represented using equivalent transport models and model parameters. This representation serves two purposes. The first is to upscale the transport process to a larger scale where local variations of advection velocities cannot be considered. The second is to quantify the spatial variability of the transport.
[10] Two equivalent transport models are considered. The first is the ''upscaled'' or ''equivalent'' convection dispersion model which describes ensemble averaged concentrations, hC(x, t)i, i.e., the expected concentration in all realizations of the conductivity field. This model assumes a hydrodynamically uniform medium with a large-scale deterministic and uniform advection velocity U and equivalent dispersion tensor D eq . Ensemble averaged concentrations are described as
[11] Similar to the difference between flux and resident concentrations in homogenous media, the ensemble averaged concentration can be defined in two ways: either hC(x, t)i represents the average of the local concentrations in all realizations, i.e., the ensemble resident or volume averaged concentration hC r (x, t)i, or hC(x, t)i represents the average of the local solute fluxes divided by the average of the local water fluxes, i.e., the ensemble flux averaged concentration hC f (x, t)i which is defined as
where q 1s and q 1 are, respectively, the solute and water flux in direction x 1 . The approximation in equation (9) implies the assumption of advection dominated transport character-ized by large Peclet numbers, i.e., Pe = x 1 /l dL ) 10 (x 1 is the transport distance), so that the local dispersive solute flux can be neglected compared with the advective solute flux component [Parker and van Genuchten, 1984] , which is generally valid in aquifers. hC r (x, t)i is related to a solute particle location probability distribution whereas hC f (x, t)i relates to a distribution of particle travel times. When the hydraulic conductivity field is stationary, when the mean or expected flow field is uniform, and when the extent of the solute plume in the direction perpendicular to the mean flow direction is much larger than the spatial correlation scale of the hydraulic conductivity, hC(x, t)i is constant in a plane perpendicular to the mean flow direction (i.e., hC(x, t)i = hC(x 1 , t)i where x 1 is the flow direction). Then the ensemble averaged concentration, hC(x 1 , t)i, can be represented by the spatial average of the local concentrations/solute fluxes in that plane. Since we inject a tracer plume in a wide injection slab perpendicular to the mean flow direction (see below), we assume that these assumptions are met in our study and we interchange in the following the expected value (h i) of a variable in all realizations of the hydraulic conductivity field with the spatial average of the variable in a plane perpendicular to the mean flow direction. Under these conditions the large-scale transport process can be represented as a one dimensional process and the equivalent convectiondispersion model, equation (8) can be written as
where U 1 is the mean pore water velocity and l eq is the equivalent dispersivitiy that is defined as l eq = D 1eq /U 1 and quantifies the spreading of averaged 1-D concentration profiles or of averaged breakthrough curves. Only for large travel distances, relative to the correlation of the hydraulic conductivity, equation (10) can predict the evolution of concentration profiles and breakthrough curves with time and depth using a constant l eq . For smaller travel distances, the equivalent convection dispersion model and l eq must be interpreted as tools to describe and parameterize an observed breakthrough curve (BTC) that is assumed to be the result of a 1-D equivalent convection dispersion process in a hydrodynamically homogeneous medium. For small travel distances, the spreading of concentration profiles and breakthrough curves increases more rapidly with increasing travel distance than predicted by an equivalent convectiondispersion model assuming a constant l eq . As a consequence, l eq derived from breakthrough curves at different travel distances increases with travel distance.
[12] The second equivalent model that describes and parameterizes time series of locally observed concentrations is the stream tube model (STM). A time series of solute concentrations at a certain point, C(x, t), is interpreted as the result of a 1-D convection dispersion process in a stream tube, which connects the injection plane with x. Transport in the stream tube is described as
where v s (x) and l s (x) are the stream tube velocity and dispersivity, respectively, and x is the stream tube coordinate. When the stream tube is assumed to be a straight tube, x corresponds with the coordinate of the mean flow direction, x 1 . Similar to the equivalent dispersion model, the stream tube model must be interpreted as a tool to parameterize a local BTC that is observed at a certain location x assuming a 1-D transport process in a hydrodynamically homogeneous and isolated stream tube. The stream tube velocity v s (x) represents the average velocity of particles along their trajectory from the injection plane to point x. The spatial variability of v s (x) in a reference plane perpendicular to the mean flow direction reflects the spatial variability of the flow. The stream tube dispersivity, l s (x), is a measure of the dilution of the injected concentration due to local mixing processes along the stream tube trajectory between the injection plane and x.
[13] For an instantaneous injection of solutes across an injection plane perpendicular to the mean flow direction, the time series of hC f (x 1 , t)i and C(x, t) represent solute travel time distributions from the injection plane to the reference plane and the observation point x, respectively. The equivalent model parameters can be derived from the temporal moments of the travel time distributions: the average arrival time, t(x 1 ) or t(x), and the variance of arrival times, s t 2 (x 1 ) or s t 2 (x) [e.g., Jury and Sposito, 1985] :
where hc f (x 1 , t)i and c(x, t) are time normalized concentrations:
As an alternative, the analytical solution of the CDE for a Dirac d(t) uniform solute flux at the injection plane and assuming no backward diffusion across the injection plane (i.e., a semi-infinite medium), which leads to the same relations between temporal moments of concentrations and CDE parameters, can be fitted to time series of local or averaged concentrations: The equivalent parameters can be predicted in terms of geostatistical parameters, which characterize the spatial variability of the hydraulic conductivity, and the local-scale solute transport parameters, which describe local-scale processes such as local-scale hydrodynamic dispersion.
[15] Because K s (x) is a stochastic parameter, the pore water velocity u(x) and the concentration C(x, t) are random variables and the flow (equation (1)) and transport (equation (3)) equations are stochastic equations. In the Lagrangian approach, the transport equation is interpreted as an equation that describes the probability distribution of locations or of arrival times of individual solute particles. The moments of the particle location and arrival time distributions are derived from the kinematic equations that describe the particle trajectories. The travel time, t, of a particle from an injection point a to a reference plane at distance x 1 from the injection plane is given as [Dagan et al., 1992] 
where u 1 is the pore water velocity in the direction of the mean flow, X(t;a) is the location of the particle at time t, and v d1 (t) is a velocity fluctuation which represents the effect of the local-scale dispersion process. Equation (20) forms the basis for the derivation of the moments of the particle arrival times from the statistics of the pore water velocity and the local-scale dispersion. The particle trajectory, along which the pore water velocities need to be evaluated, depends implicitly on the stochastic velocity field so that it is generally not possible to obtain explicit relations between the particle travel time statistics and the statistics of the velocity field. In order to solve this problem, the particle trajectory is approximated by the expected trajectory [e.g., Dagan, 1989] , hX(t;a)i = U t + a, and a deviation that accounts for the displacement due to local- and Dagan, 2000] . Furthermore, the approximate solutions are obtained assuming that the local-scale dispersion tensor, D d , and the porosity, f 0 , are constant. The derivation of the firstorder estimate of the variance of arrival times at a reference plane, s t 2 (x 1 ), is given, for instance, by Vanderborght and Vereecken [2002] . Combining equation (13) of Vanderborght and Vereecken [2002] (and correcting it for a typographical error) with equation (14) above, the first-order estimate of the equivalent dispersivity is given by
where S uu (k) is the first-order approximation of the spectrum of the local-scale velocity field, which is related to the spatial covariance of the velocity field, C uiuj (h), as
For the longitudinal (i.e., in the flow direction) component of the local velocity (u 1 ) and an exponential covariance function of log e K s , the first-order approximate velocity spectrum, S u1u1 (k), is given by [e.g., Russo, 1995]
[16] The expected variance of arrival times at a certain point on the reference plane for a given realization of the velocity field, hs t 2 (x)i, is obtained by subtracting the covariance of arrival times of two different particles that cross the reference plane at the same point, s tt (x, x), from the variance of particle arrival times at the reference plane, s t 2 (x 1 ). The covariance of arrival times s tt (x, x) is given in equation (17) of Vanderborght and Vereecken [2002] . The first-order approximation of the expected stream tube dispersivity hl s (x 1 )i is
In a first-order approximation, the spatial covariance of stream tube velocities, C v s v s (x, x + h), is related to the two-particle arrival time covariance s tt (x, x + h) as (see Appendix A)
VANDERBORGHT ET AL.: MONITORING OF A TRACER TEST USING ERT 5 of 23
W06013
The first-order approximation of the two-particle arrival time covariance is given as
The number of multiple integrals in equations (21), (24), and (26) was first reduced by elementary calculus (equations (21) and (24) reduce to equations (A15) and (A16) of Vanderborght and Vereecken [2002] , respectively) and the resulting integrals were evaluated numerically.
Methods
[17] In this part, the setup of the numerical experiment and the derivation of equivalent parameters from simulated breakthrough curves are presented. A scheme of the electric and hydraulic simulation domains, the locations of the electrodes, bore holes, and the solute injection slab is given in Figure 2 . The flow and transport parameters and the setup of the ERT data acquisition were chosen so as to represent realistic conditions. The 3-D flow and transport simulations and the 3-D modeling of the electric potential fields were carried out on the Cray T3E supercomputing system at the Forschungszentrum Jülich whereas the 2-D ERT inversions were performed on a standard PC.
Setup of Flow and Transport Simulation
[18] An aquifer model with a heterogeneous distribution of K s (x) was generated using a Kraichnan random field generator [Kraichnan, 1970] . The spatial correlation of log e K s was assumed to be isotropic in the horizontal direction, i.e., g 1 = g 2 . The porosity, f 0 , of the flow domain was set equal to 0.25. An overview of the used flow and transport parameters, the preset geostatistical parameters, as well as the actual mean and variance of the generated conductivity field are shown in Table 1 . The dimensions of the simulation domains L i and the grid sizes Dx i are given in Table 2 . The preset spatial correlation function, r ff (h) = C ff (h)/C ff (0), and the spatial correlation of the generated hydraulic conductivity field are shown in Figure 3 .
[19] At the bottom and top boundaries (x 3 = 0 and x 3 = L 3 = 20 m) and at the two lateral boundaries (x 2 = 0 and x 2 = L 2 = 100 m), a zero flow or zero hydraulic head gradient boundary condition was implemented. At the front and back surfaces (x 1 = 0 and x 1 = L 1 = 100 m), a uniform hydraulic head distribution was defined so that the mean hydraulic head gradient in the x 1 direction was À0.001. The hydraulic head and Darcy flow velocity fields were obtained by a numerical solution of equation (1) using the 3-D finite element code TRACE [Vereecken et al., 1994] .
[20] For the transport simulations, we assumed that the molecular diffusion can be neglected. The longitudinal and transverse dispersivities (equation (4)) were defined as 0.1 m (l dL ) and 0.01 m (l dT ), respectively. These local-scale dispersivities are larger than dispersivity values reported for sandy aquifers (e.g., l dT = 0.005 m by Fiori and Dagan [1999] for the Borden test site) but of the same order of magnitude as dispersivity lengths that were derived from an analysis of local breakthrough curves observed in a gravel sediment [e.g., Vanderborght and Vereecken, 2002] . To solve the transport equation (equation (3)) zero flux boundary conditions were imposed on the lateral, top and bottom, and front boundaries. A uniform initial tracer concentration C 0 was assumed in a 50 m wide, 10 m deep and 0.5 m thick vertical slab at 20 m downstream from the front boundary (x 1 = 20 m) in the region 25 m < x 2 < 75 m and 5 m < x 3 < 15 m. An initially solute free domain was defined outside the injection slab. The transport equation was numerically solved for these initial and boundary conditions using the PARTRACE code [Neuendorf, 1997] , which solves the convection dispersion equation using a particle tracking procedure. 10 8 particles were ''injected'' which corresponds to 10 4 particles per grid cell of the injection slab. In the PARTRACE code, the advective movement of individual particles in the flow field is tracked and local-scale dispersion is modeled by adding a random displacement. Concentration distributions were calculated until 150 days after tracer injection at daily intervals by counting the number of particles in the volumetric grid element. From each concentration distribution, a spatial distribution of bulk electrical conductivity, s b , was derived assuming a linear relation between concentration and s b :
where s b,in is the initial background conductivity and b a calibration parameter. In this study, we assumed that s b,in and b are constant in space. s b,in was set to 0.02 S/m and b was chosen to be 5 10 À6 S m 2 particles À1 so that the breakthrough of the solute plume in a plane at 30 m downstream from the injection surface led to a maximum increase in the bulk electrical conductivity by approximately a factor of 10. In reality, s b,in and b vary with location but local values s b,in and b are generally unknown. The impact of this uncertainty on the interpretation of ERT derived s b images is briefly discussed in the general discussion and conclusions section.
Simulation of ERT Data Acquisition
[21] At 30 m downstream from the injection plane (x 1 = 50 m), a fictitious ERT image plane composed of seven boreholes was assumed. The boreholes were set with a separation distance of 10 m between x 2 = 20 m and x 2 = 80 m and were each equipped with 26 electrodes between x 3 = 2.5 m and x 3 = 17.5 m with a vertical separation of 0.6 m. For each electrode, the electric potential field for a current injection at the electrode and a virtual current sink electrode in the middle of the image plane was calculated by solving the Poisson equation:
where j i (x, t j ) is the electric potential field due to current injection at electrode i at time t j , d is the Dirac delta function, x i is the position of the electrode i, x c the position of the virtual sink electrode (i.e., in the center of the ERT image plane), and I is the current strength at the electrodes. Because of the analogy between the hydraulic head (equation (1)) and the electric potential (equation (28)) equations, equation (28) was solved numerically using the TRACE code. Equation (28) was solved 7644 times (at 42 times for 182 current injection electrodes) using no-flow boundary conditions at the simulation domain boundaries (note that the no-flow boundaries make the use of a virtual sink necessary). For the 2-D inversion, it is assumed that the electrical conductivity field extends infinitely in the x 1 direction. Therefore the length L 1 of the domain for the 3-D See equation (7). Parameters in parentheses are the actual mean and variance of the generated conductivity field. [22] A transfer resistance data set was assembled according to a ''skip-one'' dipole-dipole scheme [e.g., Slater et al., 2000] by superposition of the modeled electric potential fields j i (t j ). The separation distance between electrodes forming a dipole was constant, i.e., 1.2 m. As a consequence, electrodes of an individual dipole are in the same borehole. The electric current was impressed through one dipole and the resulting potential differences were measured using all other dipoles in the same and the neighboring boreholes. For both dipoles in the same borehole, only those potential measuring dipoles were considered which were at least one dipole length (i.e., 1.2 m) from the nearest current electrode to reduce the effect of numerical errors and because the large potential gradients near the current injection dipoles generally exceed the dynamic range of ERT measurement equipment. The transfer resistance at time t j for a current injection at electrodes i and i + 2 and a voltage measurement between electrodes k and k + 2, r i k (t j ), is calculated from the electric potential fields j i (t j ) and j i+2 (t j ) as
where x k and x k+2 are the positions of the potential electrodes. Note that because of superposition, the sink term of the virtual electrode in equation (28) cancels out when the difference between j i (t j ) and j i+2 (t j ) is taken so that this difference is independent of the chosen location of the virtual electrode, x c . The dipole polarity was chosen such as r i > 0. Only those ''measurements'' where r exceeds 5.10 À4 W were retained in order to simulate a minimum voltage that can be reliably determined by typical ERT instruments, here e.g., 0.5 mV for a current of 1 A. This resulted in approximately 4500 transfer resistance measurements in each data set for a particular time t j .
[23] For each time t j , a noise contaminated data vector of log e transformed resistances, d, was constructed:
where e i is a zero-mean uncorrelated Gaussian random noise with a standard deviation of 0.02 (corresponding to 2% of r i ). Note that the log e transform is used because of the typically large dynamic range of transfer resistances in ERT data sets.
Two-Dimensional Tomographic Inversion of ERT Data Sets
[24] In ERT, the spatial distribution of bulk electrical conductivity, s b , is reconstructed from a data set of transfer resistance measurements. This involves the discretization of the s b distribution in a finite element or finite difference grid, forward modeling of the data set for a given s b distribution, and the minimization of an objective function. Following the approach of Daily et al. [1992] and LaBrecque et al. [1996] , the following objective function Ψ is used:
where m is the parameter vector with log e transformed s b of the finite element (difference) grid, f is the operator of the forward model, W is a diagonal matrix containing data weights, R is a matrix evaluating the roughness of the log e s b distribution (here, kRmk 2 is the discrete approximation of R R kr log e s b k 2 dx 2 dx 3 ), and a is a regularization parameter which balances data misfit and model roughness Figure 3 . Spatial correlation (r ff ) of the log e transformed hydraulic conductivity (a) in the x 1 and x 2 directions and (b) in the x 3 direction. Solid lines represent the preset spatial correlation function (equation (7)), and the symbols represent the spatial correlation of the generated hydraulic conductivity field.
in the objective function. For cross-borehole electrode arrangements in a 2-D plane an ERT data set predominantly contains information about the electrical conductivity distribution in this plane, while, in comparison, information content on off-plane conductivity variations is strongly limited due to the spatially biased sensitivity characteristics of individual cross-borehole ERT measurements [e.g., Spitzer, 1998 ]. Therefore, for the inversion of ERT data associated with coplanar cross-borehole electrode arrangements, the electrical conductivity distribution is commonly considered as a 2-D distribution in the considered plane (image plane), which is constant in the perpendicular (x 1 ) direction. The forward model f, i.e., the 3-D Poisson equation (28), then simplifies to a 2-D problem after performing a 1-D Fourier cosine transform with respect to the x 1 direction, which is assumed to be of infinite extent [e.g., Kemna, 2000] . In practice, mixed boundary conditions are generally used at the lateral and bottom boundaries within the half-space to account for partial current flow across the boundary [e.g., Dey and Morrison, 1979] . However, in order to be consistent with the ERT data acquisition simulation, we here imposed no-flow boundary conditions at all boundaries. The effect of the type of boundary condition on the quality of the inverted ERT images is minimal, provided that both forward model (or data) and inverse model satisfy the same condition. This was analyzed by inverting simulated data for a 2-D s b distribution using a no-flow boundary condition at the top boundary (Earth's surface) and, respectively, mixed and noflow boundary conditions at the lateral and bottom boundaries, and comparing the corresponding imaging results. Since the iterative minimization of equation (31) involves numerous runs of the forward model f for different parameter fields m, the spatial resolution of the parameter field was reduced: Dx 2 was increased to 1 m and Dx 3 to 0.3 m. A summary of the grid sizes used for the flow and transport simulation, the simulation of the 3-D electric potential fields used for the generation of the ERT data set, and the parameterization used for the 2-D inversion of the ERT data sets is given in Table 1 .
[25] The data are weighted by a weighting factor, W ii , which is inverse proportional to the data error. The initial data weights are represented by the following error model [e.g., LaBrecque et al., 1996] :
In accordance with the noise model equation (30), the parameter a, which represents the relative resistance error, was chosen to be 0.02. The parameter b was set to 10 À5 W and represents an absolute error of the modeled resistances corresponding to the maximum numerical accuracy. The chosen relative noise level of 0.02 and absolute error of 10 À5 W are relatively low. In practice, not only uncertainty in the measurements, but also systematic errors associated with the modeling and measurement approaches (e.g., borehole effects, 2-D representation of a 3-D s b distribution) must be accounted for, so that an error level of more than 0.1 is not uncommon for cross-hole ERT [e.g., Kemna, 2000] . However, for monitoring purposes, the temporal changes in electrical conductivities are of interest. In the socalled ''difference'' inversion approach [LaBrecque and Yang, 2001] , any static sources of errors are cancelled out by subtracting an initial or reference data set d 0 and modeling result f(m 0 ) from the data set d and modeling result f(m), respectively, at a later time. As a consequence, the chosen error model parameters were found to be realistic for ERT difference inversion (e.g., Kemna et al. [2002] used a 0.03 relative noise level). In our synthetic study, the initial s b distribution is homogeneous and static measurement errors are not considered so that a difference inversion would yield exactly the same result as an ''absolute'' inversion. The data weighting matrix was updated after each inverse iteration step using the ''robust'' data reweighting algorithm proposed by LaBrecque and Ward [1990] . This procedure reduces the weight of individual data with a large misfit and has been shown to be effective for the processing of noisy data [e.g., Morelli and LaBrecque, 1996] . A GaussNewton scheme was used for the iterative minimization of the objective function, equation (31). At each iteration step, a univariate search was preformed to find the optimum value of a. The iteration was stopped when the root-mean square measure of the data misfit in equation (31) reached 1 for the largest possible value of a. Further details on the used forward modeling and inversion algorithms are given by Kemna [2000] .
Derivation of Equivalent Parameters From Simulated and Inverted Breakthrough Curves
[26] Equivalent transport parameters were determined on 7 reference planes at 10 m to 70 m from the initial position of the tracer. Time series of concentration images that were inverted from the ERT data sets at 30 m from the injection plane were analyzed in the same way.
[27] The stream tube model parameters l s and v s were calculated for each pixel with T 0 > 20000 #Particles d m
À3
where T 0 is the zeroth moment of the BTC which is defined as
[28] For each pixel, T 0 was calculated using a numerical integration of the concentration breakthrough. Before integrating an ERT inverted BTC, all concentration values smaller than 20 #Particles m À3 were set to 0. For the simulated BTCs, the method of moments was used to determine the STM parameters whereas for the inverted BTCs, the STM parameters were obtained from fitting the solution of the 1-D CDE to the local BTC (equation (18)). Parameters were fitted because negative concentrations (i.e., bulk electrical conductivities smaller than the background) were occasionally observed in the inverted concentration images due to inversion artifacts. Since time moments are strongly influenced by concentrations in the tail of the breakthrough, especially the higher moments, negative concentrations in the tailing part of the breakthrough occasionally led to artificially small mean arrival times and negative travel time variance.
[29] To calculate the spatially averaged solute flux concentration hC f (x 1 , t)i, local solute fluxes must be derived by multiplying the local concentrations with the local water flux (equation (9)) across the reference plane. However, with current measurement techniques, it is 
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impossible to determine images of local water fluxes so that average solute fluxes must be approximated on the basis of concentration images. Vanderborght and Vereecken [2001] discussed different approaches to approximate flux averaged concentrations in a reference plane based on local concentration measurements. In a first approximation, it is assumed that local water fluxes and solute concentrations are not correlated (hq 1 (x) C(x, t)i = hq 1 (x)i hC(x, t)i) so that the flux averaged concentration is approximated by the volume averaged concentration (hC f (x 1 , t)i % hC r (x 1 , t)i). When the particle arrival time at a certain location on the reference plane is inversely correlated with the local water flux at this location, this approximation underestimates the average solute flux concentrations in the early stage of the breakthrough and overestimates them in the later stage. In a second approximation, it is assumed that the local water fluxes are correlated with the stream tube velocities so that from equation (9) follows that the flux averaged concentrations are approximated by the velocity weighted local concentrations:
The average BTCs were calculated using pixel values of simulated and inverted bulk electrical conductivities in the region 2 m < x 3 < 18 m and 15 m < x 2 < 85 m (or 0 m < x 0 2 < 70 m).
Results and Discussion
Direct Comparison Between Simulated and ERT Inverted S b Images
[30] Images of simulated and ERT inverted electrical conductivities, s b , in the ERT reference plane are shown for different days after solute injection in Figure 4 . Looking at the spatially averaged s b in the reference plane, hs b i (Figure 5 ), the ERT inverted images reproduce the arrival and the magnitude of the mean solute peak fairly well. The magnitude of the mean solute peak or the overall contrast in the ERT inverted images when the peak breaks through (days 19 and 24 in Figure 4 ) is somewhat smaller. The rising and falling limbs of the hs b i BTC are relatively well reproduced as well. However, the ERT derived hs b i BTC shows an earlier breakthrough and higher values in the tailing part until approximately 80 days after solute injection. From day 8 until day 12, ERT derived hs b i are clearly larger than the simulated hs b i. The contrast in the ERT s b images is smaller than in the simulated images (Figure 4) . Also the ERT inverted images in the tailing part (e.g., day 40 and day 53) exhibit a smaller contrast despite a higher hs b i.
[31] The larger-scale structures of the simulated s b images are well preserved in the ERT inverted s b images. The anisotropy of the hydraulic conductivity field with a larger spatial correlation in the horizontal than in the vertical direction is clearly reflected in the structure of the simulated tracer distributions. Despite an isotropic smoothing, which was imposed as regularization, the ERT inverted s b images reproduce the anisotropic character of the simulated s b distributions. The smoothing operator, the lower spatial resolution of the ERT parameterization, as well as the diffusive nature of electric field itself lead to a reduced spatial resolution of the inverted s b images. Small-scale structures are smeared out reducing local conductivity peaks. Considering a pixel-wise correlation coefficient between simulated and inverted s b images (to calculate the pixel-wise correlation, the larger pixels of the inverted s b images were divided into 6 pixels of the same size as in the simulated images; see Table 2 ) (Figure 4) , the correlation is highest when the solute peak breaks through (day 19 and day 24) whereas it decreases when the solute mass or the overall contrast in the image is lower. The spatial resolution of the simulated and inverted s b images is quantified by the wave number spectra of the images, which are shown in Figure 6 . Since the structures in the s b images are of larger extent in the horizontal than in the vertical direction, the horizontal spectra drop off faster with increasing wave number than the vertical ones. The effect of smoothing is clearly reflected in the spectra of the ERT inverted images showing a loss of information, i.e., a lower spectral density at higher frequencies. The loss of spectral information is more significant in the vertical than in the horizontal direction. Also important to note is that the loss of high-frequency information is larger at the beginning (day 12) and end (day 40, day 53) of the plume breakthrough.
[32] The decrease in pixel correlation and the loss of high-frequency information at the beginning and end of the solute breakthrough can be explained by the lower signal of the tracer plume, the smoothness constraint, and the 2-D approximation of the 3-D conductivity distribution. In the ERT inversion, the roughness of the model, which is related to the model contrast, is minimized subject to fitting the data to an acceptable degree (noise level). For a decreasing model contrast, the signal-to-noise ratio decreases. As a consequence, the smoothness constraint leads to a more pronounced decrease in spatial resolution and contrast in the inverted image when the model contrast decreases. This illustrates the relevance of the signal-to-noise ratio and the error model (equation (32)) for the quality of the inverted images.
[33] The 3-D electric current distribution is influenced by the electrical conductivity distribution upstream and downstream from the ERT image plane. As a consequence, the transfer resistances are affected by the conductive solute plume when it has not yet reached (rising limb of the hs b i BTC) and already left (falling limb) the image plane. However, this effect does not result in the appearance of clearly delineated artificial features in the inverted images but is of a more diffuse character.
[34] Both the pixel correlation and the wave number spectra are integrative measures of the correspondence between the simulated and inverted s b images. In Figure 7 the simulated and ERT inverted BTCs in a few selected pixels are shown. Simulated local BTCs were averaged over neighboring pixels to achieve the same averaging area or pixel size as in the ERT inverted images. At some locations the simulated and inverted BTCs agree fairly well (Figure 7a ) whereas the agreement is not good at other locations (Figure 7b ). The arrival of the concentration peak is well reproduced but the spreading is largely overestimated at some locations. These locations correspond with locations where the variability in peak arrival times in neighboring pixels is large (see next section). The large deviation at some locations between simulated and ERT inverted pixel-scale BTCs illustrates that large deviations between s b values derived from local-scale groundwater sampling and from ERT images are not unexpected.
Interpretation of Local and Averaged BTCs Using Equivalent Transport Models
[35] The effect of the averaging procedure on the estimation of large-scale averaged breakthrough curves in a reference plane is illustrated in Figure 8 . Since we assumed a spatially constant relation between s b and C (equation (27)), the spatially averaged s b correspond with hC r (x 1 , t)i whereas the flux and velocity weighted s b represent hC f (x 1 , t)i and its approximation through equation (34), respectively. The flux averaged s b BTC shows a larger peak concentration and earlier peak breakthrough than the nonweighted s b BTC. Using stream tube velocities as a proxy for the local water flux, a relatively good approximation of the flux weighted BTC is obtained. However, the velocity weighted average s b are smaller than the flux weighted averages. This is explained by the exclusion in the velocity weighted average of pixels at fringes of the plume where the local tracer signal was too small (i.e., T 0 < 20000) to calculate the stream tube velocity. However, differences between averaged BTCs using different averaging weights are of the same order of magnitude as those between averaged BTCs calculated from simulated and inverted s b distributions.
[36] The equivalent dispersivity, l eq (equation (14)), derived from averaged concentrations in the reference plane is plotted against the travel distance in Figure 9 . The firstorder prediction of l eq (equation (21)) at different distances from the injection plane is relatively well in agreement with l eq derived from the numerical simulations, which is in line with previous studies of transport in generated heteroge- (34)) are shown. neous media with s f 2 = 1 [e.g., Bellin et al., 1992] . The l eq derived from the inverted ERT data sets is somewhat smaller than l eq from the simulated concentrations. This seems at first sight contradictory to the BTC of the averaged inverted concentrations (Figure 8 ) which has a lower peak concentration and a larger spreading than the BTC of the simulated averaged concentrations. However, in the tailing part of the BTCs (after day 80) the inverted average concentrations are smaller than the simulated ones ( Figure 5 ). Since concentrations in the tailing part have a large impact on the second temporal moment, l eq turns out to be larger for the simulated than for the inverted average BTC.
[37] The distribution of the STM parameters that were derived from the simulated and inverted local BTCs are shown in Figure 10 . Figures 10a and 10b show the distribution of the time integrated concentration. The range of simulated and inverted T 0 is similar and the overall spatial pattern of the simulated T 0 is well recovered in the inverted T 0 image. However, the inverted T 0 image appears to be more blurred and local high T 0 , which appear in thin horizontal bands, are smoothed out. This is an obvious consequence of the isotropic smoothness constraint that was applied in the inversion of the ERT data sets. For the stream tube velocity distributions, v s (Figures 10c and 10d) , basically the same conclusions as for the T 0 images can be drawn. The simulated v s image shows less small-scale variations than the simulated T 0 image and the larger anisotropic structures in the simulated v s image are better recovered in the inverted image. The agreement between the simulated and inverted stream tube dispersivity, l s , images (Figures 10e and 10f) is clearly less good with the average simulated l s being considerably smaller than the average inverted l s . The location of the vertical electrode chains is clearly visible in the image of inverted l s . The lower inverted l s values close to the electrode chains are in better agreement with the simulated l s values. This effect may be explained by a decrease of spatial resolution of the inverted concentration images with increasing distance from the electrode chains. Because of a lower spatial resolution, the breakthrough in neighboring pixels is integrated which leads to a higher apparent l s , especially when the stream tube velocity, v s , is different in the ''joined'' pixels. A closer inspection of the l s and v s images reveals that the inverted l s overestimate the simulated l s especially in those regions where the gradient of v s is large. A comparison between simulated, inverted, and first-order predicted l s is shown in Figure 11 . Since the simulated and first-order predicted l s match fairly well, a fit of the first-order prediction model to l s derived from measurements may be used to infer, for instance, the local-scale dispersion coefficient from locally measured BTCs as was done by Vanderborght and Vereecken [2002] . Using the inverted l s value averaged over the entire image would lead to an overestimation of the local-scale dispersion. If only the inverted l s in the pixels in the proximity of electrode chains (less than 1m distance from the electrode chain) are considered, the average simulated l s is better approximated.
[38] The spatial correlation of the simulated and inverted
, and its first-order prediction are shown in Figure 12 . For the horizontal direction, the inverted and simulated r v s v s (h) are in close agreement. Although the shape of the simulated/inverted r v s v s (h) is somewhat different from the shape of the first-order approximation, the overall agreement is good. The deviations between simulated and first-order predicted r v s v s (h) can be explained by the fact that only one realization of the transport process of a limited spatial lateral extent is considered. Using more realizations or considering a larger lateral extent of the solute plume are expected to reduce these deviations.
[39] In the vertical direction, the inverted r v s v s (h) shows a somewhat larger spatial correlation than the simulated r v s v s (h). This is a result of the smoothing in the inversion of the ERT data sets in combination with the smaller spatial correlation of v s in the vertical direction due to the Figure 9 . Equivalent dispersivity, l eq , derived from temporal moments of spatially averaged breakthrough curves (equation (14)) of simulated and ERT inverted concentrations in reference planes at different distances from the injection plane and l eq predicted from first-order theory (equation (21)). (13)), and (e and f) stream tube dispersivity, l s (equation (15)).
anisotropy of the hydraulic conductivity field. The firstorder approximation predicts a smaller spatial correlation in the vertical direction than the simulated v s . This deviation may be again the result of the limited lateral extent of the tracer plume.
[40] The spatial correlation of v s is determined by the spatial correlation of the hydraulic conductivity. The travel distance or travel time and the local-scale dispersion, D d , are also expected to have an impact on r v s v s (h). The calculation of r v s v s (h) involves the integration of the spatial correlation of the pore water velocities, r u 1 u 1 (h), along the travel paths of two different particles, of which the deviation from the mean particle trajectory is determined by the local-scale dispersion (see equation (26)). In Figure 13 [41] Since r v s v s (h) is little influenced by D d and travel time/distance, the spatial correlation scale, g i , of the hydraulic conductivity could be derived from the measured r v s v s (h) by a first-order prediction model fit using a rough estimate of D d . As shown above, ERT offers the possibility to derive r v s v s (h) with sufficient spatial resolution so that the spatial correlation of log e K s may be derived indirectly from a tracer experiment. Since l eq is only little influenced by D d [Fiori, 1996] the variance of the log e transformed K s may be derived in a second step using the spatial correlation of K s which was derived from r v s v s (h). In a last step, the local-scale dispersion, D d , may be derived from l s when the variance and spatial correlation of K s are known. This procedure can be repeated using the updated D d , s f 2 , and g i until the estimates have converged.
General Discussion and Conclusions
[42] We illustrated by means of a synthetic experiment that tracer movement across a reference plane in a heterogeneous aquifer can be characterized in a quantitative way using a combination of ERT, equivalent transport models, and first-order approximations of the stochastic flow and transport equations. General features of the spatiotemporal tracer breakthrough pattern in the reference plane were well recovered in the ERT inverted images but clearly influenced by the smoothness constraint and the 2-D representation of the 3-D electrical conductivity distribution, which are imposed in the data inversion process. Importantly, the effects of the smoothness constraint are clearly dependent on the data error level and model contrast. For a lower model contrast and a corresponding smaller signal-to-noise ratio, the spatial resolution and the contrast in the ERT inverted images are more reduced.
[43] Despite the relatively good overall agreement between the simulated and ERT inverted images, localscale electrical conductivities may deviate considerably, especially in regions where larger gradients in solute peak arrival time exist. As a consequence, a calibration or a validation of ERT derived s b images on the basis of localscale groundwater monitoring may be difficult.
[44] The spatiotemporal information that is gained about the transport process was interpreted using equivalent 1-D convection dispersion models. Using first-order approximate solutions of the stochastic flow and transport equations, the equivalent parameters of these models were linked to the local-scale dispersion tensor and to the statistical parameters which characterize the spatial heterogeneity of hydraulic conductivity. Equivalent parameters and their spatial correlation which were derived from the transport Figure 11 . Spatial average of the stream tube dispersivity, l s , derived from simulated local BTCs in reference planes at different distances from the injection plane (circles), from ERT inverted local BTCs (solid diamond, spatial average over the image plane; open diamond, average only in the pixels adjacent to the ERT electrode chains), and from first-order prediction (solid line) (equation (24)).
simulation and the first-order solutions were, for the considered heterogeneity s f 2 = 1, similar. This validates the used first-order approximate solutions of the stochastic flow and transport equations, which may therefore be used to derive the local-scale dispersion and the geostatistical parameters of the hydraulic conductivity in an inverse way. This allows the characterization of the subsurface heterogeneity in an indirect way by monitoring of the transport process.
[45] Since r v s v s (h) is relatively insensitive to local-scale dispersion and travel distance, it is an important source of information about the structure of the hydraulic conductivity field and can be used to infer its spatial correlation. A major problem with conventional borehole observations is the lack of spatial resolution to derive r v s v s (h) in the horizontal direction. In this study, the highest spatial resolution that could be obtained using borehole information was 10 m. This would be clearly insufficient to capture the spatial correlation of v s in the horizontal direction since r v s v s (h) could be determined only for h 2 = 0 m, 10 m, and 20 m (Figure 12 ). Using ERT, the spatial pattern of local stream tube velocities between two observation wells could be resolved and the spatial resolution with which r v s v s (h) could be determined in the horizontal direction was about an order of magnitude higher than the distance between the boreholes. Therefore ERT offers the possibility to determine r v s v s (h), from which the correlation scale of the hydraulic conductivity in the horizontal direction, which is a key parameter for transport in a heterogeneous aquifer but is difficult to determine using classical techniques, could be inverted. Because of a loss of spatial resolution in the ERT images, the mixing or dilution of the local-scale tracer concentrations, which is quantified by the stream tube dispersivity, l s , was overestimated, especially in regions in the middle between the boreholes and at locations with large (25) and (26)). local gradients in stream tube velocity. Closer to the boreholes, where the ERT resolution is higher, l s estimated from ERT images was close to the simulated l s .
[46] These results illustrate that despite the assumptions that are made in the inversion of the ERT data sets (smoothness constraint, assumption of a 2-D distribution of the bulk electrical conductivity) the method can be used for a quantitative characterization of the subsurface transport process. However, the ERT inverted equivalent transport parameters and the spatial resolution of the ERT images depend on the model contrast, error noise, and electrode configuration. Understanding the effect of these factors on the ERT inversion results requires further systematic investigations. The ERT inverted equivalent transport parameters may be used as evaluation criteria in such studies.
[47] Although we designed the synthetic experiment to be close to realistic conditions (with respect to the electrode arrangement, noise level in the acquired ERT data sets, background electrical conductivity and conductivity contrast generated by the salt tracer plume, heterogeneity and spatial correlation of log e K s , and local-scale dispersion), we made some simplifying assumptions. The first assumption we made is that the relation between bulk electrical conductivity, s b , and solute concentration, C, is constant over the ERT image plane. In reality, the s b -C relation is variable due to spatial variability in porosity and in microscale structure of the pore network, which both define the s b -C relation. Therefore an additional uncertainty in the ERT derived concentration images must be included. However, as long as the s b -C relation is linear the local calibration constants of the s b -C relation cancel out when normalized local concentrations are calculated (equation (17)). As a consequence, uncertainty about the local s b -C relation does not influence the maps of stream tube parameters, v s and l s . This implies that the use of a stream tube model to interpret ERT monitored transport, to infer mixing and dilution parameters, and to characterize the spatial variability of the hydraulic conductivity, effectively neutralizes uncertainty about the s b -C relation and its spatial variability. As far as the averaged concentrations in the image plane, hC(x 1 , t)i, are concerned, the effect of the uncertainty or spatial variability of the local s b -C relation is averaged out when the calibration constants of the s b -C relation are not correlated with the arrival time or dilution of the locally observed BTCs. This is similar to the approximation of the flux averaged concentrations hC f (x 1 , t)i by the volume averaged concentrations, which is based on the assumption that local water fluxes are not correlated with local concentrations. The uncertainty about hC f (x 1 , t)i due to spatial variability of the s b -C relation must be placed against the bias or uncertainty due to the unknown local water fluxes.
[48] The second assumption we made is that the solute plume that was monitored is ''ergodic,'' i.e., representative for the transport process in all realizations of the hydraulic conductivity field. For the interpretation of the transport parameters derived from tracer breakthrough in an image plane using first-order approximations of the stochastic flow and transport equations, the observed transport process must be ergodic. Whether or not a solute plume can be considered to be ergodic depends on its lateral extent [e.g., Dentz et al., 2000] . Plumes with a smaller lateral extent sample less of the heterogeneity of the aquifer and are therefore less representative for the transport process in all realizations of the hydraulic conductivity field. As a consequence, the agreement between first-order estimated and equivalent transport parameters, for example, hl s (x 1 )i and r v s v s (x), derived from a solute plume in a single realization is expected to decrease with decreasing lateral extent of the solute plume. Since the lateral spreading of a solute plume due to spatial variability of water flow in a heterogeneous aquifer is small [e.g., Dagan, 1989] , this implies that for real tracer experiments solute plumes with a wide lateral extent should be injected. In the numerical experiment, a slab with a uniform initial concentration was injected. In real tracer experiments, a tracer solution is injected in injections wells, which leads to an initially non uniform solute mass distribution in the aquifer. The injection in a well represents a boundary value problem in which the concentration of the inflowing water is defined and more solute mass is injected in regions with higher hydraulic conductivity. For the analysis of the local breakthrough on a reference plane, the effect of spatial variability of the solute mass in the injection plane is, similar to the local differences in the s b -C relation, cancelled out when normalized concentrations are calculated so that stream tube parameters v s and l s are not influenced. For the equivalent dispersivity of the surface averaged BTC, l eq , Vanderborght et al. [1998] showed that the difference between boundary and initial value problems are neglected in first-order approximations of l eq , which implies that these differences are less important in aquifers with a smaller heterogeneity of log e K s .
[49] Third, we restricted the measurement setup to a 2-D arrangement of electrodes, in line with the inversion of 2-D electrical conductivity fields. The fact that the 2-D approximation of a 3-D electrical conductivity distribution did not lead to considerable artifacts in the inverted conductivity images indirectly indicates that the collected ERT data sets did not contain much information about the electrical conductivity distribution in the direction perpendicular to the image plane. Therefore a 3-D arrangement of electrodes seems necessary to derive 3-D electrical conductivity and concentration distributions. 3-D spatiotemporal concentration distributions can be used to map hydraulic conductivities at the investigated site using geostatistically based inversion procedures, for example, using sequential linear estimation [Harvey and Gorelick, 1995; Yeh et al., 1995; Yeh and Liu, 2000] . Geostatistically based inversion procedures can also be used to invert ERT data sets Liu and Yeh, 2004] . These methods constrain the inversion procedures using spatial covariance functions that characterize the spatial structure of the inverted variable field. Kitanidis [1999] showed that the smoothness constraint commonly used to regularize the ERT inverse problem (as in (31)) corresponds with a specific spatial covariance function used in the geostatistically based inverse formulation. Therefore the geostatistical inversion approach offers the possibility to include a priori information about the structure of the medium through the spatial covariance functions. It also provides a framework to incorporate additional information about local-scale electrical and hydraulic state variables in the ERT inversion Liu and Yeh, 2004] . Furthermore, it offers the possibility to combine inversion of electric and hydraulic state variables in a joint electric-hydraulic inversion scheme [e.g., Yeh and Simunek, 2002, Figure 2] . Although these geostatistically based inversion methods bear a huge potential, our study shows that the state-of-the-art inversion of ERT data sets in conjunction with an a posteriori interpretation using equivalent transport models also reveals valuable information about subsurface transport processes and the underlying hydraulic structure.
[50] Finally, we assumed that the aquifer heterogeneity could be represented using a second-order stationary Gaussian random field, which assumes that the spatial variability is fully characterized by the spatial covariogram or the two point covariance. The Gaussian spatial heterogeneity model maximizes the entropy of the random field for a given spatial covariance. This results in disconnected regions of extreme values [Gomez-Hernandez and Wen, 1998 ]. Especially for transport, the connectivity of hydraulically highly conductive regions is very important [e.g., Zinn and Harvey, 2003] . However, given the difficulties in determining the spatial covariance function of hydraulic properties accurately, the characterization of the connectivity of the hydraulic conductivity from direct measurements seems to pose even larger problems. In that view, monitoring of the spatiotemporal transport process is a viable alternative to determine this connectivity since the effect of the connectivity is strongly manifested in the transport process.
Appendix A
[51] The arrival time of a particle i at a point x in the aquifer can be written as follows:
where t(x 1 ) is the average particle arrival time at a reference plane, t 00 (x) is the deviation of the average particle arrival t(x) average of particle arrival times at point x in a realisation of the conductivity field (d). t 00 (x) deviation of the average particle arrival time at location x in a given realization of the velocity field from the average arrival time at the reference plane (d). t 0 i (x) deviation of the particle arrival time from the average arrival time at location x in a given realization of the velocity field (d). x stream tube coordinate (m). ψ hydraulic head (m). Ψ objective function. hyi expected value of y in all realizations of the hydraulic conductivity field or average of y in a plane perpendicular to the mean flow direction. kyk L 2 norm of y.
