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With the help of lower and upper solutions, the extremal solutions of a second 
order impulsive differential equation are obtained as limits of monotone iterates. 
Several existence results for the second order impulsive differential equation subject 
to nonlinear boundary conditions which include the usual periodic and linear 
separated boundary conditions are also established. 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
The theory of impulsive differential equations has become an important 
area of investigation recently and seems to be richer than the correspond- 
ing theory of differential equations. Furthermore, such equations appear to 
represent a natural framework for mathematical modelling of several real 
world phenomena. In spite of its importance, the development of the theory 
has been slow due to special features possessed by impulsive differential 
equations in general such as pulse phenomena, confluence, and loss of 
autonomy [6]. 
We shall discuss, in this paper, the boundary value problems (BVP for 
short) for a second order impulsive differential equation in which impulses 
occur at fixed times. With the help of lower and upper solutions, we shall 
employ the monotone iterative technique and obtain the existence of mini- 
mal and maximal solutions, which are limits of monotone sequences, of the 
BVP with two point boundary conditions. Then we shall establish several 
existence theorems, utilizing a continuity and connectedness argument, for 
the BVP with nonlinear boundary conditions which include the usual 
periodic boundary conditions and linear separated boundary conditions as 
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special cases. It will follow therefore that assumptions which are suffkient 
to guarantee the existence of solutions to the BVP with usual two point 
boundary conditions are also sufficient to guarantee the existence of 
solutions to the BVP for a broad class of linear, periodic, and nonlinear 
boundary conditions, cf. [ 1, 21. 
2. PRELIMINARIES 
Let us consider the second order impulsive differential equation 
-u” =f(t, 24, u’), t#t,,O, T, tgJ. 
A4 I= ,k = I!Au(t!?)), k = 1, 2. . . . . p, (2.1 I 
A4r=rk = Nk(U’(tk)), k = 1, 2, . . . . p, 
where J=[O,T],O<t,ct,c... ct,cT,f:JxRxR-+R, and I,,Nk= 
R -+ R for each k = 1, 2, . . . . p. 
We denote by 52 the class of all functions u: J-+ R, such that u(t) is twice 
continuously differentiable for t # tk, 0, T, u( t ), u( t + ), u’( t ), u’( t ’ ) exist, 
and u(t ) = u(t), u’(t -) = u’(t) at t = t,, 0, T, where it is understood that at 
t = 0 we only mean right limit and at t = T, left limit. 
A function v ED is said to be a lower solution of (2.1) if 
- V’I 6 f (t, v, v’), t#tk.O, T 
Avl,=,k =Idu(fk))> k = 1, 2, . . . . p, 
Au’/t= rl 3 Ndv’(fk)), k = 1, 2, . . . . p. 
(2.2) 
An upper solution of (2.1) is analogously defined by reversing the 
inequalities. 
For any v,,, w0 E 52 such that u,(t) 6 u’,(t) on J, we define the conical 
segment [v,, wO] = {U E 52: v0 < u < M>~}. 
In the study in Section 4 (nonlinear boundary condition), we will need 
the following notations and definitions. Let uO, u:~ E Q, uO( t), wO( t) be lower 
and upper solutions of (2.1), respectively, with v,(t) d wO( t) on J. We 
denote by G the class of all continuous functions g( y, z, U, u) defined on the 
set 
{ (JJ, z, u, v) : u,(O) < y < w,(O), v,,(T) < -? < wo( T), u, 21 E R} 
which are nondecreasing in u and nonincreasing in zi and which satisfy 
&h(o), w), ub(o), vb(T))aod h%(o), em, wb(o), Wbm. (2.31 
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H will denote the class of all continuous functions h: R + R such that 
uo(T) d h(q) < w,(T) if u,(O) 6 q 6 y,(O) and 
~(&AO)) = hd~h M%(O)) = wcdn (2.4) 
We denote by P the class of all continuous functions p(s, 1) defined on the 
set {(s, I) : v,(O) Q s d w,(O), 1 E R} which are nonincreasing in 1 and satisfy 
P(4l(O)? ~b(O)) d 0 G P(%(O), 40)). (2.5) 
The set Z(p) will denote the (nonempty) set of zeros of p; i.e., 
Z(P) = {(s, 1) : p(s, 1) = 0, u,(O) d s < w,(O), ZE R}. 
We denote by Q the class of all continuous functions q(s, Z, U, u) defined on 
the set 
which are nondecreasing in u and satisfy the additional property: for 
(s, I) E Z(p) fixed, we have 
4(& 1, &An, &l(n) < 0 G qb, 1, wcl( n 43(n). (2.6) 
We denote by r the class of all continuous functions y(u, u) defined on the 
set 
which are nondecreasing in u and satisfy 
Y(Uo( n ub( T)) G 0 G Y(%( n, %A 0). 
Again we define 
(2.7) 
and @ will denote the class of all continuous functions cp(s, I, U, u) defined 
on the set 
((A 1, u, u) : u,(O) < s < w,(O), ug( T) < u < w,,(T), 1, u E R) 
which are nonincreasing in 1 and satisfy: for (u, u) E Z(y), we have 
cp(u,(O), 4(O), UT u) d 0 d cp(%#), wb(O), % u). (2.8) 
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Let us list the following assumptions for convenience: 
(A,) f‘: .I x R x R + R is continuous for t # t,, 0, T, k = I, 2, . . . . p, 
lim f(t, x, Y) =f(h -yo, Y,) 
(I, y, 1.1 -(s, ro, vo) ,<F 
for s= t,, T and 
lim f(t, 4 Y) exists for s = t,, 0; cr. x. r) - (LXO. vo) I > Y 
(A, ) I,, N, : R + R are continuous and nondecreasing for each k = 
1, 2, ..., p; 
(A,) there exist uO, w,,EQ such that uo(t)< w,,(t) on J with 
t’,-J t), wO( t) lower and upper solutions of (2.1), respectively; 
(A3) f(t, U, u’) satisfies a Nagumo condition with respect to t+, and 
wo, see [l]; 
(AA f(t, ~1, u’) - f(r, u?, u’) 3 -M(u, - u2) whenever t E J, u,(t) 6 
u2<u, <wO(t) and lu’l <C, where C>max[N,max,, lz&/, max., Iwbl], N 
being the Nagumo constant and M = M(C) > 0. 
In view of Theorem 3.1 in [3], we get easily the following lemma, 
LEMMA 2.1. Assume that (A,) to (A3) are satisjied. Then for any LX, /I E K 
such that 
uo(O) d a 6 w,(O), ud T) < B d wo( T), (2.9) 
the BVP (2.1) and (2.10), where 
u(0) = !x, 4T)=b, (2.10) 
has a solution u(t) such that uO(t)< u(t)< w,(t) on J and lu’(t)l <N .for 
t#tk,O, T. 
3. MONOTONE METHOD FOR BVP WITH Two POINT BOUNDARY CONDITIONS 
We shall, in this section, consider the second order impulsive differential 
equation (2.1) subject to the boundary condition (2.10). We shall 
investigate the existence of extremal solutions of the BVP (2.1) and (2.10). 
For this purpose, we shall employ the method of upper and lower solutions 
and the monotone iterative technique. This approach offers a constructive 
proof of existence which also provides numerical procedures for computa- 
tion of solutions, cf. [4, 51. 
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In order to develop the monotone iterative technique, we need to 
consider the quasilinear impulsive differential equation 
-d’=F(t, 24, u’), t # tk, 0, T, 
k = 1, 2, . . . . p, 
du’l f= ,k = Nk(U’(tk)h k = 1, 2, . . . . p, 
u(0) = a, u(F) = B, 
(3.1) 
where for q E [a,, w,], F(t, U, u’) =f(t, q, q(u’)) - M(u - q), and q(u’) = 
max[ - C, min(u’, C)]. 
In view of the definition of q(u’), it is easy to see that (A4) is equivalent 
to 
(A?) f(t, ul, q(O)-.I”(& u2, q(u’))2 -Mu,-u,), for M>O, tEJ, 
uo(t)<u2<u1<wo(t) and u’ER. 
Relative to the BVP (3.1), we prove the following lemmas. 
LEMMA 3.1. Let the assumptions (A,) to (A4) hold. Then all the condi- 
tions (A,) to (A3) are also verified with respect o the BVP (3.1) (i.e., (A,) 
to (A3) hold with f replaced by F). 
ProoJ Clearly, (A,), (A,) hold with respect to BVP (3.1). When (A2) 
to (A4) are satisfied, we have on J 
f’(t, uo, 4 -At, uo, 4) =f(t, YI, dub)) -Mu, - r) -At, uo, ub) 
B -M(f/-II,)-M(u,-q)=O, 
since 10~1 6 C and q(ub) = ub. Hence we conclude that uo(t) is a lower solu- 
tion of BVP (3.1). Similarly, we can show that we(t) is an upper solution 
of BVP (3.1). Thus (A*) is satisfied with f replaced by F. 
When (A3) holds, we have 
If(t, u, ~‘11 <h(lu’l), t E J, u,(t) 6 u < o&(t), and u’ E R, 
(3.2) 
where hEC[R+, (0, co)] and j”(s/h(s)) ds= co. Because of (3.2) and the 
definition off, we get 
lF(t, K ~‘11 ~h(ldu’)l)+W, 
for tECO, Tl, uo(t)<u<wo(t), and u’ER, where r=max,Iu,(t)-w,(t)l. 
Defining h,( lu’/) = h( lq(u’)l), we have 
s &ds=Ic&ds+JaLds=a. 0 c h(c) 
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Also, since lim inf,s _ 3c h,(s) > 0, there exists a K > 0 such that My < Z&,(.s) 
for all s and hence 
i 
7. s 1 
s 
z ds a- ’ 
h,(s) + My l+K 
- ds = cc,, 
h,(s) 
proving that F also satisfies a Nagumo condition. The proof of the lemma 
is complete. 
LEMMA 3.2. Let (A,) to (A4) hold. Then there exists a solution u c$BVP 
(3.1) such that uO(t)bu(t)dwO(t) on J and lu’(t)ldN jar t#t,,O, T. 
Furthermore, the solution u(t) is unique. 
Proqf: By Lemma 3.1, we have all the asumptions (A,) to (A,) satisfied 
relative to BVP (3.1). Now, employing Lemma 2.1, we obtain the existence 
of a solution u=u(t) of BVP (3.1) with u,(t)~u(t)~w,(t) on J and 
lu’(t)l d N for t # t,, 0, T. It remains to be shown that u(t) is unique. 
Let us suppose that for any v E [u,, w,], the BVP (3.1) admits two solu- 
tions u,(l), u2(t) with ui, U*E [v,, wO]. We shall prove that u,(t)~u,(t) by 
showing (i) u,(t)<u,(t) and (ii) uZ(t)6u,(t). If (i) is not true, then we 
have 
sup [ul(t)-uu,(t)]=C>O. 
IEJ 
(3.3) 
(1) We prove that m(t) = u,(t) - u,(t) can not assume a positive 
local maximum at t # t,. If this is not true, then m(t) assumes a positive 
local maximum at some t, # tk, 0, T. Hence, m’( to) = 0 and m”(t,) d 0. 
Thus 
--u;‘(t,) 3 -4(kJ =.f(t,, rl(kJ, 4(4(t,)) - M(uz(to) - V(h)) 
>.f(kh ?(hJ, du;(~o)) - M(u,(r,) - v(toJ) 
= F(t,t UI (to), u;(bJ)> 
which is a contradiction. 
(2) If there is a t,EJ such that m(t,)= u,(to)-uU2(tO)=~, then t,= t, 
for some k = 1,2, . . . . p by (1). Hence u;(tk)< u’,(tk) and consequently we 
have, since I,, Nk are nondecreasing, 
m(t:)=u,(t:)-uu,(t:)=E 
and 
m’(r:)=u;(t:)-&(t:)>O. 
(3.4) 
(3.5) 
409'14') 1.5 
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In view of (A,,), the assumptions on f then give 
-D+ u’,(t: ) = F(t:, u,(t: 1, u;(t: 1) 
and 
where 
-D+ u;(t:) = F(t:, u,(t: 1, u;(t: 11, 
(3.6) 
(3.7) 
-D+u;(r;)=lirn$f; [u;(tk+h)-u;(t:)] 
and 
-D+u;(‘“)=hm~f~ [u;(t,+h)-&(l:)]. 
By the definition of E, m(t) is nonincreasing to the right of tk. As a result, 
m’(t: ) < 0. This, together with (3.8), implies 
m’(t:)=o and D+m’(t;)fO. (3.8) 
Consequently, from (3.8), 
-D+u;(t:)2 -D+~;(t:)=F(fk+,~Z(t:),~;(tk+)) 
=flt:, ?(t: h s(d(f: ))I - M(%(fk+ I- v(r:)) 
>f(t:> vet: 1, qtu;tt: 1)) - M(%(f:) - Yl(tk+ )I 
= Jlt:, U,(lk+ 1, u;tt: 11, 
which is a contradiction to (3.6). 
(3) If m(t)=u,(t)-z4u,(t)<.s for all toJ, then 
m(t:)=u,(t:)-u,(t,f)=& 
for some k = 1, 2, . . . . p, which in turn yields 
%(tk) ’ dbc). 
Thus 
(3.9) 
(3.10) 
sup[ur(t) - #Z(Z), t&I < t < fJ = Ek > 0. (3.11) 
We then have the following two possibilities: 
1”. u,(~~)--u~(~,)=E~ for some t,~(t,-,, fk]. By (i) t,$(tkP,, fk). 
However, if r,, = t,, then &(fk)<u;(tk) and hence u;(t:)<u;(t:). Now 
repeating the arguments used in case (2) shows that this is impossible. 
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2” U&k+-,I-u*(tk+-,I= Q. As in (3.10), we get u,(t, ,)>~,(t~ ]). 
Repeating the same procedure we employed so far in (3) inductively, either 
we get a contradiction on the way or we have finally 
m(t~)=sup[m(t): t, <t< fz] =i:,>o (3.12) 
and m(t,)>O. Hence 
sup[m(t):0<t~~,]=t:,>0. 
Since m(O)<0 and m(t)#c, for TV (0, t,) by (1) we get 
(3.13) 
m(t,)=&, and m’(t, ) 3 0, (3.14) 
and thus m’( t T ) 2 0. However, this and (3.12 ) imply again a contradiction 
as in the case of 1”. Thus u,(t)<u,(t) on J. 
Repeating the above arguments for uz(t)-u,(t), one can show that 
u~(I)<u,(~) on J. Therefore, u,(t)-uZ(t) and the proof of the lemma is 
complete. 
Since, for every rj 6 [Iv,, UC,,], the BVP (3.1) admits a unique solution U. 
we can define the mapping A by 
Ar/=u. (3.15) 
The properties of A that enable us to generate the monotone iterates that 
converge to the minimal and the maximal solutions of BVP (2.1) and 
(2.10) are given in the next result. 
LEMMA 3.3. Under the assumptions of Lemma 3.2, the mapping A defined 
by (3.15 ) sati:fies 
(i) u,dAuo and w,>Aw,; 
(ii) .for q,, Y]~E [u,, w,], ye, <q2 implies AT, <Ar], (i.e., A i.c (I 
monotone operator on the segment [u,, w,,]). 
Proof (i) Let Au, = u1 and Aw, = w,, where u,, ~1, are the unique 
solutions of BVP (3.1) corresponding to 7 = tiO and 4 = wO, respectively. 
We shall only prove that u0 6 u,; similar arguments can be used to show 
WO> WI. 
Suppose uO( t) < u,(t), t E J is not true. Then 
sup [u,(t)-u,(t)]=&>o. 
IEJ 
(3.16) 
(1 ) We prove that m(t) = uo(t) - u,(r) cannot assume a positive 
local maximum at some to # t,. If this is not true, then m(t) assumes a 
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positive local maximum at some t, # tk, 0, T. Hence m’(to) = 0 and 
m”( to) < 0. Thus 
-uo”(to) 3 -u;‘(b) =f(t,, %(to), q(u;(t,))) - M(u,(t,) - udto)) 
=f(b, u(kd, q(dAt,))) - Wu,(t,) - bdto)) 
>f(kJ, udt,), 4(b)), 
which is a contradiction. 
(2) If there is a t, E J such that m(to) = u,(t,) - u,(t,) = E, then 
t, = t, for some k = 1, 2, . . . . p by (1). Hence u;(tk) d ub(tk) and conse- 
quently, we have, since Ik, N, are nondecreasing, 
m(t:)=u,(t;)-u,(t:)=E (3.17) 
and 
m’(t;)=u~(t:)-u;(t:)20. (3.18) 
In view of the assumptions off, we have 
and 
-D+ uxt: 1 Gf(t:, dt: ),4l(t: 1) (3.19) 
-D+u; (t: I= F(t:, u,(t: 1, u;(t: )I. (3.20) 
By the definition of E and (3.18), we have m’(t:)=O and D+m’(t:)<O. 
Thus 
-D+ub(t:)> -D+ul(t:)=P(t:, u,(t:), u;(t:)) 
=f(tl, uldt: L dub(t: 1)) - M(ul(t: I- ulJ(t,z 1) 
>f(t:Y h(t:), Gl(t:))> 
which is a contradiction to (3.19). 
(3) If m(t) = u,(t) - ul(t) <a for all t E J, then similar arguments to 
that used in the proof of Lemma 3.2 lead to a contradiction. This proves 
u,du,. 
(ii) To prove that A is a monotone operator on [u,, w,], let us set 
Aql =ul and Aq,=u,, where vl, VIE [u,, w,], rll dq2 and ul, u2 are the 
unique solutions of BVP (3.1) with q = vi and q = q2, respectively. We 
claim that ul(t) d u*(t) whenever VI(t) <q2(t), t E J. If this is not true, then 
sup [ul(t)-u2(t)]=&>0. 
1EJ 
(3.21) 
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As before, we lirst prove that m(t) = u,(t) - uz(t) cannot assume a positive 
local maximum at t # tk. If this is not true, then m(t) assumes a positive 
local maximum at some t, # tk, 0, T. Hence m’( to) = 0 and &‘( to) < 0. Thus 
06 -4(to)+4(tcJ=f(t,, ?I(63), q(u;(t,)))-M(u,(t,,)-~,(t”)) 
-.f‘(to, r?z(to), 4(4(b))) + Mu,(t,) - %(fO)) 
d Wrlz(b) - rll(hl)) - M(u,(t,) - v,(to)) + M(%(to) - fldto)) 
= -Mu,(t,)-u,(t,))<O, 
which is a contradiction. 
Thus if there is a t, E J such that m( to) = ui( to) - u,(t,) = E, then to = t, 
for some k = 1, 2, . . . . p. Hence u;(tk) d u’,(tk) and consequently we have 
m(t:)=u,(t:)-uU2(tkf)=I: (3.22) 
and 
m’(t;)=u;(t:)-uU;(t;)20. (3.23) 
In view of the assumptions off, we have 
-D+u’l(t:)=F(t:, u,(t:), u;(t:)) (3.24) 
and 
-D+u;(t:)=F(t,+,uz(t:),u;(t:)). (3.25) 
By the definition of E and (3.23) we have m’(t: ) = 0 and D + m’(t: ) d 0. 
Thus 
0s -D+m’(t:)=f(t:,YI,(tk+),q(u;(tkf)))-M(Ul(tk+)-ilI(tk+)) 
-At,‘, s,ct: ), 4tu;ct: 1)) + M(e(tk+ I- v,tt: )I 
d Wv*(tkf ) - v,ct: )I- wu,tt: I- I?,ct: 1) + WU*(ti+) - v*ct: ))
= -M(u,(t:)-u,(t,+)<0, 
which is a contradiction. 
If m(t) = ul(t) - u*(t) < E for all t EJ, then a similar argument to that in 
the proof of Lemma 3.2 leads to a contradiction. Hence our claim 
ul(t) d u,(t) on J is proved, The proof of the lemma is complete. 
We can now state our main result in this section. 
THEOREM 3.1. Let (A,) to (A4) hold. Then there exist monotone 
sequences {u,,(t)}~zo, fw,Jt)},“=o such that lim,l, r c,,(t)=p(t) und 
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lim, + m w,,(t) = y(t), monotonically and piecewise uniformly on J, where p(t) 
and y(t) are the minimal and the maximal solutions of BVP (2.1) and (2.10), 
respectively. 
Proof: By Lemma 3.2, we know that for any q E [v,, wO] the BVP (3.1) 
has a unique solution u(t) such that vO( t) Q u(t) < w,,(t) on J and 
Id(t)1 < n, t # t,, 0, T, fl being the Nagumo constant that can be obtained 
for the function F. By Lemma 3.3, we see that the mapping A defined by 
A? = u generates monotone sequences {v,(t) >, (w,(t)}, where Av, = u, + , . 
In fact, we have on J 
Let Jo=[O,t,], J1=(t,,t,] ,..., Jp--I=(tp--l,tp], JP=(tP, T]. Then 
J= lJfCo Ji. Note that the BVP (2.1) and (2.10) is equivalent to the system 
of integral equations 
u(t) = 5” Gi(t, s)f(s, 4~1, u’(s)) ds 
I,- I 
t E Jj, i = 1, 2, . . . . p + 1, 
(3.26) 
where 
Gi( t, s) = tti- t)(s- tiLI)l(ti- ti-l), 
if ti-,<s<t<ti, 
(tj-s)(t-tti~,)/(tj-ti~l), if tip,dtds<ti 
u(t,‘_,)=Ij~l(u(t,_,), i=2,3, . . . . p+ 1, 
tO=O, t,+,= T, u(O+)=a, u(T)=/? 
If we replace, in (3.26) f by F, then (3.26) is equivalent to BVP (3.1). Thus 
it follows using standard arguments, see [3], that the sequences (on}, {w,} 
converge uniformly and monotonically to p(t), y(t) on Ji, i = 0, 1,2, . . . . p, 
respectively, and p, y are solutions of BVP (2.1) and satisfy p, y E [v,, w,]. 
In order to prove that p, y are minimal and maximal solutions of BVP 
(2.1) and (2.10), it is enough to show that if u is any solution of BVP (2.1) 
and (2.10) such that UE [u,, w,], then v,(t)<u(t)< w,(t) on J for all n. 
This is easy to prove by induction following an argument similar to that 
used to prove (i) in Lemma 3.3. Thus the proof of the theorem is complete. 
IMPULSIVE DIFFERENTIAL EQUATIoNS 67 
4. EXISTENCE THEOREMS OF BVP 
WITH NONLINEAR BOUNDARY CONDITIONS 
In this section, we shall establish several existence theorems for the 
second order impulsive differential equation (2.1) subject to one of the 
following sets of nonlinear boundary conditions: 
g(m), 4 n, u’(O), u’(T)) = 0, h(u(O)) = u(T); (4.1 ) 
or 
P(O), u’(O)) = 0 = q(W), u’(O), u(T), u’(T); (4.2) 
or 
Y(dT), u’(T)) = 0 = du(O), u’(O), u(T), u’(T)). (4.3) 
Here g, h, p, q, y, cp are appropriate auxiliary functions, which were intro- 
duced in Section 2. It can be seen that condition (4.1) includes the usual 
assumption on periodic conditions and (4.2) and (4.3) include the usual 
linear separated boundary conditions and all three include the usual two 
point boundary conditions. 
THEOREM 4.1. Let vO, w0 E Q be lower and upper solutions of (2.1), 
respectively, with u,(t) < w,(t) on J. Assume that conditions (A,,) to (A3) 
hold and let g E G and h E H. Then the BVP (2.1) and (4.1) has a solution 
u(t) with u,(t)<u(t)<w,(t) on Jand lu’(t)l<Nfor t#tk,O, T, and teJ. 
Proof For each c with u,(O) < c 6 w,(O), by Lemma 2.1, there exists a 
solution u,. of the BVP (2.1) and (4.4), where 
u(0) = c, u(T) = h(c), (4.4) 
satisfying vO(t)du,(t)< w,(t) on J and lu:.(r)l <N for t # tk and tE J. If 
c = v,(O), then u:.(O) 3 v;(O) and u:.(T) d v;(T). Hence 
g(u,.(Oh T.(T), u:.(O), 4(T)) 2 g(u,(O), Q(T), 4dOh 4,(T)) 2 0, (4.5) 
by the monotonicity condition in the last two variables of g and the 
fact h(u,(O)) = vO(T). Similarly, if c = w,(O), we have u:.(O) < w;(O), 
u:.(T) b wb( T), and therefore 
g(u,(O), u,(T), u:.(O), 4(T))< g(w,(O), we(T), 4,(O), wb(T))<O. (4.6 1 
We may assume v,(O) < w,(O), for otherwise (4.5) and (4.6) yield 
du,.(O), U,(T), u:.(O), u:(T)) = 0, 
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which proves the theorem. For CE [uO(0), w,(O)], we let Q(c) denote the 
set of all solutions u, of the BVP (2.1) and (4.4) satisfying 
v,(t) < o,(t) < w,(t) on J and ]u:(t)] 6 N for t# t,, 0, T, tE J. If the 
theorem is not true, then we define 
M= {CE Cue(O), wO(0)]: g(u,(O), u,(T), u:.(O), u:.(T)) > 0 for all u, E Q(c)}. 
(4.7) 
We have M # 4 since v,(O) E A4 so we set E = sup M. Let c, E A4 with c, + t 
and let u, E Q(c,). Then there is a subsequence which converges piecewise 
uniformly on J to a solution u,E~(?) and since g(u,(O), u,(T), u:(O), 
u:(T)) > 0 for all n we have g(u,(O), uO(T), u;(O), u;(T)) 20 and therefore 
g(u,(O), u,,(T), u;(O), u;(T)) > 0. Clearly, E < w,(O) because of relation 
(4.6). Now let d,, = c + (l/n) < w,(O) for large enough n and let z, E l2(d,) 
with g(z,(O), z,(T), z:(O), zL( T)) < 0 and uo(t) 6 z,(t) < w,(t) on J. Then z, 
has a subsequence which converges piecewise uniformly to a solution 
z. E 0(P) and we have g(z,(O), zo( T), z;(O), zb( T)) < 0. But z;(O) 2 u;(O), 
.4(T) G 4D’) so that dzo(Oh zOVh zb(Oh zb(TN 2 g(u,(O), Us, GO), 
ub( T)) > 0 by the monotonicity conditions. This contradiction proves the 
theorem. 
THEOREM 4.2. Let uo, WOE 52 be lower and upper solutions of (2.1), 
respectively, with u,(t) < w,(t) on J. Assume conditions (A,) to (A3) hold 
and let PEP, qE Q. Then the BVP (2.1) and (4.2) has a solution u(t) with 
uo(t)<u(t)<wo(t) on Jand lu’(t)l <N, t#tk,O, T, teJ. 
Proof: For any c, d with u,(O)<cd w,(O), u,(T)<d< we(T), let 
u(c, d, t) denote a solution to BVP (2.1) and (4.8), where 
u(0) = c, u(T)=d (4.8) 
satisfying u,(t) 6 u(c, d; t) d w,(t) on J and Iu’(c, d; t)l <N, t # tk, 0, T, 
t E J. If c = u,(O), then u’(c, d; 0) 3 t&(O) so that 
p(u(c, d; 01, u’(c, d; 0)) < P(Oo(Oh 4(O)) G 0, c = u,(O), (4.9) 
by the monotonicity condition. Similarly, if c = w,(O), we have 
u’(c, d; 0) < w;(O) and hence 
P(U(C, 4 01, u’(c, 4 0)) 3 p(w,(O), 4,(O)) 3 0, c = w,(O). (4.10) 
Therefore, arguing as in the proof of Theorem 4.1, we obtain the existence 
of a cd with v,(O) <c,< w,(O) such that u(c,, d, t) satisfies 
P(U(C,, 4 01, U’(Cd, 4 0)) = 0. (4.11) 
and we may assume cd is the largest such so that cd = c(d ) is unambiguous. 
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Let us set s0 = u(c,, d; 0), I, = u’(c~, d; 0). Now if d= I:~( T), we have 
u’( Cd, d; T) d u;( n, d= ug( T), (4.12) 
and hence 
qh,, 4, dc,, 4 T), u’(c,, 4 T)) 
dq(.%, &I, Q(T), ub(T))GO. d= Q,( T), (4.13 1 
since (so, I,) E Z( p). Similarly, for d= w~~( T) we obtain (with 
u(c,,d;O)=.s,, u’(~~,d;O)=l,,~~~=c(d), and (s,, l,)~Z(p)) 
3qt.s,, I,, w,(T), 4JT))30. d = wO( T). (4.14) 
Therefore, by a continuity and connectedness argument, it follows that 
there exist d, with u,(T) <d, < w,(T) and c,, with r,(O) 6 c,, < W,(O) such 
that the solution u(c,, d,; t) of (2.1) satisfies (4.2). This completes the 
proof. 
The proof of the next theorem is similar to that of Theorem 4.2, so we 
simply state the result below and omit the details of the proof. 
THEOREM 4.3. Let zjO, wOtzSZ he lower and upper solutions of (2.1 ), 
respectively, with uO(t) d w,,(t) on J. Assume that conditions (A,,) to (A,) 
hold and let y E r and q E @. Then the BVP (2.1) and (4.3) has a solution 
u(t) with u,(t)<u(t)<w,j(t) on Jand lu’(t)l<N,for t#tk,O, T, and ~EJ. 
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