Two monads for graphs by Bojanczyk, Mikolaj
Two monads for graphs
Miko laj Bojan´czyk∗, University of Warsaw
August 13, 2018
Abstract
An introduction to algebras for graphs, based on Courcelle’s algebras
of hyperedge replacement and vertex replacement. The paper uses monad
notation.
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1 Introduction
From the perspective of this paper, the basic idea behind a monad is that it
defines a notion of “structure” (e.g. word, tree, graph, etc.) and says how bigger
structures can be composed from smaller structures. This paper describes two
monads that model graphs.
For finite words, it is easy to compose smaller words to get bigger words: one
uses word concatenation. For structures more complicated than finite words,
such as trees or graphs, more care is needed, and one is typically forced to intro-
duce bookkeeping decoration, such as extending trees or graphs with “sources”
or “interfaces”. There are numerous ways to model such sources, e.g. a source
could be a distinguished vertex, a distinguished hyperedge, a distinguished set
of vertices, etc. The two monads for modelling graphs that are considered in this
paper – called H and V – make different design decisions in this respect. The
monads are inspired by two algebras for graphs called “hyperedge replacement”
and “vertex replacement” algebras1.
The first purpose of this paper is to present the results about these algebras
using the terminology of monads, hoping that this presentation makes the ideas
more accessible and easier to draw. A second purpose is to develop some general
theory about monads, motivated by the challenges presented by graphs.
To illustrate the monad method, we include a new result, Theorem 4.15,
which characterises those languages of graphs of bounded treewidth that can be
defined in mso without counting (as opposed to languages that can be defined in
mso with counting). The characterisation is effective, i.e. there is an algorithm
which inputs a sentence of counting mso (and a guarantee that the sentence has
models of bounded treewidth), and decides if the sentence is equivalent to one
that does not use counting, see Theorem 4.15. In the process of describing the
algorithm, we are forced to develop some theoretical infrastructure, such as how
algebras can be represented and manipulated by algorithms. (The difficulty is
that the algebras have infinitely many sorts and infinitary operations.)
2 Monads
This section introduces basic definitions and notation for monads. Although
monads are a concept from category theory, the paper is intended to be readable
for readers without a background in category theory. The reader familiar with
monads can skip Section 2.1 and go directly to Section 2.2; the only difference
between this paper and say, the wikipedia page about monads, is that we write
unit instead of η and flat instead of µ2. Section 2.2 discusses the less standard
notion of polynomials for Eilenberg-Moore algebras.
1 The algebra for hyperedge replacement was introduced in Courcelle [1990]. For t he
origins of the algebra for vertex replacement, see the discussion at the end of Chapter 2 in
the book of Courcelle and Engelfriet [2012]. Throughout this paper, the book is referenced
whenever possible instead of the original papers.
2This notation is based on Bojanczyk [2015]
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2.1 Monads and their algebras
We use only the most basic concepts about monads.
Definition 2.1 (Monad) A monad consists of four ingredients, as given in
Figure 1, subject to six axioms, as given in Figure 2.
Figure 1 also illustrates the monad ingredients for the monad of finite words.
The description in Figures 1 and 2 uses the category of sets, but monads can
be defined in other categories (by replacing “set” with “object in the category”
and replacing “function” with “morphism in the category”). Actually, the two
monads H and V discussed at length in this paper are not in the category of sets,
but in categories of sorted sets (with the sorts being N and N−{0}, respectively).
By a category of sorted sets, we mean any category of the form SetX for some
set X called the sort names. In such a category, the objects are sets where
each element has an associated sort name from X, and the morphisms are sort
preserving functions. When there is only one sort name, we recover the category
of sets.
Algebras and the languages that they recognise. Every monad comes
with an associated notion of algebra.
Definition 2.2 (Algebras and homomorphisms) Let T be a monad. A T-
algebra, also known as an Eilenberg-Moore algebra over the monad, is defined
to be a morphism (in the category) of the form
pi : TA→ A,
where A is called the universe of the algebra, such that pi ◦ unitA is the identity
on A and the following diagram commutes:
TTA
flatA //
Tpi

TA
pi

TA
pi
// A
A homomorphism between two T-algebras
piA : TA→ A piB : TB → B
is any morphism in the category h : A→ B which makes the following diagram
commute:
TA
Th //
piA

B
piB

A
h
// B
3
Ingredient of a monad Example for finite words
(1)
A map from sets to sets, which takes
each set Σ a new set TΣ. The intu-
ition is that TΣ represents “structures”
labelled by Σ.
The structures are finite words,
i.e. TΣ = Σ∗
(2)
A map from functions to functions,
which lifts each function
Σ
f→ Γ
to a function on structures
TΣ
Tf→ TΓ.
The function Tf replaces each
letter by its image under f
(3)
For each set Σ, a function
unitΣ : Σ→ TΣ.
Intuitively speaking, unit says how let-
ters can be interpreted as structures.
A letter a ∈ Σ is mapped to a
one letter word a ∈ Σ∗.
(4)
For each set Σ, a function
flatΣ : T(TΣ)→ TΣ.
Intuitively speaking, flat says how a
structure of structures can be flattened
to a structure.
A word of words is flattened to
a word, like
(aba)(aa)(ε)(a) 7→ abaaaa
Figure 1: The ingredients of a monad in the category of sets. The right column
shows how these ingredients are instantiated for the monad of finite words.
4
TΣ
Tf //
T(g◦f) ""
TΓ
Tg

T∆
TΣ
idTΣ
//
T(idΣ) // TΣ
Σ
f //
unitΣ

Γ
unitΓ

TΣ
Tf
// TΓ
TTΣ
TTf //
flatΣ

TTΓ
flatΣ

TΣ
Tf
// TΓ
.
TTTΣ
flatTΣ //
TflatΣ

TTΣ
flatΣ

TTΣ
flatΣ
// TΣ
TΣ
idΣ
$$
unitTΣ //
TunitΣ

TTΣ
flatΣ

TTX
flatX
// TΣ
Figure 2: The axioms of a monad are that these six diagrams commute for
every set Σ and every functions f : Σ→ Γ and g : Γ→ ∆. The diagrams in the
first row say that T is a functor. The diagrams in the middle row say that the
unit and flattening are natural. The lower left diagram says that flattening is
associative, and the lower right says that the unit is consistent with flattening.
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For example, when the monad is the monad of finite words described in the right
column of Figure 1, then the algebras are monoids. A simple and important
fact is that for every monad T and every object Σ in the category, TΣ becomes
an algebra if we take the product operation to be flattening; this is because of
the axioms in the last row of Figure 2.
Definition 2.3 (Functions and languages recognised by algebras) Let T
be a monad and let
f : TΣ→ C
be a morphism in the category, e.g. a sort-preserving function when the cate-
gory is sorted sets. We say that f is recognised by a T-algebra A if there is a
homomorphism h and a morphism in the category g which makes the following
diagram commute
TΣ
h !!
f // C
A
g
OO
If the category is sorted sets, then we say that a set
L ⊆ TΣ
is recognised by A if the characteristic function of L is recognised (the co-domain
of the characteristic function is a sorted set which has two values “yes” and “no”
on each sort).
Suppose that a monad T is equipped with a notion of “finite algebra”; then
a recognisable morphism/language is defined to be one that is recognised by a
finite algebra. For example, if the monad is in the category of sets, then a natural
notion of “finite algebra” is that the universe is a finite set. If the category is
multisorted sets, then a natural notion of “finite algebra” is that the universe
is finite on every sort. If the monad is in the category is vector spaces, then
a natural notion of “finite algebra” is that the universe has finite dimension.
In general, the notion of “finite algebra” has to be given as a parameter, and
choosing the right one can be a non-trivial task (an important example is monads
for infinite trees, where the notion of “finite algebra” is yet to be identified).
2.2 Polynomials
In this section we describe polynomial operations in an Eilenberg-Moore algebra.
This notion is less standard; and the presentation in this section assumes that
the monad is in a category of sorted sets. A more relaxed and yet still sufficient
assumption would be to use a concrete category (i.e. a category equipped with
a faithful functor to the category of sets). Nevertheless, we restrict attention to
sorted sets, since these are the categories we use for the examples in this paper.
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Polynomial operations as defined here are based on polynomial operations
from universal algebra3, which are in turn based on the usual notion of polyno-
mials like 3x2 + 2xy2 − 3. Fix a category of sorted sets (for some sort names).
Consider a monad T over this category, and an algebra A over this monad whose
universe is A. For a sorted set X, called the variables, define
eval : AX︸︷︷︸
sort-preserving
functions from X to A
× T(A+X) → A
to be the operation which, on input (η, t), substitutes the variables in t according
to the valuation η, and then applies the product operation of the algebra A. We
use the name variable valuations for the first argument of the operation. The
operation eval is not itself a morphism in the category, one reason being that
the variable valuations AX do not form a sorted set. If we fix the first argument
of the function eval to be some variable valuation η, then we do get a morphism
in the category, i.e. a sort-preserving function
eval(η, ) : T(A+X)→ A.
We are, however, mainly interested in fixing the second argument of the opera-
tion eval. For t ∈ T(A+X), define
[[t]] = eval( , t) : AX → A,
to be the function which inputs a variable valuation and outputs the result of
applying it to t. Because the variable valuations do not form a sorted set, the
function [[t]] is not sort-preserving (unless the category is sets, i.e. there is only
one sort name). Functions of the form [[t]] are called polynomial operations, as
described in the following definition.
Definition 2.4 (Polynomial operation) Let T be a monad in a category of
sorted sets, and let A be a T-algebra whose universe is A. For a sorted set X,
a polynomial operation over A with variables X is defined to be any function
f : AX → A
which is of the form [[t]] for some t ∈ T(A + X). We write A[X] for the set of
polynomial operations over A with variables X.
A polynomial operation with an empty set of variables is the same thing
as an element of the algebra, i.e. a constant. If the category is sets, i.e. there
is only one sort, then it is enough to say how many variables there are, and
in such a situation one usually speaks of unary polynomial operations, binary
polynomial operations, etc. This is the case for the monad of finite words, where
the algebras are monoids. For algebras with more than one sort – which will be
the case the monads H and V that are the topic of this paper – one also needs
3Burris and Sankappanavar [2006], Definition 13.3
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to remember the sort for each variable, hence our definition which keeps track
of the (sorted) set of variables.
Example 1. Suppose that the monad is the monad of finite words over the
category of finite sets. In this monad, the algebras are monoids. Consider the
free monoid {a}∗. The function
w ∈ {a}∗ 7→ waw ∈ {a}∗.
is a polynomial operation, namely [[xax]]. In general, a polynomial operation
over the free monoid {a}∗ with variables {x} is given by a word over the alphabet
{a}∗ + {x}. 
Definition 2.5 (Congruence) An equivalence relation ∼ on the universe A
of an H-algebra is called compatible with an operation
f : AX → A
if for every two inputs that are equivalent under ∼ (equivalent on each variable
x ∈ X), the outputs are also equivalent under ∼. A congruence in an H-
algebra is an equivalence relation on the universe of A that is compatible with
all polynomial operations.
The following result, which is simply a monad version of a classic result
from universal algebra, says that congruences are essentially the same thing as
homomorphisms.
Theorem 2.6 (Homomorphism Theorem) 4 An equivalence relation on the
universe of a H-algebra is a congruence if and only if it is the kernel of some
homomorphism.
3 Hyperedge replacement
In this section, we describe the first of the two monads discussed in this paper,
namely the monad H, which is used to model graphs and hypergraphs. The
name of the monad H stands for hyperedge replacement. The monad is based
on Courcelle’s algebra of hyperedge replacement. A second monad, called V
and based on Courcelle’s algebra of vertex replacement, will be discussed in
Section 5.
Hypergraphs. We begin by describing the variant of hypergraphs that is
used to define the monad H. Our real goal is to model graphs, but the more
general model of hypergraphs is needed to describe the compositional structure
needed in a monad. The idea is that a hyperedge incident with n vertices can be
replaced by a hypergraph with n distinguished vertices. Before formally defining
hypergraphs, we review some design decisions. The first design decision is:
4Bojanczyk [2015], Lemma 3.3
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• Hyperedges are labelled.
Labels are essential to the monad approach: hyperedge labels are used to define
the substitution operation that defines the monad. The three other decisions de-
scribed below are not essential, and one can define monads which make different
design decisions in these respects.
• Hyperedges are non-looping, i.e. a hyperedge is incident to a non-repeating
list of vertices.
• Hyperedges are directed, i.e. a hyperedge is incident to a list and not a
set of vertices.
• Parallel hyperedges are allowed, i.e. it is possible to have several hyper-
edges that have the same label and incidence list.
When defining the monad H, we use ranked sets. A ranked set is a set where
every element has an associated arity in {0, 1, 2, . . .}, i.e. this is a special case of
a sorted set, where the sorts are natural numbers. The idea is that hyperedges
and their labels will be ranked, the arity of a hyperedge being the length of its
incidence list. An arity-preserving function is a function between two ranked
sets which does not change arities.
Definition 3.1 (Hypergraph) A hypergraph consists of:
• a (not ranked) set V of vertices;
• a ranked set E of hyperedges;
• an incidence function E → V ∗ which maps each n-ary-vertex to its inci-
dence list, which is non-repeating and has length n.
• a ranked set Σ of labels together with a arity-preserving labelling E → Σ;
We write G,H for hypergraphs, e, f for hyperedges and v, w for vertices.
If e is an n-ary hyperedge and i ∈ {1, . . . , n}, then we write e[i] for the i-th
vertex incident to e, i.e. for the i-th element of the incidence list of e. Note that
we allow hyperedges of arity zero (called nullary) which have empty incidence
lists. Hypergraphs generalise directed graphs without self-loops, see Example 2
below; and in fact modelling graphs is the main goal of the monad.
Example 2. Consider a directed graph G = (V,E) without self-loops, i.e. V is
a set and E ⊆ V ×V is a binary irreflexive relation. We view G as a hypergraph
in the following way. The vertices of the hypergraph are V , the hyperedges
are binary and correspond to edges. Each hyperedge has the same label, call
it “edge”, of rank 2 and the incidence list of an edge consists of its source and
target. 
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Drawing hypergraphs. Suppose that the set of labels Σ has two elements
as shown below:
arity 3arity 2
Here is a picture of a hypergraph labelled by Σ:
vertex
hyperedge
To draw the incidence lists, which are ordered, we use the following convention:
1
2
3
e incidence list of this hyperedge is obtained by
starting in vertex indicated by the arrow (1), and then
going clockwise ( 2 and 3).  
Sourced hypergraphs. To define the monad structure on hyperegraphs, we
equip hypergraphs with distinguished vertices, called sources. The idea is that
an n-ary hyperedge can be replaced by a hypergraph with n distinguished ver-
tices.
Definition 3.2 (Sourced hypergraph) A sourced hypergraph is defined to
be a hypergraph G together with an injective function
source : {1, . . . , n} ↪→ vertices of G
for some n ∈ {0, 1, . . .}. The number n is called the arity of the sourced hyper-
graph.
Sourced hypergraphs form a ranked set. In the end, we are mainly interested
in the nullary sourced hyperegraphs, i.e. hypergraphs. Sourced hyperegraphs of
higher arities are used to define the substitution operation. We draw sourced
hypergraphs like this (the picture shows a binary sourced hypergraph):
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source 1,
this is the vertex
that is closest
to the blue arrow
source 2, this
is the vertex that is 
closest to the 
blue line
The point of the drawing is to underline a sourced hypergraph, having an arity,
can also be used as a label in a hypergraph. We are now ready to define the
first ingredient of the monad H, i.e. how it works on objects (ranked sets).
Definition 3.3 (The monad H) The monad H is defined as follows.
• Category. The category is ranked sets and arity-preserving functions, with
the ranks being {0, 1, . . .};
• On objects. For a ranked set Σ, define HΣ to be the ranked set of hyper-
graphs with labels Σ that are finite5, modulo isomorphism6.
• On morphisms. For an arity-preserving function f : Σ→ Γ, the function
Hf : HΣ→ HΓ is defined by applying f to the labels;
• Unit. The unit of an n-ary label a ∈ Σ is the n-ary sourced hypergraph
with vertices {1, . . . , n}, one n-ary hyperedge labelled by a and incident to
[1, . . . , n], and where the source mapping is the identity. Here is a picture:
5Finitely many vertices and hyperedges.
6Two sourced hypergraphs are called isomorphic if they have the same set of labels and
there are two bijections – between the vertices and the hyperedges – which respect the labelling,
incidence, and source functions in the natural way.
In the terminology of Courcelle and Engelfriet, HΣ talks about abstract hypergraphs (i.e. hy-
pergraphs up to isomorphism) as opposed to concrete hypergraphs (i.e. not up to isomor-
phism). The main reason for working modulo isomorphism is that we want to have certain
ways of combining hypergraphs to give equal results (e.g. we want disjoint union of hyper-
graphs to be associative) and this can only be achieved modulo isomorphism.
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unit
• Flattening. For a sourced hypergraph G ∈ HHΣ, its flattening is defined
as follows (see Figure 3):
– Hyperedges are pairs (e, f), where e is a hyperedge of G and f is a
hyperedge in the label of e. The colour and arity of a hyperedge (e, f)
is inherited from f .
– Vertices are either vertices v of G, or pairs (e, v) such that e is a
hyperedge of G and v is a non-source vertex in the label of e. The
source function is inherited from G.
– The incidence list of a hyperedge (e, f) is obtained by taking the inci-
dence list of f (in the label of e), and applying the following parent
function:
parent(v) = v
parent(e, v) =
{
(e, v) : if v is not a source in the label of e
e[i] : if v is the i-th source in the label of e
The above definition restricts attention to finite sourced hypergraphs. In
principle, we could also consider infinite ones – and in fact the monad approach
would have its advantages for considering infinite objects, since it does not
insist on any explicit use of finite terms to define objects. The main reason for
finiteness is that we want to remain close to the approach from Courcelle and
Engelfriet [2012], which uses finite structures. Another advantage of finiteness
is that the operation HΣ is finitary in the following sense:
HΣ =
⋃
Σ0⊆Σ
HΣ0
where the union above ranges over finite subsets Σ0. The fact that H is finitary
will play a role in Section 4.
Fact 3.4 H satisfies the axioms of a monad.
Proof
A routine check of the axioms. We only check associativity, i.e. that the following
12
Figure 3: A sourced hypergraph in HHΣ (above) and its flattening (below).
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diagram commutes
HHHΣ
flatHΣ //
HflatΣ

HHΣ
flatΣ

HHΣ
flatΣ
// HΣ
Let G ∈ HHHΣ. Define G1, G2 ∈ HΣ to be the results of applying to G the
following functions (to make the comparison easier, we discuss the two hyper-
graphs in parallel columns for the rest of this proof):
HHHΣ
flatHΣ // HHΣ
flatΣ

HΣ
HHHΣ
HflatΣ

HHΣ
flatΣ
// HΣ
Our goal is to show that G1 is the same (isomoprhism type) as G2. Unfold-
ing the definition of flattening, we see that the hyperedges in the two sourced
hypergraphs are defined as follows.
Hyperedges in G1 are of the form
((e, f), g)
where:
• e is a hyperedge of G;
• f is a hyperedge in the label of e;
• g is a hyperedge in the label of f ;
Hyperedges in G2 are of the form
(e, (f, g))
where the conditions on e, f, g are
the same as for G1.
From the above description, it follows that the function αE defined by
(e, (f, g)) 7→ ((e, f), g).
is a bijection between the hyperedges from G1 and the hyperedges of G2. This is
because the conditions on e, f, g are the same in both G1 and G2. The function
also preserves labels and ranks, because labels and ranks are inherited from g in
both G1 and G2. Let us now look at the vertices of the sourced hypergraphs:
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Vertices in G1 are of the form:
v (e, w) ((e, f), u)
where:
• v is a vertex of G;
• e is a hyperedge of G;
• w is a vertex in the label of e that
is not a source in the label of e;
• f is a hyperedge in the label of e;
• u is a vertex in the label of f that
is not a source in the label of f .
Vertices in G2 are of form:
v (e, w) (e, (f, u))
where the conditions on v, e, w, f, u
are the same as for G1.
Define αV to be the function from vertices of G1 to vertices of G2 which is the
identity on vertices of the forms v and (e, w) and which is otherwise defined by
((e, f), u)) 7→ (e, (f, u)).
Again, this function is a bijection, because the conditions on v, e, w, f, u are the
same in both G1 and G2. This function preserves sources, because the source
functions in both G1 and G2 are inherited from G. We are left with showing that
incidence is preserved by the functions αE and αV . This follows immediately
from the following description of the incidence lists in G1 and G2, which is
obtained by unraveling the definitions:
The incidence list of a hyperedge
((e, f), g)
in G1 is obtained by taking the inci-
dence list of g in the label of f , and ap-
plying the function which maps a vertex
u in the label of g to:
• ((e, f), u) if u is not a source in
the label of f ;
• (e, f [i]) if u is the i-th source in
the label of f , and f [i] is not a
source in the label of e;
• e[j] if u is the i-th source in the la-
bel of f , and f [i] is the j-th source
in the label of e.
The incidence list of a hyperedge
(e, (f, g))
in G2 is obtained by taking the inci-
dence list of g in the label of f , and
applying the function which maps a
vertex u in the label of g to:
• (e, (f, u)) if u is not a source
in the label of f ;
• (e, f [i]) if u is the i-th source
in the label of f , and f [i] is not
a source in the label of e;
• e[j] if u is the i-th source in
the label of f , and f [i] is the
j-th source in the label of e.

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3.1 Recognisability
In this section we discuss recognisable languages of hypergraphs, i.e. languages
of hypergraphs that are recognised by H-algebras that are “finite”. What does
“finite” mean? This first idea might be to consider algebras that have finitely
many elements altogether in the universe. This is a bad idea, for the following
reason. For every arity n ∈ N, there is at least one n-ary sourced hypergraph
(e.g. only the sources and no hyperedges), and it must have some value under the
product operation in an H-algebra. It follows that an H-algebra is nonempty on
every arity, and therefore it cannot have a universe that is finite. A second idea
is to consider algebras that are finite on every arity; this is the idea that we use,
and it is also the idea that was used by Courcelle when defining vr-recognisable
languages of graphs, see below.
Definition 3.5 (Recognisable language of hypergraphs) A language L ⊆
H0Σ is called recognisable if it is recognised by a H-algebra that is finite on every
arity.
In Theorem 4.18 below, we show that this definition of recognisability coin-
cides with the notion of vr-recognisability originally introduced by Courcelle7.
The notion of vr-recognisability is based on a choice of operations on sourced
hypergraphs, called the vr-operations and illustrated in Figure 4, of which the
most important is the following parallel composition operation. Define the par-
allel composition of two sourced hypergraphs of the same arity to be the sourced
hypergraph, also of the same arity, obtained by taking their disjoint union and
then fusing the corresponding sources. We write ⊕ for parallel composition;
this operation is only defined on pairs of sourced hypergraphs of the same arity.
Here is a picture:
G G ⊕ G’G’
To discuss the relationship with vr-recognisability, it will be convenient to
view the vr-operations as a special case of polynomial operations, as defined in
7Courcelle and Engelfriet [2012], Definition 4.29
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Definition 2.4. Consider an algebra of the form HΣ, i.e. the product operation
is flattening. Recall that if X is a ranked set of variables, then a polynomial
operation with variables X in this algebra is a function
(HΣ)X → HΣ
which inputs an arity-preserving valuation of the variables X, and outputs the
result of applying this valuation to a sourced hypergraph G ∈ H(HΣ +X) that
is fixed for the polynomial operation. The outputs of the polynomial operation
have the same arity as G. We are now ready to define vr-recognisability.
Definition 3.6 (vr-recognisable language) 8 A language L ⊆ H0Σ is called
vr-recognisable if there is an equivalence relation on HΣ, which:
1. recognises L, i.e. L is union of equivalence classes; and
2. has finitely many equivalence classes on every arity; and
3. is compatible with all of the vr-operations defined in Figure 4.
The following result shows that vr-recognisability coincides with the notion
of recognisability given at the beginning of this section.
Theorem 3.7 For a language L ⊆ H0Σ, the following conditions are equivalent:
1. L is recognisable in the sense of Definition 3.5;
2. L is recognised by a congruence (in the sense of Definition 2.5) with finitely
many equivalence classes on every arity;
3. L is recognised by an equivalence relation that is compatible with all vr-
operations and has finitely many equivalence classes on every arity.
Proof (Sketch)
The equivalence of items 1 and 2 follows from the Homomorphism Theorem. It
remains to prove the equivalence of items 2 and 3.
Define a linear unary polynomial operation to be a polynomial operation
which has one variable x, and which uses this variable exactly once. It is not
hard to see that an equivalence relation on HΣ is compatible with all polyno-
mial operations if and only if it is compatible with all linear unary polynomial
operations; this is done by replacing each occurrence of each variable one by one
(for this argument, it is crucial that the monad is finitary; the argument would
not work for infinite hypergraphs). Therefore, item 2 is equivalent to saying
that L is recognised by an equivalence relation that has finitely many equiva-
lence classes on every arity, and is compatible with all linear unary polynomial
operations.
To complete the proof item 2, we show that an equivalence relation is com-
patible with all linear unary polynomial operations if and only if it is compatible
8Courcelle and Engelfriet [2012], Definition 4.29
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with all vr-operations. The key observation is that every sourced hypergraph
can be obtained by composing the vr-operations. To prove this observation,
we can start with a sourced hypergraph that has all vertices as sources and no
hyperedges, then add hyperedges one by one using parallel composition, and
finally forget some of the sources. It follows that every linear unary polynomial
operation can be obtained by composing the vr-operations, and therefore being
compatible with all linear unary polynomial operations is the same as being
compatible with all vr-operations. 
3.2 Treewidth
In this section, we show that a subset of H0Σ, e.g. a set hypergraphs, has
bounded treewidth if and only if it can be generated using finitely many poly-
nomial operations.
Treewidth. We begin by defining (a directed hypergraph version of) treewidth.
When talking about trees in this paper, we mean finite node labelled unranked
trees without a sibling order, as described in Figure 5.
Definition 3.8 (Tree decomposition) A tree decomposition of a hypergraph
G is a tree where each node is labelled by a set of vertices of G, which is called
the bag of the node, such that:
1. for every hyperedge of G, its incidence list is contained in the bag of some
node;
2. for every vertex v of G, the set
{x : x is a node of the tree t whose bag contains v}
is nonempty and connected by the child relation on nodes of the tree de-
composition.
The width of a tree decomposition is one plus the maximal size of a bag. The
treewidth of a hypergraph is the minimal width of its tree decompositions.
Here is a picture of a tree decomposition
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For each arity n, there is an operation
which inputs two n-ary sourced hyper-
graphs, and outputs their parallel com-
position.
the two variables
of the polynomial
For each arity n, there is an operation
which inputs an n-ary sourced hyper-
graph, and adds a new isolated vertex
which becomes source n+ 1.
the added 
source
There is a constant for the empty hy-
pergraph (arity zero) and a constant for
every unit.
Constants are polynomial opera-
tions.
For every injective function
f : {1, . . . , k} → {1, . . . , n}
there is an operation which inputs an
n-ary sourced hypergraph, and returns
a k-ary one where the source function
of the input is precomposed with f .
To see that this operation is a poly-
nomial operation, consider the ex-
ample
f : {1, 2} → {1, 2, 3, 4}
defined by 1 7→ 3 and 2 7→ 1.
Then the polynomial corresponding
to this operation looks like this:
source 2 of the output
corresponds to source 
1 = f (2) of the variable
Figure 4: The vr-operations (left column) and why they are polynomial oper-
ations (right column).
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each node has a label
there is a distinguished root the set of labels
is not a ranked set,
and the number of
children is not 
determined by the
label
siblings are not ordered,
i.e. there is no rst child, or last child, etc.
Figure 5: Trees
a hypergraph its tree decomposition
the contents of a bag are dark,
the rest is pale
width is 2,
because bags
have ≤3
vertices
The following result shows that bounded treewidth can be expressed in al-
gebraic terms. The proof of the theorem is essentially the observation that a
node in a tree decomposition can be viewed as a polynomial operation (in the
algebra HΣ), which puts together the hypergraphs generated by its children.
Theorem 3.9 9 Let Σ be finite ranked set. A subset L ⊆ H0Σ has bounded
treewidth if and only if there exists a finite set P of polynomial operations (the
polynomial operations might use different, possibly empty, sets of variables) in
HΣ such that
L ⊆ least subset of HΣ closed under applying polynomial operations from P︸ ︷︷ ︸
subset of HΣ generated by P
.
9Courcelle and Engelfriet [2012], Proposition 3.7 and Example 4.3(8)
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Proof
In the proof, we also use tree decompositions also for sourced hypergraphs. A
tree decomposition for a sourced hypergraph is defined the same way as for
hypergraphs, except that we require all sources to be contained in the root bag.
In particular the treewidth of a sourced hypergraph is at least its arity minus
one.
To prove the left-to-right implication, we use the following result10, which
can be proved by induction on the size of a tree decomposition: a hypergraph
has treewidth < n if and only if it can be generated by those operations in
Figure 4 that use (on input and output) arguments of arity ≤ n. Since these
operations are all polynomial operations, and there are finitely many of them,
we get the left-to-right implication.
The right-to-left implication of the theorem follows immediately from the
following claim.
Claim 3.10 For every ranked set X and polynomial operation
p : (HΣ)X → HΣ
there exists some k ∈ N such that every valuation η ∈ (HΣ)X satisfies
treewidth of p(η) ≤ k + max
x∈X
treewidth of η(x)
Proof
The number k is the treewidth of the sourced hypergraph defining p. The
number k is necessarily finite, since we are dealing with finite hypergraphs. The
result is then proved by putting together tree decompositions in the obvious
way. 

4 Monadic second-order logic
A classical theme in language theory is to use logic to describe properties of
objects such as words, trees, graphs, etc. The most prominent logics are first-
order logic and monadic second-order logic (mso). For more background on this
theme, see the survey of Thomas 11. The seminal result for this topic that for
finite words recognisability (by finite monoids, or equivalently finite automata)
is the same thing as definability in mso; this was shown by Bu¨chi, Elgot and
Trakhtenbrot. This result was later extended to finite trees, by Thatcher and
Wright, and then famously to infinite binary trees by Rabin (but Rabin’s notion
of recognisability for infinite trees used nondeterministic automata; finding a
suitable algebraic notion of recognisability for infinite trees remains an open
10Courcelle and Engelfriet [2012], Theorem 2.83
11Thomas [1990]
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question, see ). For graphs and hypergraphs – general ones but especially those
of bounded treewidth – the study of the connection between recognisability and
definability in mso was pioneered by Courcelle, and this is the topic that is
discussed in this section. Here is the plan.
• In Section 4.1, we introduce mso and its counting extension.
• In Section 4.2, we prove Courcelle’s Theorem, which says that for hyper-
graph languages, definability in counting mso implies recognisability. The
proof is phrased so that it can used for other monads, i.e. it yields suffi-
cient criteria for a monad to admit “Courcelle’s Theorem”. Examples of
such other monads are the monad V that will be discussed in Section 5, as
well as all monads for finite and infinite words and trees that are known
to the author.
• In Section 4.3 we discuss the expressive power of mso without counting.
We give an algebraic characterisation: a language of bounded treewidth is
definable in mso without counting if and only if it is recognised by an alge-
bra that is finite on every arity and aperiodic (aperiodicity for H-algebras
is a condition related to aperiodicity for monoids that was famously used
by Schu¨tzenberger12 to characterise the star-free languages).
• In Section 4.4 we discuss the algorithmic aspects of checking if an algebra
is aperiodic. The difficulty is that H-algebras have infinitely many sorts
and infinitely many operations. We introduce a notion of computable H-
algebra and show that: (a) languages definable in counting mso admit
computable algebras; (b) for languages of bounded treewidth, computable
algebras can be minimised and tested for conditions such as aperiodic-
ity. Combining the results from Sections 4.3 and 4.4, we get an algo-
rithm which inputs a sentence of counting mso that defines a language
of bounded treewidth, and says whether or not the same language can
be defined without counting. Perhaps more importantly, the results from
Sections 4.3 and 4.4 show that the monad framework is mature enough to
get algebraic characterisations of logics (algebraic characterisations are a
topic that has been widely studied for words and also for trees); at least
under the assumption of bounded treewidth.
4.1 mso over hypergraphs
In this section, we introduce notation for mso. A vocabulary is defined to be a set
of relation names with associated arities (which are natural numbers, possibly
zero) plus a set of constant names. Note that we disallow functions that are not
constants; this is because we want to have finitely many non-equivalent formulas
of first-order logic with given quantifier rank. A model over a vocabulary Σ
consists of a set called the universe and an interpretation, which maps each
n-ary relation name in the vocabulary to an n-ary relation on the universe and
12Schu¨tzenberger [1965]
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maps each constant name to an element of the universe. To express properties
of models, we use first-order logic (fo) and monadic second-order logic (mso).
mso is the extension of first-order logic which allows quantification over sets
of elements in the universe, see the textbook of Ebbinghaus and Flum 13 for a
precise definition. The word monadic means that second-order quantification is
restricted to sets of elements, as opposed to sets of pairs, triples, etc.
mso cannot define properties like “the size of the universe is even”, which
are recognised by algebras that are finite on every arity. To deal with such
properties, we consider counting mso, which extends the syntax of mso by
adding, for every m ∈ N and k ∈ {0, . . . ,m− 1} a (second-order) predicate
|X| ≡ k mod m
which inputs a set X and returns true if its size is finite and congruent to k
modulo m. The number m is called the modulus in the predicate. We will
consider fragments of counting mso where the counting predicate above is only
allowed for moduli m taken from some set M ; e.g. when M is empty we recover
the usual mso.
Hypergraphs as models. To define properties of (sourced) hypergraphs us-
ing mso or counting mso, we use the following encoding of hypergraphs as
models.
Definition 4.1 (Sourced hypergraphs as models) Let Σ be a finite ranked
set. For sourced hypergraph G ∈ HΣ, define its model modHG as follows:
1. The universe is the disjoint union of the vertices and hyperedges;
2. For every a ∈ Σ there is a unary relation interpreted as
{e : e is a hyperedge that has label a}
3. For every i ∈ {1, 2, . . . ,maximal arity in Σ} there is a binary relation in-
terpreted as
{(e, v) : e is a hyperedge whose i-th incident vertex is v}
4. For every i ∈ {1, 2, . . . , rank of G} there is a constant for the i-th source.
If the ranked set Σ is finite, then the vocabulary in the above definition is finite
(but depends on the arity of G, as used in item 4). In principle, the definition
could be applied to infinite alphabets Σ, in which case the vocabulary would be
infinite, but we do not use infinite variant. Note that the model defined above
has hyperedges in the universe, this issue is discussed in the following example.
Example 3. There are two natural encodings of a directed graph G as models,
which are denoted as bGc and dGe by Courcelle and Engelfriet14:
13Ebbinghaus and Flum [2013], page 38
14Courcelle and Engelfriet [2012], Sections 1.3.1 and 1.8
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bGc the universe is the vertices and edges are represented by a binary relation;
dGe the universe is the vertices plus the edges, and incidence is represented by
two binary relations for source and target of edges.
In this section, we are interested in the second type of coding; the first type
will be used in Section 5. To recover the coding dGe, we view a directed graph
as a hypergraph as described in Example 2, and represent it as a model using
Definition 4.1. 
In Section 5, we consider a different model encoding modV (which will apply
only to directed graphs, and not hypergraphs). The encoding modV corresponds
to bGc discussed in the above example. The two encodings modH and modV lead
to different expressive powers of mso for directed graphs; the difference being
quantification over sets of edges. To avoid confusion between the two encodings,
we use the name “definable in mso2” for languages that are defined using the
encoding structH from Definition 4.1; and the name “definable in mso1” for
languages definable using the encoding from Section 5. The choice of numbers
1 and 2 originates from the graph setting15, where 2 indicate that sets of edges
can be quantified.
Definition 4.2 (mso2) A set of hypergraphs L ⊆ H0Σ is called definable in
(counting) mso2 if there is a sentence ϕ of (counting) mso over vocabulary
used in Definition 4.1 that defines L in the following sense:
G ∈ L iff structHG |= ϕ for every G ∈ H0Σ.
4.2 Courcelle’s Theorem
This section is devoted to Courcelle’s Theorem16.
Theorem 4.3 (Courcelle’s Theorem) If a language L ⊆ H0Σ is definable
in counting mso2, then it is recognisable (i.e. recognised by an H-algebra that is
finite on every arity).
We give a proof of the theorem below. The point is not to show that the theorem
is true, which is known, but to write the proof so that it can be resued for other
monads.
As discussed at the beginning of Section 4, the converse implication in Cour-
celle’s Theorem fails, see Example 4 below. In the example, it is crucial to use
a language of unbounded treewidth. For bounded treewidth, the converse im-
plication of Courcelle’s Theorem is true; we will revisit this issue at the end of
this section.
Example 4. Consider languages of cliques. For every set X ⊆ N the language
{G : G is an undirected graph that is a clique and has size in X},
15Courcelle and Engelfriet [2012], page 69
16Courcelle and Engelfriet [2012], Section 5.3
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is recognisable17, assuming the representation of graphs as hypergraphs de-
scribed in Example 2. The basic idea is: for a sourced graph, if there is at
least one vertex that is not a source, then the recognising homomorphism needs
to produce only one bit of information (is the sourced graph a clique in the
language?). For some choices of X, the language is not definable in counting
mso2, e.g. when X is an undecidable set of numbers. 
Our proof of Courcelle’s Theorem, like the original proof, uses the “composi-
tion method” in logic18. The idea behind the composition method is this: if we
know the theory of smaller hypergraphs and we know how these hypergraphs
are put together to get a bigger hypergraph, then we also know the theory of
the bigger hypergraph. We begin by describing the composition method for
first-order logic, and then lift it to counting mso. Most of the discussion in this
section is about first-order logic and counting mso in general, without assuming
that the logics are evaluated in models representing sourced hypergraphs.
fo-compatible operations. We assume that the reader is familiar with basic
notions from model theory, such as quantifier rank and Ehrenfeucht-Fra¨ısse´
games for first-order logic19.
Definition 4.4 (r-equivalence) For r ∈ N and two models A and B, we write
A ≡r B
if the models have the same vocabulary and player Duplicator has a winning
strategy in the r-round Ehrenfeucht-Fra¨ısse´ game over these two models.
Ehrenfeucht’s Theorem20 says that if the vocabulary is finite, then A ≡r B
holds if and only if the two models satisfy the same sentences of first-order logic
with quantifier rank at most r. If the vocabulary is finite, then up to logical
equivalence there are only finitely many sentences of given quantifier rank, which
gives the following fact (here it is important that we have no function symbols
of arity ≥ 1, only constants).
17Courcelle and Engelfriet [2012], Proposition 4.36
18An alternative proof would use the method proposed in [Bojanczyk, 2015, Section 6].
There, an abstract definition of mso is given, and then [Bojanczyk, 2015, Lemma 6.2] is
proved showing that languages defined in this abstract mso are necessarily recognised by a
finite algebras. One reason why we do not use that method is that proof of Lemma 6.2
contains a mistake, which was pointed out by Julian Salamanca: to actually work, the proof
of Lemma 6.2 in Bojanczyk [2015] requires an additional assumption, namely that there is
a distributive law of the monad over powerset. Nevertheless, the method from Bojanczyk
[2015], can in fact be used to show the Recognisability Theorem, because: (a) the additional
assumption on a distributive law is satisfied for the monad H; and (b) the abstract notion of
mso used in Bojanczyk [2015] is consistent with the notion of cmso used here. These ideas
will be described in an upcoming paper.
19Ebbinghaus and Flum [2013]
20Ebbinghaus and Flum [2013], Theorem 1.2.8
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Definition 4.5 (Operations compatible with fo) Let Σ1, . . . ,Σn,Σ be vo-
cabularies. An operation
f : (models over Σ1)× · · · × (models over Σn)→ models over Σ,
is called compatible with an equivalence relation ≡ on models if
A1 ≡ B1, . . . ,An ≡ Bn implies f(A1, . . . ,An) ≡ f(B1, . . . ,Bn).
An operation is compatible with fo if it is compatible with ≡r for every r ∈ N.
We list below four types of operations on models; Lemma 4.6 says that all
of them are compatible with fo.
1. Products. Define the product ∏
i∈I
Ai
of a family of models (possibly over different vocabularies) as follows. The
universe is the product of the universes. For every i ∈ I and every relation
R in the model Ai, the product has an n-ary relation interpreted as
{(a1, . . . , an) : R(pii(a1), . . . , pii(an))}.
where pii is the projection of the product onto Ai. For every family
{ci is a constant in Ai}i∈I
the product has a constant that is interpreted coordinatewise.
2. Disjoint unions. Define the disjoint union∐
i∈I
Ai
of a family of models (possibly over different vocabularies) as follows.
The universe is the disjoint union of the universes. For every i ∈ I and
every relation R in the model Ai, the disjoint union has an n-ary relation
interpreted as
{(a1, . . . , an) : a1, . . . , an ∈ Ai and R(a1, . . . , an)}.
For every i ∈ I and every constant c in Ai, the disjoint union has a
corresponding constant. Note that the vocabularies of the product and
disjoint union have the same relations, but different constants.
3. Quantifier-free universe restriction. Let Σ be a vocabulary, and let ϕ be
a quantifier-free formula with one free variable. Using ϕ, we define an
operation
models over Σ → models over Σ
which restricts the universe to elements that satisfy ϕ, and restricts all
other relations to the new smaller universe. This operation is partial,
because it is undefined if some constant violates ϕ.
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4. Quantifier-free interpretation. Let Σ and Γ be vocabularies, and f be a
function which assigns:
• to each n-ary relation name in Γ a quantifier-free formula over Σ with
n arguments;
• to each constant name in Γ a constant name in Σ.
From f we get a function from models over Σ to models over Γ as follows:
the universe is not changed, each relation name R ∈ Γ is interpreted
according to f(R) and each constant c is interpreted as f(c).
Lemma 4.6 Products, disjoint unions, quantifier-free interpretations, and quantifier-
free universe restrictions are compatible with fo.
Proof
An application of Ehrenfeucht-Fra¨ısse´ games. The lemma can be traced back
to Mostowski 21, see also the discussion of products in Hodges’ textbook 22. 
Operations compatible with counting mso. Instead of treating counting
mso as a logic in its own right, it will be convenient to view it as first-order
logic over a suitably defined powerset model.
Definition 4.7 (Powerset model) For a model A, define its powerset model
PA as follows. The universe of the powerset model is the powerset of the universe
of A, and it is equipped with the following relations and constants:
1. A binary relation for set inclusion and a unary relation for the singleton
sets.
2. For every n-ary relation R in A, a relation of the same name and arity
that is interpreted as
{({a1}, . . . , {an}) : A |= R(a1, . . . , an)}.
3. For every quantifier-free formula ϕ(x) with one free variable23 over A, a
constant [ϕ] interpreted as the elements that satisfy ϕ.
We extend the powerset operation to account for modulo counting as follows. For
a set M ⊆ N, the model PMA is obtained by extending the model PA defined
above with the following relations:
4. For every m ∈ M and k ∈ {0, . . . ,m− 1}, a unary relation selecting sets
which are finite and whose size is equal to k modulo m.
21Mostowski [1952]
22Hodges [1993], Section 9 and the historical remarks on p. 476
23The formula ϕ might use non-unary relations, e.g. it could say R(x, x) or R(x, c) for some
constant c.
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Some comments about the design choices in the above definition:
• Some relations and constants in the powerset model can be defined in
terms of others using first-order logic, e.g. a singleton set is one that
has exactly two subsets. However, such definitions are not necessarily
quantifier-free, and in the reasoning below it will be important to use
quantifier-free definitions.
• The constants from item 3 will be used to show that quantifier-free uni-
verse restrictions are compatible with counting mso, see Claim 4.11 below.
Quantifier-free universe restrictions, in turn, will be needed in the proof of
the Courcelle’s Theorem, because the flattening operation of the monad
H removes some vertices, namely the source vertices of the graphs that
label hyperedges.
• The reason for having a parameter M ⊆ N in item 4, instead of M = N,
is that we want to have finitely many equivalence classes of models for a
given quantifier rank.
The point of the powerset model is that counting mso over a model reduces
to first-order logic over its powerset, as expressed in the following lemma. To
make the correspondence more transparent, we extend the syntax of mso so
that it has a binary (second-order) predicate for set inclusion, a unary (second-
order) predicate for testing if a set is a singleton, and for every quantifier-free
formula with one free variable ϕ(x), there is a constant [ϕ] which is interpreted
as in the powerset model. Here is an example of a quantifier-free sentence in
the extended syntax, which says that a binary relation R is reflexive:
[true] ⊆ [R(x, x)].
Define the quantifier rank of a sentence of counting mso (in the extended syntax)
as for first-order logic, with first- and second-order quantifiers counted the same
way.
Lemma 4.8 If models A and B over the same vocabulary satisfy
PMA ≡r PMB
if and only if they satisfy the same sentences of counting mso (in the extended
syntax) that have quantifier rank r and use modulo counting for moduli m ∈M
(we write cmsoMr for the set of such sentences). Furthermore, if the vocabulary
is finite and M is finite, then there are finitely many equivalence classes of the
above equivalence relation.
Proof
By unraveling the definitions. First-order quantification is replaced by quan-
tification over singleton sets. For the part of the lemma about finitely many
equivalence classes, we observe that although the vocabulary of PMA is tech-
nically speaking infinite because of the constants in item 3, there are finitely
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different constants because there are finitely many quantifier-free formulas up
to logical equivalence. 
Definition 4.9 (Operations compatible with counting mso) An operation
on models is called compatible with counting mso if for every r ∈ N and M ⊆ N
it is compatible with the equivalence relation from Lemma 4.8, i.e. satisfying the
same sentencers of cmsoMr .
The following lemma shows that all operations from Lemma 4.6, except for
products, are compatible with mso. This type of result was aready known to
Shelah 24. The counterexample for products is: a formula of mso in a product
of two finite orders can express that they have the same size.
Lemma 4.10 Disjoint unions, quantifier-free interpretations, and quantifier-
free universe restrictions are compatible with counting mso.
Proof
The key is that the operations in the lemma commute with powersets in a
suitable sense, as stated in the following claim. The claim is proved by simply
substituting quantifier-free formulas inside other quantifier-free formulas, plus
the observation that the powerset operation turns union into product.
Claim 4.11 Let M ⊆ N. Then
1. For every quantifier-free universe restriction f there is a quantifier-free
universe restriction g such that every model A over the input vocabulary
of f satisfies
PM (f(A)) is isomorphic to g(PM (A)).
2. Same as item 1, but with both f and g being quanitifer-free interpretations;
3. For every family of vocabularies {Σi}i∈I there is a quantifier-free inter-
pretation g such that every family {Ai ∈ models over Σi}i∈I satisfes
PM (
∐
i∈I
Ai) is isomorphic to g
(∏
i∈I
PMAi
)
.
Proof
We prove each item separately.
1. If the universe restriction f is given by a quantifier-free formula ϕ, then the
universe restriction g is given by the formula x ⊆ [ϕ], where the constant
[ϕ] comes from item 3 of Definition 4.7.
2. Substituting quantifier-free formulas.
24Shelah [1975], Section 2
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3. Consider two models
PM (
∐
i∈I
Ai) and
∏
i∈I
PMAi.
Define the i-th component of a set in the disjoint union to be its intersec-
tion with the elements from the i-th model. The universes of two models
are isomorphic, the isomorphism sends a set in the disjoint union to the
tuple of its components. We only discuss the constants from item 3 in
the definition of the powerset structure, the rest is straightforward. Con-
sider a constant in the disjoint union, as in item 3, which is given by a
quantifier-free formula ϕ with one free variable over the model∐
i∈I
Ai.
For i ∈ I, consider the elements in Ai that satisfy ϕ. This set can be
defined by a quantifier-free formula, call it ϕi, which uses only the vocab-
ulary of Ai. Then the constant [ϕ] in the powerset of the disjoint union is
the same as the tuple of constants {[ϕi]}i∈I in the product of powersets.

Using the above claim, we finish the proof of the lemma. We only treat the
case of quantifier-free interpretations, the others are done the same way. Let
then f be a quantifier-free intepretation. Let A and B be models over the input
vocabulary of f . To prove that f is compatible with counting mso, we need to
show that for every set M ⊆ N and every quantifier rank r,
PMA ≡r PMB implies PMf(A) ≡r PMf(B).
Apply the claim to f and M , yielding some g, which is fo-compatible by
Lemma 4.6. The conclusion of the above implication is then proved as follows:
PMf(A) ≡r (by the claim, and because isomorphism refines ≡r)
g(PMA) ≡r (applying compatibility with fo of g to the assumption of the implication)
g(PMB) ≡r (by the claim, and because isomorphism refines ≡r)
PMf(B).

Logical decomposition of the monad H. So far, the discussion had nothing
to do with monads in general, or the monad H in particular. The only part of
our reasoning which is specific to the monad H and the particular encoding from
Definition 4.1 is the following lemma.
Lemma 4.12 (Compositional encoding) For a ranked set Σ, define modHΣ
to be the image of the set HΣ under the function modH; this image is a viewed
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as a ranked set. For every ranked set X and every G ∈ HX there is an operation
f compatible with counting mso which makes the following diagram commute:
(HΣ)X
(modH)
X
//
[[G]]

(modHΣ)
X
f

HΣ
modH
// modHΣ
Proof
The proof is essentially the observation that the definition of flattening, when
working on models representing sourced hypergraphs, can be formalised using
disjoint unions, quantifier-free interpretations and quantifier-free universe re-
strictions; all of which are compatible with counting mso thanks to Lemma 4.10.
Let us describe the above observation in more detail. Let η ∈ (HΣ)X be a
valuation of the variables, and define Ax to be the model that represents η(x).
Our goal is to transform the models {Ax}x∈X into the model that representing
[[G]](η), using operations compatible with counting mso. Also, the transfor-
mation is only allowed to depend on G and not on the valuation η. We do
this in several steps, all of which are compatible with counting mso thanks to
Lemma 4.10:
1. Define B to be model where the universe is the vertices of G, and which
has a constant for every vertex. By abuse of notation, for a hyperedge e
in G, let us write Ae for the model Ax, where x ∈ X is the variable that
labels e. Take the disjoint union of B and∐
e∈hyperedges of G
Ae
Note that a model Ax might be copied several times, since the variable x
might be the label of more than one hyperedge of G.
2. Using a quantifier-free interpretation applied to the model from the previ-
ous item, we recover the relations and constants in the model A represent-
ing [[G]](η). The labels of hyperedges are inherited from the summands
in the disjoint union. The sources of A are taken from B, and can there-
fore be defined using the constants from B. Incidence is defined using the
following quantifier-free formula in model from previous item as follows.
For v and f in the universe of the disjoint union model produced in the
previous item, v is the i-th vertex in the incidence of a hyperedge f if and
only if one of the following conditions holds:
(a) There is some hyperedge e of G (existence of e is tested using a
finite disjunction, and not using existential quantification) such that
both v and f are from the model Ae and the following quantifier-free
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formulas are satisfied:∧
j∈{1,...,rank of e}
v is not the j-th source of Ae︸ ︷︷ ︸
a quantifer-free formula in Ae
and f [i] = v in Ae︸ ︷︷ ︸
a quantifer-free formula in Ae
(b) There is some hyperedge e of G (again, this is a disjunction over
hyperedges of G) and some j ∈ {1, . . . , arity of e} such that v is
from B, and f is from the model Ae, and the following quantifier-free
formulas are satisfied:
f [j] = v︸ ︷︷ ︸
a quantifer-free formula in B
and e[i] is the j-th source of Ae︸ ︷︷ ︸
a quantifer-free formula in Ae
3. Using a quantifier-free restriction, for each hyperedge e of G, remove the
vertices of Ae that are sources.
4. Finally, using a quantifier-free interpretation, remove the relations from
the vocabulary that are not used in A.

Proof of Courcelle’s Theorem. We are now ready to complete the proof of
Courcelle’s Theorem. Suppose that a language L ⊆ H0Σ is defined by a sentence
of counting mso2 which has quantifier rank r and uses modulo counting only for
moduli m taken from a finite set M ⊆ N. Define ≈ to be the equivalence relation
on HΣ which identifies sourced hypergraphs if they have the same rank and
(their associated models) satisfy the same sentences of cmsoMr . By definition,
the language L is recognised by ≈, i.e. it is a union of equivalence classes.
Lemma 4.13 The relation ≈ is a congruence.
Proof
The statement of this lemma is almost what the Compositional Encoding Lemma
says. The only difference is that the Compositional Encoding Lemma talks
about polynomial operations which are given by sourced hypergraphs of the
form G ∈ HX, while in general a polynomial operation is given by a sourced
hypergraph of the form
G ∈ H(HΣ +X).
We can view HΣ as extra variables, and extend the valuations η1, η2 in the
statement of the lemma to these new variables via the identity function. The
result then follows from the Compositional Encoding Lemma and the definition
of an operation compatible with counting mso. 
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By the Homomorphism Theorem, the ranked set of equivalence classes HΣ/≈
can be equipped with a product operation which turns it into a H-algebra and
which turns the quotient function
h : HΣ→ HΣ/≈ G 7→ ≈-equivalence class of G
into a homormophism. By Lemma 4.8, ≈ has finitely many equivalence classes
on every rank. This completes the proof of Courcelle’s Theorem25.
Courcelle’s Conjecture. As shown in Example 4 at the beginning of this
section, the converse of Courcelle’s Theorem fails in general, e.g. there are lan-
guages that are recognisable but not definable in counting mso2. Courcelle has
conjectured that the implication becomes an equivalence for classes of bounded
tree-width. This conjecture, known as Courcelle’s Conjecture, turns out to be
true, in the setting of undirected graphs26. To compare the versions of Cour-
celle’s conjecture for hypergraphs and undirected graphs, consider the following
transformations between the two settings, which are described in Figure 6:
hypergraphs over Σ
g
((
undirected graphs
h
hh
(The transformations g and h are not mutual inverses.) One can show without
much effort that both g and h preserve and reflect all three notions used in
Courcelle’s Conjecture: recognisability, bounded treewidth, and definability in
counting mso2. Therefore, since Courcelle’s Conjecture is true for undirected
graphs, we get it also for hypergraphs:
Theorem 4.14 Let Σ be a finite ranked set, and let L ⊆ H0Σ be a set of
hypergraphs that has bounded treewidth. Then L is recognisable if and only if it
is definable in counting mso2.
4.3 Aperiodicity
In the previous section we have shown that counting mso2 can only define recog-
nisable languages, and furthermore it can define all recognisable languages of
25Courcelle’s Theorem is also true for infinite hypergraphs, in the following sense. Consider
the variant of the monad H where the restriction on finiteness is lifted. Then the same
statement and the same proof will work for Courcelle’s Theorem. The only difference is that
infinite products and infinite disjoint unions are used, which requires the following change to
the notion of ≡r. When doing an infinite product or disjoint union, the resulting model has
an infinite vocabulary. For infinite vocabularies, Ehrenfeucht’s Theorem is true, but under
the assumption that the syntax of first-order logic is extended to use infinite conjunctions
and disjunctions but finite quantification; this variant of first-order logic is usually denoted
by L∞,ω , see [Ebbinghaus and Flum, 2013, Section 2.2.].
26Bojanczyk and Pilipczuk [2016]
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an undirected graph G its representation h(G)
as a hypergraph
each undirected edge
is represented as
two hyperedges in
opposing directions
a hypergraph G
a hyperedge
with label ai is
represented by 
a (3+i)-clique
a vertex is 
represented by
a 3-clique
a hyperedge is connected
to its i-th adjacent vertex
by a path of length i
its representation g(G) as 
an undirected graph
Figure 6: The transformation h, above, represents an undirected graph G as a
hypergraph h(G) over a ranked alphabet that has one symbol “edge” of rank
2. An alternative definition of h is this: view an undirected graph as a directed
graph with edges directed both ways, and then apply the representation from
Example 3. The transformation g, below, represents a hypergraph G ∈ H0Σ
as an undirected graph g(G). The transformation assumes an enumeration of
the set of labels Σ = {a1, . . . , an}; the enumeration need not respect the rank
information in any way.
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bounded treewidth. Counting makes a difference: mso2 without counting can-
not distinguish large independent sets of even size from ones with odd size. In
this section, we discuss this difference in more detail. The main contribution is
Theorem 4.18, which says that for languages of bounded treewidth, definability
in mso2 without counting is the same as definability by an H-algebra that is
finite on every arity and satisfies an algebraic condition called aperiodicity. Fur-
thermore, since aperiodicity can be checked using an algorithm – which is not
obvious but will be shown in Section 4.4 – it follows that there is an algorithm
which determines if a sentence of counting mso2 can be rewritten so that it does
not use counting, at least as long as it defines a language of bounded treewidth.
The characterisation using aperiodicity and the accompanying algorithm are, to
the author’s best knowledge, new results.
We begin by stating the decidability result, since its statement does not
require defining aperiodicity.
Theorem 4.15 The following problem is decidable.
• Input. A number k ∈ N and a sentence ϕ of counting mso2.
• Question. Is the following language definable in mso2 without counting?
{G : G is an undirected graph of treewidth ≤ k that satisfies ϕ}
Note that the language in the question from the theorem is necessarily de-
finable in counting mso2, because having treewidth ≤ k is definable in mso2
(e.g. by testing if the graph contains one of finitely many forbidden minors).
The above theorem is stated in terms of undirected graphs, but the same re-
sult is also true for hypergraphs. This is because the function g described in
Figure 6, which codes hypergraphs as undirected graphs, preserves (effectively)
bounded treewidth, definability in counting mso2, and definability in mso2 with-
out counting. It will be convenient, however, to talk about undirected graphs,
since this way we can use without modification a result on mso transductions
that was proved for undirected graphs.
The assumption on bounded treewidth is crucial for the decidability result
in Theorem 4.15. In general, it is undecidable if a sentence of counting mso2 can
be rewritten so that it does not use counting. The intuitive reason is that the
unsatisfiable sentence “false” does not use counting, and checking satisfiability
is undecidable. A formal proof is longer, but not hard.
Aperiodicity. The proof the decidability result in Theorem 4.15 uses an al-
gebraic characterisation, given in Theorem 4.18 below, which might be more in-
teresting than the decidability result itself. The algebraic characterisation uses
the following notion from semigroup theory, made famous by Scht¨zenberger’s
characterisation of star-free (equivalently, first-order definable) languages of
words 27.
27Schu¨tzenberger [1965]
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Definition 4.16 (Aperiodic semigroup) A semigroup S is called aperiodic
if for every s ∈ S there exists some n such that
sn = sn+1.
We will apply the above definition to semigroups generated by the parallel
composition operation ⊕ on sourced hypergraphs. The operation ⊕ was defined
in algebras of the form HΣ, but it can be extended to any H-algebra A, by
defining a⊕ b to be the result of applying the product operation of A to
(unita)⊕ (unitb).
It is not hard to see that ⊕ is associative and commutative, and therefore it turns
n-ary elements in an H-algebra into an associative and commutative semigroup.
Definition 4.17 (Aperiodic H-algebra) An H-algebra is called aperiodic if
for every n ∈ {0, 1, . . .}, the semigroup of rank n elements equipped with parallel
composition ⊕ is aperiodic.
The main result of this section is the following theorem, which says that
aperiodicity exactly characterises languages definable in mso2 without counting,
under the assumption of bounded treewidth.
Theorem 4.18 Let L be a language of undirected graphs which has bounded
treewidth. Then the following conditions are equivalent:
1. L is definable in mso2 without counting.
2. L is recognised by an H-algebra that is aperiodic and finite on every arity.
In the next section, we show that condition 2 above is decidable, assuming
that the language is given by a sentence of counting mso2 together with a bound
on its treewidth. Putting together these results, we get Theorem 4.15.
The rest of Section 4.3 is devoted to proving Theorem 4.18.
Definability in mso2 implies aperiodicity. We begin by proving the easier
top-down implication in Theorem 4.18. This implication does not need the
assumption that L has bounded treewidth.
Lemma 4.19 If a language of undirected graphs is definable in mso2, then it
is recognised by an H-algebra that is aperiodic and finite on every arity.
Proof
Consider a language of undirected graphs that is defined by a sentence of mso2
of quantifier rank r. Define ≈r to be the equivalence relation which identifies
two sourced hypergraphs if (their associated models) satisfy the same rank r
sentences of mso without counting. By the proof of Courcelle’s Theorem, ≈r is
a congruence, and leads to a quotient algebra that is finite on every arity. To
prove that the quotient algebra is aperiodic, and thus complete the proof of the
lemma, we use the following claim, which is shown by induction on r, using a
simple Ehrenfeucht-Fra¨ısse´ argument.
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Claim 4.20 For every finite ranked set Σ, every G ∈ HΣ, and every quantifier
rank r, there is some k such that
k times︷ ︸︸ ︷
G⊕ · · · ⊕G ≈r
k + 1 times︷ ︸︸ ︷
G⊕ · · · ⊕G .

Aperiodicity implies definability in mso2. The rest of Section 4.3 is de-
voted to proving the top-down implication in Theorem 4.18: if a language of
undirected graphs has bounded treewidth and is recognised by an H-algebra
that is aperiodic and finite on every arity, then it is definable in mso2 without
counting. Like the proof of Courcelle’s Conjecture28, our proof uses mso trans-
ductions that compute tree decompositions. In the proof, we crucially use the
assumption on bounded treewidth, but it not clear if the assumption is really
needed.
We begin by discussing mso transductions. For ranked sets Σ and Γ, viewed
as vocabularies that contain only relation names, define a transduction with
input vocabulary Σ and output vocabulary Γ to be any set of pairs
(A,B) where A,B are models over vocabularies Σ,Γ, respectively
which is closed under isomorphism, i.e. replacing either the first or second co-
ordinate by an isomorphic model does not affect memebership in the set. An
mso transduction is a special case of a transduction, which is definable using
formulas of mso. Since we use mso transductions as a black box, we do not
give the definition29, and we only state the following property that will be used
below:
Lemma 4.21 (Backwards Translation) 30 For every mso transduction T
and every sentence ϕ of mso over its output vocabulary, one can compute a
sentence of mso over the input vocabulary that defines the set:
{A : there is some B such that (A,B) ∈ T and B |= ϕ}
The lemma above is also true for counting mso, but we will use the non-counting
version described above. We will be interested in mso transductions that input
undirected graphs and output labelled trees that represent their tree decom-
positions. By trees we mean node labelled, unranked and unordered trees, as
described in Figure 5. We view trees labelled by a finite (not ranked) set as a
special case of hypergraphs, see Figure 7. Using this representation, it makes
sense to talk about a tree language being recognisable or definable in (count-
ing) mso2. These notions coincide with the usual notions of recognisability and
definability for trees.
28Bojanczyk and Pilipczuk [2016]
29For a definition of mso transductions, see Definition 2.3 in Bojanczyk and Pilipczuk [2016]
30Courcelle and Engelfriet [2012], Theorem 7.10
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hyperedges 
of rank 2 
represent the
parent relation
hyperedges 
of rank 1
represent the
labels
an unordered, unranked 
tree with labelled nodes
the same tree, but
viewed as a hypergraph
Figure 7: Trees as hypergraphs.
Algebraic tree decompositions. We now discuss how tree decompositions
are represented as trees labelled by operations in the algebra H{edge}. The
idea is the same as for Theorem 3.9, i.e. a tree decompositions is viewed as a
tree labelled by polynomial operations. An important difference with respect to
Theorem 3.9 is that we need to use trees of unbounded branching. Intuitively
speaking, the reason for using high branching is that creating a tree decompo-
sition with bounded branching, say binary branching, would require finding an
ordering on the input graph, which cannot be done in mso. For example, for a
graph which is an independent set like this:
we will need to consider tree decompositions that look like this:
In the proof of Theorem 3.9 we did not have the issue described above, because
we only cared about the existence of a tree decomposition, and it was not
important that this tree decomposition would have to be produced using mso.
The above discussion motivates the following definition, especially item 3:
Definition 4.22 (Algebraic tree decomposition) An algebraic tree decom-
position is a tree (of possibly unbounded branching), where:
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1. nodes of degree 0 (leaves) are labelled elements of H{edge};
2. nodes of degree 1 are labelled by polynomial operations in H{edge} with 1
argument;
3. nodes of degree ≥ 2 have labels of the form ⊕n for some n ∈ N.
The value of an algebraic tree decomposition is an element of H{edge} that
is defined in the natural way, by induction on its size: if an algebraic tree
decomposition has root label f and n children, then its value is defined to be
f(value of child 1, . . . , value of child n).
The value is undefined if either: (a) n = 1 but the value of the unique child is
undefined or has a different arity than the argument of the polynomial operation
f ; or (b) n ≥ 2, the label f is ⊕k, but some child has undefined value or a value
of arity different than k. Note that the trees in algebraic tree decompositions
are unordered (on siblings). However, since the operation ⊕n is commutative,
the value described above does not depend on the ordering on the children.
We are ultimately interested in algebraic tree decompositions that produce
elements of arity 0, nevertheless subtrees might produce values of other arities.
We are now ready to state the main technical result from the proof of Cour-
celle’s Conjecture, which says that an mso transduction can compute tree de-
compositions for undirected graphs of bounded treewidth.
Theorem 4.23 31 For every k ∈ N one can compute a finite set
∆ ⊆ polynomial operations in H{edge} with ≤ 1 arguments ∪ {⊕n : n ∈ N}
and an mso transduction
T ⊆ {(G, t) :
{
G is an undirected graph
t is an algebraic tree decomposition with labels from ∆ and value G
}
such that for every graph G with treewidth at most k, the set T (G) is nonempty.
Using the above theorem, we can complete the proof of Theorem 4.18. We
have already shown the top-down implication (languages definable in mso are
recognised by algebras that are aperiodic and finite on every arity). It remains
therefore to prove the bottom-up implication, under the additional assumption
that the language has bounded treewidth. Let then L be a language of undi-
rected graphs, viewed as a subset of H0{edge} according to the representation
in Figure 6. Assume that L has bounded treewidth, say treewidth at most k,
and is recognised by a homomorphism
h : H{edge} → A
such that A is aperiodic and finite on every arity. Our goal is to show that L is
definable in mso2 without counting. Apply Theorem 4.23 to k yielding a finite
39
(undirected graphs of treewidth ≤ k) ⊆ H0{edge}
T

nN
id
}}
h◦value◦T
  
trees labelled by ∆
value
vv
h◦value
''
H0{edge}
h
// A
Figure 8: The right and bottom small triangles in the diagram commute by def-
inition, while the left small triangle commutes by Theorem 4.23. It follows that
the big triangle commutes (in particular, the right dotted line in the diagram
can be made solid, because it is a composition of two functions). The function
h ◦ value is definable in mso2 thanks to Lemma 4.24, and therefore h ◦ value ◦ T
is definable in mso2 thanks to the Backwards Translation Lemma. Because the
big triangle commutes, it follows that h is also definable in mso2.
set ∆ and an mso transduction T . The rest of the proof below is described
diagramatically in Figure 8.
Lemma 4.24 32 For every a ∈ A of arity zero, the language
(h ◦ value)−1(a) ⊆ trees labelled by ∆
is definable in mso2 without counting
Proof
The main observation is this. If S is a commutative semigroup, then by def-
inition of commutativity the product of a list s1, . . . , sn depends only on the
number of ocurences of each s ∈ S in that list. If S is furthermore aperiodic,
then there is some n0 ∈ N such that the number of ocurrnces need only be
counted up to threshold n0. We will apply this observation to the aperiodic
commutative semigroups of n-ary elements in A equipped with ⊕n.
To define the language in the statement of the lemma, we do the following.
Using existential set quantification, for every node x in the input tree we guess
ax = (h ◦ value)(subtree of x) ∈ A,
31Bojanczyk and Pilipczuk [2016], Theorem 2.4 and the proof of Lemma 2.11
32The proof of this lemma is the same as in [Boneva and Talbot, 2005, Theorem 6]
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such that the root is labelled by a. In order for this guessing to be possible,
we need to justify that there are finitely many candidates for ax. This is true
because the arity of ax is determined by the (output type) of the label of the
node x, there are finitely many labels in ∆, and the algebra A is finite on
every arity. Once the values {ax}x have been guessed, it remains to check if
they are consistent with each other. For leaves, there is nothing to do, and
for a node x of degree one it suffices to check if the guessed elements for x
and its child are consistent the operation labelling x. For nodes labelled by
⊕n, we use the observation from the beginning of the proof, which implies that
checking consistency only requires counting the labels in the children up to a
threshold (without any modulo counting), something that can be done in first-
order logic33. 
By the assumption that L is recognised by h, there is a finite set F of
nullary elements in A such that L = h−1(F ). Define K to be the union of the
tree languages described in Lemma 4.24, ranging over elements a ∈ F . The
tree language K is definable in mso2 without counting, as a finite union of tree
languages with this property. By Theorem 4.23,
L = T −1(K),
and therefore L is definable in mso2 without counting thanks to Lemma 4.21.
4.4 Computing a syntactic algebra
In this section, we show that the aperiodicity condition discussed in Theo-
rem 4.18 can be checked using an algorithm. (This algorithm will have the usual
non-elementary running time that appears when dealing with mso.) Checking
aperiodicity is only a pretext for discussing a more general question: how can we
effectively represent H-algebras, and do operations on them? For finite monoids,
groups, rings, etc., representation is straightforward: one simply provides a finite
multiplication table for each of the finitely many operations. For H-algebras,
this straightforward representation does not work, because (a) the universe is
necessarily infinite due to the infinitely many arities; and (b) the product op-
eration has an infinite domain. To deal with these issues, we use the following
representation for H-algebras.
Definition 4.25 (Computable algebra) An H-algebra is called computable
if elements of its universe A can be represented in a finite way (say, as strings
over a finite alphabet) so that there are algorithms which do the following:
1. given an arity n ∈ N and a number i ∈ {1, 2, . . .}, compute the i-th n-ary
element (or output that there are < i n-ary elements);
2. given an element of HA, compute its product.
33 Note that in this lemma, we only use the aperidiodicity assumption for ⊕n ∈ ∆.
41
An example of a computable H-algebra is the free algebra HΣ for every
finite ranked set Σ. This example is infinite on every arity, but our main focus
is on computable algebras that are finite on every arity. Theorem 4.26 below
says that all languages definable in counting mso2 are recognised by algebras
that are computable and finite on every arity; this result can be viewed as a
computable version of Courcelle’s Theorem. To prove Theorem 4.26, we use an
algebraic approach, which can be viewed as an alternative to the logical proof of
Courcelle’s Theorem that we presented in Section 4.2. For the sake of brevity,
we only give a very rough sketch of the algebraic proof; the computable version
of Courcelle’s Theorem is not used elsewhere in the paper.
Theorem 4.26 (Computable Courcelle’s Theorem) If a language of hy-
pergraphs is definable in counting mso2, then it is recognised by a computable
algebra that is finite on every arity.
Proof (Rough sketch)
The construction is going to be uniform in the following sense: if we are given
the sentence of counting mso, then we can return the algorithms that are used
in the representation of a computable algebra.
The key observation, which dates back to Bu¨chi, is that quantification in
logic can be simulated on the algebra side by a powerset construction, defined as
follows. If A is an H-algebra with universe A, then define its powerset algebra34
to be the algebra where the universe is the powerset PA (i.e. n-ary elements are
sets of n-ary elements in A) and the product operation is defined by
G ∈ H(PA) 7→ {product of G′ : G′ ∈H G }.
In the above, G′ ∈H G means that G′ is a sourced hypergraph that has the
same vertices, hyperedges and sources as G, and the labeling is such that for
each hyperedge e, the label of e in G′ belongs to the set that labels e in G.
One can show that this product operation satisfies the axioms required in an
H-algebra. Furthermore, if A is computable, then so is its powerset.
The theorem follows immediately from the following claim. Another source
of inspiration for the claim can be Shelah’s “theory” function36, which is de-
signed in such a way that its product operation is computable.
34Powerset algebras for sourced hypergraphs appear in Section 3.1.1 of the book by Courcelle
and Engelfriet. The proof of Theorem 4.26 can also be seen as a special case of Lemma 6.2
in: 35. It is worth pointing out that the proof is rather delicate, as witnessed by the following
error in the aformentioned paper. In the proof of Lemma 6.2, it is claimed that this powerset
algebra is well defined for every monad over sorted sets (and other categories). That claim is
false, which I learned from Julian Salamanca, together with the following counterexample: the
free group monad in the category of sets. Nevertheless, the powerset operation does work for
the particular monad H. Together with Julian Salamanca and Bartek Klin, we are planning
a paper that discusses the conditions on the monad which ensure that the powerset operation
is well defined.
36Shelah [1975], Definition 2.2
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Claim 4.27 For every finite M ⊆ N, every finite ranked set Σ and every r ∈ N
there is a homomorphism
h : HΣ→ A
such that A is computable37, finite on every arity, and recognises all languages
L ⊆ HΣ that are definable in cmsoMr .
The claim is proved by induction on r, i.e. by induction on the quantifier
rank. For the induction base, one goes through all the predicates, such as
modulo counting or adjacency, applied to the constants available in cmsoMr
(recall that we allow constants for sets defined by quantifier-frees formulas).
For the induction step, one applies the powerset construction to the algebra
from the induction assumption. 
The syntactic homomorphism. The main goal of this section is to complete
the proof of Theorem 4.15 about deciding if a language of bounded treewidth
can be defined in mso2 without counting. By Theorem 4.18, the question boils
down to checking if a language is recognised by some algebra that is aperiodic
and finite on every arity. To this end, the computable version of Courcelle’s
Theorem is not useful, because the algebra produced in the theorem might be
not aperiodic, even if the language is recognised by some other algebra that is
aperiodic. In fact, a closer inspection of the proof of Theorem 4.26 reveals that
the algebras it produces are never aperiodic in nontrivial cases, i.e. when the
language is given by a sentence that uses modulo counting.
To avoid the issues discussed above, we will compute the syntactic algebra for
a language, see Definition 4.28 below. The syntactic algebra is minimal among
those recognising the language; a corollary is that if any recognising algebra is
aperiodic, then the syntactic one is, too.
Definition 4.28 (Syntactic homomorphism and algebra) A homomorphism
h : HΣ→ A
is called syntactic for a language L ⊆ H0Σ if it recognises L, and for every
surjective homomorphism
g : HΣ→ B
that also recognises L, there is a surjective homomorphism f which makes the
37Here is a delicate point: the homomorphism h constructed in the claim is not surjective,
and in fact computing its image is an undecidable problem. This is because if we could
compute the image, then we could decide satisfiability for mso2 on hypergraphs, which is an
undecidable problem.
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following diagram commute
HΣ
h //
g
!!
A
B
f
OO
The algebra A is called a syntactic algebra of L.
The syntactic algebra is unique up to isomorphism, and syntactic homomor-
phisms are also unique up to isomorphisms on their target algebras. This is why
below we will talk about the syntactic homomorphism/algebra of a language.
The following result gives a characterisation of the syntactic homomorphism in
terms of parallel composition equivalence.
Lemma 4.29 38 Let L ⊆ H0Σ. Two sourced hypergraphs G,G′ ∈ HΣ have the
same value under the syntactic homomorphism if and only if they have the same
arity, say n, and
G⊕H ∈ L iff G′ ⊕H ∈ L for every H ∈ HnΣ
where membership in L is tested after forgetting the sources
Proof
Apart from parallel composition equivalence, we use two other equivalence re-
lations: Myhill-Nerode equivalence and its linear variant. Define Myhill-Nerode
equivalence to be the equivalence relation which identifies G,G′ ∈ HΣ if they
have the same arity, say n, and
f(G) ∈ L iff f(G′) ∈ L for every polynomial operation f : HnΣ→ H0Σ.
(1)
The linear variant is defined the same way, except that f ranges only over linear
polynomial operations, i.e. ones that are induced by some sourced hypergraph
where the variable appears exactly once. For the same reasons as discussed
in the proof of Theorem 3.7, all three equivalences (parallel composition, and
both variants of Myhill-Nerode equivalence) are the same. Nevertheless, it is
the variant with parallel composition that is going to be most useful later on,
and therefore this is the one that we use in the statement of the lemma.
To complete the proof, we use the following general result39: in every finitary
monad over a category of sorted sets, a language is regognised by an algebra
that is finite on every sort if and only if Myhill-Nerode equivalence has finitely
many equivalence classes on every sort. The monad H satisfies the assump-
tion of the general result, because of the restriction to sourced hypergraphs
with finitely many hyperedges. Since Myhill-Nerode equivalence is the same as
parallel composition equivalence, the result follows. 
38Courcelle and Engelfriet [2012], Theorem 4.34
39Bojanczyk [2015], Lemma 3.6
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Theorem 4.30 If a hypergraph language is definable in counting mso and has
bounded treewidth, then its syntactic algebra is computable.
The assumption on bounded treewidth is needed, as will be shown in Example 5.
Proof
The construction is going to be uniform in the following sense: if we are given
the sentence of counting mso, and a bound on the treewidth, then we can return
the algorithms that are used in the representation of a computable algebra.
Let L ⊆ H0Σ be definable in counting mso2. Let ∼ be the equivalence
relation in Lemma 4.29. By the lemma and the Homomorphism Theorem,
we need to show that HΣ/∼ is computable. Suppose that L is defined by a
sentence of counting mso which has quantifier rank r and uses moduli from a
finite set M ⊆ N. Define ≈ to be the equivalence relation from the proof of
Courcelle’s Theorem in Section 4.2, i.e. two sourced hypergraphs are equivalent
under ≈ if they have the same arity and satisfy the same sentences of cmsoMr .
As shown in the proof of Courcelle’s Theorem, ≈ is a congruence, has finitely
many equivalence classes on every arity, and recognises L. The following claim
is implicit in the proof of Lemma 4.8.
Claim 4.31 For every n ∈ N, one can compute a finite set ∆n of sentences
of counting mso such that n-ary sourced hypergraphs are equivalent under ≈ if
and only if they satisfy the same sentences from ∆n.
A corollary of the above claim is that one can test if two n-ary sourced
hypergraphs are equivalent under ≈ by simply evaluating the sentences from
∆n. In particular, ≈ is decidable40.
Let k be a bound on the treewidth of L. Define S ⊆ HΣ to be those sourced
hypergraphs which have treewidth ≤ k after forgetting the sources41, and define
Sn to be the n-ary elements in S.
Claim 4.32 Given n ∈ N, one can compute a finite set Hn ⊆ Sn which repre-
sents all ≈-equivalence classes of Sn.
40By decidable we mean that it is decidable if two sourced hypergraphs are equivalent under
≈. In contrast, one cannot compute the number of equivalence classes of ≈ on a given arity.
The essential reason is that satisfiability of counting mso is undecidable for hypergraphs of
unbounded treewidth. Using this undecidability result, one can easily show that there is
no way of computing the number of ≈-equivalence classes on arity n, assuming that the
parameters M, r and n are all part of the input. If we assume that M and r are fixed and
the only input parameter is n, then it is still the case that one cannot compute the number
of equivalence classes, but the proof requires a bit more care, see Example 5.
In particular HΣ/ ≈ is not a computable algebra, for certain choices of M and r; actually
whenever r is large enough. Contrast this with the construction in the computable version
of Courcelle’s Theorem from Theorem 4.26, which produced a computable algebra. The
difference is that the homomorphism into HΣ/≈ is surjective, unlike the homomorphism used
in Theorem 4.26, and this surjectivity comes at the cost of non-computability.
41Contrast this with the notion of treewidth for sourced hypergraphs used in the proof of
Theorem 3.9, where the sources were required to be in the root bag. Forgetting the sources is
used in the ideal condition discussed in the proof of Claim 4.33 .
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Proof
For every Γ ⊆ ∆n, we test if there is some sourced hypergraph in Sn which
satisfies all sentences from Γ and violates all sentences from ∆n − Γ. This test
can be done effectively, because satisfiability of counting mso is decidable on
hypergraphs of bounded treewidth42. Once we know that there exists sourced
hypergraph which passes the test, we can find an example, e.g. through exhaus-
tive enumeration. 
Using the set Hn from the above claim, we present an alternative character-
isation of ∼, see (4) in the claim below, which will allow us to decide ∼.
Claim 4.33 The three conditions below are equivalent for every G,G′ ∈ HnΣ:
G⊕H ∈ L iff G′ ⊕H ∈ L for every H ∈ HnΣ (2)
G⊕H ∈ L iff G′ ⊕H ∈ L for every H ∈ Sn (3)
G⊕H ∈ L iff G′ ⊕H ∈ L for every H ∈ Hn. (4)
Proof
In this proof, we use the name environment for the sourced hypergraph H in
any of the conditions (2), (3) and (4). Clearly we have the implications (2) ⇒
(3) ⇒ (4) because more and more restrictions are placed on the environments.
It remains to prove the converse implications.
For the implication (2) ⇐ (3), we observe that the complement of S is an
ideal with respect to parallel composition, i.e.
G 6∈ S implies G⊕H 6∈ S for every H.
This is because removing vertices and hyperedges can only make treewidth
go down (here it is important that we measure treewidth after forgetting the
sources). Since L ⊆ S, it follows that using environments outside S in (2) will
automatically make the equivalence true, because both sides will be outside L.
To prove the implication (3) ⇐ (4) we use the fact that ≈ is a congruence
recognising L. Therefore, whether or not the equivalence in (3) holds depends
only on the ≈-class of an environment, and thus it is enough to test the equiv-
alences using one environment from each ≈-equivalence class. 
We are now ready to finish the proof of the theorem. For an arity n ∈ N,
consider the following function
hn : HnΣ→ P(Hn) G 7→ {H ∈ Hn : G⊕H ∈ L}.
Define A to be the ranked set where the n-ary elements are the elements of the
image of hn, and define
h : HΣ→ A
42Courcelle and Engelfriet [2012], Theorem 5.80
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to be the function that works as hn on arity n. This function is surjective by
definition of A. By Claim 4.33, sourced hypergraphs have the same images under
h if and only if they are equivalent under∼. Therefore, A can be equipped with a
product operation so that it becomes an H-algebra A, and h becomes becomes
the syntactic homomorphism. The product operation in A is computable as
required by item 2 of Definition 4.25: given an expression G ∈ HA, compute
some inverse image under Hh, then apply the product operation in HΣ, and
then compute the value under h. The following claim establishes item 1 in
Definition 4.25, i.e. that one can enumerate the elements of A on each arity, and
thus finishes the proof of the theorem.
Claim 4.34 For every n, one can compute the image of hn.
Proof
By the proof of Claim 4.33, the function hn produces the empty set on every
argument outside Sn. Therefore, it remains to compute the image of hn on
arguments from Sn. By definition, the image hn(G) is equal to a set Γ ⊆ Hn if
and only if ∧
H∈Γ
H ⊕G ∈ L and
∧
H∈Hn−Γ
H ⊕G 6∈ L
It is not hard to see that the above, seen as a property of G, is definable in
counting mso. Since counting mso has decidable satisfiability on hypergraphs
of bounded treewidth, we can effectively check if there is some G ∈ Sn which
satisfies the above property.  
In the above theorem, we used the assumption on bounded treewidth to con-
struct the syntactic algebra. The following example shows that this assumption
is essential, i.e. the syntactic algebra is not computable for some languages defin-
able in counting mso2 that have unbounded treewidth. Naturally, the reason is
that without bounds on treewidth, satisfiability of mso2 becomes undecidable.
Example 5. A language has a syntactic algebra with one nullary element (and
also on all other arities) if and only if it is full or empty. Since checking if a
sentence of counting mso2 is full or empty is undecidable, it follows that there
is no uniform way of computing a syntactic algebra given a sentence of counting
mso2. More care is required to produce a single sentence of counting mso whose
syntactic algebra is not computable; we do this below.
Define a tiling system to be a tuple
T = 〈 C︸︷︷︸
set of
colours
, H, V ⊆ C × C︸ ︷︷ ︸
horizontal constraint
, c0 ∈ C︸ ︷︷ ︸
corner colour
〉
A solution to the tiling system is a defined to be a coloured directed graph
satisfying the properties described in the following picture:
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the corner colour c0
is used in the 
bottom-le corner
for every vertical
edge, the source/target
pair of colours belongs
to the set V
there are two colours
of edges, horizontal
and vertical, and the 
edges are arranged
in a rectangular grid
for every horizontal
edge, the source/target
pair of colours belongs
to the set H
nodes are coloured by C
A solution can be viewed as a hypergraph over a ranked set that has two binary
labels (horizontal and vertical edges) and one unary label for each colour. Given
a tiling system T , it is straightforward to write a sentence of mso2, in fact first-
order logic, whose finite models are exactly the solutions of T . Using a universal
Turing machine, one can find a tiling system T , such that the following language
is undecidable
L = {w ∈ C+ : in some solution, w is an infix of the labels in some row}
Consider the set of solutions of the tiling system T , and let ∼ be the syntac-
tic congruence of this hypergraph language (i.e. the equivalence relation which
identified two sourced hypergraphs if the have the same image under the syntac-
tic homomorphism). On every arity, there is a distinguished “error” equivalence
class of ∼, which is represented for example by any sourced hypergraph where
some vertex has two outgoing horizontal edges. For a word w ∈ C+ of length
n, consider an n-ary sourced hypergraph Gw described in the following picture:
the i-th vertex in the path
is coloured by the i-th letter of w
so
ur
ce
 1
so
ur
ce
 2
so
ur
ce
 3
so
ur
ce
 4
so
ur
ce
 5
It is not hard to see that w ∈ L if and only if the ∼-equivalence class of Gw
is not the “error” equivalence class. Since L has undecidable membership, it
follows that ∼ is undecidable. 
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Testing aperiodicity Recall that we have not yet proved Theorem 4.15,
which says that the following problem is decidable.
• Input. A number k ∈ N and a sentence ϕ of counting mso2.
• Question. Is the following language definable in mso2 without counting?
{G : G is an undirected graph of treewidth ≤ k that satisfies ϕ}
We finish this section by proving the above theorem.
Proof (Proof of Theorem 4.15)
Let L be the language in the question. By Theorem 4.18, L is definable in
mso2 without counting if and only if it is recognised by a H-algebra that is
aperiodic and finite on every arity. Actually, by the remark in Footnote 33, one
can compute some n0 ∈ N such that L is definable in mso2 without counting if
and only if it is recognised by some algebra which is
(*) finite on every arity and aperiodic on arities {0, 1, . . . , n0}.
Since property (*) is preserved under surjective homomorphic images, it follows
that L is recognised by some algebra satisfying (*) if and only if the syntactic
algebra of L satisfies (*). Apply Theorem 4.30, yielding a representation of the
syntactic algebra, and then test if (*) holds by computing the multiplication
tables for the semigroups corresponding to ⊕ on arities {0, 1, . . . , n0}. 
5 Vertex replacement
This section is about a second monad for graphs, called V, which stands for
vertex replacement, and is inspired by Courcelle’s vr-algebras. The structure of
this section is meant to be parallel to the sections on H, i.e. after defining the
monad, we show that: its notion of recognisability coincides with the notion of
vr-recognisability that inspires the monad V; finite sets of polynomial opera-
tions generated languages of bounded width (in the case of the monad V, the
appropriate notion of width is cliquewidth); and languages definable in counting
mso are recognisable. Since all of these results are existing results about vr-
recognisable languages that are on rephrased in the language of monads, and
we have already discussed the monad approach to graphs on the example of the
monad H, the proofs in this section are mainly rough sketches.
Also, we do not include a discussion of computable algebras. Although ana-
logues of Theorems 4.26 (every language defined in counting mso is recognised
by a computable algebra) and 4.30 (if the language furthermore has bounded
width, in this case cliquewidth, then its syntactic algebra can be computed),
we do not include the proofs, mainly because we do not have a good applica-
tion. (The application for H, i.e. that mso without counting corresponds to
aperiodicity, was based on a result about mso transductions computing tree
decompositions, Theorem 4.23, which is not known to hold for clique decompo-
sitions.)
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V-hypergraphs. We begin by describing the notion of hypergraph used for
the monad V. In the hypergraphs for the monad H, arities were associated to
hyperedges. For the monad V, arities will be associated to vertices – hence we
use the name hypervertices – while edges will be binary, like in a directed graph.
The monad V, like H, also uses ranked sets but, unlike H, zero arities are
not allowed. Throughout this section, by ranked set we mean a set were every
element is assigned a nonzero natural number called its arity. Define a corner of
a ranked set to be an element v of the ranked set, together with a distinguished
i ∈ {1, . . . , arity of v}. We write v[i] for such a corner.
Definition 5.1 (V-hypergraphs) A V-hypergraph consists of:
1. a nonempty ranked set V of hypervertices;
2. a ranked set Σ of labels and a rank preserving labelling V → Σ;
3. a binary edge relation on the corners of V .
The binary relation in item 3 is meant to represent the graph structure. If Σ
has only one unary label “vertex”, then the hypervertices and their corners are
the same thing, and a V-hypergraph is the same as a directed graph. Ultimately,
the set {vertex} is the set of labels that we care about. Other kinds of labels,
and hypervertices with arities other than 1, are only used to define the monad
structure.
Here is how we draw V-hypergraphs:
A hypervertex of arity n
is drawn as a path
of length n, connected
by thick arrows. Vertices
of this path represent
the corners.
in arrows represent
edges in the directed
graph on the corners
arity 1
arity 2
arity 3
the alphabet Σ A V-hypergraph
To define the monad structure, we add ports to V-hypergraphs. These are
like the sources of the monad H, except that instead of distinguishing n vertices,
we group the vertices (actually, corners) into n groups.
Definition 5.2 (V-hypergraph with ports) For n ∈ {1, 2, . . .}, define an n-
ary V-hypergraph with ports to be a V-hypergraph with hypervertices V , together
with a port function, not necessarily surjective, from its corners to {1, . . . , n}.
We write i-ports for corners with value i under the source function.
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A 1-ary V-hypergraph with ports is the same thing as V-hypergraphs with-
out port information, and hence arity 1 will play the same role – ignoring the
port/source annotation – for the monad V as was played by arity 0 for the
monad H. Here is how we draw V-hypergraphs with ports.
a binary V-hypergraph with ports
1-ports 2-ports
The point of the drawing above is to underline that a V-hypergraph with
ports can be itself used as a label for a hypervertex. We now define the monad
structure on sourced V-hypergraphs.
Definition 5.3 (The monad V) Define V to be the following monad.
• Category. The category is ranked sets and arity-preserving functions, with
the arities being {1, 2, . . .}.
• On objects. For a ranked set Σ, VΣ is the ranked set of finite43 V-
hypergraphs with ports, using labels Σ, modulo isomorphism44.
• On morphisms. For an arity-preserving function f : Σ→ Γ, the function
Vf : VΣ→ VΓ changes the labelling of its input according to f .
• Unit. The unit of an n-ary letter a ∈ Σ is defined to be the n-ary V-
hypergraph with ports which has one n-ary hypervertex v labeled by a, and
where the port function is v[i] 7→ i, as in the following picture:
arity 2
↦
unit
• Flattening. The flattening of G ∈ VVΣ is defined as follows, see Figure 9.
43 Finitely many hypervertices (and therefore finitely many corners, since hypervertices have
finite arities).
44An isomorphism is a bijection of the vertices which preserves all of the information in
Definitions 5.1 and 5.2.
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– Hypervertices and their labels. Hypervertices are pairs (v, w) such
that v is a hypervertex of G and w is a hypervertex in the label of v.
The arity and label are inherited from w.
– Ports. The number of ports is inherited from G. If w[i] is a j-port
in the label of v, and v[j] is a k-port in G, then (v, w)[i] is a k-port
in the flattening.
– Edges. The flattening has an edge
(v, w)[i]→ (v′, w′)[i′]
if one of the two conditions is satisfied (j is defined to be the port
number of w[i] in the label of v, likewise for j′):
v = v′ and w[i]→ w′[i′] or v[j]→ v′[j′]
Fact 5.4 V satisfies the axioms of a monad.
Proof
A routine check. This proof is actually a bit easier than the one for H, since there
is not deleting involved (in the monad H, the source vertices from the nested
hypergraphs were deleted). We only prove that flattening is associative. Let
G ∈ VVVΣ. Define G1, G2 ∈ VΣ to be the results of applying to G the following
functions (to make the comparison easier, we discuss the two V-hypergraphs in
parallel columns for the rest of this proof):
VVVΣ
flatVΣ // VVΣ
flatΣ

VΣ
VVVΣ
VflatΣ

VVΣ
flatΣ
// VΣ
Our goal is to show that G1 is the same (isomorphism type) as G2.
Hypervertices in G1 are of the form
((v, w), u)
where:
• v is a hypervertex of G;
• w is a hypervertex in the label
of v;
• u is a hypervertex in the label
of w;
Hypervertices in G2 are of the form
(v, (w, u))
where the conditions on v, w, u are
the same as for G1.
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Figure 9: A binary V-hypergraph (above) and its flattening (below)
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The isomorphism between G1 and G2 is going to be
((v, w), u) 7→ (v, (w, u)).
The function above is a bijection, since the conditions on v, w, u are the same
on both sides. The function also preserves labels and arities, because labels and
arities are inherited from u on both sides. Let us now look at the port mapping.
Consider corners on both sides:
((v, w), u)[i] (v, (w, u))[i]
Choose j, k, l so that u[i] is a j-port in the label of w, and w[j] is a k-port
in the label of v, and v[k] is an l-port in the graph G. By unravelling the
definition of flattening, it follows that both corners discussed above are going to
be l-ports. To complete the proof, we need to show that the bijection preserves
edges, i.e. the following conditions are equivalent:
G1 has an edge
((v, w), u)[i]→ ((v′, w′), u′)[i′]
G2 has an edge
(v, (w, u))[i]→ (v′, (w′, u′))[i′]
Define j, k, l as in the dicussion of the port functions for v, w, u, likewise define
j′, k′, l′ for v′, w′, u′. By unravelling the definition of edges in the flattening,
we see that the existence of both edges described is equivalent to the following
disjunction:
• v = v′ and w = w′ and there is an edge u[i]→ u′[i′] in the label of w; or
• v = v′ and there is an edge w[j]→ w′[j′] in the label of v; or
• there is an edge v[k]→ v′[k′] in G.

Recognisable languages. As mentioned after the definition of ports, having
one port is the same as having no port information. Therefore, a language of
V-hypergraphs (without port information) can be identified with a set L ⊆ V1Σ.
A language is called recognisable if it is recognised by a homomorphism from
the entire algebra VΣ into an algebra that is “finite” in some suitable sense. For
the same reasons as in the monad H, the notion of “finite” algebra is chosen to
mean “finite on every arity”.
Definition 5.5 (Recognisable language) A language L ⊆ V1Σ is called recog-
nisable if it is recognised by a V-algebra that is finite on every arity.
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We now show that recognisability, as defined above, coincides with Cour-
celle’s definition of vr-recognisability, which is the inspiration for the monad
V. We proceed the same way as for the monad H, i.e. we distinguish a subset
of polynomial operations in algebra VΣ, and then define vr-recognisability in
terms of that subset. For the monad H, the main role was played by parallel
composition; for V the main role will be played by disjoint union ⊕, which is
defined in the natural way, as illustrated in the following picture:
G
G’
G ⊕ G’
In general, the inputs of disjoint union might have different arities, the arity of
the output is then defined to be maximal arity of the inputs. It is convenient
here that the port function need not be surjective, this way we can use the
disjoint union for arguments that have pairwise disjoint sets of port numbers
that are used.
We are now ready to present Courcelle’s notion of vr-recognisability.
Definition 5.6 (vr-recognisable language) 45 A language L ⊆ V1Σ is called
vr-recognisable if there is an equivalence relation on VΣ, which:
1. recognises L, i.e. L is union of equivalence classes; and
2. has finitely many equivalence classes on every arity; and
3. is compatible with all of the vr-operations defined in Figure 10.
The notions of recognisability from Definitions 5.5 and 5.6 coincide.
Theorem 5.7 For a language L ⊆ V1Σ, the following conditions are equivalent:
1. L is recognisable;
2. L is recognised by a congruence (in the sense of Definition 2.5) with finitely
many equivalence classes on every arity;
3. L is vr-recognisable.
Proof
Same kind of proof as for Theorem 3.7 in the monad H. The equivalence of 1
and 2 holds for every monad in a category of sorted sets, and the implication
from 2 to 3 holds because all of the vr-operations are polynomial operations. To
prove the implication from 3 to 2, the key observation is that the vr-operations
are enough to construct all linear unary polynomial operations. 
45Courcelle and Engelfriet [2012], Definition 4.52 and Theorem 4.57
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For every arity n ∈ {1, 2, . . .}, there is
an operation which inputs two n-ary V-
hypergraphs, and outputs their disjoint
union.
the two variables
of the polynomial
There is a constant for every unit. Constants are polynomial opera-
tions.
For every function
f : {1, . . . , n} → {1, . . . ,m}
with n,m ∈ {1, 2, . . .}, there is an
operation which inputs an n-ary V-
hypergraph, and outputs an m-ary one
where the ports are updated along f .
To see that this operation is a poly-
nomial operation, consider
f : {1, 2, 3, 4} → {1, 2}
defined by (1, 2, 3, 4) 7→ (1, 2, 2, 1).
Then the polynomial operation cor-
responding to this operation looks
like this:
For every
E ⊆ {1, . . . , n}2
with n ∈ {1, 2, . . .} there is an operation
which inputs an n-ary V-hypergraph
and outputs one of the same arity,
where which adds (directed) edges con-
necting all i-th sources to all j-th
sources for all (i, j) ∈ E.
To see that this operation is a poly-
nomial operation, suppose that n =
3 and
E = {(1, 2), (2, 3), (1, 3)}.
Then the polynomial operation
looks like this:
Figure 10: The vr-operations (left column) and why they are polynomial oper-
ations (right column).
56
Cliquewidth. As the monad H was to treewidth, the monad V is to cliquewidth.
The latter is a graph parameter, which is more generous than treewidth in
the following sense: bounded treewidth implies bounded cliquewidth, but not
the other way round (as the name implies, the class of cliques has bounded
cliquewidth, in fact cliquewidth one, while its treewidth is unbounded). To
relate cliquewidth with the monad V, not much work needs to be done, since
already the definition of cliquewidth is in terms of the vr-operations.
Definition 5.8 (Cliquewidth) 46 The cliquewidth of G ∈ VΣ is defined to be
the smallest n ∈ {1, 2, . . .} such that G can be generated using the vr-operations
that use only arities ≤ n.
We are mainly interested in the case of the cliquewidth of directed graphs,
i.e. when G has arity one and Σ has only one unary label.
Theorem 5.9 A set L ⊆ VΣ has bounded cliquewidth if and only if it is con-
tained in a set generated by finitely many polynomial operations of the V-algebra
VΣ.
Proof
The left-to-right implication follows immediately from the definition of cliquewidth
and the following observations: all vr-operations are polynomial operations,
and there are finitely many vr-operations using a fixed finite set of arities. The
converse implication follows from the following claim.
Claim 5.10 For every ranked set X and polynomial operation
p : (VΣ)X → VΣ
there exists some k ∈ N such that for every valuation η ∈ (VΣ)X satisfies
cliquewidth of p(η) ≤ k + max
x∈X
cliquewidth of η(x)
Proof
An upper bound on k is the number of corners in the V-hypergraph defining the
polynomial operation.  
Monadic second-order logic. In this section we prove a variant of Cour-
celle’s Theorem for the monad V, which says that languages definable in counting
mso are necessarily recognisable. At this point, we can afford a short proof of
the theorem, due to the generic form of the proof of Courcelle’s Theorem in
Section 4.2. The idea of for definability in mso is the same as in Section 4,
i.e. we associate to each element of VΣ a model, and then use logic – mainly
counting mso – to describe properties of that model.
46Courcelle and Engelfriet [2012], Definition 2.89
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Definition 5.11 For G ∈ VΣ, define its model modVG as follows:
1. the universe is the corners of the hypervertices;
2. there is a binary relation for the edges between the corners;
3. for every a ∈ Σ and i ∈ {1, . . . , arity of a} there is a unary relation se-
lecting i-th corners of hypervertices with label a;
4. for every i ∈ {1, . . . , arity of G} there is unary relation for the i-ports.
The vocabulary of the model depends on the number of ports, because of the
relations in item 4. However, if the alphabet Σ is finite and the arity is fixed,
then the vocabulary is finite.
Consider the special case when G ∈ V1{vertex}, i.e. G has one port (which
is like having no port information) and the set of labels has only one unary
label. In other words, G is a directed graph (modulo isomorphism). The model
modVG has the vertices as the universe and there is a binary edge relation; the
other relations defined in items 3 and 4 are meaningless because they select
all elements in the universe. In this case, the model modVG corresponds to the
encoding bGc of directed graphs that was discussed in Example 3. Traditionally,
mso over such encodings of graphs (i.e. the universe is only the vertices, and
not the edges) is referred to as mso1, which motivates the following definition.
Definition 5.12 (Language definable in counting mso1) Let Σ be a finite
ranked set. A language L ⊆ V1Σ is called definable in counting mso1 if there is
a sentence ϕ of counting mso1 which defines it in the following sense:
G ∈ L iff modVG |= ϕ for every G ∈ V1Σ.
Here is the V version of Courcelle’s Theorem.
Theorem 5.13 47 If a language G ⊆ V1Σ is definable in counting mso1, then
it is recognisable.
Proof
Recall the proof of Courcelle’s Theorem for the monad H from Section 4.2. The
only part of proof which depended on the choice of monad was the Compositional
Encoding Lemma. Therefore, to prove the theorem, it suffices to show the
analogous result for the monad V, which we do below.
Lemma 5.14 (Compositional encoding) For a ranked set Σ, define modVΣ
to be the image of the set VΣ under the function modV; this image is a viewed
47Courcelle and Engelfriet [2012], Theorem 5.68 (1)
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as a ranked set. For every ranked set X and every G ∈ VX there is an operation
f compatible with counting mso which makes the following diagram commute:
(VΣ)X
(modV)
X
//
[[G]]

(modVΣ)
X
f

VΣ
modV
// modVΣ
Proof (of the lemma)
Let η ∈ (VΣ)X be a valuation of the variables, and define Ax to be the model
that represents η(x). Our goal is to transform the models {Ax}x∈X into the
model that representing [[G]](η), using operations compatible with counting mso.
We simply take the disjoint union∐
v∈hypervertices of G
Alabel of v
and observe that the structure defined in the flattening (labels, edges, sources)
can all be defined in a quantifier-free way. For the monad V, unlike for H, we
do not need to use quantifier-free universe restrictions.  
Without any additional assumptions, the converse of the above theorem is
false, as shown in the following example.
Example 6. For a set X ⊆ {1, 2, . . .}, consider the set of undirected n × n
grids with n ∈ X. This language is not definable in counting mso1 for some
choices of X, e.g. when X is undecidable. Nevertheless, one can show48 that
this language is recognisable regardless of choice of X. 
The languages in the above example used unbounded cliquewidth. This
raises the question: if we additionally assume bounded cliquewidth, is recog-
nisability equivalent to definability in counting mso1? In other words, is Theo-
rem 4.14 true for V-hypergraphs? This is an open problem, although a special
case has been proved recently49, namely recognisability is equivalent to de-
finability in counting mso1 under the stronger assumption of bounded linear
cliquewidth. One definition of bounded linear cliquewidth is that a language is
generated by a finite set of linear unary polynomial operations.
48[Courcelle and Engelfriet, 2012, Proposition 4.36] gives the result for H, but the proof is
similar for V
49Bojan´czyk et al. [2018], Theorem 3
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