This research aims to develop software tools to support the fusion and analysis of large, passively collected data sources for the purpose of measuring and monitoring transit system performance. This study uses San Francisco as a case study, taking advantage of the automated vehicle location (AVL) and automated passenger count (APC) data available on the city transit system. Because the AVL-APC data are only available on a sample of busses, a method is developed to expand the data to be representative of the transit system as a whole, and to impute missing values. In the expansion process, the General Transit Feed Specification (GTFS) data are used as a measure of the full set of scheduled transit service.
Introduction
Performance-based planning builds upon the traditional transportation planning process by aligning planning goals and objectives with specific performance measures against which projects can be evaluated. The emergence of performance-based planning received a boost from the current U.S. federal transportation legislation (MAP-21, 2012 ) which makes it more central to the overall planning process. In recent years, researchers and practitioners have made significant progress in developing approaches to performance-based planning (Turnbull, 2013) , including approaches to establishing performance-based planning programs (Lomax, Blankenhorn, & Watanabe, 2013; Price, Miller, Fulginiti, & Terabe, 2013) , methods for converting data into performance measures (Benson, Perrin, & Pickrell, 2013; Winick, Bachman, Sekimoto, & Hu, 2013; Zmud, Brush, & Choudhury, 2013) , and experience formulating relevant performance measures from institutional priorities (Lomax et al., 2013; Pack, 2013; Price et al., 2013) . In spite of this momentum, a number of challenges still remain, including the availability of supporting data, the ability to synthesize those data into meaningful metrics and the resources required for analysis (Grant, D'Ignazio, Bond, & McKeeman, 2013) .
This research aims to meet these challenges by developing software tools to support the fusion and analysis of large, passively collected data sources for the purpose of measuring and monitoring transportation system performance. Because they are continuously collected, Big Data sources provide a unique opportunity to measure the changes that occur in the transportation system. This feature overcomes a major limitation of traditional travel data collection efforts, which are cross-sectional in nature, and allows for a more direct analysis of the changes that occur before-and-after a new transport project opens.
This first phase of work focuses on transit system performance, with future work planned to integrate highway measures. This study uses San Francisco as a case study, taking advantage of the automated vehicle location (AVL) and automated passenger count (APC) data available on the city transit system.
As of the year 2000, automated data collection systems were becoming more common at transit agencies, but data systems were immature, network and geographic analysis methods were in their infancy, and the data were often used for little beyond federal reporting requirements (Furth, 2000) . Subsequently, TCRP Report 88 provided guidelines for developing transit performance measurement systems, with a focus on identifying appropriate performance measures to correspond to agency goals (Kittelson & Associates et al., 2003) . By 2006, TCRP 113 identified a wider range of AVL-APC applications, but still a dichotomy between APC data which was used in its archived form and AVL data which was often designed for real-time analysis and not archived or analyzed retrospectively (Peter G. Furth, Hemily, Muller, & Strathman, 2006) . More complete data systems have since been developed that encapsulate the data processing and reporting (Liao & Liu, 2010; Liao, 2011) , apply data mining methods in an effort to improve operational performance (Cevallos & Wang, 2008) , and examine bus bunching (Byon et al., 2011; Feng & Figliozzi, 2011) . Initial attempts have been made to visualize the data at a network level (Berkow, El-Geneidy, Bertini, & Crout, 2009; Mesbah, Currie, Lennon, & Northcott, 2012) .
Two important characteristics distinguish this study from previous work.
First, it operates on a sample of AVL-APC data, and a methodology is established to expand the data to the schedule as a whole, impute missing values, and weight the data to represent total ridership. This is in contrast to the examples given above which generally assume full data coverage. Establishing expansion and weighting methods is important because it allows Big Data analysis to be applied in a wider range of locations with lower expenditure on data collection equipment.
Second, this study develops a tool to analyze the trends over a significant time periodsfrom 2008 through the present-as opposed to many applications which focus on using the data to understand a snapshot of current operations (Liao & Liu, 2010; Feng & Figliozzi, 2011; Wang, Li, Liu, He, & Wang, 2013; Chen & Chen, 2009 ). The tool allows data for any two time periods to be queried and compared at the analyst's request, and puts the focus specifically on the changes that occur in the system, and not just observing current conditions. For example, changes that occur in a specific portion of the city may be traceable to housing developments or roadway projects at that location, trends that may go unnoticed given only aggregate measures or cross-sectional totals.
The remainder of this paper is structured as follows: Section 2 describes the data sources used in this study. Section 3 covers the methodology for data processing, including the approach used to expand and weight the data to be representative of the system as a whole. Section 4 Erhardt, Lock, Arcaute and Batty 2014 4 presents example outputs to demonstrate the types of performance reports that the data mashing tool can produce. Section 5 is conclusions and expected future work.
Data Sources
This research uses two primary data sources provided by the San Francisco Municipal Transportation Agency (SFMTA): automated vehicle location/automated passenger count (AVL-APC) data, and archived General Transit Feed Specification (GTFS) data. A third data set, from the Clipper transit smartcard system, will be incorporated if access can be negotiated in a manner that appropriately addresses privacy concerns.
The AVL-APC data is formatted with one record each time a transit vehicle makes a stop.
At each stop, the following information is recorded: In addition, identifiers are included to track the route, direction, trip, stop, sequence of stops, and vehicle number. The vehicle locations reflect some noise, both due GPS measurement error and due to variation in the exact location at which the vehicle stops. However, because the stop is identified, those locations can be mapped to the physical stop location, providing consistency across trips. The count data become less reliable as the vehicle becomes more crowded, but the data are biased in a systematic way, and SFMTA makes an adjustment in the data set to compensate for this bias. The data are not currently available on rail or cable car, only on the busses. Equipment is installed on about 25% of the bus fleet, and those busses are allocated randomly to routes and drivers each day at the depot. These data are available from 2008 to the present.
Because the AVL-APC data are available for only a sample of bus trips, the GTFS data are used to measure the scheduled universe of bus trips. GTFS is a data specification that allows transit agencies to publish their schedule information in a standard format. It was initially used to feed the Google Maps transit routing, and is now used by a wide range of applications. The data are in a hierarchical format and provide the scheduled time at which each vehicle is to make each stop. The full specification is available from ("General Transit Feed Specification Reference -Transit -Google Developers," n.d.). The data used in this study were obtained In addition, negotiations are underway seeking access to data from the Bay Area's transit smartcard system, Clipper Card. These data provide the time and location of any tap-ins to pay a fare or transfer to a transit vehicle. Clipper Card was introduced in 2010, and currently has a penetration rate of approximately 30% of riders. The data provide value over the above sources because they allow transfers to be identified, and can be used to impute the boarding and alighting locations of discrete transit trips. The data are subject to California's laws governing personally identifiable information (Harris, 2014) , making data privacy and protection issues of particular importance.
Methodology
This section describes the methodology used to generate transit performance reports from the raw data. To ensure the performance measures are a valid representation of the transit system, the data area cleaned, expanded and weighted as outlined in FIGURE 1. The transit smartcard data is included in the figure to demonstrate how it fits with the process, although its incorporation is left to future work.
FIGURE 1 Data Processing Flow
First, each individual data set is cleaned and converted into a common format. For the AVL-APC data, this involves filtering out non-revenue service, records without a valid route ID, stop ID or trip ID, duplicate records, and those that do not meet quality control requirements. A number of derived fields are added, including the arriving and departing passenger load, the schedule deviation, flags for on-time arrival, time period groupings, and end-of-line flags. All date and time fields are converted from string format to a native Datetime format that allows for easy sorting and calculation of differences. As part of this Datetime conversion, special care is taken to handle the wrap-around effects of trips occurring between midnight and 3 am, which continue the schedule of the day prior, and whose ridership is counted with the day prior. An equivalency file is read to attach route IDs consistent with the GTFS data so the two files can later be joined. As part of this cleaning and processing the data are converted from their raw text file format to an HDF Datastore format, as described later in this section.
The raw GTFS data are read and converted to a record-based format such that they are directly comparable to the AVL-APC data. This format has one record for each stop made by each vehicle trip on each transit route. These data are written separate for each day, making the identification of weekday, Saturday or Sunday/holiday service explicit. The process makes time periods, trip IDs, direction IDs and route IDs consistent with the equivalency used for the AVL-APC data. It calculates the headway of each trip, the scheduled runtime from the previous stop, and the distance traveled from the last stop, and along the route shape as a whole.
After the initial cleaning and conversion, the data are joined to create an expanded data store. The goal of this expansion is to identify exactly what is missing from the sampled data, so they can be factored up to be representative of the universe as a whole. The relationship between the data sets is that transit smartcard data provides a sample of about 30% of riders, the AVL-APC data provides 100% of riders on a sample of about 25% of vehicle trips, and the GTFS data identifies 100% of vehicle trips. Therefore, the expansion chain allows the more informationrich data sets to be combined with the more complete, but less rich data, much like a household travel survey would be expanded to match Census control totals. In this case, the expansion is a left join of the AVL-APC data records onto the GTFS records. The resulting Datastore has the full enumeration of service, but ridership and actual time information attached to only a portion of records. Without this step, it would not be possible to differentiate between trips that are missing because of a service change or those that are missing because they were simply not sampled. In a setting where we are explicitly interested in examining service changes, this distinction is important. The next step is to aggregate the daily data to create monthly averages for weekdays, Saturdays and Sundays/holidays. The monthly resolution corresponds to transit industry standards for reporting ridership. Using weekdays as an example, the averaging is done by first selecting all days in the month where a weekday schedule was in operation (according to GTFS).
Usually, there will be 21 or 22 weekdays in a month, and the non-missing observations of each of those days, usually about 5, will be averaged. This averaging is specific to the route, the direction, the trip and the stop. For example, consider the 1-California route, inbound direction, trip departing the first stop at 7:22 am, and third stop of the trip. In this way, each trip is always averaged with the same departure from other days, resulting in a Datastore that represents average conditions, but still retains the full detail of every route, direction, trip and stop scheduled in the system. This averaging process becomes a bit more complicated in cases where the schedule changes mid-month. In those cases, it is necessary to track the number of days in which each schedule is in operation, such that the trips from each schedule can be weighted and combined accordingly.
Over the course of the month, about 90% of scheduled weekday bus trips are observed at least once, and about 65% of scheduled Saturday and Sunday/holiday bus trips are observed at least once. Rail does not have AVL-APC equipment installed, so rail remains unobserved in this structure. Summing to system totals at this point would still leave bus ridership understated by about 10% on weekdays, and more on weekends, so an additional imputing and weighting process is introduced. First, if a trip is unobserved in the month of interest, the software attempts to impute its value from using the same trip from another month. This is done by looking at the month before, then the month after, then two months before, then two months after. If the trip is not observed at all over that five month period, then the imputation process stops, and it remains unobserved. At the end of this step, about 98% of weekday trips and 93% of weekend trips are either observed or imputed. Note that this process is not able to account for scheduled trips that are not run, due to driver or equipment availability or other operational issues.
To compensate for the remaining missing trips, the software calculates a weighting factor and applies it to scale up the ridership on observed or imputed trips. To calculate the weights, the records for a specific month and day-of-week are grouped by route, direction, stop and timeof-day. Within each group, the weight is the ratio of total trips to observed/imputed trips.
Making the weights time-of-day specific ensures that if a peak trip is missing, other peak trips will be scaled up to compensate, rather than scaling up off-peak trips that would likely have different ridership. Future work will measure the difference between the base data and the imputed and weighted data, and evaluate the validity of the process.
The output of this process is a Datastore whose structure is shown in TABLE 1. The table also shows the source of each field, and whether it is included in the imputation and weighting process. Records are defined by a unique combination of values in those fields identified with as an index in the source column. This weighted and imputed Datastore is then used to create a series of performance reports, which are discussed in the next section of this paper.
The software was developed in an open-source framework in the Python environment. It is available under the GNU General Public License Version 3 for distribution (Erhardt, 2014) . It leverages several open-source packages specifically designed to provide high-performance data storage, access and analysis for extremely large data sets. Specifically:
 Pandas is used for in-memory data operations, providing data structures and analysis tools for fast joins, aggregations, and tabulations of the data. Its functionality is similar to what is available in an R dataframe.
 HDF5 (Hierarchical Data Format 5) is used to store the data on disk. It is designed for the fast and flexible storage of large data sets, allows for any combination of key-value pairs to be written, and allows on-disk indexing of the data.
 PyTables is a package for managing hierarchical datasets designed to easily cope with extremely large data sets. PyTables serves as the interface between Pandas operations in memory and the HDF5 storage on disk.
The advantage to using this combination of technology is that it allows datasets too large to be stored in memory to be written to disk, but allows for random access to those data with very fast queries. The development has shown that the converted data are dramatically faster to access than in their raw text format. This workflow also provides much greater flexibility than using a traditional database, which typically perform best with a stable data structure, making them less ideal for exploratory analysis. 
Sample Results
This section presents sample results from the data mashing tool. The values themselves
have not yet been fully validated, so should not be treated as final statistics. Instead, the purpose of this section is to illustrate the types of performance measure the tool is capable of reporting, and how those measures might be useful in planning. In all cases, the performance reports seek to report information that is both relevant to the planning process and readily explainable to policy makers. It further seeks to put the focus of the analysis on the changes that occur over time, rather than a single snapshot of the system.  Crowding: The average volume-capacity ratio in this report is low because it is measured across all busses, whereas crowding tends to be an issue specifically in the peak period and in often in only one direction. Similarly, a low percentage of vehicles experience volumes in excess of capacity for the day as a whole, and a modest number of passenger hours occur in such conditions. In addition to the concentrated nature of these conditions, it is worth noting that a strict definition of crowding is used and that the capacity itself imposes a constraint on meeting that definition.
 Observations: The number of days and percent of trips observed are included to provide the analyst with a basic understanding of the limits of the data.
This performance report provides an overview allowing planners to quickly scan a range of indicators for changes that might be occurring. The software can automatically generate each of the performance reports described above, allowing for core analysis of the most important measures. In addition, the full weighted
FIGURE 2 Sample Transit Performance Summary Report

Conclusions and Future Development
The product of this research is a Big Data mashing tool that can be used to measure transit system performance over time. The software is implemented for San Francisco, but can be adapted for use in other regions with similar data.
The paper addressed some of the methodological and mechanical challenges faced in managing these large data sets and translating them into meaningful planning information. One such challenge was the sampled nature of the data, where not all vehicles have AVL-APC equipment installed. To make these data more representative of the system as a whole, the vehicle trips in the AVL-APC data are expanded to match the universe of vehicle trips identified by the GTFS data, missing data are imputed where possible, and weights are developed to scale up to compensate for data that cannot be imputed. The expansion process applies strategies from traditional surveys where a small but rich data set is expanded to match a less rich but more complete data set. Such strategies are key to spreading the use of Big Data for urban analysis beyond the first tier of cities that have near-complete data sets to those that are constrained by partial or incomplete data.
The software is available under an open-source license from (Erhardt, 2014) . For working with these large data sets, it was an important decision to work with libraries that allow fast querying of on-disk data, but also the ability to easily modify the data structure.
The data mashing tool reports and tracks transit system performance in the core dimensions of: service provided, ridership, level-of-service, reliability and crowding. The performance measures are reported for the system, by route and by stop, can also be mapped using an interactive tool. The focus of the tool is on providing the ability to monitor the trends and changes over time, as opposed to simply analyzing current operations. By making performance reports readily available at varying levels of resolution, and the data mashing tool encourages planners to engage in data-driven analysis on an ongoing basis.
Several extensions of this research are currently planned. First, the outputs will be validated by comparing to other available measures, such as the officially published ridership totals. Second, if access can be negotiated to the transit smartcard data set, it will be incorporated into the process by expanding the sampled smartcard data to align with the APC totals. Doing so would provide additional value by allowing transfers and linked trips to be monitored. Third, plans are in place to incorporate highway performance measures into a combined tool, allowing both to be tracked in concert.
Ultimately, the data mashing tool will be applied to measure the change in performance before and after changes to the transportation system. The study period covers a time with important changes to the transit system, such as a 10 percent service cut in 2010 implemented due to budget constraints (Gordon, Cabanatuan, & Chronicle Staff Writers, 2010) , and several pilot studies aimed at improving the speed and reliability of transit service in specific corridors 
