The relation between the mode of increase of regular basic sets of finite span and the order of magnitude of the zeros of polynomials {p,,(z)} belonging to them is investigated. Upper bounds are obtained for the order of the basic sets when the zeros of p,,(z) lie either in the unit circle or in a circle whose radius increases in a certain manner with the index n of the polynomial.
Introduction
The relation between the mode of increase of simple sets I and the order of magnitude of the zeros of polynomials belonging to them has been the interest of many authors, of whom we may mention Eweida [1)2 and Nassif [3] . The same problem is studied in the present paper when the sets considered are regular of finite span. To formulate a precise definition of such sets we suppose that I is an integer greater than 1,3 and the sequence (/-tn) of integers is constructed so that (1.1) (n ~ 1).
Thus, if we put ; n :OS; /Ll! :os; nl.
Let {Pn(Z)} be a set of polynomials and let dn be the degree of the polynomial Pn(Z), so that we can write d n (1.4) Pn(Z) = L Pn.k Zk .
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I The reader is supposed to be acquainted with the theory of basic sets of polynomials as give n by Whittaker [4, 5] . The mode of in crease of a basic set is dete rmined by its order and type, c. f. Whittaker [4; pp. 11 , 12] . Our co nce rn here is with the order. 2 Figures in brackets indicate the literature references at the end of thi s paper.
When the set {Pn(Z)} thus defined, is basic it is said to be regular of finite span of bound l, and the set is normalized in the sense that
The matrix (Pn, k) of coefficients of such sets is a lower semi-block 4 matrix whose leading diagonal consists of square matrices (an) of the form (1.7)
{ ao= (1) 
Preliminary Results
We shall establish in this section a lemma, of general type, which is the basis for the proofs of the above theorems. In fact, we shall suppose that the zeros of the polynomial p" (z) lie in Izl ::;:; pn, where the numbers (pn) accord to the following restrictions.
and there is a finite number a ~ 1 for which (2.2) ; (n;32).
In view of (1.4), (1.5), (1.6), and (2.1) it can be verified that
Inserting (2.3) in (1.7) we find that
s It should be observed that a substitution z = kz• + b transforms the circle s Iz -hi = k, Iz -bl = kna onto the respective circles Iz'l = 1, Iz'l = nO! Also, according to Whittaker's theorem r4 ; p. 12] such substitution does not affect the order of the basic set, Hence there is no loss of generality in assuming the zeros to lie in Izi ~ I in Theorem 1 and in Izi ~ nQ in Theorem 2. We note also that, as far as the order is conce rned. the results of Theorems 1 and 2 above reduce to those of Nassif [3; Theorems 6.1. 6.2] when I = I. where (2.5)
Suppose that z" admits the representation
The required lemma is concerned with the coefficients (1Tn , k):
Let the set {Pn(z)} be as in Theorem 1 and suppose that the zeros of the polynomial Pn(z) lie in Izl,,;; Pn. Then the coefficients (1Tn, k) satisfy the inequality The product is then carried out with respect the remaining elements of the matrices (Pn ,k) and (TIn,k). When k;:;: 1, the following equations are formed. for 00;; i 0;; v" -1; 0,,;; j 0;; Vk -1; n;:;: k ;:;: 1. The inequality (2.7) of the lemma will be deduced from (2.11) when k ;:;: 1. In fact, it is seen from (2.9) that (2.7) is true for n = k. Also, putting n = k + 1 in (2.11) and applying (1.3), (2.1), (2.2), (2 .8), and (2.9) it can be verified that (2.7) is also satisfied for n = k + 1. Moreover, suppose that (2.7) is valid for n = k, k + I, . . ., m -I, then by application of (1.2), (1.3), (2.1), (2.2), (2.4), (2.7) , (2.8), and (2.11) and by simple calculation we can arrive at the following relation.
J. Ln
Hence the inequality (2.7) of the lemma is true for n ;;, k ;;, 1. Now, when k=O, (and hence j=O), the eqs (2.10) assume the form 
Proof of Theorem 1
We shall suppose here that the zeros of the polynomials {Pn(Z)} all lie in Iz I , , ; ; ; 1. If M" (r) denotes the maximum value of Ip/I(z) I in Izi , , ; ; ; r; r> 0, then from (1.5) and (1.6) we have ; (n ~ 1).
In the usual notation, the Cannon sum for the set {p,,(z)} is 
Example
To complete the proof of the theorem a basic set is constructed, according to the conditions of the theorem, such that its order W = ~ (l + 1) -1' The following lemma is first proved.
00
LEMMA 2: When l ~ 2, the function E(z) = 2: znl/(nl)! has at least one zero inside the circle
PROOF: When l = 2, E(z) = cosh z, which obviously has the required property. Therefore we shall assume that l ~ 3 and put (4.1) Now, it is easily seen that when l ~ 3, the function f(t) has a zero in -(l + I)! < t < 0, and therefore f (t) has at least one zero in the circle I t I = (l + I)!. Moreover, by actual calculation it can be verified from (4. It I = (l+ I)! Hence, the required result follows by an application of Rouche's theorem. Now, it is easily seen that the following set {Pn (z)} satisfies the conditions of Theorem 1. Whence, in the notation (2.4) and (2.5), we obtain
Simple calculation based on (4.4) leads to the fact that (T = ~ 1(1-1) . Hence, in view of (3.5), we have to prove that w = l. Finally, from (4.6) and (4.8) we can deduce that w = 1, and the proof of Theorem 1 is therefore complete.
Proof of Theorem 2
We now suppose that the zeros of the polynomial Pn (z), belonging to the regular set {Pn (z) }, lie in Izl ,,;;; n a , where a is a positive number. Hence, in the notation of (3.1), we see that 
