We have used the Wide Field Planetary Camera 2 on the Hubble Space Telescope to image a star field in the wing of the Small Magellanic Cloud (SMC), near the H ii region N81. The images were taken in the F336W, F547M, F675W, and F814W filters. From photometry of stars in this field, we construct color-magnitude diagrams (CMDs) for about 4200 stars and compare them with theoretical isochrones. In one CCD frame, we identify an open cluster with an approximate age between 400 and 560 Myr. After statistically subtracting the cluster stars, the remaining field star CMD shows both a strong upper main sequence and a well-developed red giant branch. The brightest main-sequence stars correspond to at most an age of 100 Myr. We also see a substantial number of turnoff stars with V magnitudes between 20 and 22, corresponding to an age range of 1.3 Gyr to at most 12 Gyr. We discuss the effects of the SMC's extended depth on the analysis. From a comparison of the observed CMD with Monte Carlo simulations, we find that the star formation history for this field is not consistent with a constant rate over the last 12 Gyr. We find that the CMD is consistent with increased star formation from 4-12 Gyr ago and over the past 1.7 Gyr. However, we find reduced star formation rates during the period 1.7-4 Gyr ago, in contrast to studies of star clusters that have suggested that the SMC experienced a burst of star formation 2 Gyr ago.
BACKGROUND
The Large and Small Magellanic Clouds (LMC and SMC), as the nearest examples of star-forming irregular galaxies, are important test beds for star formation and galaxy evolution. They have lower metallicity than the Milky Way and they show no significant organized spiral structure. For these reasons they are of interest for understanding star formation in a very different environment. The Clouds are close enough that accurate photometry can be performed to several magnitudes below the oldest main-sequence turnoff with the Hubble Space Telescope (HST), making it possible to study the star formation history of the Clouds in great detail with current detector technology. Finally, since the dynamical history suggests that the LMC and SMC have interacted in the past, we can use the star formation history to understand how galaxy interactions influence star formation in galaxies.
Star clusters are a popular choice for understanding the star formation history, since they usually have a well-defined age. Based on the age-metallicity relation for 11 star clusters in the SMC, Olszewski et al. (1996) suggested that the SMC has produced star clusters at a roughly constant rate over the last 12 Gyr, unlike the LMC, which has a distinctive gap in the star cluster population between 3 and 9 Gyr ago. However, more recent deep imaging by HST of seven intermediate-age SMC clusters (Rich et al. 2000) argues for a more episodic star formation history; the Rich et al. clusters appear to fall into two distinct age groupings: three have ages near 2:0 AE 0:5 Gyr, while the other four have ages around 8 AE 2 Gyr. The age-metallicity relation for these clusters (Rich et al. 2000; Mighell et al. 1998 ) also supports a burst model for cluster formation in the SMC, in agreement with the star formation history predicted from the chemical evolution models of Pagel & Tautvaišiene (1998) . However, all of these studies have examined only a handful of star clusters in the SMC and may suffer severely from small number statistics. Therefore, the star cluster studies have given but a first glimpse into the SMC's star formation history.
There is an additional reason for interest in identifying recent star formation bursts in the SMC. Independent numerical simulation studies of the SMC, such as Gardiner & Noguchi (1996) , give cause to expect a possible increased star formation rate (SFR) at about 2 Gyr ago triggered by a tidal interaction with the LMC. This could correspond to the younger of the two bursts reported in Rich et al. (2000) . Demonstrating that the SMC underwent a burst of star formation during this period would further characterize the role of tidal interaction in galaxy formation.
Photometry of field stars offers an independent means to derive the star formation history. The field star mix allows a single pointing to peer into the entire spectrum of stellar ages. This also makes field star analysis much more complex. Computational simulations based on theoretical stellar evolution models are needed to successfully disentangle the field star populations. The SMC adds to the confusion between populations of different ages through a significant distance spread along the line of sight. In order to make a meaningful analysis, an estimate of the line-of-sight depth must be made and then accounted for in the computational simulations. Further complicating the picture is evidence given by Holtzman et al. (1999) that clusters and field stars in the LMC do not yield consistent star formation histories. In their study, the field stars do not show a significant deficiency that is present in the cluster age distribution. This raises the suspicion that cluster formation does not necessarily follow the total SFR, perhaps because clusters form in different conditions or because old clusters have evaporated. It follows that a study of both populations is necessary to completely characterize the star formation history of a galaxy.
While the field star populations of the LMC have been studied in some detail with HST (Gallagher et al. 1996; Holtzman et al. 1997 Holtzman et al. , 1999 Geha et al. 1998; Smecker-Hane et al. 2002) , the SMC field stars have been relatively neglected. In this paper we present an analysis of the field star population in one region of the SMC based on photometry from HST imaging.
OBSERVATIONS
The observations we obtained were taken by the HST Wide Field Planetary Camera 2 (WFPC2) on 1999 October 26. The observations are of a star field and cluster located at R:A: ¼ 1 h 08 m 11: s 98, decl: ¼ À73 19 0 27B78 (J2000.0). This field was imaged in parallel with Space Telescope Imaging Spectrograph (STIS) spectroscopy of the nearby H ii region N81 in the eastern wing of the SMC. The location of our WFPC2 field is depicted on an image of the SMC in Figure 1 . The wing of the SMC is typically less crowded than the bar. Although this allows for simpler photometry, it means a single pointing of the telescope will observe fewer stars. Three observations were made in each of the F336W, F547M, F675W, and F814W filters. A mosaic of the four WFPC2 frames in the F814W filter is shown in Figure 2 . Table 1 details the filter and the exposure length in seconds of each observation. All the exposures were taken with a gain of 15.
DATA PROCESSING AND ANALYSIS

Image Processing
A flowchart that describes the entire procedure we used to process the WFPC2 images is shown in Figure 3 . We began with images that were preprocessed by the Space Telescope Science Institute (STScI) standard calibration pipeline, including the normal corrections for flat-fielding, dark subtraction, and bias subtraction.
The WFPC2 chips contain a number of ''warm'' pixels that have been corrupted by cumulative damage from cosmic rays and other environmental factors over the life of the instrument. The STScI team publishes mask files that identify the warm pixels. We repaired the data images by passing the mask files into the IRAF 3 routine WFIXUP. This routine uses mask files to locate bad pixels and interpolates valid data across the identified regions.
In order to remove the cosmic rays from our frames, we implemented the IRAF cosmic ray rejection command CRREJ. This routine uses the median of the three observations to identify cosmic rays and then implements a clipping algorithm to remove their signatures. We used five iterations of the clipping algorithm with rejection thresholds of 12, 10, 8, 6 , and 4 , respectively. The resulting output was a single image with most of the cosmic rays removed.
The field flattener in the WFPC2 produces significant geometric distortion (Holtzman et al. 1995b ). The STScI Web site 4 publishes sets of frames that correct for this effect. We corrected the geometric distortion by multiplying our images by the distortion frames.
Finally, the WFPC2 images were processed to account for UV contaminants. Our exposures were taken 20.6 days after a decontamination event. Based on the contamination trend reported in Baggett & Gonzaga (1998) , we found that the renormalizing correction factors appropriate for our frames are those shown in Table 2 . Corrections for the UV contamination were determined to be minimal in all but our bluest filter, F336W.
Star Detection
After the images were fully processed, the stars within the images were located for input into the photometry package. We used the IRAF routine DAOFIND (Stetson 1987 ) to create our lists. We selected a threshold of 5.0 , above which all point sources are considered candidates for stellar images. Sources below this threshold were increasingly populated by sky noise spikes and not true stellar profiles.
Because of the finite probability that multiple cosmic rays can fall on the same pixel in the three observation frames, and because warm pixels may appear that are not flagged by the calibration programs, we still had several false-positive detections. The residual features were identified using the sharpness parameter returned by DAOFIND. Plotting the detections by sharpness and magnitude as in Figure 4 reveals a characteristic two-branch structure. The branch with a sharpness of about 1.05 is dominated by false-positive detections due to cosmic rays. Judging by the plot, we selected an upper sharpness threshold of 1.0 to deselect probable cosmic rays and warm pixels.
Although more limited in number, several background galaxies were found in the images. Because of their diffuse profile, galaxies have low values of the sharpness parameter. Since they did not appear in the sharpness-magnitude plots as obviously as the cosmic rays did, the background galaxies were identified individually. We found that a lower limit of 0.65 for sharpness discriminated adequately against galaxies.
The resulting star list contained approximately 4200 stars. These detections were subject to further review by visual examination.
Photometry
Because of the low level of crowding in this field, we chose to perform aperture photometry over the profile-fitting photometry alternative. We used the IRAF routine APPHOT.PHOT to perform aperture photometry on our frames. We selected an aperture radius of three pixels ($0B3) as the optimal size that maximized photometric accuracy while minimizing the sky noise contribution.
A number of stars were saturated in each of the CCDs. If not saturated too badly, photometry for such stars can be recovered by proper choice of a photometry aperture. Photometry for the saturated stars was performed separately using apertures that took into account the blooming along CCD rows, and then the photometry was reincorporated back into the data set. The contribution due to the background sky within the aperture was estimated from an annulus extending between 5 and 25 pixels from the star. The background within this annulus was estimated iteratively. We used the mode of the sky value with sigma-clipping to remove outliers.
Postphotometry Corrections and Transformation
All CCDs suffer from an inability to pass charge into the readouts of the chip with complete efficiency, referred to as the charge transfer efficiency (CTE) effect. The CTE effect results in a systematic variation in measured stellar magnitudes along the readout direction. We used the correction for the effects of CTE on photometry as reported in Dolphin (2000) . Anderson & King (1999) noted a manufacturing defect, termed the ''34th row effect,'' in the WFPC2 CCDs that results in smaller pixels nearly every 34th row of the CCDs starting with a small offset. Because of the difference in pixel size, a stellar image falling on one of these rows appears fainter by 0.02 mag. We corrected the magnitudes for stars that fell on each of the rows identified in Anderson & King (1999) by 0.02 mag.
Since the photometry was performed with a 3 pixel aperture radius ($0B3), an aperture correction needed to be applied to adjust the magnitudes to the standard 0B5 radius aperture (Holtzman et al. 1995a ). We determined our aperture corrections empirically from the stellar images already present in the frames by measuring the magnitudes of bright but unsaturated stars in both the small (3 pixel) and the standard aperture. The derived aperture corrections showed a noticeable dependence on the radial distance from the center of the chip, r (in pixels). The aperture corrections we determined for the data follow a parabolic form as in
The coefficients, A and B, are given in Table 3 , which lists the values by filter and chip. We also examined the individual observations for temporal changes in the point-spread function (PSF ) caused by telescope breathing. Since our PSFs did not show significant fluctuations between the exposures, breathing corrections are likely to be negligible for our data.
The resulting set of photometry from the F336W, F547M, F675W, and F814W observations is available in Tables 4-7. ( In the tables, s is the 1 error in the magnitude, in units of magnitude.) The full set is available in the electronic release only.
We used an iterative transformation described in Holtzman et al. (1995a) of the form
where DN is data number, to convert the counts in F547M and F814W into the V and I magnitudes in the Johnson UBVRI system. The coefficients, T 1 and T 2 , and the zero point, ZP, used in the transformation are provided in Holtzman et al. (1995a) .
The resulting values of SMAG and SCOL are the magnitude and color in the Johnson system. Intervening galactic dust reddens the starlight from the SMC. To correct for the reddening, a foreground E(BÀV ) estimate of 0.03 mag was taken from Burstein & Heiles (1982) . From this value and the standard reddening laws of Cardelli et al. (1989) , we derived the extinction in each observed bandpass and used these values to correct the photometry. This E(BÀV ) corresponds to A(V ) ¼ 0:093 and A(I ) ¼ 0:045. Internal reddening corrections were applied to two subsets of the data and is discussed individually in x 5.2.
After the final correction to the V and I magnitudes, the two sets were correlated to find the star color, V À I. Since no significant position shift was seen between observations, we employed a simple closest-match algorithm to produce color information for each star appearing in both frames. The resulting fully corrected set of photometry is reported in Table 8 . ( In the table, s V and s I are the 1 errors in the V and I magnitudes, Note.- Table 4 is published in its entirety in the electronic edition of the Astronomical Journal. A portion is shown here for guidance regarding its form and content. Note.- Table 5 is published in its entirety in the electronic edition of the Astronomical Journal. A portion is shown here for guidance regarding its form and content. Note.- Table 6 is published in its entirety in the electronic edition of the Astronomical Journal. A portion is shown here for guidance regarding its form and content.
respectively.) The full set of photometry is provided in electronic form only.
PHOTOMETRIC ERRORS AND ARTIFICIAL STAR TESTS
The photometric errors listed in Tables 4-8 are the formal uncertainties estimated by PHOT. However, the formal photometry errors often underestimate the true errors because of crowding and undersampling of the stellar PSF in WFPC2 data. Therefore, we performed a series of artificial star tests to empirically determine the photometric error. The tests also revealed the completeness level of our data. The test began by creating a profile of a typical star from examples on the image. The empirically generated PSF was then scaled to represent a variety of magnitudes and scattered onto the images. When star detection and photometry was repeated on the frames, a number of the artificial images were missed. In our tests, we randomly scattered 100 artificial stars of the same magnitude into the frames. To prevent enhancement of the crowding by the artificial stars, no more than this number was added at a time. To improve the size of the sample, the test was run 10 times. The entire process was repeated for 20 test magnitudes with half-magnitude spacing, chosen to span the observed range (V magnitudes of approximately 17-27). The artificial star tests yielded the fractional completeness in the two bandpasses, V and I, as depicted in Figure 5 . The tests reach 50% completeness at 24.8 mag in V and 24.9 mag in I.
The photometry on the artificial stars that were located was examined for deviations from the input magnitudes. The spread in magnitudes was representative of the photometric error. The artificial star tests gave relations for error by magnitude that are quantified by 
COLOR-MAGNITUDE DIAGRAMS
Line-of-Sight Depth toward the Field
The SMC is known to have a depth along the line of sight that is significant compared with the size of the galaxy (Mathewson et al. 1986 ). The depth of the SMC varies considerably moving from southwest to northeast. We estimated the line-ofsight depth toward our WFPC2 field from the distribution of Cepheid distances in Mathewson et al. (1986) . The distribution of 13 Cepheids, located within 30 0 (about 500 pc) of our WFPC2 pointing, appears to be roughly Gaussian with a mean distance modulus of 18:73 AE 0:24 mag, or 56 kpc with a 1 dispersion of 6 kpc. The Cepheids in the Mathewson et al. (1986) data set are all brighter than V ¼ 15:5 mag, so it is likely that they are all fundamental-mode pulsators, and thus the distance scatter is not due to contamination by first-overtone Cepheids, which are fainter than this limit, as observed by the Optical Gravitational Lensing Experiment (OGLE) project. The Note.- Table 7 is published in its entirety in the electronic edition of the Astronomical Journal. A portion is shown here for guidance regarding its form and content. Table 8 is published in its entirety in the electronic edition of the Astronomical Journal. A portion is shown here for guidance regarding its form and content.
estimated distance and dispersion are consistent with the recent study of Crowl et al. (2001) , who found a mean SMC distance modulus at 18:71 AE 0:06 mag and a line-of-sight dispersion of 6-12 kpc for populous clusters in the SMC, based on distances derived from the magnitudes of red clump giants. The line-ofsight depth will spread features in field star CMDs vertically; there is also concern that stellar populations of different ages could have different distances and/or line-of-sight depths. This effect is the chief limitation to the study of this field and must be considered carefully when weighing the significance of field star CMD features.
An Open Cluster in the Field
Examination of the frames resulted in the serendipitous detection of an open cluster in the third WFPC2 CCD (Fig. 2,  bottom right) . The cluster appears as an enhancement in the stellar density in a portion of that chip. Removal of the open cluster's contribution to the field was necessary for analysis of the field star population.
The cluster contribution to the total data set was estimated and subtracted by comparison of a cluster-free CMD to a cluster CMD. The cluster region was selected by finding the area in which the density of stars was elevated above the average density in the field. By examining the density profiles in our frames, the cluster region was determined to be the area inside a 250 pixel radius centered on the density enhancement at (600, 400) in chip 3. At 56 kpc, the median distance of the SMC, this corresponds to a cluster diameter of about 7 pc. The cluster-free region was taken to be the sum total of all remaining areas. Star counts in the two CMDs were examined in a grid of small rectangles, 0.1 mag in V À I and 0.5 mag in V. Assuming the surface density of field stars is constant across the 50 pc field of WFPC2 (at the distance of the SMC), we estimated the field star contribution to the cluster CMD by scaling the field star number counts within each rectangle in the grid by the ratio of the area of the cluster region to the area of the cluster-free region. Each rectangle's estimated field star contribution was randomly removed from within the rectangle and placed into the set of field stars. Thus, two statistical sets of data were established, one for cluster stars and one for field stars. Of 817 stars in the initial sample that lay within the defined cluster region, 297 remained after the subtraction of field stars; we label these defined cluster stars with a ''C'' in the last column of Table 8 . The remaining stars were added to the field sample, labeled with an ''F'' in Table 8 . With the cluster stars removed, the number of field stars detected in chips 2, 3, and 4 were 1219, 1216, and 1225, respectively, giving very similar surface densities. The CMD for the field stars that were subtracted from the cluster region was very similar to the CMDs for the other noncluster fields, although the small number of stars makes precise comparison difficult.
The resulting cluster CMD with field stars removed is seen in the left panel of Figure 6 . The error bars to the left of the main sequence show the photometric errors derived from the artificial star tests. The cluster CMD clearly contains a grouping of coeval stars contained within the SMC. The statistically significant turnoff region in the CMD is in the upper main sequence, near V ¼ 18:5 mag.
Isochrones of selected ages, taken from Girardi et al. (2000) , are shown in the right panel of Figure 6 . From highest to lowest turnoffs, the isochrones depicted have the ages 400, 450, 500, and 560 Myr. Based upon the age-metallicity relation given by Pagel & Tautvaišiene (1998) , we selected Z ¼ 0:004 isochrones from those available as appropriate for the data. In order to achieve isochrone fits with this metallicity, we determined that the cluster needed to be reddened by A(V ) ¼ 0:2 and A(I ) ¼ 0:1 and the distance modulus increased to18.8 mag. By overlaying isochrones onto the corrected data, one can estimate the cluster's age to be no younger than 400 Myr and no older than 560 Myr. Contributing to the age error is the uncertainty in the distance within the SMC, the internal reddening, and the assumed metallicity.
The CMD of the Field Stars
The stars remaining in the data set after the statistical subtraction of the cluster are the field stars. These stars are shown in the left panel of Figure 7 . Again, the error bars to the left of the main sequence show the photometric errors derived from the artificial star tests. Unlike the cluster CMD, the field star CMD clearly shows stars from a wide range of ages.
A notable feature of the field CMD is the well-populated red giant branch. It is quite narrow in color, typically with a Á(V À I ) ¼ 0:2, which approaches the limits set by the photometric errors. To reconcile the relatively thin red giant branch in the field CMD with the age-metallicity relation given by Pagel & Tautvaišiene (1998) , we selected isochrones of Z ¼ 0:004 for epochs less than and including 4 Gyr and isochrones of Z ¼ 0:001 for epochs greater than 4 Gyr. Along with this, the field stars were corrected for reddening levels of A(V ) ¼ 0:10 and A(I ) ¼ 0:05, which is within the limits set by the cluster fits.
Again, isochrones of selected ages, taken from Girardi et al. (2000) , are overlaid on the field CMD in the right panel of Figure 7 . From highest to lowest turnoffs, the isochrones depicted have the ages 100 Myr, 220 Myr, 1.3 Gyr, 1.8 Gyr, 2.2 Gyr, 3.5 Gyr, and 12 Gyr. For clarity, the isochrones shown have been truncated at the high-mass end.
Another notable feature of the field CMD is the young main sequence. The brightest main-sequence stars appear at V ¼ 16:8 mag. The main sequence is well populated up to V ¼ 17:8 mag. This is a strong indication of very recent star formation in the field. From the isochrones, we find that the youngest stars in the diagram can be no older than 100 AE 10 Myr.
Turnoff stars are seen at a variety of places in the CMD. A number of possible turnoff stars are found at 17.0, 19.7, 20.2, and 20.7 mag and from 21.3 to 22.0 mag in the V magnitude. Age estimates for these stars are 220 AE 50 Myr, 1:3 AE 0:2 Gyr, 1:8 AE 0:2 Gyr, 2:2 AE 0:3 Gyr, and from 3:5 AE 0:9 to 12 AE 2 Gyr, respectively. Given the uncertainty due to the distance spread along the line of sight, it can only be said that the oldest stars in this field could have ages similar to the oldest stars in the Galaxy.
A histogram of the luminosity function is shown in Figure 8 . From this plot, we can clearly see the brightest stars around V ¼ 16:8 mag. The density enhancement due to the red clump is seen between V ¼ 18:8 and 20.0 mag. Most importantly it shows that our data are fully complete well below the oldest turnoffs at V ¼ 22 mag.
NUMERICAL MODELS OF SIMULATED STAR FORMATION HISTORIES
Since it is difficult to derive ages of mixed populations in a field star CMD from simple isochrone fits, we built numerical Monte Carlo simulations of stellar populations to analyze the SMC field. We began by taking the photometric and initial mass function (IMF) information out of the isochrone files given in Girardi et al. (2000) . The information in the files is recorded in discrete points that well sample the isochrones. These points divide up the isochrone into segments. We created artificial CMDs by using the endpoint values to populate these isochrone segments. The mass contribution per segment on the isochrones was derived from the segment's IMF information, the star formation rate on the isochrone, and the time span over which we were approximating the isochrone. The small size of the segments allowed star contributions to be approximated by dividing the mass contribution of the segment by the average initial star mass. Should a segment have a fractional star contribution, the value was used in a weighted probability of adding another star to the diagram. For instance, if a segment was assigned 0.6 stars, there was a 60% probability that the star would appear in that position on the diagram. In similar fashion, if an isochrone segment was assigned 1.6 stars, there was a 60% probability of two stars being placed on the diagram and a 40% probability of just one. The artificial stars were placed randomly on a line extending between the two segment endpoints. The process was continued for each segment on the isochrone and then similarly for the entire set of isochrones. For simplicity, we used only isochrones for two values of metallicity: Z ¼ 0:004 and 0.001. For ages log t < 9:5 (in years) we used the Z ¼ 0:004 isochrones, while for older ages we used the Z ¼ 0:001 isochrones. This is consistent with the age-metallicity relation compiled by Pagel & Tautvaišiene (1998) , while the observational uncertainties in the data used for this relation do not justify a more complicated assumption at the present time.
The isochrones give photometric information for single-star systems only. We accounted for the existence of binary systems in the model by using the multiple star system fraction of 57% (we approximated all multiple systems as binaries) and the binary mass-ratio distribution of Duquennoy & Mayor (1991) . Once an artificial star was assigned to be a binary, a companion was randomly selected based on the mass-ratio distribution. The photometric information for the companion was retrieved from the isochrone and convolved with the original star.
The artificial CMDs were converted to magnitudes appropriate to a distance modulus of 18.73 mag. Individual stars were scattered in magnitude by a Gaussian of half-width 0.24 mag to account for the line-of-sight depth through the SMC, plus a further contribution that accounted for the photometric errors as derived from the artificial star tests. Finally, we applied the completeness fractions we derived in Figure 5 to the simulation to produce the final model CMDs.
Given the limitations of determining line-of-sight depth effects on the CMD, we chose not to attempt to make a finely tuned model fit to the observed CMD. Instead, we used the numerical models to test two simple, hypothetical star formation histories and to infer a likely star formation history from deviations of the models from the observed stellar population. The first model we tested was a constant SFR over the past 12 Gyr. To gather a large statistical sample for comparison, we produced 1000 models with this star formation history and parameters appropriate for our observations. Each model was normalized to produce the number of stars detected in our observations. We compared the models to our observational data with a maximum likelihood algorithm (Tolstoy & Saha 1996) to find a typical model representative of the model set. We define a typical model as one that produces a result near the average for the set. An example of a typical model is shown in the right panel of Figure 9 . For comparison, our observed CMD is shown in the left panel. The depiction is primarily for visualization. Statistically sound results can only be obtained by analyzing the entire set of models.
The second model we tested was a two-burst star formation model with equally weighted peaks in the SFR at 2:0 AE 0:5 and 8 AE 2 Gyr. The bursts were selected to mimic those reported in Rich et al. (2000) . Again, we produced a series of 1000 models. Determined in the same fashion as before, a model representative of the model set is shown in the right panel of Figure 10 .
One method to obtain statistically sound results from a large set of CMD models is to compare counts of model stars to observed stars in selected regions of the diagram. An example of this technique can be found in Mighell (1997) . Because of the substantial line-of-sight depth through the SMC, we selected large regions in which to gather our statistics. A depiction of the regions we have used is shown in Figure 11 . Region 1 contains young main-sequence and turnoff stars less than about 1 Gyr old. Region 2 contains main-sequence stars up to about 1.7 Gyr old and is meant to gather additional information on the upper main sequence to check for consistency. Region 3 contains the turnoff stars from about 1 to 1.7 Gyr old. Region 4 contains the turnoff stars between about 1.7 and 3.0 Gyr old. Region 5 contains turnoff and red giant stars aged between about 3 and 12 Gyr.
The statistical results from the analysis are shown in Table 9 , in which we compare the number of stars predicted by the models with the observed star counts in each region. It should be noted that both the constant SFR and two-burst SFR models appear to underproduce stars in Regions 1 and 2. This indicates that the SFR was much higher in more recent periods than either model predicts. Conversely, both models overproduced stars in Region 3. Therefore, the models must be predicting more stars with ages between 1 and 2 Gyr than are found in the observations. Both models also overproduced stars in Regions 4 and 5, indicating that the SFR here was lower than predicted. In Region 4, the constant star formation history provides a better match to the data. Therefore, it follows that the average SFR over this region was less than the average over the entire diagram. This analysis limits the size of any intermediate-age burst that could have occurred in this field.
We have also constructed comparisons between the observed luminosity function and those of the numerical models. In Figure 12 we have plotted the derived luminosity function for the constant star formation model together with the observed luminosity function. In Figure 13 we show a similar plot, but for the burst star formation history models. The luminosity function clearly shows the same discrepancy between the models and the data for the younger regions of the CMD that was found in the region analysis. Both models produce far fewer young stars than are seen in the observations and too many stars with ages between 1 and 3 Gyr. The discrepancy in the young stars can be seen above V ¼ 21:9 mag in the constant models and above V ¼ 22:1 mag in the burst model. On the whole, the constant star formation history better reproduces the observations than the two-burst model. However, this can be largely attributed to the prediction of some recent star formation in the constant model and none in our burst model. Because of the large discrepancy in the number of young stars between both models and the observed data, it follows that the SFR has been relatively high over the past 10 9 yr. The greatest discrepancy between the observed and model CMDs is the overproduction of stars in the 2-3 Gyr age range by both the continuous SFR model and the one with bursts at 2 and 8 Gyr. This implies that the SFR between 2 and 3 Gyr ago was actually depressed compared to the periods <1 and 4-12 Gyr ago. Such a model is roughly consistent with the star formation history proposed in Pagel & Tautvaišiene (1998) . To test this, we ran another sequence of models in which the SFR within the past 1 Gyr is increased and that for the 2-3 Gyr interval is decreased. The input SFR (in relative terms) for this model (model III) is shown in Figure 14 . The results for the number counts in our Regions 1-5 are shown in the last column of Table 9 , and a representative CMD for this model is shown in Figure 15 . It is apparent that this model does a much better job of reproducing the CMD for our WFPC2 field. While this particular model overpredicts the number of young stars somewhat, the predictions for CMD Regions 4 and 5 are very close to the observed star counts. Our models therefore do not support the hypothesis that the star formation was higher around 2 Gyr ago, at least in this part of the SMC.
This result is consistent with the analysis by Gardiner & Hatzidimitriou (1992) from photometry based on UK Schmidt telescope photographic plates. They found that the stellar population in the Wing contained a significant young component, for which they inferred an age of approximately 50 Myr. Although stars so young are too bright to be measured in our WFPC2 data, the youngest stars we can see are consistent with this age estimate. Gardiner & Hatzidimitriou (1992) also inferred that the bulk of the older population had ages greater than 2 Gyr and could find no evidence for a bursting SFR. This is also roughly consistent with our analysis for the WFPC2 field. Dolphin et al. (2001) presented a deep ground-based CCD imaging study of the field population in the outer parts of the SMC, 2 northeast of the globular cluster NGC 121. They also found that the bulk of the stars in their field were older than 2 Gyr, with a broad peak in the SFR from 5-8 Gyr ago, although there were no young stars in this outer field. No evidence was found for a bursting history in this field as well, again consistent with our general conclusions. It thus can be argued that the SMC field population appears to have formed largely in a quasi-continuous mode, with a broad peak between 4-12 Gyr ago and significant recent star formation possibly induced by recent encounters with the LMC or the Galaxy. Nevertheless, it must still be warned that the studies of Dolphin et al. (2001) and Gardiner & Hatzidimitriou (1992) , as well as ours, sample mainly outer regions of the SMC. It is known from studies of other dwarf irregular galaxies that starburst events are often located in the central region of a galaxy, where the mass surface densities are highest. It is already understood that the star formation history is not the same at all locations within the SMC.
After our paper was submitted, Harris & Zaritsky (2004; hereafter HZ04 ) published a new large-scale ground-based study of stellar populations in the SMC. The HZ04 study has the advantage of covering most of the main body of the SMC, while our photometry is deeper and has higher spatial resolution, reducing the effects of crowding on the results. There are similarities and differences between the star formation history we present here for this field and the results of HZ04. Like HZ04, we argue for a relatively high SFR in the recent past, although we are not sensitive to stellar populations younger than 150 Myr. On the other hand, we do not see evidence for a peak in the SFR around 2.5 Gyr as seen by HZ04. It is not clear how significant this difference is. HZ04 found that much of the activity at 2.5 Gyr in their model occurred in an annulus around the main body of the SMC; whether or not this annular feature is an artifact of photometric crowding in the inner parts of the SMC remains undetermined. In any case, our WFPC2 field lies on the periphery of the annular feature seen by HZ04, so it is possible that we would not have seen the increase in SFR at 2.5 Gyr. Deep imaging of star fields in the SMC bar need to be done to determine conclusively if the 2 Gyr burst inferred from the cluster studies and HZ04 is real or an artifact. We are in the process of analyzing photometry of two other WFPC2 fields in the bar to see if the results presented here hold also for the central regions of the SMC.
CONCLUSIONS
Based on the results of the isochrone comparisons and the numerical simulations several conclusions can be made about the SFR in the field. From the field star CMD, we find that the brightest field stars are no older than 100 AE 10 Myr. This is a direct indication that this region of the SMC was producing stars in the very near past. However, the 100 Myr isochrone is not populated as densely as the rest of the upper main sequence. This is an indication that the SFR for the field, while relatively high in recent times, is currently at lower levels.
The oldest significant number of stars were estimated to be about 12 Gyr old. Such an age is consistent with the oldest stars in the Galaxy and may be older than the oldest star clusters known in the SMC. However, age-metallicity degeneracy, along with the distance spread and reddening uncertainties, make absolute dating of the oldest stars uncertain. Nevertheless, we can confirm that there is a field population at least as old as the oldest star clusters in the SMC.
The deviation of the observed field CMD from the predictions of the constant SFR model is statistically significant. Therefore, we find that the star formation history for our field is not consistent with a relatively constant SFR over the last 12 Gyr as suggested by the age distribution of star clusters derived by Olszewski et al. (1996) . Similarly, we are not able to find evidence to support a twoburst model as suggested by Rich et al. (2000) , at least for this field. Based on comparison with the constant star formation rate model, the time period around 2 Gyr appears to correspond to a period of relatively low star formation compared to the periods less than 1 Gyr ago and more than 4 Gyr ago. Strictly speaking, we cannot exclude the possibility of a very short, strong burst; we do see stars near the turnoff around 2.2 Gyr ago. However, within the time resolution limit of our sample regions in Figure 11 , the star formation during this period is not as high as in more recent periods, and star formation 2 Gyr ago does not appear to stand out in the field star population.
It should be noted that the cluster and field star formation rates may not be strictly correlated in the SMC, as has been shown in the LMC (Holtzman et al. 1999 ). This effect could account for the presence of a strong burst in the clusters that does not appear in the field stars. However, it is also possible that the Rich et al. (2000) cluster study has overemphasized the strength of the star formation during this time period because their cluster sample is too small. Larger studies of SMC clusters and field stars should be encouraged, as they will be crucial in the full characterization of the influence of the SMC's dynamical history on its formation of stars.
