Abstract. In order to improve the performances of recently-presented improved normalized subband adaptive filter (INSAF) and proportionate INSAF algorithms for highly noisy system, this paper proposes their set-membership versions by exploiting the theory of set-membership filtering. Apart from obtaining smaller steady-state error, the proposed algorithms significantly reduce the overall computational complexity. In addition, to further improve the steady-state performance for the algorithms, their smooth variants are developed by using the smoothed absolute subband output errors to update the step sizes. Simulation results in the context of acoustic echo cancellation have demonstrated the superiority of the proposed algorithms.
Introduction
In modern communication network, hands-free telephony and teleconference, the acoustic echo is a common problem that must be eliminated to improve the call quality. In recent decades, therefore, acoustic echo cancellation (AEC) based on adaptive filter has obtained significant attention [1] - [6] . Naturally, AEC is also a system identification problem (i.e., identifying the impulse response of the echo path), but it imposes several characteristics on the adaptive filter. Namely, 1) the input is the speech signal which is nonstationary and highly colored, and 2) the impulse response of the echo path is long and sparse. Owing to its simplicity and ease of implementation, the normalized least mean square (NLMS) algorithm is often used in AEC. However, the NLMS algorithm will suffer from slow convergence when the input signal is colored.
To overcome this drawback, one of the useful approaches is to use K past input signal vectors at each iteration to update the filter' coefficients, and the existing algorithms include the binormalized data-reusing LMS (BNDR-LMS) [7] and the affine projection (AP) family [8] - [10] . In fact, the NLMS and BNDR-LMS algorithms are particular cases of the AP for K=1 and K=2 [8] , respectively, where the integer K is called the projection order. The convergence rate of AP increases as K increases, but meanwhile the steady-state error and computational cost of that become large. In particular, as K increases 1 School of Electrical Engineering at Southwest Jiaotong University, Chengdu, 610031, China. 2 School of Electronic and Information Engineering, Xi'an Jiaotong University, Xi'an, China. E-mail: yuyi_xyuan@163.com (Y. Yu), hqzhao_swjtu@126.com (H. Zhao), chenbd@mail.xjtu.edu.cn (B. Chen). after 3 K  , the increase of AP in the computational cost is dramatic, due mainly to the inverse operator of a K K  matrix in adaptation process. To reduce the computational complexity, several AP algorithms with variable projection order [11] - [13] as well as fast AP algorithms [14] , [15] were opened.
Alternatively, to deal with the colored input signals, various subband adaptive filters (SAFs) have been proposed [2] , [16] - [19] . In all the SAFs, the colored input signal is partitioned into almost mutually exclusive multiple subband signals by the analysis filters; then, the decimated subband signals approximated to white signals are used to update the filter's coefficient vector, thus improving the convergence rate. Nonetheless, the convergence performance of the conventional SAFs is limited by the aliasing and band edge effects owing mainly to using a separate subfilter in adaptation loop for each subband [16] , [17] . In order to address this structure problem, a multiband structure of SAF was proposed in [18] , which updates a fullband adaptive filter by using the decimated subband signals. On the basis of the multiband structure, the normalized SAF (NSAF) algorithm was developed by Lee and Gan [19] . As compared to the NLMS, the NSAF provides faster convergence rate for the colored input signals. In addition to this benefit, the NSAF still retains almost the same computational complexity as the NLMS, especially for a long filter. Hence, one of the interesting applications for the NSAF is AEC [20] . Following this algorithm, many works from the following aspects have been reported to obtain its improvement in performance (e.g., the convergence rate, steady-state error and computational complexity) [21] - [28] . One way is by employing the time-varying step size instead of the constant step size in the standard NSAF [22] - [26] , whose aim is to overcome the tradeoff between the convergence rate and steady-state error, at the expense of the computational complexity. On the other hand, to reduce the final estimation error of NSAF when identifying a highly noisy system (also called a low signal-noise-ratio (SNR) system), Choi, et al. [27] and Ni [28] proposed almost at the same time an improved NSAF (INSAF) which reusing past weight vectors at each iteration, also with a moderate increase in the computational cost.
In addition, in many practical applications, the impulse response to be estimated is usually sparse such as the echo path in AEC [4] . The sparse system has the property that only a fraction of coefficients of the impulse response have large magnitude and the rest coefficients is very small or zero. Aiming to such a system, many proportionate algorithms have been developed [4] - [6] , [29] - [36] . The first proportionate algorithm, called the proportionate NLMS (PNLMS), was proposed by Duttweiler, which converged faster than the NLMS in sparse system [29] . To further speed up the convergence, several improved PNLMS algorithms were presented, e.g., [30] , [31] . Likewise, to improve the convergence rate of SAF in sparse scenarios, the proportionate-family of NSAF was developed by directly extending the proportionate strategies presented in the NLMS, e.g., the resulting improved proportionate NSAF (IPNSAF) algorithm [33] - [35] . Furthermore, the improved proportionate version of INSAF (IP-INSAF) was proposed for identifying sparse system in highly noisy environments [36] .
For adaptive filtering algorithms, it is desired that efforts make sense in pursuing fast convergence rate, low steady-state error and low computational complexity simultaneously. To this end, in [37] , Gollamudi et al. introduced firstly the setmembership filtering theory into the NLMS, developing the SM-NLMS algorithm. The fundamental idea is that the filter's weight vector is updated only when the magnitude of the output error exceeds a predetermined bound. Benefited from the success of the SM-NLMS, the set-membership filtering has also been applied to other type of adaptive algorithms such as the AP algorithm [12] , [13] , [38] , [39] and its a special version (i.e., the BNDR-LMS) [40] , the proportionate AP algorithm (PAPA) [41] , [42] , the constrained AP algorithm [43] , and the frequency-domain NLMS algorithm [44] . Recently, the setmembership strategy has also been investigated in the NSAF and IPNSAF algorithms, respectively, yielding the SM-NSAF [33] and SM-IPNSAF [35] algorithms which work well in terms of the above-mentioned three performance indicators. As far as we know, however, the behavior of the set-membership method has not been studied in low SNR environments. In this paper, our contributions are as follows: 2) Furthermore, a smooth estimation method is proposed for the absolute subband errors used for computing the step sizes in the SM-INSAF and SM-IP-INSAF algorithms, which makes the step sizes decrease smoothly. Hence, the resulting smooth versions have better steady-state performance.
3) Extensive simulations are presented in the context of AEC with a low SNR scenario, which demonstrates the advantages of our proposed algorithms.
The organization of this paper is summarized. Section II describes the original INSAF and IP-INSAF algorithms. In Section III, we develop the set-membership versions of these two algorithms. In Section IV, simulation results are presented to demonstrate the proposed algorithms. Finally, Section V draws conclusions.
Review of the INSAF and IP-INSAF algorithms
In adaptive AEC, the signal ( ) d n picked up by the microphone is given by
In such a structure, once ( ) k w is updated, it will be copied to ( ) n w every N input samples. Fig. 1 Delayless open-loop structure of multiband SAF for AEC.
As in [27] , [28] , the INSAF algorithm is expressed as
where μ is the step-size, P denotes the number of using past weight vectors, 2  denotes the l 2 -norm of a vector, and
For the proportionate INSAF algorithms, the update equation of the weight vector is given by [36] 
It is noteworthy that the formula (6) is firstly designed in the improved PNLMS algorithm [30] which is robust regardless of sparse or dispersive impulse response.
Proposed set-membership algorithms

Derivation of SM-INSAF
Define the subband input matrix and subband desired signal vector as follows:
To utilize the advantage of the set-membership concept to improve the performance of the INSAF, a new constrained optimization problem is formulated as
where 0 1    is the forgetting factor, and
denotes the subband error-bound vector.
Note that when ( ) k  b 0 , (9) and (10) have been used to derive the standard INSAF algorithm [27] .
To solve this optimization, we resort to the method of Lagrange multipliers to yield:
is the Lagrange multiplier vector. Let the derivative of (11) with respect to ( 1) k  w equal to zero, we have
where
. Substituting (12) into (10), we get:
Combining (12) and (13), we obtain
Applying the diagonal assumption that the off-diagonal elements of the matrix ( ) ( ) T k k U U are negligible, which has been frequently used to design subband algorithms [19] , [22] - [28] , (15) is simplified as 
According to the set-membership filtering theory [37] - [43] , [47] , one know that if the average weight vector ( ) k w lies in the constraint set k  at k th iteration defined by 
Apparently, the cardinality of the set s i is less than or equal to N.
Next, an important problem is how to choose the subband error-bounds ( )
It has been reported in [37] that the only condition of choosing ( )
Evidently, for such a condition, there are an infinite number of ways for choosing ( ) i b k , and each one can lead to a different algorithm. However, a widely used way is to choose
- [35] , [37] so that the adaptive solution locates at the nearest boundary of k  , where
indicates the sign function. Applying such a choice into (19) , the SM-INSAF algorithm for updating the weight vector is expressed as (20) where the step size ( ) i k
Note that, in the case of 1   , the SM-INSAF algorithm reduces to 
Derivation of SSM-INSAF
where  is the smooth factor whose value is smaller than but close to 1, generally, it can be chosen by
where 1   [25] , [49] , and the value of 
It is remarkable that
 is possible according to (24) so that the value of ( ) i k  from (25) could be negative. Thus, to avoid this problem, a practical consideration is to use:
Iterating repeatedly (24), we have
where  E  denotes the expectation of a random variable. Note that in adaptive algorithms, the form (24) is a very practical way to estimate the statistical value of the instantaneous random variable [22] - [25] . It follows that using the statistical However, simulations in Section 4 show that the SSM-INSAF still retains the properties of set-membership algorithm, i.e., reducing the overall computational complexity.
Set-membership versions of the IP-INSAF
In the sequel, the set-membership versions of the IP-INSAF will be obtained by solving the following optimization problem:
with the constraint (10), where 1 ( ) k  G stands for the inverse matrix of ( ) k G . Accordingly, the Lagrange function is constructed as
Then, using the same procedures as Section 3.1 for dealing with (29), the following update equation is obtained as:
In the derivation process of (30), we also use a reasonable assumption that the off-diagonal elements of the matrix 
Discussions Remark 1:
We investigate the relations of the proposed algorithms and some existing algorithms, as follows:
1) If P is equal to 1, the SM-INSAF will become the SM-NSAF in [33] , and if 0 i   , the SM-INSAF reduces to the INSAF in [28] . Hence, the proposed SM-INSAF is a generalization of both the SM-NSAF and INSAF algorithms.
2) Likewise, the proposed SM-IP-INSAF reduces to the SM-IPNSAF in [35] when P=1 and the IP-INSAF in [36] when 0 i   . In other words, the proposed SM-IP-INSAF is also a generalization of both the SM-IPNSAF and IP-INSAF algorithms.
3) From another viewpoint, the SM-IP-INSAF is a proportionate variant of the SM-INSAF. And, when ( ) k G is the identity matrix, both the algorithms are equivalent.
4) In addition, the proposed SSM-INSAF and SSM-IP-INSAF algorithms are modified versions of the SM-INSAF
and SM-IP-INSAF algorithms, respectively, by using (26) instead of (21).
Remark 2:
It has been studied in [27] , [28] that the INSAF has better steady-state performance than the NSAF in low SNR cases, while maintaining comparable convergence performance. This is because the determination of ( 1) It is worth noting that, in high SNR environments, the fluctuation of the weight vector caused by the system noise is negligible since the system noise is very small. Hence in that case, although the algorithms based on reusing the past weight vectors (e.g., the INSAF and proposed algorithms) can also reduce the steady-state error by increasing P, their convergence rates are slowed.
Remark 3:
Similar to the set-membership algorithms in [33] - [35] , the boundary parameter i  can be chosen by
Although the proposed algorithms can improve the performance as compared to their original versions, the choice of the parameter t for them must consider a tradeoff among the convergence rate, steady-state error and computational burden. Namely, a large t reduces the steady-state error and overall computational complexity of the proposed algorithms while slows the convergence rate; conversely, a small t improve the convergence rate of the proposed algorithms while increases their steady-state error and overall computational complexity. Nevertheless, based on our extensive simulations, it is found that [1, 4] 
where up F is called the update rate, with up 1 F  being for the set-membership algorithms (e.g., the proposed algorithms) and up 1 F  being for the non-set-membership algorithms (e.g., the INSAF algorithm). Hence, according to (31) Tables 1 and 2 , the computational complexity of these two AP algorithms is large when 2 K  . 
No update 
Simulation results
To evaluate the performance of the proposed algorithms, simulations are performed in the context of AEC. Either a sparse or a dispersive acoustic echo path o w with M=512 taps, shown in Fig. 2 , needs to be estimated. The cosine modulated filter bank is used in all the SAF algorithms with 60 dB stopband attenuation for its prototype filter [19] , [48] .
The background noise ( ) n  is a white Gaussian process with a low SNR of 10dB. Here, it is assumed that the variance of the background noise, 2   , is known for all the set-membership algorithms, because it can be easily estimated online in practice like in [22] , [51] , [52] . The colored input signal ( ) u n is either an autoregression signal or a speech signal, where the autoregression input, AR (1), is generated by filtering a zero-mean white Gaussian signal through a first-order autoregression system with a pole at 0.9. The normalized mean square deviation (NMSD), 
Effect of the parameters N, ρ, and P
In Fig. 3 , We investigate the effect of the parameters (N,  , and P) one by one on the performance of the SM-INSAF algorithm using AR(1) as the input signal , where the unknown o w is depicted in Fig. 2(b) . Fig. 3(a) shows the NMSD curves of the algorithm using N=2, 4, or 8 subbands. As expected, the algorithm with a large N has faster convergence rate than that with a small N. The reason yielding this phenomenon is that each decimated subband input signal is closer to a white signal for a larger N. However, for a deterministic colored input signal, when number of subbands is larger than a certain value (e.g., in this case, N=8), this phenomenon will not obvious. Fig. 3(b) displays the NMSD curves of the SM-INSAF when ρ=0.2, 0.6, or 1. As can be seen from this subfigure, the value of ρ is closer to 1, the steady-state NMSD is smaller while the convergence rate is slightly slow. Fig. 3(c) shows the NMSD curves of the SM-INSAF for P=1, 2, or 3.
As 
Comparisons of subband algorithms
Note that, in order to compare the tracking capability of the algorithms, an abrupt change of the echo path occurs at the middle of input samples, by shifting the impulse response to the right by 12 samples [22] , [50] .  is the power of the input signal. As can be seen, in comparison with the NSAF, the INSAF works better in the steady-state performance for such a low SNR case since it use past weight vectors in adaptation process. Also, the set-membership algorithms (e.g., the SM-NSAF) achieve a good tradeoff between the steady-state NMSD and convergence rate in contrast to their counterparts (e.g., the NSAF). This is due to the fact that these set-membership algorithms can also be interpreted as variable step size algorithms. Importantly, because of combining the advantages of the INSAF and SM-NSAF algorithms, both proposed SM-INSAF and SSM-INSAF algorithms can obtain better performance in low SNR scenarios. And, the SSM-INSAF has smaller steady-state NMSD than the SM-INSAF, due to the use of the smooth estimation (24) . Then, aiming to a sparse echo path given by Fig. 2(a Tables 1 and 2 , the proposed algorithms only have a slight increase relative to their original versions (i.e., the INSAF and the IP-INSAF). However, we can see from Table 3 , the update rates of the proposed algorithms are much less than 1 so that from (32) they reduce significantly the overall computational complexity. Also, the NMSD performance of four proposed algorithms for a dispersive case given by 
Comparisons with the fullband algorithms
In this example, we compare the performance of the proposed algorithms with that of two fullband AP (i.e., the SM-AP respectively. However, these AP algorithms require larger computational cost than the proposed algorithms, as shown Tables 1 and 2 . 
Conclusions
In this study, we derived the SM-INSAF and SM-IP-INSAF algorithms by incorporating the advantages of the set- 
