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Abstract 
The performance of aluminium alloy castings is limited by the level of two major 
defects: porosity and iron intermetallics, because both phases can lead to the initiation 
and propagation of cracks of casting components at high cyclic regime. To improve 
the fatigue life and thus increase usage of these energy-saving light metals, the 
mechanisms by which such microstructure features form and possible approaches to 
control them were investigated via a mathematical model which was validated by 
synchrotron x-ray radiography and tomography experiments. 
A multicomponent and multiphase model was developed to incorporate both 
nucleation and growth of Fe intermetallics using different techniques including Monte 
Carlo, phase field, and pseudo front-tracking. The classic heterogeneous nucleation 
was simulated by solving stochastic functions which were related to the local Gibbs 
free energy or total undercooling. The non-equilibrium growth of intermetallic phases 
was calculated by two separate methods: control volume and phase-field. Using 
realistic Gibbs free energy functions, the advancing S/L interface was simulated either 
by calculating kinetic velocity or by solving phase field equations. Anisotropy of S/L 
interfacial energy was implemented via a decentred needle/plate technique and phase 
field method. In addition, the probability of atomic attachment entered the 
propagation of cells by Monte Carlo method. Coupling this model with a pseudo 
front-tracking model, the evolution of microstructure features, including primary Al, 
gas and shrinkage porosity, and Fe-rich intermetallics, was simulated. To predict the 
formation of these microstructures in casting components, e.g. an engine block, this 
micromodel was directly implemented as a subroutine into a macroscale heat transfer 
and fluid flow model.  
Numerical investigations were compared between control volume technique and 
phase field method, showing better efficiency and reasonable accuracy using the 
former. To correct the empirical parameters in the model, the kinetic data was 
successfully obtained from in-situ observations of micropores and Fe-rich 
intermetallics during solidification using the state-of-the-art x-ray imaging and 
quantification techniques. Three dimensional predictions of micropores from the 
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multiscale model were then validated by x-ray tomography experiments on Al-Cu, Al-
Si, and Al-Si-Cu alloys in different casting conditions. Synchrotron x-ray tomography 
experiments were used to validate the distribution of size and morphology of Fe-rich 
intermetallics in multicomponent Al-7.5wt.%Si-3.5wt.%Cu alloys with varying levels 
of Fe content. Good agreement between predictions and experiments was successfully 
obtained qualitatively and quantitatively. 
Applying this multiscale model to industrial castings, both microporosity and Fe-rich 
intermetallics were predicted in various casting conditions. Decreasing initial 
concentration of Fe and/or increasing cooling rates, smaller intermetallic phases 
formed during solidification, matching the experimental observation well. Complex 
interactions between pores and Fe intermetallic phases were simulated by 
preferentially segregating hydrogen and reducing G/S interfacial energy. Satisfactory 
results were obtained to reflect the influence of Fe-rich intermetallics on the 
nucleation and growth of pores. Therefore, practical measures to control 
microstructures and thus increase fatigue life of casting components can be 
summarized from the model predictions, which may significantly improve the 
efficiency of alloy design and process optimization. 
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Introduction 
Aluminium is a metallic element which has a low density (2.70 g·cm−3) and good 
ductility, machinability, extrudability and castability [1]. It is the third most 
abundant (8.13%) of all elements (after oxygen and silicon) in the Earth’s crust [2]. 
Although aluminium is an extremely common and widespread element, the extraction 
of pure aluminium by electrolysis from chemically bonded aluminium oxide (Al2O3) 
in bauxite ore is energy-consuming (~17.0 kWh/kg Al) and environmentally 
unfriendly (7.8 kg CO2/kg Al for the European grid mix) [3]. Increasing demand for 
aluminium and its alloys in automotive and aerospace industries drives manufacturers 
to seek sustainable usage of these metals. The economical and ecological solution of 
recycling aluminium scrap requires only five percent of the energy used to produce 
primary aluminium from ore [4]. 
One of the technological barriers, which have hampered the wide application of the 
recycled aluminium for 40 years, is the detrimental effect of Fe-rich intermetallic 
phases formed in secondary aluminium castings which can significantly degrade their 
mechanical properties (e.g. fatigue life and ductility). Because aluminium scrap picks 
up Fe impurities during recycling, the Fe content invariably increases from <0.1wt.% 
in primary Al to 0.4~0.8wt.% in secondary Al [5]. The maximum equilibrium solid 
solubility of Fe in Al is very low, at ~0.05 wt% Fe, and thus Fe is usually present in 
the form of secondary Fe-rich intermetallic phases such as Al13Fe4, Al6Fe, Al9Fe2, and 
AlxFe in binary Al-Fe system, Al3FeSi2, Al4FeSi2, A4.5FeSi, Al5Fe2Si, Al5FeSi, 
Al8Fe2Si, Al9Fe2Si2, and Al12Fe3Si in ternary Al-Si-Fe system, and Al19Fe4MnSi, 
Al12Mn3Si, Al(Fe,Mn)Si, and Al15(Fe, Mn)3Si2 in quaternary Al-Si-Fe-Mn system [5-
7]. These intermetallic phases usually consist of unsaturated covalent bonds between 
atomic species which lead to their low temperature brittle nature [8]. Depending on 
their morphology, these phases are classified as plate-like β 
intermetallics (monoclinic, tetragonal, and orthorhombic crystal structure) or script-
like α intermetallics (cubic and hexagonal crystal structure)  [5]. Consequently, they 
behave differently during mechanical testing e.g. cyclic loading where plate-like 
β phase is found to facilitate the crack initiation and propagation while α phase is less 
harmful [9]. Therefore, many attempts have been made to neutralize the negative 
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effect of Fe impurities by increasing the additions of Mn, Mg, Sr, Cr, Be, Ni, V and/or 
TiB2 to promote the formation of the script-like α phase rather than the plate-like β 
phase [5, 6]. In addition, many studies have found the association of this phase with 
porosity and proposed the nucleation of porosity, one of the major defects in Al 
alloys, on the plate-like β phase [10-12]. 
Similar to Fe-rich intermetallics, porosity has a negative effect on the fatigue life of 
casting components of not only the primary aluminium alloys but also secondary 
ones. Different from Fe-rich intermetallics, porosity actually exists not only in metals 
but also in many other materials during solidification such as freezing of water [13, 
14], and synthesis of ceramics [15, 16]. The mechanism of its formation in most 
systems is due to the supersaturation of gas forming elements together with local 
pressure variations [17]. In aluminium, hydrogen is the only element which has a 
detectable solubility in the liquid (~0.69ml/100gSTP) [18]. However, this value 
decreases dramatically to ~0.036ml/100gSTP once it transforms into a solid [18]. This 
leads to the hydrogen concentration becoming so supersaturated at the 
S/L (solid/liquid) interface that pressure increase (ΔP) due to hydrogen segregation 
overcomes the local nucleation barrier [19]. The nucleation barrier is determined by 
the fracture strength of the liquid at specific temperature which can also be decreased 
by solidification shrinkage. The balance of these two gives rise to not only the 
nucleation of pores but also the dynamic behaviours of pore growing or 
shrinking [20]: 
)()(2 2 GasHSolutionH ⇔   
If this process is only occurring in the liquid, pore shape should be spherical due to 
isotropy in interfacial energy (γ) and the size of the pore (r) can be easily determined 
by the simplified Young–Laplace equation for a sphere [21]: 
rnP /2ˆ γγ =⋅∇=Δ   
However, this simplification breaks down for solidification problems where solid, 
liquid, gas coexist and the interface curvature is a function of local geometry of solid 
structures and liquid fraction and solidification proceeds with volume changes (e.g. 
shrinkage for most metals) which increases ΔP by reducing the local pressure [22, 
23]. Therefore, the size distribution and morphology of porosity must be calculated 
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together with the other microstructure features such as dendritic growth for primary α 
Al and plate-like growth for β intermetallic phases. 
To solve those two solidification problems, many studies were focused on reducing 
their negative impact on the mechanical properties via experiments or mathematical 
models. However, without a greater understanding of their nucleation and growth 
kinetics, the works will always be by trial and error. In this study, in-situ radiography 
was used to obtain the nucleation and growth kinetics of porosity and Fe-rich 
intermetallic phases during solidification of aluminium alloys. By relating the 
nucleation and growth of each pore/intermetallic to the local solidification conditions, 
the insights into these physical phenomena were gained. In addition, the final 
morphology of these phases were quantified using both laboratory and synchrotron x-
ray tomography. Based on these experiments, a solidification microstructure model 
was developed by solving multicomponent diffusion equations and approximating the 
local curvature via fast robust algorithms such as decentred square/octahedron for 
primary phase and decentred needle/plate or phase field method for the secondary 
phase. The gas phase interacts with solid phases through the partitioning of hydrogen 
solute and the S/L/G interfacial energy. A thermodynamic database was used as input 
into the microstructural kinetic model, which was in turn coupled into a commercial 
computational fluid dynamics (CFD) package. Using the same conditions as the 
casting experiments, numerical simulations were performed and compared to the 
quantified size distribution and morphology of pores and/or Fe-rich intermetallics in 
various alloying systems including Al-Cu, Al-Si, Al-Si-Cu, and Al-Si-Cu-Fe. Good 
agreement between the predictions and experiments was successfully obtained both in 
2D and in 3D. Using this validated multiscale model, not only the pores and 
secondary phases, but also their interactions, were simulated. 
In summary, this dissertation consists of ten chapters which are organized in the 
following way: 
Chapter 1 reviews the background of solidification including experimental studies, 
theoretical research, and mathematical models such as cellular automata (CA) and 
phase field (PF) models. 
Chapter 2 reviews the mechanisms of porosity formation and existing mathematical 
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models to predict the formation of porosity especially in Al alloys. 
Chapter 3 reviews the formation of Fe-rich intermetallic phases including 
thermodynamics and kinetics. 
Chapter 4 describes the experimental methods used in this thesis. 
Chapter 5 describes the mathematical model including the first Fe-rich intermetallic 
model developed in this thesis. 
Chapter 6 presents the experimental results and discussion including the measured 
kinetics of pores and Fe-rich intermetallics. 
Chapter 7 presents the simulation of porosity formation in binary and multicomponent 
systems. 
Chapter 8 presents the prediction of Fe-rich intermetallic phases in multicomponent 
systems. 
Chapter 9 presents the results from multiscale model. 
Chapter 10 concludes the experimental and simulation works performed in this study 
and suggests several promising aspects for future workers to extend this study. 
This thesis aims to improve the fundamental understanding of the mechanisms of 
porosity and Fe intermetallic formation in Al alloys and thus fulfil the objective of 
developing a reliable model to predict both micropores and Fe-rich intermetallics. The 
kinetics of the nucleation and growth of both phases have been clarified by advanced 
in-situ experiments and multiscale modelling, facilitating more rapid development of 
new alloys and allowing subsequent optimization of casting process to improve the 
mechanical properties of casting components. 
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1 Background of Solidification 
Solidification is a phase transformation process which involves crystallization and 
volume changes for metals and alloys. During solidification, the liquid phase may 
transform into one or more solid phases, and a gas phase may also form at the S/L 
interface. Not only the thermodynamics determines the proceeding of this forward 
reaction but also kinetics control the advancing velocity of the solid/liquid (S/L) or 
gas/liquid (G/L) interface. Therefore, it is a combined discipline of applied 
physics (e.g. atom diffusion, rearrangement and attachment, metallic and/or covalent 
bond formation, strain accommodation and interface migration) and 
chemistry (e.g. free energy variation, heat evolution, capillarity, and total energy 
stabilisation). This complicated dynamic process have been studied for more than 70 
years because of the benefits of understanding and making use of its nature in 
engineering desired microstructures for a specific application. 
Over the past century, there have been great advances both in fundamental theories 
and technological applications, some of which have been written into a number of 
comprehensive text books: Transport Phenomena [24], Solidification Processing [25], 
Phase Transformation [26], and Fundamentals of Solidification [27], Casting [20]. 
Classically, solidification includes two stages: nucleation and growth. In this chapter, 
a brief review of the classic homogeneous and heterogeneous nucleation theories 
together with current research on the crystal growth is given. Particular interest will 
be given to most recent development of mathematical models for simulating various 
phenomena in solidification such as dendrite formation, lamellar and rod eutectic 
growth, and peritectic reactions. 
1.1 Nucleation 
Because solidification starts not only with forming a cluster of new solid phase but 
also with creating a specific area of S/L interface, the bulk free energy decrease is 
associated with a concurrent interfacial energy increase [28, 29]. The balance of these 
two leads to a quantity of liquid atoms to form a solid embryo which either transforms 
into a critical nucleus or shrink and disappear in the liquid. This kinetic process is one 
of the key problems in solidification because it has a large impact on the final size of 
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solid phases. The various developments of nucleation theory appear at first to differ 
widely. With few exceptions, however, all may be classified into three distinct 
theories: homogenous nucleation, heterogeneous nucleation, and nucleation kinetics. 
The classical nucleation theory (CNT) established from phenomenological approaches 
has been the dominating mechanism for decades and thus is reviewed in detail here. It 
is, however, experiencing continuous challenges and improvements recently as some 
in-situ experimental techniques (e.g. in-situ XRD and in-situ TEM) have been 
developed and many computational techniques (molecular dynamics and Monte 
Carlo) are available to validate it [30-33]. 
1.1.1 Homogeneous Nucleation 
If there is no foreign particle in the undercooled/supercooled liquid, the state of this 
melt deviates from the equilibrium and solid nuclei may start forming from the bulk 
liquid. However, the volume free energy change (ΔGV) has to be significant enough to 
overcome the nucleation barrier resulting from the S/L interfacial energy (ΔGI). The 
basic thermodynamics was formulated by Gibbs in 1877 [34]: 
SLfSLIV rTsrANGGG γππγμ 23hom 43/4 +ΔΔ−=+Δ=Δ+Δ=Δ  (1.1) 
where N is the number of mole in the nucleus, Δμ is the chemical potential changes 
per mole, γSL is the S/L interfacial energy, A and r are the area and radius of the 
r
2rGI ∝Δ
TrGV Δ∝Δ 3
GΔ
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*GΔ
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Fig. 1.1 The free energy change associated with the nucleation of a spherical solid nucleus in the 
pure liquid [26]. 
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nucleus respectively, ΔT is the undercooling, and Δsf is the entropy of fusion per unit 
volume.  
As shown in Fig. 1.1, this function increases to a maximum value at critical 
size (r*=2γSL/ΔsfΔT) and then starts decreasing when the local undercooling is large 
enough (>100 °C for most metals) [35]. However, the real undercooling experienced 
in most castings is rather small (~1 °C) and another mechanism, therefore, may be 
used to explain such a small free energy change which is heterogeneous nucleation. 
1.1.2 Heterogeneous Nucleation 
The free energy increase is dominated by S/L interfacial energy in homogeneous 
nucleation, which can be reduced by forming a nucleus on the surface of the wall or a 
foreign particle as given by [35]: 
( ) )(43/4 23 θγππ grTsrG SLfhet ⋅+ΔΔ−=Δ  , 4/)cos1)(cos2()( 2θθθ −+=g (1.2) 
where θ is the contact angle between the solid embryo and the wall as shown in the  
Fig. 1.2 a. As a consequence of free energy decrease, the activation energy is much 
 
Fig. 1.2 Heterogeneous nucleation of (a) a spherical-cap on the foreign particle/ moulds with 
contact angle θ [26], and (b) the recently developed nucleation transition regimes from restricted 
nucleation to free growth depending on ΔT/ΔTfg [36]. 
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lower than is required for homogeneous nucleation. For example, it can be reduced by 
a factor of 0.02 when θ = 30° which facilitates the nucleation at low 
undercooling (~1 °C) [26]. In addition, the presence of cracks or crevices provides 
even more favourable nucleation sites in practice and results in spontaneous 
nucleation on those sites if the undercooling is sufficiently large enough [37]. 
By comparing the size of grain refiners (e.g. TiB2 in Al) to the critical radius (r*), 
Quested and Greer [36] found that nucleation was only a function of undercooling 
because free growth on those inoculants could occur when the local undercooling was 
larger than the critical undercooling (ΔTfg). As shown in Fig. 1.2 b, three distinct 
regimes exist for heterogeneous nucleation. In regime (i), the nucleant area (<πrN2) is 
too small to permit a spherical-cap nucleus to form which results in heterogeneous 
nucleation not possible and may require the same amount of undercooling as 
homogeneous nucleation. In regime (ii), a nucleus can form but its growth stops when 
it has spread over the nucleant area and thickened such that the liquid/solid interface 
reaches the critical radius of curvature r*. In regime (iii), rN > r* and there is no 
barrier to free growth; in this case, the rate-limiting step for effective nucleation is the 
initial formation of solid on the substrate. Therefore they concluded that athermal 
nucleation is the dominant mechanism for grain refined melts. 
The concept of athermal nucleation was first introduced by Fisher [28]. In contrast 
with thermal nucleation where embryos grow and become nuclei through the action of 
thermal fluctuations, it is a mechanism that embryos are automatically promoted to 
nuclei by reducing the critical size upon cooling. Hence, it is independent of time, and 
the critical undercooling is determined only by the small radius of the nucleant area. 
This justified many nucleation functions used in solidification models [38-40] in 
which the number of nuclei is a function of undercooling, but not of time. 
1.1.3 Nucleation Kinetics 
Using the exponential relationship between fluctuation probability and free energy 
derived by Smoluchowski [41] and Einstein [42] in statistical mechanics [43], Volmer 
and Weber considered the kinetics of nucleation for the first time in 1926 [44]. They 
studied the condensation of a pure vapour to form a liquid and calculated the 
nucleation rate (I=Io exp(-ΔG*/kBT)) by assuming the equilibrium distribution of 
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embryo (heterophases) in the vapour [45]. In 1927, Farkas [46] made the first serious 
attempt to determine the pre-exponential factors of the nucleation rate using Szilard 
model which stated the successive attachment and detachment of monomers drives the 
size change of clusters. Significant improvement of Volmer-Weber model was done 
by Becker and Döring in 1935 [47]. Because they took into account the chemical 
reaction in this kinetic process similar to the work given by Frenkel [48], the 
metastable effect of nucleus size evolution was considered and distribution of embryo 
was effectively prevented from falling abruptly to zero at critical size (Nc) in the 
quasi-steady state. This allowed the comparison of calculated supersaturation with 
experimental measurements. There were, however, many disagreements between 
experiments and the rates calculated from Becker and Döring’s model due to the 
dependence of the non-exponential factor on the quasi-steady state. One of the best-
known analyses on this problem was given by Zeldovich [49] who studied cavitations 
in liquids and formulized a non-equilibrium factor which incorporated the diffusion in 
a potential field, giving the pre-exponential factor (Zeldovich factor) [45]: 
2/1* )3/)(/1( TkGNI Bco πΔ=   (1.3) 
Therefore, nucleation rate is primarily determined by the small variations of 
undercooling instead of the non-exponential factor which is typically ~0.05 and may 
decrease to 0.01 [45]. A more simplified form of nucleation rate was developed by 
Turnbull and Fisher [29] when they studied the rate of nucleation in condensed 
systems. It was then applied to the homogenous [50] nucleation and 
heterogeneous [51] nucleation of solid in liquid metals, with the nucleation rate being 
written as [26]: 
( )TkGGNI BA /)(exp * Δ+Δ−= λ   (1.4) 
where ΔGA is the activation energy barrier for this reaction, N is the number of atom 
in the liquid, and λ is a complex function of the vibration frequency of the atoms, the 
activation energy for diffusion in the liquid, and the surface area of the critical nuclei. 
In spite of numerous attempts to deduce the nucleation rate, its comparison with 
experiments (e.g. athermal nucleation) is still not satisfactory due to the complexity of 
the real phase transformation process and the simplification of classical 1D cluster-
size evolution used in these phenomenal models. For example, the interface-limited 
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kinetics cannot quantitatively describe nucleation when long-range diffusion 
processes become comparable with interfacial ones, a quantitative description requires 
these two stochastic fluxes to be coupled. Direct measurements (in situ XRD/TEM) or 
first principle calculations (density functional, molecular dynamics and Monte Carlo) 
may be an alternative to study the kinetics in a specific system. 
1.1.4 Simulations & Experiments of Nucleation 
In 1897, Ostwald [52] summarized a step rule to describe the complicated kinetic 
process of phase transformation such as nucleation, saying: 
“...in the course of transformation of an unstable (or metastable) state into a stable one 
the system does not go directly to the most stable conformation (corresponding to the 
modification with the lowest free energy) but prefers to reach intermediate stages 
(corresponding to other metastable modifications) having the closest free energy to 
the initial state”. 
This laid the foundation for the later kinetic models by Volmer and Webber [44] or 
Becker and Döring [47] which either assumed equilibrium distribution of embryos in 
the liquid or spherical shape and constant structure of a pre-critical nucleus. However, 
none of those assumptions for the intermediate process were convincing, resulting in 
on-going disputes of the analytical solutions. Directly observing crystal nucleation is 
difficult, often because once crystal nuclei are big enough to be seen they are well 
beyond the critical stage. This difficulties was emphasized by Ostwald [52] in his 
original work, “I am not aware of any experiments to determine the smallest amount 
of solid that is needed to make this procedure [that is, the crystallization] succeed”. 
However, the physics of how smaller crystals act as "nutrients" for the bigger crystals 
in the undercooled liquid must be probed in real time either computationally or 
experimentally if the kinetics is to be quantified. 
With the advance of computer technology, extensive simulation work has been done 
for both homogeneous and heterogeneous nucleation using molecular dynamics (MD) 
and Monte Carlo (MC) models. Fig. 1.3a shows the structure of the critical nucleus in 
a suspension of hard colloidal spheres obtained from kinetic Monte Carlo simulations 
performed by Auer and Frenkel [53]. In the classic nucleation theory (CNT), it is 
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assumed that the embryo is spherical and has the same structure as the new stable bulk 
phase that is nucleating. It is, however, only a matter of convenience but not true 
according to Ostwald step nucleation theory. Indeed, this simulation shows the pre-
critical nucleus has elliptical shape with a core of the face centre cubic (f.c.c.) crystals 
surrounded by several layers of close-packed hexagonal crystal planes (h.c.p.). 
Interestingly, similar structures were observed by Gasser et al. [54] in the 
crystallization of polymethyl methacrylate colloids using confocal microscopy, as 
seen in Fig. 1.3b. The critical nuclei are anisotropic with different free energy costs 
associated with different faces (this would have repercussions on the growth rate as 
different faces are likely to grow at different rates), giving non-spherical critical 
nuclei shapes. It is possible to calculate the absolute crystal nucleation rates under 
conditions that correspond to those used in experiments. However, large discrepancies 
between simulations and experiments still exist in the homogeneous nucleation rate 
because of much larger surface tension determined in experiments than estimated 
from simulations [55, 56]. 
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Similar to the athermal heterogeneous nucleation theory proposed by Fisher [28] and 
extended to grain refined metallic systems by Greer [57], the effect of seed size on the 
efficiency of inoculants has recently been investigated by Monte Carlo 
simulations [32]. Using different material properties in the seed and the melt, the 
interaction between two substrates and solid-like structures were tracked 
computationally in different meta-equilibrium and equilibrium configurations, as seen 
d
c
e
 
Fig. 1.3 Nucleation events in simulations and in experiments including homogeneous nucleation: a, 
MC simulated structure, shape and packing of critical nuclei in hard-sphere colloids [53]. b, Imaged 
critical nuclei in polymethyl methacrylate colloids [54]. and heterogeneous nucleation: c, MC 
predicted transformation from an embryo into a nucleus on two different size of spherical inoculants, 
d, the free energy barrier calculated from MC model for different size of clusters on four different size 
of inclusions [32], and, e, cross-sectional high-resolution transmission electron micrograph of the 
(0001) surface of a TiB2 particle embedded in an Al-based glassy matrix. On the boride is a coherent 
surface layer, with lattice spacings consistent with Al3Ti [30]. 
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in Fig. 1.3c. The presence of a curved substrate makes it difficult to maintain an 
unstrained structure. At some stage, the pre-critical nuclei break away from the 
surface, and the critical nucleus is only formed in the bulk. This nucleus is therefore 
similar to the one observed in homogeneous nucleation. For the foreign seeds to be an 
effective crystallization ‘catalyst’, the seed particles need to be larger than the critical 
size which is still covered by the solid-like structure, promoting them to grow into 
critical size. This influence is also shown in the computed free-energy barrier as seen 
in Fig. 1.3d [32]. Increasing particle size can effectively reduce the maximum free 
energy associated with creating a critical nucleus around the spherical seed. This is 
because the solid induced ordering in the liquid reduces the solid/liquid interfacial 
energy significantly [58]. This ordering of layers in the liquid has been experimentally 
observed in the system of liquid xenon droplets in aluminium using transmission 
electron microscopy [59]. Molecular dynamics simulations associated with these 
observations suggest that even though the layers are liquid-like, there is a templating 
effect in small cavities favouring freezing of the xenon to a b.c.c. phase rather than the 
more stable f.c.c. phase. In addition, if the sum of the substrate/solid and solid/liquid 
interfacial free energies were less than the substrate/liquid interfacial energy, an 
adsorbed solid layer would be stable even above the liquidus. As shown in Fig. 1.3e, 
at the surface of a TiB2 particle in an aluminium alloy quenched from the liquid into a 
glassy state, there is an ordered layer. The structure of this layer appears to be capable 
of direct growth into an aluminium grain depending on the size of the refiner and the 
local undercooling [31, 60]. 
To quantify the nucleation kinetics, in-situ experiments and artificial parameter 
fitting-free simulations are required to evaluate how the structure and chemistry of a 
substrate affect its action as a template for liquid ordering and nucleation of the solid. 
As shown by many prior works, in-situ X-Ray Diffuse Scattering [61], in-situ x-ray 
diffraction (XRD) [31], high-resolution transmission electron 
microscopy (HTEM) [30, 59, 62, 63], laser scanning confocal microscopy [54], 
density functional theory [33], molecular dynamics (MD) [59], and Monte 
Carlo (MC) [32, 53] are likely to be fruitful approaches and may provide quantitative 
tests on the CNT. 
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1.2 Growth Kinetics 
Solid growth depends on heat extraction from the metal driven by heat transfer and 
solute transport in the metal. Macroscopically, the governing equations of energy and 
species evolution in the bulk liquid and solid (e.g. Navier–Stokes equations, and 
Fick's laws) have been established for centuries [64]. Microscopically, the phase 
transformation at the S/L interface is, however, receiving an increasing amount of new 
formulations in both thermodynamics and kinetics [65]. The difficulty in finding a 
satisfactory solution for the evolution of S/L interface is in the complicated interaction 
between thermal, solute, and capillarity effects. They determine the normal velocity of 
the interface through undercooling during solidification [25, 27]. By comparing 
magnitude of different characteristic lengths, the influence of each principle on 
growth kinetics can be evaluated and the dominant physical process can thus be 
determined, as shown in Table 1.1 [66]. 
Table 1.1 Characteristic lengths of solidification process [66] 
Characteristic Length Pure Melt Alloy Directional Solidification
Diffusion Length, lD vDl LD /=  vDl LD /=  vDl LD /=  
Thermal Length, lT vl LT /α=  vl LT /α=  GTlT /0Δ=  
Capillarity Length, lC )//( LC CHl ΔΓ= 0/ TlC ΔΓ= 0/ TlC ΔΓ=  
1.2.1 Diffusion 
By assuming equilibrium at the interface of the growing phases, solute atoms partition 
between solid phases and liquid at the S/L interface. By ignoring the negligible 
contribution from convection in the liquid to the solute redistribution in alloy 
solidification, the governing equations of solute diffusion can be written by [27]: 
)( LLL CDt
C ∇⋅∇=∂
∂  and )( SSS CDt
C ∇⋅∇=∂
∂  (1.5) 
where CL and CS are the solute concentration in liquid and solid phases, DL and DS are 
the solute diffusion coefficients in liquid and solid phases, respectively. Following the 
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paths of liquidus and solidus on the phase diagram, the solutes are partitioned between 
solid and liquid by specific value, kP, in order to keep the interface in local 
equilibrium, which can be described as [25]: 
i
L
i
iLR CmTTT ∑+=Δ+  (1.6) 
Therefore, solutes redistribute at the S/L interface according to a local equilibrium 
partition coefficient, forming solid phases with various compositions. If the driving 
forces (undercooling or free energy) for solidification is small, equilibrium 
solidification may be obtained [67] and lever rule applies to the calculation of local 
solute concentration: 
))1(1/[0 SPS fkCC −−=  (1.7) 
By ignoring the diffusion in solid and assuming complete diffusion in the liquid, the 
non-equilibrium ‘Scheil- Gulliver’s equation’ [68, 69] equation can be derived as: 
)1(
0 )1(
−−= PkSPS fCkC  (1.8) 
1.2.2 Tip Undercooling 
During solidification, the growing tip of a metal or alloy develops various 
microstructures depending on the local temperature gradient and solute concentration 
whilst it is solidifying. 
The diffusion processes are driven by gradient of temperature and concentration in the 
liquid, which can be converted to undercooling from the phase diagram. The total 
undercooling can be written by [27]: 
TRC TTTT Δ+Δ+Δ=Δ  (1.9) 
where ΔTC, ΔTR, ΔTT are constitutional undercooling, curvature undercooling, thermal 
undercooling respectively, which are defined in Fig.1.4. 
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1.2.3 Growth Velocity 
Primary dendrite growth is mainly controlled by diffusion of solutes in the liquid and 
solid because the presence of defects (e.g. screw dislocation) at the S/L interface in the 
solid reduces or completely removes the requirement for activation energy [71]. 
Therefore, the growth rate of the dendrite tip can be solved from diffusion equations. 
According to the hemispherical approximation for dendritic growth, Kurz, Giovanola 
and Trivedi (KGT) relate the growth rate with dendrite tip radius (rt) by [72]: 
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Trivedi and Kurz modified Ivantsov’s solution to obtain [70]: 
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where the function Iv(Pe) = Pe·exp(Pe)Ei(Pe), in which E(Pe) is the exponential 
integral function. The variable Pet and Pes are the thermal and solute Peclet numbers 
of the dendrite tip, given by: 
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Fig. 1.4 Undercoolings (∆T) due to solute diffusion (∆TC), heat flux (∆TT), and capillarity (∆TR); 
∆Tt is tip undercooling [70]. 
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1.3 Models of Solidification 
Due to the complicated nature of solidification, simplified analytical models cannot 
predict the grain structure and solute concentration accurately. The advance of 
computer technology facilitates the direct numerical study of solidification. This led 
to the development of various microscale solidification models such as front tracking 
models (FT), cellular automaton models (CA), and phase field models (PF) [65]. 
Many FT, CA and PF models have demonstrated the capability to simulate the 
dendritic growth of cubic crystals [73-77]. Only a few of them have included the 
kinetics of nucleation [75, 76, 78]. Because the smallest size of dendrite tip radius is 
still three to four orders of magnitude larger than the size of atoms, molecules or the 
thickness of the S/L interface. Hence, to overcome the restriction of computational 
speed and micro-scale simulation of a whole casting, current solidification models 
usually adopt adaptive meshing and/or parallel computing techniques to bridge 
simulations in different scales [79, 80]. In this section, all of three modelling 
techniques will be summarized and typical applications highlighted. 
1.3.1 Front-tracking Models 
Front-tracking models (FT) assume a sharp interface between solid and liquid and 
solves the conservation equations of heat and/or solute diffusion only at each side. 
The advance of S/L interface is determined by a velocity calculated either from 
analytical solutions or direct calculation of transport equations. In this approach, the 
interface position is always at a grid node (for finite element) or in one cell (finite 
different), and the conservation equations are satisfied in this region. The limitation 
for this method is that it is computationally expensive if the mesh needs to be 
regenerated to locate the exact position of the interface [81].  
McCartney & Hunt [82] developed a FT model by solving the solute diffusion 
equation in liquid and heat diffusion in liquid and solid separately using 1-D finite 
difference method. They derived a 3D starting shape for growing grain from Scheil- 
Gulliver equation including forward diffusion: 
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Chapter 1: Background of Solidification 
 
- 18 -
and then apply it to the moving interface in 1-D grids. Due to lack of nucleation and 
growth criteria, this simulation was not fully validated against experiments. This 
model was also extended to 2D [82, 83] and had been extensively used in calculating 
the interface velocity and primary dendrite spacing (PDS) of a planar or columnar 
solidification front instead of simulating the dendritic structure. 
Jacot and Rappaz [81] adopted a pseudo-front tracking technique to simulate the 
evolution of interfaces using a regular hexagonal grid in two-dimensions. By solving 
the diffusion equations to update the solute concentration and tracking the position of 
S/L interface to calculate the curvature simultaneously, the anisotropy is included: 
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where v is the interface velocity and n is the normal vector to the interface pointing 
towards the liquid. The superscript ‘*’ donates concentrations (or gradients) taken at 
the curved interface. The concentration CL*i and CS*i in each phase are deduced from 
the phase diagram and the interface curvature. The interface curvature is reconstructed 
through the calculation of the signed distance to the interface. Using PLIC algorithm 
(piecewise linear interface calculation), the position of interface is calculated and used 
to determine the diffusion path and flux quantity. By coupling with a thermodynamic 
database, the authors simulated the globular, globule-dendritic and dendritic grains in 
a ternary aluminium alloy. However, this FT model is much slower than PF models 
and takes two to four times computation resources than PF models because it needs to 
generate the complex geometry at each time step. 
Recently, level-set methods previously developed by Osher and Sethian [84] for 
tracking free boundary problems have been applied to dendritic solidification in 
binary alloys [85, 86]. It is particularly suitable when grain size is small with respect 
to the scale of process and when only one morphology, either columnar or equiaxed, 
is present. However, it is difficult to extend these models to resolve the impingement 
of dendrites and predict the morphology transitions in 3D due to storage cost of 
computations and ignorance of grain nucleation stage. 
Chapter 1: Background of Solidification 
 
- 19 -
1.3.2 Cellular Automaton Models 
Cellular Automaton (CA) is an algorithm that describes the dynamic systems where 
space, time, and variables are discrete on all sites of a lattice and local, global 
deterministic or stochastic rules can be applied to each site [87-89]. In the CA models, 
a universe consisting of a homogeneous array of “cells” is assigned at the beginning 
of calculation. Each cell is endowed with a finite number of states, and evolves in 
discrete time according to a uniform local transition rule. The rule can be seen as a 
function whose arguments are the state at time t of neighbouring cells and whose 
value is the state of the considered cell at time t+1. At each time step, all the cells 
“compute” their new state and update the values according to the pre-defined 
transition rules. By iterating this operation, the evolution of the variables associated 
with the cells is obtained and thus some physical events such as nucleation and 
growth of solid are simulated. Hence, CA models can describe not only the competing 
growth of grain but also nucleation and morphology transition. In this section, the 
summary of CA models in simulating solidification process is presented which is 
followed by a brief comparison with the other models. 
1.3.2.1 Modelling of Nucleation 
Most of the experimental observations and theoretical analysis reported the 
heterogeneous nature of nucleation occurring during solidification [37, 90]. However, 
those nucleation models, based on a heterogeneous nucleation law, usually have some 
difficulties to determine the equations empirically and thus are not widely used in 
simulations [91]. The nucleation rate has a distribution of nuclei with various potential 
for all nuclei: 
i
i
i T
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⎤⎢⎣
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⎛
Δ−= 2exp.  (1.15) 
where “i” represents the distribution of nuclei. b and B are parameters that determine 
the potential of particles to nucleate grains, and both constants are very difficult to be 
determined experimentally; B depends on the surface properties of the phase forming 
the heterogeneous nucleation sites. And, the phase is not always known in many 
casting alloys. 
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It is proved that nucleation occurs almost instantaneously, and quickly saturates all of 
the sites at a critical undercooling. Thus, more than one type of nucleation sites was 
assumed to exist in most microscopic models of solidification and each of these site 
families become active at a critical undercooling [38, 92, 93]. 
Nastac et al. [95] used a simple polynomial law with three parameters in order to 
describe the nucleation of Inconel 718 superalloy casting. To simulate the nucleation 
of equiaxed grains in the bulk as well as on the metal/mould surface, he related the 
grain density to the local cooling rate and determine the probability of nucleation by 
two random functions which is proposed previously by Stefanescu [92, 93]: 
2
210 cc RBRBBN ++=∂  (1.16) 
The other authors usually relate the nucleation rate to the undercooling by a Gaussian 
distribution function [38, 75, 96, 97]. The nucleation event is induced by increasing 
undercooling. At a given undercooling, ΔT, the grain density, N(ΔT), is given by the 
integral of the distribution [38]: 
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where ΔTM is the centre of the distribution, ΔTσ is the standard deviation and Nmax is 
the total density of grains which can form in the casting if the undercooling is large. 
 
Fig. 1.5 Some cellular automata neighbourhoods: (a) The 4-cell or von Neumann neighbourhood; 
(b) The 8-cell or Moore neighbourhood; (c) the left- and right- handed hexagonal neighbourhoods; 
(d) the 3D 6-cell von Neumann neighbourhood; (e) the 3D 26-cell Moore neighbourhood; (f) the 3D 
hybrid 10-cell neighbourhood. After Atwood 2001 [94]. 
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1.3.2.2 Modelling of Competitive Growth 
The power of the CA technique in modelling the complex solidification process lies in 
its intrinsic feature. A set of solute diffusion differential equations can be solved by 
integrating in several cells and the variables associated with the calculating cell are 
updated in each time step. The state of a cell (solid/liquid) on the interface depends on 
the transition rules defined. Hence, each cell could transfer its state from liquid to 
solid (solidification) or from solid to liquid (remelting) depending on its state and the 
state of neighbouring cells. When a regular square grid is used, each cell has four 
nearest and four second-order nearest neighbours. A variety of different 
neighbourhoods for application of CA rules have been used by various researchers. 
Fig.1.5 illustrates some of typical configurations [94].  
Although the propagation of cells (growth of solid phases) can be either simplified as 
growth velocity by the analytical solutions of dendritic growth [72] or determined by 
solving diffusion equations [75, 82]. The selection of different neighbourhood 
configurations during solidification has a direct effect on the grain shape and size. As 
shown in Fig.1.5d 4-cell/6-cell neighbourhoods produce square/cubic grains with 
fastest growth direction being perfectly aligned with the grid, while the other 
configurations still give cubic grains but the fastest growth direction has a 45º 
misorientation with respect to the grid. Combining (a), (b), (c), and (d) in 2D or (d), 
(e), and (f) in 3D, the arbitrary grain orientation can be obtained [39, 98]. 
Rappaz and Gandin developed a decentred square growth algorithm [38] to 
incorporate the crystallographic anisotropy and growth kinetics of the dendrite tip in 
2D. Because the 2D square algorithm cannot be easily adapted to situations of non-
isothermal conditions, Gandin modified it to a 2D rectangular algorithm [99]. To 
simulate the growth of f.c.c. crystals in 3D, Gandin [76] further extend the algorithm 
to a decentred octahedral algorithm. He used KGT model [72] to calculate the growth 
rate and select the neighbouring cells by half size of the square/octahedron envelope: 
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where Lvtn corresponds to the initial size of the decentred octahedron at the time of 
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capture of the centre cell. The orientation of the (10)/(100) directions in the cubic cell 
lattice, which are the diagonals of the square/octahedron envelope. The square 
associated the centre cell is misoriented an angle of θ with respect to X axis. In 3D the 
preferential growth direction is defined by a set of Euler angles (θ1, θ2, θ3) with 
respect to the (X, Y, Z) axes. The size of the ‘decentred’ zone is limited and when the 
maximum size is reached, the centre is then shifted. This helps to account for non-
uniform temperature distributions, since the size of the zone is in part determined by 
the local temperature. The details of this algorithm is presented in [99] and [76]. 
Using this algorithm, they successfully reproduced the preferential growth in cubic 
metals solidification, but they adopted KGT model to calculate the S/L interface and 
assume the envelope of the growing grains can be approximated to an idealized array 
of primary dendrite tip. This model was valid in the steady growth regime but could 
not simulate non-steady state growth such as columnar to equiaxed transition (CET). 
Wang et al. [102] solved diffusion equations in each mushy cell and modified the 3D 
decentred octahedron algorithm to take into account solute composition on the solid 
phase growth. Using a simplified binary phase diagram, the solute adjusted nature of 
(a) (b)  
Fig. 1.6 μMatIC simulations of stray grain growth and columnar to equiaxed transition (CET). (a) 
Stray grain formation under flat isotherms and a withdrawal velocity of 150 µm/s [100]. (b) CET 
in a Al-3wt%Cu alloy (G = 3.0 °C/mm; VP = 50 + 3.0t mm/s; ts = 25 s, and Nmax = 1.0×1012 m-3) 
[101]. 
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local undercooling (constitutional undercooling) [103] was successfully incorporated. 
Therefore, this model was beyond the regime of pure CA model which is only based 
on a number of propagation rules, and used the real kinetics of nucleation and growth, 
instead, to predict dendritic structures [75]. Using this microstructural kinetic 
model (μMatIC) [75], the primary spacing in nickel-based superalloy castings was 
successfully predicted. Yang et al. [104, 105] applied this model to stray grain 
formation in the platform region of casting turbine blade, as shown in Fig.1.6a. Using 
μMatIC, Dong [101] studied the influences of thermal gradient and withdrawal 
velocity on CET and obtained a CET map which agreed well with prior models, as 
can be seen in Fig.1.6b. Further improvement is focusing on the extension to 
multicomponent systems and secondary phase formations (e.g. intermetallics), which 
will be combined with thermodynamic software and macroscale models to scale up 
the simulations. 
1.3.3 Phase Field Models 
Phase field (PF) model follows a diffuse interface theory developed by Cahn and 
Hilliard [106] and originated from the phenomenological Ginzburg–Landau model for 
superconductivity [107]. Although it ignores the microscopic mechanisms of phase 
transformation such as atomic attachments, it provides a simple method to relate the 
complex kinetic processes to the thermodynamic states. A non-conserved ordered 
phase field parameter (φ) is calculated by the Allen-Cahn equation [108] to minimize 
a local free energy functional. This parameter can be a scalar related to the fraction of 
solid fs during solidification, which varies from 0 in the liquid to 1 in the solid [109]. 
Therefore, free boundaries are tracked implicitly by minimizing the time and space 
dependent free energy functional [74, 110, 111]. 
The first phase-field model for solidification of pure metals was proposed by 
Langer [112] and Caginalp [113]. The formulation was changed in the following 
studies, but the strategies remain the same. The starting point for a phase-field model 
is to postulate a function of space and time coordinates x, and t, φ(x,t) so called phase-
field variable. The value of φ is related to the different state of each phase, adopting 0 
for liquid and 1 for solid. The phase-field is a continuous function and therefore 
interfaces are represented as a continuous transition in the value of φ(x, t) between the 
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two values which are attributed a finite thickness. A free-energy functional ψ is 
constructed for this region (denoted by ΔV), giving by [110]. 
∫ ⎥⎦⎤⎢⎣⎡ +∇=Δ V dVTfF ),(2
1 22 φφε  (1.19) 
where ε is assumed to be constant. The quantity f(φ, T) represents the free-energy 
density due to a state in which φ is constant everywhere. For example, f(1, T) 
represents that of the system everywhere in the solid phase. The gradient energy term 
recognizes the increase in free-energy (the surface energy) associated with the 
formation of an interface, because in the interfacial region |∇φ|2 ≠0. The surface 
energy is also accounted for by f(φ, T) which has a double-well structure with respect 
to φ. The two minima represent the solid and liquid states: an interface is represented 
by φ continuously taking intermediate values at which the free-energy density is 
increased compared to the solid or liquid. 
The evolution of phase field is calculated by Allen-Cahn equation [114]: 
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where the phase field variable, φ(x, y, z, t) is introduced to indicate the physical state 
of the system at each cell. φ takes constant values in solid and liquid and changes 
smoothly over a thin transition layer, δ, while the first term on the right-hand side 
represents surface tension and is an anti-diffusivity that maintains a thin and well-
defined interface. The last term in this equation represents the thermo-solutal driving 
force for φ.  
There are several methods to incorporate anisotropy into the PF models. One is to 
modify the “square gradient term” in the free-energy functional. Haxhimali [73] 
proposed modifying it by including terms of squares of the higher derivatives of φ and 
gave an example leading to cubic anisotropy: 
[ ]L+++= ),(),(1),( 22110 ϕθεϕθεγϕθγ gg  (1.21) 
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where γ0 is the mean value of γ, θ and ϕ are the spherical angular coordinates of the 
interface normal, ε1 and ε2 are the anisotropy parameters and g1 and g2 are cubic 
harmonics that are combinations of standard spherical harmonics with cubic 
symmetry. Historically, the PF model was developed to simulate the dendritic growth 
under isothermal conditions in cubic metals [115] which primarily used the first cubic 
harmonic for positive ε1, favouring the commonly observed 100 growth directions. As 
shown in Fig. 1.7, the misorientation of equiaxed grain adopt different morphology by 
changing the parameter to control the first cubic harmonic term in the interfacial 
 
Fig. 1.7 Equiaxed dendrites and growth directions from phase-field simulations. It shows that the 
different equiaxed growth morphologies obtained for different values of anisotropy parameters of 
first and second cubic harmonics, following the blue arrow (a–e) that crosses the degenerate 
<100> - <110> boundary. Instead of making an abrupt change from <100> to <110> as this 
boundary is crossed, the misorientation ϕ  increases continuously from ϕ = 0 (<100> dendrites) to 
45◦ (<110> dendrites) over a large range of ε1 between the two dashed lines. The error bars reflect 
the uncertainty associated with the change of growth orientation during the slow relaxation to 
steady-state growth. The image in the upper right-hand side shows two-dimensional cross-
sections of the S/L boundary at equal intervals of time in a (001) plane for parameters 
corresponding to point b. It illustrates the divergent growth of misoriented dendrites [73]. 
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energy term [73]. 
Karma [116] presented phase-field models of non-isothermal binary alloys close the 
eutectic composition. Several authors also discussed a phase-field model of lamellae 
organization in the solid phase of a eutectic [117-119]. Wheeler et al. [120] developed 
a phase-field model of a eutectic alloy based on two order parameters to distinguish 
the two different solid phases which is valid over the whole range of composition. 
They describe the results of computations representing a tri-junction between two 
lamellae and the liquid, as well as deriving a force balance for the interfacial surface 
tensions at the tri-junction in the sharp interface limit.  
Steinbach [109, 121] coupled the phase field model to a thermodynamic database. 
This allows the simulation of dendritic structure in multicomponent systems which 
usually encountered in technically relevant alloys. Realistic thermo-physical data such 
as latent heat, interfacial energies, diffusion coefficients and the phase diagram data 
are used in this model. In order to overcome the restrictions of small domain in 
simulations, Diepers and Steinbach [122] combine the phase-field method to a 
moving frame algorithm to model the directional growth of dendrites in Al-7wt.%Si 
alloy. Apel et al. [123] simulated the competitive growth in directional solidification 
of the eutectic growth in binary alloy in 2D and 3D. The authors claimed good 
agreement with experiments was obtained for both lamella and fibrous structure. One 
of the drawbacks of this model is the appearance of new parameters (e.g. interface 
thickness and mobility) which are difficult to control.  
Recent studies in PF models tend to combine the thermodynamic software for 
calculation of phase equilibrium and include the solution of convection and ripening 
during solidification [114, 124-126]. However, the grid size limitation in PF models is 
still a barrier to its application in real castings. Diepers [127] used the largest cell size 
(Δx=2μm) in PF simulation to predict the dendritic structure in directional 
solidification showing qualitative close to reality, but still could not give quantitative 
comparison with experiments. Although several authors have attempted to 
parallelizing [80] or use adaptive mesh [79] for simulating single dendrite growth, 
polycrystalline growth in 3D is still computational expensive. Granasy [77] simulated 
the first polycrystalline solidification and shown the promising future of phase field 
model. However, without comparing simulations with experimental data, the 
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adjustable parameters (e.g. thermodynamic property, mobility and interface thickness) 
in phase field simulation may lead to ad hoc results. 
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2 Literature Review of Porosity 
During the solidification of most commercial Al alloys, the molten metal solidifies to 
transform into different solid phases and reduce the total volume due to the 
rearrangement of atoms from a ‘random’ distribution to a denser regular crystalline 
structure. As a result of solidification, liquid aluminium contracts 7.14% [128] at 
melting temperature and Al-12wt.%Si and Al-8wt.%Cu melts shrink 4% and 6.7% at 
solidus temperature respectively [129, 130]. In addition, the kinetic process of 
solidification is also accompanied by the solute partitioning at the S/L interface due to 
the solubility variations. In aluminium and its alloys, the hydrogen solubility 
decreases dramatically from the liquid (~0.69ml/100gSTP) to the 
solid (~0.036ml/100gSTP) and lead to such a supersaturation of hydrogen in the 
interdendritic liquid that forms pores [18]. Therefore, both hydrogen segregation and 
solidification shrinkage contribute to the formation of porosity in aluminium alloys.  
Many studies have demonstrated that the size distribution of porosity in casting 
components controls their fatigue properties [131-135]. It has been found that a 
fatigue crack can be readily initiated from large pores [135-139], propagating in a rate 
estimated by the semi-empirical Paris-Erdogan law [140] or by the wholly empirical 
Forman equation [141]. Using statistical modelling, Yi et al. [142] recently 
formulated the total fatigue life (Nf) in high cyclic regimes (>106 cycles) as a function 
of the maximum length of defects (Lmax): 
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where bσ is the stress concentration factor, εmax is the maximum total strain achieved 
during the loading cycle; σa is the stress amplitude; σY is the yield strength of the 
material, l0 is the initiating crack depth, lf is the final crack length, and B0, B1, b1, q1, 
q2 and q3 are empirical constants obtained by fitting experimental data [9]. 
2.1 Mechanisms 
Both the segregation of dissolved hydrogen and the shrinkage due to liquid → solid 
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phase transformation may result in porosity formation. Inadequate feeding combined 
with solidification contraction leads to a local negative pressure which enables 
shrinkage porosity initiation. With the aid of favourable cavity, gas bubbles can easily 
nucleate continuously from that specific site [17, 143]. If there are some pre-existing 
folded oxide films inside the liquid metal, segregating gas molecules expands so 
easily in the oxide films that there is no need to overcome nucleation barrier due to 
the surface tension and a number of pores can be produced [20]. Without inclusions or 
oxide films, the gas in the molten metal has to overcome the large supersaturation 
barriers in order to create pores [25]. 
From the physical point of view, it is commonly believed that the growth or 
disappearance of an existing bubble is ascribed to the local pressure variation due to 
gas evolution or shrinkage, which can be described as [144]: 
PG ≥ Pa + Pm + Ps + Pγ  (2.2) 
where PG is the pressure of the dissolved gas if it is in the gas state, Pa is the 
atmosphere pressure, Pm is the metallostaic pressure, Ps is the shrinkage pressure, and 
Pγ is the pressure due to surface tension and curvature of the bubble. This equation 
gives a qualitative criterion for a bubble growth; however, it does not include the 
kinetics. Furthermore, it does not include bubble nucleation which is very important 
for both number density and size distribution of pores. The following sections will 
focus on summarizing the current theories of nucleation and growth of porosity. 
2.1.1 Nucleation 
The only gas that has a measurable solubility in liquid aluminium is hydrogen [145]. 
Fredriksson and Svensson [19] reported that the supersaturation of hydrogen in the 
liquid during solidification dominates the nucleation process of porosity. During 
solidification, hydrogen partitions from the growing solid into the interdendritic 
liquid. A molecular gas bubble may be produced when hydrogen concentration 
reaches such a high value that the local chemical potential become significant enough 
to overcome the nucleation barrier, illustrated by: 
)()(2 2 GasHSolutionH ⇔  (2.3) 
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According to the ‘Sievert’s Law’, the supersaturation of hydrogen, ss, can be 
calculated by [25]: 
H
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where NMH and NAH are the molecular fraction and the atomic fraction of hydrogen 
respectively, and CLH and CLH* are the concentration and solubility of hydrogen in the 
liquid respectively. Assuming a constant partition coefficient, kPH, for hydrogen, and 
atmosphere pressure for liquid metal, PH, the extreme supersaturation, ss and the gas 
pressure, PH2, can be calculated using the values near the end of solidification as 
given in Table 2.1. According to this calculation, the hydrogen supersaturation will 
lead to approximately 100 times higher pressure than the liquid pressure. If the 
solidification is not steady, but instead reaches a boundary through which hydrogen 
cannot diffuse, the supersaturation will be greater. 
Table 2.1 Expected supersaturation and maximum pressure 
Reference kPH ss PH2 
[18] 0.05 20(C L H0/C L H*) 400(C L H0/C L H*)2 
[146] 0.11 9(C L H0/ C L H*) 81(C L H0/C L H*)2 
[147] 0.057 18(C L H0/ C L H*) 324(C L H0/C L H*)2 
[148] 0.069 14(C L H0/ C L H*) 196(C L H0/C L H*)2 
[149] 0.1 10(C L H0/ C L H*) 100(C L H0/C L H*)2 
2.1.1.1 Homogenous Nucleation 
Similar to the nucleation of solid phases in liquid, the formation of porosity can be 
quantified by analysis of energy barrier for nucleation. In the liquid, the formation and 
stretching out of the new liquid/gas interface of area AGL requires work γGL·AGL, where 
γGL is the interfacial energy of gas/liquid. In order to initiate a pore with radius of rp, 
the total free energy is: 
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where ΔP is the pressure difference between actual local pressure and the pressure at 
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equilibrium solubility which is given by: 
ΔP = PG − PL  (2.6) 
By differentiating Eq.2.5, the critical radius can be obtained: 
rp
* = 2γGLΔP  (2.7) 
During solidification, a number of embryos may form, but only those who exceed the 
critical radius, rp*, can survive and continue to create a bubble in the pure liquid.  
Campbell [20] gives the critical pressures necessary for nucleation as shown in 
Table2.2. From the calculations of Campbell and Fisher, one can see that it is difficult 
for a gas bubble to nucleate comparing with the maximum pressure drop due to gas 
supersaturation as shown in Table 2.1. Therefore, homogeneous bubble nucleation is 
not usually observed in reality because the presence of inclusions, oxides cavities, 
solid foreign substrates, or entrapped impurities promotes the heterogeneous 
nucleation at low pressure drop (comparing 360 atm to 30000 atm for hydrogen in Al 
in Table 2.2). 
Table 2.2 Fracture pressure of liquids [20] 
Surface Atomic ΔP*(atm) Liquid 
(Nm-1) (nm) Eq.2.7  Fisher[150] Inclusions
Water 0.072 - - 1 320 16 
Mercury 0.5 0.30 16 700 22 300 200 
Aluminium 0.9 0.29 31 000 30 000 360 
Copper 1.3 0.26 50 000 50 000 600 
Iron 1.9 0.25 76 000 70 000 850 
2.1.1.2 Heterogeneous Nucleation 
The conditions for heterogeneous nucleation depend on the properties of the surface 
and on the interfacial tensions. Theoretical considerations and experiments have been 
reviewed by Cole and Jones [143, 151]. In general, bubble nucleation is catalyzed by 
surfaces which are poorly wetted by the liquid and contain rigid interfaces such as 
steep cracks and cavities. 
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Classical heterogeneous nucleation of solid crystalline can easily be applied to the 
nucleation of gas for simple geometries by multiplying a shape factor, g(θ ), where θ 
is the contact angle. The critical free energy is given by Wilcox and Kuo [154]: 
ΔG* = −16
3
πg θ( ) γLG3ΔP 2  (2.8) 
For nucleation on a planar solidification front (Fig. 2.1a): 
g θ( )= (2 + cosθ)(1+ cosθ)
2
4
 , and cosθ = (γ SL − γSG )γLG  (2.9) 
Therefore, interfaces with low contact angles (θ < 90°) are less catalytic for bubble 
nucleation than those with high contact angles (θ > 90°). In an attempt to explain the 
experimental fact that bubbles appear in profusion when carbonated drinks are opened 
to atmospheric pressure, Wilt [152] also examined the catalytic potency of various 
contact angles on smooth planar interfaces for bubble nucleation. Of the angles which 
he examined, a supersaturation of five is common for freshly opened carbonated 
beverages, which would be correlated to a contact angle of approximately 175º. For a 
conical cavity (Fig.2.1b), Blunder [155] found that the smaller the angle β, the smaller 
is α and thus g(θ ). Conical cavities with steep sides (small β) provide much better 
nucleation sites than cavities with large apex angles, 2β. For nucleation of porosity at 
spherical cavities (Fig.2.1b), Cole  [151] varied the value of θ between 0° and 180° so 
that 0 < g(θ ) < 1 and found that for a wetting angle θ =π/2, g(θ ) is 0.21 when rN=r. 
 
Fig. 2.1 Heterogeneous nucleation of a bubble at the interface of solid/gas/liquid, (a) planar 
interface; and (b) spherical cavity [143, 152, 153]. 
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Geer suggested that the nucleation barrier could be effective reduced if θ >π/2 and 
might eventually disappear leading to free growth of hydrogen bubble when the 
contact angle θ approached a specific value between π/2 and π for a given cavity β 1. 
The smaller crevices are, the smaller wetting angles are required to initiate nucleation. 
In other words, voids (vacancies) in the lattice sites of a crystal may initiate bubbles 
immediately, promoting free growth (Type IV non-classical nucleation proposed by 
Jones [143]) at some stage similar to “athermal” nucleation described for TiB2 refined 
Al solidification by Greer [36, 57].  
During solidification of molten metals, it is very difficult to observe the initial stage of 
bubble nucleation. Although some excellent works have been done to obtain the 
kinetics of hydrogen porosity nucleation in aluminium alloys [156], the onset of 
nucleation is still unattainable due to the low experimental resolution. Therefore, 
many hypotheses still need to be justified by experiments [20]. 
2.1.2 Growth Kinetics 
Because the only gas that affects the formation of porosity is hydrogen in aluminium 
alloys, its diffusion and solubility will be discussed first and then a brief summary of 
the shrinkage kinetics will be followed. 
2.1.2.1 Diffusion & Solubility of Hydrogen 
Fick’s second law applies to the diffusion of hydrogen in both solid and liquid [64]. 
The diffusion coefficients of hydrogen in the liquid aluminium was measured by 
Eichenauer and Markopulos using desorption method [157]: 
( )TDHL /2315exp108.3 6 −⋅×= −  (2.10) 
This gives a high diffusivity of hydrogen in molten aluminium (3.18×10-7m2/s, at 
660°C). However, the diffusivity of hydrogen in solid aluminium is relatively much 
lower (10-7~10-15 m2/s) than in the liquid and binding of H to structural defects, such 
                                                     
1 Personal communication with Professor Lindsay Greer on the heterogeneous bubble nucleation theory 
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as vacancies and dislocations may result in large discrepancies between 
measurements, as seen in Fig. 2.2c. 
Wolverton et al.[158] calculated the migration energy of hydrogen between different 
sites in units of the lattice parameter of Al in absence and presence of vacancy using 
Vacancy
Position
(a) (b)
(c)
 
Fig. 2.2 The influence of dislocation and vacancy traps on the effective diffusivity of hydrogen in 
polycrystalline aluminum: (a) The considered pathway connecting a tetrahedral position (1/4, 1/4, 
1/4) in units of the lattice parameter of Al to an octahedral position (1/2, 1/2, 1/2); (b) First-
principles calculated migration energies of H in Al along the pathway in the absence and presence 
of vacancies [158]; (c) Summary plot of the experimentally measured diffusion coefficient of 
hydrogen in aluminum and the theoretical calculated lattice diffusion and dislocation/vacancy 
trapping dominated transport diffusion [159]. 
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density-functional theory (DFT). As shown in Fig. 2.2a, b, the energy barrier 
increases significantly from ~0.18 eV to ~0.54 eV when a vacancy presents. The extra 
binding energy can reduce the diffusion coefficient to different levels depending on 
the structure of the solid phase, giving a large variation in the experimentally 
determined values in Fig. 2.2c. This is why the hydrogen atom can migrate freely in 
the liquid but always become trapped in the semi-solid region where the mobility of 
hydrogen can be significantly reduced by the local solidifying microstructure. 
As shown in Fig. 2.3, some experimentally determined hydrogen solubility values 
vary significantly in different studies. Among them, Imabayashi et al. [160] found a 
lower solubility in the liquid, CLH*: 
256.32392log * +−=
T
C HL  ml STP/100g (2.11) 
Although this equation gives considerably lower solubility than the others, it is in 
good agreement with recent results obtained by Szőkefalvi-Nagy et al. [163] using a 
continuous hydrogen activity (CHAPEL) measurement technique in which a porous 
carbon probe is inserted into the melt and the hydrogen pressure is monitored. 
0.8 1.0 1.2 1.4 1.6
10-4
10-3
10-2
10-1
100
101
Ransley & Neufeld 1948
Eichenauer et al.1961
Eichenauer et al.1968
Ichimura et al.1979
Feichtinger et al. 1987
So
lu
bi
lit
y 
(m
l/1
00
g 
ST
P)
1000/T (K)
Ransley & Neufeld 1948
Opie et al.1950
Eichenauer et al.1961
Grigorenko et al.1967
Feichtinger et al.1987
Talbot & Anyalebechi 1988
Imabayashi et al.1995
Anyalebechi 1995
Liu et al.1995
So
lu
bi
lit
y 
(m
l/1
00
g 
ST
P)
 
Fig. 2.3 Summary plot of literature values of the hydrogen solubility in liquid and solid 
aluminum [18, 145, 147, 160-162]. 
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Doutre [164] summarized an empirical function to correct solubility of hydrogen 
according to the concentrations of Mg, Cu and Si in aluminium alloys as given by: 
Si
L
Cu
L
Mg
LC CCCg 0119.00269.00170.0log −−=  (2.12) 
where gc is a multiplier to the solubility of hydrogen in the liquid (CLH*). However, 
the influence of some other alloying elements (e.g. Fe) on the solubility of hydrogen 
in aluminium is rarely reported due to the difficulties in measurement [165]. 
2.1.2.2 Solidification Shrinkage 
Recently, Dash et al. [166] studied the key alloying elements on the feeding 
characteristics of aluminium-silicon casting alloys experimentally, as shown in 
Fig.2.4. From the experimental results, they found that intermetallic compounds with 
irregular shapes reduce the feedability of liquid metal. In particular, the formation of 
the needle-like Al5FeSi compound heavily blocks interdendritic paths and hinders 
liquid flow. They concluded that the morphology of Al5FeSi, Al15(MnFe)3Si2, or 
Al8Mg3FeSi6 combined with a cluster of Al2Cu around iron intermetallics leads to a 
poor feeding characteristic, which give rise to the formation of microshrinkage 
porosity. In the end, they observed the fact that the contribution of cooling rate to the 
shrinkage-induced porosity is the highest. At the same time, Cáceres also investigated 
the addition of copper to the feedability of A319 alloys. Comparing experimental 
results from 3 levels of Cu concentration of 0.22wt.%, 0.36wt.%, and 1wt.%, they 
concluded that the formation of “massive” or “blocky” Al2Cu phase together with β-
Al5FeSi platelets increase the porosity by 7-fold once a Cu content exceeds 
0.2wt.% [167]. 
2.2 Porosity Models 
Since the mechanism of porosity formation in aluminium alloys has been studied 
extensively from 1950s [17], many attempts have been made to develop tools for 
porosity predictions and casting process optimizations. As schematically shown in 
Fig.2.5, porosity models can be categorized into four distinct groups: 
Analytical Models: Usually calculate the pressure drop in the mushy zone to predict 
the suspicious region for porosity formation; 
Chapter 2: Literature Review of Porosity Formation 
 
- 37 -
Criteria Functions: Summarizing an empirical function from experiments to relate 
local thermal parameters to criteria for pore formation; 
Continuum Models: Typically, solve mass, energy, and convection equations to 
predict the potential region for porosity formation; some of them consider the mushy 
zone as porous medium and sum up the pressure drop to calculate the percentage 
porosity. Few of them also calculate the radius of pores; and  
Kinetic Models: Simulate the nucleation and growth of grains and pores, consider 
their interactions, allowing for prediction of pore size distribution. 
In the following sections, most of current porosity models will be summarized. 
2.2.1 Analytical Models 
In this class of model, two assumptions were usually made: 1) constant thermal 
gradient, and 2) constant solidification velocity. Although those assumptions resulted 
in solving unrealistic problems (in shape casting the feeding velocity is not constant at 
all), they formed the basis of a later category of models based upon Darcy’s 
law [168]. 
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Fig. 2.4 Average effects of the alloying elements, their interactions, and cooling conditions on 
percentage of porosity [166]. 
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Walther et al. [169] simplified the feeding of solidifying metal as the flow through a 
bundle of pipes. By assuming flow of fluid down a long tube solidifying inwards in 
the radial direction, they calculated the pressure drop for a single centreline pore: 
)
32
1(64 4
24
1
r
L
r
LB
g
P rωψωρ +=Δ  (2.13) 
where ω is the volumetric change upon solidification, B1 is a constant, L is the length, 
r is the radius of the liquid central cylinder and ψr is the friction factor. Results from 
this approach showed good match with experiment; however, this is a result of two 
other assumptions, i.e. 1) a pore will form at ΔP = 1atm, and 2) once the pore is 
formed, it will occupy the remaining space previously occupied by molten metal. 
Piwonka and Flemings[170] extended the work of Walther et al. [169] to the state of 
shrinkage porosity formed during dendritic solidification. By applying the same 
thermal solution, the cylinder was treated as a bundle of N tubes, where N is equal to 
the reciprocal of the square of the primary dendrite arm spacing λ1. Applying the 
tortuosity factor, τ,  to compensate for the path of fluid flow, they obtained: 
ΔP = PL − PL* = 32B1
2ωL2
r4
( τ
2
πrc2N ) (2.14) 
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Fig. 2.5 Schematic of different type of models developed in the last 50 years. 
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where N is the number of liquid channels of radius r in a cylinder of radius rc. Results 
from the above equation consistently under-predicted the pore size. To correct this, 
they used the lever rule to partition the gas from solid into liquid and calculated the 
supersaturation pressure of the gas PG. In this way, they successfully predicted the 
larger pores observed in experiments. Many other authors started using lever rule to 
conserve gas in most of subsequent studies. 
2.2.2 Criteria Functions 
Criteria functions are basic evaluation rules for the local solidification conditions such 
as thermal gradient (G), cooling rate (Rc), solidification time (ts) and solidification 
velocity (v) resulting in porosity. Usually, these functions are developed either by 
statistical analysis of experimental results, or by numerical analysis of thermal 
transport equations. As it is assumed that porosity occurs in the later stage of 
solidification and only in the last solidified regions, criteria functions can only map 
the locations of poor feeding area but not the pore size. However, this approach has 
been widely used due to its simple formulation [168, 171]. Some of the typical criteria 
functions are summarized in Table 2.3 based on the reviews from Viswanathan et 
al. [172] and Taylor et al. [173]. Due to their simplifications, those models are limited 
to qualitative predictions. 
Table 2.3 Criteria functions for porosity prediction. 
Authors Criteria Functions Alloy Casting CH0 
Pellini [174] G Al-Si Sand Unknown 
Rao et al. [175] G/ts Al-Cu-Si Sand Unknown 
Niyama et 
al. [176] G/Rc
1/2 Steel Sand Unknown 
Suri et al. [177] G0.474/v0.317 Al-Si Sand Unknown 
Kao et al. [178],  
& Li et al. [179] G
-0.38/v1.62 Al-Si Sand 0.15±0.005 ml/100g STP 
Shang et al. [180] ts1.18/v1.13 Al-Si-Cu Low P0
0.20 - 0.30 ml/100g 
STP 
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2.2.3 Continuum Models 
Thermal/fluid flow models usually solves a set of comprehensive transport equations 
in the semi-solid region and ignore the kinetics of pore nucleation and growth [171]. 
Originally, it was assumed that the interdendritic feeding during solidification of the 
molten metal is the same as a creeping flow through the cylindrical channel. The 
pressure gradient finally fractures the liquid in the channel resulting in pore formation. 
Darcy’s law was applied and coupled with mass conservation to calculate the 
superficial velocity of Stoke’s flow (i.e. the averaged velocity over both liquid and 
solid) [181]: 
)( gPKu ρυ −∇−=  (2.15) 
where K is the permeability of the porous medium, υ is the viscosity, ∇P is the 
pressure drop and ρ is the density of the molten metal. From this simplified 
convection equation the pressure drop from volumetric shrinkage can be evaluated. 
Kubo and Pehlke [144] were the first to publish a comprehensive model of this type. 
They assumed that the convective transport of heat is negligible, allowing the energy 
equation to be uncoupled from the equation of motion. Using the temperature 
calculated from the energy equation, they determined the change in fraction solid 
using the Scheil-Gulliver equation. Subsequently, Darcy’s law was used to calculate 
the superficial velocity and relate the volume shrinkage (fp) to liquid feeding (fL), 
given as: 
0)1( =∂
∂+∂
∂−∂
∂−
t
f
x
uf
t
f p
i
iLL
L
S
ρ
ρ  (2.16) 
where ui is the velocity in the ith direction. Using ideal gas law and mass balance, 
hydrogen concentration is partitioned from liquid to solid and porosity by: 
T
fPCfCfC PGHLL
H
SL
H 3
0 104.22)1( ×++−=  (2.17) 
Assuming pore size to be the same as secondary dendrite arm spacing, their prediction 
of porosity percentage showed qualitative agreements with experiments in Al-Cu and 
steel. However, their simulations only allowed pore to nucleate at a high fraction of 
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solid, 20%, in conflict with in situ experiments by Lee and Hunt [156] in Al-Cu. 
Poirier et al. [148] further included copper segregation and its effect on hydrogen 
solubility into their fluid flow model. Based on mass conservation, Maples and 
Poirier [182] calculated the volume fraction of porosity at eutectic temperature using 
the ideal gas law combined with the Young–Laplace equation [21] by equalizing the 
radius of curvature to half of the primary dendrite arm spacing λ1 multiplied by the 
fraction liquid fL. Felicelli et al. [183, 184] and Sung et al. [185, 186] extended this 
porosity model from binary to multicomponent systems. Using volume averaging 
method, they reformulated the momentum equation for the mushy zone to: 
gf
t
fu
K
fuPf
f
uu
f
u
t
f
L
LL
L
L
LLL
L
LL
L ρ
ρ
ρ
υω
ρ
υ
ρ
υ
ρ +⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂∇+−∇+∇−=⎟⎟⎠
⎞
⎜⎜⎝
⎛∇⋅+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
3
2 (2.18) 
where ω is the solidification shrinkage which is defined as ω=(ρS-ρL)/ρL. The solutes 
were conserved by solving: 
j
L
Ljj
L
j
C
t
fjCu
t
C
1∂
∂−⋅−∇=∇⋅+∂
∂ ω  (2.19) 
with 
SSSSLLLL CDfCDfj ∇−∇−= ρρ  (2.20) 
Because of the lower fraction of pore predicted by continuum models compared to 
experiments, Obaldia and Felicelli [187] related the final fraction of pores (fPN) to the 
local solidification time (ts) to obtain quantitative data: 
P
b
sPN fBtf +=  (2.21) 
Zhu et al.[188] found the same problem in their continuum model and proposed to use 
Niyama criterion function in order to correct the fraction of pores: 
)]/ln(0478.0627.01[ cPPN RGff +−=  (2.22) 
Although it is possible to correct the continuum models with the empirical 
functions (e.g. Niyama criterion) [189, 190], extensive experiments are required to fit 
all the constants in different alloying system, and even then they may not work [191]. 
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2.2.4 Kinetic Models 
The formation of porosity is determined by the kinetic process of solidification which 
involves diffusion of hydrogen and volume contraction in the semi-solid region. In 
these models, both nucleation and growth of porosity are simulated and the final size, 
shape, and distribution of pores can be predicted. 
Lee and Hunt [149, 192] developed the first kinetic model based on their in-situ 
experiments in Al–Cu alloys using an x-ray temperature gradient stage (XTGS) [156]. 
They found that porosity formation is dominated by hydrogen segregation in small 
mushy zone solidification. Accordingly, they formulated the first stochastic function 
to simulate pore nucleation kinetics and calculated the growth of hemispherical pores 
by solving the diffusion equation in 2D [149]. 
In their model [149, 192], Lee and Hunt assigned the locations of potential nuclei 
according to stochastical functions. The nucleation barrier of each seed was assigned 
according to the experimental measurements and varied from 1.2~3.5. They applied 
the lever rule at the S/L interface and calculated hydrogen concentration by solving 
Fick's second law using a finite volume method: 
HLELSS
H
PLLL QCDfkfCt
+∇⋅∇=+∂
∂ )()]([ ρρρ  (2.23) 
where CL is hydrogen concentration in the liquid, t is the time, kPH is the hydrogen 
partition coefficient, QH is a source term of hydrogen by forming pores from the 
liquid metal, and DE the effective diffusion coefficient of hydrogen in the mushy 
zone. 
As shown schematically in Fig. 2.6a, Lee and Hunt [149, 192] modelled pores initially 
as spheres and then capped them with hemispherical segments once pores impinged 
with surrounding columnar dendrites. This assumption was based on their in-situ 
observation of porosity growth in the directional solidification of dendritic 
structures [156]. The radius at which impingement occurs is determined by comparing 
the pore radius with the microstructural restriction radius, which is calculated by 
assuming that the dendrites have circular cross-sections perpendicular to the growth 
direction and are cubic packed, giving a half-spacing between dendrites. The fraction 
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solid in this model was calculated from the temperature field using the Scheil-Gulliver 
equation together with a calculation of the tip undercooling, as given by the analytic 
equation of Hunt and Lu [193]. The model of Hunt and Lu [193] was also used to 
calculate the primary dendrite spacing (PDS) and hence the curvature of the S/L/G 
triple junction which determined the bubble expansion rate using Young-Laplace 
equation [21] and ideal gas law. 
The model predicted not only the significant influence of nucleation supersaturation 
on the number density of pores (Nv) but also its negligible effect on the final 
equivalent pore radius (rE) and porosity percentage (%P), as showed in Fig.2.6b. The 
growth of porosity in this model is highly dependent on the diffusion of hydrogen gas. 
Therefore, diffusivity has a large effect in predicting the equivalent radius, 
percentage, and number density of pores (see Fig.2.6c). The main features of this 
model were to simulate not only the pore percentage, but also the size distribution of 
pore in different casting conditions, which can be compared to experiments. This 
model laid the foundation for the following development of 3D quantitative kinetic 
models [40]. 
Fang and Granger [194, 195] developed a three-stage model based on a mass balance. 
First, growth of pores took place between the liquidus and eutectic temperature. 
Assuming spherical growth of every pore and cellular grain structure, the rate of 
change in the size of the pore is a function of the amount of hydrogen in excess of 
saturation and the reduction in pressure. In the second stage, the temperature was 
maintained at the eutectic point and allowed pores to grow isothermally. The eutectic 
pool is assumed to be connected to the bulk liquid, and it is assumed that all the 
hydrogen released contributed to the growth of the pore. Using ideal gas law and mass 
balance, the increase of pore volume is a sum of excess hydrogen and previously 
formed pores. In the final stage, the eutectic pool was completely enclosed by the 
adjacent solid, and the growth of pores in this situation is considered to be the 
shrinkage of the residual eutectic phase but not the release of hydrogen from the 
eutectic pool. During this stage of growth, the increased pore volume is assumed to be 
equal to the shrinkage volume of the residual eutectic liquid. The threshold cell radius 
for pore formation was assumed to be proportional to either the grain size or the 
dendrite cell spacing. Using directional solidification of A356 alloy, they found that 
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the modification of strontium significantly increases the pore volume fraction and size 
while grain refinement reduces both of them. However, this model does not include 
the diffusion of hydrogen and thus cannot be used to predict the location of pores. 
Using the kinetic data measured by Lee and Hunt [156], Atwood et al. [23] developed 
a deterministic model based on one dimensional solution of the diffusion equation of 
hydrogen. The impingement of porosity on the equiaxed grain structure was 
considered by calculating the radius of curvature of the octahedral interstitial site 
within a lattice made up of spherical grain envelopes. After impingement, the growth 
of pores is allowed to continue as perturbations out of the spherical surface projecting 
into the remaining regions within the octahedral sites. These perturbations were 
modelled as spherical caps projecting out of the primary sphere. Assuming each pore 
located at a particular grid cell and no movement and coalescence for pores, the pore 
acted as a sink of hydrogen absorbing the hydrogen segregated in the liquid. Although 
this model simplified the complex physics of porosity formation, it successfully 
replicated growth kinetics of porosity in Al-Si castings and predicted the influence of 
(c)
(b)(a)
 
Fig. 2.6 (a) Schematic illustration of the pore growth model at three times (t, t + Δt and t + 2Δt) with 
the growth radius (1, 2 and 3) restricted by columnar dendrites (A, B and C). The pore grows as a 
hemispherically capped segmented cone, with segment lengths given by Lcone. (b) The sensitivity of 
this model to the nucleation supersaturations. (c) The effect of multiplying the hydrogen diffusivity 
by a factor, FCH, on the predicted percentage porosity, pore density and average equivalent 
radius [149, 192]. 
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grain refinement and hydrogen content on pore size by incorporating the dominating 
effect of hydrogen diffusion. 
Huang et al.[196] developed a two-dimensional cellular automata (CA) model based 
on the works from Gandin and Rappaz [38, 76]. Combining the mass balance of 
hydrogen with the ideal gas law, they calculated the volume increments of pores in the 
entire domain. This additional volume was added randomly to the existing pores. 
Assuming that the addition of eutectic modifiers in the melts reduces the surface 
tension of liquid aluminium alloys from 0.79 to 0.64 N/m with 100ppm Sr addition to 
A356 alloy, they decreased the critical solid fraction for pore formation to consider 
the early nucleation of pores. However, the simulated pore size was not compared to 
experiments quantitatively but was significantly smaller than the one in real A356 
castings (~100μm) [134]. This is due to fact that the diffusion of hydrogen was not 
solved in this model and real kinetics (e.g. nucleation) was not correctly incorporated. 
Atwood and Lee [40] developed an advanced porosity model which combined cellular 
automaton (CA) technique with finite difference (FD) method to simulate the 
dendritic growth of primary grains and porosity nucleation and growth in three 
dimension. The resulting CA-FD model solved both diffusion of hydrogen and the 
impingement of grain structures on pore formation. The imposed curvature restriction 
on the pore propagation was considered by applying a correlation between pore radius 
and solid fraction, as schematically shown in Fig. 2.7 a and formulated by: 
θcos2
)1(0 S
P
frr −= , 0cos ≠θ  (2.24) 
where r0 is related to the secondary arm spacing, fS is the fraction of all solid phases, 
and θ is the contact angle between solid-liquid and gas-liquid interfaces.  
The predicted 3D morphology of porosity in a directionally solidified Al-7wt.%Si 
alloy is shown in Fig. 2.7b. Areas that are fully solid or fully liquid are rendered 
completely transparent, exposing the spherical pores. The results showed good 
qualitative but poor quantitative correlation to XTGS experimental observations, 
attributed to shrinkage pressure not being incorporated. 
Lee et al.  [197] further extended this CA-FD model to multicomponent system and 
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coupled it to macromodels such as ProCast. This allowed them to simulate pore size 
distribution in industrial scale castings such as engine block. They summarized 
empirical functions from statistical analysis of pore size distribution in Al-Si-Cu 
alloys. The resulting model was also applied to a complex industrial casting, a Ford 
V2.3l engine block cast via the Cosworth Process. However, the dendritic 
morphology of primary grains and thus their interaction with pores were not described 
in details (e.g. primary and secondary dendritic arms). This significantly undermined 
the prediction of porosity morphology in castings and may also degrade the precision 
of the simulated pore size. 
In conclusion, all models have their limitations, but the kinetic models are the only 
ones which allow for quantitative comparison with experiments. Further development 
of this kind of model promises to predict pore formation in complex castings on 
industrial scales. 
(a) (b)
~500 μm
λ2flr
 
Fig. 2.7 Illustration of the curvature assumption made in the CAFD model and predicted results: 
(a) Simplified assumptions to include the effect curvature on pore growth. (b) A three-
dimensional perspective view of a partly solidified model domain shown when the end-of-freeze 
has passed partly through the domain [40]. 
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3 Literature Review of Fe-rich Intermetallics 
Iron (Fe) is the most common impurity found in aluminum and its alloys [5]. A high 
Fe content ( ≥ 0.8wt.%) is usually found in recycled aluminium alloys; the 
contamination usually occurs as a result of (i) melting and casting in steel equipment,  
(ii) joining or welding with steel parts, and (iii) from  recycled scrap. Recycling of 
secondary aluminium can result in savings ~95% of energy compared with producing 
primary aluminium [4]; consequently, it can lead to significant reductions in the 
global CO2 emission rate (i.e. the CO2 emission due to the production of 1 kg Al is 
reduced from 7.8 to 0.4 kg as a result of recycling) [3]. However, the use of recycled 
secondary aluminium is limited by the formation of plate-like Fe-rich intermetallic 
phases in casting components. These phases degrade the mechanical properties (e.g. 
castability, ductility and fatigue life) [198]. Yi & Lee [9] observed that fatigue cracks 
were initiated from the large plate-like intermetallics on the surface and then 
propagated along those brittle phases (in a similar way to the way crack propagation 
occurs in regions containing porosity in a fractograph). Taylor et al. [12, 199, 200] 
also reported that these phases promote porosity formation. These works found that 
minor additions of Fe to Al-Si alloys not only increased the percentage of porosity but 
also changed the morphology of pores (from spherical to irregular and elongated). 
Therefore, many attempts have been made to neutralize the negative effect of Fe-rich 
intermetallics by using additions as Mn, Mg, Sr, Cr, Be, Ni, V and TiB2, in order to 
replace plate-like β-Al5FeSi phase [11, 201, 202] with less-harmful, script-like α-
Al8Fe2Si or α-Al15(Fe,Mn)3Si2. However, without a greater understanding of the 
thermodynamics and kinetics of the formation of these phases, such investigations can 
only be carried out using expensive trial and error methods. Therefore, a detailed 
review of their thermodynamics and kinetics is presented in this section and special 
attention is given to the mathematical models to simulate their formation. 
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3.1 Intermetallic Phases in Al-Fe Alloy 
Although the solubility of iron in molten aluminium is high, it has a negligible 
solubility in the primary Al phase (~0.04 wt.%) [203]. Above this limit, Al and Fe 
forms intermetallic compounds, such as Al3Fe, Al6Fe, Al9Fe2, and Al5Fe2 [5, 6]. The 
Al-Fe phase diagram is shown in Fig. 3.1a. It can be shown that the equilibrium 
partition coefficient of Fe (between liquid and solid solution) has a value around 0.02 
before the eutectic reaction. The invariant point occurs at 655.1±0.1°C (928K). Liang 
and Jones and other authors [6, 204] have shown that the reaction can be written:  
Liquid → Al + θ-Al13Fe4 (also denoted  Al3Fe)  (3.1) 
Black reported, on the basis of x-ray diffraction studies, that Al13Fe4 has a face 
centred monoclinic structure [205, 206]. It contains more than 100 atoms in a unit 
cell. Fig. 3.1b shows the morphology of the equilibrium needle/plate shapes of Al3Fe4 
at the grain boundaries of a DC cast ingot. Similar to the nucleation of primary α-Al 
on TiB2 refiners by forming Al3Ti intermediate layers [57], the metastable Al6Fe 
phase is energetically favourable to heterogeneously nucleate on primary α-Al 
because of its close orientation relationship with the aluminium matrix [6, 207]: 
 [ 001 ]Al6Fe // [ 111 ]Al, [130] Al6Fe // [ 111 ]Al, [ 310 ]Al6Fe // [ 002 ]Al 
Metastable Al6Fe phase subsequently transforms into stable Al13Fe4 phase at 
(a) (b)  
Fig. 3.1 (a) Phase diagram of Al- Fe system and (b) morphology of needle/plate shapes of Al3Fe4 
at the grain boundaries of a DC cast ingot [6]. 
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equilibrium conditions. However, non-equilibrium solidification in real castings 
usually produces a number of metastable phases (e.g. Al6Fe, Al5.8Fe, Al5.7Fe, Al5Fe, 
and Al4.5Fe, etc.) depending on the cooling conditions. Table 3.1 summarizes some 
typical, Fe-rich intermetallic phases in the binary Al-Fe system [6]. 
Table 3.1 Al-Fe phases formed in dilute Al-Fe alloys 
Phases Shape Bravais Lattice(Space Group) 
Lattice 
Parameter 
Elements
(wt.%Fe) 
Cooling 
Rates (°C/s) Refs. 
AlxFe 
(5 ≤ x ≤ 6) 
Herring 
bone-like 
array 
C-centred 
orthorhombic; 
(Ccmm/Ccm2) 
a=6.49Å 
b=7.44Å 
c=8.79Å 
24~26 >1 
[6, 204, 
208-
210] 
AlmFe 
(4 ≤ m≤ 4.5) 
Script / 
Star 
Body centred 
tetragonal 
(I 4 2m)
a=8.84Å 
b=21.60Å 31~34 >100 
[6, 204, 
209, 
210] 
Al3Fe 
(Al13Fe4) 
Needle / 
Plate 
C-centred 
monoclinic 
(C 2/m) 
a=15.49Å 
b=8.08Å 
c=12.48Å 
β=107.72° 
36~39 <100 
[204-
206, 
209, 
210] 
3.2 Intermetallic Phases in Al-Si-Fe Alloys 
Because Cu forms Al/Al2Cu eutectic at the end of solidification (~510 °C) in Al-Si-
Cu-Fe alloys, the thermodynamics of the Fe-rich intermetallic formation in quaternary 
Al-Si-Cu-Fe systems are nearly identical to those in the ternary Al-Si-Fe alloys as 
long as Cu concentration is low (<5.8wt.%Cu) [5]. Three stable Fe-rich intermetallic 
phases (θ-Al13Fe4, α-Al8Fe2Si, & β-Al5FeSi) may form in Al-Si-Fe and Al-Si-Cu-Fe 
castings through either eutectic or peritectic reactions [11, 211, 212]: 
(1) Liquid → Al + θ-Al13Fe4     655.1±0.1°C; 
(2) Liquid + θ-Al13Fe4 → Al + α-Al8Fe2Si  620～638 ;℃  
(3) Liquid + α-Al8Fe2Si → Al + β-Al5FeSi  611～615 ;℃  
(4) Liquid → Al + α-Al8Fe2Si   606～615 ;℃  
(5) Liquid → Al + β-Al5FeSi   570～590 ; and℃  
(6) Liquid → Al + Si + β-Al5FeSi   500～570 .℃  
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Reactions (1-3) can be considered good hypotheses but have not been confirmed by 
any in-situ experiments (XRD, DSC, or TEM) [202, 212]. Sha et al. [212] made the 
first attempt to obtain the intermediate phases during the directional solidification of 
an Al-0.57wt.%Si-0.3wt.%Fe alloy by applying slow cooling in a Bridgman furnace 
(0.17°C/s at 570°C~670°C). The β-Al5FeSi phase was seen on the surface of θ-
Al13Fe4 needles probably as a result of quasi-peritectic reactions (ie. 2-3). However, 
this work was not conclusive since the Si content in their experiments was both 
low (<0.6wt.%) and far below the maximum solubility of Si in primary Al 
solution (1.6wt.%) [6]. Therefore, only reactions (4-6) are widely believed to produce 
the final α-Al8Fe2Si and β-Al5FeSi intermetallic phases [11]. Du et al. [213] 
formulated a comprehensive thermodynamic database for the ternary Al-Si-Fe system. 
They compared the calculated isothermal sections  of the phase diagram for 550°C 
and 727°C and found good agreement with previous, experimental work reported by 
Krendelsberger et al. [214]. 
As can be seen from Fig. 3.2, the ternary α-Al8Fe2Si and β-Al5FeSi phases are not 
actually classified by their stoichiometric compositions but by their crystal structures 
and final morphologies. The α-Al8Fe2Si phase is hexagonal but is only 
thermodynamically- stable in high purity Al-Fe-Si alloys. Minor additions of V, Cr, 
Mn, Cu, Mo and W promote a body-centred cubic structure for the α-AlFeSi 
phase [6]. Many authors have reported that the plate-shaped β-Al5FeSi phase has a 
monoclinic/orthorhombic structure [215-217]. Typical micrographs of α-AlFeSi and 
β-AlFeSi phases are shown in Fig. 3.3. In this deeply etched Al-Si-Fe alloy, the 
(a) (b)
 
Fig. 3.2 Isothermal section in the Al-Fe-Si system: (a) at 550°C [214], and (b) at 727°C [213]. 
Chapter 3: Literature Review of Fe-rich Intermetallic Formation 
 
- 51 -
morphology of Fe-rich intermetallics can vary from herring bone-like to plate-like in 
a single casting [211, 218, 219].  
The relative amount of these phases is highly dependent on the solidification path 
which is determined by the local solute concentrations and freezing 
temperatures (Fig. 3.2a-b). The characteristics of the long, thin, curving morphology 
of β-Al5FeSi phases (Fig. 3.3c-d) can dramatically reduce the fatigue life and ductility 
of casting components [211, 221, 222]. Consequently, there have been many attempts 
to promote the formation of herring bone-like and script-like α-Al8Fe2Si phase by 
adding both Mg and Mn to form Al15(Fe,Mn)3Si2, Al8(Fe,Mn)2Si, Al8Mg3FeSi6, and 
Mg2Si phases[223]. However, a reliable thermodynamic assessment becomes 
unfeasible for such complex systems. The various distinct shapes (shown in Fig. 3.3) 
indicates that kinetic effects also affect the intermetallic formation [224]. 
(a) Herring bone-like (b) Script/star
(c) Rod (d) Plates
20μm 10μm
20μm 20μm
 
Fig. 3.3 Typical morphology of (a, b) α-AlFeSi phase, and (c, d) β-AlFeSi phase in Al-Si-Fe 
alloys [220]. 
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3.3 Intermetallic Kinetics and Models 
Gibbs [34] (in his famous work entitled “Equilibrium of heterogeneous substances”) 
suggested that there could be “difficulties in the formation of a new layer” on the 
surface of crystals during solidification. Cahn et al. [71] re-phrased this as, “perfect 
surfaces can only grow by the consecutive nucleation of new monolayers”. 
However, this warning was not heeded in most analytical solutions of needle crystal 
growth derived using diffusion theory [227]. When the transfer of atoms across the 
interface is easy (low or negligible activation energy), the growth rate of a crystal is 
controlled by diffusion. This is because only bulk diffusion is needed to remove 
excess atoms ahead of the interface [26]. It is true for most non-faceted, crystal 
growth where an appreciable growth rate is observed for conditions where the 
nucleation mechanism has no effect on the growth (because the measured driving- 
force is small). The S/L interface is not locked into the atom planes and  is, thus, free 
to move like a fluid-fluid interface [228]. Since, the surface at the melting point is 
rough on a molecular scale thermodynamic equilibrium can be maintained at the S/L 
interface. This results in the formation of equilibrium crystal shapes, such as those 
shown in Fig. 3.4I [26]. 
(I-a) (I-b)
(II-a) (II-b)
(I)
(II)  
Fig. 3.4 Schematic drawing of (I) Equilibrium Crystal Shape (ECS) and (II) faceting [225]. 
Schematics of rough (I-a, I-b) and smooth (II-a, II-b) interfaces: (a), a low index (10) edge of a 
crystal; (b), an (11) edge. The two edges at the top for small ΔS; the two at the bottom, for large 
ΔS [226]. 
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Most intermetallic phases (e.g. AlxFe, NiTi, & TiAl3) grow as highly faceted 
shapes (ranging from blocky, script to rod and plate) thereby challenging the 
equilibrium generalization of interfacial energy via Wulff constructions and thus 
predictions of the crystal morphology via phase field method [227]. The early works 
on faceting involved Jackson’s α-factor. This emphasized the role of entropy in 
controlling the interface kinetics of perfect crystal growth on a smooth surface, as 
shown in Fig. 3.4II [26]. 
In the following sections, the kinetic theories of intermetallic crystal formation and 
the mathematical models to predict its morphology during solidification are reviewed. 
3.3.1 Kinetics 
Many publications (see Chapter 1) have focused on the dendritic growth of some 
crystals where only weak anisotropy exists (γ[100]/γ[110] ranges from about 1-2.5% for 
f.c.c. crystals and 0.4-1.0% for b.c.c. crystals) [229]. However, only a limited number 
of studies have focused on the kinetics of faceted solidification [230]. Our current 
understanding of faceted- crystal growth kinetics dates back to 1958 when Jackson 
(a) (b)  
Fig. 3.5 Crystal morphology with different α-factor: (a) a transparent metal analog; (b) a crystal 
showing well-developed facets [103]. 
Chapter 3: Literature Review of Fe-rich Intermetallic Formation 
 
- 54 -
presented one of his most famous works on the nature of faceting [231]. As shown in 
Fig. 3.5b, a crystal of benzil grows faceted shapes from the melt. When similar 
conditions were applied to succinonitrile (metal analogue) different morphologies 
were developed (see Fig. 3.5a). Jackson’s α-factor model successfully predicts the 
different morphologies for the cases of benzil and succinonitrile. However, 
satisfactory predictions of the growth velocity of faceted solidification are difficult to 
obtain by analytical solutions because of the dynamic nature of the local free energy 
at attachment sites. It is only possible to incorporate this environmentally- dependant 
variation by solving both the local Gibbs free energy and anisotropy flux of interfacial 
energy on each cell. 
In order to review the classic treatment of faceted solidification, the following will be 
discussed: (i) Jackson’s theory of interface structure (ii) some analytical solutions of 
the growth velocity and (ii) the most recent models on this kinetic process. 
3.3.1.1 Interface Structure 
Jackson [231] presented an extremely simplified model of the S/L interface in 1958. 
The prediction criteria determining faceted/non-faceted crystal growth from this 
model is remarkably successful. The principal simplifications are that (i) only two-
level model of the interface is considered (ii) only nearest- neighbour- bonds in the 
solid are taken into account and (iii) a simplified Bragg-Williams statistical 
model (rather than the Bethe approximation used by Burton, Cabrera and Frank) is 
used [232]. It is assumed that the S/L interface advances by moving the atomically 
smooth surface layer by layer and that the free energy change (due to the random 
addition of a certain number of atoms) is given by: 
VPSTSTEEG Δ−Δ−Δ+Δ−Δ−=Δ 1010   (3.2) 
where ΔE0, ΔE1, ΔS0, ΔS1, and ΔV are all defined as positive. These parameters 
represent, as follows: 
ΔE0 = change in internal energy associated with atoms being attached to the surface, 
ΔE1 = change in internal energy associated with the atoms on the surface due to the 
presence of other adatoms on the monolayer,  
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ΔS0 = the change in entropy associated with the adatoms (metastable solid atoms 
sitting on lattice sites of crystals) passing to from the liquid to the solid, 
ΔS1 = the configurational entropy associated with different possible sites of the 
adatoms on the surface, 
ΔV = the change in volume due to the atoms being associated with the new phase. 
The total number of neighbouring atoms (ηΤ ) around an atom in the solid is given by: 
102 ηηη +=T   (3.3) 
where η0 and η1 are the number of neighbouring atoms in the solid and the number of 
neighbouring adatoms on the S/L interface. Therefore, the internal energy changes can 
be written as: 
( ) AT NHE ηη /2 000 Δ=   (3.4) 
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Fig. 3.6 Interfacial free energy as a function of surface coverage for different Jackson’s α-factor with 
insert images calculated from Monte Carlo simulations showing S/L interface roughness decreases 
with increasing Jackson’s α-factor [103, 231, 233]. 
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( ) TAT NNHE // 2101 ηηΔ=  (3.5) 
where ΔH0 is the change in internal energy associated with the transfer of one atom 
from bulk liquid to bulk solid, and NA and NT are the numbers of adatoms and atoms 
on the surface, respectively. 
Assuming solidification occurs at equilibrium temperature (TE), two entropies are 
calculated from the definition and Boltzmann’s kinetic theory, respectively [43]: 
( ) AE NTHS /0 Δ=Δ   (3.6) 
)ln(1 WkS =Δ  (3.7) 
where W represents the number of ways of arranging the NA adatoms in the NT sites 
and the configurational entropy is then [232]: 
( ) ( )TATAATT NNNkNNNNkNS /)(ln)/(ln1 −+−=Δ  (3.8) 
Microscopically, the volume change at the S/L interface is negligible because of the 
ordering in the liquid [54, 234, 235]. Hence, the mechanical work due to volume 
change (last term in Eq. 3.2) can be ignored and the true latent 
enthalpy (ΔH = ΔH0 + kT) is simplified to the internal energy release (ΔH = ΔH0) 
occurring in solidification. Substitution of these amended equations in Eq. 3.2, 
resulted in the following equation: 
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where NA/NT is regarded as surface coverage (occupied fraction of surface sites by 
adatoms), and α was defined by Jackson [231] as: 
TEkT
H
η
ηα 10 ⋅Δ=  (3.10) 
where η1/ηT is the fraction of bonds in the atomic layer parallel to the interface and 
ΔH0/TE is the entropy difference between the two phases.  
A plot of Eq. 3.9 (in Fig.3.6) resulted in two different types of curves. Those 
corresponding to α < 2 show a minimum of excess free energy at NA/NT = 0.5 (that is, 
when the monolayer is half-completed) and so the surface is completely ‘rough’ 
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within the scope of the two layer model. This can be seen from the insert image 
obtained from a Monte Carlo simulation [233]. For curves where α > 2, minima occur 
close to NA/NT = 0 or 1, which indicates that an atomically-smooth interface must 
form as can be seen in the insert image on the top of Fig.3.6. Jackson’s α -factor can 
be regarded as a measure of the difference in the degree of order between the crystal 
and the melt. If the crystallizing entities are spherical atoms or molecules, then this 
difference is small. However,  the difference will be much larger if a molecule must 
have the proper orientation to join the crystal [103]. Based on Jackson’s theory, 
Temkin [236] derived a γ -factor from a n -layer model of the interface, given by: 
EkT
eee ))((2 221112 +−=γ  (3.11) 
where e11, e22, and e12 are the bond energies between two ‘solid atoms’, two ‘liquid 
atoms’, and ‘solid’ and ‘liquid’ atom pairs, respectively. This expression does not 
depart appreciably from Jackson’s α-factor since both give the same 
quantity (2ΔH0/3kTE) for a simple cubic crystal solidifying on the (100) surface. 
For most metal and alloys, both α and γ are < 2 and solidification proceeds by the 
movement of  a rough S/L interface containing 6~8 atomic layers in thickness [234]. 
For intermetallic compounds, α > 2 and the equilibrium adpopulation is small. 
Consequently, there is a nucleation barrier associated with the formation of new layers 
and the nucleation barrier is different for different crystalline planes and thus crystal 
growth rate is anisotropic. This leads to the growth of faceted shapes such as plates 
and scripts [227]. 
Although calculations based on the α-factor successfully predict growth morphologies 
they do not predict growth rates. Mathematical solutions of layer-by-layer growth are 
very complex because (i) the anisotropies are very large, (ii) the growth rate is not 
linear function of undercooling, and (iii) the local growth rate is dependent on the 
local free energy of the facet where the new layers nucleate. 
3.3.1.2 Growth Velocity 
The velocity of S/L interface for various forms of growth (dendritic growth, eutectic 
growth (both non-faceted/non-faceted and non-faceted/faceted), and peritectic growth 
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have been determined in experimental and theoretical studies [65]. A small amount of 
anisotropy is important to determine the relationship between the interface curvature 
and the dendrite growth rate. However, models tend to assume that the growth rate is 
linearly proportional to the undercooling at the S/L interface. This is valid for metals 
growing from a melt, where all the surfaces are rough. In general, there will be a 
different kinetic coefficient for each growth direction, even though all the growth 
rates are linearly dependent on undercooling. As shown in the first chapter, it is 
relatively easy to deduce the solidification velocity as a function of undercooling for 
non-faceted phase formation from diffusion theory. For smooth surfaces, the growth 
rate is not a linear function of undercooling and it grows by rapid motion of steps 
across facets.  
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The growth rate of faceted phases depends on the formation of these steps, which 
occur where (i) there are defects, or (ii) on that part of the facet where the 
undercooling is sufficiently large for the nucleation of steps. This means that the 
motion of the interface depends on the local free energy at the specific nucleation site. 
This is especially so for faceted intermetallic growth, where the lateral spreading of 
adatoms and their attachment kinetics to the solid atoms has to be calculated as a 
function of the local free energy and interfacial conditions (rough or smooth) [71]. 
The earliest models of crystallization rates were those proposed by Wilson [238] and 
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Fig. 3.7 Structure ordering on the faceted (111) S/L interface of the crystal-melt Si system [237]. 
(a) Fine-scale density profile ρ (z) in the (111) direction (z coordinate) at the interface with five 
layers marked by dashed line boundaries. The envelope of the density peaks is sketched with a 
dashed line (long dashes). (b) Projected snapshots of the A, B, and C layers (left column) with 2D 
density type plots of time-averaged structure factors (right column) for the corresponding layers. 
The linear gray scale of the density plots for the structure factors is restricted to a range of 
structure factors between 0.5 and 1.5. Values outside this interval are represented by black if 
smaller than 0.5 and white if larger than 1.5. The disks representing the atoms in the layer 
snapshots are coloured in proportion to the local order parameter: from blue (dark gray) for an 
order parameter value of 1 to green (light gray) for a value of 0. 
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Frenkel [239]. The rate expression was given by: 
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where Dl is the diffusion coefficient in the liquid, a is the interplanar spacing of the 
growing crystal, λ is the mean free path of an atom in the liquid and fL represents the 
fraction of liquid atom collisions with the solid which result in a crystallization event. 
The thermodynamic driving force in the above model is contained in the term e-ΔS/kB[1 
−e-Δμ/kBT] where ΔS and Δμ are the differences in entropy and chemical potential 
between the solid and liquid phases. The Wilson-Frenkel model predicts that growth 
involves two thermally activated processes, one reflecting the free energy difference 
between the solid and liquid and the second arising from diffusivity. 
Jackson [241] pointed out that there are two classes of materials. The first type, 
includes glasses, semiconductors and other directionally bonded materials (e.g. 
intermetallic compounds), which are well characterized by the Wilson-Frenkel model. 
 
Fig. 3.8 Comparison of the interface velocity according the model of BGJ (-) and those obtained 
from MD simulations (symbols) for non-faceted crystal growth in pure metals [240]. 
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This is because local rearrangement of the liquid structure near the boundary is 
needed to achieve a successful atomic hop from liquid to solid. Recently, Buta et 
al. [237] performed molecular dynamic (MD) simulations using Stillinger-Weber 
potential. They showed (Fig. 3.7) for Si crystal-melt system that ordering exists over 
10-90 interface layers (with a thickness of 0.7 ~ 6.0 nm) at the faceted (111) interface. 
The second class of materials (e.g. sodium) can be modelled using the Broughton, 
Gilmer and Jackson (BGJ) [242] formalism which replaces the diffusion coefficient 
with the ‘thermal velocity’ , (3kBT)1/2/m. Hoyt et al. [240] compared the growth 
velocity (for the 100 and 110 growth directions) calculated from the BGJ model with 
a variety of metals with values derived by molecular dynamics (MD) calculations 
(shown in Fig. 3.8). Although there is a fairly large uncertainty associated with MD 
data at low velocities (i.e. low undercoolings), the agreement between the model and 
MD simulation values is quite good up to large velocities. At very high undercoolings 
the model tends to overestimate the interface velocity. In addition to the results for 
f.c.c systems, Tymczak and Ray [243] also reported good agreement between MD 
simulation and BGJ theory for b.c.c. Na. 
Although there is no quantitative comparison between the Wilson-Frenkel model and 
molecular dynamics (MD) predictions for faceted intermetallic crystal growth rate, the 
successful predictions of  the kinetics for the low-index 100 and 110 orientations by 
the BGJ model (a modification of Wilson-Frenkel model) indicates that the model 
provides a correct description of the physics of the process. 
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3.3.2 Mathematical Models 
Recent interest in the rapid solidification of alloys involving transformations far from 
equilibrium has led to the development of intermetallic models. These incorporate the 
effect of site ordering on element partitioning [244]. Jackson [241] proposed that the 
kinetic velocity of faceted intermetallic growth is interface limited rather than bulk 
diffusion controlled, and should include the activation energy as given by Wilson-
Frenkel model. The frequency of atomic hopping from the liquid to high energy sites 
 
Fig. 3.9 The crystal structure of ordered and disordered solids in the model system. The top figure 
shows the α and β sublattice sites in a B2 superlattice. The long-range order parameter η (defined 
as the difference of the sublattice compositions) in zero for the disordered, and one for the 
perfectly ordered, solid. The equilibrium degree of order of the solid at a given temperature and 
composition is determined by minimizing the free energy of the solid with respect to η. [244]. 
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across the S/L interface determines the equilibrium velocity. Boettinger and 
Aziz [245] developed a model based on the sharp interface theory, which included 
solute trapping and structural disorder. The effects of the exchange of solute atoms via 
sublattice diffusion and chemical ordering on the free energy of transformation were 
taken into account. The normalized growth velocity (i.e. divided by diffusive speed, 
vD = Dl/λ) was found to be a function of the site-ordering for rapid solidification: 
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where ε1 and ε2 are constants, and η is the long range order parameter which is 
defined by: 
αββαη BBAA xxxx −=−=  (3.14) 
As shown schematically in Fig. 3.9, the long-range order parameter in a body-centred 
cubic (b.c.c.) intermetallic crystal varies from 0 to 1 as it transforms from disordered 
solid phase to ordered ones [244]. Assadi & Greer [244, 246] used a simplified 
thermodynamic model of Ni-Al shown in Fig.3.10 a and calculated the effect of site-
ordering on solute partitioning. The results were in quantitative agreement with 
experimental observations such as the formation of anti-phase domains (APD). They 
showed that solute- partitioning can increase or invert with increasing solidification 
velocity through rapid quenching techniques. This raises doubts about previous 
calculations of the velocity undercooling relationship which were based on the 
equilibrium Al-Fe phase diagram and rapid quenching experiments [204, 247]. In the 
Greer and Assadi model [248], the strong dependence of the degree of disorder on the 
solidification velocity was modelled in such a way that the order parameter (η) in the 
solid just formed from the liquid can decrease either continuously or discontinuously 
as the quench rate (and solidification velocity) is increased. Fig.3.10 b shows all the 
possible stages for order to disorder transition for a simple case. The critical cooling 
rate for this transition is Ta. Beyond this rate, disordered solid forms but it can still 
order to give APDs in solid solution, resulting in either final columnar (Ta < T < Tb) or 
equiaxed (Tb < T < Tc) structure. In ultra-rapid quenching (T > Tc), all solid-state 
ordering is suppressed and metallic glass may form. However, those critical cooling 
rates are solute concentration dependant and vary from alloying system to systems. 
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Appling Greer and Assadi model [248] to Al-Fe system, the formation of different 
intermetallic phases (Al6Fe, AlmFe, and Al13Fe4) may be understood as a result of 
pseudo ‘solute trapping’. Indeed, the non-equilibrium Al6Fe and AlmFe phases are 
frequently obtained by rapid solidification and both of them can transform into the 
stable Al13Fe4 during isothermal soaking [207]. Faceted plates (Al13Fe4) always form 
at much lower cooling rate at a specific Fe content than the script like phases (Al6Fe 
and AlmFe) as shown by Griger and Stefániay [210]. Therefore, a complex model 
which incorporates both thermodynamics and kinetics for the dynamic partitioning 
behaviour is required to predict intermetallic growth. Some of the most recent phase 
field models have been developed to simulate the intermetallic growth in Ni-Al and 
Al alloys using either arbitrary or simplified thermodynamic data. 
3.3.2.1 Phase Field Models 
Qin et al. [124] fully coupled their phase field model with a commercial, 
thermodynamic database (MTDATA) and simulated the formation of primary Al and 
secondary phases. However, for Fe-rich intermetallics, the magnitude of the 
(a) (b)  
Fig. 3.10 The influence of cooling rate on the site-ordering and thus solute partitioning in a Ni-
Al system [248]. (a) A simplified phase diagram: the solid line (-) is the stable equilibrium 
between the liquid and the ordered solid; the short dash (--) is the unstable equilibrium between 
the liquid and (hypothetical) disordered solid; the long dash lines (- - -) are the locus of the 
order/disorder transition temperatures. Solute partitioning is in opposite directions for the 
ordered and disordered phases for xB > 0.5. (b) A schematic diagram showing the stages in 
which an intermetallic compound is disordered as the cooling rate is increased in rapid 
solidification. 
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anisotropy was so low (0.008, even less than that for primary Al of 0.015) that the 
calculated morphology of intermetallic phases diverged significantly  from those 
observed in experiments [249]. Furthermore, in their model the intermetallic phase 
was assumed to be stoichiometric which leads to an unrealistic prediction of solute 
concentrations. 
Assadi [250] simulated the rapid solidification of intermetallic compound using a 
phase field model coupled with the simplified thermodynamic model shown in 
Fig.3.10a. The phase field was solved in the same way as described in the Chapter 1 
and the sublattice composition was allowed to vary according to the degree of 
ordering (η): 
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where i denotes the sublattice type (α or β); M0 is the mobility factor representing the 
degree of ordering kinetics, g3=φ 2(3-2φ); Fη is the thermodynamic driving force for 
chemical ordering, J0S is the flux of solute atoms in the solid, and J j/L is the internal 
atomic flux component, representing the rate of transfer of aluminium solute atoms 
between sublattice j and the liquid in the interfacial region. The first term accounts for 
the contribution from the internal exchange of atoms between the two sublattices, 
namely, during solid state ordering. This term is based on the presumption that the 
rate of change of chemical order is proportional to the driving force for ordering. In 
other words, the solidification of an intermetallic compound could start from a non-
stoichiometric composition and proceed with subsequent ordering of the solid state.  
Two dimensional simulations were performed in a 250×250 square with grid size of 
1.5μm using this model.  The growth velocity was found to be lower than the 
diffusive speed (0.1m/s) where chemical-ordered, B2 phase is formed (see Fig. 3.11a). 
However, the degree of ‘interfacial’ order at the tip of the dendrite decreases with 
increasing undercooling, and vanishes for an undercooling of about 400 K. Beyond 
this point, the rate of change of the dendrite growth velocity with undercooling 
increases drastically. This transition is to be expected in those systems exhibiting 
relatively fast, solid state, ordering kinetics, which is the case for many real, 
intermetallic forming systems.  
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Assadi [250] used 4-fold anisotropic and isotropic interfacial energy to simulate the 
growth kinetics of the stoichiometric intermetallic phase, as shown in Fig. 3.11b, c. 
The crystal growth velocities are sufficiently large to induce complete disorder 
trapping almost everywhere along the perimeter of the solid phase. As seen in 
Fig. 3.11b, the solid state ordering is so fast that it enables the growing crystal to 
regain equilibrium chemical order in a short time period. This interplay between 
ordering and growth is responsible for the formation of various patterns of anti-phase 
domains (APDs), such as those observed in rapidly solidified intermetallics [248]. The 
tip of the dendrite grows relatively quick, which leads to a wide layer of the 
disordered solid forms immediately behind the tip, where new APDs may form. 
Consequently, the ‘centre’ of the growing dendrite hosts a relatively higher density of 
anti-phase domain boundary (APDB). In the adiabatic solidification of isotropic 
crystals, individual grains grow in radial directions and the solid/liquid interface 
decelerates as solidification progresses. Therefore, the initial stage of crystal growth is 
fast, which results in the formation a central, disordered region, in which equiaxed 
APDs form. Beyond this region, the crystal growth is slower, so that the width of the 
disordered region becomes too small for the formation of new APDs. This leads to 
microstructures containing a typical, equiaxed/columnar APD pattern, as observed 
experimentally by Greer and Assadi [248]. 
Although both the thermodynamic data and the interfacial energy (especially the 
amplitude of anisotropy) were unrealistic in Assadi’s model, it did show that the 
solidification of intermetallic can start with a non-equilibrium composition and 
proceed with solid state ordering to a stoichiometric compound without a change in 
the actual morphology. This is important when developing a coarse grid model based 
on the diffuse interface theory where the chemical composition in the interface region 
is not necessarily to that at equilibrium. In fact, a very fine, anti-phase domain  forms 
during solidification of Al-Fe alloys and which terminates at dislocations [251]. 
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Fig. 3.11 The predicted kinetics of intermetallic growth using a phase field model [250]. (a) 
Dendrite growth velocity as a function of total undercooling, i.e., the difference between the 
liquidus and the initial temperature, worked out from 2D simulations of dendritic solidification with 
solid-state ordering of a stoichiometric alloy in the symmetric system. (b, c) Results of 2D 
simulations for adiabatic solidification of a stoichiometric alloy, (b) with and (c) without anisotropy, 
considering solid state ordering (Mo = 0.5 mol J-1s-1). The grey level in both cases relates to the 
degree of chemical long-range order, whereas the uniform grey levels in the isotropic case also 
signify crystal orientation of the grains [250]. 
Chapter 4: Experimental Methods 
 
- 68 -
4 Experimental Methods 
4.1 X-ray Radiography & Tomography 
Since Jackson and Hunt [252] found a number of organic analogues to model the 
crystal growth in metallic alloys using Jackson’s α-factor, many studies were focused 
on observing the kinetics of various crystallization behaviours during 
solidification [253-255]. Those investigations did provide qualitative validations to 
many numerical solutions of dendritic and eutectic growth derived from diffusion 
theory. However, the results obtained from such observations as pore nucleation and 
faceted intermetallic growth in the organic analogues cannot be safely applied to 
metallic systems because the basic assumption of similar ratios of different 
characteristic lengths (lD:lT:lC) between two systems does not hold any more [256]. 
Therefore, it is necessary to perform in situ observations directly on the solidification 
of the real alloying system. 
X-ray radiography and tomography use stimulated polychromatic (laboratory source) 
or monochromatic (synchrotron source) x-ray radiation penetrating through the body 
of the material and projecting the attenuated light onto high resolution detectors. The 
x-ray intensity (Ix) transmitted through a dense material is given by [257]: 
)exp(0 xII xx Δ−= μ  (4.1) 
where Ix0 is the incident x-ray intensity, Δx is the thickness of the sample, and μ is the 
linear attenuation coefficient which reflects the removal of x-ray photons from a beam 
by interaction with electrons of the material probed. The mass attenuation 
coefficient (μ/ρ) is approximately constant for different materials in a specified 
energy and thus can be used to characterizing different materials. As shown in 
Fig. 4.1, the mass attenuation coefficient for different elements (Al, Si, Fe, Cu, & H) 
varies differently as the photon energy increases, especially in the range of 15~40keV 
where x-ray beam is usually used for radiography and tomography studies [258, 259]. 
For example in Al alloys containing Si, Cu, Fe and hydrogen, the significant 
difference between the absorptivity of x-ray in various phases (primary Al, secondary 
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Al5FeSi, and hydrogen porosity) makes them observable and distinguishable during 
solidification especially when high resolution imaging techniques (~1μm/pixel) are 
used. In addition, three dimensional microstructure of materials can be reconstructed 
from two dimensional images captured from different angles of projections using 
numerical algorithms such as the back-projection algorithm [259]. Therefore, the 
interior microstructure of the solidified samples can be visualized in 3D non-
destructively with relatively high spatial resolution (1~15μm/voxel).  
In this chapter, the kinetic of porosity and Fe-rich intermetallic formation in various 
alloying systems is quantified using state-of-the-art in situ radiography, coupled with 
well designed furnaces. The final size and morphology of both phases are 
characterized using both laboratory x-ray and synchrotron x-ray tomography. 
4.1.1 X-ray Temperature Gradient Stage (XTGS) 
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Fig. 4.1 Values of the mass attenuation coefficients as a function of photon energy for element Al, 
Si, Fe, Cu, and H [258]. 
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Directional solidification allows freezing a liquid into columnar dendrites against the 
externally-induced temperature gradient by pulling the specimen with a specific 
velocity. This procedure results in the formation of a steady liquid–solid interface at a 
desired position where the growth of critical features (pores and dendrites) can be 
measured as a function of local conditions (temperature and pressure). To study the 
kinetic of porosity formation, a laboratory x-ray source combined with a two zone 
furnace previously constructed by Lee and Hunt [260] was used, as shown in Fig. 4.2. 
The furnace is designed so that it allows different phase evolutions (e.g. columnar 
dendrites & pores) in the semi-solid region of Al-Cu alloys to be imaged in real time 
during directional solidification.  
The unique configuration of the two zone furnace (Fig. 4.2a) for observing 
700°C 500°C 300°C
BN-Boat
Hot-Stage
Cold Stage
Travelling 
Zone
Furnace
Molten 
metal
X-ray 
Window
(a) (b)  
Fig. 4.2 Schematics of the two zone furnace: (a) a boat made of boron-nitride travelling from the 
hot stage to the cold stage while freezing molten metal in between leaving the partially solidified 
region to be captured by x-ray imaging [156], and (b) the temperature distribution of the furnace 
simulated in an Al-Cu alloy using Procast 2006. 
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solidification processes was initially proposed by Hunt et al. [261], who developed a 
temperature gradient microscope stage (-100~200°C) to freeze organic analogues 
while imaging the growth of microstructure. Based on this idea, Lee and Hunt [260] 
designed a X-ray Temperature Gradient Stage (XTGS) using silver and copper 
heating elements in “hot” and “cold” zones respectively. The hot zone consists of a 
silver block heated up to 600~700°C, while the cold zone consists of a copper block 
and a water cooling system behind it providing flexible adjustments of temperature in 
the range of 200~500°C. The two zones are separated by an adjustable distance, set to 
27 mm for these experiments, allowing solidification microstructures in light weight 
metals at much higher temperature ranges (400~700°C) to be imaged. The heating 
elements and the water cooling systems were packed by refractory bricks and their 
temperatures were directly measured by four K type thermocouples. Using the input 
analog signal from thermocouple measurement, a PID temperature controller is 
employed to adjust the electric power supply in order to maintain a constant 
temperature in each zone. Latent heat from solidification is removed by a water 
cooling system behind the bottom heating element and/or by compressed air cooling 
in front of the viewing window when the molten metal moves downwards. 
As shown in Fig. 4.2 a, a 166.5 ×19.8 ×1 mm molten Al alloy (Al-4.0wt.%Cu or Al-
12.0wt.%Cu) is contained in a high purity boron nitride (BN) boat 2 which moves 
vertically via a small cogwheel driven by a DC motor through a pinion track. The boat 
is held to the pinion track by two pins that are inserted into holes in the boat and the 
track. The speed of the pinion track is controlled by the voltage supplied to a DC 
motor. The linear correlation between voltage and motor rotation velocity allows the 
track speed to be easily set according to the desired solidification velocity. 
                                                     
2 Boron Nitride Products GmbH, Kempten, Germany 
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The BN boat is made of two pieces of plate which are assembled prior to each 
experiment. Two thermocouples are inserted into the groves inside the boat with a 
vertical distance of 20 mm and their welding points are in direct contact with the 
molten metal in the middle of the boat. This allows the local temperature history to be 
recorded during solidification. 
After the molten metal is cast into the boat through pouring the basin through a small 
opening at the bottom, the boat is filled and passes through a temperature gradient 
zone inducing a well controlled solidification. As seen in Fig. 4.2 b, the calculated 
temperature distribution in a directional solidification of Al-12wt.%Cu alloy 
illustrates the semi-solid region (540~640) is maintained in the x-ray viewing window 
where x-ray radiation passes and radiographs are taken. 
The x-ray radiography & tomography machine is of the type μ tome. This machine 
has a high-resolution detector (max. 2 µm/pixel) with a short readout time (min. 
200 ms) which is especially suitable for in situ imaging as seen in Fig. 4.3a. During 
experiments, the 2-zone furnace is placed inside the x-ray machine where real time 
images of the solidifying structure are collected, as schematically shown in Fig. 4.3b. 
(a) (b)  
Fig. 4.3 X-ray Temperature Gradient Stage (XTGS) used for in situ observation of porosity 
formation including: (a) the x-ray radiography and tomography machine, and (b) the furnace 
placed inside the x-ray machine and controlled remotely by a laptop through a multi-functional 
datashuttle. 
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4.1.2 Synchrotron X-ray Radiography 
The limitation of the XTGS rig is that the relatively large 2D viewing 
region (20×20 mm) and the heavy configurations of the XTGS apparatus, it is difficult 
to achieve a high resolution (~1 µm/pixel) while preserving the region of 
interest (ROI) especially when a laboratory x-ray source is used. To observe the 
growth kinetics of Fe-rich intermetallics, a higher resolution has to be used because of 
the thin nature of these phases (1~15 μm). To overcome this restriction, another small 
furnace equipped with an infrared heater was designed by P. Rockett, D. Fuloria, 
R.W. Hamilton, P.D. Lee and J. Wang. It was subsequently used in the synchrotron x-
ray radiography experiments.  
As shown in Fig. 4.4 a, the furnace is equipped with an infrared heater which provides 
a spot heating at the centre of the specimen while allowing the parallel x-ray to pass 
through that region. The whole sample size is 100×5×1 mm but only a small 2D 
ROI (2×2 mm) is imaged during in situ melting and resolidification of Al alloys. The 
same high purity boron nitride (BN) as XTGS is used to machine a boat with a cavity 
of the sample size (Fig. 4.4 a). In the small groove above the specimen, a K-type 
thermocouple measures the temperature of the solidifying region and transfers the 
data to the remote temperature controller through a datashuttle. A synchrotron 
(a) (b)
Fig. 4.4 Synchrotron x-ray radiography apparatus for in situ observation of Fe-rich intermetallic 
formation. (a) Schematic of the set-up of the experiments. (b) An image of the synchrotron x-ray 
source in the SRS Daresbury Laboratory, UK. 
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beam (Beamline No. 16.3 at SRS Daresbury Laboratory, UK) provides a white, 
parallel beam of x-rays (~34 keV) coupled with a 4008×2672 pixel detector/image 
change producing a pixel size of 1.0 μm (shown in Fig. 4.4 b). Using high resolution 
synchrotron radiography, the evolution of microstructure in Al alloys (Al-7.5wt.%Si-
3.5wt.%Cu-0.4/0.8wt.%Fe) was recorded by heating sample up to 640 °C (fully 
molten) and holding it for a specific period of time, successfully cooling it at various 
rates (0.1~0.9°C/s). In this way, the kinetic process of nucleation and growth of Fe-
rich intermetallic phases can be imaged at a frequency of 2Hz during solidification. 
4.1.3 X-ray Micro-Tomography (XMT) 
The 3D morphology of various microstructure features (primary dendrites, Fe-rich 
(a)
(b)
 
Fig. 4.5 Schematics of x-ray tomography using (a) laboratory based cone-beam source produced 
by Phoenix, and (b) the synchrotron parallel x-ray beam at ESRF1. 
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intermetallics, and pores) have been investigated by x-ray micro-tomography (XMT). 
For different purposes, two kinds of x-ray sources are used, as seen in Fig. 4.5. The 
laboratory based cone beam x-ray (Fig. 4.5a) employs both nano- and micro- focus 
tube sources which are well suited for volumetric computed tomography. The X-rays 
diverge from the source, pass through the sample, and are recorded on the area 
detector as the sample gradually rotates across a specific angle (120° or 360°). The 
region which remains in the beam throughout the entire rotation can be reconstructed 
using a filtered back-projection algorithm in SIXTOS3. The maximum resolution of 
this technique is strictly limited by the spot size and the distance between the source 
and the specimen. In addition, the relative low energy intensity of this polychromatic 
x-ray source combined with scattering and beam hardening (i.e. the phenomenon for 
which the average photon energy of the beam penetrating the sample increases with 
increasing sample thickness because the lower energy photons are absorbed at a much 
higher rate than the higher energy) produces high noise-to-signal ratio images, making 
some microstructure features (e.g. thin plate of Fe-rich intermetallics) impossible to 
be resolved. 
Synchrotron radiation, however, can circumvent this problem as it provides much 
uniform and strong parallel x-ray beam through the storage rings such as that 
available at European Synchrotron Radiation Facility (ESRF) schematically shown in 
Fig. 4.5b. Because of the high performance of area detectors (e.g. charge coupled 
devices, CCD), submicron resolution can be achieved in a large ROI. Using the 2D 
radiographs captured by this parallel x-ray beam, the artefacts in the 3D volume due 
to reconstruction can be minimized because each projection is independent of all the 
others. Therefore, small morphological features can be extracted and quantified using 
those 3D volumes. 
4.2 Laboratory Castings & Metallography 
Laboratory castings with simple geometries (wedge and plate) are produced to model 
the solidification conditions (cooling rates and alloying elements) generally 
                                                     
3 SIXTOS is a trademark of Phoenix/X-Ray GmbH, Stuttgart, Germany. 
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encountered in industrial alloys. Using various metallographic characterization 
techniques (optical and SEM/EDX), the final microstructures and the composition of 
some samples are examined, providing direct information for the validation of 
mathematical models developed in this work. 
4.2.1 Geometries of Laboratory Castings 
To relate the processing parameters (e.g. cooling rates and alloying additions) to the 
size distribution of pores and Fe-rich intermetallics, laboratory castings with different 
geometries were produced at both the Materials Processing Group (MPG), Imperial 
College London and Ford Research Laboratory (FRL), Detroit. 
The permanent wedge mould casting (Fig. 4.6a) is simply composed of two steel 
plates (215 mm height × 150 mm wide × 25 mm thick) forming the two sides of the 
mould which are sitting on another steel base; the slope of the two sides is allowed to 
vary from top to bottom in order to change the cooling rate. One of the other sides of 
the mould is closed with a refractory insulating brick, in which a longitudinal hole (15 
mm diameter) is drilled to provide a sprue for pouring the metal into the mould. A 
thin steel plate closes the remaining side of the mould with a refractory insulating 
blanket protecting it from directly contacting the molten metal. The mould is fitted 
(a)
Wedge casting
Metal base
Insulating
blanket
Steel 
mould
Refractory  
Metal pouring 
through a sprue
(b) (c)
Plate casting
Fe chill
Molten metal 
feeding
Green sand mould
 
Fig. 4.6 Various geometries of castings. (a) A permanent steel mould for wedge casting used at 
Imperial College London. (b, c) Sand moulds to produce (b) wedge casting and (c) plate casting at 
Ford Research laboratory, Ford, Detroit, USA. The castings (b, c) are tilted 180° after filling, 
allowing Fe chills to freeze the molten metal upwards. 
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with thermocouples both in the melt and in the wall, at different distances from the 
hot face. This allows the temperature in the melt and along the wall to be recorded for 
calculating solidification times at different positions. 
The sand wedge mould casting (Fig. 4.6b) has a thickness ranging from 10 to 70 mm 
up to the 150mm height but keeps the maximum value across the rest of the 70 mm in 
order to maintain a large liquid pocket for feeding. Therefore, the entire casting is 
220 mm in height and 130 mm in width but varying thickness gives the desired 
variations in local solidification time. There is no variation in the thickness of the 
plate casting (Fig. 4.6c), allowing both gas and shrinkage porosity to be quantified. 
After filling, both castings are tilted 180° in order to obtain good feedings simply 
using gravity. Iron chills are placed at the bottom end of the casting ensuring that the 
microstructure along the horizontal of the wedge/plate is essentially uniform and more 
importantly, to ascertain the incremental coarsening of the microstructural 
features (e.g. pores and intermetallics) with increasing distance away from the chill. 
The sample (Al-4Cu, Al-12Cu, or Al-7.5Si-3.5Cu-0.8Fe) is melted in an electric-
resistance furnace with a bath temperature maintained above 730°C. Degassing is 
done approximately 15 minutes prior to the beginning of casting and is accomplished 
by injecting Ar gas into the bottom of the crucible. High levels of hydrogen 
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Fig. 4.7 Position of the specimen from (a) wedge castings, and (b) plate castings. 
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concentration can be achieved by bubbling a gas mixture of H2-Ar into the melt for 
the desired time period. For the castings produced at MPG, the hydrogen content is 
measured by nitrogen carrier fusion method using the Ransley sample [18], while a 
AlScanTM apparatus 4 is used to monitor the hydrogen level before casting at FRL. 
4.2.2 Specimen Preparation 
After each casting, both plate and cylindrical shaped samples were cut from three 
different locations of the casting using wire electrical discharge machining (wire 
EDM). Fig. 4.7 shows the positions (P1, P2, and P3) of specimens cut at the same 
distance from the Fe chill as the thermocouples but were located in the middle of the 
casting. This ensured that cooling rates decreased from P1 to P3 in wedge 
castings (Fig. 4.7 a) and in plate castings (Fig. 4.7 b). X-ray tomographic scans were 
subsequently performed on the cylindrical samples with different resolution 
depending on the dimension of the specimens. 
Table 4.1 The grinding and polishing procedure for Al alloys 
Step Abrasive Forces
(N) 
Time 
(mins) 
Speed 
(rpm) 
Lubricant 
1 400 grit SiC 10 3 130 Water 
2 800 grit SiC 10 5 130 Water 
3 1200 grit SiC 10 6 130 Water 
4 2400 grit SiC 10 8 130 Water 
5 4000 grit SiC 10 10 130 Water 
6 1µm diamond on MD-
Nap (synthetic short nap) 15 4 130 
Alcohol-based 
Lubricants 
7 
0.25µm diamond on MD-Nap 
or 0.05µm Colloidal SiO2 on 
MD-Chem (porous neoprene) 
15 8 130 Water 
 
The plate specimens were hot mounted by phenolic resins. They were then ground in 
                                                     
4 ABB, Québec, Canada 
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semi-automatic polisher in bathes of three using SiC paper from 400 down to 4000 
grits. The final polishing of the samples were obtained using diamond paste (from 1 to 
0.25µm) and/or abrasive oxide polishing suspensions (OP-S suspension). The OP-S 
suspension contained colloidal silica suspension with a particle size of 0.04 μm and 
has a pH value of 8. The procedure used for preparing final samples is summarized in 
Table 4.1. 
4.2.3 Optical Microscope 
After metallographic preparation, optical micrographs were obtained by light 
microscopy (Olympus BX51) using a fitted camera (Olympus DP70 digital camera 
unit). Three different magnifications (10×, 20×, 100×) were used to capture the 
morphology of pores and Fe-rich intermetallics in different colour depth. 
4.2.4 Scanning Electron Microscope (SEM) 
Scanning Electron Microscope (SEM) examination of pore and Fe-rich intermetallic 
morphology and size distribution was performed on a JEOL 840 scanning electron 
microscope. The SEM images were captured by secondary electrons (SE), back 
scattered electrons (BSE) detector systems using an acceleration voltage of 20 kV. A 
OXFORD INCA Energy-Dispersive X-ray (EDX) spectroscopy equipped in the SEM 
machine was used to perform qualitative chemical analyses of various microstructural 
features. 
In addition, a Field Emission Gun SEM (FEGSEM) facility was also used to examine 
the details of Fe-rich intermetallic morphology and its relation with pore formation. 
The type of FEGSEM used was a LEO 15255, which has an improved 
resolution (1.5 nm at 20 kV acceleration voltage) and an energy dispersive chemical 
analyzing system INCA Energy 3006. 
                                                     
5 LEO Electron Microscopy Inc., Cambridge 
6 Oxford Instruments, Oxford 
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4.3 Image Analysis 
Digital video sequences acquired from in situ radiography experiments always have 
some noises (see Fig. 4.8a) such as defect pixels on the acquisition camera (DF in 
Fig. 4.8a), uneven illumination (Fig. 4.8b), and inconsistent attenuations from frame 
to frame. Noises must be removed or reduced in order to facilitate the segmentation of 
microstructural features. The classic image segmentation technique based on different 
levels of gray scale in the entire image or image stack fails in thresholding out the 
features with only local gray scale changes (e.g. the narrow edge of a β intermetallic 
needle at ~2100μm in Fig. 4.8 has an overlapping gray scale with the matrix but does 
have a local gradient in gray scale as shown in Fig. 4.8b). Therefore, a number of 
advanced image analysis tools in ImageJ7 including mean shift8, active contours9, and 
                                                     
7 ImageJ, National Institutes of Health,  USA 
8 Mean shift, Prof. Dr.-Ing. Kai Uwe Barthel, Internationale Medieninformatik, Berlin, Germany 
9 P. Andrey, T. Boudier, Adaptive Active Contours, ImageJ. 
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Fig. 4.8 (a) The raw data from a in situ radiography experiment on the solidification of a Al-Si-
Cu-Fe alloy showing pores (P1 and P2), intermetallics (β), defects on the camera (DF), 
thermocouple (TC), and uneven illumination along the diagonal axis of the image, shown by the 
value of gray scale of each pixel along this line (b). 
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stack registrations and visualization [262] were used in this study. 
In addition, tomographic raw data also have artefacts and noises introduced by beam-
hardening, uneven illumination, sample movements, and volume reconstruction. This 
leads to ring artefacts, blur edge of phases (pore/intermetallics), and unsaturated 
voxels containing only a portion of small particles. Volume data needs to be filtered 
before performing quantitative analysis of pores and Fe-rich intermetallics. 
Some image analysis programs for 2D radiography and 3D tomography both 
developed and used in this work are described below with special attention to the 
processing the in situ observation data. 
4.3.1 Noise Reduction (Filtering) 
Noise reduction for radiography images is realized using the following procedure: 
Defect pixels on the camera (Fig. 4.9a) are removed by subtracting the whole image 
stack (Fig. 4.9b) with a background image which is obtained from Z-axis median 
filtering of 20 images taken before solidification and the detailed algorithm is 
described in Lee’s PhD thesis [260]; 
The real gray scale range in the resulting image stack is expanded to the whole range 
of a 8 bit integer; and 
The whole image stack is filtered using a mean shift algorithm to remove the noise 
while preserving edges (Fig. 4.9c). 
The important feature of the mean shift filtering is that it has the capability to 
normalize a ROI composed of only the fine microstructure features while enhancing 
the contrast on its boundary. In computer vision and image processing, this can only 
be done by data clustering algorithms such as mean shift, level set, and phase field 
methods. Different from other techniques which use pre-defined probability density 
functions (PDF), mean shift calculates the mean shift vector from the kernel density 
gradient estimation. Since each pixel of an image is associated with a spatial location 
and a particular colour (gray scale), the set of neighbouring pixels within a spatial 
radius and a defined colour distance can be determined. For this set of neighbour 
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pixels, the new spatial centre (spatial mean) and the new colour mean value can be 
calculated. These calculated mean values serve as the new centre for the next 
iteration. The described procedure is iterated until the spatial and colour (or gray 
scale) mean stops changing. At the end of the iteration, the final mean colour will be 
assigned to the starting position of that iteration. Therefore, the gray scale of each 
pixel in the whole ROI is normalized to the centre of mass of the microstructural 
feature as seen from gray scale 3D plotting for a bubble (Fig. 4.9d-I, II) and a Fe-rich 
intermetallic particle  (Fig. 4.9e-I, II). 
The noise in the 3D dataset of tomography scans was removed by the following steps: 
(c)
(b)
(a)
(d-I)
(d-II)
(e-I) (e-II)
 
Fig. 4.9 Image noise reduction process: (a) the background image of synchrotron radiography 
taken without sample is subtracted from (b) the raw data from a in situ radiography experiment on 
the solidification of a Al-Si-Cu-Fe alloy, and filtered using mean shift algorithm to obtain (c) a 
clean image containing locally separable microstructural features such as (d-I, II) pores and (e-I, 
II) Fe-rich intermetallics. 
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Using RingCorrection, v0.21, a program developed in the European Synchrotron 
Radiation Facility (ESRF)10, ring artefacts are removed; 
The 3D 3×3×3 median filter in Amira11 and VgStudioMax12 is used to reduce the 
speckle noise and salt and pepper noise. 
The median filter is a common non-linear digital filtering technique, which performs 
gray scale sorting in an odd number of pixels/voxels and chooses the median value as 
the new gray scale of the centre of those pixels/voxels. The fine edge of 
microstructure features is naturally preserved by repeating this process in each voxel 
with a limited number of neighbours (e.g. 3×3×3 is used throughout this study). 
4.3.2 Segmentation (Thresholding) 
The segmentation of each phase in radiography and tomography is done by multiple 
thresholding techniques. The simplest way to pick up a specific phase 
(pores/intermetallics) within an image is to binarize it by setting a threshold value 
above which the gray scales in the pixels/voxels are set to one extreme (e.g. white) 
and all others are set to another extreme (e.g. black). However, in most samples, 
finding one threshold compatible to the entire image is very difficult, and in some 
cases even impossible (e.g. the radiography data in Fig. 4.8a). Therefore, adaptive 
image binarization (ROI based single value thresholding using ImageJ) or the active 
contour (snake) method is used. As schematically shown in Fig. 4.10a, the gray scale 
value changes from left to right randomly but does have different local gradients 
similar to the real gray scale plot in Fig. 4.8b. Based on those gradients, it can be 
segmented into a number of discontinuous gray scale values (Fig. 4.10b) which may 
represent different phases or different objects of the same phase. The process of 
detecting the edge of an object using active contour method involves defining an 
initial shape within a ROI and moving its contour edge like a deforming balloon by 
minimizing the following total energy [263]: 
                                                     
10 European Synchrotron Radiation Facility, Grenoble Cedex, France 
11 Amira, Mercury Computer Systems SAS…PA Kennedy 1 - BP 50227  F-33708 Merignac Cedex  France 
12 VgStudioMax, Volume Graphics GmbH Wieblinger Weg 92a 69123 Heidelberg Germany 
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[ ] dlpEpEIE exty ∫ += 10 int )()()(  (4.2) 
where p is a point on the spline (snake) of the growing/shrinking envelope of the 
object (p=p(x, y, z)), l is the length parameter, and Eint(p) is the internal energy of the 
spline due to bending which is written as [263]: 
⎥⎦
⎤⎢⎣
⎡ += 2''22'1int )()(2
1)( lplpIE y εε  (4.3) 
where ε1 and ε2 are weighting parameters that control the snake’s tension (elasticity) 
and rigidity, respectively. 
The external energy function Eext is obtained from the image so that it drives the 
spline toward its local minimum where salient image features like lines, edges, and 
object boundaries exist. Typical external energies used in this study are [263]: 
2)1( )( yyext IIE ∇−= or [ ] 2)2( )( yyext IGIE σ∇−=  (4.4) 
where Gσ is a Gaussian function and Iy is the gray scale intensity of that pixel/voxel, 
which is a function of position. In this way, the internal and external “energy” 
introduces two forces on the opposite direction and the expanding/shrinking velocity 
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Fig. 4.10 (a) The schematic representation of gray scale variations in the image which is 
segmented by (b) active contour method [264]. (c) Schematics of image stack from the 
radiography experiment which is visualized by aligning the structural features to the sequential 
parameters such as time or temperature. 
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of a point on the spline depends on the local gray scale intensity. The final contour is 
locked on the boundary of an object within an image and thus edges are detected by 
minimizing the total energy (Eq.4.). Therefore, the segmentation of an image stack 
especially from radiography experiments is performed using a Plugin in ImageJ13. 
For most of the tomographic data, single value segmentation is used to extract the 
pores by labelling field/voxel in Amira and/or defect detection in VgStudioMax but 
user-guided ROI adaptive thresholding is used to obtain the Fe-rich intermetallics. 
4.3.3 Quantification & Visualization 
The binarized image/volume is quantified to obtain the size distribution and 
morphology of pores and intermetallics. For 2D images, this was done using the 
particle analysis function in ImageJ. Defect analysis function in VgStudioMax was 
used to calculate the 3D characteristics of particles. In addition, the orientation and 
aspect ratio of some intermetallics in 3D was also obtained by a singular value 
decomposition program (SVD) from the Gnu scientific library (GSL) 14. Pore 
evolutions during solidification (Fig. 4.10c) are visualized by colour coding them with 
solidification temperatures as shown in Fig. 4.10d using a plug-in developed by 
Forster et al. [262] in ImageJ (Extended Depth of Field15). Pores and intermetallics 
are also visualized by assigning colours to their sizes in 3D using a commercial 
software, VGStudioMax. 
                                                     
13 Adaptive active contours for segmenting complex structures in biological images developed by P. Andrey and T. Boudier. 
14 GNU General Public License software, 51 Franklin Street, Fifth Floor, Boston, MA 02110, USA 
15 Biomedical Imaging Group, EPFL, Lausanne, Switzerland. 
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5 Model Theory 
The mathematical model developed in this thesis includes a thermodynamic model for 
the Gibbs free energy (phase equilibrium calculation) and a kinetic model for the 
nucleation and growth of secondary Fe-rich intermetallics in multicomponent 
systems. It is implemented into the in-house μMatIC model [102, 260, 265] for 
simulating not only dendritic structure of primary Al but also pore formation during 
solidification. Combining the aluminum alloy databases (TCBIN V.1.0, and SSOL2 
V. 2.1) [266] with recent thermodynamic data from the literature [7, 267], the phase 
diagrams of Al-Si, Al-Cu, Al-Si-Cu, and Al-Si-Fe are calculated using the 
commercial software, Thermo-Calc16. Data from the equilibrium phase diagrams are 
then further simplified in a way that will be clarified later. This allows them to be 
used as inputs in the kinetic model to calculate the driving force (ΔG or ΔT) for the 
formation of different phases. 
Assuming a diffuse S/L interface but a sharp S/G or L/G interface, the solute 
distribution in each cell on a uniform grid is obtained by solving multicomponent 
diffusion using a finite difference technique. The local equilibrium 
states (temperature/concentration) are then updated by thermodynamic calculations 
using the combination of the new concentrations and the local temperature and 
pressure from a macromodel, ProCast200717. The probability of nucleation and the 
velocity of growth are then simulated by comparing the sum of undercooling/free 
energy with the critical ones. Growth anisotropy of the primary phase is simulated 
using a decentred square/octahedron algorithm as detailed previously [75]. Two 
separate methods (decentred needle/plate and phase field) are implemented for taking 
into account the anisotropy of S/L interfacial energy of Fe-rich intermetallics. In 
addition, the probability of atomic attachment on highly faceted planes is 
                                                     
16 Thermo-Calc Version TCCR, Stockholm 
17 ProCast2007, ESI Group, Paris 
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approximated by a Monte Carlo method. The μMatIC model [22, 40, 197] is further 
extended to include the influence of intermetallics on the nucleation and growth of 
pores by simply changing the interfacial energy and the mobility of hydrogen in the 
liquid. To predict the formation of hydrogen porosity as well as solidification 
shrinkage in real casting components (e.g. an engine block), the entire micromodel is 
directly implemented as a subroutine into a macroscale heat transfer and fluid flow 
model (ProCast2007). 
In this chapter, the thermodynamic data used in this study is summarized, and is 
followed by the description of the novel extension of the in-house kinetic models. It 
includes the nucleation and growth of primary phase in multicomponent systems, the 
formation of secondary Fe-rich intermetallics, and various influences (alloying 
elements and intermetallic phases) on porosity formation. 
5.1 Thermodynamics 
Thermodynamic modelling was performed using ThermoCalc, which allows global 
phase optimization via user defined functions and built-in equations. By minimizing 
the total Gibbs free energy and calculating the most stable phases via the CALculation 
of PHAse Diagrams (CALPHAD) method, the relation between composition and 
temperature for a specific phase can be obtained in multicomponent systems. Using 
the generated binary and ternary phase diagrams, realistic thermodynamic 
assumptions can be successfully made and used in the kinetic model. 
To obtain the thermodynamic properties relevant in the kinetic models, the following 
procedures are employed: 
Liquidus/solidus temperatures: After the phase diagram is calculated, the liquidus and 
solidus temperatures are chosen from the point on the S/L separation line/surface 
corresponding to initial compositions and the final eutectic point respectively. 
Liquidus slope: By fitting a straight line from the liquidus to the eutectic point, the 
simplified liquidus slope in the Al-rich region is obtained for a binary phase diagram. 
The liquidus slope for a specific component in a multicomponent system is achieved 
by changing its initial solute concentration in the liquid, calculating the liquidus 
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temperature for that composition and constructing the linearized approximation to fit 
the real liquidus surface. 
Partition coefficients: obtained from the equilibrium compositions (Cs/Cl) and 
averaged over a specific temperature range using Thermo-Calc. 
5.1.1 Binary Al-Cu, Al-Si, and Al-Fe Phase Diagrams 
The binary phase diagrams of Al-Si and Al-Cu in the Al-rich corner are calculated 
from Thermo-Calc using the TCBIN V.1.0 database (shown in Fig. 5.1). According to 
this equilibrium phase diagram, the maximum solubilities of Cu in primary α-Al is 
5.81 in weight percent, compared to 1.55 wt.% for Si. The liquidus and solidus can be 
obtained from Fig. 5.1 for four different initial compositions, as listed in Table 5.1. It 
can be seen that solidification starts from different liquidus temperatures and proceeds 
with partitioning solute (Cu/Si) from the primary Al to the liquid with an equilibrium 
segregation ratio (0.173/0.125) before it completes at 548°C for Al-Cu and 577°C for 
Al-Si. The final eutectic concentration is 33.3 wt.%Cu and 12.5 wt.%Si. 
The binary phase diagram of Al-Fe alloy is also shown in Fig. 5.2a. The predicted 
maximum solubility of Fe in primary Al is 0.0466 wt.% which agrees well with 
previous publications [6]. The Al/Al3Fe eutectic concentration is 1.82 wt.% at 654°C, 
giving a partition coefficient as low as 0.02. Therefore, most of the solute Fe does not 
occupy sites in the FCC crystal. Instead, it actually enriches the last portion of liquid 
in equilibrium conditions and forms the eutectic phase. The Fe-rich liquid may form a 
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Fig. 5.1 Binary phase diagrams of (a) Al-Cu, and (b) Al-Si in the Al-rich corner. 
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number of metastable (e.g. AlnFe, 3 < n < 6) and stable (Al3Fe) intermetallics during 
solidification [6]. To illustrate the effect of the initial Fe content on the evolution of 
solid fraction, a simple calculation using Scheil-Gulliver equation is performed [68, 
69]. As shown in Fig. 5.2b, the amount of eutectic (Al/Al3Fe) increases from 20% to 
nearly 90% as the Fe level increases from 0.4 to 1.6 wt.%. The exact volume fraction 
of individual Fe-rich intermetallics in real castings may vary as a result of changes in 
cooling conditions or alloying elements. However, the initial Fe content has a large 
influence on the total amount of Fe-rich intermetallics. 
Table 5.1 Thermodynamic properties extracted from Thermo-Calc 
Alloys Liquidus/Solidus (TL/TS) Liquidus Slope (mL) Partition Coef. (kP)
Al-4wt.%Cu 650°C / 548°C -3.5 0.173 
Al-10wt.%Cu 632°C / 548°C -3.7 0.173 
Al-12wt.%Cu 629°C / 548°C -3.9 0.173 
Al-7.5wt.%Si 613°C / 577°C -7.1 0.125 
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Fig. 5.2 Al-Fe binary system: (a) Al-Fe phase diagram, and (b) calculated fraction of solid 
evolution as temperature decreases in four different Fe concentrations (0.4, 0.8, 1.2, and 1.6 wt.%) 
using the Scheil-Gulliver equation [68, 69]. 
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5.1.2 Ternary Al-Si-Cu and Al-Si-Fe Phase Diagrams 
A thermodynamic calculation is performed to obtain the Al-Si-Cu ternary system 
using SSOL2 V. 2.1 in Thermo-Calc. As seen in Fig. 5.3a, the red lines show the 
invariant reactions and the light gray lines are the isothermal sections with a depth of 
20°C. In the Al-rich corner, the liquidus surface drops from the 660°C to the ternary 
eutectic reaction point at 510°C. As long as the initial compositions of Si and Cu do 
not exceed 12.5wt.%Si and 33.3wt%Cu, only Al2Cu and Si are in equilibrium with 
the aluminium solid solution and the liquidus surface includes two monovariant 
line (L→Al+Al2Cu and L→Al+Si) and an eutectic point (L→Al+Al2Cu+Si). 
Therefore, the liquidus temperature and partition behaviour can be simplified to a 
combination of two binary Al-Si and Al-Cu diagram as shown in Table 5.1. 
The intermetallic phases (α-Al8Fe2Si and β-Al5FeSi) have not been included in the 
thermodynamic databases in Thermo-Calc. However, the addition of Fe to the phase 
equilibria of Al-Si systems has been reported several authors [213, 267]. According 
the well validated data published by Du et al.[213], the Gibbs free energy for α and β 
Fe-rich intermetallic phases are given as [213]: 
TGGGG ADiamondABCCAlFCC 88568.074.249872.025.055.0 4_Si
2_
Fe
_
AlSi:Fe:Al −−=−−−α (5.1) 
TGGGG ADiamondABCCAlFCC 38056.13.219994.019.071.0 4_Si
2_
Fe
_
AlSi::FeAl +−=−−−β (5.2) 
(b)
FCC Al + 
Pure Si
Al/Al2Cu
Isothermal Depth = 20°C
(a)  
Fig. 5.3 Projection of the liquidus surface in (a) the Al-Si-Cu system, and (b) the Al-Si-Fe system. 
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where T is the temperature in Kelvin, GAlFCC_Al is the Gibbs free energy of aluminium 
in the f.c.c. primary phase, GFeBCC_A2  is the Gibbs free energy of iron in the b.c.c. 
phase, and GSiDiamond_A4 is the Gibbs free energy of silicon in the diamond-like f.c.c. 
phase. All of them can be found in the SSOL2 V. 2.1 database in Thermo-Calc. Hence, 
the Al-Si-Fe phase diagram can be calculated by implementing the user functions of α 
and β Gibbs free energy. As shown in Fig. 5.3b, the following five reaction may be 
present during solidification of Al-Si-Fe alloys:  
L → Al + Al13Fe4 (5.3) 
L → Al + α -Al8Fe2Si (5.4) 
L + Al13Fe4→ Al + α -Al8Fe2Si (5.5) 
L → Al + β -Al5FeSi (5.6) 
L → Al + β -Al5FeSi + Si (5.7) 
The first three reactions occur before 601.46°C and thus they may be suppressed if the 
liquidus temperature is below that value, resulting in only the formation of β -Al5FeSi 
by the last two reactions. The predicted temperature for the reactions in Eq.5.6 and 
Eq.5.7 are 601.46°C and 574.28°C respectively. The concentration of Fe in β-Al5FeSi 
phase can change from 5 to 30 wt.% while the Si content varies from 10 to 30 wt.%. 
Although no ternary intermetallic compound is present in the ternary Al-Si-Cu 
system, the addition of Fe to this system results in the formation of a number of 
ternary Fe-rich intermetallic phases such as α-Al8Fe2Si and β-Al5FeSi. However, 
small amount of Fe (<1.6wt.%) additions to Al-Si-Cu alloys do not change the 
liquidus temperature at the Al-rich side of Al-Si-Cu significantly because of the 
negligible solubility of Fe in the solid solution of primary Al. 
5.2 Kinetics 
The kinetics of solidification includes both nucleation and growth, and varies from 
phase to phase as the dominating mechanism changes. This thus requires the 
development of different kinetic models to predict the phenomena observed in 
solidification. In this study, previous porosity model and primary Al model are 
combined and significantly improved. The novelty of this work is due to the 
development of the first Fe-rich intermetallic model using decentred plate, Monte 
Carlo, and phase field methods. Using realistic thermodynamic data, the final 
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combined kinetic model allows predictions of those phenomena such as: 
Solid crystal nucleation: Using classical nucleation theory (CNT) and some widely 
used assumptions [28, 29, 50, 57, 75, 268], the nucleation kinetics is simulated by 
relating each nucleus to a specific value of free energy according to the deductions in 
this work. 
Primary Al: Based on the previous model for binary alloy systems [75], the primary 
Al nucleation and growth in multicomponent system is implemented and simulated. 
Secondary intermetallic: Starting from the original statistical physics of solidification 
process, a general set of kinetic equation is obtained and implemented in this work to 
predict the morphology of faceted intermetallics. 
Porosity: Coupling the well validated in-house porosity model with a commercial 
macroscale model (e.g. Procast200718), both gas and shrinkage porosity are predicted. 
In this section, the above models will be summarized and the deduction process and 
implementation methods of the nucleation model and intermetallic growth model will 
be discussed in detail. The simulation techniques, including how this microscale 
kinetic model is coupled to a macroscale fluid flow model, will be shown in the end. 
5.2.1 Nucleation 
Nucleation is a stochastic process which varies over a wide range of supersaturation 
ratios according to experimental measurements [50, 269]. Recently, Greer [57] found 
that nucleation in grain refined aluminium alloys is not a thermally activated process 
but governed by athermal mechanisms as previously defined by Fisher et al.[28], 
where pre-existing nuclei are promoted from unstable to stable upon cooling. 
Therefore, the nucleation process is pre-determined by the size of refiners. Usually, 
the particle size distribution is assumed to follow a Gaussian function, giving rise to 
nucleation density as a function of critical undercoolings. This justified the nucleation 
models used previously in modelling solidification process such as those formulated 
                                                     
18 ESI Group, Paris 
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by Charbon and Rappaz [268] and implemented by Wang et al. [75]. 
In experiments it is often difficult to specify the critical undercooling, ΔT, at the S/L 
interface due to the liberation of heat of crystallization especially for the formation of 
small nuclei. In addition, the strong anisotropy in the interfacial energy of Fe-rich 
intermetallics makes the attachment kinetics of atoms to the surface of the initial solid 
crystal extremely non-linear with undercooling as pointed out by Jackson [241]. 
Furthermore, cooling rates can change the regimes of intermetallic solidification from 
ordered compound, to disordered solid solution, then to metallic glass simply by 
increasing the driving force of free energy [248]. Therefore, free energy must be 
related to the nucleation kinetics instead of the undercooling as initially formulated by 
Volmer and Weber [44], and physically improved by Becker and Döring [47] and 
then by Turnbull [29]. 
The free energy and nucleation probability relation allows the prediction of both 
homogeneous and heterogeneous nucleation. In addition, the previously developed 
undercooling controlled and supersaturation controlled nucleation function for 
primary phase and porosity, respectively, are also used in the present study. 
5.2.1.1 Homogeneous & Heterogeneous Nucleation 
Following the philosophy of nucleation formation given by Charbon and 
Rappaz [268] and Quested and Greer [36], the nucleation probability of a specific cell 
within a domain is simplified to the following Gaussian distribution: 
⎥⎥⎦
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where ΔE is the relative free energy (ΔE = ΔGT/RT), and f (DS) and g (θ ) are the 
factors which characterize the local conditions for nucleation such as mobility of the 
atoms and pressure effects (e.g. cavitations) for nucleation. The value of distribution 
parameters (ΔEM  and ΔEσ) can be obtained from homogeneous or heterogeneous 
nucleation experiments by converting the measured undercooling to the relative free 
energy. For example, the relative free energy of the pure substance can be obtained 
by: 
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where Tm is the melting point of the material. Therefore, Eq.5.8 is applicable to both 
homogenous and heterogeneous nucleation not only for primary Al but also for the 
secondary phase where the local undercooling is difficult to obtain. In this study, we 
assume that both f (DS) and g (θ ) are unity and ΔEM and ΔEσ are 2.5 and 0.5 
respectively in order to fit the experimentally determined nucleation in the 
temperature range between 550~580°C in Al-Si-Cu-Fe alloys. 
5.2.1.2 Athermal Heterogeneous Nucleation of Primary Phase 
Using Greer’s nucleation theory [57], the athermal heterogeneous nucleation is 
simulated by randomly placing the potential nuclei associated with various critical 
undercoolings (∆T*) in the simulation domain. The distribution of undercooling 
within that domain is described as a Gaussian distribution which was initially given 
by Charbon and Rappaz [268] and implemented by Wang et al. [75]: 
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According to this formula, each nucleus can be associated with a specific 
undercooling (∆T), NV represents the maximum number density of nuclei, ∆TM is the 
mean undercooling of all the nuclei cells, and ∆Tσ is the standard deviation of the 
undercooling from the mean. 
In order to activate the nucleation event, the total undercooling in a cell must exceed 
the specific critical undercooling, as given by: 
** TTTT Δ>−=Δ  (5.11) 
where T* is the local equilibrium liquidus temperature within the cell and T is the 
updated temperature in that time step. The equilibrium liquidus temperature is 
calculated from the phase diagram and kinetic undercooling is either ignored or set to 
a fixed value. The updated undercooling is used to determine the potential for 
heterogeneous nucleation.  
As well as stochastic nucleation, pre-fixed nucleation is used to simulate the growth 
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of columnar dendrites or equiaxed structure with the desired primary dendrite spacing 
and grain orientation from some controllable sites. At the beginning of the simulation, 
a few grains are specified in specific cells with a certain level of undercooling. In 
other words, the indices of these cells are assigned as ‘growing’. 
5.2.1.3 Heterogeneous Nucleation of Porosity 
The nature of stochastic nucleation of porosity is simulated by assigning nucleation 
sites randomly at the beginning of a simulation. The nucleation event is, however, 
determined by the local supersaturation (ss) ratio of hydrogen in the cell, which is 
given by [149]: 
*/ HH
H CCss =  (5.12) 
where CH is updated by solving the mass conservation equation of hydrogen and CH* 
is the local equilibrium hydrogen content which can be obtained by: 
0
*
0
* / PPCC HH =  (5.13) 
where P0 is the atmospheric pressure, P is the local pressure in the calculation cell 
which is the sum of atmospheric pressure and metallostaic head, CH0* is the solubility 
(ml/100g STP) of hydrogen in the liquid at one atmosphere pressure as measured by 
Ransley and Neufeld [18] and combined with the correction factor for alloying [164]: 
Si
L
Cu
L
Mg
LH CCCTC 0119.00269.00170.0796.2/2760)log(
*
0 −−++−=  (5.14) 
Here CLMg, CLCu, and CLSi are the liquid concentration of Mg, Cu and Si respectively. 
Using a Gaussian function similar to that for grain nucleation [268], pore nucleation is 
simulated by the following equation [269, 270]: 
⎥⎦
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where ssH is the supersaturation ratio of hydrogen (CH/CH*). The mean value (ssMH) 
and the standard deviation (ssσH) of the supersaturation can be obtained by in situ 
experiments [156]. According to the present experiments in Al-4wt.%Cu and Al-
12wt.%Cu, it ranges from 1.2 to 3.0 which agree well with previous 
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investigations [156]. Once the nucleation barrier is overcome, a bubble is created with 
the initial radius calculated from the ideal gas law and Sievert’s law: 
]1)/[(
2
2*
0 −
=
HH
GL
p CCP
r γ  (5.16) 
where γGL is the interfacial energy between gas and liquid. 
5.2.2 Growth Kinetics 
The kinetics of solidification includes two distinct processes: (1) Diffusion of the 
liquid atom to the most favourable sites at the closest crystal lattice which usually 
requires extra energy to make that atom active enough; (2) Attachment of that atom to 
the neighbouring atoms, which involves creation of metallic and/or covalent bonds 
with its neighbours. The former process is governed by the activation energy (ΔGA), 
while the latter one is controlled by the Gibbs free energy (ΔGT). In the inverse 
reaction (melting), the atoms can also receive an amount of energy (ΔGA +ΔGT) that is 
large enough to break the relatively strong bonds, diffuse away from the S/L interface 
and finally join the liquid. The final kinetic process of solidification is a function of 
atomic hopping frequency which can be classified as forward jump (solidification) 
and backward jump (melting). 
 
Fig. 5.4 The probability of phase transformation. 
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Thanks to the milestone work presented by Boltzmann in his famous kinetic theory of 
gases, the entropy is connected to the thermodynamic probability by a logarithmic 
function. Based on this, Smoluchowski [41] and Einstein [42] established the well-
known exponential relation between thermal fluctuation probability and free energy. 
The probability of atomistic forward and backward jumps is well characterized by the 
following exponential functions [43]. 
As seen in Fig. 5.4, a simplified atomic jumping flux from liquid to solid is given by 
the following probability function [41-43]: 
⎥⎦
⎤⎢⎣
⎡ Δ−=
RT
Gp Aexp1  (5.17) 
and the probability of remelting is written as [41-43]:: 
⎥⎦
⎤⎢⎣
⎡ Δ+Δ−=
RT
GGp TAexp2  (5.18) 
Therefore, the total probability for solidification is summarized by: 
)1(1213 Tppppp −=−=  (5.19) 
where the probability contributed from thermal fluctuations is: 
⎥⎦
⎤⎢⎣
⎡ Δ−=
RT
Gp TT exp  (5.20) 
Combining Eq.5.17, Eq.5.18 and Eq.5.19, the growth velocity can be written as a 
function of those probabilities [41, 42, 107]: 
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GGGv TATA exp1exp),(  (5.21) 
This general kinetic rule can be applied to both nucleation and growth of various 
phases. Depending on the relative magnitude of the activation energy and the Gibbs 
free energy, some solidification processes are defined as interface controlled (lateral 
growth), while other processes are believed to be diffusion controlled (continuous 
growth). The former occurs when an atomically smooth S/L interface exists, requiring 
a large amount of activation energy to arrange the atoms in order to fit into a 
relatively small fraction of ordered lattice sites [234]. It forms, therefore, faceted 
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shapes such as needle, plates, and scripts. The latter one occurs on a relatively rough 
surface and the activation energy can be normally reduced or removed by the presence 
of dislocations [227]. The resulting morphology of this process is usually controlled 
by the weak anisotropy in the interfacial energy between solid and liquid phase. 
Therefore, in this case, the growth velocity is almost equal to the atom arriving rate 
which can be calculated by solving diffusion equations. Primary Al is a non-faceted 
phase which forms dendritic shapes in equilibrium conditions and thus can be 
simulated by diffusion theory. However, the Fe-rich intermetallic phases are usually 
faceted (Jackson’s α-factor>2) and the growth velocity is a not simple function of 
undercooling [227]. The atomic attachment at the S/L interface must be taken into 
account if this crystal growth kinetics is to be simulated. 
In this study, different techniques including Monte Carlo, phase field, and pseudo 
front-tracking are developed to simulate the kinetics of primary Al, secondary Fe-rich 
intermetallics, and porosity using both diffusion and interface theory. The final 
multicomponent and multiphase model is coupled to a macroscale fluid flow model. 
5.2.2.1 Diffusion Controlled Growth of Primary Phase 
Many pioneers in solidification science [71, 193, 271, 272] have found that the 
incorporation of atoms to rough S/L interfaces is an easy process that only requires 
small amount of free energy. The rate of crystal growth is then only determined by the 
rate at which atoms arrive and thus is essentially controlled by diffusion. In 
solidification of face-centred cubic (f.c.c.) alloys, the dendrite tip usually advances 
whilst partitioning solutes from solid to liquid by an equilibrium coefficient of kP, as 
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Fig. 5.5 Diffusion controlled growth of dendrite with different equilibrium partition 
coefficients (kP): (a) kP<1.0, and (b) kP>1.0. 
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seen in Fig. 5.5. To model the primary Al crystal growth, many 1D analytical 
solutions of diffusion equations and empirically obtained relations have been used 
previously such as the commonly used Kurz, Giovanola, and Trivedi (KGT) 
model [265, 273]. However, it is difficult to find the correct constants for a specific 
simulation especially in 3D where not only the dendrite tip but also the growth rate of 
the entire dendrite envelope needs to be calculated. To overcome this problem, Wang 
et al. [75] combined the lever rule with volume averaged diffusion of solutes to solve 
the evolution of primary dendrites in binary systems. 
In this study, primary Al crystal growth in multicomponent systems is simulated by 
combining the phase diagram with solute diffusion at the S/L interface. Local solute 
conservation is established by calculating the equivalent solute concentration in each 
cell using the volume averaged multicomponent diffusion equation:  
)( iL
i
E
i
E CD
t
C ∇⋅∇=∂
∂  (5.22) 
where CEi and CLi, are the equivalent concentration (CEi=fSCSi+(1-fS)CLi) and the 
liquid concentration respectively, and DEi is the effective diffusion 
coefficient (DEi=fSDSi+(1-fS)DLi). Combining the lever rule with the above diffusion 
equation, we can obtain i sets of  linear equations for the primary phase [274]: 
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where kPi is the partition coefficient of solute i at the S/L interface, and fs is the solid 
fraction of the primary phase. 
Thermodynamic equilibrium at the S/L interface of liquid and primary solid occurs 
when: 
∑ ∂+=Δ+
i
i
LiLR CmTTT  (5.24) 
where TL is the liquidus temperature at the beginning of solidification, mi is the 
liquidus slope, and ΔTR is the curvature undercooling calculated by the a piecewise 
linear interface calculation (PLIC) method [95].  
In the growing cells, the solute concentration in each cell is determined by solute 
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diffusion from the neighbouring cells. The propagation of cells with specific primary 
grains is modelled by a modified decentred square/octahedron algorithm considering 
the crystallographic orientation as implemented by Wang et al. [75].  
5.2.2.2 Interface Controlled Growth of Secondary Phase 
Secondary Fe-rich intermetallics (θ-Al3Fe, α-Al8Fe2Si and β-Al5FeSi) are typically 
faceted phases with large unit cells (> 100 atoms) and directionally bonds. The 
monoclinic structure of stable binary Al3Fe phase has a Pearson Symbol mC102 and 
belongs to the Space Group C2/m. Its underlying primitive unit cell is actually very 
close to hexagonal lattice. To form this tightly bonded plate-like structure during 
solidification, a local rearrangement of the liquid structure near the boundary to 
achieve a successful atomic hop from liquid to solid is required as suggested by 
Jackson [241]. Therefore, the Wilson-Frenkel model [238, 239] applies and the 
growth velocity is given by [107]: 
⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ Δ−−⎟⎟⎠
⎞
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GDGGv TAESTA exp1exp),( λ
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where DE is the effective diffusion coefficient, λ is the atomic diffusion length, and ηS 
is the fraction of sites in the solid monolayer where an atomic jump can occur [272]. 
The diffusion to atomic length ratio (DE/λ) is approximately of the order of 10-4 to 
10.0 because the effective diffusion coefficient varies from 10-13 to 10-9m2/s [275] and 
the unit cell size of β-Al5FeSi and α-Al8Fe2Si are of 0.6nm and 1.2 nm, 
respectively [276]. The fraction of sites (ηS) is a dynamic parameter which depends 
on the local ordering and crystal structure [244, 248]. For 3D simulations, we adopted 
the value of (1/4)3 for β-Al5FeSi (monoclinic & orthorhombic) phase. 
The atomic jump frequency of liquid to solid (or reverse) can be related to the 
variations of free energy. Combining Monte-Carlo with a decentred needle/plate 
algorithm, the transformation frequency for each cell is a function of the local free 
energy including both activation energy and Gibbs free energy. By comparing the 
energy barriers with Gibbs free energy, we determine the frequency of transformation 
using the following function: 
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where Eθ is the summation of interfacial energy terms.  
The non-stoichiometric composition of both Fe and Si was simulated by changing the 
partition coefficient at the S/L interface according to local kinetic parameters such as 
growth velocity and effective diffusion. 
5.2.2.3 Phase Field Model of Secondary Phase 
A phase field model for Fe-rich intermetallic growth in multicomponent systems is 
also developed in this work. It is combined with a primary Al model through the 
calculation of solute concentrations and fraction of solids in each cell, a strategy 
similar to the coupling of porosity and primary grain growth presented in previous 
work [197, 277]. In this intermetallic model, each cell is designated by a phase field 
order parameter, φ, which varies smoothly from 0 in the liquid to 1 in the solid. At the 
S/L interface, the fraction of intermetallic solid (fv) is interpreted by a double well 
function defined as [250]: 
)10156( 23 +−= φφφvf  (5.27) 
To calculate the local evolution of intermetallic fraction, the phase field parameter has 
to be solved by minimizing the total free energy. According to Ginzburg–Landau 
theory, the total free energy of this system can be defined as [109, 278]: 
∫
Ω ⎥⎥⎦
⎤
⎢⎢⎣
⎡ +∇−−=Δ )),,,,,,,( 21221 NSL CCCTVPGWdnF Lφφπ
δγε  (5.28) 
where ε1 is a constant, δ is interface thickness, γSL is the interfacial energy, and W is 
an energy barrier which can formulated as a double well function: 
22 )1( φφ −= AEW  (5.29) 
where EA is a constant. 
The local chemical free energy density, G(φ,P,V,T,C1,C2,…,CN), is the free energy per 
unit volume of the S/L mixture in the interfacial region which is obtained by [250]: 
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In 2D the interfacial energy, γSL  is calculated by [73, 77]: 
γ SL = γ SL* 1+ εc cos(2θ − 2α)( ) (5.31) [ ]xy )/()(arctan φφθ ∇∇=  (5.32) 
where γSL* is the interfacial energy of a planar interface, εc is the strength of 
anisotropy, and α is the rotational angle of this grain. Because of the requirement of 
very strong anisotropy to produce plate-like shapes in 3D, the general formulation of 
the anisotropy in 3D for highly faceted phases is still one of most interesting problems 
in solidification science [230]. 
The Allen-Cahn equation [74, 108, 111] gives the evolution of phase field variable as 
a function of time: 
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where Mφ is the mobility parameter which represents the interface kinetics [115]. 
5.2.2.4 Porosity Model 
The porosity model used in this work was previously developed by Lee & 
Atwood [40, 149]. The growth of a pore is controlled by the diffusion of gas, 
assuming the equilibrium is maintained at the gas/liquid (G/L) interface. A constant 
partition coefficient of hydrogen (~0.1) at the S/L interface is used. The gas 
concentration in the liquid is updated according the following equations: 
∑
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)1(1 HpS kf −−=ϕ  (5.35) 
where CH0, and CHj are the hydrogen concentration in the calculation cell and in the 
neighbouring cell respectively, and kPH is the partition coefficient of hydrogen. 
For spherical growth, the gas concentration in the cell is reduced to the saturation 
level, and the excess gas is assumed to form a spherical gas bubble. The pressure and 
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volume of the new amount of hydrogen, N, in a pore is calculated using the Young-
Laplace equation for a sphere [21]: 
NRTrrP PGLP =+ )2(3
4 23
0 γπ  (5.36) 
This equation is solved by the Newton-Raphson method. 
In order to consider the complex shape of porosity growth in the interdendritic region, 
another growth rule is introduced by Lee & Atwood [40, 149]. The radius of the pore 
is limited by the solid fraction at the interface, which is expressed as: 
θcos2
)1(0 S
P
frr −= , 0cos ≠θ  (5.37) 
where r0 is related to the secondary arm spacing, and θ is the contact angle between 
solid-liquid and gas-liquid interfaces as shown in Fig.5.6. 
)( 20 λψ=r , ( ) 3162 1050 −−×= ftλ  (5.38) 
where λ2 is the secondary arm spacing updated at the local solidification time, tf. 
5.3 Multiscale Model 
The entire microscale model (μMatIC) is implemented as a subroutine of a 
macromodel which solved heat and fluid flow equations using the finite element 
method (FEM). The calculated temperature profile from the macromodel was then 
 
Fig. 5.6 Assumption used to determine the pressure and volume of a pore impinging upon the 
solid. The liquid channel width, b, depends upon the initial spacing, a, and the fraction solid. The 
radius of curvature, r0, is assumed to depend upon b and the contact angle, θ. After Atwood 
2001 [94]. 
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interpolated onto a uniform grid in the micromodel which was used to calculate the 
local undercooling and free energy. These driving forces create a specific number of 
nuclei. The propagation of these cells is determined not only by thermal and 
constitutional undercooling but also by the local curvature which is incorporated via 
several different methods: decentred square/octahedron, decentred needle/plate, 
Monte Carlo, and phase field as shown in Fig.5.7. 
Because the micromodel reads and updates the concentration calculated by solving 
Fick’s second law, the mass is conserved and spatially distributed in different phases. 
Therefore, the growth of primary phase is calculated by volume averaged diffusion 
equation using a finite difference method. The evolution of secondary phases was then 
obtained by either solving the phase field equations or using the kinetic velocity. 
Thermodynamic data such as liquidus, solidus, and Gibbs free energy of liquid were 
calculated from the commercial software (ThermoCalc). The Gibbs free energy of 
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Fig. 5.7 Flow chart of the multiscale model. 
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plate-like Al5FeSi phase is that obtained by Zi-Kui Liu et al. [7, 267]. 
In the microscale model, a cell may have three different states: (i) liquid; (ii) primary 
Al; and (iii) intermetallics. The model starts with all cells in a liquid state, from which 
they may transform to a partially solid (growing) state by either nucleation or growth 
from a neighbouring cell. In a growing cell, solute is partitioned between the liquid 
and solid phases. The change in solute concentration affects the level of undercooling 
and free energy, which in turn affects the nucleation and growth processes of pores 
and Fe-rich intermetallics. 
In the porosity model, the local pressure and temperature calculated from the 
macromodel is used to predict porosity due to both shrinkage and gas by 
simultaneously solving the concentration field and pressure drop. The solute 
concentration in the liquid not only controls the growth of grains, but also affects the 
solubility of hydrogen in the liquid which in turn might activate the nucleation of 
pores. The growth of pores is constrained by the surrounding solid phases by 
imposing an additional pressure due to surface tension. Using such a multiscale 
model, both the size and morphology of pores are predicted as a function of the 
varying alloy composition and casting conditions. 
All the simulations were run on Linux Cluster machine with Intel(R) Xeon(TM) CPU 
3.60GHz. The results were visualised using Amira4.119. 
                                                     
19 Mercury Computer Systems, Cedex 
Chapter 6: Experimental Results & Discussions 
 
- 106 -
6 Radiography & Tomography* 
As shown in Chapter 4, x-ray radiography is an effective technique for imaging 
different phases during solidification. In this study, a previously built x-ray 
temperature gradient stage (XTGS) [260] was successfully used to image pore 
formation in the Al-Cu systems (Al-4wt.%Cu, and Al-12wt.%Cu). In addition, the 
first in situ observation of the nucleation and growth of Fe-rich intermetallic plates 
during solidification was achieved in an Al-7.5wt.%Si-3.5wt.%Cu-0.8wt.%Fe (W319) 
alloy using a synchrotron x-ray source. The growth kinetics of both microstructural 
features were quantified using time resolved image analysis. Nucleation temperatures 
were successfully determined by extrapolating to zero size. 
Ex situ 3D morphological investigation of both porosity and Fe-rich β intermetallics 
was performed using by x-ray micro-tomography (XMT) scans with both laboratory 
and synchrotron source. Quantitative analysis of the pore size distribution in castings 
was done in binary Al-Si and Al-Cu, and in the multicomponent W319 alloy. For the 
first time, synchrotron x-ray tomography experiments revealed the fine 
details (1.4μm/voxel) of Fe-rich intermetallic plates non-destructively in W319 
castings in 3D. 
In this chapter, the results from both quantified kinetics (nucleation and growth of 
pores and Fe-rich intermetallics) and 3D morphology (including intermetallic plates 
and pore size distribution) are presented and discussed. 
                                                     
* Note, portion of this chapter has been published in: 
1. J. Wang, P.D. Lee, R.W. Hamilton, M. Li, and J. Allison, The kinetics of Fe-rich intermetallic formation in aluminium alloys: 
In situ observation. Scripta Mater. , 2009. 60(7): p. 516-519. 
2. P. D. Lee, J. Wang, and R. C. Atwood, Microporosity Formation during the Solidification of Aluminum-Copper Alloys. JOM-
e: Visualization: Defects in Casting Processes(USA), 2006: p. Online: http://www.tms.org/pubs/journals/JOM/0612/Lee/Lee-
0612.html 
3. J. S. Wang and P. D. Lee, Simulating tortuous 3D morphology of microporosity formed during solidification of AlSiCu alloys. 
Int. J. Cast. Metals Res., 2007. 20: p. 151-158. 
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6.1 Kinetics of Pore Formation 
A high resolution (~8 μm/pixel) microfocal cone-beam x-ray source (Pheonix X-ray 
nano-tome) was used to study the solidification of Al-Cu alloys (Al-4, 12 wt%Cu). 
Previous XTGS experimental data in a Al-10wt.%Cu alloy obtained by Lee [260] 
using a much coarser resolution (~40 μm/pixel) were re-analyzed and compared with 
current results. As can be seen in Fig. 6.1a, three hypoeutectic Al-Cu alloys (4, 10, 
and 12 wt.%Cu) start solidifying from different liquidus temperatures (650.1°C, 
633.8°C, and 628.1°C respectively). Primary Al forms first and proceeds to the same 
eutectic point at 548.2°C, as shown in Fig. 6.1 b. During this time, pores may nucleate 
and interact with the surrounding dendrites, giving rise to different kinetic processes 
depending on initial compositions, cooling conditions, and impurity additions. 
To study the effect of these parameters including Cu concentration, cooling rate, and 
Al2O3/Al3Zr oxide inclusions on porosity formation, in situ observation was 
performed in Al-4Cu, Al-12Cu, and metal matrix composite (MMC). The kinetics 
were quantified from real time images and different controlling mechanisms were 
clarified by comparing the current results with previous XTGS experiments in Al-
10Cu [260]. 
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Fig. 6.1 (a) Al-Cu binary phase diagram in the Al-rich corners calculated using ThermoCalc. (b) 
Fraction of solid as a function of solidification temperature simulated using non-equilibrium 
Scheil-Gulliver equation in ThermoCalc. 
Chapter 6: Experimental Results & Discussions 
 
108
6.1.1 Effect of Cu Concentration 
Two XTGS experiments with the similar cooling rates (~1.2°C/s) were performed in 
Al-4Cu and Al-12Cu. The measured hydrogen concentrations from Ransley samples 
were approximately 0.25 ml/100gSTP. The experimental conditions are listed in 
Table 6.1. 
Table 6.1 XTGS parameters, experimental conditions and material properties 
Conditions & Properties X-ray Radiography Parameters 
Expt. No. G 
(°C/mm) 
VP 
(mm/s)
CH 
(ml/100gSTP)
U 
(KV)
Ic 
(µA)
Δt 
(ms) 
Δx 
(µm/pixel) 
Al_4Cu01 6.8 0.2 0.25 70 160 200 8 
Al_12Cu01 4.1 0.3 0.25 80 100 200 8 
 
Selected frames from the real time images of Al-4Cu and Al-12Cu solidifying under 
identical conditions are shown in Fig. 6.2. In both alloys, the liquid starts solidifying 
from the hypoeutectic region and develops a dendritic structure (gray) directionally 
while interacting with the growing pores (white). As the columnar dendrites grow 
upwards against temperature gradients in both alloys, H and Cu solutes were 
partitioned from the primary Al into the interdendritic liquid with a ratio of ~0.173. 
This led to a high concentration of Cu between dendrites, making these regions darker 
than the surrounding dendrites due to the high mass attenuation coefficient of Cu (see 
Chapter 4). Qualitatively, the primary and secondary dendrites are clearly visible in 
the Al-12Cu where there is a large fraction of Cu enriched eutectic. In the Al-4Cu, the 
Cu depleted primaries are visible, but the secondary arms are very difficult to resolve 
from the background noise since the x-ray attenuation variation is low. The 
enrichment of hydrogen in the liquid due to the growth of solids (according to a 
segregation coefficient of 0.1) resulted in such a large chemical potential (hydrogen 
supersaturation) that nucleation of pores occurs. Once nucleated, pores tend to 
propagate gradually along dendrites upward to absorb hydrogen from the liquid. In 
practice, one of them (P4) shows significant growth direction (downwards) and 
speed (large spurt within 0.2 s) in the last stage of solidification (fs = 0.9). To quantify 
the kinetics of pore formation, the evolution of pores in each slice can be extracted 
and registered as a function of temperature. 
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Fig.6.3a, b show the full field of view images at the end of solidification obtained 
from x-ray imaging of both Al-4Cu and Al-12Cu samples. Figs.6.3c, d show how 
pores grow as temperature decreases and solutes (Cu & H) enrich in the interdendritic 
region. The nucleation temperature for Al-4Cu and Al-12Cu are 625±24°C and 
603±8°C, corresponding to a solid fraction of 0.48~0.86 and 0.37~0.54 respectively. 
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Fig. 6.2 Selected frames from the real time images of the observed pores in the solidification of 
Al-4Cu and Al-12Cu alloys obtained from XTGS experiments. T1 and T2 are the dendritic tips, 
P1-6 are pores nucleated at different stages, and P4-I and P4-II are highlighted to show the pore 
growing downwards to feed the shrinkage within ~0.2 s. 
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When pores nucleate, the dendritic morphology is already well developed and they 
have to grow in the narrow spaces between dendrites, as seen in Fig. 6.2. However, 
there is more interdendritic liquid in the Al-12Cu alloy, allowing pores to expand 
freely before the eutectic formation, while they are more constrained by the 
surrounding dendrite arms in the Al-4Cu alloy. The growth of three pores for each of 
the Cu levels was quantified using image analysis. The analyzed projections of the 
pores are shown in Figs.6.4a, b. In Al-4Cu, the shape of the pores seems more 
tortuous than that in Al-12Cu because of the lower copper concentration leading to 
less interdendritic space for pore expansion. All of the pores tend to follow the 
columnar dendritic structure and develop a final shape which is approximately 
ellipsoidal in Al-12Cu regardless their initial morphology, which is similar to the 
previous observations in Al-10Cu and Al-20Cu [156]. Pores can, however, split and 
merge into a single one due to curvature at the S/L/G triple junction in Al-4Cu. 
 
Fig. 6.3 In situ observation of porosity formation in (a) Al-4Cu and (b) Al-12Cu. The colour 
rendered pores according to their temperature showing their evolution during solidification in 
(c) Al-4Cu, and (d) Al-12Cu. 
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The graphs at the bottom of Figs.6.4a, b show the evolution of the maximum 
dimension of each pore, with the colours matching those in the images. For the Al-
4Cu (Fig.6.4a) all three pores grow very slowly after nucleation. One pore (lower 
LHS in red) shows a sudden spurt of growth close to the eutectic temperature. The 
graph shows that it grows almost entirely in the downwards direction (higher fraction 
of solid, fs), suggesting it might be expanding to feed the volume contraction of the 
eutectic below. The pore on the RHS also grows upwards (towards reduced fs) instead 
of downwards like the larger pore on the LHS does in its final sudden growth. It 
 
Fig. 6.4 The quantified kinetics of porosity formation in (a) Al-4wt.%Cu and (b) Al-12wt%Cu. 
The growth curve of each pore in the graph on each side is related to the corresponding pore (a, b) 
with the same rendered colour showing how the pore nucleates and grows during solidification. 
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should be noted that in the many experiments performed, the most frequently 
observed growth was towards lower fs regions. 
For the Al-12wt.%Cu, pores nucleate at a much lower temperature (ranging from 610-
595°C) but grow more quickly than in Al-4wt%Cu (compare Figs. 6.4 a and 6.4 b). 
All the pores expand in size primarily at the low fs end, expanding in spurts on the 
same scale of the secondary dendrite arm spacing (SDAS). Perhaps the pores are 
constrained by the SDAS, building up pressure until they can push through to the next 
gap. Interestingly, the overall projected size of the pores in both samples is 
qualitatively similar, although the attenuation contrast between pores and metal in the 
Al-4Cu is much less than in the Al-12Cu, to a greater degree than can be explained by 
the additional attenuation of the higher copper concentration alloy. Therefore, it is 
proposed that most of the pores follow continuous growth curves and are mainly 
controlled by hydrogen diffusion while the large spurt of pore size is due to 
solidification shrinkage. 
As pores only grow in the liquid during solidification, the amount of excess 
liquid (eutectic at the end of solidification) is one of the factors which affect pore size 
and morphology. SEM/EDX experiments were performed on the XTGS samples. No 
intermetallic or oxide impurities were detected in either samples. The measured 
average Cu concentration was 4.53 and 12.42wt.% respectively. Different amount of 
eutectic were obtained (3.7% for Al-4Cu and 18.5% for Al-12Cu), as shown in 
Fig.6.5. In addition, secondary arms (with a spacing of ~40 μm) are clearly observed 
in Al-12Cu (Fig.6.5b) while only a limited amount of secondaries are visible in the 
Al-4Cu casting (Fig.6.5a). This leads to the tortuous pore shapes in XTGS castings. 
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6.1.2 Effect of Oxide Impurities 
Campbell [20, 279] hypothesised that pores could nucleate on oxides and the 
unfolding of entrapped Al2O3 bifilms might be responsible for reducing or completely 
removing the necessity of overcoming large nucleation barrier. To investigate the 
effect of oxide additions on pore formation, XTGS experiments were performed on 
two samples made of Al2O3+Al3Zr particles reinforced Al matrix composites which 
was prepared by Zhao et al.[280] using a magneto-chemical melt reaction. The 
volume fraction and chemical composition of this metal matrix composite (MMC) is 
listed in Table 6.2. 
Table 6.2 Volume fraction and chemical composition of oxide inclusions 
Particle and hydrogen content Chemical Composition (wt.%) 
Materials Al2O3+Al3Zr 
(vol.%) 
CH 
(ml/100gSTP) Cu Zr Fe Si 
MMC 16.8 0.19 4.16 8.75 ≤ 0.22 ≤ 0.15 
 
As seen in Table 6.2, the Cu concentration (4.16 wt.%) is similar to Al_4Cu01 and the 
measured value of hydrogen content (0.19ml/100g STP) is slightly lower than Al-
4Cu01 experiment. Different temperature gradients were applied in MMC01 and 
MMC02 experiments (Table 6.3), allowing the influence of cooling rate on pore 
formation in a MMC to be quantified. The x-ray radiation energy was adjusted to 
image both pores and relatively heavier particles (Al2O3+Al3Zr). 
Fig. 6.6 shows a small ROI (200×400 pixels) in each of the real time 
 
Fig. 6.5 The SEM image of XTGS sample in (a) Al-4wt.%Cu and (b) Al-12wt%Cu. The dark 
region is primary Al and the white region corresponds to Al2Cu eutectic. 
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images (512×512 pixels) during the solidification process in the MMC using different 
cooling conditions. Because of a relatively large amount of particulate, heterogeneous 
nucleation of primary Al occurs in the whole field of view as temperature decreases 
below liquidus of the Al-4Cu alloy, resulting in an equiaxed structures rather than 
columnar dendrites. Although the dendrites are difficult to resolve in the equiaxed 
solidification due to resolution restrictions and three dimensional effects, the 
evolution of pores (white) are clearly visible in both videos and thus images captured 
during solidification are clearly identified from those ones where no microstructural 
changes exist. Al2O3+Al3Zr particles appear dark in the real time images because of 
their larger densities (4.12×103kg·m-3) [281] than the matrix (2.4×103kg·m-3) [282]. 
The size of particles ranges from nanometers to several hundred micrometers, 
providing a number of possible substrates for pore nucleation.  
Table 6.3 XTGS experimental conditions and radiography parameters 
Cooling Conditions X-ray Radiography Parameters 
Expt. No. G 
(°C/mm) 
VP 
(mm/s) 
U 
(KV) 
Ic 
(µA) 
Δt 
(ms) 
Δx 
(µm/pixel) 
MMC01 2.3 0.31 60 150 200 8 
MMC02 4.6 0.31 60 150 200 8 
 
Once equiaxed dendrites nucleated on the particles in the MMC, primary and 
secondary arms grow outward, while rejecting solutes (H and Cu) at the S/L interface. 
The enrichment of Cu in the liquid led to the local gray scale variations, as seen by 
comparing time series images in Fig. 6.6. Because of the faster cooling rate and 
shorter time for hydrogen to diffuse away in MMC02, pores (P1 and P2) nucleated 
earlier in time (or temperature) than the ones in MMC01. When they were first 
observed, oxide particles (dark inclusions close to P1 and P2) were found adjacent to 
them, suggesting that they may have heterogeneously nucleated on those solid 
substrates. Hydrogen segregation in the slower cooling rate (MMC01) also led to the 
formation of pores (P3, P4-I) close to the inclusions in Fig. 6.6. When the cooling rate 
is higher (MMC02), most of the pores grow spherically in the liquid rather than filling 
in the irregular gaps between grains as it is the case in MMC01 casting.  
The interaction of gas bubbles with the surrounding solid phases is rather complicated 
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as comparing the images for different time series in long solidification time (MMC01) 
in Fig.6.6. For example, P4-I shrink upwards into P4-II within 0.2 s. It was probably 
because the liquid on the top of the pores (hotter region) pushed through the dendritic 
network around the pore and flowed down to feed the bottom regions (colder region). 
Interestingly, some pores (P3, P7, and P8) nucleated and expanded to several hundred 
micrometers but eventually disappeared. Right at that moment of disappearance, the 
neighbouring pores (P4-6) grow rapidly. This might be due to a combination of 
several factors including hydrogen diffusion [156], pore interconnection [283], and/or 
flow resistances [284]. To quantify the kinetics of pore formation, the whole image 
stack was analyzed and it was observed that those pores do not exist in the last 
image (i.e. P3, P7, and P8) which was ignored to facilitate image registration. 
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Fig. 6.6 Real time images of the observed pores in the solidification of MMC01 and MMC02 
obtained from XTGS experiments. P1 and P2 are the pores first nucleated in MMC02 due to the 
large cooling rate. P3-8 are pores nucleated at different stages in MMC01. P4-I and P4-II are 
highlighted to show the interaction between the pore and the solid matrix within 0.2 s. Note whilst 
P4-6 grew, P3, P7 and P8 disappeared, indicating that either Ostwald ripening or curvature at the 
pore interconnections drives the hydrogen inside the bubble migrating. 
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Fig.6.7a, b shows the radiographs of two XTGS castings at the end of solidification. 
Applying local thresholding to each image in the whole image stack, individual pores 
are segmented. The evolution of each pore is successfully obtained by registering it to 
the measured temperature. As shown in Fig. 6.3 c, d, most of the pores nucleate at a 
relatively high temperature (~630°C) where dendrite coherency occurs [285]. After 
nucleation, they grow between grains in the melt as temperature decreases (the 
corresponding colour changes from red to blue). Comparing Fig. 6.3 c with Fig. 6.3 d, 
it is clearly seen that the number density of pores dramatically increases as the cooling 
rate is doubled by imposing higher a temperature gradient. 
 
Fig. 6.7 In situ observation of porosity formation in MMC using different temperature gradient 
(a) 2.3°C/mm (MMC01) and (b) 4.6°C/mm (MMC02). The colour rendered pores according to their 
temperature showing their evolution during solidification in (c) MMC01, and (d) MMC02. 
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Large pores observed at the lower cooling rate (0.71°C/s) exhibit complex interactions 
with surrounding dendrites as seen in Fig.6.3c. Because of the existence of a large 
mushy zone during solidification, pores grow around dendrites and migrate in the 
liquid due to hydrogen diffusion and dendritic growth. Because the only driving force 
during this period is hydrogen segregation, the size of pores does not change 
significantly. However, they were finally locked between dendrites at a temperature of 
~590°C and a solid fraction of ~0.87. It is not the case for pore growth at the higher 
cooling rate (1.43°C/s) in MMC02, where a monotonic increase in pore size is 
observed. This is due to the fact that the density of pores is high and each pore is a 
local sink for hydrogen. Equilibrium is maintained at the G/L interface due to the high 
diffusion coefficient of hydrogen in the liquid. Therefore, no significant chemical 
gradient (hydrogen supersaturation) drives the pore to move other stable locations. 
Quantifying the size of individual pores at each exposure time (temperature), the 
kinetic processes in MMC castings are obtained and shown in Fig. 6.8. In both alloys, 
parabolic growth curves of each pore are observed. However, pores nucleated over a 
range of temperature 616~643°C as the material was slowly cooled to the solidus in 
the MMC01 casting (Fig. 6.8a), while a very narrow period of 
temperature (643~646°C) was observed to nucleate bubbles in the MMC02 
casting (Fig. 6.8b). The earlier it nucleated, the larger the final size at the end of 
solidification (548.2°C). Two of the largest pores in MMC01 even expanded over 
1 mm in maximum dimension which was the same size as the thickness of the 
specimen. Although every pore grew slowly to its final size, the interaction between 
each growing gas bubble and its neighbouring solids led to some steep rise or drops in 
growth on the curves in MMC01. However, pores grew much faster in MMC02 where 
a relatively shorter time (~70 s) was allowed to form the pores. The average pore size 
in this casting was approximately half of the size of pores in MMC01. Therefore, 
there seems to exist a power law relationship between maximum dimension of pores 
and solidification time. In fact, Lee et al. [197] summarized an empirical power law 
function between those two based on simulations and experiments in 319-type 
castings (Al-7.5wt.%Si-3.5wt.%Cu), which successfully predicted pore size 
distributions in industrial castings such as Ford v2.31 engine block. 
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Comparing the quantified kinetics of pores in the pure Al-4Cu alloy (Al_4Cu01 in 
Fig.6.4a) and the composite alloy (MMC02 in Fig.6.8b), the influence of oxide 
inclusions are clearly revealed. Although similar cooling rates (~1.5°C/s) were 
applied in both directional solidification experiments, the evolution of pores exhibits 
completely different behaviour not only in terms of number density and volume 
fraction but also distinguishable in growth velocity and nucleation temperature. The 
 
Fig. 6.8 Quantified kinetics of individual pores in MMC castings with different temperature 
gradients: (a) 2.3°C/mm (MMC01) and (b) 4.6°C/mm (MMC02). 
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addition of oxide particles may dramatically reduce the nucleation barrier and shifted 
the mean nucleation temperature from 625°C to 644°C, producing nearly uniform 
productions of many small bubbles at a solid fraction of 0.31 (0.48 if the oxide 
inclusion is also considered) instead of a long range of fs (0.48~0.86) in the Al_4Cu01 
casting. This led to the refined bubble size but increased both volume fraction and 
number density of porosity at the end of solidification. As discussed early, the largest 
pore in Al_4Cu01 was clearly produced by hydrogen segregation at the beginning and 
solidification shrinkage at the end solidification due to the spurt in the growth curve. 
However, pore growth can reach a steady state ~5.7 μm/s once it nucleated on the 
oxide particles in MMC02 as seen in Fig.6.8b. 
To identify the type of oxides formed in the XTGS experiments which promoted pore 
 
Fig. 6.9 Identification of phases in base Al_4Cu01 alloy and in the MMC02 castings formed in 
XTGS experiments including the SEM images of the microstructure in the (a) Al_4Cu01, and 
(b) MMC02, (c) interpreted phases from SEM/EDX composition measurements in MMC02, and 
(d) XRD identified phases in MMC02. 
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formation, SEM/EDX experiments were performed on MMC02 samples and 
compared with the base Al_4Cu01 alloy. Fig.6.9a is a SEM image of the final 
microstructure in Al_4Cu01, showing pores situated close to Al2Cu eutectics (liquid 
before eutectic reaction during solidification). Pores are surrounded by oxide particles 
in the MMC casting as seen in Fig.6.9b. EDX spectroscopy measurement of the 
particle compositions around the pores is shown in Fig.6.9c. Fitting the compositions 
to possible phases, it is found that many compounds coexist around the pores. Some 
oxides (i.e. CuAlO2) may be due to the contamination during metallographic 
preparation. However, Al3Zr and ZrO2 are commonly observed in most particles as it 
was proven by the XRD pattern in Fig.6.9d. Because the nominal concentration of 
Fe (≤ 0.22 wt.%) was low, small amount of Al3Fe phase was not detected in the XRD 
but appeared in the SEM/EDX measurement (Fig.6.9c). 
A hydrogen pore may nucleate on one of the particles (Al2O3, Al3Zr, or Al3Fe) and 
propagate as it absorbs hydrogen from the melt. Other small particles aggregate 
around the pores probably due to the particle-liquid surface tension and variations in 
the effective contact angle [286, 287]. The adhesion of hydrogen gas bubble to Al2O3 
oxides has been experimentally studied in aqueous system by Vinke et al. [288], and 
gas bubble with a radius of several hundred micrometers can effectively aggregates 
small oxides (a few micrometers) against their gravitational forces. During 
solidification, the particle-gas interaction is very complicated because of the dynamic 
nature of solid crystal growth and hydrogen bubble expansion. Therefore, the 
resulting microstructure may give very limited and sometimes wrong interpretation of 
the real kinetic process if the pore was directly measured during solidification. The 
unfolding of pre-existing air/hydrogen bubble enclosed by Al2O3 bifilms proposed by 
Campbell [20, 279] for explaining pore nucleation in Al melt may not be a good 
mechanism since reducing cooling rate should increase the stability of those bifilms 
and form more pores rather than destroying them and produce less large pores as seen 
by comparing Fig.6.8b with Fig.6.8a. Any additions of particles will provide some 
favourable cavities to heterogeneously nucleate more pores, as will be discussed in 
detail later by comparing current data with previous experiments on TiB2 refined Al-
10Cu alloys provided by Lee [260]. 
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6.1.3 Effect of Cooling Conditions 
As found in the MMC castings, varying cooling rate has a significant influence on 
pore nucleation. In order to investigate the effect of cooling rate on pore formation in 
Al-4Cu base alloys, three XTGS experiments were performed. The experimental 
condition for each of them is given in Table.6.4. The cooling rate in 
 
Fig. 6.10 In situ observation of porosity formation in Al-4Cu castings using different cooling 
conditions: (a) G = 8.45°C/mm, VP = 0.24 mm/s (Al_4Cu02), and (b) G = 6.10°C/mm, 
VP = 0.15 mm/s (Al_4Cu04). The segmented pores in each casting are shown in (c, d). Pores are 
rendered in colour according to their temperature to show their growth kinetics as temperature 
decreases in (e, f). 
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Al_4Cu02 (2.17°C/s) is relatively higher than that in Al_4Cu03 (0.97°C/s) and 
Al_4Cu04 (0.93°C/s), allowing shorter solidification time (46.9 s) to be imaged.  
Table 6.4 XTGS parameters, experimental conditions and material properties 
Conditions & Properties XMT Parameters 
Expt. No. G 
(°C/mm) 
VP 
(mm/s)
CH 
(ml/100gSTP)
U 
(KV)
Ic 
(µA)
Δt 
(ms) 
Δx 
(µm/pixel)
Al_4Cu02 8.45 0.24 0.25 70 160 200 6 
Al_4Cu03 6.10 0.16 0.25 70 160 200 6 
Al_4Cu04 6.10 0.15 0.25 70 160 200 6 
 
Fig.6.10 shows the observed pores in Al_4Cu02 and Al_4Cu04 XTGS castings. 
Because small variations in cooling condition between Al_4Cu03 and Al-4Cu04 only 
produced slight changes in final pore size, pores in Al_4Cu03 are not qualitatively 
shown in Fig.6.10 but are quantitatively shown in Fig.6.11. The improved resolution 
in these three experiments allowed some dendritic cells to be seen. Unfortunately, the 
closer the furnace brought to x-ray source, the lower the signal-to-noise ratio will be 
because of the high operating temperature. In Fig.6.10a, pores were almost invisible 
from the background in the each image but can be seen in the real time video and was 
segmented out by following each of them in the image stack. By applying 
thresholding, the extracted pores in Al_4Cu02 are seen in Fig.6.10c. However, 
elongated pores are readily distinguishable from the background in Fig.6.10b. The 
final pore size is significantly larger at slow cooling rate as comparing Fig.6.10c with 
Fig.6.10d. Pores close to the border were ignored during segmentation because it was 
difficult to approximate their size. Each pore was registered as a function of 
temperature and pore evolutions during solidification in both alloys are shown in 
Figs.6.10e, f.  
Most pores grow spherically at the beginning of solidification and only a few of them 
nucleated later and interacted with the surrounding solid to split and merge in fast 
cooling rate regime (Fig.6.10e). Pores elongate to align themselves with the growing 
dendrites in slow cooling rate regime (Fig.6.10e). It can be seen in Fig. 6.10f that 
some of the pores grow downwards to feed the spaces created by solidification 
shrinkage, similar to the pore evolution in Al_4Cu01 experiment (Fig.6.3c). 
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The growth kinetics of individual pores in three XTGS experiments are quantitatively 
shown in Fig.6.11. Because of the high noise-to-signal ratio, a cluster of pixels which 
can be confidently assumed to be pores were already very large in Al_4Cu02 and 
Al_4Cu03 experiments. However, it can be clearly seen that the higher the cooling 
 
Fig. 6.11 Quantified evolution of individual pores in Al-4Cu castings using different cooling 
conditions: (a) 2.17°C/s (Al-4Cu02), (b) 0.97°C/s (Al-4Cu03), and (c) 0.92°C/s (Al-4Cu04). 
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rate the higher the nucleation temperature will be by comparing Fig.6.11a with 
Figs.6.11b, c. This agrees well with the finding the MMC castings. Different from the 
MMC castings, some spurts in the growth curve exist in all three alloys, indicating 
shrinkage also contributed to the growth of pores as also found in the Al_4Cu01 
casting. 
The average pore size increases from ~300 μm to almost 700 μm as the cooling rate 
decreases from 2.17°C/s to 0.92°C/s. Some pores shrank during solidification which 
was accompanied by the steep rise of pore size of their neighbours at long 
solidification time (46.9 s) in Fig. 6.11c. Therefore, the distribution of hydrogen has 
to be solved in 3D if the complex pore-solid interaction is to be predicted in a 
mathematical model. 
6.1.4 Understanding the Measured Kinetics of Pore Formation 
Although it is difficult to generate empirical functions of pore percentage and/or 
number density as a function of casting conditions in such a small quantity of 
experiments, the overall nucleation and growth kinetics of pores can be summarized 
 
Fig. 6.12 Quantified nucleation temperature and pore percentage as a function of cooling rate in 
Al-4Cu castings. 
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and may be used to validate some kinetic models such as the one previous developed 
by Lee [22] and co-workers [40, 277].  
It was noticed that all pores nucleated between columnar dendrites rather than on the 
tip of the dendrites during directional solidification experiments in both Al-4Cu and 
Al-12Cu. It is well know that the dendrite tip has the maximum growth velocity and 
will probably introduce the highest shear stress. Joseph [289] proposed that the “a 
cavity will open in the direction of the maximum tensile stress which is 45° from the 
plane of shearing in pure shear of a Newtonian fluid”. Cavitation, which requires large 
shear stress, does have the capability to initiate voids and allow gas diffuse into them 
in the liquid without the need to supersaturate the liquid. If only cavitations theory 
controls the bubble nucleation in this study, pores should nucleate close to the tip of 
dendrites. However, it was not the case as can be clearly seen by comparing the real 
time images in Fig.6.2. Therefore, the variations of alloying chemistry in microscale 
must be taken into account together with the cavitation theory which was mainly 
developed from macroscopic fluid mechanics. 
In the Al-4Cu alloy, the average nucleation temperature of pores increases from 
611°C (Al_4Cu04) to 633°C (Al_4Cu02) as cooling rate rises from 0.92 °C/s to 
2.17 °C/s as shown in Fig.6.12. The resulting area percentage of porosity decreases 
from 8.5% to 2.7% as cooling rate increases, indicating that shorter solidification time 
allowed less hydrogen to diffuse into the pores. Using Scheil-Gulliver equation, the 
calculated solid fractions of the nucleation temperatures at two extreme conditions 
correspond to 0.8 and 0.6 respectively. Interestingly, both of them are far beyond the 
dendrite coherency solid fraction (~0.45) [285]. Assuming equilibrium partitioning of 
Cu and H at the S/L interface according ratios of 0.173 and 0.1 respectively [22] and 
using the hydrogen solubility measured by Imabayashi [160] and modified by 
Doutre [164] as a function of Cu concentration, the hydrogen supersaturation ratios 
are 6.4 and 2.3, producing 40 and 5 times equilibrium local pressure to initiate 
bubbles respectively. However, these pressure are still far less than the fracture 
pressure of liquid Al alloys (30000 atm) [20]. Assuming that there are some 
favourable cavities in the melt which can reduce the pressure by a factor of 0.21 as 
proposed by Cole [151], the fracture pressure calculated from theory (6300 atm) is 
still much higher than maximum measured value (40 atm). Why does the pore form at 
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such a low pressure drop? Why should the chemical potential (hydrogen 
supersaturation) decrease when cooling rate is increase? 
To answer the first question, there are only two possible solutions: (I) the fracture 
pressure calculated from Fisher’s nucleation theory [290] by Campbell [20] is wrong; 
(II) the supersaturation ratio calculated from experiments by assuming equilibrium 
partition of hydrogen at the S/L interface is unrealistic. As reviewed in Chapter 2, the 
solubility of hydrogen in both liquid and solid really diverse from experiments to 
experiments. Taking the lowest solubility in the solid measured by Eichenauer et 
al. [146] and highest solubility in the liquid obtained by Liu et al. [291], the minimum 
partition coefficient of hydrogen is ~0.005, giving a supersaturation ratio of 8.8 and a 
pressure drop of 77 atm which is still lower than the theoretical value. Therefore, it is 
unlikely due to the wrong interpretation of hydrogen supersaturation from XTGS 
experiments. In fact, hydrogen solubility in solid phases can increase locally when 
some specific microstructure features present as demonstrated by Pundt [292] and 
shown in Fig.6.13. Because of the small radius of hydrogen atom (0.25 Å) and 
relatively large interstitial spaces among face-centered crystal (f.c.c.) lattice of 
aluminium solid solution (a = 4.049Å) [5], hydrogen atoms can occupy those 
sites (Fig.6.13a) and may be enriched in some other sites including grain 
boundaries (Fig.6.13d), edge dislocations (Fig.6.13d), and vacancies (Fig.6.13f).  
The segregation of hydrogen atoms at the S/L interface (Fig.6.13b) combined with 
supersaturation of hydrogen at the subsurface of the solid (Fig.6.13c) may 
successfully promote the formation of a molecular of hydrogen, especially when there 
are vacancies in the solid crystal (Fig.6.13g). Wolverton et al. [158] have shown that 
one vacancy in solid Al crystal can host up to 6 hydrogen atoms. If these atoms are 
pushed towards each other so much that chemical bonds may form, a gas embryo with 
a radius ~5.61 nm (calculated from ideal gas law at 633°C using equilibrium pressure 
of 1 atm) will be created and expanded into the liquid from the S/L interface. 
Pores nucleate at the S/L interface because solidification process increase both the 
thermal fluctuation by releasing latent heat and hydrogen concentration by rejecting 
hydrogen atoms from solid into the liquid or crystalline defect sites. Bubble nucleates 
readily where temperature gradient and hydrogen concentration are high enough. It 
usually occurs at S/L interface because very active interaction between thermal and 
Chapter 6: Experimental Results & Discussions 
 
128
solutal field exists.  
The reason why more pores nucleated at high temperature gradients and cooling rates, 
where hydrogen supersaturation were relatively low (e.g. Al-4Cu02), is because local 
temperature gradient produced by rapid solidification may have risen to such a high 
value that reduces the necessity for large hydrogen supersaturation. In addition, the 
partition coefficient of hydrogen increases by trapping hydrogen atoms at some defect 
sites at high cooling rate according to solute trapping theory [248]. This led to the 
local concentration of hydrogen at defect sites (i.e. Fig.6.13g) increases to such a 
value that nucleate pores and expand into liquid. 
Fig. 6.13 The solubility of hydrogen (small red) in the solidifying Al crystal (gray atoms packed 
in f.c.c. pattern) and the liquid (randomly distributed gray atoms at the top) may be changed 
locally by defects in the solid crystals at the S/L interface. (a) The conventional interstitial sites for 
hydrogen atoms dissolved in the solid phase. (b) The segregated hydrogen atoms at the S/L 
interface. (c) The trapped hydrogen atoms in subsurface (d) The local accommodation of 
hydrogen at the grain boundaries. (e) The enrichment of hydrogen at edge dislocations (position 
indicated by ⊥) which is often present to account for the mismatch between solid nuclei and 
inoculants (e.g. TiB2), and thus a cylindrically shaped region of hydrogen segregation is expected. 
(f) The hydrogen atoms in the vacancies as reported by Wolverton et al. [158] from first principle 
calculation that one vacancy could trap up to 6 hydrogen atoms. (g) The formation of hydrogen 
bubble may be initiated from the vacancy at the S/L interface and then grow into the liquid. 
Adapted from Pundt [292]. 
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The addition of oxide particle significantly increased the area fraction of pores as 
comparing Al-4Cu04 (8.5%) with MMC01 (13.4%). However, this negative effect 
can be reduced by increasing temperature gradient from 2.3°C/mm to 4.6°C/mm. 
Because many small pores nucleated in the MMC02 casting (0.95 mm-3) at such a low 
supersaturation ratio (1.09±0.06), the final pore percentage is relatively low (5%).  
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Fig. 6.14 Effect of TiB2 addition on the threshold value of hydrogen supersaturation for pore 
nucleation in the XTGS castings of Al-10Cu. (a) No TiB2 addition, (b) With 0.12±0.008 wt.% 
TiB2 addition. 
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Similar phenomena were also found in previous XTGS experiments on TiB2 refined 
Al-10Cu castings performed by Lee [260]. As shown in Fig.6.14a, the threshold value 
of hydrogen supersaturation ratio decreases slightly as temperature gradient reduces in 
the non grain refined Al-10Cu castings. However, a significant decrease is observed 
in the grain refined alloys in Fig.6.14b. If the temperature gradient is high enough, the 
necessity of nucleation barrier may be completely removed as can be seen in the 
MMC02 casting and previous work with G = 5.3 °C/mm, and VP = 0.5 mm/s. 
As discussed before, the presence of defects promotes the heterogeneous nucleation of 
gas bubble in Fig.6.13g. The shorter the solidification time the more chance to create 
crystal defects as summarized by Greer [248] in the rapid solidification of 
intermetallic alloys. These defect sites accommodate hydrogen atoms and 
intermediately form gas bubbles once the local temperature gradient is high enough, 
removing the need to supersaturate the hydrogen concentration in the whole domain. 
Therefore, the nucleation kinetics of pore formation can be modelled using the 
measured supersaturation ratios. When there are some additions of particle (i.e. oxide 
inclusions and grain refiner), the input parameter of supersaturation ratio should be 
reduced especially when temperature gradient (or cooling rate) is high because free 
growth of pores may finally occur similar to grain refined primary Al. 
The current work agrees well with previous studies [19, 170, 260]: hydrogen diffusion 
dominates the pore growth at the beginning of solidification; solidification shrinkage 
contribute the formation of large pores only at the end of solidification. 
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6.2 Kinetics of Fe-rich Intermetallic Formation 
In-situ synchrotron radiography of Fe-rich intermetallic formation was performed 
during the solidification of an Al-7.5wt.%Si-3.5wt.%Cu-0.8wt.%Fe alloy at two 
different cooling rates: 0.33°C/s, 0.24°C/s, and 0.15°C/s. Growth kinetics were 
quantified by segmenting the Fe-rich intermetallic phases and nucleation temperatures 
were determined by extrapolating to zero size. The effect of cooling rate on the 
nucleation and growth kinetics is thus investigated quantitatively. 
6.2.1 Rc = 0.33°C/s 
Four typical images of the solidification sequence are shown in Fig. 6.15. illustrating 
the key stages of intermetallic formation. In this alloy the dendritic structure is 
difficult to resolve as it solidified as equiaxed grains in the whole domain. However, 
the Fe-rich intermetallics are clearly resolved due to their increased concentration of 
Fe (~25wt.%Fe) compared to the primary α -Al phase (~0.05wt.%Fe) (Fig.6.15).  
 
Fig. 6.15 Digital radiographs showing the Fe-rich intermetallics (β), porosity (P), and Al/Al2Cu 
eutectic (Cu) at different solidification temperatures: (a) ts = 90 s, 570°C; (b) ts = 180 s, 540°C; 
(c) ts = 180.5 s, 539.8°C; (d) ts = 270 s, 510°C. 
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Fig. 6.16 Quantified evolution in length (Lmax) of individual plate-like Fe-rich intermetallics (a). 
Inset radiographs (b) illustrate growth stages of the largest intermetallic plate at: (A) 564°C, 
(B) 558°C, (C) 531°C, and (D) 502°C. (c) The evolution in cross-sectional area of individual Fe-
rich intermetallic plates. 
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It should be noted that the intermetallics, which appear needle-like in the 2D 
radiographs, are actually plate-like as shown by serial sectioning [249]. In order for a 
phase to be visible a through-thickness attenuation variation of >1% is required. The 
thin (≤10 µm) β−plates are therefore only observable when aligned edge-on to the 
beam. As the temperature decreases from 570°C (Fig.6.15a) to 540°C (Fig.6.15b), 
plate-like Fe-rich intermetallics (dark regions) were observed to nucleate. The growth 
of the four intermetallics highlighted in Fig.6.15b was quantified, illustrating a wide 
range of nucleation temperatures (Fig.6.16). This is also the temperature range over 
which the Al-Si eutectic phase will nucleate and grow [11]. Unfortunately, this phase 
has an x-ray attenuation nearly identical to the primary phase, and hence cannot be 
quantified from the radiographs.  
Starting at temperatures of about 540°C, porosity forms (the white phase in 
Fig.6.15c), growing in the space between dendrite arms as the liquid is drawn out to 
feed volumetric shrinkage and by the evolution of hydrogen [22, 192, 269]. The 
porosity level is relatively high for two reasons: i. the sample was not degassed, and 
ii. the conditions are similar to a hot spot in a casting – i.e. solidification is occurring 
inwards from both edges, rather than uni-directionally, with no external source of 
molten metal feed. As the interdendritic liquid is displaced, the liquid around the β-
plates is also displaced, partially exposing them. The associated change of attenuation 
contrast from β-plate/liquid to β−plate/void causes better resolution of the β-plates, 
producing an artificial jump in growth rate, as will be discussed later. The pores reach 
a size of up to 500 μm within a single frame, hence growing at a velocity in excess of 
1 mm/s. These spurts of pore growth were observed to occur over a range of 
temperatures from 540°C until solidification ended at ~510°C (Fig.6.15d).  
One may conclude from the radiographs in Fig.6.15 that intermetallic growth is 
initially very rapid, growing mostly at the edges of the plates where attachment is 
most favourable. Quantitatively, this is illustrated by the steep growth curves of 
maximum length (Fig.6.16). These plates nucleate at a solid fraction (~0.3) 
sufficiently greater than the dendrite coherency point (0.21)[285]. The nucleation of 
these plates is also difficult, resulting in the interdendritic liquid being supersaturated 
in Fe. This large undercooling is similar to that found for the formation of the similar 
intermetallic phase in the α-Al/Al3Fe eutectic reaction in binary Al-Fe [204]. Once 
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nucleated, the plates grow with a tremendous burst of speed, with an initial 
instantaneous peak velocity observed to be in excess of 100 µm/s (in a single frame, it 
grows ~50μm, or v=50μm/0.5s). The β-Al5FeSi phase grows as faceted plates due to 
its large entropy of fusion ( ~ 4.97 kJ/mol/K) [267], with the largest intermetallic in 
Fig.6.15 reaching a length of 170 µm in less than 5 s after initial observation, as 
shown quantitatively in Fig.6.16b-A. This intermetallic continued to grow to 370 μm 
over a further 20 s, as shown in the inset in Fig.6.16b-B. This first stage, “interface 
controlled growth”, ceases at this point when the rapidly expanding plate-like β phase 
impinges on the surrounding primary phase dendrites/grains. The average growth 
velocity of the four quantified intermetallics during the burst growth stage is 
34±20 μm/s.  
The intermetallic is now constrained by the primary dendrites and can no longer grow 
in the most favourable orientation, with the rate of change in maximum length 
remaining constant almost until the end of solidification (see Fig.6.16a). In this 
second stage of growth, the β plates grow by thickening, expanding in the less 
favourable growth direction normal to the faces of the plate (compare Fig.6.16b-B 
with Fig.6.16b-C). This growth mechanism is similar to the ledge-wise growth 
mechanism observed by Laird and Aaronson [293]. To illustrate this growth 
quantitatively, the change in cross-sectional area for each intermetallic is plotted in 
Fig.6.16c. Although these growth curves are not completely smooth, this is due to the 
changes being slow in comparison to the resolution (1 μm/pixel). The actual change in 
cross-sectional area will be more parabolic, with growth limited by attachment 
kinetics and diffusion between the two phases (α-Al and β Al5FeSi) [294]. The source 
of Fe for growth is provided by the continued formation of the primary phase and also 
the formation of the Al-Si eutectic which has been shown to occur over these 
temperatures [11, 295], and has an even lower solubility than the primary phase (Fe 
solubility in the Al-phase is less than 0.05wt.% at this temperature while nil solubility 
in the Si-phase [6]). This second stage of intermetallic growth, “attachment and 
diffusion limited” growth, continues until the Al/Al2Cu eutectic phase forms at 
approximately 510°C. During the second stage, porosity was also observed visible as 
the white phase in the high magnification inset, Fig.6.16b-C. Noting again that the 
porosity was observed to form around intermetallics (perhaps nucleating on them), the 
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pores grow to a size of hundreds of microns in a single 1/2 s frame. In the same frame, 
the β-plates appear to thicken (see step growth in Fig.6.16c), but this growth is 
probably both an artefact of the change in x-ray attenuation contrast and partially due 
to thickening. Because the intermetallics are now constrained along the preferred 
growth direction of the plate edges, this growth is through thickening via ledge 
growth and hence is at least an order of magnitude slower than pore growth (taking 
several seconds, Fig.6.16c, as compared to a single frame). 
The third and final stage, “step growth”, occurs when solidification is completed by 
the formation of the Al-Al2Cu eutectic, as shown in inset Fig.6.16b-D. This eutectic 
was observed to nucleate at ~510°C, again in liquid regions close to Fe-rich 
intermetallics. The evolution of this phase only has a minor effect on the size and 
aspect ratio of the β-plates (see Figs.6.16b, 6.16c), signalling the end of solidification 
and the growth of the β-intermetallics from the liquid. 
 
Fig. 6.17 Digital radiographs showing the Fe-rich intermetallics (β) and porosity (P) at different 
solidification temperatures: (a) ts = 187.6 s, 576.0°C; (b) ts = 241.6 s, 567.7°C; (c) ts = 451.6 s, 
535.2°C; (d) ts = 649.6 s, 504.7°C. 
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6.2.2 Rc = 0.15°C/s 
In order to obtain the whole range of Fe-rich intermetallic nucleation temperature, a 
radiography experiment was performed in slower cooling rate (0.15°C/s) than the 
previous one, allowing the details of solidification microstructure to be imaged at a 
resolution of 0.5 μm/pixel and a frequency of 2 Hz in 650 s. 
The real time image of the solidification microstructure is shown in Fig.6.17. The first 
β intermetallic plate nucleated at temperature as high as 576.0°C (Fig.6.17a). The 
solid fraction at that time was ~0.297, which is higher than dendrite coherency 
point (0.21) measured in Al-7Si-4Cu alloys [285]. After nucleation, it propagated 
rapidly in two-dimensional fashion with a tip velocity 16.5±12.0 μm/s. During this 
period from 576.0°C to 567.7°C, many other plates formed subsequently in the 
interdendritic liquid as can be seen in Fig.6.17b. Interestingly, some plates grew 
towards each other and finally stopped due to impingement as shown in Fig.6.17c. 
This sometimes led to the misinterpretation of a single nucleus growing and branching 
to form twisted or interlocked plates if only the final morphology was studied. 
Because of the affinity of intermetallic particles to hydrogen atoms [292], pores 
nucleated readily on those plates and expand into the surrounding liquid region and 
finally form elongated shapes close to the plates as demonstrated in Fig.6.17d. 
The Fe-rich intermetallic growth kinetic was quantified in Fig.6.18. The final 
segmented plates are shown in Fig.6.18a. Their corresponding maximum size and area 
are shown in the same colour in Fig.6.18a, b. Extrapolating the intermetallic size to 
zero, the quantified intermetallic nucleation temperature is 572.5±8.0 °C/s. Similar to 
the growth behaviours found for at relatively high cooling rate (0.33°C/s), 
intermetallic plates develop their length at a very high velocity (instantaneous peak 
velocity observed to be in excess of 33.8 µm/s). Quantitatively, this is illustrated by 
the steep growth curves of maximum length (Fig.6.18b). Most of them already grew 
into their full length before the α-Al/Si eutectic reaction at ~565°C, with the largest 
intermetallic in Fig.6.18a reaching a length of 517.6 µm in less than 36 s after initial 
observation, as shown quantitatively in Fig.6.18a. This rapid expansion finishes when 
the plate-like β  phase impinges on the surrounding primary phase dendrites/grains. 
The averaged growth velocity in this first stage is 16.1±13.8 μm/s. 
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Fig. 6.18 Individual plate-like Fe-rich intermetallic growth kinetics. (a) The final segmented Fe-
rich intermetallic plates. (b, c) Quantified evolution of corresponding plates (a) in colour in term 
of their maximum length (Lmax) and cross-sectional area respectively. 
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The temperature for first growth stage varied from intermetallics to intermetallics 
because of different nucleation temperature. After the first growth stage, the 
intermetallics were constrained by the surrounding solid phases such as primary 
dendrites, Al/Si eutectics and other intermetallic plates. They can no longer grow in 
the most favourable orientation, with the maximum length remaining constant almost 
until the end of solidification (see Fig.6.18b). As proposed before, plates was 
thickening at this stage by selectively attaching atoms to their neighbouring 
favourable sites on the faces of the plate (comparing the length of each intermetallic 
in Fig. 6.17b with their corresponding area in Fig.6.18c). The steep rises on the 
growth curves were again from image processing. The actual change in area should be 
parabolic instead of step-wise because diffusion of solutes was the controlling 
mechanism at this stage. 
The final stage was ignored in this analysis due to the uncertainties in determining the 
small amount of changes in size. As can be seen in Fig.6.18d, the x-ray attenuation of 
the Al-Al2Cu eutectic are very close to the Fe-rich intermetallic phases. The video 
shown that the evolution of this phase only has a minor effect on the size and aspect 
ratio of the β-plates, illustrating that the quantification of last stage can be safely 
neglected in this analysis on a large quantity of β-intermetallics. 
6.2.3 Summary 
In summary, the morphology of the plate-like β-Al5FeSi phase was observed to 
evolve in three distinct growth stages: 
Stage I – Interface controlled growth: Once nucleated, the β-Al5FeSi plates grow 
rapidly from the Fe-supersaturated interdendritic liquid via the eutectic reaction 
below: 
 Liquid → α-Al + β-Al5FeSi ~ 580→555°C 
Stage II – Attachment and diffusion limited growth: Prevented by impingement from 
growing on the favourable sites, growth continues via ledge-wise growth on the plate 
faces, limited by these attachment kinetics and the rejection/diffusion of solute: 
 Liquid → (α-Al + Si) + Al5FeSi (+ Pores) 565→510°C 
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Stage III – Final step growth: Formation of the Al-Si eutectic and Al2Cu phases 
providing two final spurts of growth when Fe is rejected by each of the following 
reactions: 
 Liquid → (α-Al + Si + Al2Cu) + Al5FeSi 510→500°C 
In such a slow cooling rate (0.33 and 0.15°C/s), the phase transformation process 
should be comparable with the equilibrium ones. A CALPHAD calculations (Thermo-
Calc TCCR1) using the database in ref. [7] was performed in the Al-7.5wt.%Si-
3.5wt.%Cu-0.8wt.%Fe quaternary alloy system. The calculated transformation 
                                                     
1 Thermo-Calc Software, Stockholm, Sweden 
 
Fig. 6.19 Individual plate-like Fe-rich intermetallic growth kinetics. (a) The final segmented Fe-
rich intermetallic plates. (b, c) Quantified evolution of corresponding plates (a) in colour in term 
of their maximum length (Lmax) and cross-sectional area respectively. 
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temperature agrees very well with the experimentally measured ones as shown in 
Fig. 6.19. The calculated temperature for β-intermetallic formation is 581.3°C and the 
measured ones are 563±4 °C, 568.8±1.2°C/s, 572.5±8.0 °C/s as cooling rate decreases 
from 0.33°C/s, to 0.24°C/s, and then to 0.15°C/s, giving the averaged undercoolings 
of 18.3°C, 12.5°C, 8.8°C respectively. Therefore, intermetallics grew faster when 
higher cooling rate was applied. However, the size of intermetallic decreases from 
289.0±150.3 μm to 277.3±82.8 μm when cooling rate increases from 0.15°C/s to 
0.33°C/s. This was because the grain size was smaller at shorter solidification time as 
comparing 290 s with 650 s. 
Unlike the quasi-peritectic growth theory proposed by Sha et al [212], no intermediate 
script-like α-AlFeSi phase was observed in this study, a phase which they 
hypothesized later transformed via a peritectic reaction into β-Al5FeSi, even though 
the cooling rates were comparable (0.33 and 0.15 as compared to 0.17°C/s). However, 
the intermetallic growth velocities observed here are in good agreement with prior 
observations by Liang and Jones [204] for the similar phase formation of Al3Fe in 
binary Al-Fe alloys (1.0 ~100 μm/s as compared to 10.0 to 400 μm/s).  
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Fig. 6.20 The XMT child volumes around single pores in the wedge castings for Al-4wt.%Cu (LHS) 
and Al-12wt%Cu (RHS). (a) and (b) 2D orthoslices of pores (dark) surrounded by dendrites (gray) 
and eutectic (white) similar to radiographs or optical micrographs; (c) and (d) Segmented 3D 
pores (golden) with boundary orthoslices showing behind them; and (e) and (f) are the pores with 
different orientation situated in the middle of each volume with the dendrites and eutectic rendered 
in transparent red and orange, respectively. 
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6.3 Tomography 
6.3.1 Effect of Cu Content on Pore Morphology 
Laboratory wedge mould castings of Al-4Cu (WMC01) and Al-12Cu (WMC02) were 
obtained to exam the morphology of pores in 3D using X-ray Micro-
Tomography (XMT).  
Fig.6.20a, b are the 2D orthoslices the typical results from an XMT scan, similar to a 
traditional optical micrograph – even here the pores are clearly not spherical in both 
alloys. The full 3D reconstructed pores are shown in Figs.6.20c, d, illustrating that the 
pores are roughly sheet-like in shape, but branched and twisted. Only a few small 
ones may be described as ellipsoid-like. It appears that most pores have formed by 
spreading out in two dimensions, between grains, rather than growing in one 
dimension in Figs.6.20e, f. The restriction of microporosity growth by the dendritic 
structure must be considered if the pore shape as well as maximum dimension is to be 
predicted accurately [134]. 
The reason for the reduced contrast between the pores and Al-4Cu as compared to the 
Al-12Cu is immediately clear – the pores are much thinner and more tortuous in Al-
4Cu, although their overall dimensions are similar. In the Al-4Cu there is significantly 
less eutectic, hence the primary dendrites will take up much more of the space, 
leaving only thinner and more tortuous channels of interdendritic fluid. The gaps for 
the pores to fill are much smaller, producing higher curvatures and hence higher 
surface tension components of the pressure in the pores (although the shrinkage 
pressure component might be reduced). These high curvatures might lead to a meta-
stable situation where the optimum shape of a pore might be borderline between a 
smaller but rounded shape and a more spread out shape that has a higher surface 
tension component to its free energy – this might have been the case for the LHS pore 
in Fig.6.20c. The pore in the Al-12Cu (Fig.6.20d) is much more rounded due to the 
significantly larger fraction eutectic (over 30% as compared to a few percent), and 
hence there are much bigger gaps for the pores to grow into. 
In summary, the XMT results show that it is difficult to extract 3D attributes such as 
volume or equivalent radius from 2D projections when the pores are highly tortuous. 
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6.3.2 Effect of Hydrogen Content & Cooling Rate on Pore 
Distribution 
Al-12Cu alloys were cast into a laboratory permanent steel mould. The hydrogen 
 
Fig. 6.21 The influence of hydrogen content on pore distribution characterized using XMT scans 
on two Al-12wt.%Cu wedge castings for CH = 0.14ml/100gSTP (LHS) and CH = 0.56ml/100gSTP 
(RHS) at different cooling rates and solidification time: (a) ts = 21s, Rc = 3.8°C/s, (b) ts = 29s, 
Rc = 2.9°C/s, and (c) ts = 37s, Rc = 2.0°C/s. Pores are associated with different colours 
corresponding to their equivalent radius (volume) in 3D. 
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content was controlled to be 0.14 ml/100gSTP (WMC02) and 0.56 ml/100gSTP 
(WMC03) for two different wedge castings. Three sets of cylindrical samples (7 mm 
in diameter, and 3.7 mm in height) at different locations of the wedge were obtained 
by wire EDM in order to study the influence of cooling rates (3.8°C/s, 2.9°C/s, and 
2.0°C/s) on pore formation. Figs.6.21a (I, II, III) compares the influence of cooling 
rate on pore distribution in the WMC03, while the pore size distributions in the 
WMC04 at the same cooling rate are on the right hand side in Figs.6.21b (I, II, III). It 
can be clearly seen that both cooling rate and hydrogen concentration have a 
significant influence on pore formation in Al-12Cu alloy. Increasing hydrogen content 
4 times, the volume fraction of gas bubble increases dramatically from 0.08%, 0.42%, 
and 1.21% to 3.04%, 3.16%, and 4.27% for three different cooling rates respectively. 
Using metallic moulds, the solidification time was relatively shorter ( < 100 s) than 
the traditional sand mould castings (> 100 s) but similar to the cooling conditions 
encountered in high pressure die casting process (0.1~100 s) [5]. Pore free castings 
were normally assumed in such castings. However, it is not true according the 
experiments in this work, even at very low hydrogen content (0.14ml/100gSTP) pores 
can form with a number density varying from 33.87 mm-3, to 13.74 mm-3, and then to 
13.07 mm-3 as solidification time increase from 21s, to 29s, and the to 37s. Applying 
external pressure may depress the nucleation temperature of hydrogen bubble but 
completely suppression of porosity requires deformation as it solidifies not only just 
good feeding. 
As shown in Fig.6.22, the quantified pores in both castings are dependant on the total 
solidification time (ts). As solidification time increases, the distribution of normalized 
volume fractions of pores spread over the large pore area in Fig.6.22, illustrating that 
the decrease in number density of pores is also accompanied by increases in pore size 
when longer solidification time is allowed.  
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Comparing Fig.6.22a with Fig.6.22b, it is clearly seen that the hydrogen content plays 
a critical role in forming porosity, especially for the large ones. When hydrogen 
content increases to the extreme high value (0.56 ml/100gSTP), pore size can no 
longer be controlled by varying the cooling rate. This is because high cooling rate can 
only increase the chemical potential and reduce the supersaturation required to form a 
pore. It has, however, no effect to reduce the number of hydrogen molecular within a 
bubble. The number density of pores in WMC02 and WMC03 are similar at identical 
cooling rates as comparing 33.87 mm-3 with 40.28 mm-3 (3.8°C/s), 13.74 mm-3 with 
15.87  mm-3 (2.9°C/s), and 13.07 mm-3 with 19.86  mm-3 (2.0°C/s). 
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Fig. 6.22 The quantified distribution of pores at different solidification time in two Al-12wt.%Cu 
wedge castings for (a) CH = 0.14ml/100gSTP and (b) CH = 0.56ml/100gSTP. 
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In conclusion, the hydrogen content determines the volume percentage of pores and 
pore size within a casting. The higher the hydrogen level, the more large pores may 
form. However, the negative effect of large pores can be controlled in the degassed 
castings (WMC02) by increasing cooling rate to form well distributed small pores. At 
high hydrogen level, the quality of casting cannot be effectively controlled simply by 
cooling conditions. 
6.3.3 Effect of Oxide Additions on Pore Distribution 
As seen previously in the XTGS experiments (Fig.6.6), the addition of 
oxides (Al2O3/Al3Zr) significantly increased the amount of porosity and pore size. To 
investigate the effect oxides on pore morphology in 3D, tomography scans were 
carried out on XTGS samples from AlCu01 and MMC02 where cooling rates were 
identical (1.50°C/s compared with 1.43°C/s). Fig.6.23 shows the comparison of pore 
and primary grain morphology in 900 μm cubes between AlCu01 and MMC02. The 
columnar dendrites (red in volume and gray on the background orthoslices in 
Fig.6.23a) are clearly seen in the base alloy, while interconnected eutectic 
regions (white on the background orthoslices in Fig.6.23b) makes the primary 
grains (red in volume) are difficult to separate in the MMC02 casting. 
 
Fig. 6.23 Pores and primary dendrites in the XTGS castings: (a) Al-4Cu01, CH=0.25 ml/100gSTP, 
and Rc=1.50 °C/s and (b) MMC02, CH=0.19 ml/100gSTP, and Rc=1.50 °C/s. 
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Comparing the pores in the base alloy (Fig.6.23a) and the MMC (Fig.6.23b), it clearly 
seen that pore size increases dramatically as oxide inclusions is added. Pores are 
situated in the narrow spaces between primary and secondary dendrite arms and form 
irregular shapes in the base alloy while it become more globular in the MMC. This 
was because directional solidification led to the enrichment of hydrogen in the 
interdendritic liquid during solidification. Although slightly higher hydrogen content 
was used in the base alloy (comparing 0.25ml/100gSTP with 0.19ml/100gSTP), pores 
grew smaller than in the MMC. This is because the formation of many small pores 
around dendrites at relatively low temperatures (625.7±24.8 °C) in the base alloy can 
only absorb hydrogen in the local region while early nucleation of hydrogen bubbles 
in the MMC (645.0±0.6 °C) resulted in segregation of hydrogen in the MMC. 
Therefore, oxide inclusions promote the formation of pores in castings while may 
affect the soundness of casting components. The hydrogen level and cooling 
conditions is not the only measure to approximate the pore size when oxide inclusion 
is added. It is clearly seen from current XTGS and XMT experiments that pore size 
also depends on the kinetics of nucleation and growth which is strongly influenced by 
the oxide additions. 
6.3.4 Effect of TiB2 Additions on Pore Distribution 
The effect of TiB2 additions was investigated by comparing the pore size distribution 
in laboratory wedge casting of Al-12Cu alloys (WMC04). The commercial 5:1 TiB2 
master aluminium alloy was used to achieve a level of 0.1wt.%Ti in the Al-12wt.%Cu 
casting. The measured hydrogen level was 0.25 ml/100gSTP. 
Fig.6.24 shows the quantified pore distribution in three different locations of the 
casting corresponding to three different solidification time. The number densities of 
pores at three locations of the casting are 36.25 mm-3 at 3.8°C/s, 22.51 mm-3 at 
2.9°C/s, and 17.53 mm-3 at 2.0°C/s. Comparing Fig.6.24 with Fig. 6.22a, it can be 
seen that pore number density increases when the TiB2 refiner was added. 
Interestingly, the higher hydrogen content did not lead to significant volume 
percentage increase in the TiB2 refined alloy as comparing Fig.6.25a-I, II, III with 
Fig.6.25b-I, II, III. The resulting volume percentage of pores in the TiB2 refined 
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casting was 0.18% at 3.8°C/s, 0.84% at 2.9°C/s, and 1.12% at 2.0°C/s.  
Pores in the cylinders (7 mm in diameter, and 3.7 mm in height) from WMC02 and 
WMC04 castings are qualitatively compared in Fig.6.25. The beneficial effect of TiB2 
addition is clearly seen at all three cooling rates (3.8°C/s, 2.9°C/s, and 2.0°C/s). 
Unlike oxide inclusions, the particle size of TiB2 is well 
controlled (0.2~6.0 μm) [296] in the commercially available master Al alloys and well 
distributed in melt by a number density of ~5×104mm-3 [296]. Therefore, 
heterogeneous nuclei of grains and pores are initiated uniformly at low solid fraction 
within a casting as shown in Fig.6.14b from the previous XTGS experiments 
performed by Lee [260]. This alleviated the segregation of hydrogen around large 
particles because the diffusivity of hydrogen in the liquid is relatively fast (10-7m2/s).  
Therefore, TiB2 addition not only refines primary Al grains [296] but also refines 
porosity in a casting, if the concentration of hydrogen is well controlled under 
moderate level (<0.25ml/100gSTP). Because of early nucleation of pores in the 
refined alloys especially at high cooling rate, the growing globular grains only 
provides hydrogen solutes by partitioning but have less restriction on the expansion of 
pores in the melt, subsequently resulting in the formation of small spherical pores 
within a casting. 
 
Fig. 6.24 The quantified distribution of pore distribution in a TiB2 refined Al-12Cu at three 
different solidification time. 
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Fig. 6.25 The influence of TiB2 addition (RHS) on pore distribution characterized using XMT 
scans on two Al-12wt.%Cu wedge castings for CH = 0.14ml/100gSTP (LHS) and CH = 
0.25ml/100gSTP (RHS) at different cooling rates and solidification time: (a) ts = 21s, 
Rc = 3.8°C/s, (b) ts = 29s, Rc = 2.9°C/s, and (c) ts = 37s, Rc = 2.0°C/s. Pores are associated with 
different colours corresponding to their equivalent radius (volume) in 3D. 
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6.3.5 Fe-rich Intermetallic Morphology 
Two dimensional needle-like Fe-rich intermetallics have been reported by many 
authors using traditional scanning electron microscope (SEM) and transmission 
electron microscope (TEM) techniques [6]. However, very few research groups have 
reported the 3D complex plate-like morphology of β-Al5FeSi phase by destructive 
series sectioning experiments [249, 297]. 
In a single sectioning experiment on the as-cast sample of Al–9.0%Si–1.0%Fe–
0.5%Mn alloy in Fig.6.26a, Dinnis et al.[249] did not obtain the maximum dimension 
of intermetallic plates due to the limitation of the total section depth (96 μm). In the 
homogenization experiments of Al–0.8%Si–0.3%Fe–0.2%Mn alloy (Fig.6.26b), 
Kuijpers [297] used curvature distributions as a indicator for the transformation from 
β-Al5FeSi to α-Al8Fe2Si as homogenization time increases. The maximum 
dimensions of Fe-rich intermetallics were again not quantified due to the sectioning 
depth limit (40 μm). However, it can be clearly seen from their experiments that the 
size of the largest intermetallic plate did not change during homogenization.  
 
Fig. 6.26 Fe-rich intermetallic morphology in 3D obtained by Dinnis et al.[249] and Kuijpers [297] 
from series sectioning experiments. (a) β Fe-rich intermetallic plates in Al–9.0%Si–1.0%Fe–0.5%Mn 
casting [249], (a-I, II, III) are the marked possible position of a primary Al grain. (b) β Fe-rich 
intermetallic plates in the as-cast alloy of Al–0.8%Si–0.3%Fe–0.2%Mn [297]. The plates are rendered 
in colour according to the local curvature in 3D. 
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Therefore, it is very important to image the 3D microstructure of as-cast samples 
without damage and exam the morphology of Fe-rich intermetallics inside it 
statistically. In this study, synchrotron tomography scans were performed to provide 
quantitative data for 3D model validations in order to optimize casting conditions and 
control the plate-like Fe-rich intermetallics right at the solidification stage. 
A series of sand mould plate castings (150×210×19 mm) were made using Al-
7.5wt.%Si-3.5wt.%Cu-0.8wt.%Fe (W319) with a range of cooling rates via chilling 
the plate at on end. Each mould was filled with molten W319 at 750°C and inverted to 
allow cooling to proceed inwards from the iron plate chill end. The thermal profile is 
recorded at different vertical and horizontal locations with varying distances from the 
chill (DC) end and changing distances from the feeder (DF). Cylinders were cut via 
wire electrical discharge machining (φ=2 mm, L=150 mm) for tomographic scans at 3 
locations from the chill plate, producing three different cooling rates as measured by 
K type thermocouples at the same locations.  
Tomographic scans were carried out at the imaging beam line ID19 of the European 
Synchrotron Radiation Facility (ESRF)2, using a monochromatic, parallel, x-ray 
beam (34keV) was used to collect 900 projections at a voxel resolution of 1.4μm. The 
resulting 1700×1700×371 voxel reconstruction was processed using ring artifact 
removal by RingCorrection, v0.21 ESRF. A sub volume of 300×300×300 voxels was 
cropped and then filtered using the mean shift (edge-preserving smoothing) 3 
algorithm in ImageJ 4. The segmented 3D morphology of Fe-rich intermetallics were 
then quantified and visualized using commercial tools 5, 6. 
                                                     
2 European Synchrotron Radiation Facility, Grenoble Cedex, France 
3 Mean shift, Prof. Dr.-Ing. Kai Uwe Barthel, Internationale Medieninformatik, Berlin, Germany 
4 ImageJ, National Institutes of Health,  USA 
5 VgStudioMax, Volume Graphics GmbH Wieblinger Weg 92a 69123 Heidelberg Germany 
6 Amira, Mercury Computer Systems SAS…PA Kennedy 1 - BP 50227  F-33708 Merignac Cedex  France 
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As shown in Fig. 6.27a, a slice of the 3D raw volume illustrates the primary dendrite 
which consists of the dark region with varying degree of darkness due to different 
solid solution concentrations of Cu (2.8~5.8wt.% measured by SEM/EDX analysis on 
the same sample). The Fe-rich β-Al5FeSi plates, Al-Si and Al2Cu eutectics appear 
light because of the mass attenuation coefficient is higher in Si, Cu, and Fe than in Al 
solid solution in the photon energy range from 15~40keV. However, the x-ray 
attenuation difference between Fe and Cu is so small (<10% according to the data 
from NIST [258]) that Fe-rich intermetallics could not be separated by applying single 
value thresholding to the entire volume. Therefore, adaptive thresholding were used to 
segment the plates slice by slice as shown in Fig. 6.27b. Each intermetallic needle in 
(a)
(c)
(b)
(d)
400μm 100μm
200μm
 
Fig. 6.27 Experimentally obtained 3D morphology of Fe-rich intermetallics using synchrotron x-ray 
tomography: (a) a slice of the raw data, (b) a subvolume chopped from the raw data and filtered by 
edge preserving algorithm, (c) 3D visualization of primary phase (light blue) and Fe-rich 
intermetallics (red); and (d) plate-like Fe-rich intermetallic phases. 
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2D was picked up by its local gray scale gradient using the region of interest (ROI) 
manager in ImageJ and thus small intermetallic particles (<10μm) are ignored due to 
the difficulties in differentiating it from noises. However, the primary Al phase can be 
easily segmented out using single value thresholding in Amira. 
The final binarilized morphology of primary Al phase and secondary Fe-rich 
intermetallic plates is shown in Fig.6.27c. The large Fe-rich intermetallic plates 
shaded in red while primary Al is in light blue. Faceted intermetallics are situated 
between dendrites and limited by the interdendritic spacing as clearly seen by the 
marked two plates in Fig. 6.27c. This indicates that the impingement of those plates 
on the surrounding dendrites during the growth stage in solidification. Similar 
explanation has been proposed by Dinnis et al.[249] from their series sectioning 
experiments. Different from previous studies, no Mn addition was used in this study 
resulting in a negligible amount of script-like Fe-rich intermetallic formation in the 
final castings. Interestingly, the distinct edges of plates in the cluster of 
intermetallics (left front corner in Fig.6.27d) show that separate secondary phase 
nuclei with different orientation grow from different locations towards each other to 
form the interconnection network. As a result of that, it was difficult to conclude 
whether they form by one plate branching or by separate plate impingement in a 
limited domain size by previous series sectioning technique with necessary unknown 
interpolation between sectioning steps. However, it can be clearly seen from present 
study that branching of highly faceted intermetallics did not occur during 
solidification. It is true theoretically that branching requires creating misoriented 
nuclei on the surface of the plates which is nearly impossible during solidification as 
that S/L interface is atomically-smooth. Any atoms has be travel across the interfacial 
ordering layers and arrange themselves in the liquid near the boundary in order to be 
achieve a successful atomic hop from liquid to solid [241]. Creation of nuclei on those 
directionally bonded surface is thus energetically prohibited.  
The steps on the plates (Fig.6.27d) can be noises from imaging analysis but can also 
be the accumulation of ledges on smooth plates due to their impingement on the 
surrounding primary Al crystals. In fact, similar behaviours have been observed by 
previous 3D morphology studies on Fe-rich intermetallics [249] and other plate 
growth (e.g. TiC) [298]. In addition, the primary Al phase does prohibit the expansion 
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of perfect plates on the surface in solidification as shown in SEM image from the 
same sample in Fig.6.28a. It seems that only a certain part of the plate was free to 
thicken along the new ledges, resulting in wavy morphology in the cut 
plane (Fig.6.27a). However, it needs to be confirmed by synchrotron tomography 
scans in submicron resolutions and in situ radiography experiments. 
Using the tomography scans on large volumes, many sub-volumes from each scan can 
be analyzed to generate quantitative data of size (Lmax) distribution of Fe-rich 
intermetallic plates. Fig.6.28 shows the size distribution of Fe-rich intermetallic plates 
as cooling rate increases. The higher the cooling rate the smaller the plates will be. 
However, it has been summarized by Belov et al. [5] that those plates do not 
disappear even at cooling rates as high as 106°C/s.  
However, the negative effect of Fe-rich intermetallic can be alleviated by reducing the 
size of their size using rapid cooling techniques as shown in Fig.6.28. 
 
 
Fig. 6.28 Quantified size of Fe-rich intermetallic plates in a W319 alloy. Inset images correspond 
to the Fe-rich intermetallic plates at three cooling rates segmented from the tomography volumes. 
Chapter 7: Porosity Predictions 
 
- 155 -
7 Porosity Predictions* 
Extending the porosity model previously developed by Lee [260] and co-
workers [197] to multicomponent systems, the formation of microporosity during the 
solidification of aluminum alloys was simulated. The porosity model was validated by 
comparing simulations with experimental data from x-ray temperature gradient 
stage (XTGS) and x-ray microtomography (XMT). After validation, the model was 
subsequently applied to predict the effects of different variables (hydrogen content, 
alloying additions, and cooling rates) on pore size, morphology, and volume fraction. 
A detailed investigations of porosity formation in both binary, ternary, and quaternary 
systems are presented in this chapter paying special attention to the kinetics of 
microstructural evolution and in particular to the interactions between primary Al and 
pores during solidification. 
7.1 Validating Porosity Simulations 
Model validations were performed in a Al-12wt.%Cu alloy which was imaged in situ 
using x-ray radiography and ex situ using x-ray tomography. The simulation 
parameters and experimental conditions used are listed in Table 7.1. The simulations 
match the wedge casting conditions in the local region where the XMT sample was 
taken, but not the XTGS experiments, which were directional and at approximately 
half the cooling rate. Not only the growth kinetics but also the pore size distribution 
was simulated and compared with experiments. The 3D morphology of simulated 
pores was quantitatively compared with tomographic results by applying a tortuosity 
parameter [299]. 
                                                     
* Note, portion of this chapter has been published in: 
1. J. Wang, R. C. Atwood, L. Thuinet, and P. D. Lee. Predicting the Tortuous Three Dimensional Morphology of Microporosity 
in Aluminum Alloys. in Shape Casting: 2nd International Symposium. 2007. Orlando, Florida, USA TMS. 
2. P. D. Lee, J. Wang, and R. C. Atwood. Modelling the infulence of multi-component alloying additions on microstructure and 
pore formation in cast aluminium alloys. in TMS. 2007. Orlando, US. 
3.P. D. Lee, J. Wang, and R. C. Atwood, Microporosity Formation during the Solidification of Aluminum-Copper Alloys. JOM-
e: Visualization: Defects in Casting Processes(USA), 2006: p. Online: http://www.tms.org/pubs/journals/JOM/0612/Lee/Lee-
0612.html 
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Table 7.1 Values used in the XTGS and XMT experiments together with the 
default values used in the mesomodel 
Property Symbol XTGS XMT Model Units 
Height Imaged/Simulated y 4 0.425 1.2 or 0.6 mm 
Width Imaged/Simulated x 4 0.425 1.2 or 0.6 mm 
Thickness  
Imaged/Simulated 
z 1.5 0.425 1.2 or 0.6 mm 
Average Cooling Rate Rc 1.32 2.9 2.9 ºC/s 
Pulling Velocity VP 0.32 - - mm/s 
Thermal Gradient G 4.09 - - ºC/mm 
Hot Stage Temperature Thot 705 - - ºC 
Cold Stage Temperature Tcold 505 - - ºC 
Hydrogen Content o
HC  0.25 0.25 0.25 ml/100g STP 
Grid Spacing Δx 8 or 40 4.25 12.5 or 25 μm 
Time Step Δt - - 57 or 250 µs 
Minimum Hydrogen 
Supersaturation at 
Nucleation 
Ss 1.2 - 1.2 - 
Potential Pore Nucleus 
Density 
Nv - 400 400 [269] mm–3 
Hydrogen Solubility CLH* - - as given in Lee 
& Hunt [22] 
ml/100g STP 
Effective Hydrogen 
Diffusivity 
DE - - as given in Lee 
& Hunt [22] 
mm2/s 
Partition Coefficient of H kPH - - 0.1 [22] - 
Initial Cu Concentration CLCu 12 12 10/12 wt.% 
Liquid Density ρL - - 2.38 [22] g/cm3 
Solid Density ρS - - 2.52 [22] g/cm3 
All-Hg interfacial energy γGL - - 90 [22] Pa cm 
Metallostatic Pressure Plocal - - 1 or f(T) atm. 
Liquidus Temperature Tliq - - 648 or 629 ºC 
Solidus/Eutectic 
Temperature 
Tsol - - 548 ºC 
Liquidus Slope ml - - -3.8 / -3.9  
Partition Coefficient of Cu kPCu - - 0.173 [148]  
Eutectic Concentration CeutCu - - 32.7 [148] wt.% 
Fraction Eutectic feut - - 0.3 [148] - 
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7.1.1 Simulating the Kinetics of Pore Formation in Al-Cu Alloys 
Fig. 7.1a illustrates the simulated pore size and morphologies in 3D using the same 
casting conditions as in wedge casting experiments. The rate of pore growth was 
quantified and the evolution each individual pore in terms of the maximum 
dimension (Lmax) of an equal volume sphere is shown in Fig. 7.1b.  
The simulated pores nucleated at ~618°C (corresponding to 0.25 fraction of solid) and 
kept on growing until the end of solidification at ~548°C, as shown in Fig. 7.1b. The 
parabolic growth curves of individual pores in the interdendritic liquid illustrate the 
continuous absorption of hydrogen from the surrounding liquid or semi-solid cells. 
The complex interaction between pores and the surrounding dendrites led to the final 
tortuous shape of the pores in Fig. 7.1a. 
To understand whether solidification shrinkage has a significant contribution to pore 
formation, simulations with both constant and decreasing pressures were performed 
and compared with XTGS experiments. Fig. 7.2 shows the simulation results where 
the local metallostatic pressure was set to a constant (P0 = 1 atm.), removing the 
shrinkage driving force. The predicted growth of equivalent pore radius (Req) is 
initially much faster than observed experimentally, but then levels off sooner, 
underestimating the final pore size (Fig. 7.2a). The maximum pore length (Lmax) are 
compared in Fig. 7.2b. They show a similar trend to that of Fig. 7.2a, although the 
final predicted maximum dimension of the pores is closer to that observed. 
(a) (b)
200 μm
 
Fig. 7.1 Typical mesomodel results Al-12Cu for a volume of 503 and a cell size of 12 μm. (a) 
Rendering of the pore morphology in 3D; and (b) maximum pore length vs temperature [300]. 
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Comparing the kinetics of pore formation as well as the final values for pore length, it 
is clear that the model is not incorporating all of the required phenomena. A 
quantitative prediction of porosity growth kinetics requires in fact the calculation of 
both hydrogen and shrinkage driving forces. 
The following linear relation between pressure and cooling rate is applied in order to 
study the effect of pressure drop on pore formation: 
fTBPTf Δ−= 0)(  (7.1) 
where P0 is the initial local pressure, B is a constant (e.g. 6.157635×10-3 for Al-12Cu), 
ΔTf is the local absolute undercooling with respect to the initial liquidus temperature. 
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Fig. 7.2 Comparison of μMatIC predicted (solid lines) and XTGS measured (squares) pore growth 
assuming a constant local metallostatic pressure (i.e. gas only driving force). (a) Equivalent radius 
and (b) maximum pore length. [300]. 
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Applying this function to an Al-12Cu alloy, the pressure drops from 1atm to 0.5 atm 
from liquidus to solidus temperatures. 
 
Fig. 7.3 compares the model results incorporating shrinkage driving forces as well as 
hydrogen bubble formation. The predicted growth rate of Req is now a much better fit 
to the XTGS results (Fig. 7.3a). The same is true for the shape of the growth curves 
for Lmax, although the final values are slightly larger (Fig. 7.3b). Note that the purpose 
of this comparison is to illustrate the usefulness of comparing model predicted 
kinetics of defect formation more than the final pore size calculated. The model’s 
inputs were in fact for the wedge (equiaxed grains) rather than the XTGS (columnar 
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Fig. 7.3 Comparison of μMatIC predicted (solid lines) and XTGS measured (squares) pore growth 
with a linearly decreasing local metallostatic pressure (i.e. both gas and shrinkage driving forces). 
(a) Equivalent radius and (b) maximum pore length [300]. 
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dendritic). Therefore, a strictly different result must be expected. 
The prediction of like for like (i.e. XMT analysis of wedge casting versus simulation 
of wedge casting) in terms of final qualitatively 2D and 3D morphology is listed 
quantitatively in Table 7.2. By simulating both gas formation and shrinkage driving 
forces the model is able to predict quantitatively the final distribution in pore sizes. 
However, the kinetics of pore growth only has a reasonable match. This might be due 
to the fact that the model inputs such as pore nucleation potentials are estimated from 
the XTGS experiments rather than explicitly measured. Another factor which 
significantly alters the growth rates is the treatment of the curvature or interfacial 
energy terms, which are only calculated via a first order approximation in the 
mesomodel, as shown in Chapter 5. In addition, only projected areas of pores in 2D 
were observed in XTGS experiments instead of their real 3D shapes which might 
underestimate the maximum pore length. Therefore, pore morphology obtained from 
3D predictions requires direct comparison with tomography experiments  
Table 7.2 Quantitative comparison of XMT analysis and simulation of Al-12Cu 
wedge castings 
 %P Nv, (mm-3) Lmax, (µm) 
XMT 0.4 14 863 
μMatIC 0.4±0.2 20±7.1 720±160 
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7.1.2 Simulating Pore Morphology in a Al-12Cu 
The size and 3D morphology of pores were revealed by applying image analysis 
techniques to the XMT images, allowing qualitative and quantitative comparison of 
experimental results and simulations. Fig.7.4 shows the typical results from an XMT 
scan. In Fig.7.4a, a single slice from the scan is shown, similar to a traditional optical 
micrograph. It can be appreciated that even for this raw image the pores are clearly 
not spherical. In Fig.7.4b the full 3D reconstructed pores are shown. Most of the pores 
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Fig. 7.4 X-ray micro-tomography characterization of microporosity in a 2 mm cylindrical sample 
from the wedge mould casting (4.25 µm/voxel resolution). (a) A 2D slice from a reconstructed 
volume. (b) Microporosity visualization with (i) small, (ii) medium and (iii) large pores shaded 
according to their size. (c) Normalized distribution of equivalent pore diameter quantified from the 
8 mm diameter cylindrical sample imaged at 9.25 μm/voxel. The outlines (i), (ii), and (iii) indicate 
the size ranges shown in (b) [301]. 
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are roughly plate-like in shape, and also both branched and twisted. Only a few may 
be described as rod- or string-like. It appears that most have formed by spreading out 
in two dimensions, growing between grains, rather than in one dimension as observed 
in XTGS experiments. The restriction of microporosity growth imposed by the 
dendritic structure must be considered if the pore shape as well as maximum 
dimension of a pore is to be predicted accurately, as required to predict the fatigue life 
of casting components [134]. At 4.25 µm/voxel resolution, the sample size and hence 
the total number of pores observed is too small to gain good quantitative data on the 
whole population of pores. The data from the larger 8 mm diameter sample provides 
an ample population size albeit with reduced detail. The normalized pore volume 
fraction distribution for the 8 mm sample is presented in Fig.7.4c, and the size ranges 
are highlighted and color coded to match Fig. 7.4 b.  
To facilitate the quantitative comparison of tortuous pores between experiments and 
simulation, the bounding box diagonal L was taken as the characteristic length. A 
dimensionless sphericity factor, ε, defined as the ratio of the measured surface area to 
the equivalent spherical surface area was used to express the deviation of three 
dimensional porosity from spherical shape [302]: 
AV /)36(3 2πε = ; (7.2) 
where V is the pore volume and A is the measured surface area. This factor describes 
deviations of the pore shape from a sphere and tends to decrease sharply as the pore 
become plate-like or rod-like. 
The quantitative results from the experiments and simulations are shown in Table 7.3, 
including percentage porosity (%P), number density (Nv), maximum pore 
dimension (Lmax), maximum equivalent diameter (Dmax), and minimum 
sphericity (εmin). The average values (Lavg, Davg and εavg) are also listed. Since only 
one 8 mm sample was analyzed in the XMT experiment, no experimental conclusions 
about casting-to-casting variation can be made at this stage. From three high 
resolution simulations, some idea of experimental uncertainties in the pore features 
may be inferred. The only difference between simulations was the random value used 
to assign locations and thresholds to the pore and grain nucleation sites. 
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The model predicts percentage porosity with reasonable accuracy, considering that 
there is a significant uncertainty in the true conditions of the experimental casting, and 
little knowledge about the nucleation events other than those inferred from current 
experiments and prior works [269]. The volume fraction of porosity in the simulations 
is higher than that calculated from experiments because a much smaller domain (one 
hundredth of the experimental volume) was used in the former. This is reasonable 
because any volume fraction calculation based on a small ‘sample’ will overestimate 
the results.  
The number density in the simulations is close to the observed value, but is 
significantly lower than in the experiment. This should be expected, since the number 
density includes pores of all sizes, while the observation of the smallest pores is 
highly dependent on the resolution. In all of those simulations, the cell size was kept 
fixed at 12.5 µm while it was 9.25 µm in experiments.  
The maximum calculated pore length gives a good agreement with the XMT 
experiment, though the range of pore length includes a greater number of smaller 
pores in the experiment than in the simulation. It can be seen that the maximum pore 
size is less than 10% off the value measured experimentally. 
Table 7.3 Comparison of porosity from experiments & simulations [301] 
 
%P Nv mm-3 
Lmax 
µm 
Dmax 
µm εmin 
Lavg† 
µm 
Davg* 
µm εavg 
XMT 0.42 13.7 863 240 0.21 102/+140/-59 44/+39/-20 0.4 ±0.1 
μMatIC 1.03 7.5 979 203 0.24 482/+254/-168 118/+56/-38 0.4 ±0.1 
μMatIC 1.05 5.8 933 253 0.25 349/+250/-146 120/+80/-48 0.4 ±0.1 
μMatIC 1.13 5.2 787 202 0.27 445/+206/-141 153/+34/-28 0.4 ±0.1 
 
The sphericity of pores between measured in experiments and simulations match very 
well both in the minimum and the mean values, as can be seen in Table 7.3. The 
influence of primary dendrites on the shape of micropores can be observed from a 
                                                     
† Parameters analysed as log-normal distributions, and the reported ranges correspond to plus or 
minus one standard deviation of the log of the parameter 
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comparison of typical individual pores observed in the experiment (a cube in 
Fig.7.4b) and simulations, Fig.7.5d. The shape of pores observed in the casting, 
Fig.7.5a, c show a very similar flattened and tortuous fashion to those from the 
simulation Fig.7.5b, d. Here pores formed by expanding into thin interdendritic 
spaces, thus forming these bent sheet-like shapes, and this process is well reproduced 
by the simulation. However, there is a limitation of the resolution and domain size due 
to computational cost. In conclusion, it has been shown that the μMatIC model allows 
the investigation of the evolution of microporosity morphology as well as the 
formation of primary Al phase in 3D during solidification. 
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7.2 Predicting Pore Formation in Multi-components 
As experimentally measured by Doutre [164], the addition of Si and Cu can 
dramatically reduce the solubility of hydrogen in liquid Al alloys. In addition, the 
solidification sequence in ternary alloys may significantly differ from that of the 
binary Al-Cu or Al-Si alloys depending on solute concentrations. The kinetics of 
porosity formation in multicomponent system must be considered if the final size 
distribution of pores is to be predicted. Compared to binary systems (Al-Cu and Al-
 
Fig. 7.5 Comparison of the morphology of microporosity in 2D and 3D from experiment and simulation: 
2D images from (a) optical micrograph, (b) 2D slice from simulation showing the solute concentration 
profile and microporosity morphology, (c) XMT measured 3D grain and microporosity morphology; and 
(d) μMatIC predicted grain and pore morphology. (Note, in (c) and (d) the primary phase is rendered 
blue, eutectic/inter-dendritic liquid in green and pores in gold.) [300]. 
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Si), the effects of alloying elements (7.5wt.%Si and 3.5wt.%Cu) and solidification 
time is investigated in this section. 
To facilitate quantitative comparison between simulation and experiments in term of 
pore morphology, the property of tortuousity is derived according to the definition 
given by Dullien [299]. For the 3D analyzed data of each pore, a tortuousity factor is 
written as: 
)2/(maxmin AXXπτ =  (7.3) 
where A is the surface area of the pore, and Xmin and Xmax are the average values of 
minimum and maximum chessboard distance in 2D sections respectively [303]. For a 
spherical pore, this factor will be unity while it will increase significantly as the pore 
becomes more rod- or string-like. 
7.2.1 Influence of Alloying additions 
Fig. 7.6 shows the changes of Si and Cu concentration in the liquid and the overall 
solid fraction variations as a function of temperature calculated using CALPHAD. 
The primary Al phase rejects Si and Cu to the liquid until the monovariant Al-Si 
eutectic reaction begins at 566 °C where the solid fraction reaches 0.4. The 
500 550 600
0
15
30
CL (Si)
CL (Cu)
fs
Temperature (°C)
So
lu
te
 C
on
ce
nt
ra
tio
n 
in
 th
e 
Li
qu
id
 (w
t.%
)
0.0
0.5
1.0
Solid Fraction
So
lu
te
 C
on
ce
nt
ra
tio
n 
in
 th
e 
Li
qu
id
 (w
t.%
)
Solid Fraction
 
Fig. 7.6 The overall evolution of solute concentration and fraction solid in a Al-7.5wt.%Si-
3.5wt.%Cu alloy calculated using CALPHAD. 
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equilibrium liquid concentration of Si starts decreasing from 11.5 wt.% (the beginning 
binary eutectic reaction) to 6.5 wt.% (the end of ternary eutectic reaction). The overall 
eutectic fraction is about 12 %, which provides a relatively narrow space for the pore 
to grow into. Furthermore, the segregation of Cu increases dramatically from 
5.6 wt.% to 28 wt.% due to the partition of Cu from the growing solid phases to the 
interdendritic liquid. The θ−Al2Cu phase forms at 504 °C. Therefore, it is reasonable 
to conclude that the addition of Cu to Al-Si alloys would have a significant influence 
on the solubility limit of hydrogen due to the changes in the chemistry in the 
interdendritic liquid, which is crucial for pore formation. Using the empirical function 
summarized by Doutre[164], both Si and Cu additions were simulated. 
The addition of Si to Al-Cu alloys is simulated by comparing the kinetics in an Al-
3wt%Cu binary alloy and that in an Al-7wt%Si-3wt%Cu ternary, as shown in Fig.7.7. 
Although the same cooling rate of 5°C/s and hydrogen content of 0.23 ml/100g STP 
was applied, the addition of 7wt% silicon to Al-Cu alloy results in more roundish 
pores forming during solidification. Because the ternary alloy has a greater amount of 
eutectic phase, i.e. a greater fraction of liquid persisting to a lower temperature, pores 
were allowed to expand in the liquid before the eutectic reaction occurred and 
developed rounded shapes since they were not restricted by the solid as soon as those 
in the Al-3wt%Cu alloy. In the latter case (Fig.7.7a), the fraction solid is greater by 
the time the pores begin to form, and thus pores have to grow into narrow spaces 
between dendrites. In the former case (Fig.7.7b) instead pores are able to take on 
nearly rounded shapes.  
Moreover, the solubility limit of hydrogen in the ternary alloy is altered. The amount 
of H segregation necessary to form pores decreases with respect to the binary alloy 
and therefore causes pores to form at even smaller fraction solid. These combined 
effects result in pores that are more tortuous in the Al-3%Cu binary alloy than in the 
Al-3%Cu-7%Si ternary alloy. 
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Fig. 7.7 Comparison of porosity and microstructure in binary and ternary alloys: (a) Al-3wt.%Cu and 
(b) Al-3wt.%Cu-7wt.%Si. Frames (i-iv) are for different times during solidification simulation at the 
points indicated by circles in (c), the graphs of solid phase evolution. Solid grains are colored 
individually and the pore isosurface is shaded in gold. The metal in the near half of the domain is 
rendered transparent. 
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A similar effect was observed experimentally in Chapter 6. As increasing Cu 
concentration from 4 to 12wt.% in XTGS experiments, the volume of eutectic was 
also increased and the hydrogen solubility was decreased. 
In order to investigate the influence of both Si and Cu additions on 3D pore 
morphology with this model, simulations were run on alloys at Al-4wt.%Cu, Al-
7wt.%Si and Al-7.5wt%Si-3.5wt%Cu compositions, hence allowing the ternary alloy 
to be compared to the binaries. A cubic simulation domain was chosen with an edge 
size of 1.2 mm and cell size of 12.5 μm. A cooling rate of 2.9 °C/s was used and the 
thermal gradient was set to zero in the simulations. A value of 0.24 ml/100g STP was 
used for the initial hydrogen content throughout the simulations; while hydrogen 
content in the wedge castings ranged from 0.17 to 0.25 ml/100g STP. The 
mathematical model results for these conditions are compared to the XMT 
experimental results in Table 7.4, for: percentage porosity (%P), number density (Nv), 
maximum pore dimension (L), equivalent diameter (D), sphericity (ε) and 
tortuousity (τ). 
The predicted average size and morphology (Lavg, Davg, εavg and τavg) are in reasonable 
agreement with experiment, both in terms of trends as a function of composition and 
with regards to absolute value (Table 7.4). The variation in the absolute values can be 
easily attributed to uncertainties in the exact casting conditions and nucleation events 
(which are inferred from prior experiments [269]). The percentage porosity and 
maximum sizes are under predicted because the μMatIC model was not coupled into 
macromodel in this parametric study in order to save the computational time, hence 
the additional driving force of shrinkage was not simulated. The maximum pore 
length is also affected by the limited size of the computational domain. 
Comparing Figs. 7.8a and b, a significant qualitative difference in the size, number 
density and shape of the pores formed in Al-Si and Al-Cu alloys is visible. This is 
quantitatively supported in Table 7.4. The ability of the model to qualitatively predict 
similar trends in binary alloys is shown by comparing Figs.7.8a, b and Figs.7.8d, e. 
The effect of adding a third element affects both solute segregation and the size, 
morphology of solid phases, which in turn affects the formation of pores (Fig. 7.8c). 
This effect is replicated in the multicomponent and multiphase model (Fig. 7.8f). 
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Table 7.4 Comparison of simulations with experiments (a cooling rate of 2.9°C/s) 
  
  
%P
  
Nv 
mm-3 
Lmax 
µm 
Dmax
µm
εmax 
 
τmax
  
Lavg 
µm 
Davg 
µm 
εavg 
  
τavg 
  
XMT,Al-4Cu 1.14 6.2 1570 407 0.16 0.21 327 ± 82 90 ± 77 0.4 ± 0.1 0.3 ± 0.1 
Model,Al-4Cu 0.50 6.4 816 168 0.27 0.27 383 ± 68 101 ± 40 0.4 ± 0.1 0.3 ± 0.1 
XMT,Al-7Si 1.71 12 892 414 0.48 0.15 234 ± 181 123 ± 95 0.7 ± 0.1 0.3 ± 0.1 
Model,Al-7Si 0.66 8.7 575 160 0.32 0.17 341 ± 101 109 ± 20 0.4 ± 0.1 0.2 ± 0.1 
XMT,W319 1.47 6.0 1583 491 0.25 0.12 332 ± 233 124 ± 66 0.5 ± 0.1 0.3 ± 0.1 
Model,W319 0.85 5.8 979 184 0.31 0.17 499 ± 243 131 ± 42 0.4 ± 0.1 0.2 ± 0.1 
 
The addition of silicon to Al-Cu alloy results in an increased amount of eutectic 
phase, and hence a larger fraction of liquid persists to a lower temperature (503°C). 
 
Fig. 7.8 Comparison of experimentally observed and simulated pores in binary and ternary alloys: 
(a), (b) and (c) are 3D micro-tomographic pore morphology in Al-4 wt.%Cu, Al-7 wt.%Si, and 
W319 alloys respectively. (d), (e) and (f) are 3D simulated pores in Al-4 wt.%Cu, Al-7 wt.%Si, 
and Al-7.5 wt.%Si-3.5 wt.%Cu alloys respectively. The domain size is (1.2 mm)3 and the colour 
scale represents the equivalent pore diameter for the simulated pores. 
HC
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This allows pores to expand to a greater extend in the interdendritic liquid region 
before eutectic reaction occurs forming more rounded shapes since they are not 
restricted by the solid as early as in the Al-4wt.%Cu alloy (Figs. 7.8c, f). Moreover, as 
seen in Figs. 7.8a and 7.8d, pores form at higher solid fractions and the interdendritic 
spaces into which the pores can grow are narrower. In contrast, in ternary Al-Si-Cu 
alloy, pores are more rounded (Figs. 7.8c, f). In addition, the solubility limit of 
hydrogen in the ternary alloy is altered, decreasing the amount of 
hydrogen/temperature necessary to form pores. Therefore, pores form at a lower 
fraction solid and temperature. These combined effects, which were highlighted by 
the modelling, result in pores that are more tortuous in the Al-4wt.%Cu binary alloy 
compared with Al-7.5wt%Si-3.5wt%Cu ternary alloy. 
Similarly, the addition of copper to the Al-Si alloy leads to a sharp decrease in the 
solubility of hydrogen in the interdendritic liquid at high fraction solids [22] causing 
the hydrogen supersaturation to increase. This also causes the pores to nucleate at a 
lower fraction solid. The ternary alloy has a reduced fraction of eutectic (<30 % 
[304]) compared to the binary Al-7 wt.%Si(~45 % ). Therefore, there is less space 
between grains/dendrites and the pores become more tortuous, as confirmed by 
comparing the two alloys in Fig. 7.8. 
The results in Fig. 7.8 qualitatively illustrate the effects of alloying elements on pore 
nucleation and growth. For a quantitative comparison, the measures of sphericity (ε) 
 
Fig. 7.9 Comparison between simulated and experimentally measured (a) sphericity and (b) tortuousity 
as a function of equivalent pore diameter in a W319 alloy. 
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and tortuousity (τ) were applied to the complete W319 (Al-7.5Si-3.5Cu) tomographic 
results. The resulting experimental values are plotted as ε and τ versus equivalent 
diameter in Fig. 7.9a and b. There is a clear trend for the pores to become more 
tortuous and less spherical (i.e. the sphericity and tortuousity is further from 1) as 
their size increases. The results of model predicted pore morphologies as a function of 
size are plotted on the same graph. Although fewer pores were quantified in the 
simulations as compared to experiments, the trends are identical. By replicating the 
key physics of gas solubility and the restriction on pore growth by the developing 
solid, the model is able to correctly predict the change in pore morphology in complex 
ternary alloys.  
 
Fig. 7.10 XMT images of two cylindrical samples from a W319 wedge casting: (a)/(c) ts=55 s; and 
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(b)/(d) ts=855 s. (a)/(b) – 2D slice; (c)/(d) full 3D dataset. 
7.2.2 Effects of Solidification Time 
Regions with a short solidification time (55 s) and a long solidification time (855 s) 
were selected to compare the porosity predictions to experiments in a W319 alloy. 
The experimental characterization of the pore morphology variations as a function of 
solidification time is shown in Fig.7.10. Pores within two cylindrical samples from 
different locations of a W319 casting are obtained via non-destructive tomography 
 
Fig. 7.11 Comparison of pore morphology between simulations (a-b) and experiment (c-d) in at 
different distances from the chill (DC) in a W319 wedge casting (a)/(c) ts = 55 s; and (b)/(d) 
ts = 855 s. 
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scans. Figs. 7.10a, b show the transverse 2D slices from the 3D datasets allowing an 
image similar to an optical micrograph to be extracted. The pores are clearly tortuous. 
Figs. 7.10c, d shows the true complexity of each pore’s morphology in 3D. They 
branch and twist along the interdendritic spaces between the developing grains. They 
cannot be described as spherical or even rod-like since they appears to have formed 
by filling the gaps between grains/dendrites, rather than growing in one dimension as 
observed in the directional solidification of organic analogues [156]. The comparison 
of pores formed at the two locations in the W319 wedge casting (Fig. 7.10c, d) 
illustrates that the solidification time has a large influence on the pore size, shape and 
distribution.  
As solidification time increases, pores will grow bigger and the number density will 
decrease due to the diffusion of hydrogen. However, its influence on pore morphology 
hasn’t been reported because traditional experiments cannot reveal the 3D shape of 
pores. Figs. 7.11a, b shows the simulated pores in two different locations of the W319 
wedge casting where solidification time varies significantly. The predictions correlate 
well with experimental measurements. As observed in Figs.7.11c, d, pores are 
predicted to have increasing tortuousity with increasing solidification time due to the 
segregation of hydrogen and the constriction of the surrounding solid phases. In 
addition, longer solidification times may give rise to the poor feeding after dendrite 
coherency in some local areas, which will promote the pore to grow along dendritic 
networks. 
7.3 Summary of Porosity Predictions 
It can be concluded that both solidification shrinkage and hydrogen segregation 
contribute to the formation of porosity during solidification. The final pore size 
distribution and morphological features depend on the interaction between solid 
phases and pores, and thus solidification sequence. Therefore, both alloying additions 
and cooling conditions determines the size distribution of pores in a specific casting. 
The XMT experimental results and μMat simulations are summarized. 
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Fig. 7.12 The influence of alloying elements on pore nucleation. (a) The evolution of solid fraction 
and hydrogen solubility in Al-4Cu calculated from the model together with the maximum 
hydrogen concentration in the domain; and (b) Simulated nucleation temperature and solid 
fraction in Al-4Cu, Al-7Si and W319 alloys. 
7.3.1 Alloying Additions 
Fig. 7.12a shows the simulated evolution of solid fraction as a function of temperature 
in a Al-4Cu alloy which leads to segregation of hydrogen in the liquid. The averaged 
solubility of hydrogen decreases almost linearly as solid fraction increases and 
temperature drops. The maximum concentration of hydrogen in the melt increases to a 
specific value (Gaussian distribution with a mean value of 1.4 and a standard 
deviation of 0.5) and then reduces to the local equilibrium values because of porosity 
nucleation. Therefore, the nucleation of porosity depends on the solidification 
sequence and thus composition. Comparing the nucleation distributions in Al-4Cu and 
W319 (Fig.7.12b), the effect of alloying additions on the of 7.5wt.%Si to Al-4Cu 
alloy dramatically decreases the porosity nucleation temperature from ~636°C to 
~587°C and the fraction of solid from 0.6 to 0.2 because of a lower liquidus 
temperature and a lower hydrogen solubility in the multicomponent system. Because 
of the relative richer amount of Si with respect to Cu in W319 alloy, the variations of 
pore nucleation temperature from binary Al-7Si to multicomponent W319 was not 
significant. However, the fraction of solid at the onset of pore nucleation changes 
from 0.38 to 0.2 as Cu addition depresses the liquidus temperature and reduces the 
solubility of hydrogen in Al-7Si. This explains the specific size distribution of pores 
observed both experimentally and via simulations appeared in Fig.7.8 and Table 7.4. 
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7.3.2 Cooling Conditions 
In equiaxed solidification, the grain size is controlled by the cooling rate and size 
distribution of inoculants (e.g. TiB2, and TiC in Al alloys) [296]. The stochastically 
assigned undercoolings (varying from 0.06 to 5.7 °C) at the beginning of simulation 
can be related to the size distribution of TiB2 refiners according to Greer’s free growth 
model [296]. Based on diffusion controlled growth, the current model can predict the 
size distribution of grains as a function of cooling rate. Solidification in an Al-12Cu 
alloy was simulated using the same cooling rates as measured from experiments (2.0, 
2.9, and 3.8 °C/s) in a cubic 96×96×96 domain. The initial nuclei density was set to 
100 mm-3 in order to simulate the 1 ppt (part per thousand) addition of TiB2 refiners in 
a wedge casting of Al-12Cu alloy. 
Fig. 7.13 shows the simulated grain size as well as the corresponding pore size at each 
cooling condition. As cooling rate decreases from 3.8 to 2.9 °C/s, the grain size 
increases from 102 μm to 214 μm. Further increase in solidification time from 21s to 
29s leads to a rise in averaged grain size of about 20μm. Pore size changes follows a 
similar trend as grain when cooling rate varies. Good agreements between simulated 
 
Fig. 7.13 The influence of cooling rate on grain and pore size distribution. The x value for pores 
are shifted slightly to the right in order to avoid overlaps. 
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pore size distribution and the experimentally measured ones from x-ray 
microtomography scans are obtained. As previously reported by Lee and co-
workers [23, 305], pore forms between equiaxed dendrites and occupies octahedral 
interstitial sites within a lattice made up of grain envelopes, resulting in their average 
size to be ~40% that of surrounding grains. Therefore, the averaged pore size can be 
controlled effectively by refining grain size, which can be done by either grain 
refinement or large cooling rates. However, individual pore size varies even in the 
same position of a casting because of local hydrogen concentration changes, as seen 
in Fig.7.14. As cooling rate increase from 2.0 to 3.8 °C/s, a larger amount of pores 
forms with tortuous shapes (comparing Fig.7.14a-E with b-E and c-E). The current 
μMatIC model successfully replicated the range of pores observed in each sample as 
shown in Fig.7.14a-S, b-S and c-S.  
 
Fig. 7.14 The influence of cooling rate on pore morphology. (x-E) The 3D morphology of pores 
obtained from XMT experiments on a Al-12Cu wedge casting with cooling rates varying from 
2.0 °C/s (a-E), to 2.9 °C/s(b-E), then to 3.8 °C/s(c-E). (a-S), (b-S), and (c-S), are the simulated 3D 
morphology of pores in Al-12Cu castings using the same cooling rates as experiments. The colour 
varies from red to blue as pore size decreases. 
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8 Fe-rich Intermetallic Simulations* 
Intermetallics (ordered solid phases containing two or more metallic elements) are 
important in alloy design as served both for strengthening phases in the form of fine 
precipitates (« 1 μm) and for potentially detrimental impurities when they are large in 
size ( > 50μm) [306-310]. Both effects arise from the high strength and extraordinary 
stiffness of intermetallics even at high temperature (i.e. Al3Fe has Vickers hardness 
HV = 8 GPa at 27 °C and 3 GP at 627 °C [5] compared with 0.4GPa for Al at 
25°C [311]). Unfortunately, the unsaturated covalent bonding between atomic species 
also results in their low temperature brittleness [8]. During recycling, the iron level in 
Al alloys inevitably rises, potentially forming highly faceted secondary β-Al5FeSi 
phases during solidification [11, 219, 312]. The size, shape and percentage of Fe-rich 
intermetallics can have a significant influence on the fatigue life of castings via stress 
localization on the brittle tip of needle/plate-like phase [9]. The fatigue life has been 
found to be inversely proportional to the square of the size of the Fe-rich intermetallic 
particles [135, 142]. 
In this chapter, both the kinetic model (Wilson-Frenkel model) and the phase field 
developed in this work for Fe-rich intermetallic formation were applied to simulate 
the plate-like intermetallic phase formation in multicomponent systems. To model the 
formation of primary Al together with secondary Fe-rich intermetallic plates, the 
mathematical model developed in this work needs to be validated against the results 
obtained from experiments and presented previously in Chapter 6. Using the 
measured nucleation temperature (572.5±8.0°C), the normalized free energy (ΔG/RT) 
for nucleation is calculated (2.5±0.5). The composition at nucleation is not necessarily 
the stoichiometric composition of β-Al5FeSi. However, it does need to above the 
metastable eutectic (Al/Al6Fe) composition (4.3wt.%Fe) [5]. In other words, it is 
hypothesized that the orthorhombic structure exists in the liquid and can later 
                                                     
* Note, portion of this chapter has been published in: 
1. J. Wang and P. D. Lee. Quantitative Simulation of Fe-Rich Intermetallics in Al-Si-Cu-Fe Alloys during Solidification. in Frontiers in Solidification Science III 2009. San Francisco, California: TMS (The 
Minerals, Metals & Materials Society). 
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transform into monoclinic or stay as orthorhombic depending on the cooling 
conditions. In fact, Kaminski et al. [313] successfully observed orthorhombic order in 
liquid Bi on the Cu(111) substrate above the melting temperature using  diffuse 
scattering. In Al-Fe systems, Black and Cundall [314] made an attempt to determine 
the liquid structure from 760°C to 1000°C but failed to find the best fit for their 
scattering data because of the difficulties in calculating the correct radial distribution 
functions especially in multicomponent system. In addition, the unique orientation 
relationship for Al6Fe intermetallic with primary Al make it a good candidate for 
nucleating Al5FeSi simply by substituting Al with Si in the most favourable lattice 
site. That may be reason why many authors determined two different crystalline 
structure of β-Al5FeSi: orthorhombic and monoclinic [216, 315-317]. 
Numerically once nucleated, the intermetallic cell will need to “absorb” the solutes 
including both Fe and Si by creating a equilibrium concentration at the interface 
between intermetallic and the surrounding solid (and/or liquid) cells. The enrichment 
of both solutes within the intermetallic leads to the increase in its chemical potential at 
the tips and thus makes it propagate along the most energetically favourable 
directions. This is reasonable because any successful atomic hopping from liquid into 
the highly faceted crystalline phase has to diffuse and find the best suitable sites at the 
interface as noted by Jackson [103]. Therefore, the migration of Fe-rich intermetallic 
boundary depends on how active the interface (diffusion) is and the chemical potential 
gradient (concentration gradient) driving it to move. 
Therefore, both the nucleation and growth of Fe-rich intermetallic phases were 
predicted as a function of activation energy, Fe concentration, and cooling rate in the 
multicomponent Al-Si-Cu-Fe alloys. 
8.1 Experimental Results 
Fig. 8.1a shows a typical SEM image of a β-Al5FeSi plate in an as-cast sample of the 
W319 alloy. The corresponding energy-dispersive X-ray spectroscopy (EDX) analysis 
was conducted across the plate. Fig. 8.1b shows the depletion of Fe and Si at the 
boundary between Fe-rich intermetallic and the primary Al solid solution. 
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It is clear that solutes were enriched inside the intermetallic during solidification. The 
equilibrium concentration of Fe in the solid solution does not exceed 0.4 wt.% even at 
ultra-high cooling rate (106°C/s) [5]. A high concentration gradient around the 
intermetallic plate must exist especially at the tip region which keeps growing into the 
undercooled liquid as shown in the in situ observations presented in Chapter 6. 
 
Fig. 8.1 (a) A SEM image of a β-Al5FeSi intermetallic plate from the same sample as tomography 
scan (Al-7.5Si-3.5Cu-0.8Fe). (b) EDX chemical analysis of the β-Al5FeSi plate showing the 
depletion of Fe and Si at the intermetallic boundary. 
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8.2 Kinetic Models Validations 
8.2.1 Mass Conservation 
During its growth which is driven by free energy, the mass must be conserved in the 
calculation domain. The variation of solute in each cell is given by:  
[ ] [ ] viLiPiLviPE fCkCfkC Δ−+Δ−+=Δ )1()1(1   (8.1) 
where fv is the volume fraction of intermetallics, CLi is the liquid concentration of Fe 
and Si, and kPi is the partition coefficient for Fe and Si which changes from large 
values (25.5/CLFe, and 12.8/CLSi) to unity at the boundary of β-Al5FeSi to ensure that 
the Fe concentrations varies from 0.4 to 25.5wt.%, and the Si level from 3.0 to 
12.8wt.%. 
8.2.2 One Dimensional (1D) Simulation 
One dimensional simulation was performed in a horizontal domain with 40 cells and a 
cell size of 5μm. A typical cooling rate of 3.5°C/s was used to freeze the Al-
7.5wt.%Si-3.5wt.%Cu-2.0wt.%Fe alloy. 
Fig. 8.2a shows the evolution of the concentration of Fe before and after Fe-rich 
intermetallic formation for a relatively high Fe level. Two primary seeds were placed 
on each end and they grow inwards as the temperature decreases from 600°C to 
511°C. A Fe-rich intermetallic seed was placed in the middle of the domain. It 
nucleated at 590°C as the solute enriched to a relative high value and started 
absorbing solute Fe and Si atoms. Both solutes are depleted at the boundary of the 
intermetallic, with the corresponding solute profile shown in Fig. 8.2b. The behaviour 
of solute depletions on the boundary of intermetallic particles (intermetallic/liquid 
interface during solidification) compares qualitatively well with SEM/EDX 
measurements, shown in Fig.8.1b. The equilibrium Fe concentration around the 
intermetallic is rather low (~0.04wt.%Fe) at the end of solidification, producing large 
concentration gradients, and facilitating its chemical ordering [250]. 
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8.2.3 Two Dimensional (2D) Simulations 
Two dimensional simulations were performed using both the kinetic model and phase 
field model to simulate the plate-like Fe-rich intermetallic phase in a 40×80 domain 
with a cell size of 5μm.  
8.2.3.1 Kinetic Model 
In the 2D simulation, one primary seed was set in the bottom left cell to allow it to 
grow directionally upwards through a superimposed temperature 
gradient (G = 3.5 °C/mm, V = 1.0 mm/s) and stochastic nucleation of Fe-rich 
intermetallics were used with a number density of 2×108m-2. The simulated final 
structure of primary phase is seen in Fig. 8.3a with the value of highly faceted Fe-rich 
 
Fig. 8.2 (a) One dimensional simulation of Fe-rich intermetallic growth by placing a intermetallic 
seed in the middle of the domain and two primary Al grains in the beginning and end cells. (b) 
The evolution of Fe concentration during solidification of an Al-7.5Si-3.5Cu-2.0Fe alloy. 
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intermetallic phases set to zero in this contour.  
The solute concentrations of Fe and Si are shown in Fig. 8.3b and Fig. 8.3c, 
respectively. The presence of Fe-rich intermetallics did not prevent the growth of 
primary phase. By contract, it facilitated the growth of primary phase around each 
secondary phase by removing excess solute from the S/L interface, which essentially 
increased the constitutional undercooling. This is readily seen in the experimental 
results in Fig. 8.3a-b and in Fig. 8.3a, where the Fe-rich intermetallics seemed to 
nucleate from the Fe and Si rich liquid (eutectic in the end) and grow into secondary 
arms of the primary Al phase. 
8.2.3.2 Phase-Field Model 
A phase field simulation is performed in an Al-7.5wt.%Si-3.5wt.%Cu-0.8wt.%Fe 
alloy. The nucleation is incorporated in this model in the same way as the kinetic 
model. Instead of using Wilson-Frenkel’s approximation for the growth velocity, the 
growth of Fe-rich intermetallic depends on the mobility of the diffuse interface.  
The thermodynamic and kinetic parameters used in the simulation are listed in 
Table 8.1. The growth of primary Al in a multicomponent alloy is simulated using the 
same decentred square algorithm as previously implemented by Wang et al. [75]. To 
form highly faceted shape of intermetallics, the strong anisotropy of the interfacial 
 
Fig. 8.3 Two dimensional simulation of Fe-rich intermetallic formation showing (a) fraction of 
primary Al phase, (b) Fe concentration, and (c) Si concentration an Al-7.5Si-3.5Cu-2.0Fe alloy. 
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energy between intermetallic/liquid was directly simulated by phase field method. The 
magnitude of anisotropy was set to 0.11 in order to take into account the two-fold (in 
2D) symmetry of the β-Al5FeSi crystal. A diffuse layer with a thickness of 10-5 m was 
used to minimize the total free energy within ~4 interface cells. The diffusion 
coefficients were taken from literature [318-321]. The activation energy was set to 
30 kJ/mol because the experimentally measured activation energy is 
~35 kJ/mol [318]. The kinetic parameter of mobility is unknown in reality and an 
arbitrary value, 0.2 m3/J/s is used [75]. Although there is no experimental support for 
this value, Wang et al. [322] has shown the promising future of relating this property 
to the kinetic model such as that developed in this work. 
Table 8.1 Parameters and conditions used in the phase field simulations 
Parameters Symbol Values Unit 
Liquidus, Solidus ΤL,, ΤS 605.96, 511.24 °C 
Cell size Δx 5.0×10-6 m 
Number of cells x, y, z 80, 160, 1  
Time step Δt 2.5×10-4 s 
Max. Nuc. density of α-Al & β-Fe ΝV 1.0×1013 m-3 
Mean & Std. Nuc. undercooling of α-
Al ΔTN, ΔTσ 0.5, 0.25 °C 
Mean & Std. Nuc. free energy of β-Fe ΔGN, ΔGσ 2.5, 0.5 J/mol 
Interfacial energy of α-Al/L, & β-Fe/L σα , σβ 0.175, 0.277 J/m2 
Diffusion coefficient of Fe DL
Fe 
DSFe 
1.0×10-7exp(30000/RT) 
1.0×10-10exp(30000/RT) m
2/s 
Diffusion coefficient of Si DL
Si 
DSSi 
1.1×10-8exp(2856/RT) 
2.02×10-10exp(16069/RT) m
2/s 
Diffusion coefficient of Cu DL
Cu 
DSCu 
1.1×10-7exp(23800/RT) 
4.8×10-11exp(23800/RT) m
2/s 
Activation energy EA 3.0×104 J/mol 
Interface mobility Mφ 0.2 m3/(J·s)
Interface thickness δ 2.0×10-5 m 
Magnitude of capillary εc 0.11  
 
Fig. 8.4a, b show the simulated Fe and Si concentration profiles under a cooling rate 
of 0.9°C/s. Fe-rich intermetallics formed between grains and grew rapidly into the 
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liquid while taking up solute from the surrounding liquid and solid as seen in 
Fig. 8.4c. Similar to the experiments, a line scan on the final structure across the 
intermetallic phase is drawn on Fig. 8.4d. The simulated profile replicates the 
concentration distributions obtained experimentally as can be seen in Fig. 8.1b. 
Unfortunately, there is no anisotropic function available to generate plate-like phases, 
preventing 3D simulations. In addition, the interface thickness in reality prohibited the 
use of large cell size (≤ 5 μm) in phase field simulations and there are still no 
experimental data on the value of interface mobility. For this reason, no 3D phase 
field simulation was performed in this study. 
8.2.4 Three Dimensional Simulations 
In order to validate the model, simulations were performed in 3D using the kinetic 
model. A grid with 40×40×40 cells (5μm/cell) was used in the simulations. The total 
activation energy for both diffusion and reaction on the S/L interface was 30 kJ mol-
1 [320]. A relatively high Fe concentration (2.0wt.%) was chosen to obtain easily 
characterized segregation profiles. 
Fig.8.5a shows the interaction of primary phase with Fe-rich intermetallics in 3D in 
the cubic domain solidified under a constant cooling rate (3.5°C s-1). The number 
density of potential primary and secondary nuclei was 1×1013 m-3. Equiaxed grains of 
primary Al nucleated first at 605.96 °C followed by the nucleation and subsequent 
 
Fig. 8.4 (a) simulated concentration of Fe; (b) simulated concentration of Si; (c) simulated final 
grains and Fe-rich intermetallics; (d) simulated concentration profile across the Fe-rich 
intermetallic. 
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growth of Fe-rich intermetallic phases upon the enrichment of solute Fe and Si to 
critical values at ~590 °C. The anisotropy of this secondary phase promoted 
preferential growth of β-Al5FeSi between primary grains, as shown in Fig. 8.5a. 
The irregular edges of the intermetallic represent the impingement of this plate upon 
surrounding dendrites during solidification. The Si concentration in Fig. 8.5b shows 
that Si was rejected by the primary Al phase into the interdendritic liquid regions and 
diffused into the Fe-rich intermetallics, similar to Fe. Therefore, not only the Fe 
concentration but also the Si content can increase the chemical potential Fe-rich 
intermetallic formation. Previous hypotheses [323] of the neutralizing effect of Si to 
Fe-rich intermetallic is thus un-conclusive. Belov et al.[5] summarized the 
experimental works in their book “Iron in Aluminium Alloys: Impurity and Alloying 
Element” and clearly shown the Si concentration should not exceed 2.0wt% if Fe level 
is higher than 1.0wt.% in order to reduce the amount of detrimental β-Al5FeSi phase. 
8.3 Sensitivity Studies 
In the kinetic model, the value of activation energy is approximated from the 
 
Fig. 8.5 Simulated 3D morphology of (a) primary Al phase (light colours) and Fe-rich 
intermetallics (red), and (b) the Si concentration on cut planes showing depletion around β Fe-rich 
intermetallics. 
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activation of Fe diffusion in liquid Al [318] which may introduce arbitrary factors in 
predictions. The sensitivity of this factor is, therefore, studied. In addition, the 
mobility and interfacial thickness need to be determined for the phase field model 
because no experimental data is available on those properties. 
8.3.1 Effect of Activation Energy on Kinetic Simulations 
The kinetics of Fe-rich intermetallics depends not only on the magnitude of Gibbs free 
energy but also on the local activation barrier. Turnbull [50] reported that the order of 
this parameter was the same magnitude as the activation for viscous flow which is 
about 20~40 kJ mol-1 and could reduce the kinetic velocity by two orders of 
magnitude. As seen in previously in Chapter 5 (Model Theory), the activation energy 
has a direct influence on kinetic velocity and the propagation of each cell and thus it is 
evaluated by four simulations (GA = 23, 27, 30, and 35 kJ/mol). In order to study the 
activation energy separately, the anisotropy was turned off in those simulations, 
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Fig. 8.6 Influence of activation energy on the coefficient of kinetic velocity (Cv) of the Fe-rich 
Al8Fe2Si intermetallic phase (white and yellow) at 570°C. 
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allowing the cells to propagate into any surrounding liquid cells. 
Interestingly, the microstructure obtained from those simulations in Fig.8.6 was 
similar to the 2D morphology of α-Al8Fe2Si though it was not intended to simulate 
the script shapes. It can be seen that the intermetallics grow smaller as the activation 
barrier is increased from 23 to 35 KJ/mol. Less transformation of atoms from liquid to 
Fe-rich intermetallic occurs as the activation barrier increases which reduces the 
probability by making Gibbs free energy less comparable. The factor, which slows 
down kinetic velocity, can drop from second order to third order of magnitude by 
increasing activation energy from 20 to 40 kJ/mol. Aziz [67] has shown that the rapid 
cooling (large undercooling) can also decrease the activation energy by reducing the 
diffusive jump distance required. Therefore, the activation energy for Fe at the S/L 
interface should not exceed the maximum value for the activation for Fe diffusion in 
liquid Al (35 kJ/mol as evaluated by Du et al. [318]). In addition, an extremely high 
activation energy seems to be improbable in the case of Fe-rich intermetallic 
100μm
 
Fig. 8.7 Influence of mobility and interface thickness on the formation of Fe-rich 
intermetallics(black phase). 
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formation where the solute concentration significantly diverges from stoichiometric 
values as reported by many authors [218, 219, 312]. 
8.3.2 Effect of Mobility and Interface Thickness on Phase Field 
Simulations 
The influence of mobility and interface thickness on the growth of Fe-rich 
intermetallic is simulated in a 2D domain with 80×160 cells (5.0 μm/cell). With the 
exception of the mobility and interface thickness (which are varied by one order of 
magnitude), all the other parameters are kept the same as in the previous simulations 
listed in Table 8.1.  
It can be seen in Fig. 8.7 that the formation of β intermetallic plates strongly depends 
on the chose of mobility. As it varies from 10-4 to 1.0 m3/(J·s), the intermetallics tend 
to grow larger because the interface velocity is implicitly controlled by this parameter. 
However, there seems to be a realistic value between 10-2~10-1 m3/(J·s) because the 
plates grew into ~100 μm at the end of solidification. 
The interface thickness is in fact a physical property which can be obtained from 
atomistic simulations [324], and is about 10-10m [229]. However, the evolution of a 
phase cannot be calculated if the cell is larger than the diffusive interface thickness, as 
can be seen in Fig.8.7. Therefore, assumptions have to be made that the diffusive 
interface is relatively large and it contains at least one cell. Increasing this thickness 
far beyond the cell size will arbitrarily introduce solute trapping as reported by many 
authors [325-327]. To predict the realistic size of Fe-rich intermetallics, a value of 
2.0×10-5m was found to be reasonable for a cell size of 5 μm. However, the number of 
unknowns increases as an arbitrary value is used in simulations, making quantitative 
comparison with experiments impossible. Further development of this model using 
realistic thermal-physical properties such as those obtained from atomistic simulations 
may be the best solution. 
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8.4 Simulating Fe-rich Intermetallic Distributions 
The simulation of Fe-rich intermetallic distribution was performed in a cubic 
(1.2 mm)3 volume to determine the influence of the following factors: nucleation 
density, Fe concentration, and cooling rate. 
8.4.1 Effect of Nucleation Density 
The initial nucleation density may have a large influence of the number of nuclei and 
final size of Fe-rich intermetallic formed due to the stochastic nature of nucleation. 
Therefore, simulations with various potent nuclei densities were performed with a 
cooling rate of 3.5°C/s. 
As increasing the number density of potent nuclei from 1 to 1000 mm-3, the number of 
intermetallic particles in a simulation domain is significantly increased, leading to 
shorter diffusion length and thus smaller β intermetallic size, as seen in Fig.8.8. In 
reality, this can be achieved by adding foreign particles to promote heterogeneous 
nucleation. Many authors reported the heterogeneous nucleation of Fe-rich 
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Fig. 8.8 Simulated 3D morphology of (a) primary Al phase (light colours) and Fe-rich 
intermetallics (red), and (b) the Si concentration on cut planes showing depletion around β Fe-rich 
intermetallics. 
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intermetallics on oxides and many other impurities [328, 329]. By changing the 
number of potent nucleation agents, the variations of active nucleation density is 
obtained. In addition, the size of those phases is also a function of potent nucleation 
density. The average intermetallic size increases significantly when the number 
density is less than 5.0×1010m-3. Once there are too many nucleation agents present, 
extensive nucleation occurs and smaller Fe-rich intermetallics form. Therefore, a 
density of 5.0×1010m-3 was used as a midpoint setting throughout the simulations in 
the next section. 
8.4.2 Effect of Fe Content 
Fe concentration determines the total volume fraction of Fe-rich intermetallics in 
solidification because of the negligible Fe solubility in primary Al. There are two 
ways of approximating the maximum volume fraction of Fe-rich intermetallics: 
Combining the lever rule with volume calculations, the fraction of intermetallics, fv, is 
given by: 
 
Fig. 8.9 The maximum volume fraction of Fe-rich intermetallics as a function of Fe content in the 
W319 alloy calculated from two different methods. 
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where fs is the fraction the other phases except Fe-rich intermetallics and the density 
of Fe-rich intermetallics (ρAl5FeSi) [330] and W319 alloy (ρW319) [331] can be assumed 
to be constant values 3.5×103 and 2.72×103 kg·m-3, respectively. The partition 
coefficient of Fe (kpFe) is 0.02 [6]. Combining Eq.8.2 and Eq.8.3, the following 
equation is obtained: 
2
0.031720C0.000416020408.0 Fe0++−=vf
 (8.4) 
The initial Fe concentration is in weight percent. 
Using the Crystallographic data, volume fraction of Fe-rich intermetallics is given by: 
319
0 100
WFeFe
Fe
A
v MN
vCNf ρ=  (8.5) 
where NA is Avogadro's number (6.022141793×1023), MFe is the standard atomic 
weight of iron (0.0558452 kg·mol-1), NFe is the number of Fe atoms in a unit cell of 
the intermetallic crystal (8) [217], and v is the volume of that unit cell (1.5543576×10-
27) [332]. Therefore, Eq.8.5 is simplified to: 
Fe
v Cf 00.056969=  (8.6) 
Using Eq.8.4 and Eq.8.6, the maximum volume fraction of Fe-rich intermetallics is 
calculated and shown in Fig. 8.9. Both methods give only the approximate amount 
because the Fe concentration in the intermetallic particle varies from 15 to 39 wt.% 
depending on the cooling conditions [210, 333]. Therefore, the kinetics must be 
considered if the exact mount of Fe-rich intermetallic is to be predicted. 
The great advantage of current model is that the kinetic process of solidification in 
multicomponent alloys can be simulated using realistic conditions and compared 
directly with experiments. The evolution of the volume fraction of Fe-rich 
intermetallic phase in a W319 alloy is shown in Fig.8.10a. For those simulations, the 
cooling rate was set to 3.5°C/s and the initial Fe concentration was allowed to vary 
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from 0.2 to 0.8. Higher Fe content results in higher nucleation temperature and larger 
amount of final secondary phase. 
As the Fe concentration changes from 0.2 to 0.8wt.%, a significant increase in the size 
 
Fig. 8.10 (a) Influence of Fe content on the evolution of the percentage of Fe intermetallics during 
solidification; (b) Comparison of size of Fe intermetallics between simulated and experimentally 
observed at different Fe content. 
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of the plate-like Fe-rich intermetallic phase is also observed, as seen in Fig. 8.10b.  
Good agreement was obtained between experiments and simulations at 0.4wt.%Fe 
and 0.8wt.%Fe. The small divergence between them is probably due to the fact that 
difficulties always remain in preserving the sharp edge of Fe-rich intermetallics in 
both 2D metallographic image and 3D tomographic data, which underestimate real 
sizes. 
Fig.8.10b shows the effect of Fe additions on the amount and density of Fe-rich 
intermetallics. As the Fe level increases from 0.2 to 0.8 wt.%, the percentage of 
intermetallic plates grows while the number of observed Fe-rich intermetallic plates 
increases slightly and then decreases for Fe>0.4 wt.% from 3 experiments (note only 
the large β plates were quantified in the tomographic scans, not the fine α blocks). 
There seems to be optimum Fe content where both number and fraction of Fe-rich 
intermetallic plates can be brought to the relative low value. 
8.4.3 Effect of Cooling Rates 
The influence of cooling rate on Fe-rich intermetallic formation is well 
documented [6, 334, 335]. The growth velocity is a function of driving force which 
Rc (°C/s)  
Fig. 8.11 Comparison of fraction and maximum size of Fe intermetallics between simulations and 
experiments at different cooling conditions. 
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directly related to cooling conditions. The resulting characteristics of Fe-rich 
intermetallic varies as changing cooling rates from 1.2 to 16 °C/s and thus increasing 
solidification time from 5.9 to 78.9 s, as shown in Fig.8.11. Longer solidification time 
allows more time for Fe-rich intermetallics to interact with the other solid phases 
leading to larger size of these phases. Shorter solidification times give rise to less 
solute Fe to diffuse into Fe-rich intermetallics and smaller intermetallic plates form in 
the interdendritic region. The β plate length decreases by 1/3 as cooling rate increases 
from 1.2 to 16 °C/s. This result is applicable to casting practice where minimum 
amount and small size of Fe-rich intermetallics can be achieved by switching to 
coolants with high heat transfer coefficients. 
8.5 Summary 
This Chapter presented a detailed study of the secondary phase formation in 
multicomponent aluminium alloys during solidification. Comparing the 1D and 2D 
simulations with experiments, the model replicated the trend of solute distribution and 
produced the correct morphology of Fe-rich β intermetallics in 2D. Through 
comparing with the first experimentally obtained 3D morphology from tomography 
scans, this model demonstrates the kinetics of Fe-rich intermetallic growth and thus 
the capability to predict the formation of β intermetallic plates.  
This model was successfully applied to industrial multicomponent alloys, e.g. W319. 
Two simple ways of calculating the amount of Fe-rich intermetallics was proposed 
and the maximum percentage of Fe-rich intermetallic plates can increase from 3.1% at 
0.2wt.%Fe to 7.0% at 0.8wt.%Fe, highlighting the importance to include the kinetics 
of solidification. It was found from the present simulations that the amount of Fe-rich 
intermetallic plates actually increases from 0.7% to 4.3% at cooling rate of 3.5°C/s. 
The mean size of Fe-rich intermetallics can grow from 70 μm to 320 μm as Fe content 
increases from 0.2wt.% to 0.8wt.%. However, the maximum length can also be 
depressed by increasing the cooling rates to 16 °C/s, leading to a much smaller Fe-
rich intermetallic size (~100 μm). 
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9 Multiscale Modelling of Casting Process* 
In foundry industry, castings are produced by various types of moulds in the scale of 
meters to achieve the desired geometry and mechanical properties such as green sand 
castings for many automotive components, die-castings for engine blocks, and 
investment castings for aircraft frames [20]. The manufacturing process involves the 
macroscopic transports of liquid metal (i.e. feeding and freezing) and microscopic 
evolutions of energy and crystal structures (i.e. nucleation and growth of solid 
phases). Both design of new alloying systems and development of cost-effective 
casting processes require optimization of microstructure (i.e. grains, pores, and Fe-
rich intermetallics) formation during solidification in order to meet desired 
mechanical properties, such as ductility and fatigue life. Multiscale simulation 
provides a good alternative to extensive experimentations to rapidly explore new 
production routes by combining microscale models with macroscale models. By 
solving the governing equations across the scales, such integrated models have shown 
prospects of predicting a wide range of phenomena such as pressure change, thermal 
evolution, solute segregation, solid fraction of each phase, and final grain and pore 
size distributions [197, 277]. 
In this chapter, a multiscale model was developed to predict the shape, size, and 
distribution of Fe-rich intermetallics and pores together with columnar/equiaxed 
dendritic structures. This model was combined with a thermodynamic database for 
Gibbs energy calculation and coupled to a macroscale fluid flow model for pressure 
calculation. The resulting 3D predictions were validated qualitatively and 
quantitatively by comparison to both laboratory x-ray microtomography (XMT) scans 
and high resolution synchrotron x-ray tomography analysis of laboratory castings. 
                                                     
* * Note, portion of this chapter has been published in: 
1. P. D. Lee, J. Wang, and R. C. Atwood. Modelling the infulence of multi-component alloying additions on microstructure and 
pore formation in cast aluminium alloys. in TMS (The Minerals, Metals & Materials Society). 2007. Orlando, US. 
2. J. Wang, M. Li, J. Allison, and P. D. Lee. Multiscale Modeling of the Influence of Fe Content in a W319 Alloy on the 
Distribution of Intermetallic Phases and Micropores. in Comp. mater. design: 4th Inter. Sym. on Mult. Model. of Mater. 2008. 
Tallahassee, FL, USA. 
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9.1 Predicting Pore Kinetics and Distribution in XTGS 
Castings 
As demonstrated in Chapter 6, the growth kinetics of pores was quantitatively 
obtained from experiments. It has been shown in Chapter 7 that the quantitative 
comparison of model predictions and experimental results can only be achieved by 
incorporating both hydrogen diffusion and shrinkage pressure in porosity formation. 
In this work, the porosity model previously developed by Lee [22] and co-
workers [197] is fully coupled with a macroscale fluid flow model (ProCast). It is 
subsequently used to predict the porosity formation in the laboratory XTGS castings 
and compared with both Lee’s previous in situ experiments [260] and current x-ray 
tomography results. 
 
Fig. 9.1 The first in situ observation of microporosity formation in an Al-10Cu alloy with 
G = 5.1°C/mm and VP = 0.2 mm/s performed by Lee [260]. (a) Real time images showing the 
evolution of pores during solidification, (b) segmented pores from each image and each of them is 
visualized as a function of temperature, and (c) quantified pore growth kinetics. 
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9.1.1 XTGS Experiments on Al-10Cu alloys 
Fig.9.1a shows the real time images of porosity growth during solidification in an Al-
10Cu alloy which was initially obtained by Lee [260]. Because of the TiB2 
addition (0.1wt.%Ti), a large number of micropores form in the interdendritic region. 
Each of them was segmented and visualized by correlating it to the temperature, as 
shown in Fig.9.1b. Quantitative analysis of the pore size is given in Fig.9.1c which 
reveal the nucleation and growth kinetics during solidification. Although the 
observation performed by Lee [260] was on a rather coarse resolution (40 μm/pixel), 
relatively large amount of pores in the field of view facilitates quantitative 
comparison with simulations. In total, three XTGS experiments (G = 5.3°C/mm, 
VP = 0.5 mm/s, G = 5.1°C/mm, VP = 0.2 mm/s, and G = 4.8°C/mm, VP = 0.3 mm/s) 
 
Fig. 9.2 Macroscale prediction of temperature (a) and pressure (b) distribution in XTGS casting of a 
Al-10Cu alloy. 
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were re-analyzed and tomography scans were performed to compare with current 
multiscale simulations. 
9.1.2 Predicting the Nucleation and Growth Kinetics 
Simulations of temperature (Fig.9.2a) and pressure (Fig.9.2b) distributions were 
 
Fig. 9.3 Simulated kinetic process of porosity formation in an Al-10Cu alloy at a temperature 
gradient of G = 5.1°C/mm and a pulling velocity of VP = 0.2 mm/s. (a) Nucleation distribution. (b) 
Pore size evolution. 
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performed in a macroscale finite element model (FEM). These spatial and temporal 
values on those nodes situated inside the microscale domain was then interpreted and 
applied to each cell to calculate the solute concentration and solid fraction using a 
finite difference method. The nucleation data from XTGS experiments was used in the 
microscale model by applying a Gaussian function. 
The simulated nucleation frequency under a temperature gradient of 5.1°C/mm, and 
pulling velocity of 0.2 mm/s is plotted in Fig. 9.3a. Pores nucleated at different 
temperatures within a domain of 2.8×1.9×1.0 mm3 and grew from a few 
cells (25 μm/cell) with a range of velocities depending on the local hydrogen 
supersaturation and metallostatic pressure, as shown in Fig. 9.3b. The simulated 
kinetic process agrees well the in situ observation as comparing Fig. 9.1c with 
Fig. 9.3b, indicating that the correct physics have been incorporated into the 
multiscale model. 
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9.1.3 Predicting Pore Size Distribution 
Using the nucleation data initially measured by Lee [260] in three different conditions 
of Al-10Cu castings, three simulations under identical conditions as experiments were 
performed with a relatively large cell size of 25 μm to obtain the pore size 
distribution. A laboratory x-ray microtomography (XMT) was used to quantify the 3D 
distributions of micropores with a resolution of 9.25 μm/voxel. The qualitative 
 
Fig. 9.4 The left hand side (a-c i) shows the experimentally obtained pore distribution in three 
XTGS castings (G = 5.3°C/mm, VP = 0.5 mm/s, G = 5.1°C/mm, VP = 0.2 mm/s, and 
G = 4.8°C/mm, VP = 0.3 mm/s) using x-ray microtomography scans, and the right hand images (a-
c ii) are the predicted pores under identical conditions as experiments. 
Chapter 9: Multiscale Modelling of Casting Process 
 
- 202 -
comparison between experiments and simulation is shown in Fig. 9.4. The analyzed 
domain in experiments (left hand side) is twice as large as simulation (right hand side) 
due to the restriction in computational time. 
It is clearly seen that the multiscale model predicted a range of pores from tens of 
micrometers to several hundred micrometers. At high temperature gradient and 
pulling velocity (G = 5.3°C/mm, VP = 0.5 mm/s), a number of small pores formed 
during solidification. This is successfully replicated in the model as comparing 
Fig.9.4a-i with Fig. 9.4a-ii (note that the scale is different on the each side). As the 
cooling rate decreases from 2.6 °C/s to 0.9 °C/s, large pores (~500 μm) are found 
from both XTGS experiment (Fig. 9.4b-i) and the model prediction (Fig. 9.4b-ii). At a 
moderate cooling rate (Rc = 1.6 °C/s) but increasing hydrogen content from 
0.2 ml/100gSTP to 0.24 ml/100gSTP, spherical large pores are produced in 
castings (Fig. 9.4c-i) and similar size distribution are observed in 
simulation (Fig. 9.4c-ii). However, simulations were performed in a rather small 
domain 2.8×1.9×1.0 mm3 comparing with the subvolumes 6.4×3.8×1.9 mm3 in 
experiments. Therefore, the largest pores (≥ 1.0 mm) and the smallest pores (< 25 μm) 
Rc (°C/s)  
Fig. 9.5 Comparison of pore size from XMT experiments and multiscale simulations in three 
XTGS Al-10Cu castings. Note the cooling conditions in experiments and corresponding 
simulations are identical but slightly shifted on the graph to avoid overlapping. 
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are not predictable in this calculation with small domain size (smallest edge 
size = 1.0mm) and large cell size (cell size 25 μm). They are thus ignored in the 
quantification. 
Fig.9.5 shows the comparison of pore size distribution from experiments and 
simulations. The model replicated the trend and successfully predicted a range of pore 
size in the XTGS castings. As the cooling rate increases from 0.9 to 2.6, the size of 
micropores decreases from 231±141 to 121±84 μm in simulation. This compares well 
with the decrease from 276±198 to 134±84 μm observed in the experiments. The total 
volume fraction decreases from 3.3% to 1.1% in experiments and from 3.5% to 1.0% 
in simulations when cooling rate increases. Quantitative agreement between 
experiments and simulations illustrates the importance of coupling the microstructure 
simulation with shrinkage pressure calculations in porosity predictions especially 
when the pore size distribution is to be predicted. 
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9.2 Predicting the influence of Fe-rich intermetallics on 
pore distribution 
As discussed in Chapter 6, pores were observed to nucleate around the Fe-rich 
intermetallic plates and grew along them to form highly tortuous shape. The 
SEM/EDX analysis was performed using a field emission gun scanning electron 
microscope (FEGSEM) on the same alloy as the one used for x-ray radiography. It is 
revealed in Fig. 9.6a that a plate is situated on the top of a large pore and bended 
during polishing to expose the internal body of the pore. The composition of this plate 
phase was measured by electron dispersive x-ray spectroscopy (EDX) on a square 
region of the plate (spectrum 1). As shown in Fig. 9.6b, this plate has normalized 
concentrations of Fe and Si at ~37.7, and ~12.5 wt.% respectively, corresponding to 
the β-Al5FeSi phase. Therefore, it is evident that the formation of intermetallic plates 
affects the nucleation and growth of pores. Real time observations of the Fe-rich β 
intermetallic growth have enabled us to develop a microscale kinetic model for 
simulating Fe-rich intermetallic plates. Coupling this model with the multiscale 
porosity model, predictions can be made in technically important multicomponent 
alloys such as Al-7.5Si-3.5Cu-0.8Fe (wt.%). 
The interaction between pores and Fe-rich intermetallics can be taken into account by 
changing the simulation parameters reasonably according to current understanding 
(a) (b)
A
B
P
B
B
 
Fig. 9.6 (a) SEM-SE  micrograph of the typical phases found in an Al-7.5 Si-3.5 Cu-0.8 Fe (wt.%) 
alloy (A - the α-primary Al, B – β-Al5FeSi plates, P – microporosity). (b) EDX energy spectrum 
of the plate-like Fe-rich intermetallic phase. 
Chapter 9: Multiscale Modelling of Casting Process 
 
- 205 -
from the in situ observations: 
It was observed from the real time images that pores formed mostly close to the plate 
and propagated around the plates. According the bubble nucleation theory developed 
in this thesis, it may be a good hypothesis to assume that there were some crystalline 
defects which hosted hydrogen atoms and nucleated pores with a negligible hydrogen 
supersaturation. This is simulated by reducing the critical supersaturation ratio close 
to the Fe-rich intermetallic plates during solidification. 
There was no bubble disappearance and continuous growth after the initial rapid 
expansion, indicating that the diffusivity of hydrogen was reduced because of the 
presence of tightly bonded intermetallic plates. This is implemented by varying the 
effective diffusion coefficient of hydrogen from the value in the liquid to the one in 
the solid. 
Most pores grew very rapidly in the radiographs captured with a frequency of 2 Hz, 
indicating the solidification shrinkage contributed to the pore growth. This is 
simulated by applying a pressure profile which drops from the local value to half of 
the atmosphere pressure such as the one calculated from macromodel. 
Using this hybrid model which incorporated the assumptions interpreted from 
experimental observations, the possible influence of plate-like Fe-rich intermetallics 
on the formation of pores are simulated and compared with quantitative analysis of 
3D tomographic experiments. 
9.2.1 Influence of cooling conditions on microstructure 
formation  
Using the same conditions as a laboratory sand mould wedge casting, a virtual casting 
was performed in the macromodel (Procast2006) by maintaining the same length scale 
and choosing the same materials properties and casting conditions. The macroscale 
simulation used 38818 elements and 8098 nodes, with an average element size of 
about 1 mm3 in the metal. The simulated solidification time is shown by different 
contour levels in Fig.9.7a. The temperature and pressure evolution at two different 
distances from the iron chill (DC) is plotted in Fig.9.7 b. Shorter solidification time 
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and sharper drops of both temperature and pressure are seen as the location moves 
closer to the relatively narrow (bottom) end of the wedge where the chill is located. 
The information in the chosen two nodes (DC = 35 mm, and DC = 100 mm) has been 
directly used by the micromodel during solidification to calculate the local 
undercooling and pressure drop, which drives grain formation and pore growth.  
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Fig. 9.7 Multiscale model predictions: (a) the solidification time of entire wedge mapped by 
different contour levels; (b) the temperature and pressure profile in the middle of the casting with 
different locations from the chill, DC=35mm and DC=100mm; (c) and (d) the grain structure 
(dark colours), pores (light green), and Fe-rich intermetallics (red) [277]. 
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The microstructure is simulated in a small domain 800×400×200 μm3 using a cell size 
of 12.5 μm. A nucleation density of 100 mm-3 was used in all simulations. The 
predicted grain structures at two separate locations are shown in Fig.9.7 c-d. Various 
colours (relatively dark) correspond to different grains. Pores are shaded in green 
while Fe-rich intermetallics are shown in red.  
Comparing Fig. 9.7c with Fig. 9.7d, significant differences in both pore size and Fe-
rich intermetallic size can be seen at different casting conditions. As the solidification 
time increases, larger intermetallic phases formed which promoted the formation of 
tortuous pores by decreasing the critical supersaturation and reducing hydrogen 
diffusivity. Shorter solidification time, however, led to their nucleation in separate 
fashion, indicating that pores was not initiated from the Fe-rich intermetallic because 
high cooling rate already produced large temperature gradient which already reduced 
the critical hydrogen supersaturation. In addition, very limited time for hydrogen 
segregation resulted in much smaller pore size found in Fig. 9.7d than in Fig. 9.7c.  
In both cooling conditions, the coupled growth of primary dendrites and Fe-rich 
intermetallic is clearly seen. Because the propagation of Fe-rich intermetallic requires 
the local enrichment of Fe and Si solutes rather than Al, primary Al speed up its 
growth in the dilute liquid around the plate due to the large undercooling. The total 
free energy increases at the tip of the plates when primary Al grows and partitions the 
solute into the liquid. The formation of those plates promoted pore formation by 
prohibiting the migration of hydrogen atoms. It can be seen that pores grow in the 
interdendritic liquid close to the Fe-rich intermetallic plates.  
Therefore, the quantitative predictions of both Fe-rich intermetallic plates and 
micropores correlate well to experimental data when it is available for comparison.  
9.2.2 Influence of Fe contents on microstructure formation 
To validate whether realistic predictions can be obtained as Fe concentration changes, 
simulations were performed in three different Fe levels under the same cooling 
conditions (3.5°C/s). As shown in Fig. 9.8, the Fe-rich intermetallic plates grow larger 
as Fe concentration increases from 0.2 to 0.8wt.%. However, it is not linearly 
increasing from 71±13 μm to 344±105 μm. This is probably because Fe-rich 
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intermetallic phases form almost at the same temperature in 0.4wt.%Fe as in 
0.8wt.%Fe (570°C), while later nucleation is observed in 0.2wt.%Fe at ~560°C. The 
segregation of Fe takes much longer in low Fe content. Comparing the experimentally 
measured Fe-rich intermetallic size with the simulated ones, the Fe-rich intermetallic 
formation at two relatively higher Fe levels are correctly predicted. 
Interestingly, pore size does not follow the same trend of increase as the intermetallics 
grow larger. At relatively low Fe concentration, Fe-rich intermetallic plates do not 
have much effect on pore growth, though they do promote the nucleation of small 
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Fig.9.8 Influence of Fe content on the size distribution of Fe-rich intermetallics and pores. (a) 
0.2wt.%Fe, (b) 0.4wt.%Fe, (c) 0.8wt.%Fe (Note, the primary phase is rendered in different 
colours, pores in green and Fe-rich intermetallics in red). 
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pores around it as can be seen in Fig.9.8a. As the concentration of Fe increases form 
0.2 to 0.4wt.%, large Fe-rich intermetallics form and become large enough to slow 
down the effective diffusion of hydrogen and provide good subtract for pore 
nucleation. This results in pore size increase from 440μm to 540μm as reported by 
many other authors [10].  
However, this influence is not maintained as higher Fe content (0.8wt.%) is used as 
comparing Fig.9.8b with Fig.9.8c. This decrease is because the size of Fe-rich 
intermetallics grows as large as the primary dendrites before the nucleation of pores 
which leads to more hydrogen supersaturated sites in the liquid. More pores can 
nucleate to absorb the hydrogen locally. In addition, pores tend to grow between solid 
phases once nucleated. The amount of interdendritic liquid determines the maximum 
expansion space for pores. As shown in Chapter 6, Fe-rich intermetallic nucleates at a 
solid fraction ~0.3 which is far beyond the dendrite coherency point (0.21) [285]. The 
larger the intermetallic plate, the less space will be left for pore to grow into. 
However, there are also some exceptions locally where large pores grow around the 
plate to fill up the liquid especially at low cooling rate such as those used in the 
radiography experiments (0.15°C/s and 0.33°C/s). The model predicted the pore size 
at reasonable accuracy when Fe concentration increases from 0.4 to 0.8 wt.%.  
9.3 Summary 
A multiscale microporosity model was developed to predict the formation of Fe-rich 
intermetallic and 3D pore distribution in multicomponent alloys. By comparing the 
simulations with x-ray tomography experiments, the model was successfully validated 
both qualitatively and quantitatively. Good correlation between simulations and 
experiments demonstrates that the importance of incorporating microstructure features 
in porosity predictions. 
Pore size and shape in castings are highly variable which can only be predicted by 
coupling the models at different length scales (e.g. macroscale thermal and fluid flow 
with microscale diffusion and interface tracking). By incorporating both hydrogen 
diffusion and shrinkage effect, the kinetics of pore nucleation and growth can be 
simulated. Using the experimentally measured nucleation data, pore distribution was 
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successfully predicted in laboratory castings. 
The multiscale model successfully predicted the observed 3D morphology of Fe-rich 
intermetallics and pores qualitatively and quantitatively. The influence of Fe addition 
on pore formation is not proportional. Pore size increases dramatically when Fe 
content reaches ~0.4wt.% but can be decreased from >500 mm to ~400 mm at high Fe 
level (0.8 wt.%). The interaction between pores and intermetallic plates produces 
highly tortuous pores around the plates at high Fe level. The multiscale model allows 
the prediction of large Fe-rich intermetallic plates and its influence on tortuous pore 
formation in different Fe contents. 
In summary, this validated multiscale model is applicable to predict the 
microstructure features including Fe-rich intermetallics and pores, which can produce 
reliable information for fatigue life predictions. The environmentally friendly 
secondary aluminium alloys can be used on commercial castings if statistically 
optimized processing conditions are applied in industrial scale castings. 
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10 Conclusions and Suggested Future Works 
The study has focused on improving our understanding of bubble nucleation in liquid 
metals through combining experimental and modelling the kinetics of pore formation 
in Al-Cu castings. This provided key principles for predicting and controlling pore 
size distributions in various castings. Using synchrotron x-ray radiography, the 
growth kinetics of Fe-rich β intermetallic phase was quantified for the first time, 
including extrapolating the growth to zero size to estimate the nucleation temperature. 
These results were subsequently used in developing the first Fe-rich β intermetallic 
model in multicomponent systems. To validate the model (μMatIC), synchrotron x-
ray tomography experiments were successfully performed to analyze the size 
distribution of β intermetallic plates as a function of Fe content. Quantitative 
comparison between experiments and the mathematical model correlated well, 
justifying the physics implemented. The results highlighted the possible applications 
of this model in alloy design and process optimization. In the following section, the 
key scientific understandings and technical solutions gained during this the study are 
summarized. Promising directions of extending this work are also suggested. 
10.1 Conclusions for the Experimental Studies 
Both x-ray radiography and tomography experiments were performed. Novel 
experiments facilitated the understanding of pore and Fe-rich β intermetallic 
formation during the solidification of aluminium alloys. The nucleation and growth 
kinetics of both microstructure features found in this work are revealed together with 
their interactions. 
10.1.1  Porosity 
In situ observation of porosity formation in aluminium alloy castings was performed 
using a previously developed X-ray Temperature Gradient Stage (XTGS) 
equipment [260] and the kinetics of pore nucleation and growth were quantified. All 
nucleation data for different systems is summarized in Table 10.1. The influence of 
alloying additions, impurity content, cooling rate, and TiB2 refinement on porosity 
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formation can be summarized as: 
Cu concentration: Nucleation temperature decreases as Cu concentration increases, 
leading to a relatively larger hydrogen supersaturation at nucleation. Hydrogen 
segregation dominates the bubble formation at the high Cu level studied (12 wt.%) 
while solidification shrinkage contributes to the growth of large pores at low Cu 
concentrations (4 wt.%). 
Ceramic particle additions (MMC): Oxides promotes the nucleation of gas bubble 
only at high cooling rates but are not at low cooling rates; hydrogen diffusion controls 
the pore evolution and final pore distribution in aluminium alloys containing a large 
amount of oxides (16.8 vol.% Al2O3 + Al3Zr). 
Cooling rate: Cooling rate (or local solidification time) has a large influence on the 
hydrogen supersaturation at nucleation. The slower the cooling rate the lower the 
nucleation temperature and thus higher hydrogen supersaturation. Pore growth is also 
controlled by the cooling rate and thus total solidification time because of hydrogen 
diffusion. The longer diffusion is allowed, the bigger the final pore size. 
TiB2 additions: Pore nucleation barrier is reduced by the presence of TiB2 particles, 
and effective removal of the necessity of hydrogen supersaturation requires high 
cooling rate (high local temperature gradient). Early nucleation of bubbles in the 
liquid facilitates gas pores rather than shrinkage pores in the same way as 
Al2O3+Al3Zr additions. 
Based on the quantification and analysis in different system, a fundamental 
understanding of the pore nucleation and growth kinetics has been achieved: 
Hydrogen diffusion controls the nucleation and initial growth of porosity in castings 
and solidification shrinkage contributes large pore formation at high solid fraction in 
those alloys with low fraction of eutectic. 
Heterogeneous nucleation occurs during solidification and the nucleation barrier is 
dependant on cooling conditions. 
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10.1.2  Fe-rich β Intermetallics 
The first in situ observation of Fe-rich β intermetallic formation has been successfully 
achieved using a synchrotron x-ray source. Nucleation temperature and growth 
velocity in an Al-7.5Si-3.5Cu-0.8Fe (wt.%) alloy were measured at different cooling 
rates (0.33°C/s, 0.24°C/s, 0.15°C/s). The results are summarized in Table 10.2. The 
formation of intermetallic plates can be summarized as: 
Fe-rich β intermetallic plates nucleate over a wide range of temperature from 580-
555°C during solidification. 
The growth of β intermetallic plates is initially interface-limited (lateral growth) 
rather than completely diffusion controlled (continuous growth) and thus has a very 
large instantaneous velocity. 
After developing the full length, β intermetallic plates follows a ledge-wise growth 
mechanism to increase the thickness. 
Increasing cooling rate decreases the nucleation temperature and increases the 
undercooling and growth velocity, and leads to smaller size of β intermetallic plates. 
10.1.3  Interactions Between β Intermetallics and Pores 
Synchrotron x-ray radiography experiments revealed the interaction between pores 
and Fe-rich β intermetallic plates. Pores were observed to nucleate close to where 
intermetallic plates grow. It is hypothesised that the critical hydrogen supersaturation 
is reduced when Fe-rich β intermetallic plates present. It is proposed that the steep 
growth (in excess of 1mm/s) of those pores around intermetallic plates is due to the 
local enrichment of hydrogen by reduced effective hydrogen diffusivity and 
solidification shrinkage. 
Pore size distribution in Al-7.5Si-3.5Cu alloys was quantified using laboratory x-ray 
tomography scans. The same type of alloys was scanned by synchrotron x-ray 
tomography and the morphology of Fe-rich β intermetallic was obtained. It is 
concluded from the quantitative analysis of both microstructure features that the 
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formation of β intermetallic plates promote pore formation but can also prohibit large 
pore growth at high Fe content (0.8wt.%Fe). 
10.2 Conclusions from the Modelling Studies 
The first Fe-rich intermetallic model was developed and combined with the previously 
developed porosity model [260, 265]. The multiscale simulation was performed by 
coupling the microscale model with a macroscale model (ProCast). From simulations 
in various systems ranging from binary Al-Cu alloys to quaternary Al-Si-Cu-Fe 
alloys, the following conclusions can be drawn. 
10.2.1 Porosity 
Combining the microporosity model [260, 265] with primary grain growth 
model [102], both pore nucleation and its interaction with dendritic structures during 
growth are simulated. Incorporating both hydrogen diffusion and solidification 
shrinkage pressure variation, the micromodel correctly predicts the kinetics of pore 
formation in XTGS castings of an Al-12Cu alloy. Validations of the model were also 
done by comparing the simulated 3D morphology of porosity in Al-12Cu with those 
obtained from wedge casting experiments. To facilitate the quantitative comparison, 
measures of calculating sphericity and tortuosity were developed. Good correlation 
between experiments and simulation was successfully obtained.  
Applying this model to multicomponent systems, the effect of alloying additions and 
cooling rate were investigated. It was found that minor additions of Cu (3 wt.%) to 
Al-7Si (356-type) alloys not only produced larger amount of pores by decreasing the 
hydrogen solubility, but also increased the maximum size of pores by changing 
spherical pores into highly tortuous shapes due to the interactions porosity with 
surrounding dendrites over a long rang of temperature (510-605°C compared to 577-
613°C). Increasing cooling rate not only leads to a decrease in pore size but also 
results in more compact roundish pore formation. Comparing the pore size with grain 
size, a proportional relation between their average values was found, illustrating the 
importance of refining primary Al in industrial castings. 
Using x-ray micro-tomography, pore distributions in wedge castings of binary Al-
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4Cu, Al-7Si and Al-7.5Si-3.5Cu(W319) alloys were successfully obtained and 
provided direct evidence for the microstructure model. The predicted phenomena 
showed excellent agreement with experimental data in term of not only pore size but 
also pore morphology.  
10.2.2 Fe-rich β Intermetallics 
Using experimentally measured kinetic data of Fe-rich β intermetallics, microscale 
intermetallic models were successfully implemented in the μMatIC code including a 
kinetic model initially formulated by Wilson-Frenkel and a phase field model. Solving 
solute diffusion on a uniform grid, the simulated solute concentrations showed 
qualitative agreement with those measured from experiments. To simulate the growth 
kinetics, sensitivity studies were performed using both kinetic model and phase field 
model including activation energy, interface thickness and interface mobility. It was 
found that kinetic model give relatively consistent results because of fewer adjustable 
variables. Using the kinetic model to predict Fe-rich β intermetallic formation in 
W319 alloys, different Fe concentrations and cooling rates were studied. The 
equations to calculate the equilibrium volume fraction of Fe β intermetallic were 
deduced and compared with the simulated ones. It was found the microstructural 
evolution has to be considered. Increasing Fe content leads to the formation of larger 
size of intermetallic plates. However, the maximum size can be reduced by applying 
higher cooling rate. Similar behaviour was found not only in the model but also in the 
experiments, validating the physics incorporated in the current model. 
10.2.3 Multiscale Modelling 
Coupling the μMatIC model with a commercial macromodel (ProCast), both the 
kinetics of pore formation and the final pore size distribution in XTGS experiments 
were successfully predicted and compared with x-ray micro-tomography experiments. 
This illustrated that pore size is strongly influenced by cooling conditions (i.e. 
temperature gradient, pulling velocity, and/or solidification time). Using temperature 
profile and pressure drop calculated from macromodel, the distributions of both Fe-
rich β intermetallic plates and pores in a W319 alloy were simulated at different 
cooling rate and Fe content in laboratory wedge castings. Fe concentration affects 
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pore size by forming intermetallic plates which reduces the critical hydrogen 
supersaturation for nucleation and effective diffusivity. The multiscale model 
correctly replicated experimental findings on the interaction between pores and 
intermetallics by changing pore nucleation and growth kinetics according to both 
synchrotron radiography and synchrotron tomography experiments. 
10.3 Suggested Future Work 
The mathematical model developed in this work is based on the understanding 
obtained from in situ radiography experiments. The success of quantitative predictions 
of Fe-rich β intermetallics and pores highlights the importance of extending this 
model to include correct physical properties and applying this model to industrial 
scale castings. Both of them can be done and will lead to novel contribution to the 
scientific understandings and technological applications. The details of proposed 
investigations are summarized for both porosity and intermetallics. 
10.3.1 Porosity 
The computational cost of current μMat model prohibits the simulation of pore size in 
large domains such as an engine block. Parallization and/or numerical simplification 
need to be done especially for the diffusion of hydrogen which restricts the maximum 
convergent time step. In addition, many physical properties are unknown especially 
for the interaction between pores and β intermetallic plates including the G/L 
interfacial energy when Fe concentration changes, the Gas/Intermetallic interfacial 
energy, the diffusivity of hydrogen in both liquid and solid phases especially when 
other solute concentrations (i.e. Cu and Fe) are considered, the influence of alloying 
additions (i.e. Fe) on the solubility of hydrogen in liquids, and the solubility of 
hydrogen in intermetallic phases. All of them may be obtained by first principle 
calculations as demonstrated in pure Al-H system by Wolverton et al. [158]. 
10.3.2 Fe-rich Intermetallics 
Despite numerous studies on the crystal growth kinetics during solidification, the 
fundamental understanding of intermetallic formation is rather limited. Although it is 
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commonly believed that faceted phases have very large entropies of fusion and strong 
anisotropy of interfacial energy and their growth is interface-limited rather than 
diffusion-limited, how their nucleation occurs and what is the local value of driving 
force (i.e. free energy or undercooling) on each crystalline face are still open 
questions. In this work, the first attempt to determine the nucleation temperature and 
growth velocity was made by x-ray radiography experiments. However, the minimum 
size of Fe-rich β intermetallic plate was very large (~ 40μm) and the images have high 
noise-to-signal ratio, making the identification of intermetallic nuclei impossible. The 
hypothesized transformation from metastable Al6Fe to stable Al5FeSi can only be 
proven or disproven by those techniques measuring not only the morphology but also 
the crystalline structure such as in situ x-ray diffuse scattering measurements [61, 
234], in situ transmission electron microscopy [62, 336] and/or in situ x-ray 
diffraction [337, 338]. Better understanding of the intermetallic nucleation and growth 
kinetics can also be gained by coupling molecular dynamic (MD) simulations with 
first principle calculations using density functional theory (DFT). As shown in the 
book written by Belov et al. [5], numerous experiments have been performed to 
neutralize the detrimental effect of Fe in aluminium. No satisfactory alloying system 
has been found to control the size of  β intermetallic plate successfully at slow cooling 
rate (i.e. sand casting). Small Fe-rich intermetallic plates can only be achieved by 
increasing the nucleation number density. One of the most efficient ways could be 
developing an integrated model of DFT and MD and search for the best candidates of 
intermetallic refiner. 
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Appendices 
Table 10.1 Summary of the porosity nucleation data from XTGS experiments 
Conditions & Properties Measured Kinetics 
Expt. No. G 
°C/mm 
VP 
mm/s 
ts 
s 
CH 
ml/100gSTP 
TNuc 
°C 
ss 
 
Al_12Cu01 4.1 0.3 61 0.25 624±8 2.2±0.8 
Al_4Cu01 6.8 0.2 68 0.25 626±25 5.0±0.4 
Al_4Cu02 8.5 0.2 47 0.25 633±24 17.5±13.6 
Al_4Cu03 6.1 0.2 105 0.25 621±20 5.6±1.4 
Al_4Cu04 6.1 0.2 110 0.25 611±14 6.5±2.9 
MMC01 2.3 0.3 144 0.19 638±9 1.9±0.3 
MMC02 4.6 0.3 71 0.19 645±1 1.1±0.1 
 
 
Table 10.2 Summary of the Fe-rich intermetallic nucleation data from 
synchrotron radiography experiments 
Casting Conditions Measured Kinetic Data 
Castings No. THold 
(°C) 
Rc 
(°C/s) 
ts 
(s) 
TNuc 
(°C) 
v 
(μm/s) 
%A 
 
Lmax 
(µm) 
W319_01 642 0.33 290 564±3 34±20 0.4 289±150 
W319_02 617 0.24 390 569±1 80±51 2.0 132±74 
W319_03 652 0.15 650 572±8 16±14 11.8 277±83 
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