At the present time, there exists an important and growing econometric literature that deals with the application of multivariate-ARCH models to a variety of economic and financial data. However, the properties of the estimation procedures that are used have not yet been fully explored. This paper provides two main new results: the first concerns the large biases and variances that can arise when the ML estimation method is employed in a simple bivariate structure under the assumption of conditional heteroscedasticity; and the second examines how to use these analytical theoretical results to improve the size and the power of a test for multivariate ARCH effects. We analyse two models: one proposed in Wong and Li (1997) (where the disturbances are dependent but uncorrelated) and another proposed by Engle and Kroner (1995) and Polasek (1999, 2000) (where conditional correlation is allowed through a diagonal representation). We prove theoretically that a relatively large difference between the intercepts in the two conditional variance equations produces, in the first model, very large variances in some of the ML estimators and, in the second, very severe biases in some of the ML estimators of the parameters. Later we use our bias expressions to propose an LM type test of multivariate ARCH effects, showing that the size and the power of the test improve when we allow for bias correction in the estimators, and that the best recommendation in practical applications is always to use the expected hessian version of the LM. We address as well some constraints that should be included in the estimation of the models but which have so far been ignored. Finally, we present a SUR (seemingly unrelated) specification in both models, that provides an alternative way to retrieve the information matrix. We also extend Lumsdaine (1995) results in multivariate framework.
Introduction
The multivariate-ARCH (autoregressive conditional heteroscedastic) model was first introduced by Kraft and Engle (1983) , and Bollerslev, Engle and Wooldridge (1988) . Since then, new combinations of this specification in the variance equation with different structures in the mean equation have been proposed: for example Baba, Engle, Kraft and Kroner (1991), Harmon (1988) , and Engle and Kroner (1995) introduced the theoretical framework of simultaneous equation models and Calzolari and Fiorentini (1994) have considered some cases of non-linear simultaneous equations, while Polasek and Kozumi (1996) proposed the VAR-GARCH structure.
The multivariate model implies that the conditional variance -covariance matrix (H t ) of the disturbances (ε t ) depends on the information set (I t−1 ). If we assume normality in the conditional distribution (following Engle and Kroner (1995) ), the multivariate-GARCH (Generalised-ARCH) model can be written as:
The main problem to be faced in this specification is the relatively large number of parameters that are involved. There are, however, many possible parameterisations for H t in order to reduce the number of parameters to estimate. We begin by considering the "vech" (vec-half) representation, which in the simple bivariate case becomes: 
 
For the estimation of this model, it is necessary to restrict the number of parameters still further. Another possible specification is the diagonal representation, where each element of the covariance matrix h jk,t is a function, only, of past values of itself and past values of ε j,t ε k,t . In the case of the bivariate model, it becomes: The drawback is that we must still ensure that H t is a positive definite matrix for all values of the ε t , and it can be a difficult task to check this in the previous specifications. This is why Engle and Kroner (1995) proposed a new parameterisation: the BEKK (Baba, Engle, Kraft and Kroner (1991)) representation, where "...it includes all positive definite diagonal representations, and nearly all positive definite vech representations..." (Engle and Kroner (1995) ). In the simple bivariate case, it becomes: Hence, this solution is not as restrictive as the diagonal representation, but "...comparing this model to the vech form of the model, we see that this model economises on parameters by imposing restrictions both across and within equations..." (Engle and Kroner (1995) ).
Nowadays there exists an extensive literature about multivariate-ARCH models that have been applied to different varieties of data. Most of them use Maximum Likelihood (ML) as the estimation procedure. However, there are relatively few theoretical papers that examine the consequences of doing that.
The relevant part of the (conditional) log-likelihood function in these models is denoted by: (see Liu and Polasek (1999) , page 103), where µ t = E (y t /I t−1 ) is an M ×1 conditional mean vector, H t = var (y t /I t−1 ) is an M × M conditional variance matrix, D is the M 2 × M (M + 1) /2 duplication matrix and N indicates Kronecker product. They argue that this formula corrects the initial work by Wong and Li (1997) who omitted the last expression of the equation. However, Liu and Polasek (1999) themselves introduced an error when they applied this expression to a VAR(1)-VARCH(1) (Vector-AR(1)-Vector-ARCH(1)) model, because they neglected the influence of changes in the parameters in the variance equation on the own disturbance (see Liu and Polasek (1999, page 105) ), which illustrates the difficulties of dealing with these models from the theoretical point of view.
Regarding asymptotic theory, Tuncer (1994 Tuncer ( , 2000 , Bauwens and Vandeuren (1995) and Comte and Lieberman (2003) have established the strong consistency of the Quasi-Maximum Likelihood estimator (QMLE) in a simple multivariate-ARCH model. Asymptotic normality is proved provided that the initial state is either stationary or fixed. More recently, Ling and McAleer (2003) have shown the asymptotic normality in a VARMA-GARCH model requiring only the existence of the second-order moment of the unconditional errors, and a finite fourth-order moment of the conditional errors, which represents an important advance. On the other hand, Hafner (2000) , analyses the fourth moment in this model. However, these papers do not consider the issue of the sample size needed in order to have confidence in the asymptotic result, and in this paper we provide results which go some way towards addressing this.
In relation to finite samples, in a more recent paper, Liu and Polasek (2000) have compared through Monte Carlo simulation the biases that are generated using the Splus+GARCH program package of MathSoft (1996) , the BASEL package of Polasek (1999) and the application of the method of scoring for MLE using the exact information matrix (given previously). The generated biases are seen to be striking, and the Bayesian method seems to be the best alternative (Appendix 1 shows the results they obtain for a VAR(1)-VARCH(1) model). For a sample size of 200 observations, these results show the existence of severe biases, and this is precisely what has motivated the work in our present paper. On the other hand, Wong and Li (1997) reported through Monte Carlo simulation that in their model, the biases in the parameters were very small (see Wong and Li (1997) pages 119-122). In this paper we are interested in a further analysis of these two models.
The plan of the paper is as follows. In the next section we will begin analysing a bivariate model under two specifications that have been proposed in the literature so far: the one given in Wong and Li (1997) , where they allow the two disturbances to be dependent but not correlated, and the one proposed in Engle and Kroner (1995) and Polasek (1999, 2000) , where linear dependence between the disturbances is introduced. We provide theoretical results of the O (T −1 ) biases for the ML estimators in each specification under the assumption of conditional heteroscedasticity. We impose the restriction that the variance parameters are zero; hence following an approach that can be found in a number of other studies (see Engle, Hendry and Trumble (1985) and Linton (1997) ). In effect, we consider the case where conditional heteroscedasticity is assumed when, in fact, it is absent. For easy of manipulation, we assume as well the intercept in the mean equation to be known, although, more complicated structures could be analysed following the same methodology. We prove how in the Wong and Li (1997) model the variances for some estimators can be large when there is a relatively large difference between the intercepts in the variance equations (they only showed results for cases when the intercept parameters had very similar numerical values). On the other hand, in the second model, we show that this large difference in the intercepts can produce very large biases in some of the MLEs. We show as well theoretically how in the Wong and Li (1997) and in the Polasek (1999, 2000) models some assumptions should be imposed for the ML estimator to be well-defined. We provide evidence that the biases can be very different depending on both the structure we impose on the model, and on the combinations of the parameters we study. We also analyse some invariance properties extending the Lumsdaine (1995) work in univariate framework, and we propose a SUR (Seemingly unrelated) specification in both models, that provides an alternative way to find the information matrix under the null hypothesis of no-ARCH effects. Later, in Section 3, we prove how these bias results can be used to improve the size and the power of a test for multivariate ARCH effects. Finally, Section 4 concludes.
2 A theoretical approach of a bivariate-ARCH model
Case 1: Allowing for dependent but uncorrelated disturbances
We begin by analysing the framework proposed in Wong and Li (1997) for the variance equation, where the model is specified as:
where y t = (y 1t , y 2t ) 0 , ε t = (ε 1t , ε 2t ) 0 , E (ε t ) = 0, and we assume the intercept vector β = (β 10 β 20 )
0 to be known. The conditional variance equation follows the structure (we assume conditional normality):
where:
However, if we follow their analysis (see Liu and Polasek (1999, page 105) ), the previous expression is found to be in error because it neglects the dependence of the disturbances in the variance equation with respect to the parameters in the mean equation in the maximisation procedure. Their formula is valid only in the situation where there are no parameters to estimate in the mean equation, which is precisely our case. We extend the work by Liu and Polasek (1999) to include all the cumulants we need for our analysis and Appendix 2 provides the expressions for the second and third order derivatives of (1.1) in our model on applying the differential matrix calculus.
Once we know the expressions of all the k components, we are in the position to apply expression (2.4), obtaining the bias results and the variances (given by the information matrix) presented in the next Theorem:
0 is a vector of random variables that has the structure given in (2.2) and (2.3), with α 1 = α 2 = γ 1 = γ 2 = 0, then the biases and the variances of the ML estimators to order T −1 are given by:
It is interesting to note how, when the intercept parameters α 0 and γ 0 differ substantially, the above model can generate severe and large variances in the ML estimators of the α 2 and γ 1 parameters (at least in one of them). In practical applications that fit a model with this specification to real data, one should be mindful of this fact when interpreting the estimation results. On the other hand, the bias and variances of the ML estimators to O (T −1 ) in a univariate ARCH(1) model, E (ε 2 t /I t−1 ) = α 1 + α 2 ε 2 t−1 , when nothing is estimated in the mean equation and under misspecification, are given by (see Engle, Hendry and Trumble (1985) and Iglesias and Phillips (2003) ):
Comparing these biases with those of Theorem 2.1, it is seen that in the new bivariate specification the biases in the parameters that are common have the same structure, while on the other hand, there is a loss of estimation efficiency to O (T −1 ) in the intercept parameter estimator, and no gain or loss in efficiency for the estimator of the ARCH parameter.
Extending the work in Lumsdaine (1995) , the representation of the relevant part of the log-likelihood involves:
h 22t ¶ Using the same argument as the one given in Lumsdaine (1995, page 10), we can prove that if α 0 and γ 0 change in the same proportion, the biases and t-statistics in b α 1 , b α 2 , b γ 1 and b γ 2 will remain invariant. This result matches with the bias and variance results obtained in Theorem 2.1. However, if α 0 and γ 0 vary in different proportions, the invariance property does not hold.
Case 2: Allowing for dependent and correlated disturbances
We analyse now the variance-specification proposed by Engle and Kroner (1995) and Polasek (1999,2000) , given by the bivariate model:
where y t = (y 1t , y 2t ) 0 , ε t = (ε 1t , ε 2t ) 0 , E (ε t ) = 0, and we assume again the intercept vector β = (β 10 , β 20 ) 0 to be known. The variance representation implies a diagonal structure for the disturbances following an ARCH(1) process:
Then, it follows that:
The unconditional expectations become E (ε 2 1t ) =
, and the unconditional correlation coefficient between both disturbances is
. This implies the restriction that in this model, in order to guarantee that the correlation coefficient is absolutely smaller than 1:
When α 11 = α 22 = α 33 = 0, then α 2 20 < α 10 α 30 . In addition, α 10 , α 30 > 0, while 0 < α 11 , α 33 < 1.
Our objective is again to analyse the biases of O (T −1 ) in this simple model when we use the ML estimation procedure, under the assumption that we specify a diagonal structure in the conditional variance, when, in fact, the true model is the one for which we have α 11 = α 22 = α 33 = 0.
In this case, the moment expressions that relate the structure of ε 1t and ε 2t are given by: Lemma 2.2: Under the specification of a heteroscedastic disturbance vector ε t = (ε 1t ε 2t ) 0 that follows (2.5) and (2.6), where α 11 = α 22 = α 33 = 0, we can establish the following results to O (T −1 ) :
4. E (ε Proof. Given in Appendix 3.
Using again the methodology proposed by Cox and Snell (1968) (Appendix 4 gives the expressions for the second and third order derivatives), the bias results are given in Theorem 2.2.
0 is a vector of random variables that has the structure given in (2.6) with α 11 = α 22 = α 33 = 0, then the biases and the variances of the ML estimators to order T −1 are given by: 
Proof. Given in Appendix 4.
In spite of the large and tedious expressions we get, it is important to highlight the utility we can get from them, because they allow us to find approximations to the biases for any combination of parameters, and to discover their evolution. In addition, under the assumption of misspecification of the conditional process, we can use the expressions for bias correction, substituting the true values of the expressions with the estimated ones.
Appendix 5 shows the graphs for the 6 expressions in Theorem 2.2 (we must take account of the fact that α 20 can be negative, and that we must analyse only the regions where α 2 20 < α 10 α 30 ). They show that for some combinations of parameters, the biases can become very important. We confirm the results in Liu and Polasek (2000) , in the sense that the biases can be very large in these models -even although our setting is different-, but our findings provide evidence that the biases are only so large for some combinations of parameters. Table 2 .2 show how the larger biases are those for the parameters of the ARCH-components, especially when there is a large difference between the intercepts of the two conditional variance equations. For example, the approximate bias of the estimator of α 22 increases from around -0.004 to -0.197 when the constant terms α 10 and α 30 change from being the same and equal at 0.15 to α 10 being kept constant at 0.15 and increasing α 30 to 15. 
Once we have found the bias expressions of O (T −1 ), we can again extend the work by Lumsdaine (1995) to our model. In this case we need to change α 10 , α 20 and α 30 in the same proportion to get invariance in the bias and t-statistics of b α 11 , b α 22 and b α 33 . Otherwise, the invariance property becomes invalid (again, this is consistent with the results in Theorem 2).
Special case when the correlation of the disturbances is misspecified
In this case, if we set α 20 = 0, Theorem 2.2 now becomes:
0 is a vector of random variables that has the structure given in (2.6) under misspecification of the conditional correlation (α 20 = 0), then the biases and the variances of the ML estimators to order T −1 are given by:
2T α 10 α 30
In the results given in Theorem 2.2, we set α 20 = 0.
The expression for the bias of b α 22 is now especially easy to interpret and it is easy too to analyse the effect of a large distance between the two intercepts. On the other hand, the bias and variances of the ML estimators in a univariate ARCH(1) model, when nothing is estimated in the mean equation, were given at the end of Section 2.1. So we see that the effect of imposing a correlation between the disturbances, when in fact it does not exist, again does not affect the bias structure, although on the other hand, this time there is neither gain nor loss in efficiency to the order of the approximation.
A SUR-specification for the multivariate ARCH model
In this section, we find an alternative way of getting the expressions for the information matrix under the null hypothesis of no-ARCH effects. Imposing an ARCH structure in the variance equation, implies a SUR (Seemingly-unrelated Regression) structure for the model. If we would apply this methodology to the previous model (Case 1), the GLS (Generalised Least Squares) estimator coincides with the ML and the OLS (Ordinary Least Squares) estimators so the required approximations could be obtained by examining the equations separately. In case 2, however, analysing the problem in the context of a SUR system of equations is helpful under more general conditions so we illustrate the procedure.
Consider again the model:
where η 1t and η 2t are innovation processes that are connected through the second equation, providing a variance-covariance matrix of the form:
The SUR-system can be written in the form:
... ε 2 1n
where n is the sample size, and Σ is of order 3n × 3n. In this case the GLS estimator is asymptotically equivalent to the ML estimator so that we can obtain asymptotically (under the null of no-ARCH effects):
and the asymptotic variance-covariance matrix can be retrieved from:
Hence, the information matrix can be approximated by:
This procedure could have been easily extended to multivariate models with higher order ARCH-type disturbances, and even generalised to the multivariate-GARCH.
An LM type test allowing for bias correction in the estimators
In this section, we show how the small sample bias approximations for the parameters in the Wong and Li (1997) model (Case 1), can be utilised in a Lagrange Multiplier (LM) test. In particular, since in the LM procedure estimation is conducted only under the null, the bias approximations (which for the variance parameters are found only in the null case) can be employed directly. As was seen in Theorem 2.1 bias approximations were found for the constant terms in the variance equations (2.2) and (2.3); these are nuisance parameters for the LM test on the variance parameters, since they are not subject to the test, and bias corrected estimates for them are easily found. These bias corrected estimates will be employed in the LM test. However, an additional use of the bias approximations for the variance parameters in the null case can also be found. Rather than evaluate these parameters as zero under the null, we may set them at the O (T −1 ) biases since the expected values of the ML estimators are not zero but are close to the bias approximation. To analyse the effect of this use of the bias corrections, we shall conduct simulations with the bias corrected constant terms in the LM while setting the parameters under test to zero. Then in further simulations we both use bias corrected estimates for the constant terms and set the parameters under test to their asymptotic bias values. We thus define three cases:
Model 1: The nuisance parameters are replaced with uncorrected ML estimates and the parameters under test are set to zero (M1).
Model 2: The nuisance paramaters are replaced with bias corrected ML estimates with the parameters under test set to zero (M2).
Model 3: The nuisance parameters are replaced with bias corrected ML estimates and the parameters under test are set to their asymptotic bias values (M3).
The LM test takes the form:
where S is the score vector, V is the information matrix and θ = (α 0 , α 1 , α 2 , γ 0 , γ 1 , γ 2 ) 0 is the 6×1 vector of unknown parameters. The null hypothesis that we wish to test is:
There are several variants of the LM test and generally they differ only in the estimator of the information matrix; see for example Amemiya (1985) and Dagenais and Dufour (1991) for some related literature. We may distinguish three types of such estimators; the Outer Product (OP) matrix of the score vector, the Hessian (HES) matrix and the expectation of the Hessian (ExpHES) matrix. A non-operational procedure which we shall examine for comparative purposes, uses the true Hessian (TrueHES) where the actual values of unknown parameters are employed rather than estimates. Each of these four variants of the LM test will be examined in the simulations in the contexts of Models 1-3.
The LM test based upon the expected Hessian is not always available since finding the closed form solution for the expected Hessian may not be possible. In this case, however, it is straightforward. From Wong and Li (1997) we find on using (2.1), (2.2) and (2.3), that we may write:
On taking expectations through Hessian(θ) we have:
with inverse: 
We thus have four variants of the LM test. Their size and power are examined in a set of 60000 simulation experiments. First the test sizes are examined for sample sizes T=50, 100, 200 and 500 where the nuisance parameters are set to α 0 = 0.81 and γ 0 = 0.04. This choice of parameter values was made to ensure that the small sample biases were not trivial. In the simulations, to examine the power of the tests we considered two sets of values for the variance parameters: (i) α 1 = α 2 = γ 1 = γ 2 = 0.16, and (ii) α 1 = α 2 = γ 1 = γ 2 = 0.49. The first of this represents a moderate departure from the null whereas the second lies close to the stationarity bound and so is a relatively extreme departure.
The results on the test size are given in Table 3 .1 and for size-adjusted power in Table 3 .2. The first clear result we find is that of the bad size properties in small samples for the HES LM test (see Table 3 .1), because it is clearly over-sized, even at T=500, in marked contrast to the other tests. The OP and the ExpHES have better size properties, although when we check the size-adjusted power of the tests (Table 3. 2) it reveals the lack of power of the OP test for finite samples. At the more extreme alternative the ExpHES and the TrueHES tests have power close to unity at all sample sizes. From the results, the first recommendation in practical applications, is always to use the ExpHES to test for multivariate ARCH effects. Once we have selected the ExpHES, we can concentrate on the selection among Model 1, Model 2 or Model 3. Model 3 seems to have better size properties than Model 1, and Model 2 has better size properties for samples larger than T=100. Analysing the TrueHES, again the one that presents the best size properties is Model 3. If we consider the size-adjusted power, we observe how the test power in Model 2 and 3 always improves on that of Model 1 (the same occurs when we analyse the TrueHES case). So the overall conclusion from the simulations is that, of the operational tests, only ExpHES performs well. Its size is approximately correct even at T=50 while it has high power against both the moderate and extreme alternatives at all sample sizes considered. It even dominates the non-operational TrueHES test for the moderate alternative and has comparable but slightly less power for the extreme alternative. Hence, our overall recommendation must be to use the ExpHES test while bias correcting all the ML estimates, or at least, the ones that are not restricted under the null. M1  M2  M3  M1  M2  M3  M1  M2  M3  M1  M2  M3  T=500 
Conclusions
In this paper we have provided some theoretical evidence of the severe biases and large variances that result from unconstrained-ML estimation of a simple bivariate-ARCH model under misspecification of the conditional heteroscedasticy processes.
When we analyse the model in Wong and Li (1997), we find that some of the estimators can have large variances if the difference between the intercepts in the model is relatively large. In the case of the Engle and Kroner (1995) and Liu and Polasek (1999, 2000) specification, we find that a large difference between the intercepts can produce large biases in the estimators of the ARCH-terms for some combinations of parameters. We also find a restriction among the parameters of this model (α
2 (α 10 α 30 ) using the notation in the paper) that should be considered in the estimation. We show too how a SUR representation allows one to easily find the information matrix under the null of no-ARCH effects and how the work given in Lumsdaine (1995) can be extended to the multivariate case. We believe that the possibility of extreme biases and variances should be taken into account in practical applications when ML is used as the estimation procedure in this model. In the last section of the paper we use our bias results to improve, albeit slightly, the size and power of an LM type test for multivariate ARCH effects by bias-correcting the estimators of the parameters. The general recommendation from the simulation results in this paper, is always to use in practical applications the expected Hessian form of the LM test and bias correct all the ML estimators, or at least, the ones that are not restricted under the null. The extension of the results in this paper to more general structures in the mean and in the conditional variance-covariance matrix are subject of future research.
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Appendix 1: 
While the alpha parameters are given by the same structure that we use in expression (2.6).
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Appendix 2
The proof of Theorem 2.1, implies the use of expression (2.4) to¯nd the k ij , the k ijl and the k ij;l components. Using di®erential matrix calculus, de¯ning
; and assuming the parameter vector to be (® 0 ;°0; ® 1 ; ® 2 ;°1;°2) ;
we obtain:
The Cox and Snell (1968) expressions that are required (apart from the second order derivatives, and the third order derivatives previously given), once we evaluate them when ® 1 = ® 2 =°1 =°2 = 0; are: eval.
eval. eval. eval. 
Appendix 3
Proof. of Lemma 2.2 Under the conditions established in Lemma 2.2, we can describe a projection of ε 2t on ε 1t :
The slope is given by φ =
, and we can find the moments that are required for the disturbance to balance the system we are studying, by substituting for the slope parameter, where necessary, in the following: Hence, using the previous expressions and the conditions given in (2.7) and (2.8):
3 ¢ = 9α 10 α 20 α 30 + 6α 3 20 5. E (ε 
; and ordering the parameters as: ® 10 ; ® 2 0 ;® 30 ; ® 11 ; ® 2 2 ; ® 33 , we obtain: 4T h 12t " 1t¡ 1 " 2t¡1
The Cox and Snell (1968) expressions that are required (apart from the second order derivatives, and the third order derivatives previously given), once we evaluate them when ® 1 1 = ® 22 = ® 3 3 = 0; are: evaluation evaluation 
