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We employ a field-theoretical variational approach to study the behavior of ionic solutions in the
grand canonical ensemble. To describe properly the hardcore interactions between ions, we use a
cutoff in Fourier space for the electrostatic contribution of the grand potential and the Carnahan-
Starling equation of state with a modified chemical potential for the pressure one. We first calibrate
our method by comparing its predictions at room temperature with Monte Carlo results for excess
chemical potential and energy. We then validate our approach in the bulk phase by describing
the classical “ionic liquid-vapor” phase transition induced by ionic correlations at low temperature,
before applying it to electrolytes at room temperature confined to nanopores embedded in a low
dielectric medium and coupled to an external reservoir of ions. The ionic concentration in the
nanopore is then correctly described from very low bulk concentrations, where dielectric exclusion
shifts the transition up to room temperature for sufficiently tight nanopores, to high concentrations
where hardcore interactions dominate which, as expected, modify only slightly this ionic “capillary
evaporation”.
I. INTRODUCTION
Charged hard spheres have been shown to exhibit a
bulk phase transition between an ionic “liquid” state
and an ionic “vapor” state for low enough density and
temperature [1–4]. This transition is entirely due to
positional electrostatic correlations between oppositely
charged ions and cannot therefore be described by mean-
field theory, whose contribution to the free energy van-
ishes by charge electroneutrality (see the review [5]). In
the ionic vapor phase oppositely charged ions tend to
form neutral but polar groups which tend to interact
loosely with each others. In the ionic liquid phase, the
ions do not form such pairs and are directly screened by
the others. Although this bulk phase transition for com-
mon mineral salts is predicted to occur in aqueous solu-
tions at unphysical low temperatures (T < 100 K) and
is therefore not observable in experiments with classical
electrolytes, some exotic ones do show this phase tran-
sition around ambient temperature [6], especially in low
dielectric constant solvents. By evoking the law of corre-
sponding states the same model of charged hard spheres
in a dielectric continuum can be used to model elec-
trolytes, salts in low dielectric constant solvents, molten
salts (of great current interest for their potential techno-
logical applications), and perhaps also metallic fluids.
We have recently proposed a field theoretic variational
approach that allows us, by going beyond mean-field
theory, to study the effect of confinement and dielec-
tric discontinuities on the ionic liquid-vapor phase tran-
sition [7–9]. The method used previously did not take
into account ionic size and therefore led to anomalies
when extended to high electrolytes concentrations. It
is, however, important to be able to go reliably to high
electrolyte concentrations, because this same theoretical
framework can be used to calculate the effect of confine-
ment and dielectric exclusion on the ionic transport co-
efficients currently being measured for well characterized
single nanopores [10, 11]. At very high electrolyte con-
centration one expects the transport coefficients to tend
toward their bulk values and the measured deviations as
the concentration is lowered could provide valuable in-
sight into the transport mechanisms.
Previous theoretical works included hardcore inter-
actions coupled with Coulomb interactions. Modified
Poisson-Boltzmann approaches, for example, have been
developed by introducing an explicit expression for the
free energy contribution of the hardcore interactions,
which is based either on lattice gas calculations [12], or
on the Carnahan-Starling pressure [13, 14]. Netz and Or-
land [15], working in the canonical ensemble, introduced
an ultra-violet cut-off, Λc, in the Debye electrostatic free-
energy calculation in order to take into account the ex-
cluded volume effect, following Brilliantov who did it for
the one-component plasma [16]. They obtained correc-
tions to the well known Debye-Hu¨ckel volumetric free-
energy density valid in the limit Λc →∞ [17]
fDH = −kBT κ
3
b
12pi
(1)
where kBT is the thermal energy and κb the Debye
screening parameter. Although these corrections take
into account in an approximate way the effect of finite
ion-size on the electrostatic interactions, they do not
account for direct hardcore interactions. Using a
field-theoretical model which includes them, Moreira
and Netz [18] derived the first coefficients of the virial
expansion of a non-symmetric electrolyte, valid for
low densities. In Ref. [19] a Yukawa potential was
introduced to model short range repulsive interactions
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2and a variational approach to a similar model was
studied in [20]. One of the most successful approaches in
describing the Monte Carlo (MC) results [21–23] for the
bulk phase transition is the physically motivated but ad
hoc model developed by Fisher and Levin [24], where a
free energy with an explicit ion pairing term, or Bjerrum
association, was constructed (see also [25]). Recently
Giera et al. [26] performed molecular dynamics simula-
tions of electric double layers and compared successfully
the measured capacitance to the Carnahan-Starling
mean-field calculation.
In this paper we extend our previously developed vari-
ational approach [9] by including the Carnahan-Starling
pressure contribution in the variational grand potential.
We show that it is necessary to include both a hardcore
regularization (via a Fourier space wave vector cut-off) in
the electrostatic part of the grand potential and the di-
rect hardcore interactions in order to recover the correct
behavior for the chemical potential and internal energy,
computed using Monte Carlo simulations [21]. We subse-
quently apply our model to a fluid confined in a nanopore
connected to reservoirs of ions and explore the partition
coefficient of the ions in the pore and the modification of
the phase transition (induced by the dielectric exclusion)
due to the hardcore interactions. In Section II the general
field theoretic approach, including the electrostatic and
hardcore interactions, as well as the variational scheme
used in this paper (and developed in Appendix A) are
exposed. In Section III we compute the bulk grand po-
tential by introducing a wave vector cutoff in its elec-
trostatic contribution and using the Carnahan-Starling
pressure to express the hardcore one. We then investi-
gate the low temperature phase transition in the bulk in
order to validate our model. We apply it in Section IV to
the case of an electrolyte confined in a neutral cylindrical
nanopore inside a low dielectric medium, where we ob-
tain a corrected behavior for the partition coefficient due
to hardcore interactions. We also investigate the phase
transition for the case of a weakly charged nanopore. Fi-
nally our conclusions and perspectives are presented in
Section V.
II. GENERAL FIELD THEORETIC
VARIATIONAL MODEL
We consider an electrolyte made of Nν ions of type
ν = 1, . . . , p in solution in water. We work in the grand
canonical ensemble where the temperature T , the volume
V are fixed together with the ionic chemical potentials µν
or equivalently their fugacity
λν =
exp(µν)
Vν
(2)
where Vν is a reference volume that does not enter into
the final results for physical quantities, and we express
all the energies in units of β−1 = kBT . Ions α and γ
interact through the electrostatic potential and a short
range repulsive potential Uαγ and are submitted to an
external potential, uα(r), acting on particle α.
We formulate the grand partition function in two steps.
First we consider the hardcore potential alone by artifi-
cially setting the ion charges to zero. The hardcore grand
partition function is therefore
Ξhc =
∞∑
N1=0
· · ·
∞∑
Np=0
p∏
ν=1
λNνν
Nν !
∫ p∏
ν=1
Nν∏
j=1
drνjg(rνj)
× exp
[
−1
2
p∑
α,γ=1
∫
r,r′
cˆα(r)Uαγ(r− r′)cˆγ(r′)
+
1
2
p∑
α=1
NαUαα(0)−
p∑
α=1
∫
r
cˆα(r)uα(r)
]
(3)
where rνj is the position of the jth particle of type ν, and
g(r) is a function that models the possible restriction
of the volume accessible to the particles. The density
operators, cˆα, are:
cˆα(r) =
Nα∑
j=1
δ(r− rαj) (4)
We obtain the corresponding field theoretic formula-
tion by applying a Hubbard-Stratonovitch transforma-
tion [27]:
exp
(
−1
2
∑
αγ
∫
r,r′
cˆα(r)Uαγ cˆγ(r
′)
)
=
1
ZU
∫ ∏
ν
Dψν exp
(
−Hhc[ψγ ] + i
∑
α
∫
r
ψα(r)cˆα(r)
)
(5)
where ZU = − 12 tr ln(U) and the hardcore Hamiltonian
is
Hhc[ψγ ] =
1
2
∑
αγ
∫
r,r′
ψα(r)U
−1
αγ (r− r′)ψγ(r′) (6)
After summation over the number of particles Nν , Eq. (3)
becomes:
Ξhc[µα − uα(r)] = 1
ZU
∫ ∏
ν
Dψν exp (−Hhc[ψγ ])
× exp
[∑
α
e
1
2Uαα(0)
Vα
∫
r
g(r)eiψα(r)+µα−uα(r)
]
(7)
Next we introduce the electrostatic contribution to the
grand partition function. Ions α and γ interact with the
electrostatic energy qαqβvc(r) where qα is the ion valency
and the Coulomb interaction, vc, is
vc(r) =
`B
|r| (8)
3with `B = βe
2/(4pi0w) the Bjerrum length and w ≈
78 is the permittivity of water (e is the quantum of
charge). The corresponding electrostatic contribution to
the Hamiltonian is therefore
Hel =
1
2
∫
r,r′
ρˆ(r)vc(r− r′)ρˆ(r′)− 1
2
p∑
α=1
Nαq
2
αvc(0) (9)
where ρˆ is the charge density operator
ρˆ(r) =
p∑
α=1
qαcˆα(r) (10)
The factor of 1/2 in first term of the rhs. of Eq. (9) avoids
double counting and the second term subtracts the self-
interactions. The charge density leads to the introduction
of an additional field φ in the field-theoretic description,
in a fashion similar to the introduction of the fields ψα
above.
As shown by Netz et al. [18, 28] the grand partition
function of the system including both the hardcore and
the electrostatic interactions can be written as a double
functional integral over the fluctuating fields, ψγ and φ.
Although the ensuing problem cannot be treated exactly,
we show in the Appendix A that a powerful approximate
variational method can still be employed to handle the
electrostatic part. As in previous variational approaches
without hardcore interactions [29–32], we treat the elec-
trostatic part by choosing a variational Hamiltonian H0
with a general Gaussian form:
H0[φ] =
1
2
∫
r,r′
[φ(r)− iφ0(r)] v−10 (r, r′) [φ(r′)− iφ0(r′)]
(11)
where the variational functions are the average field
φ0(r) and the Gaussian kernel v
−1
0 (r, r
′). The varia-
tional grand-potential accounting for both electrostatic
and hardcore interactions is given by (see Appendix A)
Ωv = −ln(Ξvel,hc) = Ω0 + 〈Hc[φ(r)]−H0[φ(r)]〉0
+
∫
r
ρe(r)φ0(r) + Ωhc[µγ − u0γ(r)], (12)
where Ω0 = − 12 tr ln(v0/vc), the expectation value is eval-
uated with the variational Gaussian Hamiltonian H0[φ],
ρe(r) is the external fixed charge density (in units of e),
Hc[φ] =
∫
dr
(r)
2βe2
[∇φ(r)]2, (13)
is the Coulomb Hamiltonian with a spatially dependent
permittivity (r) and
Ωhc[µγ − u0γ(r)] = −ln
(
Ξhc[µγ − u0γ(r)]
)
= −V Phc[µγ − u0γ(r)], (14)
is the exact hardcore grand-potential (or minus the nor-
malized osmotic pressure times volume) in an external
field equal to
u0γ(r) = qγφ0(r) +
1
2
q2γ [v0(r, r)− vc(0)] . (15)
We will see below that the last term in u0γ(r) is the ex-
cess chemical potential and therefore µγ−u0γ(r) is simply
equal to the ideal gas contribution,
µidγ = ln(Vγcγ), (16)
where cγ is the concentration of ion γ. The variational
grand-potential, Ωv, is an upper bound to the exact
grand-potential Ωel,hc = −ln(Ξel,hc).
Eq. (12) is then a sum of an electrostatic contribution
minus an osmotic pressure one, V Phc, created by a hard-
core fluid with a modified fugacity that is expressed as a
function of the variational fields φ0(r) and v0(r, r).
For simplicity we work in the following with a re-
stricted variational method by choosing the inverse ker-
nel v0 to be the solution of the inhomogeneous variational
Debye-Hu¨ckel equation [9],
[−∇((r)∇) + (r)κ2(r)]v0(r, r′) = βe2δ(r− r′), (17)
and the average potential and variational inverse screen-
ing length to be constant:
φ(r) = φ0 and κ(r) = κvg(r) (18)
Eq. (12) is then minimized with respect to the restricted
variational parameters κv and φ0.
III. BULK ELECTROLYTE WITH HARDCORE
INTERACTIONS
A. Excess chemical potential
The variational grand potential Eq. (12) without the
hardcore contribution, i.e. without the last term, has
been computed in Ref. [9]. The bulk contribution, i.e.
with ρe = 0, reads per unit volume:
wv ≡ Ωv
V
= −
∑
i
λie
q2i
2 `Bκv +
κ3v
24pi
(19)
where κv is the only variational parameter because the
mean-field φ0 vanishes in the bulk due to overall charge
neutrality (the index i denotes the type of ion). The first
term is minus the osmotic pressure of an ideal solution of
ions and the second one is the usual Debye-Hu¨ckel term,
which in the canonical ensemble leads to Eq. (1). Note
that, in Eq. (19), wv → −∞ when κv → ∞. Physically
this divergence means that the most stable state of the
system without hardcore interaction is a state of infinite
concentration of neutral ionic pairs on top of each other.
Although the variational theory without hardcore inter-
actions is not rigorously well defined, for sufficiently low
salt concentrations the (metastable) minimum of Eq. (19)
with respect to κv does yield the standard Debye-Hu¨ckel
inverse length κb, where
κ2b = 4pi`B
∑
i
q2i ci, (20)
4which is obtained from the grand potential per unit vol-
ume wv:
ci = −λi ∂wv
∂λi
(21)
The first term in Eq. (19), with κv replaced by κb, is
therefore minus the osmotic pressure of an ideal solution,∑
i ci. Indeed, within the variational approach the excess
electrostatic chemical potential is given by
µexel,i ≡ ln(λi/ci)
=
1
2
q2i [v0(r, r)− vc(0)] = −
q2i
2
`Bκb, (22)
where in the bulk system the inverse kernel takes on the
Debye-Hu¨ckel form:
v0(r, r
′) = `B
e−κb|r−r′|
|r− r′| . (23)
Note that µexel,i → −∞ when κb → −∞. It costs less
and less energy to add an ion into the system as the
concentration increases which can again be interpreted
as the collapse of the ions on each other in the absence
of hardcore repulsion. The second term in Eq. (19) is
the Debye-Hu¨ckel electrostatic correlation contribution
to the grand potential. Although this form is correct for
low concentrations, it is not reliable for high concentra-
tions, where the hardcore interaction should dominate.
To take into account the hardcore repulsion, we use
the variational prescription delineated above, and replace
the first term of Eq. (19) by minus the (grand canonical)
pressure of a hardcore liquid, −Phc. To implement the
variational method we choose to approximate this hard-
core pressure by the well known Carnahan-Starling form,
which is almost quantitatively exact for neutral liquids up
to freezing densities [13, 33, 34]. Explicitly, we use the
following replacement:
∑
i
λie
−µexel,i → Phc
(∑
i
λie
−µexel,i
)
(24)
where
Phc(λ¯) =
1
v
η(λ¯)
1 + η(λ¯) + η(λ¯)2 − η(λ¯)3
(1− η(λ¯))3 (25)
is the Carnahan-Starling result with v = pid3/6 the ex-
cluded volume and d the particle diameter. In the pure
hardcore system there are no Coulombic interactions and
the packing fraction is:
η = v
∑
i
ci (26)
with 0 ≤ η ≤ 1. For sake of clarity, we decide to con-
sider here only the case where anions and cations have
the same diameter (the so-called Restricted Primitive
Model). The case of different diameters will be treated
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FIG. 1. The packing fraction η(λ) as a function of vλ. The
function is zero at λ = 0 and slowly saturates to 1 as λ→∞.
in a future work. In our grand canonical approach a
relation has to be given between the fugacity and the
packing fraction. The total concentration of hard sphere
particles is c =
∑
i ci = λ¯∂Phc(λ¯)/∂λ¯ and therefore the
packing fraction, Eq. (26) is related to the pressure given
in Eq. (25) by:
η(λ¯) = vλ¯
∂Phc(λ¯)
∂λ¯
, (27)
which can be integrated and rewritten as a self-consistent
equation for η(λ¯):
λ¯ =
1
v
η(λ¯)eµ
ex
hc(η(λ¯)), (28)
where the Carnahan-Starling excess chemical potential
due to hardcore interactions,
µexhc(η) =
η − 3
(η − 1)3 − 3, (29)
has been deduced using the definition λ¯ = c eµ
ex
hc . Note
that the passage to Eq. (28) is equivalent to integrating
the thermodynamic relation ∂Phc(c)/∂c = c∂µhc(c)/∂c
(at constant T and V ) and that given λ¯, Eq. (28) has to
be solved numerically, although η(λ¯) as a function of vλ¯
can easily be plotted parametrically (see Figure 1).
To introduce in an approximate way the hardcore in-
teraction directly into the electrostatic part (beyond the
introduction of the hardcore pressure), we compute the
Debye-Hu¨ckel term in the grand potential by introduc-
ing a cut-off in Fourier space, 0 ≤ |q| ≤ Λc. This is
similar to what has been done in Ref. [15], except that
we work in the grand canonical ensemble and the appro-
priate thermodynamic potential is the grand potential.
By integrating in Fourier space the first two terms of
Eq. (12), we obtain
δwvb = (Ω0 + 〈Hc[φ(r)]−H0[φ(r)]〉0) /V =
− κ
2
vΛc
12pi2
+
κ3v
12pi2
arctan
(
Λc
κv
)
+
Λ3c
12pi2
ln
(
1 +
κ2v
Λ2c
)
(30)
5Although for small κv we recover the κ
3
v/24pi behavior,
the role of the cut-off parameter Λc is to avoid the un-
physical divergence of the excess electrostatic chemical
potential, Eq. (22) for large κv.
The resulting variational grand potential for the bulk
phase is:
wvb(κv) = −Phc
(∑
i
λie
q2i
pi κv`B arctan(
Λc
κv
)
)
+ δwvb (31)
For large κv Eq.(31) now implies that wvb(κv) ∼
ln(κv/Λc) remains finite and positive and the ions can
no longer collapse on each other.
Minimizing Eq. (31) with respect to κv and using
Eq. (28) leads to the following variational equation for
the solution κb:
κ2b =
4pi`B
v
∑
i q
2
i λie
q2i
pi
κb`B arctan( Λcκv )
∑
i λie
q2
i
pi
κb`B arctan
(
Λc
κb
)
× η
(∑
i λie
q2i
pi κb`B arctan
(
Λc
κb
))
(32)
where the function η(λ¯) is defined in Eq. (28).
Computing the concentration ci of each ion using
Eq. (21) leads, after some rearrangement, to the same
Debye-Hu¨ckel result for the inverse screening length,
Eq. (20). Using Eq. (32) leads again to Eq. (26), which
means that η is still the system packing fraction (even
in the presence of combined hardcore and electrostatic
interactions). The variational result for the bulk phase
grand potential is then wb = wvb(κb) and the total ex-
cess ionic chemical potential is the sum of a regularized
electrostatic and hardcore contributions, Eq. (29),
µexi = µ
ex
el,i + µ
ex
hc
= −q
2
i
pi
κb`B arctan
(
Λc
κb
)
+
[
η − 3
(η − 1)3 − 3
]
. (33)
The approach adopted here leads to an excess chemi-
cal potential that is simply the direct sum of a regulated
electrostatic part and a pure hardcore part. The electro-
static part µexel,i saturates to a finite value for κb → ∞
and to Eq. (22) for κb → 0. Hence for large κb, µex
is dominated by the hardcore contribution (29), which
diverges (in the Carnahan-Starling approach) at η = 1.
We emphasize that in order to get an appropriate phys-
ical result for electrolytes two ingredients are necessary:
the electrostatic part has to be regularized (e.g., by in-
troducing a Fourier space cut-off into the inverse kernel)
and the hardcore interactions have to be included explic-
itly. This is in contrast to a previous approaches adopted
for one component plasmas [15], where one or the other
feature, but not both, was added.
The mean excess chemical potential for a simple salt,
defined as
µex± =
ν+µ
ex
+ + ν−µ
ex
−
ν+ + ν−
, (34)
●
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FIG. 2. The excess chemical potential in the bulk phase as
a function of the ionic concentration. The solid line is the
result of our model, Eq. (36), fitted to the MC data by Val-
leau et al. [21] shown as circles. The orange dotted and red
dashed lines are curves that capture the asymptotic behavior
of the model for low and large concentrations respectively. In-
set : Average excess internal energy per ion (circles: MC data
of [21], line: our model without additional fitting parameter).
where ν± are the stoichiometric coefficients (electroneu-
trality implies ν+q+ = ν−|q−|), can be obtained from the
excess ionic chemical potentials, µexi .
The method proposed here also provides a variational
foundation to canonical ensemble approaches to ion flu-
ids (with and without hardcore interactions) formulated
previously: either by integrating Eq. (33) or performing
a Legendre transformation on the grand potential leads
to a bulk Helmholtz Free energy, Fb,
fb =
Fb
V
= wb +
∑
i
ciµi = f
el
b + f
hc
b , (35)
that is the direct sum of a regularized electrostatic part
and a hardcore contribution (for the Fourier space cut-off
approach adopted here for the electrostatic contribution,
f elb is identical to the result obtained in Ref. [15]).
We now investigate further the simplest case, that of
a symmetrical q − q electrolyte with λ+ = λ− = λ and
q+ = −q− = q. The excess chemical potential Eq. (33)
simplifies to:
µex± (cb) = −
(2`Bq
2)3/2√
pi
√
cb arctan
(
Λc√
8pi`Bq2cb
)
+
[
2vcb − 3
(2vcb − 1)3 − 3
]
(36)
where we have used ηb = 2vcb and κ
2
b = 8pi`Bq
2cb (we as-
sume that ν± = 1 and therefore cb is the salt concentra-
tion and the concentration of both anions and cations and
2cb is the total concentration of hardcore particles). The
first term on the right hand side of Eq. (36) is the con-
tribution from the cut-off regularized electrostatic to the
chemical potential. This term always decreases when the
6concentration increases and tends to −q2`BΛc/pi for large
concentrations. The second term, which is the hardcore
contribution to the chemical potential, increases when
the concentration increases. The excess chemical poten-
tial, Eq. (36), is plotted in Figure 2 vs the bulk concentra-
tion together with the Monte Carlo (MC) simulation re-
sults obtained at room temperature by Valleau et al. [21],
shown as circles. We have fitted Eq. (36) to these data
using Λc as a parameter and v = pid
3/6 with d = 4.25 A˚
the hardcore particle diameter used in the MC simula-
tions [21]. The fit is shown as a solid line in Figure 2 and
yields Λc = 3.73 nm
−1. The agreement is very good. The
average excess internal energy per ion is shown as circles
in the inset and the curve correspond to our model with-
out any additional parameter. The fitted value of the
cut-off is ∼ 1/d, an expected physically reasonable result
(when compared with the usual DH approach [35]) lends
credence to our approach.
For small cb the excess chemical potential reduces to
µex± ≈ −
(2`Bq
2)3/2√
pi
√
cb + 8
(
q4`2B
Λc
+ v
)
cb, (37)
and this approximation is shown as a dotted line in Fig-
ure 2. It is clear that the large electrostatic term in
the second virial contribution to the excess chemical po-
tential obtained perturbatively by Netz and Orland [15]
for electrolytes at low concentrations has its origin in
the regularization of the modified Coulomb interaction
at short distances arising from hardcore interactions (an
effect that for small enough ions typically dominates over
the direct hardcore contribution). Note that expanding
the first term on the right hand side of Eq. (36) for low cb
leads to an alternating series and keeping the next term
in c
3/2
b without the hardcore term vcb would lead to a
worse result.
For large concentrations, cb . cmax = (2v)−1, the be-
havior is dominated by the hardcore contribution shifted
by a constant:
µex± ≈
2vcb − 3
(2vcb − 1)3 − 3
− 2(`Bq
2)3/2√
piv
arctan
(
Λc
√
v√
4pi`Bq2
)
(38)
This curve is shown in Figure 2 (red dashed curve). In
conclusion, the relatively simple method presented here
enables us to account for the thermodynamic proper-
ties of the Restrictive Primitive Model from low concen-
trations up to saturation, nearly rivaling the accuracy
of much more sophisticated liquid theory methods (see.
e.g., Ref. [35]).
B. Bulk ionic liquid-vapor phase transition
The low temperature bulk ionic phase transition gov-
erned by ion-ion correlations and discussed in the Intro-
duction is a natural consequence of our model. In our
κvV κvL
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)
FIG. 3. The grand potential per unit volume wv as a function
of the variational parameter κb for `
3
Bλ = 0.085, 0.09 and
0.095 (from top to bottom). For each curve the temperature
is kept fixed and the chemical potential increases from top to
bottom. The low κv minima correspond to the vapor phase
while the large κv ones correspond to the liquid phase.
variational scheme, this phase transition is characterized
by the presence of two minima of wv(κv) at fixed fugac-
ity λ and temperature T . Hence phase coexistence corre-
sponds to multiple solutions to the variational equation,
∂wvb(κv)/∂κv = 0, for sufficiently low temperature. We
illustrate this point in Figure 3 where, by increasing λ at
low T a second minimum of wvb(κv) appears at a higher
screening parameter value, κLv . From the vapor phase,
we thus enter in the coexistence region.
This method is equivalent to the usual one employed
in the canonical ensemble, where phase coexistence is
determined by solutions cL and cV to the simultaneous
equations, P (cV ) = P (cL) and µ±(cV ) = µ±(cL), where
µ± = µid± + µ
ex
± and P (c) = Pel(c) + Phc(2c).
The total pressure P = −wv(κb) is plotted with re-
spect to the volume per ion V/〈N〉 = 1/cb in Figure 4. It
shows the coexistence region where two solutions appear.
In Figure 5 is shown the coexistence region in the tem-
perature vs. concentration plane. This figure has been
plotted by identifying the two minima that appear in
the variational grand potential as shown in Fig. 3 when
varying λ at fixed T and by repeating this for various
temperatures. For our chosen value of d and Λc we get
a critical point at Tc = 44.16 K and cc = 51.91 mM
(which confirms the unphysical nature of the transition
for common electrolytes). When hardcore interactions
are included in the theory, the coexistence region, as well
as Tc and cc, are slightly reduced. The spinodal curve,
Tsp(c), on which the susceptibility diverges, is defined by
(∂P/∂c)Tsp = 0 and shown in green.
The critical temperature Tc depends on the particle di-
ameter d. In order to investigate this point and compare
our method to other approaches, we derive the equations
defining the critical point. We first note that the pressure
P is a function of the concentration at a fixed tempera-
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FIG. 4. The pressure in Pa as a function of the volume per
ion, c−1b where cb is expressed in mM, for various temper-
atures (from bottom to top T = 42, 44.16 and 45 K). The
horizontal lines denote the beginning and the end of the phase
coexistence region. The dashed lines are the pressure defined
in the canonical ensemble, Eq. (25), expressed in terms cb.
For T = Tc = 44.16K, the phase transition is continuous.
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FIG. 5. Rescaled coexistence curve T/Tc vs. c/cc in the bulk.
The “vapor” and “liquid” phase are respectively on the left
and right of the coexistence region. The green line is the
spinodal curve and the dashed line is the coexistence curve
without hardcore effects.
ture. The critical point (Tc, cc) is defined by:
∂P
∂c
∣∣∣∣
cc,Tc
= 0 and
∂2P
∂c2
∣∣∣∣
cc,Tc
= 0 (39)
After some calculation we obtain:
1 +
8ηc − 2η2c
(ηc − 1)4 =
q2κ∗c
2pi
[
arctan
(
Λ∗c
κ∗c
)
− κ
∗
cΛc
Λ∗2c + κ∗2c
]
(40)
1
2ηc
− 5η
2
c − 25ηc − 4
(ηc − 1)5 =
2q4
v∗
Λ∗3c
(Λ∗2c + κ∗2c )2
(41)
where we have introduced the dimensionless parameters
ηc = 2vcc, κ
∗
c =
√
8piq2`3ccc, v
∗ = v/`3c , Λ
∗
c = `cΛc and `c
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FIG. 6. The critical temperature as a function of the particle
diameter in a log-log plot. The dots are points calculated by
solving Eqs. (40,41). The dashed line is obtained by using the
first point as a reference and assuming Tc ∝ d−1. Inset : The
critical concentration as a function of the particle diameter
in a log-log plot. The dots are points calculated by solving
Eqs. (40,41). The blue dashed line is obtained by using the
first point as a reference and assuming that cc ∝ d−3 while the
red dashed line is Eq. (43). The two lines are superimposed.
is the Bjerrum length at the temperature Tc. Eqs. (40,41)
both depend on the cut-off, Λ∗c , and the excluded vol-
ume v∗. Now suppose that the critical temperature is
Tc,1 for a particle diameter d1, which defines the hard-
core parameters Λc,1 and v1. The critical temperature
Tc,2 corresponding to a diameter d2 with Λc,2 and v2
is such that both Λ∗c and v
∗ are unchanged. Hence
Λc,1/Tc,1 = Λc,2/Tc,2 and v1T
3
c,1 = v2T
3
c,2. If we now
use that the excluded volume is proportional to d3 and
that the cut-off is proportional to d−1, then the two pre-
vious conditions are equivalent to Tc,1d1 = Tc,2d2. In
other words the critical temperature is inversely propor-
tional to d. In Figure 6 is plotted the critical tempera-
ture as a function of the particle diameter deduced from
Eqs. (40,41) together with the 1/d law. The agreement
is excellent.
In order to compare our result with the literature we
introduce the rescaled temperature and concentration:
T ∗ =
4pi0wdkBT
(qe)2
=
d
q2`B
and c∗ = d3c (42)
Various results have been found in the literature for
those two quantities. For example in the Monte Carlo
simulations of Ref. [22] the authors found T ∗c ≈ 0.07
and c∗c ≈ 0.07. In Ref. [36] another result was found,
T ∗c ≈ 0.053 and c∗c ≈ 0.025, which compared well to
experiments on molten salts [37]. These values were sub-
sequently found to be in agreement with the theory de-
veloped by Levin and Fisher [24]. They used a Bjerrum
model of ion pairing which is introduced via an explicit
“pairing reaction” between the ions [25]. Because explicit
ion-pairing terms are not included in the present varia-
tional approach, our theory recovers a phase transition
8which is closer to the Debye-Hu¨ckel model with added
hardcore interactions. The specific values of the critical
parameters given in Eq. (42) are in our case, T ∗c ≈ 0.088
and c∗c = 0.0024. They depend on the model used to ac-
count for hardcore interactions (the Carnahan-Starling
approach in our case) but are close to the ones given
in Ref. [24] using the second virial coefficient approach,
T ∗c ≈ 0.061 and c∗c ≈ 0.0046. Our approach is more ac-
curate for large ionic concentrations.
We now investigate the relation between Tc and cc.
First note that in Eq. (41) the second term can be ne-
glected, which reduces Eq. (41) to a second order poly-
nomial in ηc that can be solved to give:
cc =
ηc
2v
≈ Λ
∗3
c
16pi2`3c
(
1−
√
1− 4pi
q2Λ∗c
− 2pi
q2Λ∗c
)
(43)
Hence cc is proportional to T
3
c and inversely proportional
to d3 as it should. In the inset of Figure 6 is plotted the
calculated cc together with Eq. (43), the agreement is
excellent.
IV. ELECTROLYTE WITH HARDCORE
INTERACTIONS INSIDE A NANOPORE
A. Variational grand potential
We consider an electrolyte in an infinite cylindrical
nanopore of radius a in contact with a reservoir at fixed
T and fixed ionic fugacities λi. The dielectric constant
of the nanopore is m  w. In the following we chose
m = 2. We start from the variational grand potential
per unit volume derived in [8, 9] without hardcore inter-
actions, which corresponds to the first 2 terms of Eq. (12)
with ρe(r) = σsδ(r − a) where σs is the surface charge
density of the pore:
wv,el = −
∑
i
λie
q2i `B
2 κv−qiφ0
〈
e−
q2i
2 δv0(r;κv)
〉
+
κ3v
24pi
+
κ2v
8pi`B
∫ 1
0
dξ
〈
δv0(r;
√
ξκv)− δv0(r;κv)
〉
+
2
a
σsφ0
(44)
where the brackets mean an average over the nanopore
volume defined as:
〈f(r)〉 = 2
a2
∫ a
0
dr rf(r) (45)
and δv0(r;κv) is the correction to the variational kernel
due to the presence of the nanopore [9]
v0(r, r
′) = `B
e−κv|r−r
′|
|r− r′| + δv0(r, r
′;κv) (46)
evaluated at r = r′, thus defined as
δv0(r;κv) =
4`B
pi
∫ ∞
0
dk
∑′
m≥0
Fm(k;κv)I
2
m(κ|r|) (47)
where we note κ2 = k2 + κ2v and the prime on the sum-
mation sign means that the term m = 0 is multiplied by
1/2. The function Fm is
Fm(k;κv) =
wκKm(ka)K ′m(κa)− mkKm(κa)K ′m(ka)
mkIm(κa)K ′m(ka)− wκKm(ka)I ′m(κa)
(48)
where Km(x) and Im(x) are modified Bessel functions.
We make the reasonable simplifying assumption that
the dielectric exclusion near the nanopore surface is
strong enough to keep finite size ions from approaching
the pore wall (in fact there should be a distance of clos-
est approach given by the ionic radius). This assumption
leads to the absence of purely steric exclusion effects,
which would become important for neutral particles, very
large ions or inverted dielectric profiles (with a larger di-
electric constant outside the nanopore than within, lead-
ing to ion accumulation at the nanopore surface [38]).
Because of the rotational symmetry around the cylin-
der axis and the translational symmetry along the cylin-
der axis, all quantities depend only on the radial distance
r. The first term in Eq. (44) is minus the pressure of an
ideal solution for which the fugacity has been modified
by the electrostatic potential φ0 and the excess electro-
static chemical potential, µexel,i given in Eq. (22). The
second term is the Debye-Hu¨ckel electrostatic contribu-
tion which is also present in the bulk phase. The last
two terms are the electrostatic contributions due to the
presence of the nanopore.
We follow the same strategy as above by replacing
the first term in Eq. (44) by minus the pressure of the
Carnahan-Starling approach, Eqs. (25,28), with the mod-
ified fugacity given in Eq. (44). We then replace the sec-
ond term by the equivalent terms of Eq. (31) including
the short range cut-off Λc and we leave the last terms
identical. The resulting variational grand potential is:
wv = δwvb (49)
− Phc
(∑
i
λie
q2i `B
pi κv arctan(
Λc
κv
)−qiφ0
〈
e−
q2i
2 δv0(r;κv)
〉)
+
κ2v
8pi`B
∫ 1
0
dξ
〈
δv0(r;
√
ξκv)− δv0(r;κv)
〉
+
2
a
σsφ0
where the function Phc(λ¯) is given in Eq. (25). This
approach thus conserves some important properties of
the system, as we will see in the next section. For our
purposes here the simple “average density” approach (in
Density Functional Theory terminology) to inhomoge-
neous systems embodied in the above choice for the hard-
core contribution to Eq. (49) suffices. One can check that
in the limits of large cutoff Λc/κv  1 and small packing
fractions η  1, Eq. (49) and Eq. (44) are equivalent.
The variational equation for φ0 is simply:
2σs
a
+
∑
i
qici = 0 (50)
where the concentration inside the pore of ionic species i
9is given by:
ci =
1
v
η(λ¯)
λie
q2i `B
pi κv arctan(
Λc
κv
)−qiφ0
〈
e−
q2i
2 δv0(r;κv)
〉
∑
j λje
q2
j
`B
pi κv arctan(
Λc
κv
)−qjφ0
〈
e−
q2
j
2 δv0(r;κv)
〉
(51)
where η(λ¯) is solution of Eq. (28) and λ¯ is the argument
of Phc in Eq. (49). We therefore recover η = v
∑
i ci,
the packing fraction inside the cylinder, and Eq. (50) is
simply the condition of charge conservation.
The variational equation for κv is more involved. The
details of the calculation are reported in the Appendix B,
and one obtains
κ2v
4pi`B
[
2`B
pi
arctan
(
Λc
κv
)
− 2`B
pi
κvΛc
κ2v + Λ
2
c
− 〈δv′0(r;κv)〉
]
=
∑
i
q2i ci
2`Bpi arctan
(
Λc
κv
)
− 2`B
pi
κvΛc
κ2v + Λ
2
c
−
〈
δv′0(r;κv)e
− q
2
i
2 δv0(r;κv)
〉
〈
e−
q2
i
2 δv0(r;κv)
〉
 (52)
which gives the modified Debye-Hu¨ckel relation for κv
in the nanopore. Clearly κv vanishes for neutral parti-
cles, qi → 0. Note that the contribution of the hardcore
excess chemical potential enters implicitly though the ex-
pression of ci.
B. Partition coefficients and phase diagram
The Potential of Mean Force (PMF), Φi, and the par-
tition coefficient ki are defined as:
ki ≡ ci
cb,i
=
〈
e−Φi(r;κv)
〉
= e
q2i `B
pi
[
κv arctan( Λcκv )−κb arctan
(
Λc
κb
)]
−qiφ0〈
e−
q2i
2 δv0(r;κv)
〉
e
ηb−3
(ηb−1)3
− η−3
(η−1)3 (53)
where ci and cb,i are the concentrations of ion i in the
pore and in the bulk, respectively. We therefore define
an effective PMF as:
Φi(r;κv) =
q2i
2
wel(r;κv) + qiφ0 + whc
= −q
2
i `B
pi
[
κv arctan
(
Λc
κv
)
− κb arctan
(
Λc
κb
)]
+
q2i
2
δv0(r;κv) + qiφ0 − ηb − 3
(ηb − 1)3 +
η − 3
(η − 1)3 (54)
where the dependence on r comes only from the term con-
taining δv0(r;κv), the other spatial dependencies being
integrated out. This effective PMF has 3 contributions,
the electrostatic one wel associated to the kernel v0, the
elecrostatic energy qiφ0, and the hardcore contribution
whc. It allows us to simplify the variational equation
Eq. (52) as
κ2v =
4pi`B〈
∂wel(r;κv)
∂κv
〉∑
i
q2i cb,i
〈
∂wel(r;κv)
∂κv
e−Φi(r;κv)
〉
.
(55)
Therefore the direct hardcore interactions associated to
the Carnahan-Starling pressure enter through whc only in
the Boltzmann factor. In the limit η → 0 and Λc → ∞,
we recover the variational equation of Ref. [9].
In Figure 7 are plotted the partition coefficients of a
symmetric electrolyte in a neutral and a charged pore.
In these figures, we compare the results obtained from
the variational grand potential without the hardcore in-
teractions, Eq. (44), (small dots) and the ones with the
hardcore interactions, Eq. (49) (large dots). We see that,
for a high bulk ionic concentration, cb, the partition co-
efficients without hardcore interactions decrease with cb.
This unphysical result is an artifact of the approach, be-
cause the ions tends to form neutral pairs with ions of
opposite sign on top of each other, as the concentration
increases. Of course, this does not happen when hardcore
interactions are included in the model, the partition coef-
ficients now slowly saturate to 1 as cb increases. For a low
enough cb, the two approaches lead to the same partition
coefficients, although the difference between the two oc-
curs for cb > 100 mM. For a neutral pore (Fig. 7 Top), k
is a monotonously increasing function of cb and identical
for anions and cations. For a charged pore with sur-
face charge density σs = −0.01 e/nm2 (Fig. 7 Bottom),
coions have an increasing partition coefficient, k−, which
evolves similarly to the case of neutral pore. For counte-
rions, however, k+ > 1 for low cb because c+ is controlled
by the surface charge density and then decreases down
to k+ ≈ 0.9 for cb ≈ 0.5 M. For higher cb, k+ increases
slowly up to 1, so that c+ ' cb.
In the inset of Figure 7 Top, we see the signature of
the phase transition studied in Ref. [9]. It is a first or-
der phase transition between a phase where ions are ex-
cluded from the nanopore, the so called ionic “vapor”
phase, and a phase where ions enter the pore, the ionic
“liquid” phase. This transition exists at room tempera-
ture for small enough pore radii. At a critical radius ac,
the phase transition becomes continuous and then disap-
pears for a > ac. Being a room temperature transition,
the complications due to strong ion pairing and cluster-
ing that occur in bulk electrolytes (and lead to quanti-
tative disparities between the present approach and MC
simulations), may perhaps be minimized (it would thus
be of great interest to carry out MC simulations in a
nanopore to detect the predicted transition). In Figure 8
is shown the phase diagram obtained with (blue lines)
and without (red lines) hardcore interactions and with
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FIG. 7. The partition coefficient as a function of the bulk
concentration (a = 1 nm). The big circles are with excluded
volume effect while the small circles are without. Top: Neu-
tral pore (σs = 0), the inset is a zoom on the first 100 mM.
Bottom: Charged pore (σs = −0.01 e/nm2) with coions in
yellow (bottom) and counterions in blue (top).
(dashed lines) and without (solid lines) a small charge
density on the nanopore. The coexistence lines without
hardcore interactions are the same as the ones obtained
in Ref. [9]. For a given small nanopore radius a, hardcore
interactions decrease the value of the bulk concentration
at which the transition takes place. However for radii
close to ac, the difference between the two approaches
decreases and the critical point is unchanged. The effect
of a non zero surface charge density σs is to further de-
crease the value of the critical radius ac and to increase
the bulk ionic concentration cb,c at the transition. The
shapes of the coexistence lines are, however, very similar.
For sufficiently large surface charge densities, the phase
transition disappears.
V. CONCLUSION
By introducing the Carnahan-Starling pressure and a
cut-off in Fourier space for the Debye-Hu¨ckel contribution
to the grand potential, we develop a rigorous variational
approach that includes ion-ion correlations modified by
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FIG. 8. Ionic liquid-vapor phase diagram in a nanopore in
the bulk concentration (cb)–nanopore radius (a) plane. The
critical lines separates the ionic exclusion “vapor” state (V)
from the ionic penetration “liquid” state (L). The blue lines
include the hardcore effect while the red lines does not. The
solid lines correspond to σs = 0 and the dashed lines to σs =
10−3 e/nm2.
the dielectric jump and hardcore interactions. We con-
sider both a bulk electrolyte and an electrolyte confined
in a nanopore. First, we are able to recover important
features of the bulk restricted primitive model, such as
the increase of the excess chemical potential for large
concentrations and the liquid-vapor phase transition in-
duced by ion-ion correlations. This approach allows us to
study not only the behavior of charged hard spheres in a
bulk phase, but also in the more complex case of a neu-
tral or charged cylindrical nanopore. In the latter case
the phase transition is induced by the dielectric exclusion
and therefore occurs at room temperature for small pore
radii (and ions sizes corresponding to those of common
mineral salts). The ionic partition function is obtained
for a whole range of reservoir concentrations, from very
low ones up to saturation cb ' 3 mol/L.
Possible extensions of our theory include the use of
pressure expression taking into account the different sizes
of the ions, as developed in Ref. [39, 40] for neutral liq-
uids, the use of a more accurate variational kernel with a
spatially dependent variational Debye screening param-
eter, κv(r) and the integration of a more sophisticated
approach to inhomogeneous liquids (such as local density
approximations). One weakness of our approach is that
it gives a critical concentration for the phase transition
which is too low compared to bulk MC simulations. This
is probably because we did not consider explicit ion pair-
ing in the theory. Finally, our approach yields a theoret-
ical framework for computing the transport coefficients
for electrolytes in a single well characterized nanopores,
experiments which are now accessible [11].
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Appendix A: Variational approach
We start from the grand partition function of hardcore
particles in an external potential Eq. (7) [27], and we in-
troduce the electrostatic interaction for point particles
which interact with the Coulomb potential Eq. (8). Af-
ter performing a Hubbard-Stratonovitch transformation
and introducing a fluctuating field φ(r), the electrostatic
grand canonical partition function of an electrolyte is
Ξel[µγ ] =
1
ZC
∫
Dφ exp
[
−Hc[φ(r)] + i
∫
r
ρe(r)φ(r)
+
∑
α
1
Vα
e
1
2 q
2
αvc(0)
∫
r
g(r)eµα+iqαφ(r)
]
, (A1)
where ρe(r) is the external fixed charge density (in units
of e) and
ZC =
∫
Dφ e−Hc[φ(r)] = −1
2
tr ln(vc) (A2)
with Hc defined in Eq. (13). The exact average electro-
static potential, which obeys the Poisson equation with
both the ion charge density and external charge density
in the source term, is given by Φ(r) = −i〈φ(r)〉.
If we now combine the electrostatic interactions with
the hardcore ones, the grand partition function be-
comes [15]:
Ξel,hc =
1
ZU
∫ ∏
ν
Dψν e−Hhc[ψγ(r)]Ξel[µγ + iψγ(r)].
(A3)
Performing the functional integral over the hardcore
fields in the absence of an external potential yields an
effective electrostatic problem [41]:
Ξel,hc[µγ ] =
1
Zc
∫
Dφ e−Hc[φ(r)] exp
{∫
iρe(r)φ(r)
−Ωhc
[
µα +
1
2
q2αvc(0) + iqαφ(r)
]}
, (A4)
where Ωhc is given in Eq. (14). Eq. (A4) cannot be eval-
uated exactly, but has been treated in mean-field the-
ory [41]. In the limit of vanishing hardcore interactions
Ωhc reduces to the ideal gas form:
Ωid
[
µα +
1
2
q2αvc(0) + iqαφ(r)
]
=
−
∑
α
1
Vα
e
1
2 q
2
αvc(0)
∫
r
g(r)eµα+iqαφ(r), (A5)
and we recover Eq.(A1).
Although evaluating the electrostatic part of the grand
partition function at fixed ψγ(r),
Ξel[µγ + iψγ(r)] =
1
Zc
∫
Dφ e−Hc[φ(r)] exp
[∫
r
iρeφ
+
∑
α
1
Vα
e
1
2Uαα(0)+
1
2 q
2
αvc(0)
∫
r
g(r)eiψα(r)+µα+iqαφ(r)
]
,
(A6)
is also intractable due to non-linear terms, we can use a
Gaussian variational method that consists in introducing
a variational Gaussian Hamiltonian defined in Eq. (11)
and then rewriting Ξel[µγ + iψγ(r)] as
Ξel[µγ + iψγ(r)] =
Z0
Zc
〈
exp
[
H0[φ]−Hc[φ] +
∫
r
iρeφ
+
∑
α
1
Vα
e
1
2Uαα(0)+
1
2 q
2
αvc(0)
∫
r
g(r)eiψα(r)+µα+iqαφ(r)
]〉
0
(A7)
where the expectation value is evaluated with the vari-
ational Gaussian Hamiltonian H0[φ]. If we introduce a
variational electrostatic grand partition function,
Ξvel[µγ + iψγ(r)] =
Z0
Zc
exp
[〈
H0[φ]−Hc[φ] +
∫
r
iρeφ
+
∑
α
1
Vα
e
1
2Uαα(0)+
1
2 q
2
αvc(0)
∫
r
g(r)eiψα(r)+µα+iqαφ(r)
〉
0
]
=
Z0
Zc
exp
[
〈H0[φ]−Hc[φ]〉0 −
∫
r
ρeφ0
+
∑
α
1
Vα
e
1
2Uαα(0)
∫
r
g(r)eiψα(r)+µα−u
0
α(r)
]
(A8)
where φ0(r) = −i〈φ(r)〉0 and
u0α(r) = qαφ0(r) +
1
2
q2α [v0(r, r)− vc(0)] , (A9)
then by the Gibbs-Bogoliubov-Feynman inequality:
Ξvel[µγ + iψγ(r)] ≤ Ξel[µγ + iψγ(r)]. (A10)
Therefore
Ξel,hc =
1
ZU
∫ ∏
ν
Dψν e−Hhc[ψγ ]Ξel[µγ + iψγ(r)]
≥ Ξvel,hc =
1
ZU
∫ ∏
ν
Dψν e−Hhc[ψγ ]Ξvel[µγ + iψγ(r)],
(A11)
12
which implies that the variational grand-potential
Eq. (12) is an upper bound to the exact grand-potential
Ωel,hc = −ln(Ξel,hc) ≤ Ωv with Ω0 = − 12 tr ln(v0/vc).
Appendix B: Variational equation in nanopore
By minimizing Eq. (49) with respect to κv, one finds
0 =
κ2v
4pi2
[
arctan
(
Λc
κv
)
− κvΛc
κ2v + Λ
2
c
]
(B1)
+
κv
4pi`B
∫ 1
0
dξ
〈
δv0(r;
√
ξκv)− δv0(r;κv)
〉
+
κ2v
8pi
∫ 1
0
dξ
〈√
ξδv′0(r;
√
ξκv)− δv′0(r;κv)
〉
− ∂Phc
∂κv
(∑
i
λie
q2i
pi κv`B arctan(
Λc
κv
)−qiφ0
〈
e−
q2i
2 δv0(r;κv)
〉)
Noting that
∂Phc
∂κv
=
η
vλ¯
∂λ¯
∂κv
(B2)
where
λ¯ =
∑
i
λie
q2i
pi κv`B arctan(
Λc
κv
)−qiφ0
〈
e−
q2i
2 δv0(r;κv)
〉
(B3)
and therefore
∂λ¯
∂κv
=
1
2
∑
i
λiq
2
i e
q2i
pi κv arctan(
Λc
κv
)−qiφ0 (B4)
×
{
2
pi
[
arctan
(
Λc
κv
)
− κvΛc
κ2v + Λ
2
c
]〈
e−
q2i
2 δv0(r;κv)
〉
−
〈
δv′0(r;κv)e
− q
2
i
2 δv0(r;κv)
〉}
,
Eq. (B1) can be simplified by using the following identity:∫ 1
0
dξ
〈√
ξδv′0(r;
√
ξκv)
〉
=
2
κv
∫ 1
0
dξ
〈
δv0(r;κv)− δv0(r;
√
ξκv)
〉
. (B5)
Putting together Eqs.(51), (B2), (B4) and (B5), we
rewrite Eq. (B1) as Eq. (52).
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