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Dielectric relaxation has been investigated within the framework of a modified mean field theory,
in which the dielectric response of an arbitrary condensed matter system to the applied electric
field is assumed to consist of two parts, a collective response and a slowly fluctuating response;
the former corresponds to the cooperative response of the crystalline or noncrystalline structures
composed of the atoms or molecules held together by normal chemical bonds and the latter represents
the slow response of the strongly correlated high-temperature structure precursors or a partially
ordered nematic phase. These two dielectric responses are not independent of each other but rather
constitute a dynamic hierarchy, in which the slowly fluctuating response is constrained by the
collective response. It then becomes clear that the dielectric relaxation of the system is actually a
specific characteristic relaxation process modulated by the slow relaxation of the nematic phase and
its corresponding relaxation relationship should be regarded as the universal dielectric relaxation
law. Furthermore, we have shown that seemingly different relaxation relationships, such as the
Debye relaxation law, the Cole-Cole equation, the Cole-Davidson equation, the Havriliak-Negami
relaxation, the Kohlrausch-Williams-Watts function, Jonscher’s universal dielectric relaxation law,
etc., are only variants of this universal law under certain circumstances.
PACS numbers: 77.22.Gm,77.84.-s
In 1913, Debye investigated the anomalous dispersion
phenomenon, in which the index of refraction falls with
the angular frequency of electromagnetic waves, of a
group of dipolar molecules [1]. He treated a dipolar
molecule of the group as a sphere immersed in a vis-
cous fluid; under the assumption that the only electric
field acting on the molecule is the external field, he used
Einstein’s theory of the Brownian motion [2, 3] to tackle
the collisions between the molecule and its neighboring
molecules in the liquid and then studied the dielectric
dispersion of the group. Eventually he formulated the
following equation [1],
ε(ω)− ε∞
εs − ε∞
=
1
1 + iωτc
, (1)
where ε(ω) is the complex permittivity of the group of
dipolar molecules and ω is the angular frequency of the
external electric field; ε∞ and εs represent the permit-
tivity at the high frequency limit and the static permit-
tivity of the group, respectively; τc is the characteristic
relaxation time of the group. The above equation is of-
ten called the Debye relaxation law, which represents the
dielectric response of rotational dipolar molecules to an
alternating external electric field.
Dielectric relaxation phenomena had been extensively
investigated long before the Debye relaxation law was
proposed. For instance, Kohlrausch introduced the
stretched exponential function (it is now also called the
Kohlrausch function) to describe the charge relaxation
phenomenon in Leiden jars in 1854 [4, 5]. However, the
Debye relaxation law might be the first relaxation re-
lationship derived based on statistical mechanics; thus
it has been often used as the starting point for investi-
gating relaxation responses of dielectrics. Unfortunately,
numerous experimental studies have demonstrated that
the relaxation behavior of a wide range of dielectric ma-
terials deviates strongly from the Debye relaxation law.
Over the past 100 years, many empirical relaxation laws
or relationships, which can be regarded as variants of the
Debye relaxation law, have been developed. Among the
most important are the Cole-Cole equation (1941-1942)
[6, 7], the Cole-Davidson equation (1950-1951) [8, 9],
the Havriliak-Negami equation (1966-1967) [10, 11], the
Kohlrausch-Williams-Watts function (the Fourier trans-
form of the Kohlrausch function) (1970) [12], etc. In
practice, these empirical relationships work well for cer-
tain materials under specific conditions, but not for oth-
ers.
In 1970s, Jonscher and his co-workers analyzed dielec-
tric properties of many insulating and semiconducting
materials; he then suggested that there exists a universal
law of dielectric responses [13–17]. Jonscher’s work fur-
ther stimulated scientific curiosity to explore the physi-
cal mechanism underlying the universal relaxation phe-
nomenon. It is now well known that relaxation phenom-
ena characterized by different physical quantities, such
as strain, permittivity, etc., are very similar in differ-
ent materials and most relaxation data can be inter-
preted by two types of experimental fitting functions: the
Kohlrausch function, which is written below [4]
f(t) ∼= exp
[
−
(
t
τks
)β]
0 < β < 1 (2)
or the Jonscher function given below [15]
f(t) ∼=
{
µtmj 0 < mj < 1
νtnj−1 0 < nj < 1
, (3)
where t represents time in seconds; τks, µ, and ν are
assumed to be constant values for a given material.
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FIG. 1. Schematic representation of the formation of dis-
torted crystal lattice in paraelectric perovskite systems; (a)
undeformed lattice without net dipole moment; (b) and (c)
distorted lattice with net dipole moment represented by ar-
rows.
Despite having certain “universal” relationships, such
as the above-mentioned two fitting functions, to describe
similar relaxation phenomena in different condensed mat-
ter systems, their origins are not entirely clear yet [18–
20]. In this letter, we will attempt to explore the physi-
cal mechanism underlying dielectric relaxation phenom-
ena and give a unified interpretation of general relaxation
phenomena. We would like to make the conjecture that,
if the universal relaxation law does exist, its correspond-
ing mathematical expressions might involve some kinds
of “order parameters” just like the ones employed in the
Landau theory of phase transitions. To make our reason-
ing and derivation, which will be presented in this letter,
more easily understood, we would first discuss the Lan-
dau theory and the Landau-Khalatnikov equation in the
text that follows.
In 1937, Landau proposed the concept of broken sym-
metry to explain the ferromagnetic phase transition; he
argued that the paramagnetic phase possesses a high de-
gree of symmetry whereas the ferromagnetic phase has
a low one; therefore, the phase transition from param-
agnetism to ferromagnetism must involve the occurrence
of broken symmetry at the critical point. Landau in-
troduced the order parameter, a unique thermodynamic
variable, to demonstrate his broken symmetry concept
[21]. For the ferromagnetic phase transition, the order
parameter is defined as the spontaneous magnetization
M . According to Landau’s idea, M has the following
values: M = 0, which corresponds to the high degree of
symmetry, if the considered material is in the paramag-
netic state and M = ± constant, which corresponds to
the low one, if it is in the ferromagnetic state. In the
absence of the external magnetic field and in the vicinity
of the critical temperature Tc, the Landau free energy
F per unit volume up to the fourth order of M can be
written as [21]
F = F0 +
1
2
aM2 +
1
4
bM4 + · · · , (4)
where F0 is the free energy that is independent of M ;
both a and b are coefficients.
In 1954, Landau and Khalatnikov investigated the re-
laxation behavior of M and formulated the following
equation [22], which is now often called the Landau-
Khalatnikov equation.
γ
dM
dt
= −
∂F
∂M
, (5)
where γ is a kinetic coefficient, which is believed to
be independent of temperature [23, 24]. The Landau-
Khalatnikov equation was originally developed to de-
scribe the critical slowing down of fluctuation of the order
parameter on approaching the critical point [23]. How-
ever, this equation has a more profound physical signif-
icance; it can be interpreted as the law of conservation
of energy in relaxation processes, i.e., the kinetic energy
associated with fluctuation of the order parameter and
dissipated during the corresponding relaxation process is
equal to the decrease in the Landau free energy. There-
fore, this equation can be exploited to analyze the relax-
ation behavior of the order parameter in general cases.
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FIG. 2. Schematic representation of the cooperative behavior
spectrum of HTSPs: below temperature TN and above tem-
perature TNI , there is no cooperative movement in HTSPs;
between TN and TNI , HTSPs become strongly correlated and
form a nematic phase.
We now start to explore whether the universal dielec-
tric relaxation law exists or not. Our conjecture can be
further restated as finding a set of fundamental equa-
tions, if we do have such a universal law, that can be
exploited to derive all of the aforementioned relaxation
laws and fitting functions. As usual, we start with the
Debye relaxation law. It is generally believed that ne-
glecting mutual interactions between dipolar molecules
and their neighboring molecules is the reason that makes
the Debye relaxation law deviate from many experimen-
tal results. The Debye relaxation law, however, is the
model based on statistical mechanics, which is closely re-
lated to the Einstein theory of the Brownian motion and
the Smoluchowski equation [25]; like collisions between
dipolar molecules and their neighboring molecules, mu-
tual interactions have been implicitly considered in De-
bye’s model and the corresponding induced dipole mo-
ments have been assumed to be stochastic in the time do-
main and randomly distributed in the spatial domain so
that the net influence of such mutual interactions is zero.
Therefore, in our opinion, the common belief regarding
the Debye relaxation law might not be appropriate in
most cases. It will become clear later that there exists
a specific kind of mutual interactions and its net influ-
ence is not zero, which renders the Debye relaxation law
inaccurate; the induced dipole moments associated with
this mutual interaction are neither purely stochastic in
the time domain nor randomly distributed in the spatial
domain and their cooperative behavior would eventually
alter the dielectric relaxation of a condensed matter sys-
tem under the perturbation of external electric fields. In
the following discussion, for simplicity, we will first con-
sider such mutual interaction in paraelectric perovskites
and then extend our conclusion to general dielectric ma-
3terials.
For a crystalline perovskite, it should have a purely or-
dered state at the temperature very close to absolute zero
and a completely disordered state at its melting point; at
temperatures between those two extremes, however, the
material must have both ordered and disordered states
and the formation of the latter is mainly due to thermal
fluctuations (at temperatures near absolute zero, the for-
mation of the disordered state might be determined by
the co-operative Jahn-Teller effect [26]). Let us consider
a perovskite lattice diagrammatically shown in Figs. [1a]-
[1c]. At temperatures far below the melting point, there
always exists the probability that certain atoms in the
normal lattice shown in Fig. [1a] could gain extra ki-
netic energy from thermal fluctuations to move quasi-
permanently away from their original equilibrium posi-
tions and distort the original lattice as shown in Figs.
[1b] and [1c]. This kind of distortion can introduce the
local non-uniform deformation, which breaks the inver-
sion symmetry and induces dipole moments even in para-
electric (non-polar) perovskites [27]. For simplicity, we
define the local disordered structures corresponding to
such distorted crystal lattice as high-temperature struc-
ture precursors (HTSPs). At new equilibrium positions,
HTSPs possess the higher potential due to the induced
local strain energy; thus they are often metastable. As
shown in Figs. [1b] and [1c], these HTSPs have an equal
probability of occurring at different locations (if thermal
fluctuations occur randomly) and can be switched from
one to the other in either direction under thermal fluctua-
tions; they could also disappear or even “hop” to other lo-
cations under external perturbations. Therefore, the net
influence of HTSPs can be neglected if they behave in-
dependently since, under this condition, HTSPs are ran-
domly distributed in the spatial domain and their move-
ments are stochastic in the time domain so that their net
effect can be completely averaged out. However, if HT-
SPs behave cooperatively, the situation could be quite
different. Since the formation of HTSPs is closely linked
to thermal fluctuations, the quantity of HTSPs is thus
dependent upon temperature; as temperature rises, the
quantity also increases. At a certain temperature TN , the
quantity of HTSPs has been raised and reached a thresh-
old or the effective distance between individual HTSPs
has been reduced below a critical value so that HTSPs
could start to interact with each other, which can be
regarded as their cooperative or self-organization behav-
ior, and then form a unique nematic phase. This kind of
structural transformation must be regarded as an intrin-
sic physical phenomenon and the driving force behind
it is the competition between energy and entropy. Let
us consider a crystalline perovskite containing HTSPs;
its Gibbs free energy in the absence of external electric
fields can be written as G = U − TS. Clearly, the in-
ternal energy U will increase due to the increment of the
local strain energy and the electric potential generated
by HTSPs shown in Fig. 1 (b) or (c). If temperature
T remains unchanged or changes slowly, the entropy S
must rise to reduce G. The simplest way to increase S
is that the chemical bonds between the atoms on the
distorted lattice sites are partially broken so that the
corresponding HTSPs could gain more freedom to rotate
and then are oriented along local preferred directions to
form a nematic phase, which leads to a decrease in the
orientational entropy but an increase in the positional
entropy and, eventually, results in a net increase in the
total entropy in the considered material. In addition,
since the nematic phase has a cylindrical symmetry D∞h
(no polarity) [24], the generated electric energy associ-
ated with the distorted lattice shown in Fig. 1 (b) or (c)
will decrease when the phase is formed so that G could
be further reduced in the considered material. If using
υ to represent the local preferred direction and approx-
imately treating individual HTSPs as molecules, we can
define the orientational order parameter, Sop, of the ne-
matic phase as [28, 29]
Sop =
1
2
〈3
(
υi, ~n
)2
− 1〉 =
1
2
〈
(
3cos2θi − 1
)
〉, (6)
where υi is defined as the given preferred direction of the
disordered structure located at the position i and ~n is
usually called the director that represents the particular
direction of the nematic phase; θi represents the angle
between υi and ~n at the position i; 〈 〉 is the mathemat-
ical symbol for average. The above-mentioned nematic
phase only exists when 0 < Sop < 1 and, under this con-
dition, all HTSPs behave like a partially ordered liquid.
There are two special cases associated with this order
parameter: (1) Sop = 1 corresponds to an ideal situa-
tion, in which all HTSPs are perfectly aligned along ~n;
(2) if temperature continues to rise, at a certain point
T = TNI , although the quantity of HTSPs will continue
to increase, any cooperative movement of HTSPs will
be destroyed by high-temperature thermal perturbation,
which makes HTSPs randomly oriented and then renders
Sop = 0. Therefore, when T > TNI , all HTSPs behave
like a normal liquid, in which individual HTSPs are ran-
domly aligned and there is no preferred direction for their
orientation. The spectrum of the cooperative behavior of
HTSPs is shown schematically in Fig. [2].
We can now summarize what we have done so far: (1)
we first addressed the formation of HTSPs in crystalline
dielectrics, which is mainly caused by thermal fluctua-
tions; (2) as temperature rises, the quantity of HTSPs
increases and then the effective distance between individ-
ual HTSPs decreases. At a certain point, HTSPs start to
become strongly correlated and form a nematic phase to
reduce the Gibbs free energy of the considered material.
It is easy to see that HTSPs become strongly correlated
at the cost of the chemical bonds between certain atoms
of HTSPs, which are partially broken during the forma-
tion of the nematic phase. Therefore, this concept can
be easily generalized to polycrystalline and amorphous
dielectric materials since the formation of the strongly
correlated HTSPs is not dependent on whether material
structures are crystalline or not but greatly determined
4by whether the corresponding chemical bonds are par-
tially broken or not. If considering an amorphous dielec-
tric material, for instance, we can treat it as an effec-
tive crystalline material by assuming that it has a crys-
talline structure with an infinitely long spatial period;
then the above-mentioned nematic phase can be formed
inside this material for the same reason. In this sense,
the only difference between a purely crystalline dielectric
and an amorphous dielectric is that the disordered struc-
tures are mainly induced by thermal fluctuations in the
former, as shown in Fig. 1 (b) or (c), but partially linked
to thermal fluctuations in the latter since there are often
a large number of inherent disordered structures exist-
ing in amorphous materials even at low temperatures.
Consequently, our derivation and conclusion drawn from
crystalline dielectrics are equally applicable to polycrys-
talline and amorphous dielectric materials. Here it might
be worth briefly discussing the critical temperature TN
in both crystalline and amorphous dielectrics. From the
above discussion, TN is determined by the quantity of
HTSPs that rises above a certain level in the consid-
ered material. For a crystalline dielectric, we can find
its TN via, for instance, measuring the abrupt change
of its refraction index; if somehow we could change the
crystalline phase of the dielectric to an amorphous one
and then measure its TN , we should be able to observe
a reduced value of TN due to the existence of inherent
disordered structures of the amorphous phase. In other
words, compared with crystalline dielectrics, the strongly
correlated HTSPs could emerge in amorphous dielectrics
at lower temperatures. This conclusion may have a pro-
found significance that could be used to clarify the nature
of the so-called Kauzmann’s paradox [30]. Further dis-
cussion on this topic is omitted in this letter and will be
given elsewhere.
It is also necessary to add some words on the dynamic
behavior of the strongly correlated HTSPs or the ne-
matic phase. Notice that the symmetry group of the
nematic phase is the continuous rotation group, thus it
has uncountable continuum of symmetry elements, which
means that its relaxation could be extremely slow [28].
It might be interesting to simply compare the dynamic
behavior of such a phase with that of glassy materials.
Generally speaking, the relaxation of glassy materials is
also extremely slow (to be more precise, the relaxation
of glassy materials should be slower than that of the ne-
matic phase since there are more disordered structures
involved in the former) and their responses, as ensem-
bles of the movement of atoms, to external perturbations
are direct. However, the situation of the nematic phase
is different; its response to external fields is not directly
related to the movement of atoms but largely dependent
upon the cooperative movement of HTSPs. When the
considered dielectric material is placed under an external
field, its equilibrium state will shift from the original one
to a new one. At the new equilibrium state, the strongly
correlated HTSPs will cooperatively re-adjust themselves
and form a new nematic phase to keep the Gibbs free
energy to a minimum. Therefore, the dynamics of the
nematic phase should be very slow but is different from
that of glassy materials.
We now consider the dynamic behavior of the nematic
phase of the considered dielectric material under elec-
tric fields. In this letter, we assume that the considered
material is a dielectric with the simple cubic structure
or an amorphous dielectric so that its electric polariza-
tion P and electric displacement D can be approximately
treated as scalar quantities to simplify our further deriva-
tion and discussion. If an ac signal is applied to the
considered material, the electric polarization will be in-
duced in its crystalline phases (for crystalline and poly-
crystalline materials) or other microscopic structures (for
amorphous materials), in which the corresponding atoms
or molecules are held together by normal chemical bonds,
and its nematic phase, respectively; the induced polariza-
tion in the former case is denoted by P and the one in the
latter case by Pn. Thus, the formed polarization consists
of two parts: P at the normal energy level correspond-
ing to the solid state and Pn at the higher energy level
corresponding to the partially ordered liquid state. Con-
sequently, the effective polarization inside the considered
material could be represented by either of the following
two combinations: (a) Peff = P + Pn = (1 + k)P or (b)
Peff = P − Pn = (1− k)P , and k is defined as
k =
k0Sop(T − TN)
TN
(TN < T < TNI), (7)
where k0 is a dimensionless coefficient.
In the above-mentioned first case, the interaction be-
tween P and Pn is neglected; thus, Peff is simply re-
garded as the superposition of P and Pn. In the above-
mentioned second case, however, the interaction between
P and Pn cannot be neglected. Since the correlated HT-
SPs are usually metastable, they can be easily disturbed
by the polarization field associated with P . According to
Le Chatelier’s principle, the nematic phase would then
undergo a specific structural change to counteract any
imposed change by the field [31]. Therefore, the effective
polarization is defined as Peff = (1 − k)P in this case;
here the negative sign is due to Le Chatelier’s principle.
The Gibbs free energy per unit volume of the considered
material can then be written as
G = U−TS−(1+k)ED = U−TS−(1+k)
εr
ε0χ2
P 2, (8)
which corresponds to the first case, Peff = (1 + k)P ;
G = U−TS−(1−k)ED = U−TS−(1−k)
εr
ε0χ2
P 2, (9)
which corresponds to the second case, Peff = (1 − k)P ;
here ε0 and εr represent the electric permittivity of free
space and the relative permittivity, respectively; χ is de-
fined as the electric susceptibility; E is the applied elec-
tric field. The physical meaning of k can be interpreted
as follows: it actually represents, in the statistical sense,
5the fraction of the total potential, which is generated
by the cooperative movement of HTSPs. For continu-
ous phase transitions, the theoretical limit for the value
of k is k = 0.5 near the critical point [32]; for dielectric
relaxation studies, k is determined by the number of per-
turbations of external electric fields and may vary from
0 to 1 in different materials, which will be explained in
detail later in this letter.
……
0
Tp
FIG. 3. Diagrammatic sketch of a testing signal; the charac-
teristic relaxation fully takes place only once within one Tp,
which is represented by vertical arrows; here Tp is the period.
In the above equations, we have introduced a gener-
alized order parameter, (1 + k)P or (1 − k)P , to define
the framework of a modified mean field theory, in which
two distinct polarization quantities, P and Pn, are used
to represent the effective response of the considered ma-
terial to the applied electric field. In conventional mean
field theories, the response of the considered material to
external perturbations (e.g., temperature, magnetic field,
electric field, etc.) is assumed to be an average value;
the mutual interactions between individual microscopic
particles or structures due to thermal fluctuations in the
material are assumed to be randomly distributed in the
spatial domain and take place stochastically in the time
domain so that the net result of such mutual interactions
is zero and can be neglected. In our modified mean field
theory, however, such mutual interactions are not treated
as random variables but the response of a partially or-
dered liquid-like phase (nematic phase); in other words,
HTSPs become strongly correlated due to such mutual
interactions. Since the nematic phase possesses a global
symmetry, its response to the applied electric field can be
integrated into the Gibbs free energy given by Eqs. (8)
and (9). Clearly, there is no Landau’s broken symme-
try concept directly involved in this modified mean field
theory; nevertheless, the relaxation of the generalized or-
der parameter can still be investigated via the following
equation
γ
dP
dt
=
∂G
∂P
. (10)
This equation is the modified Landau-Khalatnikov equa-
tion and can be interpreted as follows: the kinetic energy
associated with the dynamics of the generalized order pa-
rameter and dissipated during the corresponding relax-
ation process is equal to the decrease in the Gibbs free
energy. The difference between this equation (Eq. (10))
and the Landau-Khalatnikov equation (Eq. (5)) is that
there is a negative sign in the right hand side of Eq. (5)
but none in that of Eq. (10). This is because the or-
der parameter M does positive contribution to the Lan-
dau free energy whereas the generalized order parameter
(1 + k)P or (1 − k)P does negative contribution to the
Gibbs free energy.
……
Tp
0
FIG. 4. Diagrammatic sketch of a cosine signal (testing
signal); the characteristic relaxation fully takes place twice
within one Tp, which are represented by vertical arrows; here
Tp is the period.
The modified Landau-Khalatnikov equation only de-
scribes a single dielectric relaxation process. In prac-
tice, however, the applied electric field exploited to study
dielectric relaxation is often a periodic continuous-time
signal; many relaxation processes could occur in the con-
sidered material during the probing. Thus, in order to
understand the relaxation behavior of the considered ma-
terial, we must study the total of those relaxation pro-
cesses. For this purpose, we consider a simple testing sig-
nal shown schematically in Fig. [3]. This signal is a one-
direction testing signal and there is no reversal in it. Let
us define its period as Tp. Notice that the relaxation of
the generalized order parameter could be regarded as the
ensemble of relaxation of atoms and the theoretical limit
of the duration for atomic relaxation is approximately
τD =
1
fD
≈ 10−13s, where fD is the Debye frequency and
fD ≡ 10
12Hz ∼ 1013Hz [33]. If Tp ≫ τD, a fully relaxed
process would occur only once within one Tp as shown in
Fig. [3]. Thus, the effective dielectric relaxation, reff ,
of the considered material under the perturbation of the
testing signal can be written as
reff =
1
N
N∑
j=1
r[t+ (j − 1)Tp] (0 < t < τm), (11)
where r(t) is defined as the characteristic relaxation func-
tion that represents a single relaxation process fully re-
laxed between 0 and τm; τm is the modified character-
istic relaxation time, which will be defined later, and
τD < τm ≪ Tp; N is the total number of r(t), which
is defined as N = int(TD
Tp
) and here TD is the duration,
throughout which the testing signal is applied. The rea-
son we are able to use Eq. (11) to represent reff is that
we neglect the fatigue behavior of r(t), i.e., each single
relaxation process is assumed to be fully relaxed and is
independent of other relaxation processes with different
time delays. Furthermore, if using ̥() to denote the
Fourier transform of, we can write reff in the frequency
6domain as
̥(reff ) =
1
N
N∑
j=1
̥(r[t+ (j − 1)Tp])
=
̥(r(t))
N
N∑
j=1
exp[2πi(j − 1)Tpf ]
= ̥(r(t)) (0 < t < τm), (12)
here f is the frequency of the testing signal and, thus,
Tpf = 1. The conclusion drawn from this result would
be quite surprised since it shows that the dielectric relax-
ation of the considered material is seemingly independent
of the testing signal. To take a close look at this surprised
result, we further consider a standard testing signal, a co-
sine signal, for dielectric relaxation studies. Let us also
define the period of the cosine signal as Tp. This signal
is a reversed testing signal and has two reversals in one
Tp. If Tp ≫ τD, there should be two fully relaxed pro-
cesses with opposite directions occurring within one Tp
as shown in Fig. [4]. In this case, reff can be written as
reff =
1
N
N∑
j=1
{r[t+ (j − 1)Tp]
−r[t+ (j −
1
2
)Tp]} (0 < t < τm). (13)
Similarly, the Fourier transform of reff is given below
̥(reff ) =
̥(r(t))
N
N∑
j=1
{exp[2πi(j − 1)Tpf ]
−exp[2πi(j −
1
2
)Tpf ]}
= 2̥(r(t)) (0 < t < τm). (14)
It is interesting to notice that the effective relaxation
processes derived under different testing signals are very
similar, i.e., both of them are seemingly independent of
testing signals; the only difference between them is in
their magnitude values. Therefore, for simplicity, we will
choose the signal defined in Fig. [3] as the testing signal
in our further discussions. To understand this interesting
result, we will derive a specific relaxation formula cor-
responding to r(t) and then analyze its behavior under
different situations in the text that follows.
Case I - the interaction between P and Pn is neglected
and the generalized order parameter is Peff = (1 + k)P .
In this case, the Gibbs free energy per unit volume, G, of
the considered material is given by Eq. (8). Substituting
G into Eq. (10), we get the following result
γ
dP
dt
=
∂G
∂P
= −2(1 + k)
εr
ε0χ2
P. (15)
Solve this equation, we have
P = Psexp
[
−
2(1 + k)εr
γε0χ2e
t
]
= Psexp
[
−
t
τm
]
(0 < t < τm), (16)
where Ps is defined as the induced electric polarization
under static electric fields (since Ps = P |t=0); τm is
defined as the modified characteristic relaxation time,
which has appeared in Eq. (11), and τm =
γε0χ
2
e
2(1+k)εr
.
If we let k = 0, then we will get another relaxation time,
τc =
γε0χ
2
e
2εr
. We define τc as the characteristic relaxation
time of the considered material; the relationship between
τm and τc can be written as
τm =
τc
1 + k
= (1− kc)τc, (17)
where kc is defined as
kc =
k
1 + k
. (18)
It might be worth adding a few words about τm and
τc. These two parameters are not real relaxation times
but the values at which the relaxed physical quantity
(e.g., polarization in our studies) is reduced to 1
e
≈ 0.368
times its initial value. For most dielectric studies, it is
almost impossible to have the relaxed quantity decayed to
1
e
times its initial value since the testing signal is usually
weak. Therefore, the actual relaxation time, τ , of the
relaxed quantity should be τD < τ < τm or τD < τ < τc.
We here use τm or τc instead of τ for convenience only
since it is relatively difficult to determine τ in practice.
We can also re-write Eq. (16) as
χ = χsexp
[
−
t
τm
]
(0 < t < τm) (19)
or
ε = εsexp
[
−
t
τm
]
(0 < t < τm), (20)
here χs represents the static susceptibility; ε and εs,
for simplicity, represent the relative permittivity and the
static relative permittivity, respectively. Since τD < τ <
τm, there must be a high frequency limit imposed on the
dielectric relaxation of the considered material beyond
which the material cannot fully respond to the testing
signal and its relaxation will start to saturate. Without
loss of generality, we define the value of ε at this limit as
ε∞. Then Eq. (20) will be modified as
ε− ε∞
εs − ε∞
= exp
[
−
t
τm
]
(0 < t < τm). (21)
Now we know that r(t) = exp(− t
τm
). Thus, the effec-
tive dielectric relaxation of the considered material in the
time domain can be written as
reff =
1
N
N∑
j=1
exp
[
−
t
τm
+ (j − 1)Tp
]
, (22)
where t varies from 0 to τm. In the frequency domain,
according to Eq. (12), this effective relaxation can be
written as
̥(reff ) = ̥
[
exp
(
−
t
τm
)]
(0 < t < τm). (23)
7To take the Fourier transform of the right hand side of
Eq. (23), we first assume that t varies from 0 to ∞ and
then get the following Fourier transform result.
̥
[
exp
(
−
t
τm
)
u(t)
]
=
τm
1 + iωτm
, (24)
where ω = 2πf . Since t in Eq. (23) actually varies from
0 to τm, we have to modify Eq. (24) to get ̥(reff ). If
assuming that we squeeze the waveform of the testing
signal from (0,∞) to (0, τm) in the time domain, we can
modify Eq. (24) as
̥(reff ) =
ε(ω)− ε∞
εs − ε∞
=
1
τm
̥
[
exp
(
−
t
τm
)
u(t)
]
=
1
1 + iωτm
. (25)
To justify if this modification is appropriate or not, we
can imagine that the waveform must behave like the
Dirac delta function if it is squeezed to a point. Now we
substitute 0 for τm in the above equation and then get
̥(reff ) = 1, which is exactly the Fourier transform re-
sult of the Dirac delta function. Therefore, Eq. (25) rep-
resents the effective dielectric relaxation of the considered
material in the frequency domain. Furthermore, both Eq.
(12) and Eq. (25) also indicate that reff could be effec-
tively represented by a stretched exponential function.
In fact, Eq. (22) represents not only an average of indi-
vidual atomic relaxation processes but also a process of
time stretching; by adding together each relaxation pro-
cess occurring in the corresponding time interval (0, τm),
the time variable, t, and the time parameter, τm, asso-
ciated with the considered dielectric relaxation will be
repeatedly expanded from one time interval to another.
If TD of the testing signal is much greater than its Tp, we
can assume that both t and τm are effectively stretched
from (0, τm) to (0,∞). Therefore, the effective dielectric
relaxation in the time domain can be written as
reff ≡ Fs = exp
(
−
t
τsm
)
(0 < t <∞), (26)
where Fs is used to denote the exponential function for
convenience; τsm and τsc are the stretched forms of τm
and τc, respectively. Because both t and τm are stretched
simultaneously, the ratio of t
τm
in (0, τm) is equivalent to
that of t
τsm
in (0,∞). Similarly, t
τc
in (0, τc) is equiv-
alent to t
τsc
in (0,∞). Thus, the relationship between
τsm and τsc can be written as τsm =
τsc
1+k = (1 − kc)τsc.
Both τsm and τsc are special time values at which the
relaxed dielectric quantities will decay to 1
e
times their
initial values and, therefore, can be determined in prac-
tice. We have to emphasize that ̥(reff ) should not be
gotten by directly taking the Fourier transform of Eq.
(26); it should be derived from both Eq. (12) and Eq.
(25). Eq. (26) is just an effective relaxation relationship
in the time domain, which is stretched via the average
process defined by Eq. (22). Both τc and τm are consti-
tuted by several real physical quantities, whereas τsc and
τsm are only measured values in practice. Despite the
above-mentioned problems, it is still worth deriving ef-
fective relaxation relationships in the time domain since
they could provide certain unique information about re-
laxation phenomena, which can be seen when we compare
the Cole-Davidson equation and the Kohlrausch function
later.
So far we have derived dielectric relaxation relation-
ships in both the time and the frequency domains; these
relationships will be further analyzed under the following
situations.
Case I (a) - if the strongly correlated HTSPs are ne-
glected, i.e., k = 0, τm will reduce to τc; then Eq. (25)
will reduce to the Debye relaxation law given by Eq. (1).
The effective Debye relaxation law in the time domain,
Fd, can be derived from Eq. (26); the result is written
below
reff ≡ Fd = exp
(
−
t
τsc
)
(0 < t <∞). (27)
Here we can see that, just like the Landau theory of phase
transitions [32], the Debye relaxation law is also a mean
field model, in which mutual interactions between dipo-
lar molecules and their neighboring molecules are not
neglected as commonly believed but are treated as ran-
dom variables so that their net results are averaged out.
Within the framework of our model, mutual interactions
are treated as the response of a partially ordered nematic
phase over a wide range of temperature. We believe this
is the main factor that intrinsically renders the Debye
relaxation law inaccurate in most dielectric materials. In
the rest of this letter, we will show, if the strongly cor-
related HTSPs are considered or k 6= 0, how other relax-
ation laws as variants of Eq. (25) can be derived.
Case I (b) - k 6= 0 but k and kc are very small, then
Eq. (25) can be re-written as
ε(ω)− ε∞
εs − ε∞
=
1
1 + iωτm
=
1
1 + i(1− kc)ωτc
. (28)
Since kc ∼ 0, i(1 − kc)ωτc can be simplified as i(1 −
kc)ωτc ≈ 1−1+kc+ i(1−kc)ωτc = 1+(1−kc)[iωτc−1].
Since ωτc ≪ 1 (this is because τc ≪ TP ), we can further
write |iωτc − 1| ≈ 1. Obviously, 1 − kc is a real number
and 1 − kc > 0. Thus, by taking advantage of Eq. (A1)
in Appendix, we have i(1 − kc)ωτc ≈ (iωτc)
1−kc ; then
Eq. (28) can be simplified as,
ε(ω)− ε∞
εs − ε∞
=
1
1 + (iωτc)1−kc
, (29)
which is the mathematical expression of the Cole-Cole
equation [6, 7]. We can see that the Cole-Cole equation
is only valid when the following conditions are met: (a)
there are only tiny amounts of the strongly correlated
HTSPs in the considered material because k and kc are
8very small; (b) the frequency of the testing signal should
be low; this is partially due to τc ≪ TP and there is
another factor that could also impose this requirement
on the Cole-Cole equation, which will be explained in
Case III.
Case I (c) - k 6= 0 and k and kc are not small. Since
|iωτc| < 1, using Eq. (A1) in Appendix, we can re-write
Eq. (28) as
ε(ω)− ε∞
εs − ε∞
=
1
(1 + iωτc)1−kc
, (30)
which is the mathematical expression of the Cole-
Davidson equation [8, 9]. Obviously, the Cole-Davidson
equation is superior to the Cole-Cole equation since the
former is unaffected by those severe limitations imposed
on the applicability of the latter.
The Cole-Davidson equation is a relaxation law in the
frequency domain; it might be interesting to derive its
corresponding equation in the time domain. Let us re-
write Eq. (26) as
reff ≡ Fs = exp
[
−(1 + k)
t
τsc
]
(0 < t <∞). (31)
Multiply both sides of the above equation by exp(k), we
get the following result.
Fcd = exp
[
−(1 + k)
t
τsc
+ k
]
(0 < t <∞), (32)
where Fcd = Fsexp(k), which is used to represent the
effective Cole-Davidson equation in the time domain for
convenience. We can write (1 + k) t
τsc
− k = 1 + (1 +
k)
(
t
τsc
− 1
)
. Obviously, we have | t
τsc
− 1| < 1. Using
Eq. (A1) in Appendix, we get (1+k) t
τsc
−k ≈
(
t
τsc
)1+k
.
Then the above equation can be re-written as
Fcd = exp
[
−
(
t
τsc
)1+k]
(0 < t <∞). (33)
This equation is the effective Cole-Davidson equation in
the time domain. Since 1 + k > 1, compared with Fd
defined by Eq. (27), the equation can be regarded as the
compressed form of the effective Debye relaxation law
in the time domain. This conclusion is very useful and
can be used to explain the difference between the Cole-
Davidson equation and the Kohlrausch-Williams-Watts
function in the time domain later.
Case I (d) - in the Cole-Davidson equation (Eq. (30)),
if we further assume that there exists khn and khn ∼ 0,
then 1 − khn ≈ 1. We thus have iωτc ≈ i(1 − khn)ωτc.
By using the same approach exploited in deriving the
Cole-Cole equation, we can get iωτc ≈ i(1 − khn)ωτc ≈
(iωτc)
1−khn . Substituting this expression into Eq. (30),
we have the following relationship:
ε(ω)− ε∞
εs − ε∞
=
1
[1 + (iωτc)1−khn ]1−kc
, (34)
which is the mathematic expression of the Havriliak-
Negami equation [10, 11]. In this equation, unlike kc,
khn does not have real physical meaning; in addition, this
equation has two exponents to be determined but, com-
pared with the Cole-Davidson equation, cannot provide
a better explanation of dielectric relaxation. Therefore,
the Havriliak-Negami equation might not be a particu-
larly useful model.
In Case I, the boundary of validity of relaxation re-
lationships (the Cole-Cole equation, the Cole-Davidson
equation, the Havriliak-Negami equation) is fundamen-
tally limited by the assumption, no interaction between
P and Pn. In addition, there is another factor that could
significantly alter dielectric relaxation behavior but has
not been fully considered in Case I; that is that k is
frequency-dependent, which will be discussed in detail
in Case III. Because of these limitations, the relaxation
relationships in Case I, in general, could only be used
to study certain materials under low-frequency pertur-
bations.
Case II - the interaction between P and Pn cannot be
neglected and the generalized order parameter is Peff =
(1 − k)P . In this case, the Gibbs free energy per unit
volume of the considered material is defined by Eq. (9).
Using the same method employed in Case I, we get the
following result.
ε− ε∞
εs − ε∞
= exp
(
−
t
τn
)
(0 < t < τn), (35)
where τn is defined as
τn =
τc
1− k
= (1 + ks)τc, (36)
and ks is given by
ks =
k
1− k
. (37)
Thus, the effective dielectric relaxation of the considered
material in the time domain can be written as
reff =
1
N
N∑
j=1
exp
[
−
t
τn
+ (j − 1)TP
]
, (38)
where t varies from 0 to τn. In the frequency domain,
this effective relaxation is given below.
̥(reff ) =
ε(ω)− ε∞
εs − ε∞
=
1
1 + iωτn
. (39)
Clearly, if k = 0, τn will reduce to τc and the above
equation will reduce to the Debye relaxation law. For
0 < k < 1 and ks > 0, we re-write the above equation as
ε(ω)− ε∞
εs − ε∞
=
1
1 + iωτn
=
1
1 + i(1 + ks)ωτc
. (40)
9By using the method exploited in deriving the Cole-
Davidson equation in Case I (c), we can modify the above
equation and then give the result below.
ε(ω)− ε∞
εs − ε∞
=
1
(1 + iωτc)1+ks
. (41)
We can also write the corresponding effective dielectric
relaxation in the time domain as
reff ≡ Fk = exp
(
−
t
τsn
)
= exp
[
−(1− k)
t
τsc
]
, (42)
where Fk is used to denote the effective dielectric re-
laxation in the time domain for convenience; τsn is the
stretched form of the modified characteristic relaxation
time τn; t varies from 0 to ∞. Similarly, the ratio of
t
τsn
in (0,∞) is equivalent to that of t
τn
in (0, τn); thus
the relationship between τsn and τsc can be written as
τsn =
τsc
1−k = (1 + ks)τsc. Multiplying both sides of the
above equation by exp(−k), we can further modify it and
then get the following result.
Fkexp(−k) = exp
[
−(1− k)
t
τsc
− k
]
. (43)
Making the following algebraic simplification: (1−k) t
τsc
+
k = 1 + (1 − k)
(
t
τsc
− 1
)
, we get, via Eq. (A1) in Ap-
pendix, (1 − k) t
τsc
+ k ≈
(
t
τsc
)1−k
. Then the above
equation can be re-written as
Fsk = exp
[
−
(
t
τsc
)1−k]
(0 < t <∞), (44)
where Fsk = Fkexp(−k). It is very interesting to note
that the above equation is the mathematic expression of
the Kohlrausch function defined by Eq. (2) [4]. Thus,
the Kohlrausch function actually represents the effective
dielectric relaxation in the time domain in Case II. Since
1 − k < 1, compared with Fd defined by Eq. (27), the
Kohlrausch function is the stretched form of the effective
Debye relaxation law in the time domain.
This important function was extended to study relax-
ation phenomena in the frequency domain by Williams
and Watts in 1970 [12]. Now the Fourier transform of the
Kohlrausch function is, thus, often called the Kohlrausch-
Williams-Watts function. For simplicity, we use Fkww to
denote the Kohlrausch-Williams-Watts function, which
is written below.
Fkww = ̥
(
exp
[
−
(
t
τsc
)1−k])
≈ ̥
(
exp
[
−(1− k)
t
τsc
− k
])
= ̥
(
exp
[
−
t
τsn
− k
])
, (45)
where t varies from 0 to ∞. It is obvious that deriving
Fkww directly from taking the Fourier transform of the
Kohlrausch function is not easy. We here try to give a
simple form of Fkww below.
Considering that τsn is not constituted by real physical
quantities and the ratio of t
τsn
in (0,∞) is equivalent to
that of t
τn
in (0, τn), we can re-write Fkww as
Fkww = ̥
(
exp
[
−
t
τn
− k
])
(0 < t < τn)
= exp(−k)̥ (r(t)) (0 < t < τn)
=
C
(1 + iωτc)1+ks
, (46)
where the characteristic relaxation function r(t) =
exp
(
− t
τn
)
and C = exp(−k). Comparing the above
equation with Eq. (30), we can see that the Kohlrausch-
Williams-Watts function and the Cole-Davidson equation
have similar mathematic expressions. Lindsey and Pat-
terson systematically studied these two relaxation rela-
tionships; they found that, in the time domain, the Cole-
Davidson equation has a sharp long time cutoff while the
Kohlrausch function decays exponentially at long times
[34]. Now we know that this is because the effective Cole-
Davidson equation is the compressed form of the effective
Debye relaxation law while the Kohlrausch function is the
stretched one in the time domain.
In practice, the Kohlrausch function may have other
forms in different fields. We take a look at a particular
example as follows. Using the approximation, exp() ≈
1 +, we can simplify Eq. (42) as
Fk = 1− (1− k)
t
τsc
. (47)
Since | t
τsc
| < 1, via Eq. (A1) in Appendix, we can further
simplify the above equation as
Fk =
(
1 +
t
τsc
)
−(1−k)
, (48)
which is usually called the Pareto law or the Nutting law
(Ref. [35] and the references cited therein). It is obvious
that this law is equivalent to the Kohlrausch function.
In Case II, the interaction between P and Pn has been
considered. The concept behind this consideration is that
the polarization process of crystalline phases or other mi-
croscopic structures held together by normal chemical
bonds (for simplicity, we will use the normal structures to
represent any microscopic structure held together by nor-
mal chemical bonds in the rest of this letter) could be in-
fluenced by the nematic phase in the considered material;
when the material is placed under an electric field, the
induced polarization process (no matter it is the distor-
tional polarization or the orientational polarization) must
involve some kind of atomic structural distortion [36],
which will inevitably disturb the nematic phase; accord-
ing to Le Chatelier’s principle, the nematic phase will un-
dergo a specific structural change to counteract this per-
turbation and, therefore, the corresponding generalized
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FIG. 5. Diagrammatic sketches of the formation of nematic
phases; (a) the initial nematic phase with the cylindrical sym-
metry D∞h of the correlated HTSPs before exposed to ex-
ternal electric fields; (b) the aggregated nematic phase with
D∞h of the correlated HTSPs after exposed to external elec-
tric fields.
order parameter must be Peff = (1− k)P . In this sense,
both the Kohlrausch and the Kohlrausch-Williams-Watts
functions are genuine relaxation relationships. Thus, it
is not surprised that many relaxation phenomena in dif-
ferent materials can be descried by these two functions.
However, there is one situation that has not been fully
considered in both the Kohlrausch and the Kohlrausch-
Williams-Watts functions; that is that the parameter k
involved in these two function is frequency-dependent,
which can significantly alter relaxation behavior in many
cases. It was Jonscher who studied relaxation phenom-
ena by implicitly considering k varying under different
frequencies and proposed his famous universal dielectric
relaxation law [13–17]. Ngai also made critical contribu-
tions to the so-called universal relaxation behavior; he
developed his relaxation law, the first universal and the
second universal models [18, 20], which, in principle, are
equivalent to Jonscher’s models. In this letter, we only
discuss Jonscher’s work for simplicity; we will show how
his universal relaxation models could be derived within
the framework of our model in the text that follows.
Case III - the interaction between P and Pn is fully
considered and the generalized order parameter could be
either Peff = (1 − k)P or Peff = (1 + k)P , which de-
pends on k. From our previous discussions, we know that
k is closely related to thermal fluctuations. Since the
quantity of HTSPs is proportional to temperature, the
value of k is also proportional to temperature [32]. Just
like thermal fluctuations, external electric fields could
also generate HTSPs; the more perturbations of exter-
nal electric fields, the higher the degree of probability
that certain atoms could gain extra kinetic energy to
move quasi-permanently away from their original equi-
librium positions to form HTSPs in the considered ma-
terial. Thus, the quantity of HTSPs is proportional to
the cycle number N of the testing signal. In other words,
the value of k is proportional to the frequency of the test-
ing signal in the considered material if we assume that
the corresponding TD is fixed and temperature remains
unchanged or changes slowly. Thus, the volume of the
nematic phase will increase during the progressive and
continuous perturbations of the testing signal, which is
shown schematically in Fig. [5].
In our studies, we only consider relaxation phenom-
ena with the steady-state values of k rather than the
transient-state ones. Therefore, we can assume that each
frequency of the testing signal corresponds to a specific
value of k. Roughly speaking, if the duration, TD, and
the amplitude of the testing signal are fixed, the higher
the frequency, the larger the value of k. This conclu-
sion can be used to explain why the Cole-Cole equation
requires that the frequency of the testing signal should
be low. Let us consider a dielectric material having a
small k value in the absence of external electric fields;
after exposed to an applied electric field, if the material
still has a small k value, then we can safely say that the
frequency of the field should be low, which is the case of
the Cole-Cole equation discussed in Case I (b).
In the above discussion, we only consider changes of
the value of k and the volume of the nematic phase when
the considered material is exposed to an external field.
Such changes are illustrated by Fig. [5]; before and af-
ter exposed to the field, the nematic phase will undergo
a structural transformation shown diagrammatically in
Figs. [5a] and [5b]. When the field is removed, a reverse
structural transformation from Fig. [5b] to Fig. [5a] in
the nematic phase must take place to restore the original
equilibrium state, i.e., both k and the nematic phase will
relax to their previous value and volume. Here, we have
to emphasize that any material relaxation must involve
certain fatigue behavior. In our studies, however, the fa-
tigue behavior in dielectric relaxation is neglected; this
is because, in practice, the duration of the testing signal
is limited and its amplitude is weak.
It is necessary to point out that the strongly corre-
lated HTSPs could also significantly alter the second or-
der phase transition behavior [32]. In that case, k has a
different physical meaning. Let us consider a crystalline
ferroelectric material; at its critical point Tc, the old
phase collapses but the new phase has not been formed
so that the material must be in a completely disordered
state. This means k → 1 at the critical point since, in
practice, TN < Tc < TNI [32]. Thus, at a certain point
near Tc, in the considered material, 50% of its atoms
are in the ordered solid state and the other 50% are in
the partially ordered liquid state, which corresponds to
k → 0.5. In the statistical sense, k → 0.5 represents a
specific thermodynamic limit; below this limit (k < 0.5),
the material is believed still being a continuum; above
this limit (k > 0.5), the material cannot be regarded as a
continuum anymore. So the value of k must be less than
0.5 in second order phase transitions [32].
In dielectric relaxation studies, however, there is no
dramatic structural change involved. Therefore, k is by
no means linked to the thermodynamic limit. To some
extent, k represents the fraction of the total effective po-
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FIG. 6. Diagrammatic sketches of the values of k before and
after the dielectric loss peak: (a) k = Km−kj before the peak
and (b) k = Km+kj after the peak; here f is the frequency of
the applied electric field; fm and χ
′′
m represent the frequency
value and the imaginary susceptibility at the loss peak; Km
is the value of k at the loss peak; KLimit is defined as the
theoretical limit of k.
larization, which is contributed by the nematic phase,
negative or positive, of the considered material. From
the previous discussion, we know that the atomic struc-
tural distortion associated with the polarization process
of the normal structures will disturb the nematic phase
when the considered material is placed under an external
electric field. Thus, the nematic phase, according to Le
Chatelier’s principle, must undergo a structural change,
in which the correlated HTSPs will be aggregated and
the volume of the nematic phase will increase as shown
schematically in Fig. [5], to counteract this perturba-
tion. The enlarged nematic phase, in turn, will jam the
normal structures and try to prevent the further distor-
tion from occurring, or try to hinder the polarization
process of the normal structures. In order to complete
the polarization process, the considered material needs
more energy to overcome the counteractive response of
the nematic phase, which, of course, will introduce extra
dielectric relaxation loss. In this sense, the generalized
order parameter should be Peff = (1−k)P . However, the
polarization process of the normal structures does not al-
ways guarantee being able to perturb the nematic phase.
If the frequency of the testing signal is high, on the one
hand, the polarization, especially the orientational polar-
ization, of the normal structures could be significantly re-
duced because the collective atomic movement or dipole
rotation in the considered material might not be able to
fully keep pace with the change of the testing signal; on
the other hand, the volume of the nematic phase will fur-
ther increase since it is proportional to the cycle number
N or the frequency of the testing signal when the corre-
sponding signal duration TD is fixed. Thus, there must
exist a critical volume for the nematic phase at a specific
frequency, fm, beyond which the volume of the nematic
phase will be too large to be disturbed. Therefore, when
the frequency of the testing signal is greater than fm,
the nematic phase will not undergo further structural
changes to counteract the perturbation exerted by the
polarization process of the normal structures but will,
independently, respond to the testing signal in the con-
sidered material; therefore, the corresponding order pa-
rameter will be Peff = (1 + k)P . It is obvious that, at
fm, the dielectric relaxation loss will reach the maximum
in the considered material; this is partially because, on
the high frequency side beyond fm, there will be no coun-
teractive response from the nematic phase needed to be
overcome in the polarization process of the normal struc-
tures. We here denote the value of k at fm as Km for
convenience.
Furthermore, under the extreme condition where f ≫
fm, the polarization of the normal structures will be sig-
nificantly reduced whereas HTSPs could still be easily
polarized even by high-frequency external fields because
of their partially ordered liquid phase. Under this situa-
tion, the effective polarization of the considered material
might be dominated by the contribution from the ne-
matic phase. Thus, k might approach 1 when f ≫ fm.
This is especially the case with polymer materials, in
which the orientational polarization dominates. We here
use KLimit → 1 to represent the value of k when f ≫ fm
and obtain 0 < k < 1. In the rest of this letter, we
will analyze dielectric relaxation phenomena under two
situations, k < Km and k > Km.
Let us assume that the frequency of the testing signal
ranges from the dc region (f = 0Hz) to the microwave
region (f = 3×108 ∼ 3×1011Hz); under this experimen-
tal condition, we have ωτn ≪ 1 in most cases (because
the theoretical limit of τn is τD ≈ 10
−13s). Thus, we can
re-write Eq. (40) as
χ(ω)− χ∞
χs − χ∞
=
χ′(ω)− iχ′′(ω)− χ∞
χs − χ∞
=
ε(ω)− ε∞
εs − ε∞
=
1
1 + iωτn
=
1− iωτn
1 + (ωτn)2
≈ 1− iωτn, (49)
where χ∞ is the susceptibility at the high frequency limit;
χ′(ω) and χ′′(ω) are the real and the imaginary parts
of χ(ω), respectively. Before having further discussions,
we need to briefly review Jonscher’s universal dielectric
relaxation law below.
Within the same frequency range as the above-
mentioned, Jonscher studied many dielectric and semi-
conducting materials and then proposed the following
empirical relationships in the frequency domain. [13–17].{
χ′′(ω) ∝ ωmj 0 < mj < 1 and f < fm
χ(ω) ∝ (iω)nj−1 0 < nj < 1 and f > fm
,
(50)
which is now often called the universal dielectric relax-
ation law or Jonscher’s universal relaxation law; in the
time domain, this law has the mathematical expressions
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defined by Eq. (3). The above relationships demonstrate
that relaxation properties of dielectric materials on both
sides of their loss peaks are different, which could ex-
plain why the observed loss peaks in most materials are
asymmetric in a log ω plot, being steeper on the left side
(f < fm) than on the right side (f > fm) of the peaks.
This feature is shown diagrammatically in Fig. [6].
In following discussions, we will show that Jonscher’s
universal relaxation law just represents two special cases
of a fundamental dielectric relaxation and the asymmet-
ric loss peaks are actually caused by the Kohlrausch-
Williams-Watts type relaxation and the Cole-Davidson
type relaxation on both sides of the peaks, respectively.
Case III (a) - the interaction between P and Pn is
fully considered and the generalized order parameter is
Peff = (1−k)P under the assumption that 0 < k < Km.
In this case, the frequency of the testing signal is less than
fm. By taking advantage of Eq. (36), we can write τn as
τn =
τc
1− k
=
τc
1−Km + kj
, (51)
where k = Km− kj and kj is a parameter defined in Fig.
[6]. We can also write τsn as
τsn =
τsc
1− k
=
τsc
1−Km + kj
. (52)
By using Eqs. (41) and (44), we can write the effective
relaxation relationships of Case III (a) as
χ(ω)− χ∞
χs − χ∞
=
χ′(ω)− iχ′′(ω)− χ∞
χs − χ∞
=
1
(1 + iωτc)1+ks
(53)
and
Fskj = exp
[
−
(
t
τsc
)1−k]
(0 < t <∞), (54)
where ks =
k
1−k =
Km−kj
1−Km+kj
and Fskj = Fkexp(−k).
Now we try to derive the simplified expressions of the
above relationships. Substituting τn into Eq. (49), we
have
χ(ω)− χ∞
χs − χ∞
=
χ′(ω)− iχ′′(ω)− χ∞
χs − χ∞
≈ 1− iωτn
= 1− iω
τc
1−Km + kj
= 1−
imωτc
1−Km
, (55)
where m is defined as
m = 1−
kj
1−Km + kj
=
1−Km
1− k
, (56)
which shows that 0 < m < 1. The term mωτc can be
written asmωτc = 1+m(ωτc−1)+m−1. Since |ωτc−1| <
1, by using Eq. (A1) in Appendix, we can simplify mωτc
as mωτc ≈ (ωτc)
m +m− 1. Substituting this result into
Eq. (55), we then have
χ′(ω)− iχ′′(ω)− χ∞
χs − χ∞
= 1−
i [(ωτc)
m +m− 1]
1−Km
. (57)
If neglecting the dc terms in the above equation, we can
get the following directly proportional relationship
χ′′(ω) ∝ ωm 0 < m < 1, (58)
which is the first mathematical expression of Jonscher’s
universal dielectric relaxation law defined by Eq. (50).
Now we consider the effective relaxation in the time
domain under this situation. Using the approximation,
exp() ≈ 1 +, we can re-write Eq. (42) as
Fk =
Fskj
exp(−k)
= exp
(
−
t
τsn
)
≈ 1−
t
τsn
= 1− (1− k)
t
τsc
= 1− (1−Km + kj)
t
τsc
= Cj
(
1
Cj
−
tj
1−Km + kj
)
= Cj
(
1
Cj
−
mtj
1−Km
)
, (59)
where Cj = (1 − Km + kj)
2 = (1 − k)2 and tj =
t
tsc
.
Taking advantage of the method used to derive Eq. (57),
we can simplify the above equation as
Fskj
exp(−k)
≈ Cj
(
1
Cj
−
mtj
1−Km
)
≈ Cj
(
1
Cj
−
tmj +m− 1
1−Km
)
. (60)
Similarly, if neglecting the dc terms in the above equa-
tion, we can get the following relationship in the time
domain
Fskj ∼= µt
m
j 0 < m < 1, (61)
where µ = −
Cjexp(−k)
1−Km
. Obviously, this equation is the
first mathematical expression of the Jonscher function
defined by Eq. (3).
Case III (b) - the interaction between P and Pn is
fully considered and the generalized order parameter is
Peff = (1 + k)P . In this case, the frequency of the test-
ing signal is greater than fm and Km < k < KLimit; the
volume of the nematic phase is too large to be disturbed
so that the total effective polarization should be the su-
perposition of P and Pn in the considered material. By
taking advantage of Eq. (17), we can write τn as
τn =
τc
1 + k
=
τc
1 +Km + kj
, (62)
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where k = Km + kj . We can also write τsn as
τsn =
τsc
1 + k
=
τsc
1 +Km + kj
. (63)
Similarly, by taking advantage of Eqs. (30) and (33), we
can write the effective relaxation relationships of Case III
(b) as
χ(ω)− χ∞
χs − χ∞
=
χ′(ω)− iχ′′(ω)− χ∞
χs − χ∞
=
1
(1 + iωτc)1−kc
(64)
and
Fcdj = exp
[
−
(
t
τsc
)1+k]
(0 < t <∞), (65)
where kc =
k
1+k =
Km+kj
1+Km+kj
and Fcdj = Fsexp(k). It
is not surprised that both Eq. (30) and Eq. (64) are
the same in mathematical expressions in the frequency
domain and both Eq. (33) and Eq. (65) are also the
same in the time domain. But the physical mechanisms
behind these formulas are different. In Case I (c), the
interaction between P and Pn is neglected, whereas it
is fully considered here; it is because the volume of the
nematic phase becomes so large that the relaxation be-
havior of Case III (b) is forced to deviate from the one
given in Case III (a). However, for the sake of simplicity,
we still call the relaxation defined by Eqs. (64) and (65)
the Cole-Davidson type relaxation.
Once again, we try to derive the simplified expressions
of the relaxation relationships of Case III (b). Substitut-
ing τn into Eq. (49), we have
χ(ω)− χ∞
χs − χ∞
≈ 1− iω
τc
1 +Km + kj
= 1 +
i(n− 1)ωτc
1−Km − kj
=
1 + i(n− 1)ωτc − k
1− k
, (66)
where n is defined as
n =
2(Km + kj)
1 +Km + kj
=
2k
1 + k
, (67)
which shows that 0 < n < 1. The term 1+i(n−1)ωτc can
be written as 1+i(n−1)ωτc = 1+(n−1)(iωτc−1)+(n−
1). Since ωτc ≪ 1 (this is because, in Case III, we only
consider the testing signals with frequencies not beyond
the microwave region), |iωτc − 1| ≈ 1. It is obvious that
iωτc − 1 6= −1 and n− 1 > −1. Thus, using Eq. (A1) in
Appendix, we obtain 1+ i(n−1)ωτc ≈ (iωτc)
n−1+n−1.
Substituting this result into Eq. (66), we then have
χ(ω)− χ∞
χs − χ∞
=
(iωτc)
n−1 + n− k − 1
1− k
. (68)
If neglecting the dc terms in the above equation, we ob-
tain the following directly proportional relationship
χ(ω) ∝ (iω)n−1 0 < n < 1, (69)
which is the second mathematical expression of Jon-
scher’s universal dielectric relaxation law defined by Eq.
(50).
Furthermore, substituting τsn into Eq. (59) and re-
placing Fk and Fskj with Fs and Fcdj , respectively, we
then obtain
Fs =
Fcdj
exp(k)
≈ 1− (1 + k)
t
τsc
= 1− (1 +Km + kj)
t
τsc
= Cjj
(
1
Cjj
−
tj
1 +Km + kj
)
= Cjj
(
1
Cjj
+
(n− 1)tj
1− k
)
, (70)
where Cjj = (1+Km+kj)
2 = (1+k)2. Using the method
exploited to derive Eq. (68), we can simplify the above
equation as
Fcdj
exp(k)
≈ Cjj
(
1
Cjj
+
(n− 1)tj
1− k
)
≈ Cjj
(
1
Cjj
+
tn−1j + n− 2
1− k
)
. (71)
Similarly, if neglecting the dc terms in the above equa-
tion, we obtain the following relationship in the time do-
main
Fcdj ∼= νt
n−1
j 0 < n < 1, (72)
where ν =
Cjjexp(k)
1−k . It is obvious that this equation
is the second mathematical expression of the Jonscher
function defined by Eq. (3).
In view of what have been derived and discussed above,
it is clear that what Jonscher’s universal dielectric relax-
ation law describes are just two special cases of the fun-
damental dielectric relaxation given by Eq. (39), which
could be greatly altered by the evolution of the volume of
the nematic phase. On the low frequency side (f < fm) of
the loss peak, the volume of the nematic phase is smaller
than the critical volume and, thus, the relaxation follows
the Kohlrausch-Williams-Watts relaxation. On the high
frequency side (f > fm) of the loss peak, however, the
volume is larger than the critical volume and, thus, the
relaxation follows the Cole-Davidson equation. This is
why χ′′(ω) is asymmetric in a log ω plot for most dielec-
tric materials. Now it is also clear why the relaxation
relationships defined by Eqs. (12) and (14), which are
seemingly independent of external fields, could eventually
evolve into the ones that are obviously field-dependent.
This is because the real relaxation of an arbitrary dielec-
tric material is always modulated by the slow relaxation
of its nematic phase.
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So far we have only considered the relaxation behavior
in the situation where temperature remains unchanged
and the evolution of the nematic phase and the value of
k are completely determined by external electric fields.
From our previous discussions, we know that, in the ab-
sence of external fields, the quantity of HTSPs and the
formation of the nematic phase are directly related to
temperature. Consequently, the value of k is propor-
tional to temperature [32]. Thus, it should be interesting
to think about the relaxation behavior in another sit-
uation where temperature is continuously changed and
the testing signal is a fixed low-frequency perturbation of
small amplitude. This means that the change of the ne-
matic phase and k in such a relaxation process is totally
dependent on temperature. This kind of temperature-
dependent relaxation will be discussed in the text that
follows.
Case IV - in this case, the evolution of the nematic
phase and the variation of k are governed by tempera-
ture changes. Similarly, there must exist a critical vol-
ume for the nematic phase at a specific temperature,
Tm (TN < Tm < TNI); when the testing temperature
is above Tm, the volume of the nematic phase will be
too large to be disturbed by the polarization process of
the normal structures in the considered material under
the perturbation of the testing signal. Thus, using the
reasoning exploited in Case III, the generalized order pa-
rameter here can be defined as either Peff = (1 − k)P
when T < Tm or Peff = (1 + k)P when T > Tm. Then,
we can simply exploit the previous derivation to obtain
the relaxation relationships on both sides of Tm, respec-
tively.
Case IV (a) - the generalized order parameter is Peff =
(1−k)P and T < Tm. By taking advantage of the method
used to derive Eqs. (53) and (54), we can write the ef-
fective relaxation relationships of Case IV (a) as
χ(ω)− χ∞
χs − χ∞
=
1
(1 + iωτc)1+ks
(T < Tm) (73)
and
Ft = exp
[
−
(
t
τsc
)1−k]
(T < Tm), (74)
where t varies from 0 to∞ and ks is defined by Eq. (37);
here Ft is just used to denote the exponential function
of Case IV for convenience. These two equations indi-
cate that, when T < Tm, the corresponding dielectric
relaxation behavior obeys the Kohlrausch function (the
Kohlrausch-Williams-Watts in the frequency domain).
Case IV (b) - the generalized order parameter is Peff =
(1 + k)P and T > Tm. Similarly, by using the method
exploited to derive Eqs. (64) and (65), we can write the
effective relaxation relationships of Case IV (b) as
χ(ω)− χ∞
χs − χ∞
=
1
(1 + iωτc)1−kc
(T > Tm) (75)
and
Ft = exp
[
−
(
t
τsc
)1+k]
(T > Tm), (76)
where t varies from 0 to∞ and kc is defined by Eq. (18).
These two equations demonstrate that, when T > Tm,
the corresponding dielectric relaxation behavior obeys
the Cole-Davidson equation.
Perhaps, the most distinguishing feature of relaxation
processes of Case IV is that, when T < Tm, the corre-
sponding relaxation is the stretched exponential function
whereas, when T > Tm, it becomes the compressed one
in the time domain. This feature might be extremely
useful in phase transition and structural transformation
studies. In addition, a Jonscher’s universal relaxation
type law can also be derived in this case; the only dif-
ference is that Km here has nothing to do with the fre-
quency of the testing signal but is mainly governed by
temperature and represents the value of k at Tm. How-
ever, compared with Eqs. (73-76), this kind of relax-
ation law cannot provide more useful information about
temperature-dependent relaxation phenomena. Thus its
derivation is omitted here.
It might be worth pointing out that, though drawn
from dielectric relaxation, the derivation and the conclu-
sions given here should apply equally to other relaxation
phenomena. For instance, for a solid material undergoing
deformation, one can arrive at its structural relaxation
formulas having the same mathematical expressions as
the ones derived in this letter by assuming that the gen-
eralized order parameter is formed by its induced strain
quantities.
Concluding remarks - in this letter, we have demon-
strated that, over a wide range of temperature, dielectric
materials possess two microscopic structures, the normal
structures, i.e., the crystalline or noncrystalline struc-
tures composed of the atoms or molecules held together
by normal chemical bonds, and the nematic phase (the
partially ordered liquid-like phase) or the strongly corre-
lated HTSPs. When a dielectric material is placed under
an applied electric field, its normal structures will give a
collective dielectric response at the normal energy level
and its nematic phase will present a slowly fluctuating
one at the higher energy level. It is obvious that the nor-
mal structures and the nematic phase are not indepen-
dent of each other. At absolute zero and in the absence
of external fields, atomic movement is frozen and the ne-
matic phase does not exist in the considered material. As
temperature rises, the nematic phase starts to emerge
due to thermal fluctuations (or the co-operative Jahn-
Teller effect at temperatures near absolute zero). Now
if we apply an electric field to the considered material,
the volume of its nematic phase will increase, due to the
perturbation of the field, at the cost of the volume of its
normal structures; the increase of the former corresponds
to the decrease of the latter. In this sense, the nematic
phase is constrained by the normal structures. Therefore,
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the dielectric responses of the normal structures and the
nematic phase constitute a dynamic hierarchy, in which
the slowly fluctuating response is also constrained by the
collective response. This suggests that there does exist
a universal dielectric relaxation process, which is actu-
ally the characteristic relaxation of the normal structures
modulated by the slow relaxation of the nematic phase in
the considered material; the corresponding relaxation re-
lationship can then be regarded as the universal dielectric
relaxation law and other relaxation relationships are only
variants of this universal law under different situations.
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Appendix A: Binomial series expansion
For a function f(x) = (1 + x)ξ, its binomial series
expansion can be written as
(1 + x)ξ = 1 + ξx+
ξ(ξ − 1)
2!
x2 +
ξ(ξ − 1)(ξ − 2)
3!
x3 +
· · ·+
ξ(ξ − 1) · · · (ξ − n+ 1)
n!
xn + · · · .
If |x| < 1, the above series will converge absolutely for
any complex number ξ; if |x| = 1, it will converge abso-
lutely if and only if either Re(ξ) > 0 or ξ = 0; if |x| = 1
and x 6= −1, it will converge if and only if Re(ξ) > −1.
Under these conditions, the above series can be simplified
as
(1 + x)ξ ≈ 1 + ξx. (A1)
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