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1. Introduction
It is well known that a standard application of the Symmetric Mountain Pass Theorem, see
e.g. [27], allows to prove the existence of inﬁnitely many solutions of the superlinear Lane–Emden
boundary value problem
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u = 0 on ∂Ω,
where Ω stands for a bounded smooth domain in RN with N  1, p > 1 if N = 1,2 and 2< p + 1<
2∗ := 2NN−2 if N  3.
The presence of a nonhomogeneous term in the equation breaks the symmetry of the associate
functional so that a natural question is whether the problem{−u = |u|p−1u + h(x), x ∈ Ω,
u = 0 on ∂Ω
(1.1)
still has inﬁnitely many solutions or not.
The study of (1.1) goes back at least to Ehrmann [12] and Fucˇik and Lovicar [16] who proved,
among other things and using nonvariational techniques, that the ordinary differential equation{−u′′ = |u|p−1u + h(x), x ∈ (0,1),
u(0) = u(1) = 0 (1.2)
has inﬁnitely many solutions under the assumption p > 1.
The PDE case (1.1) has been treated by Bahri and Beresticky [2], Struwe [30], Rabinowitz [26],
Tanaka [31] and by Bahri and Lions [3]. Up to now, a full answer to the question is still missing as the
most complete result so far (due to Tanaka [31] and by Bahri and Lions [3]) only states the existence
of inﬁnitely many solutions provided: h ∈ L2(Ω), p > 1 if N = 1,2; 2< p+1< 2N−2N−2 if N  3. Observe
that this result does not cover the whole subcritical interval (1,2∗−1). Assuming the “natural” growth
restriction p ∈ (1,2∗ − 1), Bahri [1] proved that there is an open dense set of functions h ∈ H−1(Ω)
for which (1.1) admits inﬁnitely many weak solutions, i.e. the existence of inﬁnitely many solutions is
generically true.
The interest for multiplicity results concerning the perturbation of a symmetric problem has grown
in the last years and was studied in several contexts. For instance, we mention the study of nonhomo-
geneous boundary conditions by Bolle, Ghoussoub and Tehrani [20] and the study of elliptic systems
by Tarsi [32].
In [6,7], where the main result in [32] was extended, Bonheure and Ramos considered the system⎧⎪⎨⎪⎩
−u = |v|p−1v + f (x), x ∈ Ω,
−v = |u|q−1u + g(x), x ∈ Ω,
u, v = 0 on ∂Ω,
(1.3)
under the following hypotheses:
(1) p,q > 1,
(2) N2 (1− 1p+1 − 1q+1 ) < pp+1 if p  q and N2 (1− 1p+1 − 1q+1 ) < qq+1 if q p,
(3) f , g ∈ L2(Ω).
The admissible range for p and q generalizes, in some sense, the range obtained by Tanaka [31] and
Bahri and Lions [3] to treat (1.1), as it reduces to it when p = q and f = g (which implies u = v).
The arguments in [6] rely on the combination of the perturbation argument from Rabinowitz [26]
and Tanaka [31] for the single equation (1.1) with a Lyapunov–Schmidt type reduction used previ-
ously e.g. in Ramos and Tavares [28]. With this approach, the assumption p > 1 and q > 1 cannot be
removed.
However, as shown in [9,10], the notion of superlinearity for system (1.3) is
(H1) p,q > 0 and pq > 1.
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−u′′ = |v|p−1v + f (x), x ∈ (0,1),
−v ′′ = |u|q−1u + g(x), x ∈ (0,1),
u, v = 0 on {0,1}.
(1.4)
Assume
(H2) f , g ∈ C1([0,1]).
Our main result in this paper concerning (1.4) is a partial improvement of [6].
Theorem 1.1. Suppose (H1)–(H2). Then (1.4) has inﬁnitely many classical solutions.
Observe that Theorem 1.1 implies in particular that the fourth-order superlinear problem{
u′′′′ = |u|q−1u + f (x), x ∈ (0,1),
u,u′′ = 0 on {0,1}
has inﬁnitely many solutions whatever f ∈ C1([0,1]) and q > 1. Let us mention that this kind of
problem has been treated in dimension N  5 in [23].
To handle (1.4) with the more general assumption (H1), we reduce (1.4) to a single nonlinear
fourth-order equation and we follow Rabinowitz’s approach [27], which has been applied in various
situations and in particular by Garcia Azorero and Peral Alonso [17] to deal with perturbations from
symmetry involving the p-Laplacian operator. A crucial argument in Rabinowitz’s method is the use of
the asymptotic estimates for the eigenvalues of the Laplacian. This point also appears in the method
in [20]. As the Laplacian is a linear operator, these asymptotic estimates lead directly to Poincaré
type inequalities on the orthogonal of the spaces generated by the n-th ﬁrst eigenfunctions. When
dealing with a nonlinear differential operator, this step is much more delicate. Such a study for the
p-Laplacian has been performed by Garcia Azorero and Peral Alonso [18].
We complete this step in our framework by using some results on Schauder bases which are
derived from Fourier analysis theory and the following topological isomorphism between Wm,p((0,1))
and Lp((0,1))× Rm .
Theorem 1.2. Let 1 p ∞ and m  1. Then Wm,p((0,1)) is topologically isomorphic to Lp((0,1)) × Rm
and the application Tm : Wm,p((0,1)) → Lp((0,1))× Rm, deﬁned by
Tm(u) :=
(
u(m),u(0),u′(0), . . . ,u(m−1)(0)
)
, (1.5)
is a topological isomorphism.
Theorem 1.2 allows us to give alternative and direct proofs for very well-known results on the
Sobolev spaces Wm,p((0,1)). Furthermore, we also present other results about these spaces which are,
as far as we know, new. For instance, we provide a characterization of the dual space of Wm,p((0,1)),
see Corollaries 2.2 and 2.3. We also apply Theorem 1.2 to present explicit Schauder bases for some
Sobolev spaces and some of their subspaces. These are the subjects treated in Section 2.
In Section 3 we employ some of our results on Schauder basis to study the asymptotic behavior
of a sequence of eigenvalues for a fourth-order operator. As mentioned earlier, such a study is crucial
for the proof of Theorem 1.1 which is presented in Section 4.
In Section 5 we work out a very simple proof of a version of a unique continuation theorem
and, as an application, we prove some new results on the existence of inﬁnitely many solutions for
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extension in the one-dimensional case of the results in dos Santos [11].
Sections 4 and 5 highlight the importance of an explicit knowledge of Schauder bases for Sobolev
spaces. In Section 6 we discuss in which cases we can extend and in which cases we cannot extend,
from ODEs to PDEs, some of the results in this paper.
To end this introduction, we stress that two different classes of topological isomorphisms between
Wm,p((0,1)) and Lp((0,1)) × Rm are presented in Section 2. Each of them turns to be important
in our applications. The motivation to deﬁne the ﬁrst class of isomorphism comes from the initial
value problem for an m-th order ODE. The second class, meanwhile, is motivated by Navier boundary
conditions for a polyharmonic (m-harmonic) equation. Observe that depending on which type of ODE
problem one is interested, other classes of useful isomorphisms could be derived.
2. Topological isomorphisms and Schauder bases
We start this section discussing a very classical subject: Sobolev spaces on bounded intervals.
Let 1  p ∞ be any number and let m  1 be any integer. In [8, p. 121], Brezis employs the
isometry Lm : Wm,p((0,1)) → [Lp((0,1))]m+1, deﬁned by
Lm(u) :=
(
u,u′, . . . ,u(m)
)
, u ∈ Wm,p((0,1)),
to show that Wm,p((0,1)) is reﬂexive and/or separable provided Lp((0,1)) is reﬂexive and/or separa-
ble.
On the other hand, Proposition VIII.12 in [8], the Poincaré inequality, is based on the identity
u(t) = u(0)+
t∫
0
u′(s)ds, ∀t ∈ [0,1], (2.1)
which holds for all u ∈ W 1,p((0,1)). Identity (2.1) is one of the motivations to prove Theorem 1.2.
We stress that to prove Theorem 1.2 we basically employ: the Jensen inequality; the open map
theorem; the fact if u ∈ Wm,p((0,1)) is such that u(m) = 0 a.e. on (0,1), then u is a polynomial of
degree m − 1; and the embedding W 1,p((0,1)) ↪→ C([0,1]).
2.1. The proof of Theorem 1.2
2.1.1. The case m = 1
Proof. Consider p ∈ [1,∞). One can proceed similarly for p = ∞.
Let T1 be given by (1.5). Then T1 is well deﬁned, linear and injective.
On the other hand, given f ∈ Lp((0,1)) and c ∈ R let u(t) = ∫ t0 f (s)ds + c. Then u ∈ W 1,p((0,1))
and T1(u) = ( f , c), which shows that T1 is also surjective.
Now, given f ∈ Lp((0,1)) and c ∈ R, consider u as deﬁned above. Using the Jensen inequality, we
infer that
|u|pp,(0,1)  2p−1
[| f |pp,(0,1) + |c|p].
Since we also have |u′|pp,(0,1) = | f |pp,(0,1) , we conclude that
‖u‖W 1,p((0,1))  C
(| f |pp,(0,1) + |c|p) 1p = C∥∥( f , c)∥∥Lp((0,1))×R
where C > 0 is a positive constant which depends only on p.
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phism. 
2.1.2. The general case m 1
Proof. The general case with m 1 is handled in a similar way. Here, in order to deﬁne Tm as in (1.5),
the embedding Wm,p((0,1)) ↪→ Cm−1([0,1]) is used.
In all what follows, given f ∈ Lp((0,1)) and an integer m 1, let
Fm(t) :=
t∫
0
· · ·
tm−1∫
0
f (tm)dtm · · ·dt1 and Am := Fm(1).
It is enough to observe that
T−1m ( f , c1, . . . , cm)(t) = Fm(t)+
m−1∑
k=0
ck+1
k! t
k. 
Remark 2.1. Let I ⊂ R be a bounded open interval. It is clear that if we replace (0,1) by I , then
Theorem 1.2 still holds, that is
Wm,p(I) ≡ Lp(I)× Rm, ∀m 1, ∀1 p ∞.
However, if I is an unbounded open interval, then the application Tm , deﬁned by (1.5), is not an
isomorphism anymore. Indeed, suppose I = (0,∞) and 1 p < ∞. As before, let T1 : W 1,p((0,∞)) →
Lp((0,∞))× R be deﬁned by T1(u) = (u′,u(0)). Then T1 is well deﬁned, injective, continuous, but it
is not surjective. For instance, there is no u ∈ W 1,p((0,∞)) such that T1(u) = (0,1).
2.1.3. Other isomorphisms
When working with equations involving the polyharmonic (m-harmonic) operator under Navier
boundary conditions (see [19] and [9–11]), the following topological isomorphisms are useful:
Tm,∗ : Wm,p((0,1)) → Lp((0,1))× Rm.
If m = 2k, then
T2k,∗(u) :=
(
u(2k),u(0),u(1),u′′(0),u′′(1), . . . ,u(2(k−1))(0),u(2(k−1))(1)
)
(2.2)
and
T−12k,∗( f , c1, . . . , c2k)(t) = F2k(t)+
2k−1∑
j=0
a jt
j,
where the coeﬃcients a j are explicitly obtained, solving the following equations in the order pre-
sented below.
For j = 0, . . . ,k − 1,
(2 j)!a2 j = c2 j+1
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A2(k− j) +
2(k− j)−1∑
i=0
(i + 2 j)!
i! ai+2 j = c2( j+1).
If m = 2k + 1, then
T2k+1,∗(u) :=
(
u(2k+1),u(0),u(1),u′′(0),u′′(1), . . . ,u(2(k−1))(0),u(2(k−1))(1),u(2k)(0)
)
and
T−12k+1,∗( f , c1, . . . , c2k+1)(t) = F2k+1(t)+
2k∑
j=0
a jt
j,
where the coeﬃcients a j are explicitly obtained, solving the following equations in the order pre-
sented below.
For j = 0, . . . ,k,
(2 j)!a2 j = c2 j+1
and for j = k − 1, . . . ,0,
A2(k− j)+1 +
2(k− j)∑
i=0
(i + 2 j)!
i! ai+2 j = c2( j+1).
2.2. Straightforward consequences
Corollaries 2.2 and 2.3 follow directly from Theorem 1.2.
Corollary 2.2. Let m 1 be an integer and 1 p < ∞. Assume p′ is such that 1p + 1p′ = 1 where p′(1) := ∞.
Then (Wm,p((0,1)))′ ≡ Wm,p′ ((0,1)). More precisely, given ϕ ∈ (Wm,p((0,1)))′ , there exists a unique v ∈
Wm,p
′
((0,1)) such that
〈ϕ,u〉 =
1∫
0
v(m)u(m) dt +
m−1∑
j=0
v( j)(0)u( j)(0), ∀u ∈ Wm,p((0,1)).
Corollary 2.3. Let m 1 be an integer, 1 p < ∞ and (un) ⊂ Wm,p((0,1)). Then, un ⇀ u in Wm,p((0,1))
if and only if u(m)n ⇀ u
(m) in Lp((0,1)) and u( j)n (0) → u( j)(0) for all j = 0, . . . ,m − 1.
In addition to the above two corollaries we also list the following direct consequences of Theo-
rem 1.2 and its proof:
(C.1) Let m 1 be an integer and 1 p ∞. The space Wm,p((0,1)) is reﬂexive and/or separable if
and only if Lp((0,1)) is reﬂexive and/or separable;
(C.2) Let 1 p ∞ and u ∈ W 1,p((0,1)). Let (un) be a sequence in W 1,p((0,1)) such that u′n → u′
in Lp((0,1)) and un(c) → u(c), for some c ∈ [0,1]. Then un → u uniformly in [0,1];
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1, . . . ,m};
(C.4) If 1 p ∞, then T2,∗ , given by (2.2), guarantees that W 2,p((0,1))∩ W 1,p0 ((0,1)) ≡ Lp((0,1));
(C.5) More generally, let k  1 be any integer, 1 p ∞ and E2k,p := {u ∈ W 2k,p((0,1)): u(2 j)(0) =
u(2 j)(1) = 0 ∀0 j  k−1}. Then T2k,∗ , deﬁned by (2.2), guarantees that E2k,p ≡ Lp((0,1)). Note
that E2k,2 is a Hilbert space and as pointed out in [19], it is the appropriated space to work with
problems involving the polyharmonic operator of order 2k under Navier boundary condition.
2.3. Schauder basis for some Sobolev spaces
The existence of Schauder basis for separable Banach spaces has attracted the attention of many
researchers in the past and is still an active line of research.
Let (en)∞n=1 be a sequence in a Banach space X . Suppose that for each x ∈ X there exists a unique
sequence of scalars (an)∞n=1 such that
x =
∞∑
n=1
anen. (2.3)
Then (en)∞n=1 is called a Schauder basis for X . The convergence in (2.3) is of course understood in the
sense of the norm topology of X .
We recall that in 1932, Banach proposed in [4, p. 111] the following classical problem in Functional
Analysis: does every separable Banach space have a Schauder basis? This question remained without
answer until 1973 when Enﬂo [13] gave an example of a separable Banach space which fails to have
a basis.
In many problems concerning nonlinear boundary value problems, the existence of Schauder bases
for Lebesgue spaces, Sobolev spaces or for some of their subspaces is a useful tool. In some cases,
it turns out to be important to know a concrete Schauder basis, that is, to present explicitly the
elements of such Schauder basis. See for instance [5,11,15,29].
It was proved in [14] that Wm,p((0,1)) and W 1,p0 ((0,1)) (see [15] for further results) have
Schauder bases, whenever 1 p < ∞ and m  1 is an integer. The elements of such Schauder bases
were constructed as primitive functions of elements of the Haar’s orthogonal system. Here, based on
some results on Fourier analysis, we present other Schauder bases for such spaces, whose elements
are constructed as primitive of the elements of the Fourier orthogonal system and a ﬁnite number of
monomials.
Corollary 2.4. For every integer m 1 and every 1< p < ∞,
{
1, t, . . . , tm−1,ψn(t) :=
t∫
0
· · ·
tm−1∫
0
sin(nπtm)dtm · · ·dt1: n 1
}
(2.4)
is a Schauder basis for Wm,p((0,1)).
Proof. Theorem 1.6.7 in Krantz [22] (or p. 50 in Katznelson [21]) guarantees that the system
{sin(nπt): n  1}, the eigenfunctions of the one-dimensional Laplace operator on H10((0,1)), is a
Schauder basis for Lp((0,1)) for every 1< p < ∞. The hypothesis 1< p < ∞ is essential at this step;
see p. 87 in [22]. Since Tm , given by (1.5), is an isomorphism, it follows that (2.4) is a Schauder basis
for Wm,p((0,1)). 
Theorem 1.2 allows us to present simple proofs for Corollaries 2.5 and 2.6 below.
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Proof. Theorem 1.6.7 in [22] (or p. 50 in [21]) guarantees that {1, cos(nπt): n 1} is a Schauder basis
for Lp((0,1)). Since T1 : W 1,p((0,1)) → Lp((0,1)) × R, given by (1.5), is an isomorphism, it follows
that {1, t, sin(nπt): n 1} is a Schauder basis for W 1,p((0,1)). 
Corollary 2.6. For every 1 < p < ∞, {sin(nπt): n  1} is a Schauder basis for W 1,p0 ((0,1)) and for
W 2,p((0,1))∩ W 1,p0 ((0,1)).
Proof. Set
M :=
{
f ∈ Lp((0,1)):
1∫
0
f (t)dt = 0
}
.
Then M is a closed subspace of Lp((0,1)) and Theorem 1.6.7 in [22] (or p. 50 in [21]) guarantees
that {cos(nπt): n  1} is a Schauder basis for M . Since T1, as deﬁned at (1.5), guarantees that
W 1,p0 ((0,1)) ≡ M , it follows that {sin(nπt): n 1} is a Schauder basis for W 1,p0 ((0,1)).
Theorem 1.6.7 in [22] (or p. 50 in [21]) guarantees that {sin(nπt): n  1} is a Schauder basis
for Lp((0,1)) for every 1 < p < ∞. On the other hand, as observed at (C.4), T2,∗ guarantees that
W 2,p((0,1)) ∩ W 1,p0 ((0,1)) ≡ Lp((0,1)). Therefore, {sin(nπt): n  1} also is a Schauder basis for
W 2,p((0,1))∩ W 1,p0 ((0,1)), provided 1< p < ∞. 
3. Asymptotic behavior of a sequence of eigenvalues for a nonlinear fourth-order operator
In this part we consider the nonlinear eigenvalue problem
(Pλ)
{(∣∣u′′∣∣ 1p −1u′′)′′ = λ|u| 1p −1u, x ∈ (0,1),
u,u′′ = 0 on {0,1}.
The interest of (Pλ) in our application will be made clear in Section 4. We follow the ideas contained
in [17, Section 5] to construct a sequence (λk) ⊂ R+ such that
(i) limk→∞ λk = +∞ and
(ii) for each k 1, (Pλk ) has a nontrivial solution.
Deﬁnition 3.1. Let Ep = W 2,
p+1
p ((0,1))∩ W 1,
p+1
p
0 ((0,1)) be endowed with the norm (see (C.4))
‖w‖ =
( 1∫
0
∣∣w ′′∣∣ p+1p dx)
p
p+1
.
We say that u ∈ Ep is a solution for (Pλ) provided
1∫
0
∣∣u′′∣∣ 1p −1u′′v ′′ dx = λ 1∫
0
|u| 1p −1uv dx, ∀v ∈ Ep .
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ric with relation to the origin subsets in Ep\{0}.
For A ∈ Σ , denoted by γ (A), the genus of A is deﬁned by
γ (A) := min{k ∈ N: ∃ f ∈ C(A,Rk\{0}), f (x) = − f (−x)}
and if the above minimum does not exists, then γ (A) := +∞.
Let
M := {u ∈ Ep: ‖u‖ = 1} and Ck := {C ⊂ M: C is compact and γ (C) k}. (3.1)
Let
λk := β−1k where βk := sup
F∈Ck
min
u∈F
1∫
0
|u| p+1p dx. (3.2)
Proposition 3.2. Let (λk) be the sequence of eigenvalues for (Pλ) deﬁned by (3.2). Then there exists a con-
stant C such that
λk  Ck
2(p+1)
p , ∀k 1.
We stress that, in order to prove Proposition 3.2, we adapt some ideas of Garcia Azorero and Peral
Alonso [18] and Peral Alonso [25].
Before we start the proof let us point out some important remarks derived from Fourier analysis
theory.
It is known that (sin(kπx))k1, the sequence of all eigenfunctions of the one-dimensional Laplacian
operator, is a Hilbert basis for L2((0,1)), H10((0,1)) and H
2((0,1)) ∩ H10((0,1)) = E1. In addition, for
each 1 < r < ∞, (sin(kπx))k1 is a Schauder basis for Lr((0,1)), that is, given f ∈ Lr((0,1)) then
Sn( f ) → f in Lr((0,1)), where
Sn( f )(x) :=
n∑
k=1
ak sin(kπx) with ak = 2
1∫
0
f (x) sin(kπx)dx, ∀k,n 1.
Also, as observed in Corollary 2.6, (sin(kπx))k1 is a Schauder basis for Ep for every p > 0. It
means that given u ∈ Ep , then
u =
∞∑
k=1
ak sin(kπx)
where the above series converges in Ep , i.e.
u′′ =
∞∑
k=1
−(kπ)2ak sin(kπx)
where the above series converges in L
p+1
p ((0,1)). From the continuous embedding of Ep into
L
p+1
p ((0,1)), it follows that for every u ∈ Ep ,
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∞∑
k=1
ak sin(kπx) and u
′′ =
∞∑
k=1
−(kπ)2ak sin(kπx), (3.3)
in the L
p+1
p ((0,1)) topology.
For each k  1, we denote by Ep,k the subspace of Ep spanned by {sin(πx), . . . , sin(kπx)}. From
Corollary 2.6 we know that
Ep = Ep,k ⊕ Ecp,k (3.4)
and given u ∈ Ecp,k , then
u =
∑
j>k
a j sin( jπx), a j = 2
1∫
0
u(x) sin( jπx)dx.
Lemma 3.3. There exists a constant C > 0 such that for every k 1,
|u| p+1
p
 C
(k + 1)2 ‖u‖, ∀u ∈ E
c
p,k. (3.5)
Proof. Consider
g(t) =
{
t2 if |t| 1,
t−2 if |t| 1.
So, g ∈ L1(R) ∩ L2(R). Furthermore, if g(x) = wˆ(x), the Fourier transform of w , then w is even, con-
tinuous and there exists a constant C > 0 such that
∣∣w(x)∣∣ C|x|2 + 1 , ∀x ∈ R. (3.6)
Indeed, after some integration by parts, we obtain, for x = 0,
w(x) = gˇ(x) = 1√
2π
∫
R
eixt g(t)dt = 2√
2π
2
x2
[
2cos(x)− sin(x)
x
− 3
∞∫
1
cos(xt)
t4
dt
]
.
On the other hand, for x> 0 and with s = xt , we compute
w(x) = 2√
2π
[ x∫
0
s2 cos(s)
x3
ds − sin(x)
x
+
1∫
x
2x sin(s)
s3
ds + 2x
∞∫
1
sin(s)
s3
ds
]
→ C as x → 0.
In particular, w ∈ L1(R)∩ L2(R).
For each k 1, let wk(t) := kw(kt). Then,∫ ∣∣wk(x)∣∣dx = ∫ ∣∣w(x)∣∣dx and g( tk
)
= wˆk(t), ∀t ∈ R, ∀k 1. (3.7)R R
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w˜k(t) :=
∞∑
j=−∞
wk(t + 2 j), t ∈ R.
By (3.6),
∣∣wk(t + 2 j)∣∣ Ck1+ (t + 2 j)2
which guarantees that w˜k is well deﬁned for all t ∈ R. In addition, w˜k ∈ L1((−1,1)) and
1∫
−1
|w˜k|dt 
∞∑
j=−∞
1∫
−1
∣∣wk(t + 2 j)∣∣dt = ∫
R
|wk|dt =
∫
R
|w|dt.
From the deﬁnition of the Fourier coeﬃcients, the Fourier coeﬃcient of w˜k of order j is given by
ˆ˜wk( j) :=
1∫
−1
w˜k(t)e
−i jπt dt = wˆk( jπ), ∀k 1, ∀ j ∈ Z. (3.8)
Then from (3.7) and (3.8),
ˆ˜wk( j) = g
(
jπ
k
)
, ∀k 1, ∀ j ∈ Z. (3.9)
In particular,
ˆ˜wk( j) = k
2
j2π2
, if | j| k 1.
Then ( ˆ˜wk( j)) ∈ l2 and hence w˜k ∈ L2((−1,1)).
In this way, it is possible to write w˜k by means of its Fourier series
w˜k(x) =
∞∑
j=−∞
ˆ˜wk( j)eijπx, x ∈ (−1,1).
Now given u ∈ Ep , let u be the odd extension of u to (−1,1). If one writes u(x) =∑∞j=−∞ c jei jπx,
then by (3.3), we have u′′(x) =∑∞j=−∞ − j2π2c jei jπx.
If u ∈ Ecp,k then
u(x) =
∞∑
| j|>k
c je
i jπx =
∑
| j|>k
− j2π2c j (k + 1)
2
− j2π2
1
(k + 1)2 e
ijπx
and we infer that
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(
jπ
k + 1
)
, ∀ j ∈ Z. (3.10)
From (3.9)–(3.10), we ﬁnally deduce that
−(k + 1)2u = w˜k+1 ∗ u′′ in (−1,1) (3.11)
and hence
−(k + 1)2u = w˜k+1 ∗ u′′ in (0,1).
We now conclude that
|u| p+1
p
 1
(k + 1)2 |w˜k+1|1
∣∣u′′∣∣ p+1
p
 C
(k + 1)2
∣∣u′′∣∣ p+1
p
where C :=
∫
R
|w|dt. 
At this point it is worth mentioning that the case p = 1 can be handled in a much easier way. In
this latter case, the result can even be easily extended to higher dimensions in an arbitrary domain.
Proof of Proposition 3.2. Given F ∈ Ck , since γ (F ) k> dim Ep,k−1, then F ∩Ecp,k−1 = ∅. Furthermore,
if
β˜k := sup
F∈Ck
min
u∈F∩Ecp,k−1
1∫
0
|u| p+1p dx,
then β˜k  βk . But from Lemma 3.3
βk  β˜k 
C
k
2(p+1)
p
and therefore λk = β−1k  C−1k
2(p+1)
p . 
4. Application to a perturbed symmetric system
To handle (1.4) with assumption (H1), we reduce (1.4) to a single equation in the following way.
Let u f be the unique solution of −u′′ = f (x), x ∈ (0,1) that vanishes on {0,1}. We then consider
w = u − u f and, from (1.4), the equation{(∣∣w ′′∣∣ 1p −1w ′′)′′ = |w|q−1w + |w + u f |q−1(w + u f )− |w|q−1w + g(x), x ∈ (0,1),
w,w ′′ = 0 on {0,1}.
(4.1)
Assuming that 0< q 1, the function
(x, s) → ∣∣s + u f (x)∣∣q−1(s + u f (x))− |s|q−1s + g(x) (4.2)
is an L∞([0,1] × R) as soon as u f and g are bounded. This leads us to consider the model problem{(∣∣w ′′∣∣ 1p −1w ′′)′′ = |w|q−1w + h(x,w), x ∈ (0,1),
w,w ′′ = 0 on {0,1},
(4.3)
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(H3) h ∈ L∞([0,1] × R) and Carathéodory.
Deﬁnition 4.1. We say that w ∈ Ep is a weak solution of (4.3) if
1∫
0
∣∣w ′′∣∣ 1p −1w ′′v ′′ dx = 1∫
0
|w|q−1wv dx+
1∫
0
h
(
x,w(x)
)
v dx, ∀v ∈ Ep .
Theorem 4.2. Suppose (H1) and (H3). Then (4.3) has inﬁnitely many weak solutions.
Theorem 4.3. (See [9, Theorem 1.1].) Suppose (H1)–(H2) and let h be deﬁned by (4.2). If w is a weak solution
for (4.3) then u = w + u f and v = −|w ′′|
1
p −1w ′′ are such that (u, v) is a classical solution for (1.4).
By Theorems 4.2 and 4.3, which apply to (1.4) when p  1 or q  1, and by a straightforward
adaptation of the results in [32] in dimension 1 for p,q > 1, we complete the proof of Theorem 1.1.
4.1. The proof of Theorem 4.2
As already mentioned, we follow Rabinowitz’s method and borrow some arguments from [17].
However, we provide, for completeness, a rather detailed proof as our framework requires additional
care.
Under the hypotheses (H1) and (H3), the weak solutions for (4.3) are precisely the critical points
of the C1(Ep,R) functional
I(u) = p
p + 1
1∫
0
∣∣u′′∣∣ p+1p dx− 1
q + 1
1∫
0
|u|q+1 dx−
1∫
0
H
(
x,u(x)
)
dx
where
H(x, s) =
s∫
0
h(x,w)dw.
Lemma 4.4. There exists a constant A = A(|h|∞) such that
1
q + 1 |u|
q+1
q+1  A
(∣∣I(u)∣∣ p+1p + 1) pp+1 (4.4)
for all u ∈ Ep such that 〈I ′(u),u〉 = 0.
Proof. Let q′ > 0 such that 1q+1 + 1q′+1 = 1. If 〈I ′(u),u〉 = 0, then
I(u) = I(u)− p
p + 1
〈
I ′(u),u
〉= ( p
p + 1 −
1
q + 1
)
|u|q+1q+1 +
1∫ (
p
p + 1h(x,u)u − H(x,u)
)
dx0
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(p + 1)(q + 1) |u|
q+1
q+1 −
2p + 1
p + 1
1∫
0
|h|∞|u|dx

(
pq − 1
(p + 1)(q + 1) − 
)
|u|q+1q+1 − C()|h|q
′+1∞ . (4.5)
Then, (
pq − 1
(p + 1)(q + 1) − 
)
|u|q+1q+1 
∣∣I(u)∣∣+ C()|h|q′+1∞  C()(∣∣I(u)∣∣ p+1p + 1) pp+1 . 
With the estimate given by (4.4) we make the following truncation on I . Let χ : R → [0,1] be a
regular function such that
χ(x) = 0 if x 2, χ(x) = 1 if x 1 and −2 χ ′  0.
Let
ψ(u) = χ
(
(q + 1)−1|u|q+1q+1
2A(|I(u)| p+1p + 1) pp+1
)
, u ∈ Ep,
and
J (u) = p
p + 1
1∫
0
∣∣u′′∣∣ p+1p dx− 1
q + 1
1∫
0
|u|q+1 dx−ψ(u)
1∫
0
H(x,u)dx, u ∈ Ep .
Remark 4.5. If I ′(u) = 0, then I ≡ J in a neighborhood of u. In particular, J ′(u) = 0.
By deﬁnition,
〈
J ′(u),u
〉= 1∫
0
∣∣u′′∣∣ p+1p dx− 1∫
0
|u|q+1 dx− 〈ψ ′(u),u〉 1∫
0
H(x,u)dx−ψ(u)
1∫
0
h(x,u)u dx.
For u ∈ E , let
Q (u) := 2A(∣∣I(u)∣∣ p+1p + 1) pp+1 and θ(u) := (q + 1)−1|u|q+1q+1
Q (u)
.
Then ψ(u) = χ(θ(u)) and
〈
ψ ′(u),u
〉= χ ′(θ(u))Q −2(u)[Q (u)|u|q+1q+1 − (2A)2θ(u)(∣∣I(u)∣∣ p+1p + 1) p−1p+1 ∣∣I(u)∣∣ 1p −1 I(u)〈I ′(u),u〉].
From
〈
I ′(u),u
〉= 1∫ ∣∣u′′∣∣ p+1p dx− 1∫ |u|q+1 dx− 1∫ h(x,u)u dx,
0 0 0
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〈
J ′(u),u
〉= (1+ T1(u)) 1∫
0
∣∣u′′∣∣ p+1p dx− (1+ T2(u)) 1∫
0
|u|q+1 dx
− (ψ(u)+ T1(u)) 1∫
0
h(x,u)u dx (4.6)
where
T1(u) := χ ′
(
θ(u)
)
Q −2(u)(2A)2θ(u)
(∣∣I(u)∣∣ p+1p + 1) p−1p+1 ∣∣I(u)∣∣ 1p −1 I(u) 1∫
0
H(x,u)dx
and
T2(u) := T1(u)+ χ ′
(
θ(u)
)
Q −1(u)
1∫
0
H(x,u)dx.
Lemma 4.6. Let T1, T2 be deﬁned as above. If J (u) → +∞, then T1(u), T2(u) → 0.
Proof. First, if u /∈ supp(ψ), then T1(u) = T2(u) = 0 and we are done. Assume therefore u ∈ supp(ψ).
If u ∈ supp(ψ), then
(q + 1)−1|u|q+1q+1  4A
(∣∣I(u)∣∣ p+1p + 1) pp+1 . (4.7)
So, if u ∈ supp(ψ), then θ(u) 2 and by (4.7)
∣∣T1(u)∣∣ 4α1 (|I(u)| p+1p + 1) p−1p+1
(|I(u)| p+1p + 1) 2pp+1
∣∣I(u)∣∣ 1p (∣∣I(u)∣∣ 1q+1 + 1)
 4α1
(∣∣I(u)∣∣ 1q+1 + 1)(∣∣I(u)∣∣ p+1p + 1) −pp+1 . (4.8)
On the other hand, by (4.7) again, we infer that
I(u) = J (u)+ (ψ(u)− 1) 1∫
0
H(x,u)dx J (u)− C(∣∣I(u)∣∣ 1q+1 + 1),
that is,
I(u)+ C ∣∣I(u)∣∣ 1q+1  J (u)− C  M0
2
, (4.9)
for J (u) M0 and with M0 large enough. If I(u) 0, then (4.9) implies that
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∣∣I(u)∣∣ 1q+1  M0
2
+ ∣∣I(u)∣∣ and then Cq′+1
q′ + 1 +
|I(u)|
q + 1 
M0
2
+ ∣∣I(u)∣∣
which is impossible for M0 large. Therefore, if M0 > 2 C
q′+1
q′+1 , then I(u) > 0. Hence, (4.9) implies that
I(u)+ C(I(u)) 1q+1  M0
2
.
From the last inequality,
I(u) M0
4
or I(u)
(
M0
4C
)q+1
,
which implies that I(u) → +∞ as M0 → +∞. Applying this to (4.8), it follows that T1 → 0 as M0 →
+∞.
On the other hand, from the deﬁnition of T2:
∣∣T2(u)∣∣ |T1| + C |u|q+1
(|I(u)| p+1p + 1) pp+1
.
Since u ∈ supp(ψ), then from the last inequality and from (4.7)
∣∣T2(u)∣∣ ∣∣T1(u)∣∣+ C |I(u)| 1q+1 + 1
(|I(u)| p+1p + 1) pp+1
,
which shows that T2 → 0 as M0 → +∞. 
Lemma 4.7.
(i) There exists β > 0 such that
∣∣ J (u)− J (−u)∣∣ β(∣∣ J (u)∣∣ 1q+1 + 1), ∀u ∈ Ep . (4.10)
(ii) There exists M0 > 0 such that if J (u) M0 and J ′(u) = 0, then ψ ≡ 1 in a neighborhood of u. In partic-
ular, I ′(u) = 0.
(iii) There exists M1  M0 such that J satisﬁes a local (PS)c-condition for c > M1 .
Proof. The proof of (i). If u /∈ supp(ψ(·))∪ supp(ψ(−·)), then J (u) = J (−u) and (4.10) is valid.
If u ∈ supp(ψ(·)), then (4.7) holds. On the other hand, by deﬁnition
∣∣I(u)∣∣ ∣∣ J (u)∣∣+ ∣∣∣∣∣
1∫
0
H(x,u)dx
∣∣∣∣∣ ∣∣ J (u)∣∣+ C |u|q+1.
By (4.7) and the last inequality, if u ∈ supp(ψ(·)), then
|u|q+1  C
(∣∣ J (u)∣∣ 1q+1 + 1). (4.11)
We then deduce that
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If u ∈ supp(ψ(−·)), then (4.11) still holds because
∣∣I(−u)∣∣ ∣∣ J (u)∣∣+ C |u|q+1.
Therefore, for u ∈ supp(ψ(−·)), (4.10) holds true because (4.11) does.
The proof of (ii). By deﬁnition of J , it suﬃces to prove that there exists M0 > 0 such that, if
J ′(u) = 0 and J (u) M0 it implies
(q + 1)−1|u|q+1q+1
2A(|I(u)| p+1p + 1) pp+1
< 1. (4.12)
Indeed, since 〈 J ′(u),u〉 = 0,
J (u) = J (u)− p
p + 1
1
1+ T1(u)
〈
J ′(u),u
〉
=
(
p
p + 1
1+ T2(u)
1+ T1(u) −
1
q + 1
)
|u|q+1q+1
+ p
p + 1
ψ(u)+ T1(u)
1+ T1(u)
1∫
0
h(x,u)u dx−ψ(u)
1∫
0
H(x,u)dx. (4.13)
If ψ(u) = 1 and T1(u) = 0 = T2(u), then (4.13) reduces to (4.5) and (4.12) follows from (4.4).
On the other hand, from (4.13)
I(u) = J (u)+ (ψ(u)− 1) 1∫
0
H(x,u)dx
=
(
p
p + 1
1+ T2(u)
1+ T1(u) −
1
q + 1
)
|u|q+1q+1 +
p
p + 1
ψ(u)+ T1(u)
1+ T1(u)
1∫
0
h(x,u)u dx−
1∫
0
H(x,u)dx

(
p
p + 1
1+ T2(u)
1+ T1(u) −
1
q + 1
)
|u|q+1q+1 −
(
p
p + 1
ψ(u)+ T1(u)
1+ T1(u) + 1
) 1∫
0
|h|∞|u|dx. (4.14)
Since 0 ψ(u) 1 and T1(u) and T2(u) are both small enough by Lemma 4.6, the computations
made in (4.5) when carried out for (4.14) lead to (4.4) with A replaced by a larger constant smaller
than 2A. But then (4.12) holds.
The proof of (iii). The ﬁrst part here is to show that there exists M1 > M0 such that, if (un) ⊂ E ,
M1  J (un) K and J ′(un) → 0, then (un) is bounded.
For n large and any ρ > 0,
ρ‖un‖ + K  J (un)− ρ
〈
J ′(un),un
〉= ( p
p + 1 − ρ
(
1+ T1(un)
))‖un‖ p+1p
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(
1
q + 1 − ρ
(
1+ T2(un)
))|un|q+1q+1 −ψ(un)
1∫
0
H(x,un)dx
+ ρ(ψ(un)+ T1(un)) 1∫
0
h
(
x,un(x)
)
un dx.
For M1 > M0 and suﬃciently large, by Lemma 4.6, T1 and T2 are small, then it is possible to
choose ρ ∈ ( 1q+1 , pp+1 ) and  > 0 such that
1
p+1
p (1+ T1(un))
> ρ +  > ρ −  > 1
(q + 1)(1+ T2(un)) .
So,
ρ‖un‖ + K  
(
1+ T1(un)
)‖un‖ p+1p + (1+ T2(un))|un|q+1q+1 − C‖un‖
 
2
‖un‖
p+1
p + 
2
|un|q+1q+1 − C‖un‖,
which implies that (un) is bounded.
So, without loss of generality, suppose that
un ⇀ u in Ep, un → u a.e. in (0,1) and un → u in Lq+1((0,1))
(in fact un converges uniformly to u). On the other hand,
〈
J ′(u), v
〉= (1+ T1(u))〈L(u), v〉− 〈K (u), v〉, ∀u, v ∈ Ep,
with
〈
L(u), v
〉= 1∫
0
∣∣u′′∣∣ 1p −1u′′v ′′ dx, ∀u, v ∈ Ep
and
〈
K (u), v
〉= (1+ T2(u)) 1∫
0
|u|q−1uv dx+ (ψ(u)+ T1(u)) 1∫
0
h(x,u)v dx, ∀u, v ∈ Ep .
So,
L(u) = 1
1+ T1(u) J
′(u)− 1
1+ T1(u) K (u), for every u ∈ Ep, such that J (u) M1.
Since we know that L : Ep → E ′p is a homeomorphism (see Lemma 3.2 in [9]) and that
1
1+T (u ) K (un) → ϕ for some ϕ ∈ E ′p , we conclude that un → −L−1(ϕ). 1 n
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then we have a weak solution for (4.3). We will construct a sequence of critical values for J , which
tends to inﬁnity.
For each k  1, let Ep,k be as in Section 3. In this ﬁnite dimensional subspace, it is possible to
construct an increasing sequence of numbers Rk > 0 (as big as we wish) such that
J (u) 0 if u ∈ Ep,k ∩ BcRk . (4.15)
Let Dk := BRk ∩ Ep,k , deﬁne
Gk :=
{
h ∈ C(Dk, Ep): h is odd, h|∂BRk∩Ep,k = Id
}
and
bk := inf
h∈Gk
max
u∈Dk
J
(
h(u)
)
. (4.16)
Proposition 4.8. Let bk be as deﬁned by (4.16). Then there exists β > 0 such that
bk  βkγ , with γ = 2(p + 1)(q + 1)pq − 1 − 1. (4.17)
Proof. Given h ∈ Gk and ρ < Rk , then h(Dk) ∩ ∂Bρ ∩ Ecp,k−1 = ∅. For that, it suﬃces to show that
γ (h(Dk)∩ ∂Bρ) k.
Let A = {x ∈ Dk: h(x) ∈ Bρ}. It is clear that 0 ∈ A, because h is odd. Let A0 be the connected
component of A which contains 0. A0 is a bounded and symmetric neighborhood of 0 in Ep,k; then
γ (∂ A0) = k.
Moreover, h(∂ A0) ⊂ ∂Bρ . In fact, by contradiction suppose that there exists x ∈ ∂ A0 such that
h(x) ∈ Bρ . If x ∈ BRk ∩ Ep,k , then there exists a neighborhood of x such that h(U ) ⊂ Bρ , which implies
that x /∈ ∂ A0. Hence x ∈ ∂Dk . But h|∂Dk = Id, and this implies that
∥∥h(x)∥∥= ‖x‖ = Rk > ρ,
which is a contradiction.
Now, let B = {x ∈ Dk: h(x) ∈ ∂Bρ}. Then ∂ A0 ⊂ B and
γ
(
h(Dk)∩ ∂Bρ
)= γ (h(B)) γ (B) γ (∂ A0) = k.
Now, by a Gagliardo–Nirenberg inequality (see [24, p. 125]), there exists a positive constant C > 0
such that
( 1∫
0
|u|q+1 dx
) 1
q+1
 C
( 1∫
0
∣∣u′′∣∣ p+1p dx)a
p
p+1( 1∫
0
|u| p+1p dx
)(1−a) pp+1
, ∀u ∈ Ep,
with a = 12 pq−1(p+1)(q+1) . Then, there exist positive constants C1,C2 > 0 such that for every u ∈ Ep
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p + 1
1∫
0
∣∣u′′∣∣ p+1p dx− C2( 1∫
0
∣∣u′′∣∣ p+1p dx)a
p(q+1)
p+1 ( 1∫
0
|u| p+1p dx
)(1−a) p(q+1)p+1
− C1
( 1∫
0
|u| p+1p dx
) p+1
p
.
So, if u ∈ ∂Bρ ∩ Ecp,k−1, then by (3.5)
J (u) p
p + 1ρ
p+1
p − C3 ρ
q+1
k(q+1)(1−a)2
− C4 ρ
k2
= ρ p+1p
(
p
p + 1 −
C3
k(q+1)(1−a)2
ρ
pq−1
p
)
− C4
k2
ρ.
Take ρk = ( pk(q+1)(1−a)22(p+1)C3 )
p
pq−1 . Then
J (u) p
2(p + 1)ρ
p+1
p
k −
C4
k2
ρk  C5kγ ,
for k large enough, where
γ = (q + 1)(1− a)2 p
pq − 1
p + 1
p
= 2(p + 1)(q + 1)
pq − 1 − 1. 
Now, let
Uk :=
{
u = t sin((k + 1)πx)+ w: t  0, w ∈ Ep,k, ‖u‖ Rk+1}, (4.18)
Λk :=
{
H ∈ C(Uk, Ep), H|Dk ∈ Gk, H|(∂BRk+1∩Ep,k+1)∪(BRk+1∩BcRk∩Ep,k) = Id
}
, (4.19)
ck = inf
H∈Λk
max
u∈Uk
J
(
H(u)
)
. (4.20)
Comparing (4.20) and (4.16), it follows that
ck  bk, ∀k 1.
Also it is important to observe that Dk+1 := BRk+1 ∩ Ep,k+1 = Uk ∪ (−Uk).
The next proposition is the counterpart of Proposition 10.43 in [27] and Proposition 5.4 in [17].
Proposition 4.9. If ck > bk > M1 , then for each δ ∈ (0, ck − bk) deﬁne
Λk(δ) =
{
H ∈ Λk: J
(
H(u)
)
 bk + δ ∀u ∈ Dk
}
(4.21)
and
ck(δ) = inf
H∈Λk(δ)
max
u∈Uk
J
(
H(u)
)
. (4.22)
Then ck(δ) is a critical value for J .
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By contradiction, suppose that ck(δ) is not a critical value for J and take  <
1
2 (ck − bk − δ). By
the classical deformation lemma, for  > 0 even smaller if necessary, there exists a homeomorphism
η : Ep → Ep such that
η
(
J ck(δ)+
)⊂ J ck(δ)− and (4.23)
η(u) = u, if u /∈ J−1([ck(δ)− 2, ck(δ)+ 2]). (4.24)
Choose H ∈ Λk(δ) such that
max
u∈Uk
J
(
H(u)
)
< ck(δ)+ . (4.25)
By the choice of  , note that if u ∈ Dk , then
J
(
H(u)
)
 bk + δ < ck(δ)− 2. (4.26)
On the other hand, by (4.24) and (4.26), η ◦ H|Dk = H|Dk ∈ Gk . If u ∈ (∂BRk+1 ∩ Ep,k+1) ∪ (BRk+1 ∩
BcRk ∩ Ep,k), then J (u) 0. Since 0< ck(δ)− 2 , it follows from (4.24) that η ◦ H ∈ Λk(δ).
Hence, (4.22)–(4.23) and (4.25) induce a contradiction. 
The next proposition is the counterpart of Proposition 10.46 in [27] and Proposition 5.5 in [17].
Proposition 4.10. If there exists k∗ such that ck = bk for all k  k∗ , then there exist a constant C > 0 and
k′  k∗ such that
bk  Ck
q+1
q , ∀k k′. (4.27)
Proof. Let β > 0 be as at (i) of Lemma 4.7. Let t0 > 0 be such that t−β(t
1
q+1 +1) > 0 for every t  t0.
Let k0 ∈ N be such that bk  t0 for every k k0 and set k′ := max{k∗,k0}.
Claim. For every k k′ ,
bk+1  bk + β
(
b
1
q+1
k + 1
)
. (4.28)
Then (4.28) implies (4.27); see [27, p. 68].
Fix k k′ , let  > 0 and choose H ∈ Λk such that
max
u∈Uk
J
(
H(u)
)
 ck +  = bk + . (4.29)
Since Dk+1 = Uk ∪ (−Uk), H can be continuously extended to Dk+1 as an odd function. Denote such
extension also by H . Therefore, by (4.16)
bk+1  max
u∈Dk+1
J
(
H(u)
)= J(H(w)) (4.30)
for some w ∈ Dk+1.
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bk+1 max
u∈Uk
J
(
H(u)
)
 ck +  = bk + . (4.31)
Now, consider the case where w ∈ −Uk .
By (i) of Lemma 4.7, (4.30) and the deﬁnition of k0, it follows that
J
(
H(−w)) J(H(w))− β(( J(H(w))) 1q+1 + 1)> 0.
Then, by (4.30), (i) of Lemma 4.7 and (4.29)
bk+1  J
(
H(w)
)= J(−H(−w)) J(H(−w))+ β(( J(H(−w))) 1q+1 + 1)
 bk +  + β
(
(bk + )
1
q+1 + 1). (4.32)
Since  > 0 was arbitrary, by (4.31)–(4.32), (4.28) holds. 
At this point the proof of Theorem 4.2 is a straightforward consequence of Propositions 4.8–4.10
combined with the fact that
q + 1
q
< γ = 2(p + 1)(q + 1)
pq − 1 − 1.
5. Applications to concave-convex problems
5.1. A nonlinear fourth-order problem
In the last section, in order to prove Theorem 4.2, we exploited the fact that {sin(nπt): n  1} is
a Schauder basis for Ep . In particular, it was crucial to the proof of Lemma 3.3.
In this part we consider a problem which is a modiﬁcation of problem (4.3). Here we consider the
following fourth-order quasilinear ODE
{(∣∣u′′∣∣ 1p −1u′′)′′ = |u|q−1u + λg(x)|u|r−1u, x ∈ (0,1),
u(0),u(1),u′′(0),u′′(1) = 0,
(5.1)
under the following hypotheses:
(h1) 0< r < 1p < q; λ 0.
(h2) g ∈ C1([0,1]), g  0 and g = 0.
We stress that, due to (h1), (5.1) has a concave-convex type.
Similar to (4.3), the motivation to consider (5.1) comes from its equivalence with the Hamiltonian
system ⎧⎪⎨⎪⎩
−u′′ = |v|p−1v, x ∈ (0,1),
−v ′′ = |u|q−1u + λg(x)|u|r−1u, x ∈ (0,1),
u, v = 0 on {0,1}.
(5.2)
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biharmonic operator as well as the p-Laplacian is a variation of the Laplacian.
As presented in [9,11], the appropriated space to treat (5.1) is the Sobolev space Ep introduced at
Deﬁnition 3.1. We deﬁne the weak solutions for (5.1) as the critical points of
Iλ(u) = p
p + 1
1∫
0
∣∣u′′∣∣ p+1p dt − 1
q + 1
1∫
0
|u|q+1 dt − λ
r + 1
1∫
0
g(t)|u|r+1 dt, u ∈ Ep,
which is well deﬁned on Ep and of class C1. It turns out that the weak solutions for (5.1) produce
classical solutions for (5.2); see [11, Theorem 1.1].
Theorem 1.3 in [11] restricted to the one-dimensional case, see also some comments in [11, Sec-
tion 1], states the following results concerning (5.1).
Theorem 5.1. Suppose (h1)–(h2).
(I) For every λ 0 there exists a sequence (uk) of weak solutions of (5.1) such that Iλ(uk) → +∞.
(II) If g > 0 in (0,1), then for every λ > 0 there exists a sequence (uk) of weak solutions of (5.1) such that
Iλ(uk) < 0 and Iλ(uk) → 0.
In [11], the existence of a Schauder basis for Ep played an important role in the proof of (I)–(II) of
Theorem 5.1. Here, we are able to improve Theorem 5.1 because we know explicitly a Schauder basis
for Ep .
For each integer k  1 let Ep,k be as deﬁned in (3.4). The hypothesis g > 0 in (0,1), at (II) of
Theorem 5.1, was uniquely employed in [11] to guarantee that for every k 1, the application
u →
( 1∫
0
g(t)|u|r+1 dt
) 1
r+1
deﬁnes a norm on Ep,k .
Our contribution in this paper concerning (5.1) is that we guarantee the result of item (II) of
Theorem 5.1 dropping the condition g > 0 in (0,1), that is, we allow g to vanish in subsets of (0,1).
Theorem 5.2. Suppose (h1)–(h2). Then for every λ > 0 there exists a sequence (uk) of weak solutions of (5.1)
such that Iλ(uk) < 0 and Iλ(uk) → 0.
Our argument is based on Lemma 5.3 below, which relies on the unique continuation principle.
Let Ω ⊂ RN , N  1, be a bounded smooth domain. Let (λk) and {ϕk} be the sequence of eigenval-
ues and the set and eigenfunctions of (−, H10(Ω)), respectively.
From (λk) we construct the sequence (αk) in such way: (αk) is strictly increasing and {αk} = {λk}.
Lemma 5.3. Let u =∑nj=1a jϕ j . Let ω ⊂ Ω be a nonempty open set. If u ≡ 0 in ω, then u ≡ 0 in Ω .
Proof. It is possible to rewrite u =∑ki=1ψi such that −ψi = αiψi in Ω for every i ∈ {1, . . . ,k}. Then,
one applies to u the − operator up to (k − 1)-times, in order to get the system
AΨ = 0 in ω,
where A = (aij) is the (k × k)-matrix, with aij := αi−1j , Ψ = (ψi)T , for 1 i, j  k.
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zero. Therefore, ψ1 ≡ · · · ≡ ψk ≡ 0 in ω.
So, for each j  1, ⎧⎪⎨⎪⎩
−ψ j = α jψ j inΩ,
ψ j = 0 on ∂Ω,
ψ j = 0 in ω.
Then, by the unique continuation principle, ψ j must vanish in Ω for j = 1, . . . ,k. Therefore, u ≡ 0
in Ω . 
5.2. A concave-convex problem involving the p-Laplacian
Now, consider {
−(∣∣u′∣∣p−2u′)′ = |u|q−2u + λg(x)|u|r−2u, x ∈ (0,1),
u(0) = u(1) = 0,
(5.3)
under the assumptions:
(B1) 1< r < p < q; λ 0;
(B2) g ∈ C1([0,1]), g  0 in [0,1] and g = 0.
Let
Jλ(u) = 1
p
1∫
0
∣∣u′∣∣p dx− 1
q
1∫
0
|u|q dx− λ
r
1∫
0
g(x)|u|r dx, u ∈ W 1,p0 (0,1).
By arguments which are similar to those employed in the proof of Theorems 5.1 and 5.2 we obtain
the proof for the following theorem.
Theorem 5.4. Suppose (B1)–(B2).
(I) For every λ 0 there exists a sequence (uk) of weak solutions of (5.1) such that Jλ(uk) → +∞.
(II) For every λ > 0 there exists a sequence (uk) of weak solutions of (5.1) such that Jλ(uk) < 0 and
Jλ(uk) → 0.
We stress that our contribution in Theorems 5.4 concerns the fact that we allow g to vanish in
subintervals of [0,1].
6. Further remarks
Let 1 < r < ∞. A crucial argument employed in this paper, at least for the proof of Theorem 4.2
and therefore for the proof of Theorem 1.1, concerns the convergence in Lr((0,1)) of the Fourier series
of a function in Lr((0,1)).
Let Ω ⊂ RN , with N  1, be a bounded smooth domain. In the case that p = 1, (4.3) becomes
a problem involving the biharmonic operator under Navier boundary conditions. Recall that (ϕk)
stands for the sequence of eigenfunctions of (−, H10(Ω)). Since (ϕk) is a Hilbert basis for L2(Ω)
and H2(Ω) ∩ H10(Ω), we can extend the results of Theorem 4.2 to higher dimensions, concerning for
example the superlinear symmetric perturbed problem
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2u = |u|q−1u + g(x), x ∈ Ω,
u,−u = 0 on ∂Ω. (6.1)
Related to (6.1) we cite the work of Lancelotti et al. [23] which deals with (6.1) under Dirichlet
boundary conditions.
In the same way, since (ϕk) is a Hilbert basis for H2(Ω) ∩ H10(Ω) and for H10(Ω), we can extend
the results of Theorems 5.1, 5.2 and 5.4 to the case of concave-convex problems of the type{
2u = |u|q−1u + λg(x)|u|r−1u, x ∈ Ω,
u,−u = 0 on ∂Ω,
{−u = |u|q−2u + λg(x)|u|r−2u, x ∈ Ω,
u = 0 on ∂Ω,
where q + 1 (resp. q) is supposed to be subcritical.
However, we are not able to extend, from the ODE case to the PDE case, the results concerning
the nonlinear problems (4.3) and (5.1) because if N  2, then (ϕk) may not be a Schauder basis for
L
p+1
p (Ω) if p = 1. For example, if N = 2 and Ω = (0,1) × (0,1), then the sequence of eigenfunc-
tions of (−, H10(Ω)), ordered according to the increasing value of the sequence of eigenvalues of
(−, H10(Ω)), is not a Schauder bases for L
p+1
p (Ω) since the “ball summation” for the double Fourier
series does not work; see [22, Section 3.3 and Theorem 3.5.6].
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