Gaussian graphical models have received considerable attention during the past four decades from the statistical and machine learning communities. In Bayesian treatments of this model, the G-Wishart distribution serves as the conjugate prior for inverse covariance matrices satisfying graphical constraints. While it is straightforward to posit the unnormalized densities, the normalizing constants of these distributions have been known only for graphs that are chordal, or decomposable. Up until now, it was unknown whether the normalizing constant for a general graph could be represented explicitly, and a considerable body of computational literature emerged that attempted to avoid this apparent intractability. We close this question by providing an explicit representation of the G-Wishart normalizing constant for general graphs.
1. Introduction. Let G = (V, E) be an undirected graph with vertex set V = {1, . . . , p} and edge set E. Let S p be the set of symmetric p × p matrices and S denote the cone in S p of positive definite matrices with zeros in all entries not corresponding to edges in the graph. Note that the positivity of all diagonal entries M ii follows from the positive-definiteness of the matrices M . A random vector X ∈ R p is said to satisfy the Gaussian graphical model (GGM) with graph G if X has a multivariate normal distribution with mean µ and covariance matrix Σ, denoted X ∼ N p (µ, Σ), where Σ −1 ∈ S p 0 (G). The inverse covariance matrix Σ −1 is called the concentration matrix and, throughout this paper, we denote Σ −1 by K.
Statistical inference for the concentration matrix K constrained to S p 0 (G) goes back to Dempster [6] , who proposed an algorithm for determining the maximum likelihood estimator [cf. , 29] . A Bayesian framework for this problem was introduced by Dawid and Lauritzen [5] , who proposed the HyperInverse Wishart (HIW) prior distribution for chordal (also known as decomposable or triangulated ) graphs G.
Chordal graphs enjoy a rich set of properties that led the HIW distribution to be particularly amenable to Bayesian analysis. Indeed, for nearly a decade after their introduction, focus on the Bayesian use of GGMs was placed primarily on chordal graphs [see e.g. 10] . This tractability stems from two causes: the ability to sample directly from HIWs [26] , and the ability to calculate their normalizing constants, which are critical quantities when comparing graphs or nesting GGMs in hierarchical structures.
Roverato [27] extended the HIW to general G. Focusing on K, AtayKayis and Massam [3] further studied this prior distribution. Following Letac and Massam [20] , Lenkoski and Dobra [19] termed this distribution the GWishart. For D ∈ S p 0 (G) and δ ∈ R, the G-Wishart density has the form
This distribution is conjugate [27] and proper for δ > 1 [22] .
Early work on the G-Wishart distribution was largely computational in nature [4, 7, 8, 15, 19, 30, 31] and was predicated on two assumptions: first, that a direct sampler was unavailable for this class of models and, second, that the normalizing constant could not be explicitly calculated. Lenkoski [18] developed a direct sampler for G-Wishart variates, mimicking the algorithm of Dempster [6] , thereby resolving the first open question. In this paper, we close the second question by deriving for general graphs G an explicit formula for the G-Wishart normalizing constant, where dK = p i=1 dk ii · i<j, (i,j)∈E dk ij denotes the product of differentials corresponding to all distinct non-zero entries in K.
For notational simplicity, we will consider the integral 2) has a long history, dating back to Wishart [32] , Wishart and Bartlett [33] , Ingham [13] , Siegel [28, Hilffsatz 37], Maass [21] , and many derivations of a statistical nature; see Olkin [25] and Giri [9, p. 224 ].
As noted above, I G (δ, D) is also known for chordal graphs. Let G be chordal, and let (T 1 , . . . , T d ) denote a perfect sequence of subsets of V . Further, let S i = (T 1 ∪ · · · ∪ T i ) ∩ T i+1 , i = 1, . . . , d − 1; then, S 1 , . . . , S d−1 are called the separators of G. The subsets T i and S i are cliques, meaning that they are complete graphs, and we denote their cardinalities by t i = |T i | and s i = |S i |. For S ⊆ {1, . . . , m}, let D SS denote the submatrix of D corresponding to the rows and columns in S. Then, This result follows because, for a chordal graph G, the G-Wishart density function can be factored into a product of density functions [5] .
For non-chordal graphs the problem of calculating I G (δ, D) has been open for over 20 years, and much of the computational methodology mentioned above was developed with the objective of either approximating I G (δ, D) or avoiding its calculation. Our result shows that an explicit representation of this quantity is indeed possible. This will enable dramatic increases in methodological applications of G-Wishart variates for general graphs, as model comparison and hierarchical considerations can now be performed without the need for computationally-intensive approximation methods.
The article proceeds as follows. We first treat the case in which D = I p , the p × p identity matrix; in Section 2 we explain the main tools used in this paper by showing how one can compute the integral I G (δ, I p ) for a specific non-chordal graph on five vertices. In Section 3 we derive a general, closedform, product formula for I G (δ, I p ), and we consider in Section 4 the case of general matrices D.
2. Computing I G (δ, I m ) for a non-chordal graph on five vertices. We consider in this section the non-chordal graph G 5 , shown in Figure 1 (left). The constant I G 5 (δ, I 5 ) is an integral over all positive definite matrices of the form
Proposition 2.1. The integral I G 5 (δ, I 5 ) converges absolutely for all δ > −1, and
Proof. We write K as a block matrix
According to the determinant formula for block matrices,
and hence
where we applied Equation (1.2) with D = I 3 to compute the integral over K BB . Denote by vec(K AB ) the vectorized matrix K AB , written column-bycolumn. We apply a formula for the Kronecker product of matrices (see Muirhead [24, p. 76] ) to obtain
Let AB = (k 23 , k 14 , k 15 ) T be the column vector containing the non-zero entries of vec(K AB ), and let Λ −1 be the diagonal matrix containing the entries of I 3 ⊗ (K AA ) −1 corresponding to the components of AB , i.e.,
where the latter equality follows from the cofactor formula for matrix inverses. Then
and hence we obtain the integral over K AB in the form of a Gaussian integral:
So we obtain
To compute this integral, note that K AA ∈ S 2 0 if and only if k 11 > 0, k 22 > 0, and
Inserting this result into (2.2), we find that the remaining integral with respect to k 11 and k 22 separates into a product of classical gamma integrals. On evaluating each of those integrals, we obtain
Substituting for Γ 3 (δ + 2) from (1.3), we obtain (2.1).
In this proof, we relied heavily on the special structure of the graph leading to a block matrix K with two complete sub-blocks. For example, the shift from
This proof can be extended to larger graphs with a similar structure. In Section 3 we will use this approach to compute I G (δ, I) for complete bipartite graphs. However, when the graph structure does not lead to a 'nice' block structure in K, it seems difficult to compute I G (δ, I) using this approach.
An alternative approach, which has been suggested and applied previously, is based on the Cholesky decomposition (also known as the Bartlett decomposition): Every positive definite matrix K can be written uniquely in the form K = AA T , where A = (a ij ) is an upper-triangular matrix with each a ii ∈ (0, ∞) and each off-diagonal a ij ∈ (−∞, ∞). It is more common to use a lower Cholesky decomposition, i.e. K = A T A. However, for reasons which will become clear in Section 3 we will use the upper Cholesky decomposition. Also, for simplifying notation in later sections, we will define the matrix A to be an upper-triangular matrix with
Computing AA T with this parametrization yields
In the following, we show how the integral I G 5 (δ, I 5 ) can be computed using this approach. Let which, by applying (2.6) below, equals
Collecting all terms, we obtain the same result as in Proposition 2.1.
For the last step in the above computation we used a well-known result:
.
This result can be proved by changing variables to polar coordinates and evaluating the resulting integral by elementary methods; alternatively, the integral can be deduced from the density function of the multivariate tdistribution (see [1, p. 55 
]).
A clear advantage of the approach which uses a Cholesky decomposition of K is that it allows us to easily integrate out all variables that are not involved in equations occurring due to zeros in K, e.g., Equation (2.4) for a 13 in the above computation. However, for cases in which there are many equations of this type, or the variables in these equations overlap, the computation of I G (δ, I p ) using this approach will generally be difficult. For both approaches, the ease of computation depends crucially on the ordering of the columns and rows, or equivalently, on the labeling of the vertices in the graph. We will see in Section 3 that one can directly deduce from the labeled graph the number and form of the equations that complicate the computations (such as Equation (2.4) in the case of G 5 ). The labeling or ordering of the variables that yields a minimal number of such equations is called a minimal fill-in ordering and is explained in the following section.
3. Computing I G (δ, I p ) for general non-chordal graphs. In this section, we compute I G (δ, I p ) for general non-chordal graphs. We start in Section 3.1 with the class of complete bipartite graphs. Because of the special structure of these graphs, we can use a similar approach as in the proof of Proposition 2.1 in the previous section. However, it seems that this approach does not easily lead to a formula for general non-chordal graphs. In Section 3.2 we introduce directed Gaussian graphical models and show how these models relate to the Cholesky factor approach to computing I G (δ, I p ). This will lead, ultimately, to a procedure for computing the normalizing constant for any graph G.
Bipartite graphs.
A complete bipartite graph on m + n vertices, denoted by H m,n , is an undirected graph whose vertices can be divided into two disjoint sets, U = {1, . . . , m} and V = {m + 1, . . . , m + n}, such that every vertex in U is connected to all vertices in V , but there are no edges within U or within V . For the graph H m,n , the corresponding matrix K is a block matrix,
where K AA and K BB are diagonal matrices of sizes m × m and n × n, respectively, and K AB is complete.
Proposition 3.1. The integral I Hm,n (δ, I m+n ) converges absolutely for all δ > −1, and
Proof. Applying the determinant formula for block matrices, we obtain
Since K AB is complete, we can make a change of variables and replace
BB ; the corresponding Jacobian is |K AA | n/2 |K BB | m/2 . Since
we obtain
where the range of integration is such that each diagonal entry of K AA and K BB is positive, K AB is complete, and I n − K T AB K AB is positive definite. Integrating over each diagonal entry of K AA and K BB , we obtain
Finally, since K AB is complete, we deduce the latter integral from (4.4).
In this computation, we used the special structure of the graph to decompose the inverse covariance matrix matrix K into a special block matrix. However, it seems difficult to extend this approach to examples for which K AB is not complete. Therefore, we focus in the sequel on the approach based on the Cholesky factorization of K, as described in Section 2.
3.2.
Directed Gaussian graphical models. Let G = (V, E) be a directed acyclic graph (DAG) consisting of vertices V = {1, . . . , p} and directed edges E. We assume, without loss of generality, that the vertices in G are topologically ordered, meaning that i < j for all (i, j) ∈ E. We associate to G a strictly upper-triangular matrix B of edge weights. So B = (b ij ) with b ij = 0 if and only if (i, j) ∈ E. Then a directed Gaussian graphical model on G for a random variable X ∈ R p is defined by X ∼ N p (0, Σ) with
To simplify notation, let a ii = d ii and a ij = −b ij d jj , and let A = (A ij ) with A ii = √ a ii and A ij = −a ij for all i = j. This is the same parametrization as introduced in (2.3). Then Σ −1 = AA T , and a ij = 0 for i = j if and only if (i, j) ∈ E. Note that AA T is the upper Cholesky decomposition of Σ −1 . Such a decomposition exists for any positive definite matrix and is unique. We will associate to a DAG, G = (V, E), and its corresponding directed Gaussian graphical model two undirected graphs. We denote by G s = (V, E s ) the skeleton of G obtained by replacing all directed edges in G by undirected edges. We denote by G m = (V, E m ) the moral graph of G, which reflects the conditional independencies in N p (0, Σ), i.e.,
Since Σ −1 also encodes the conditional independence relations of the form X i ⊥ ⊥ X j | X V \{i,j} , this is equivalent to the criterion,
So, the moral graph G m reflects the zero pattern of Σ −1 . The moral graph of G can also be defined graph-theoretically: It is formed by connecting all nodes i, j ∈ V that have a common child in G, i.e., for which there exists a node k ∈ V \ {i, j} such that (i, k), (j, k) ∈ E, and then making all edges in the graph undirected. The name stems from the fact that the moral graph is obtained by 'marrying' the parents. For a review of basic graph-theoretic concepts see e.g. Lauritzen [17, ch. 2] .
The moral graph is an important concept for our application. Let G = (V, E) be an undirected graph with V = {1, . . . , p}, for which we would like to compute I G (δ, I p ). Let G 0 = (V, E 0 ) with G 0 = G. Given a labeling of the vertices V we can associate a DAG G 0 = (V, E 0 ) to G 0 by orienting the edges in E 0 according to the topological ordering, i.e., for all (i, j) ∈ E 0 let (i, j) ∈ E 0 if i < j. Note that the skeleton of G 0 is the original undirected graph G 0 . Let G 1 = (V, E 1 ) be the moral graph of G 0 , i.e., G 1 = G m 0 , and let G 1 = (V, E 1 ) be the corresponding DAG obtained by orienting the edges in E 1 according to the ordering of the vertices V . So G 0 is a subgraph of G 1 . We repeat this procedure until G q+1 = G q . This results in a sequence of DAGs,
In the following, we denote by G = (V, E) the DAG associated to G = (V, E) obtained by orienting the edges in E according to the ordering of the vertices V . We denote byḠ = (V,Ē) the DAG associated to G = (V, E) obtained by repeatedly marrying parents in G, i.e.Ḡ = G q . We callḠ the moral DAG of G.
In the following lemma, we prove thatḠ s , the skeleton ofḠ, is a chordal graph with G ⊂Ḡ s . SoḠ s is a chordal cover of G. A chordal cover in general is not unique. However,Ḡ s is the unique chordal cover obtained by repeatedly marrying parents according to the vertex labeling V . We call this chordal cover the moral chordal graph of G and denote it byḠ = (V,Ē).
Lemma 3.2. Let G = (V, E) be an undirected graph and letḠ = (V,Ē) be the moral DAG of G obtained by repeatedly marrying parents. ThenḠ, the skeleton ofḠ, is a chordal graph.
Proof. We assume thatḠ is not chordal. So there exists a cycle of size at least 4 inḠ that does not contain any chord. SinceḠ is a DAG, the corresponding cycle inḠ must contain three vertices i, j, l with (i, l), (j, l) ∈ E. Since the cycle does not contain any chords, this means that the parents i, j are not connected inḠ. This is a contradiction toḠ being the moral DAG of G.
We now show how we can deduce from the undirected graph G = (V, E) the normalizing constant I G (δ, I p ) as an integral in terms of the Cholesky factor A. In the following, we use the standard graph-theoretic notation indeg(i) for the indegree of node i, representing the number of edges "arriving at" (or "pointing to") node i in a DAG G. Theorem 3.3. Let G = (V, E) be an undirected graph with vertices V = {1, . . . , p}. Let G = (V, E) be the DAG associated to G = (V, E) obtained by orienting the edges in E according to the ordering of the vertices in V . LetḠ = (V,Ē) denote the moral DAG of G andḠ = (V,Ē) its skeleton, the moral chordal graph of G. Let A be an upper-triangular matrix of size p × p with diagonal entries A ii = √ a ii and off-diagonal entries A ij = −a ij for all i < j. Then
where A * = {a ij : i = j or (i, j) ∈ E}, the range of a ii is (0, ∞), the range of a ij for (i, j) ∈ E is (−∞, ∞), and for a ij / ∈ A * ,
0 (Ḡ) and we can view K as an inverse covariance matrix of a directed Gaussian graphical model onḠ. Because the Cholesky decomposition is unique, A is a weighted adjacency matrix ofḠ and hence a ij = 0 for all (i, j) / ∈Ē. Let (i, j) be an edge that is present in the moral chordal graphḠ but not in G. We can assume that i < j. Hence (i, j) ∈Ē \ E and therefore
Thus, for each edge (i, j) ∈Ē \ E, we obtain an equation,
To complete the proof, we need to compute the Jacobian J of the transformation from K to A. We list the a ij 's column-wise, meaning that a ij precedes a lm if j < m or if j = m and i < l, omitting a ij for (i, j) / ∈ E, corresponding to the zeros in K. We list the k ij 's in the same ordering. Let the a ij 's correspond to the columns of the Jacobian, while the k ij 's correspond to the rows. In order to form J, we calculate the partial derivative of each k ij with respect to each a lm . Since K = AA T and A is upper-triangular then J also is upper-triangular; therefore, |J| = |diag(J)|. Since
Putting everything together completes the proof.
Example 3.4. We revisit the example G 5 discussed in Section 2. The moral DAG of G 5 is denoted byḠ 5 and depicted in Figure 1 (right) . Since the edges (2, 4) and (2, 5) are missing inḠ 5 , we immediately deduce that a 24 = a 25 = 0. In this example, only one edge needed to be added in the process of marrying parents, namely the edge (1,3) . This results in one equation for a 13 , which can be deduced from the colliders over the additional edge, i.e., nodes l ∈ V with (1, l), (3, l) ∈Ḡ, and results in
(a 14 a 34 + a 15 a 35 ).
Finally, the Jacobian can be deduced from the indegrees of the nodes in G 5 , which corresponds to the moral DAGḠ 5 after omitting the red edge. So the determinant of the Jacobian is When computing the integral I G 5 (δ, I 5 ) in Section 2, we saw that the equations corresponding to the additional edges (i, j) ∈Ē \ E complicate the computations significantly. So it is desirable to choose an ordering which requires us to add as few edges as possible. In fact, one can find an ordering of the vertices such thatḠ = G if and only if G is chordal. This is proven in the following Lemma.
Lemma 3.5. Let G = (V, E) be an undirected graph. Then G is chordal if and only if there exists an ordering of the nodes such thatḠ = G.
Proof. We first assume that G is not chordal. Since for every ordering of the vertices, the skeleton ofḠ is chordal,Ḡ = G. Next, we assume that G is chordal. Let (T 1 , . . . , T d ) denote a perfect sequence of subsets of V . We order the vertices such that i < j if i ∈ T l , j ∈ T m and l < m. Within each subset T k , the ordering does not matter. With this ordering all parents in G are already married and henceḠ = G. Therefore, no "complicated" equations need to be added if and only if G is chordal. In the following Theorem, we show how one can directly derive the normalizing constant I G (δ, I p ) from the graph G when G is chordal. One could also prove this result by using Equation (1.4) . Proposition 3.6. Let G = (V, E) be a chordal graph, where the vertices V = {1, . . . , p} are labelled according to a perfect ordering. Then
where indeg(i) denotes the indegree of node i in the DAG G.
Proof. It follows from Lemma 3.5 that since G is chordal and the vertices are labelled according to a perfect ordering,Ḡ = G. Hence, by Theorem 3.3,
where A * = (a ij : i = j or (i, j) ∈ E). Integrating variable by variable, we obtain
The proof now is complete.
This result shows that it is straightforward to integrate over edges and nodes that are not involved in the equations for the additional edges (i, j) ∈ E \ E needed to make a graph chordal. So, given a non-chordal graph G, it is helpful to find an ordering such that |Ē \ E| is minimized. This ordering is given by a perfect ordering of a minimal chordal cover of G, where minimality is with respect to the number of edges that need to be added in order to make G chordal. Using Proposition 3.6, we can compute the normalizing constant corresponding to a minimal chordal cover of G. The question remains, how can one compute the normalizing constant of G from the normalizing constant of a minimal chordal cover of G? In the following theorem, we show how one can compute the normalizing constant of a graph G from the normalizing constant of the graph resulting from adding one additional edge e to G. Theorem 3.7. Let G = (V, E) be an undirected graph with vertices V = {1, . . . , p}. Let G e = (V, E e ) denote the graph G with one additional edge e, i.e., E e = E ∪ {e}. Let d denote the number of triangles formed by the edge e and two other edges in G e . Then
Proof. We begin by defining an ordering of the vertices in such a way that one can easily integrate out the variables corresponding to the end points of e and the variable corresponding to e itself.
Let one of the end points of e be labelled as '1', the other end point as 'd + 2' and label the d vertices involved in triangles over the edge e by 2, . . . , d + 1. Label all remaining vertices by d + 3, . . . , p. LetḠ e denote the moral DAG to G e with edge setĒ e . Then the chosen ordering of the vertices guarantees thatĒ e =Ē ∪ {e}, and e / ∈Ē. Also, since all vertices 2, . . . , d + 1 are connected to vertex d + 2, no added edge inĒ \ E points to vertex d + 2 and hence a d+2,d+2 does not appear in any equation for the edges inĒ \ E. Similar arguments hold for vertex 1, since due to the ordering there can be no edge pointing to node 1.
Let A denote the Cholesky factor of G and A e the Cholesky factor of G e . Then
Let indeg denote the indegree with respect to the DAG G and indeg e the indegree with respect to the DAG G e . Let A * = ((a ii ) i / ∈{1,d+2} , (a ij ) (i,j)∈E ). Note that Then by Theorem 3.3,
The integral with respect to a 1,d+2 is a Gaussian integral, with value √ π. Also, by (3.2), exp(−a d+2,d+2 ) da d+2,d+2
exp(−a d+2,d+2 ) da d+2,d+2 .
Finally, since indeg
e (i) = indeg(i) for all i / ∈ {1, d + 2}, we obtain
By applying this theorem we can compute the normalizing constant for any graph G. First, we find a chordal cover of G and compute its normalizing constant by applying Proposition 3.6. It is desirable to start with a minimal chordal cover where, as before, "minimality" refers to the number of added edges. Then we delete, one at a time, the added edges that are in the chordal cover of G, but not in G, and compute the corresponding normalizing constant by applying Theorem 3.7. This finally results in the normalizing constant for G. In the following, we show how this procedure works for the graph G 5 .
Example 3.8. We revisit the example G 5 discussed in Section 2. The skeleton of the graph shown in Figure 1 (right) is a chordal cover of G 5 and the given vertex labeling is a perfect labeling. By applying Proposition 3.6, we deduce the normalizing constant for the graph G 5 with the additional edge e = (1, 3):
Since the number of triangles over the red edge (1, 3) is d = 3, we find by Theorem 3.7 that
4. Computing I G (δ, D) for general non-chordal graphs. In this section we extend the results in Section 3 to general D ∈ S p 0 and give a similar characterization as in Theorem 3.7, showing how the normalizing constant changes when removing an edge from a graph. This results in a procedure for computing I G (δ, D) for any graph G.
4.1.
Some results on a generalized hypergeometric function of matrix argument. We list in this subsection some results, involving a generalized hypergeometric function of matrix argument, that we will apply repeatedly in this section.
For a ∈ C and k ∈ {0, 1, 2, . . .}, we denote the rising factorial by
For t ∈ C and ρ ∈ {0, −1, −2, . . .} the classical generalized hypergeometric function, 0 F 1 (ρ, t), may be defined by the series expansion,
We refer to Andrews, et al. [2] for many other properties of this function.
The generalized hypergeometric function of matrix argument, 0 F 1 (ρ; Y ), Y ∈ S p 0 , is defined by the Laplace transform,
Herz [12] provided an extensive theory of the analytic properties of the function 0 F 1 . In particular, 0 F 1 (ρ; Y ) is simultaneously analytic in ρ for Re(ρ) > 1 2 (p − 1) and entire in Y ; so, as a function of Y , its domain of definition extends to the set S p and to the set of of complex symmetric matrices. Other properties of the function 0 F 1 , such as zonal polynomial expansions which generalize (4.1), are given by James [14] , Muirhead [24] , and Gross and Richards [11] .
Herz [12, p. 497] proved that the function 0 F 1 (ρ; Y ) depends only on the eigenvalues of Y , and moreover that if Re(ρ) > 
where, by convention, 0 F 1 (ρ; Y C) is an abbreviation for 0 F 1 (ρ; Y 1/2 CY 1/2 ) and Y 1/2 ∈ S p 0 is the unique square-root of Y . Setting C = 0 (the zero matrix) in (4.2) we deduce from the uniqueness of the Laplace transform and (1.2) that 0 F 1 (ρ; 0) = 1.
We will apply repeatedly a generalization of the Poisson integral to matrix spaces (see [12, pp. 495-496] and [14, Equation (151)
where the region of integration is the set of all k × p matrices X such that XX T ∈ S k 0 and I − XX T ∈ S k 0 . In particular, on setting A = 0 we obtain (4.4)
, a result which was used in Proposition 3.1.
For the case in which Y is a 2 × 2 matrix, Muirhead [23] proved that 
4.2.
The normalizing constant for non-chordal graphs. We want to calculate
the normalizing constant for G, a general non-chordal graph. By making the change of variables K → diag(D) −1/2 K diag(D) −1/2 we can assume, without loss of generality, that D has ones on the diagonal and therefore is a correlation matrix; this assumption will be maintained explicitly for the remainder of the paper.
In the sequel, we will encounter a 2 × m matrix C = (C ij ), and then we use the notation |C {1,2},{i,j} | for the minor corresponding to rows 1 and 2 and to columns i and j, where i, j ∈ {1, . . . , m}. We will need L = (L ij ), a 2 × m matrix of non-negative integers such that 2 i=1 m j=1 L ij = l, and we adopt the notation
We will also have Q = (Q ij ) 1≤i<j≤m , a vector of non-negative integers such that 1≤i<j≤m Q ij = q, and we set
Q ij , and
In the following result, we obtain the normalizing constant for H 2,m , a complete bipartite graph on 2 + m vertices. 
Proof. We order the vertices such that
where
. . , k m ), and K AB is complete. We partition D in a similar way
where diag(D) = (1, . . . , 1) and D AB = C. By applying the determinant formula for block matrices and making a change of variables to replace
BB , we obtain similarly as in the proof of Proposition 3.1:
Applying (4.3) to integrate over K AB , we obtain
Applying (4.5) and (4.1) we get
By the Binet-Cauchy formula (see Karlin [16, p. 1] ),
Hence, by the Multinomial Theorem,
where Q = (Q ij ) 1≤i<j≤m is a vector of non-negative integers, as defined earlier. Also,
and hence, by the Multinomial Theorem,
where L = (L ij ) is a 2×m matrix of non-negative integers, as defined earlier. Therefore,
By evaluating each gamma integral and simplifying the outcomes, we obtain
Finally, the value of I H 2,m (δ, I m+2 ) is obtained by applying Theorem 3.1 or Theorem 3.7, so the proof now is complete.
Note that if we set D = I m+2 in the proof of Proposition 4.1 then |C {1,2},{i,j} | = C ij = 0. Hence, in the infinite series, the only non-zero terms are those for which l = q = 0, so the series reduces identically to 1.
The special structure of K was crucial for the proof of Proposition 4.1. For general graphs we will need a combination of the approach used in this proof, where we represent K as a block matrix, and the approach used earlier, of representing K by its upper Cholesky decomposition. We now describe the normalizing constant as an integral over the variables in the Cholesky decomposition of K. This result is a generalization of Theorem 3.3.
Theorem 4.2. Let G = (V, E) be an undirected graph with vertices V = {1, . . . , p}. Let G = (V, E) be the DAG associated to G = (V, E) obtained by orienting the edges in E according to the ordering of the vertices in V . LetḠ = (V,Ē) denote the moral DAG of G. Let A be an upper-triangular matrix of size p×p with diagonal entries A ii = √ a ii and off-diagonal entries
where D ∈ S p 0 is a correlation matrix, A * = {a ij : i = j or (i, j) ∈ E}, the range of a ii is (0, ∞), the range of a ij for (i, j) ∈ E is (−∞, ∞), indeg(i) denotes the indegree of node i in G, and for
Proof. The proof is analogous to the proof of Theorem 3.3.
As a corollary to Proposition 4.1 and Theorem 4.2 we can describe how the normalizing constant changes when removing an edge from a graph with maximal clique size at most 3. Similarly as in the proof of Theorem 3.7, the main difficulty lies in defining a good ordering of the nodes. For simplifying notation we denote the quotient of the normalizing constants for general D and the identity matrix byĪ G (δ, D), i.e.,
As an example, note thatĪ H 2,m (δ, D) is given in Theorem 4.1.
Corollary 4.3. Let G = (V, E) be an undirected graph with vertices V = {1, . . . , p} and maximal clique size at most 3. Let G e = (V, E e ) denote the graph G with one additional edge e, i.e., E e = E ∪ {e}, such that its maximal clique size is also at most 3. Let d denote the number of triangles formed by the edge e and two other edges in G e . Then
where D {i 1 ,...,i k } denotes the principal submatrix of D corresponding to the rows and columns i 1 , . . . , i k .
Proof. We define an ordering of the vertices in such a way that the integral for the normalizing constant with respect to G decomposes into an integral over a bipartite graph and an integral over the remaining variables. Similarly as in the proof of Theorem 3.7, let one of the end points of e be labelled as '1', the other end point as 'd + 2' and label the d vertices involved in triangles over the edge e by 2, . . . , d + 1. Label all remaining vertices by d + 3, . . . , p. LetḠ denote the moral DAG to G with edge setĒ and similarly for G e . By Theorem 4.2, the normalizing constant for G decomposes into an integral over the variables A = {a ij | (i, j) ∈Ē, i, j ≤ d + 2} and an integral over the variables B = {a ij | (i, j) ∈Ē, a ij / ∈ A}. The equivalent statement holds for the graph G e with A e = A ∪ {e} and B e = B. Note that the integral over B is the same for G as for G e . The integral over A is the normalizing constant for the complete bipartite graph H 2,d with U = {1, d + 2} and V = {2, . . . , d + 1} where every vertex in U is connected to all vertices in V , but there are no edges within U nor within V . The integral over A e = A ∪ {e} is the normalizing constant for the complete bipartite graph H 2,d with one additional edge connecting the two nodes in U . We denote this graph by H e 2,d . So
is given by Proposition 4.1. The additional edge e makes the graph H e 2,m chordal and hence the normalizing constant can be computed using (1.4):
By Theorem 3.7,
By collecting all terms we find
For graphs with treewidth at most 2, there exists a chordal cover with maximal clique size at most 3. Since by removing edges the maximal clique size cannot increase, Corollary 4.3 can be applied to compute I G (δ, D) for any graph with treewidth at most 2. In order to give a procedure to compute I G (δ, D) for graphs with larger treewidth, we need to generalize Proposition 4.1 to block matrices of the form
where K AA is arbitrary of size 2 × 2, K AB is complete of size 2 × m and K BB is arbitrary of size m × m and then build on such a result to generalize Corollary 4.3. In Lemma 4.4 we analyze the case in which K AA is complete and in Lemma 4.5 the case in which K AA is diagonal. In the following, we denote by G B the subgraph of G induced by the vertices B ⊂ V .
Lemma 4.4. Let G be a graph on 2 + m vertices with two nodes that are connected to each other and to all other nodes, i.e. K is of the form
where K AA is a complete 2 × 2 matrix, K AB is a complete 2 × m matrix and K BB is an arbitrary m × m matrix. Then the integral I G (δ, D) converges absolutely for all δ > −1 and D ∈ S 2+m 0 . Further,
Proof. By applying the determinant formula for block matrices, making a change-of-variables to replace
BB and applying (4.3) as in the proof of Proposition 4.1 we find that
Since K AA is complete, we can apply (4.2):
AA D AB ). This completes the proof.
In the following lemma, we will encounter a symmetric matrix E BB = (E ij ) i,j∈B . Denoting Kronecker's delta by δ ij , we define the matrix of differential operators,
and denote its minor corresponding to the rows {α 1 , α 2 } and the columns
Lemma 4.5. Let G be a graph on 2 + m vertices with two nodes that are connected to all other nodes but not to each other, i.e. K is of the form
where 
is a vector of non-negative integers such that Q ++++ = q.
Proof. By applying the determinant formula for block matrices, making a change of variables to replace
Applying (4.5) and (4.1) as in the proof of Proposition 4.1 we obtain
and hence by the Multinomial Theorem
By the Binet-Cauchy formula ([16, p. 1]),
Hence by the Multinomial Theorem,
Collecting all terms, we find that
The two gamma integrals are computed easily, so only the integral over the variables K BB remains to be evaluated, and we shall evaluate that integral in terms of a normalizing constant for the graph G B . First, note that
, where
Let E ij denote the entry of E BB corresponding to nodes i and j in B. Then
By collecting all terms, we obtain the desired result.
With these two lemmas, we now have the tools to generalize Corollary 4.3 to graphs of treewidth larger than 2. In the following theorem, we will show how the normalizing constant changes when removing an edge from a general graph G. Theorem 4.6. Let G = (V, E) be an undirected graph on p vertices. Let G e = (V, E e ) denote the graph G with one additional edge e, i.e., E e = E ∪ {e}. Let d denote the number of triangles formed by the edge e and two other edges in G e . Let V be partitioned such that V = A∪B ∪C with |A| = 2, |B| = d, |C| = p − d − 2, and where A contains the two vertices adjacent to the edge e in G e , B contains all vertices in G e that span a triangle with the edge e, and C contains all remaining nodes. Then I G (δ, D) is given by π −1/2 Γ δ + .
Proof. Let G AB be the graph induced by the vertices A ∪ B. By Theorem 4.2 and as in the proof of Corollary 4.3, the normalizing constants for G and G e decompose into the normalizing constants for G AB and G e AB , respectively, and an integral over the variables involving C. Moreover, the integral over the variables involving C is the same for G and for G e . Hence, By applying this theorem, we can obtain an exact formula for the normalizing constant I G (δ, D) for any graph G. First, note that if G e has treewidth m, then the induced graph G B , where B ⊂ V contains all vertices in G e that span a triangle with the edge e, has treewidth at most m − 2. Corollary 4.3 leads to a procedure that allows computing the normalizing constant for any graph of treewidth at most 2. Hence by applying Theorem 4.6, we can compute the normalizing constant for any graph of treewidth at most 4. By repeatedly applying Theorem 4.6 we can compute the normalizing constant for any graph.
More precisely, the procedure is the following: Given a graph G, it is desirable to compute a minimal chordal cover of G. Here, minimality means that we choose a chordal cover with minimal clique size and among all these chordal covers we choose one with the minimal number of added edges. Then we delete, one at a time, the added edges that are in the minimal chordal cover of G but not in G itself, and update the normalizing constant at every step. For each such edge, updating the normalizing constant requires computing the normalizing constant for the induced graph G B , where B ⊂ V contains all vertices in G e that span a triangle with the edge e. So we reduced the problem to a simpler problem since treewidth(G B ) ≤ treewidth(G) − 2.
If the treewidth of G B is at most 2, then applying Corollary 4.3 gives the normalizing constant for G B . Otherwise, we need to compute the normalizing constant for G B by taking a minimal chordal cover of G B and removing one edge at a time.
This procedure allows computing the normalizing constant for any graph. However, for graphs of large treewidth this procedure may be quite expensive In addition, |D {1,3},{4,5} | = 0. Hence in the infinite sums only the terms for q = 0 and l = 0 are non-zero, and the infinite sums reduce to 1. Since |D {1,3} | = |D {1,2,3} | = |D {1,3,4,5} | = 1, we see that the formula for I G 5 (δ, D) indeed reduces to I G 5 (δ, I 5 ).
