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Abstract
We prove that a closed set K of a ﬁnite-dimensional space is invariant under the stochastic
control system
dX ¼ bðX ; vðtÞÞ dt þ sðX ; vðtÞÞ dWðtÞ; vðtÞAU ;
if and only if it is invariant under the deterministic control system with two controls
x0 ¼ bðx; vðtÞÞ  1
2
Xm
j¼1
Dsjðx; vðtÞÞsjðx; vðtÞÞ þ sðx; vðtÞÞuðtÞ; uðtÞAH1; vðtÞAU :
This extends the well-known result of stochastic differential equations to stochastic control systems.
Furthermore, we ask only C1;1 regularity of the diffusion s instead of the usual assumption sAC2:
In this way our result is new even for stochastic differential equations. The arguments of the proof
are based on estimates between solutions of the stochastic control system with time independent
controls and families of solutions fxoð	ÞgoAO to the deterministic control system
x0 ¼ sðx; voÞuoðtÞ; uoðtÞAH1
with appropriately chosen controls uoðtÞ and voAU :
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1. Introduction
We are given two ﬁnite-dimensional spaces H and H1; a complete ﬁltered
probability space ðO;F; fFtgtX0;PÞ such that fFtgtX0 is right continuous, F0
contains all P-null sets of F and a standard H1-valued fFtgtX0-Brownian motion
WðtÞ; tX0:
This paper is devoted to the problem of invariance of closed sets under the
stochastic control system
dX ¼ bðX ; vðtÞÞ dt þ sðX ; vðtÞÞ dW ðtÞ; vðtÞAU ; ð1:1Þ
where U is a complete separable metric space and b: H  U-H; and s: H 
U-LðH1; HÞ are bounded continuous mappings which are Lipschitz with respect to
the ﬁrst variable, and controls vðtÞ are U-valued mappings which are progressively
measurable with respect to the family Ft; called admissible controls.
A set KCH is invariant under the control system (1.1) if for every F0-random
variable X0AL2ðOÞ such that X0AK almost surely and every admissible control vð	Þ;
the solution X to (1.1) starting at X0 satisﬁes for all tX0; XðtÞAK almost surely. We
refer to [23] for the deﬁnition of solutions to stochastic control systems.
When b and s are control independent, the above system reduces to the stochastic
differential equation
dX ¼ bðXÞ dt þ sðXÞ dW ðtÞ: ð1:2Þ
Recently, a number of papers were written on stochastic viability and invariance
of closed sets. In the case of stochastic equation (1.2) conditions for the invariance
were expressed using the Stratonovitch drift [13] (see also [14] when K is the closure
of an open set with smooth boundary) or stochastic contingent sets [2,3]. Next, a
characterization of invariance, based on [13], in terms of curvature of the boundary
of K was proposed in [6].
For stochastic control systems and differential inclusions different authors used
stochastic contingent sets [4,5], viscosity solutions of second-order partial differential
equations [8–10] and derivatives of the distance function [12], see also [15–17,19–21]
for several other approaches.
The method based on the second-order partial differential equations deals with
value functions of some associated optimal control problems. In [8] it is the exit time
function, while in [10] it is the value function of an inﬁnite horizon problem. These
tools use the second order jets of continuous solutions to PDEs. So the second-order
normal cones to K arise naturally in characterizations of invariance.
In contrast, the results of Doss [13] obtained in the context of stochastic equations
use only ﬁrst-order normals to K : This approach is based on an equivalence between
invariance of stochastic equation (1.2) and that of an associated deterministic control
system. Namely it was shown in [13] that if sAC3 and has bounded derivatives up to
the order three, then K is invariant under the stochastic equation (1.2) if and only if
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K is invariant under the (well understood) deterministic control system
x0 ¼ bðxÞ  1
2
Xm
j¼1
DsjðxÞsjðxÞ þ sðxÞuðtÞ; uAL1locðRþ; H1Þ: ð1:3Þ
Theory of [13] needs however more regularity of the diffusion term s (C3b instead of
bounded and Lipschitz continuous) and is based on the support theorem which is
not applicable in the presence of controls.
In this paper, we prove a similar ﬁrst order characterization of invariance for
stochastic control systems, when sAC1;1b : That is we extend the Doss theorem into
two directions: to control systems and less regular s: Furthermore, we propose a very
direct ‘‘deterministic proof ’’, while in [13] arguments are based on the support
theorem of stochastic analysis.
Recall that in the deterministic case a necessary and sufﬁcient condition for
invariance of K under (1.3) can be expressed by using tangents to K:
bðxÞ  1
2
Xm
j¼1
DsjðxÞsjðxÞ þ sðxÞuATKðxÞ; 8xAK ; 8uAH1
(see Section 2 for the deﬁnition of TKðxÞ and [1] for the thorough study of invariance
in the deterministic case). The result of Doss implies that K is invariant under the
stochastic system (1.2) if and only if the so called Stratonovitch drift is tangent to K :
bðxÞ  1
2
Xm
j¼1
DsjðxÞsjðxÞATKðxÞ; 8xAK ð1:4Þ
and the image of the diffusion s is tangent to K :
sðxÞuATKðxÞ; 8xAK ; 8uAH1: ð1:5Þ
In Section 2 we show that condition (1.5) in turn is equivalent to the invariance of the
boundary of K under the deterministic control system
x0 ¼ sðxÞuðtÞ; uAL1locðRþ; H1Þ: ð1:6Þ
Instead of using the support theorem, we take the deterministic control system
(1.6) as a starting point. We ﬁrst show in Section 3 that if K is invariant under (1.2),
then (1.5) holds true. In fact, we prove even a much stronger result for continuous
data and weak solutions. Hence K is also invariant under the deterministic control
system (1.6). Consider next a solution XðtÞ to (1.2) starting at some xAK : If K is
invariant under (1.2), then for all h40; XðhÞAK almost surely. For almost every
oAO we extend then XoðhÞ by an invariant solution of the deterministic system (1.6)
with an appropriately chosen constant control uo: In Section 4, from an analysis of
these extensions, we deduce (1.4). In this way we get two necessary conditions for
invariance (1.4) and (1.5), which are stated (equivalently) using proximal normals.
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To prove that conditions (1.4) and (1.5) are also sufﬁcient for the invariance of K
under (1.2), consider a solution XðtÞ to (1.2) starting at some random variable
X0AL2ðOÞ with X0AK almost surely. In Section 4, we check that for all t40; cðtÞ :
¼ Ed2KðXðtÞÞ ¼ 0; where dKðxÞ denotes the distance from x to K : The idea is to deﬁne
for every ﬁxed t40 with cðtÞ40 and all h40 anFtþh-random variable yðhÞAK such
that EjXðt þ hÞ  yðhÞj2pcðtÞ þ LhcðtÞ þ oðhÞ; with L independent from t: This
leads to the inequality dcðtÞpLcðtÞ; where dcðtÞ is the lower right derivative of c at
t: Then an extension of the Gronwall inequality proposed in Section 2 (Proposition
2.7) allows to conclude that c ¼ 0: In order to construct yðhÞ we use again invariant
solutions to (1.6) with appropriately chosen controls.
In Section 5, we turn to stochastic control system (1.1). Taking constant controls
vAU ; the necessary conditions for the invariance of K under (1.1) may be written as
bðx; vÞ  1
2
Xm
j¼1
Dsjðx; vÞsjðx; vÞATKðxÞ; Imðsðx; vÞÞCTKðxÞ; 8vAU ; xAK : ð1:7Þ
When controls are piecewise constant with respect to the time, by the same
constructions as those used for stochastic equations in Section 4, we show that
conditions (1.7) are also sufﬁcient for the invariance. Then we approximate solutions
corresponding to any admissible control by solutions with piecewise constant
controls to prove the invariance of K in the full generality.
In conclusion, K is invariant under the stochastic control system (1.1) if and only if
it is invariant under the deterministic control system with two (deterministic)
controls
x0 ¼ bðx; vðtÞÞ  1
2
Pm
j¼1 Dsjðx; vðtÞÞsjðx; vðtÞÞ þ sðx; vðtÞÞuðtÞ;
uAL1locðRþ; H1Þ; v: Rþ-U is measurable:
(
In Section 5, the tangential characterization (1.7) of the invariance is also stated in
terms of proximal normals and normal cones. Finally, using the same idea as in [6],
but a slightly different deﬁnition, we also characterize the invariance of K under (1.1)
using the curvature of K :
2. Preliminaries
We are given two euclidean ﬁnite-dimensional spaces H ¼ Rn and H1 ¼ Rm;
(norm j 	 j; inner product /	; 	S) and denote by B1 the closed unit ball in H1; and by
jj 	 jj the norm of LðH1; HÞ:
Consider a complete ﬁltered probability space ðO;F; fFtgtX0;PÞ such that
fFtgtX0 is right continuous, F0 contains all P-null sets of F and a standard H1-
valued fFtgtX0-Brownian motion WðtÞ; tX0 (see for instance [23] for the
corresponding deﬁnitions). The following result is well-known, since WðtÞ is a
Gaussian random variable with mean 0 and covariance operator tI :
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Proposition 2.1. There exists C140 such that for all t40
EjWðtÞj4pC1t2; EjWðtÞj6pC1t3:
Furthermore, for any bounded adapted process f : Rþ-LNðO; LðH1; HÞÞ there exists
c40 independent from f such that
E
Z t
0
f ðsÞ dW ðsÞ
 4pct2jj f jj4N; 8t40:
Let b: H-H; s: H-LðH1; HÞ be bounded Lipschitz continuous mappings.
Denote by sðxÞ the transpose of sðxÞ; by sjðxÞ the column j of the matrix sðxÞ and
by Dsj the jacobian of sj:
Then for every F0-random variable X0AL2ðOÞ; the differential stochastic
equation
dX ¼ bðXÞ dt þ sðXÞ dW ðtÞ;
Xð0Þ ¼ X0

ð2:1Þ
has a unique strong solution XðtÞ; i.e. for all t40;
X ðtÞ ¼ X0 þ
Z t
0
bðX ðsÞÞ ds þ
Z t
0
sðXðsÞÞ dW ðsÞ:
Furthermore, for every t040 there exists M040 such that
EjX ðs2Þ  Xðs1Þj2pM0ðs2  s1Þ; 80ps1os2pt0: ð2:2Þ
Consider a closed non-empty subset K of H: We denote by @K the boundary of K
and by dK the distance of xAH from K :
dKðxÞ ¼ inf
yAK
jx  yj; xAH:
Deﬁnition 2.2. The set K is called invariant under system (2.1) if for every
F0-random variable X0AL2ðOÞ such that X0AK almost surely, the strong solution X
to (2.1) satisﬁes for all tX0; XðtÞAK almost surely.
Recall that the contingent cone TKðxÞ to K at xAK is the set of all vectors vAH
such that lim infh-0þ dKðx þ hvÞ=h ¼ 0 and the normal cone NKðxÞ to K at xAK is
the negative polar cone of TKðxÞ:
Consider the set-valued map
@K{x* NKðxÞCH
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and ﬁx xA@K and pANKðxÞ: The contingent derivative DNKðx; pÞðuÞ of NK at ðx; pÞ
in the direction uAH is deﬁned by
vADNKðx; pÞðuÞ3(hi-0þ; (ðui; viÞ-ðu; vÞ such that x þ hiuiA@K ; p þ hiviANKðx þ hiuiÞ:
It is clear that DNKðx; pÞðuÞ ¼ |; whenever ueT@KðxÞ: See [7] for properties of
set-valued derivatives.
The contingent curvature of K at ðx; pÞAGraphðNKÞ is deﬁned by
8u; vAT@KðxÞ; CurvKðx; pÞðu; vÞ ¼ sup
mADNK ðx;pÞðuÞ
/m; vS:
It was introduced in [6] by the same formulae, but with the set K instead of @K :
Lemma 2.3. Assume that s: H-LðH1; HÞ is differentiable and for every xA@K and
pANKðxÞ; sðxÞp ¼ 0: Then for all vjADNKðx; pÞðsjðxÞÞ:
CurvKðx; pÞðsjðxÞ; sjðxÞÞ ¼ /vj; sjðxÞS ¼ /p; DsjðxÞsjðxÞS:
In particular, if for every xA@K there exists a unique unit outward normal nðxÞ to K at
x and if nð	Þ is differentiable on @K; then
Tr½n0ðxÞsðxÞsðxÞ ¼ 
Xm
j¼1
/nðxÞ; DsjðxÞsjðxÞS: ð2:3Þ
Proof. Let fejgj¼1;y;m be an orthonormal basis of H1; xA@K ; pANKðxÞ; u ¼
ðu1;y; umÞAH1; mADNKðx; pÞðsðxÞuÞ and consider hk-0þ; mk-m; vk-sðxÞu
such that x þ hkvkA@K ; p þ hkmkANKðx þ hkvkÞ: Then /p þ hkmk; sðx þ hkvkÞuS ¼
0: Thus
/mk; sðxÞuSþ p;
X
r
/rsirðxÞ; sðxÞuSur
* +
¼ oðhkÞ=hk:
Taking the limit when k-N implies
/m; sðxÞuSþ p;
X
r
/rsirðxÞ; sðxÞuSur
* +
¼ 0:
Setting in the last equality u ¼ ej yields
8mADNKðx; pÞðsjðxÞÞ; /m; sjðxÞS ¼ /p; DsjðxÞsjðxÞS: ð2:4Þ
To prove the last statement, observe that (2.4) yields
/sðxÞn0ðxÞsðxÞej; ejS ¼ /nðxÞ; DsjðxÞsjðxÞS:
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Adding the above expressions for j ¼ 1;y; m implies
Tr½sðxÞn0ðxÞsðxÞ ¼ 
Xm
j¼1
/nðxÞ; DsjðxÞsjðxÞS:
Since Tr½sðxÞn0ðxÞsðxÞ ¼ Tr½n0ðxÞsðxÞsðxÞ the proof is complete. &
A vector pAH is called a proximal normal to K at xAK if jpj ¼ dKðx þ pÞ: Clearly
p ¼ 0 is a proximal normal and it is the only proximal normal when x is in
the interior of K : It is well-known that if p is a proximal normal to K at x; then for
some c40
8yAK ; /p; y  xSpcjy  xj2: ð2:5Þ
Proposition 2.4. Assume that s: H-LðH1; HÞ is continuous. Then the following
conditions are equivalent:
(i) for all xAK and for any proximal normal p to K at x, sðxÞp ¼ 0;
(ii) for all xAK ; ImðsðxÞÞCTKðxÞ;
(iii) for all xAK and for any pANKðxÞ; sðxÞp ¼ 0:
Proof. Denote by NproxK ðyÞ the cone spanned by all proximal normals to K at yAK :
The Clarke normal cone to K at xAK is deﬁned by
NcKðxÞ :¼ co Limsup
y-x
yAK
N
prox
K ðyÞ
0@ 1A;
where Limsup denotes the Painleve´–Kuratowski upper limit (see for instance [7]) and
co the closed convex hull. The tangent cone CKðxÞ to K at x is the negative polar
cone to NcKðxÞ for xAK : It is well known that CKðxÞCTKðxÞ (see [7]). From the
deﬁnition of normal cone we deduce that if (i) holds true, then for all pANcKðxÞ;
sðxÞp ¼ 0 implying that ImðsðxÞÞCCKðxÞCTKðxÞ:
Observe next that if p is a proximal normal to K at x; then for every
vATKðxÞ; /p; vSp0: Consequently (ii) implies (i). Clearly (ii) yields (iii). Since for
any proximal normal p to K at x we have pANKðxÞ; (iii) implies (i). &
Proposition 2.5. Assume that s: H-LðH1; HÞ is locally Lipschitz. Then K and @K
are invariant under the deterministic control system
y0 ¼ sðyÞuðtÞ; uð	ÞAL1locðRþ; H1Þ; ð2:6Þ
if and only if and for all xAK and any proximal normal p at x we have sðxÞp ¼ 0:
Proof. If K (or @K) is invariant under the deterministic control system (2.6), then, by
taking constant controls in (2.6), from the deﬁnition of contingent cone we deduce
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that for all xAK ; ImðsðxÞÞCTKðxÞ: Proposition 2.4 implies then that for all xAK
and any proximal normal p at x we have sðxÞp ¼ 0: Conversely, if for all xAK and
any proximal normal p at x we have sðxÞp ¼ 0; then by Proposition 2.4 for all xAK ;
ImðsðxÞÞCTKðxÞ: This and [1] imply that the set K is invariant under the
deterministic control system (2.6).
To prove that @K is invariant, assume by a contradiction that for some control
uð	ÞAL1locðRþ; H1Þ and some T40; a solution y to (2.6) satisﬁes
yð0ÞA@K ; yðTÞAK\@K : Since s is locally Lipschitz, when the control uð	Þ is ﬁxed,
solutions to (2.6) depend continuously on the initial condition. Hence there exists
y1eK such that the solution z to
z0 ¼ sðzÞuðtÞ; zð0Þ ¼ y1
satisﬁes zðTÞAIntðKÞ: Set xðsÞ ¼ zðT  sÞ: Then xðTÞ ¼ y1eK ; xð0Þ ¼ zðTÞAK and
x0ðsÞ ¼ sðxðsÞÞðuðT  sÞÞ: Since K is invariant under (2.6) we also have xðTÞAK ;
contradicting the choice of y1 and completing the proof. &
Corollary 2.6. Assume that s: H-LðH1; HÞ is locally Lipschitz. Then the following
conditions are equivalent:
(i) for all xAK and for any proximal normal p to K at x; sðxÞp ¼ 0;
(ii) for all xA@K ; ImðsðxÞÞCT@KðxÞ:
Proof. By Proposition 2.5, if (i) holds true, then @K is invariant under the
deterministic control system (2.6). From the very deﬁnition of the contingent cone
we deduce (ii). If (ii) holds true, then for all xAK ; ImðsðxÞÞCTKðxÞ: Proposition 2.4
completes the proof. &
For c: Rþ-R the lower right derivative is deﬁned by dcðtÞ :¼
lim infh-0þ
cðtþhÞcðtÞ
h
:
Proposition 2.7. Consider T40 and a continuous function c: ½0; T -Rþ with
cð0Þ ¼ 0: Assume that for some LX0 and every tA½0; T ½ such that cðtÞ40 we have
dcðtÞpLcðtÞ: Then c ¼ 0:
Proof. By contradiction assume ﬁrst that for some 0ot2oT ; cðt2Þ40: Let t0 ¼
maxfsA½0; t2 j cðsÞ ¼ 0g: Fix any teAðt0; t2Þ and set CðsÞ ¼ cðsÞ if sA½te; t2 and
CðsÞ ¼ cðt2Þ for all sXt2: Then C40 on ½te;þNÞ: Let K denote the epigraph of C:
Then K is closed and for all ðt; rÞAK ; ð1; LCðtÞÞATKðt; rÞ: Hence, by the viability
theorem (see [1]) the solution ðt; yðtÞÞ to the system
t0ðsÞ ¼ 1; tð0Þ ¼ te;
y0ðsÞ ¼ LCðte þ sÞ; yð0Þ ¼ CðteÞ

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satisﬁes ðt; yðtÞÞAK : Thus Cðte þ tÞpCðteÞ þ
R t
0 LCðte þ sÞ ds: The Gronwall in-
equality implies that Cðte þ tÞpCðteÞeLt: Taking the limit when te-t0þ we get
Cðt0 þ tÞ ¼ 0 for all tX0: In particular cðt2Þ ¼ 0: The obtained contradiction yields
the result. &
3. A necessary condition for viability
Consider a closed non-empty subset KCH: We ﬁrst study a necessary condition
for the viability of K under (1.2) and deduce from it a necessary condition for the
invariance in terms of proximal normals and the diffusion. The result below may be
applied to any weak solution of (1.2). See for instance [22,18] for the deﬁnition of
weak solution.
A mapping X : Rþ-L2ðO; HÞ is called an adapted process if for every tX0; XðtÞ is
Ft-measurable.
Let b; s be bounded and continuous. Assume that an adapted process X ð	Þ is
continuous and for some xAH;
8tX0; X ðtÞ ¼ x þ
Z t
0
bðXðsÞÞ ds þ
Z t
0
sðXðsÞÞ dW ðsÞ a:s:; ð3:1Þ
where a.s. states for almost surely. In the other words X is a solution to (1.2) on a
complete ﬁltered probability space ðO;F; fFtgtX0;PÞ corresponding to the
fFtgtX0-Brownian motion W and the initial condition x (in general, such solution
may not exist for the given data, but it may be obtained with another probability
space and Brownian motion, see [22,16]).
The process Xð	Þ is called viable in K ; if for all tX0; XðtÞAK a.s.
Theorem 3.1. Assume that b and s are bounded and continuous. If an adapted process
Xð	Þ is continuous, satisfies (3.1) with xAK and for some hi-0þ; X ðhiÞAK a.s., then
for any proximal normal p to K at x we have sðxÞp ¼ 0:
In particular, if (1.2) has a weak solution starting at some xAK which is viable in K,
then for any proximal normal p to K at x we have sðxÞp ¼ 0:
Corollary 3.2. Assume that b; s are bounded and Lipschitz continuous. If K is invariant
under system (2.1), then for all xAK and any proximal normal p to K at x we have
sðxÞp ¼ 0:
Proof. By [22, Theorem 5.1.1] for everyF0-initial condition X0AL2ðOÞ there exists a
continuous version of the strong solution to (2.1). Theorem 3.1 completes the
proof. &
Theorem 3.1 follows from a more general result below.
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Theorem 3.3. Let f : ½0; T -L1ðO; HÞ; g: ½0; T -L2ðO; LðH1; HÞÞ be adapted and
continuous at zero, and fAL1ð½0; T   OÞ; gAL2ð½0; T   OÞ: Let xAK and define the
adapted process
XðtÞ :¼ x þ
Z t
0
f ðsÞ ds þ
Z t
0
gðsÞ dW ðsÞ:
Assume that at least one of the following two conditions is satisfied
(i) X ð	Þ is almost surely continuous at zero,
(ii) f ð0ÞAL2ðOÞ; gð0ÞAL4ðOÞ:
If for some hi-0þ; X ðhiÞAK a.s., then for any proximal normal p to K at x we have
gð0Þp ¼ 0 a.s.
Proof of Theorem 3.1. It is enough to set f ðtÞ ¼ bðXðtÞÞ and gðtÞ ¼ sðX ðtÞÞ: Since
b; s are bounded and continuous, f ð	Þ and gð	Þ are continuous at zero. All other
assumptions of Theorem 3.3 are veriﬁed as well by boundedness of b; s:
Proof of Theorem 3.3. It is not restrictive to suppose that x ¼ 0 and
p
jpj ¼ ð0;y; 1Þ:
Fix lAð0; 1=4: Then dKðlp þ XðhiÞÞpljpj; for all iX1: Denote by Bcðp; jpjÞ the
complement of the ball Bðp; jpjÞ: Set
cðyÞ ¼ ½dBcðp;jpjÞðlp þ yÞ4:
Clearly c is continuous, bounded, vanishing outside of Bðp; jpjÞ  lp: Moreover
cðyÞ ¼ ðjpj  jp  lp  yjÞ
4 if lp þ yABðp; jpjÞ;
0 otherwise:
(
If jlp þ y  pjojpj and palp þ y; then
DcðyÞ ¼ 4ðjpj  jp  lp  yjÞ3 p  lp  yjp  lp  yj:
If jlp þ y  pj4jpj; then DcðyÞ ¼ 0: Consequently for all yap  lp;
DcðyÞ ¼ 4ðjpj  jp  lp  yjÞ
3 p  lp  y
jp  lp  yj if lp þ yABðp; jpjÞ;
0 otherwise:
8<:
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So DcðyÞ is bounded on fyAH: lp þ yeBðp; 1
4
jpjÞg; and Dcð0Þ ¼ 4l3jpj2p: If jlp þ
y  pjojpj and palp þ y; then
D2cðyÞ ¼ 12ðjpj  jp  lp  yjÞ2 1jp  lp  yj2 ðp  lp  yÞ#ðp  lp  yÞ
þ 4ðjpj  jp  lp  yjÞ3 1jp  lp  yj3 ðp  lp  yÞ#ðp  lp  yÞ
 4ðjpj  jp  lp  yjÞ3 1jp  lp  yj Id:
If jlp þ y  pj4jpj; then D2cðyÞ ¼ 0: Consequently, D2c is continuous and bounded
outside of Bðp  lp; 1
4
jpjÞ: Differentiating again we ﬁnd that D3c is continuous and
bounded on the set
fyAH: lp þ yeBðp; 1
4
jpjÞg:
Moreover,
D2cð0Þ ¼ 12l2p#p þ 4l
3
1 l p#p  4jpj
2 l
3
1 l Id:
Let rACN be such that 0prp1 and
rðyÞ ¼ 0 if lp þ yABðp;
1
4
jpjÞ;
1 if lp þ yABcðp; 1
2
jpjÞ:
(
Deﬁne the function zðyÞ ¼ rðyÞcðyÞ: Then zAC2; is bounded and has bounded
derivatives up to order 3. Furthermore,
zðyÞpl4jpj4; 8yAK : ð3:2Þ
From Itoˆ’s formula (see for instance [18, Theorem 4.2.1]) and (3.2), since X ðhiÞAK
a.s. we get
zðX ðhiÞÞ ¼ l4jpj4 þ
Z hi
0
1
2
Tr½D2zðX ðsÞÞgðsÞgðsÞ þ/DzðXðsÞÞ; f ðsÞS
 
ds
þ
Z hi
0
/DzðXðsÞÞ; gðsÞ dW ðsÞSpl4jpj4 a:s:
Taking the expectation and using Fubini’s theorem to bring the expectation inside
the integrals, we obtainZ hi
0
E/DzðX ðsÞÞ; f ðsÞS ds þ 1
2
Z hi
0
ETr½D2zðX ðsÞÞgðsÞgðsÞ dsp0: ð3:3Þ
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Since Dz is bounded, for a constant c1 independent of s
/Dzð0Þ; f ð0ÞSp/DzðX ðsÞÞ; f ðsÞSþ c1j f ðsÞ  f ð0Þj
þ jDzðXðsÞÞ  Dzð0Þjj f ð0Þj: ð3:4Þ
If assumption (i) holds true, then jDzðXðsÞÞ  Dzð0Þjj f ð0Þj-0 a.s. when s-0þ :
This and the dominated convergence theorem yieldZ hi
0
EjDzðX ðsÞÞ  Dzð0Þjj f ð0Þj ds ¼ oðhiÞ: ð3:5Þ
If (ii) is satisﬁed, then, by the Lipschitz continuity of Dz; for some L40;
jDzðXðsÞÞ  Dzð0Þjj f ð0ÞjpLjXðsÞjj f ð0Þj
and, by the Ho¨lder inequality and (2.2), for some c240 and all i;Z hi
0
EjDzðX ðsÞÞ  Dzð0Þjj f ð0Þj dspL
Z hi
0
jjX ðsÞjjL2 jj f ð0ÞjjL2 ds
p c2Ljj f ð0ÞjjL2
Z hi
0
ﬃﬃ
s
p
ds ¼ oðhiÞ:
Thus also in this case we have (3.5).
Taking the expectation in (3.4) and integrating on ½0; hi; we deduce from (3.5) and
the continuity of f at zero that
hi E/Dzð0Þ; f ð0ÞSp
Z hi
0
E/DzðXðsÞÞ; f ðsÞS ds þ oðhiÞ: ð3:6Þ
On the other hand, since D2z is bounded, for some c340 independent from s;
Tr½D2zð0Þgð0Þgð0ÞpTr½D2zðXðsÞÞgðsÞgðsÞ
þ jjD2zðX ðsÞÞ  D2zð0Þjjjjgð0Þjj2
þ c3jjgðsÞ  gð0ÞjjðjjgðsÞjj þ jjgð0ÞjjÞ: ð3:7Þ
If (i) holds true, then jjD2zðX ðsÞÞ  D2zð0Þjjjjgð0Þjj2-0 a.s. when s-0þ : This and
the dominated convergence theorem yieldZ hi
0
EjjD2zðXðsÞÞ  D2zð0Þjjjjgð0Þjj2 ds ¼ oðhiÞ: ð3:8Þ
If (ii) is satisﬁed, then, by the Lipschitz continuity of D2z; for some L40;
jjD2zðXðsÞÞ  D2zð0Þjjjjgð0Þjj2pLjX ðsÞjjjgð0Þjj2
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and, by the Ho¨lder inequality, for some c440 independent from s
EðjX ðsÞjjjgð0Þjj2ÞpjjXðsÞjjL2 jjgð0Þjj2L4pc4jjgð0Þjj2L4
ﬃﬃ
s
p
:
Thus also in this case we have (3.8). On the other hand, by the Ho¨lder inequality,
EðjjgðsÞjjjjgðsÞ  gð0ÞjjÞpjjgðsÞjjL2 jjgðsÞ  gð0ÞjjL2
and
Eðjjgð0ÞjjjjgðsÞ  gð0ÞjjÞpjjgð0ÞjjL2 jjgðsÞ  gð0ÞjjL2 :
Taking the expectation in (3.7) and integrating on ½0; hi; we deduce from (3.8), the
continuity of g at zero and the last two inequalities that
hi
2
E Tr½D2zð0Þgð0Þgð0Þp1
2
Z hi
0
E Tr½D2zðX ðsÞÞgðsÞgðsÞ ds þ oðhiÞ: ð3:9Þ
Consequently, by (3.3), (3.6), (3.9)
hiE /Dzð0Þ; f ð0ÞSþ 1
2
Tr½D2zð0Þgð0Þgð0Þ
 
poðhiÞ:
Dividing by hi and taking the limit, we obtain
E/Dzð0Þ; f ð0ÞSþ 1
2
E Tr½D2zð0Þgð0Þgð0Þp0:
Thus
4l3jpj2E/p; f ð0ÞSþ 6l2E Tr½ðp#pÞgð0Þgð0Þ
þ l3 2
1 l E Tr½ðp#pÞgð0Þgð0Þ
  2
1 l jpj
2
E Tr½gð0Þgð0Þ
 
p0:
Dividing by l2 and letting l-0 we deduce that
ETr½ðp#pÞgð0Þgð0Þp0:
But p#p ¼ ðai; jÞ with an;n ¼ 1 and ai; j ¼ 0 for i þ jo2n: Thus
ETr½ðp#pÞgð0Þgð0Þ ¼ E
Xn
i¼1
gn;ið0Þ2p0:
So gn;ið0Þ ¼ 0 a.s. for all i and gð0Þp ¼ 0 a.s. as required.
Remark 3.4. In [2] the authors investigate invariance by using stochastic tangent
sets. Namely a pair of Ft-random variables ðb; gÞAL2ðO; HÞ  L2ðO; LðH1; HÞÞ is
tangent to K at ðt; xÞARþ  K if there exist continuous adapted processes zðsÞ and
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ZðsÞ converging to zero when s-tþ such that for all small h40;
x þ
Z tþh
t
ðbþ zðsÞÞ ds þ
Z tþh
t
ðgþ ZðsÞÞ dW ðsÞAK a:s:
If for some T4t; zAL1ð½t; T   OÞ; ZAL2ð½t; T   OÞ and gAL4ðOÞ; then
Theorem 3.3 may be applied and thus we get gp ¼ 0 a.s. for every proximal
normal p to K at x:
4. Necessary and sufﬁcient conditions for the invariance
We denote by C1;1b ðH; LðH1; HÞÞ the set of all functions s: H-LðH1; HÞ such
that s and its derivative s0 are bounded and s0ð	Þ is Lipschitz.
In this section, we assume that K is closed, b is Lipschitz and bounded, and that
sAC1;1b ðH; LðH1; HÞÞ: Recall that sjðxÞ denotes the column j of the matrix sðxÞ and
Dsj the jacobian of sj :
Theorem 4.1. Assume that K is closed, b is Lipschitz and bounded, and that sAC1;1b :
The set K is invariant under system (2.1) if and only if for every xA@K and for all
proximal normal p to K at x we have
p; bðxÞ  1
2
Xm
j¼1
DsjðxÞsjðxÞ
* +
p0; sðxÞp ¼ 0: ð4:1Þ
Remark 4.2. (a) In Theorem 4.1 instead of taking proximal normals p; we may take
vectors pANcKðxÞ (the Clarke normal cone to K at x). Indeed, it is enough to apply
the same arguments as those from the proof of Proposition 2.4 to show that if (4.1)
holds true for all proximal normals, then it is also valid for all pANcKðxÞ: Conversely,
since NproxK ðxÞCNcKðxÞ; if (4.1) holds true for all pANcKðxÞ; then it is also valid for all
proximal normals to K at x:
(b) In [8] invariance is deﬁned in a different way. Namely, the initial conditions are
elements of H instead of random variables.
From the proof of Theorem 4.1 provided below it follows that (4.1) is also a
necessary and sufﬁcient condition for the invariance of K with this different
deﬁnition.
Since NproxK ðxÞCNKðxÞCNcKðxÞ the above remark implies the following corollary.
Corollary 4.3. Assume that K is closed, b is Lipschitz and bounded, and that sAC1;1b :
Then K is invariant under (2.1) if and only if for every xA@K and for all pANKðxÞ
relations (4.1) hold true.
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Theorem 4.1 allows to extend to a less regular s a result from [13].
Corollary 4.4. Assume that K is closed, b is Lipschitz and bounded, and that sAC1;1b :
Then K is invariant under the stochastic system (2.1) if and only if K is invariant under
the deterministic control system
x0 ¼ bðxÞ  1
2
Xm
j¼1
DsjðxÞsjðxÞ þ sðxÞuðtÞ; uAL1locðRþ; H1Þ ð4:2Þ
or, equivalently, if and only if
bðxÞ  1
2
Xm
j¼1
DsjðxÞsjðxÞATKðxÞ; ImðsðxÞÞCTKðxÞ; 8xAK :
Proof. By Corollary 4.3, relations (4.1) may be equivalently written with
pANKðxÞ instead of proximal normals. Thus, by the separation theorem, (4.1) is
equivalent to
8xAK ; bðxÞ  1
2
Xm
j¼1
DsjðxÞsjðxÞAco TKðxÞ & ImðsðxÞÞCco TKðxÞ;
where co denotes the closed convex hull. By [7, Theorem 4.1.10] and continuity of
b; s in the above co TKðxÞ may be replaced by TKðxÞ: Hence, by [1], (4.1) is a
necessary and sufﬁcient condition for the invariance of K under (4.2). &
Theorem 4.1 and Lemma 2.3 imply the following two corollaries.
Corollary 4.5. Assume that b is Lipschitz and bounded, that sAC1;1b ; K is closed
and for every xA@K there exists a unique unit outward normal nðxÞ to K at x.
If nð	Þ is differentiable on @K ; then K is invariant under (2.1) if and only if for
every xA@K
/nðxÞ; bðxÞSþ 1
2
Tr½n0ðxÞsðxÞsðxÞp0; sðxÞnðxÞ ¼ 0: ð4:3Þ
Corollary 4.6. Assume that K is closed, b is Lipschitz and bounded and that sAC1;1b :
Further assume that for every xA@K and pANKðxÞ; DNKðx; pÞðsjðxÞÞa| for all j ¼
1;y; m: Then K is invariant under (2.1) if and only if for every xA@K and pANKðxÞ
/p; bðxÞSþ 1
2
Xm
j¼1
CurvKðx; pÞðsjðxÞ; sjðxÞÞp0; sðxÞp ¼ 0: ð4:4Þ
ARTICLE IN PRESS
G. Da Prato, H. Frankowska / J. Differential Equations 200 (2004) 18–5232
Furthermore, for all vjADNKðx; pÞðsjðxÞÞ
CurvKðx; pÞðsjðxÞ; sjðxÞÞ ¼ /vj; sjðxÞS ¼ /p; DsjðxÞsjðxÞS:
In order to prove Theorem 4.1 we shall need the following lemma. Let xAH and
let Xð	Þ be the strong solution to (2.1) with X0 ¼ x: Set
IijðtÞ :¼ sijðXðtÞÞ  sijðxÞ 
Z t
0
/rsijðX ðsÞÞ; bðXðsÞÞS ds

Z t
0
/rsijðXðsÞÞ; sðX ðsÞÞ dW ðsÞS: ð4:5Þ
Lemma 4.7. There exists a constant M140 independent from x such that for all
1pipn; 1pjpm
EðIijðtÞÞ2pM1t2; EðIijðtÞÞ4pM1t4; 8tX0: ð4:6Þ
Proof. We ﬁrst assume that in addition sAC2: By the Itoˆ formula
sijðXðtÞÞ ¼ sijðxÞ þ
Z t
0
/rsijðX ðsÞÞ; bðXðsÞÞSþ 1
2
Tr½s00ijssðXðsÞÞ
 
ds
þ
Z t
0
/rsijðXðsÞÞ; sðX ðsÞÞ dW ðsÞS:
Thus, EðIijðtÞÞr ¼ Eð12
R t
0 Tr½s00ijssðXðsÞÞ dsÞr for r ¼ 2; 4: Since s00ij and s are
bounded, it is enough to take M1 ¼ n4ð1þmaxi; j jjs00ijssjjNÞ4; where n ¼ dimðHÞ:
Consider next a molliﬁer c: H-½0; 1 and the sequence of CN functions fskijgkX1
deﬁned by
skijðzÞ :¼
Z
sijðz  y=kÞcðyÞ dy:
Then skij and its ﬁrst and second derivatives are bounded with the same bounds than
those of s: Furthermore, skij; rskij converge uniformly to sij and rsij; respectively.
Deﬁne Ikij ðtÞ as in (4.5) with sij replaced by skij : By the ﬁrst part of the proof for some
c40 and all kX1; EðIkij ðtÞÞ2pct2: Set
Jk :¼
Z t
0
/ðsrsij  ðskÞrskijÞðX ðsÞÞ; dW ðsÞS:
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Then for some constant a41
1
a
EðIijðtÞÞ2p EðIkij ðtÞÞ2 þ EðsijðXðtÞÞ  skijðX ðtÞÞÞ2 þ ðsijðxÞ  skijðxÞÞ2
þ E
Z t
0
/ðrsij rskijÞðX ðsÞÞ; bðXðsÞÞS ds
 2
þEðJkÞ2
p ct2 þ EðsijðXðtÞÞ  skijðXðtÞÞÞ2 þ ðsijðxÞ  skijðxÞÞ2
þ tjjbjj2N
Z t
0
Ejðrsij rskijÞðXðsÞÞj2 ds
þ
Z t
0
Ejðsrsij  ðskÞrskijÞðX ðsÞÞj2 ds:
Taking the limit when k-N we end the proof of the ﬁrst inequality in (4.6) with the
constant M1 ¼ ac:
To prove the second inequality, observe that for some constant b41
1
b
EðIijðtÞÞ4pEðIkij ðtÞÞ4 þ EðsijðXðtÞÞ  skijðXðtÞÞÞ4 þ ðsijðxÞ  skijðxÞÞ4
þ E
Z t
0
/ðrsij rskijÞðXðsÞÞ; bðX ðsÞÞS ds
 4
þEðJkÞ4:
We may apply the same limiting argument provided we show that
lim
k-N
EjJkj4 ¼ 0:
By Proposition 2.1 for a constant c040
EjJkj4pc0t2jjsrsij  ðskÞrskijjj4N:
The right-hand side of the above inequality converging to zero, the proof follows.
Fix u ¼ ðu1;y; umÞAB1 and consider the ordinary differential equation
y0 ¼ sðyÞu; yð0Þ ¼ x:
Since sAC1;1b ; its solution yð	Þ veriﬁes
yðsÞ ¼ x þ ssðxÞu þ s
2
2
X
j
/rsijðxÞ; sðxÞuSu j
 !
þ Oxðs3Þ; ð4:7Þ
where for some M40 independent from x; and all sX0
jOxðs3ÞjpMs3: & ð4:8Þ
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Proof of Theorem 4.1. Necessity: Assume that K is invariant. Then, by Corollary 3.2,
sðyÞpy ¼ 0 for all yAK and any proximal normal py to K at y:
Fix xAK and a proximal normal p to K at x: Then for some c40 we have
8zAK ; /p; z  xSpcjz  xj2: ð4:9Þ
Consider the strong solution X to (2.1) with X0 ¼ x: Then for a constant M040 and
t0 ¼ 1 inequality (2.2) holds true. Fix 0otp1; and also an element eWðtÞ in the class
of functions equivalent to WðtÞAL2ðO; H1Þ; and an element eXðtÞ in the class of
functions equivalent to X ðtÞAL2ðO; HÞ: For every oAO deﬁne
uo :¼
0 if eWoðtÞ ¼ 0;

eWoðtÞ
j eWoðtÞj otherwise:
8><>:
For all oAO; let zoð	Þ be the solution to the deterministic system
z0ðsÞ ¼ sðzðsÞÞuo; zð0Þ ¼ eXoðtÞ: ð4:10Þ
Since eXðtÞAK almost surely, by Proposition 2.5 we know that for almost all oAO
and for all sX0; zoðsÞAK :
For all xAH deﬁne Fðt; xÞ: O-LðH1; HÞ by
Fðt; xÞ :¼ ð fijðt; xÞÞ; fijðt; xÞo ¼ /rsijðxÞ; sðxÞ eWoðtÞS:
By (4.7)
zoðj eWoðtÞjÞ ¼ eXoðtÞ  sð eXoðtÞÞ eWoðtÞ þ 1
2
Fðt; eXoðtÞÞ eWoðtÞ þ FoðtÞ; ð4:11Þ
where jFoðtÞjpMj eWoðtÞj3: Set yoðtÞ ¼ zoðj eWoðtÞjÞ: We claim that yðtÞ is Ft-
measurable and yðtÞAL2ðO; HÞ: Indeed for all ðx0; v0ÞAH  H1 consider the solution
zð	; x0; v0Þ to z0 ¼ sðzÞv0 satisfying zð0Þ ¼ x0 and deﬁne the closed set
P :¼ fðs; x0; v0; zðs; x0; v0ÞÞ j sX0; x0AH; v0AH1g:
Observe that the set GðtÞ :¼ fðo; j eWoðtÞj; eXoðtÞ; uo; rÞ joAO; rAHg belongs
to Ft B1 BH BH1 BH ; where B1 denotes the s-algebra of Borel
subsets of R; BH denotes the s-algebra of Borel subsets of H and BH1
denotes the s-algebra of Borel subsets of H1: Then GðtÞ-ðOPÞAFt B1 
BH BH1 BH : Since
GðtÞ-ðOPÞ ¼ fðo; j eWoðtÞj; eXoðtÞ; uo; yoðtÞÞ joAOg;
by the projection theorem (see for instance [11]) o/yoðtÞ is Ft-measurable.
Since s is bounded, we deduce that yðtÞAL2ðO; HÞ: Deﬁne GðtÞ : O-LðH1; HÞ
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by
GðtÞ ¼ ðgijðtÞÞ; gijðtÞ ¼
Z t
0
/rsijðXðsÞÞ; sðXðsÞÞ dW ðsÞS:
Applying Lemma 4.7 to (4.11) we obtain
yðtÞ ¼ x þ
Z t
0
bðX ðsÞÞ ds 
Z t
0
/rsijðX ðsÞÞ; bðXðsÞÞS ds þ GðtÞ
  eWðtÞ
þ
Z t
0
ðsðXðsÞÞ  sðxÞÞ dW ðsÞ þ 1
2
Fðt; eX ðtÞÞ eWðtÞ þ FðtÞ þCðtÞ eWðtÞ; ð4:12Þ
where jFoðtÞjpMj eWoðtÞj3 and EjjCðtÞjj2pCt2; EjjCðtÞjj4pCt4 for some constant
C40 independent from t: Since yðtÞAK almost surely, by (4.9),
E/p; yðtÞ  xSpcEjyðtÞ  xj2: ð4:13Þ
By (4.12) for some a41
1
a
jyðtÞ  xj2p t2jjbjjN þ t2j eWðtÞj2 max
i; j
jj/rsij ; bSjj2N
þ j eWðtÞj2Si; j Z t
0
/rsijðXðsÞÞ; sðXðsÞÞ dW ðsÞS
 2
þ
Z t
0
ðsðXðsÞÞ  sðxÞÞ dWðsÞ
 2þj eWðtÞj4 maxi; j jjsrsij jj2N þ jFðtÞj2
þ jjCðtÞjj2j eWðtÞj2
¼ I1ðtÞ þ I2ðtÞ þ I3ðtÞ þ I4ðtÞ þ I5ðtÞ þ I6ðtÞ þ I7ðtÞ: ð4:14Þ
Then EðI1ðtÞÞ ¼ Oðt2Þ and since EjWðtÞj2 ¼ t; EðI2ðtÞÞ ¼ Oðt3Þ: By Proposition 2.1
for some c140 independent from tAð0; 1
ðEðI3ðtÞÞÞ2pc1EjWðtÞj4 max
i; j
E
Z t
0
/rsijðXðsÞÞ; sðX ðsÞÞ dWðsÞS
 4
¼ Oðt4Þ:
Consequently, EðI3ðtÞÞ ¼ Oðt2Þ: By the Lipschitz continuity of s and (2.2)
EðI4ðtÞÞ ¼
Z t
0
EjsðX ðsÞÞ  sðxÞj2 ds ¼ Oðt2Þ:
By Proposition 2.1, EðI5ðtÞÞ ¼ Oðt2Þ: We also know that EjFðtÞj2pMEj
R t
0 dW ðsÞj6:
By Proposition 2.1,
EjFðtÞj2 ¼ Oðt3Þ: ð4:15Þ
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Thus, EðI6ðtÞÞ ¼ Oðt3Þ: Finally, observe that
EðI7ðtÞÞpEjjCðtÞjj4 þ EjWðtÞj4 ¼ Oðt2Þ:
The above estimates and (4.14) imply that for all 0ptp1; EjyðtÞ  xj2 ¼ Oðt2Þ and,
by (4.13),
E/p; yðtÞ  xS ¼ Oðt2Þ: ð4:16Þ
By (4.12) we have
E/p; tbðxÞS E/p; GðtÞWðtÞSþ 1
2
E/p; Fðt; eXðtÞÞWðtÞS
¼ E/p; yðtÞ  xS E p;
Z t
0
ðbðXðsÞÞ  bðxÞÞ ds
 
þ E p;
Z t
0
/rsijðX ðsÞÞ; bðXðsÞÞS ds
 
WðtÞ
 
 E/p;FðtÞ þCðtÞWðtÞS
¼ A1ðtÞ þ A2ðtÞ þ A3ðtÞ þ A4ðtÞ: ð4:17Þ
By the Lipschitz continuity of b; Fubini’s theorem, the Ho¨lder inequality and (2.2)
for some c240;
A2ðtÞpc2
Z t
0
ﬃﬃ
s
p
dspc2t3=2:
Furthermore, for some c340;
A3ðtÞpc3t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EjWðtÞj2
q
¼ c3t3=2:
Moreover,
E/ p;CðtÞWðtÞSpjpj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EjjCðtÞjj2EjWðtÞj2
q
pjpj
ﬃﬃﬃﬃﬃﬃﬃ
Ct3
p
and, by (4.15),
E/ p;FðtÞSpjpj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EFðtÞ2
q
¼ Oðt3=2Þ:
Hence from (4.16) and (4.17) we deduce that for all 0otp1:
E/p; tbðxÞS E p; GðtÞWðtÞh i þ 1
2
E p; Fðt; eX ðtÞÞWðtÞD E ¼ Oðt3=2Þ: ð4:18Þ
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By the Lipschitz continuity of s and rsij and by (2.2), for some c440 and all
sA½0; 1:
EjsðX ðsÞÞrsijðXðsÞÞ  sðxÞrsijðxÞj2pc4s: ð4:19Þ
This and the Ho¨lder inequality imply that for all 1pipn; 1pjpm
Ej/rsijðXðtÞÞ; sðX ðtÞÞWðtÞSW jðtÞ /rsijðxÞ; sðxÞWðtÞSW jðtÞj
p ﬃﬃﬃﬃﬃﬃc4tp ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃEjWðtÞj4q ¼ Oðt3=2Þ:
Consequently,
EjFðt; eX ðtÞÞWðtÞ  Fðt; xÞWðtÞj ¼ Oðt3=2Þ: ð4:20Þ
Furthermore, by the Ho¨lder inequality and (4.19), for a constant c540
E p;
Z t
0
/sðX ðsÞÞrsijðXðsÞÞ  sðxÞrsijðxÞ; dW ðsÞS
 
WðtÞ
  
pc5
ﬃﬃ
t
p
max
i; j
E
Z t
0
/sðX ðsÞÞrsijðX ðsÞÞ  sðxÞrsijðxÞ; dW ðsÞS
 2
 !1=2
¼ c5
ﬃﬃ
t
p
max
i; j
Z t
0
EjsðXðsÞÞrsijðX ðsÞÞ  sðxÞrsðxÞj2 ds
 1=2
¼ Oðt3=2Þ: ð4:21Þ
Thus it follows from (4.18), (4.20) and (4.21) that for all 0otp1
E/p; tbðxÞSþ 1
2
E/p; Fðt; xÞWðtÞS
 E p;
Z t
0
/rsijðxÞ; sðxÞ dW ðsÞS
 
WðtÞ
 
¼ Oðt3=2Þ: ð4:22Þ
Finally, observe that
E p;
Z t
0
/rsijðxÞ; sðxÞ dW ðsÞS
 
WðtÞ
 
¼ E p;
X
j
/rsijðxÞ; sðxÞWðtÞSW jðtÞ
 !* +
¼ E/p; Fðt; xÞWðtÞS
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¼ E
X
i
pi
X
j;k;r
@sij
@xk
ðxÞskrðxÞW rðtÞW jðtÞ
 !
¼
X
i
pi
X
j;k
@sij
@xk
ðxÞskjðxÞEðW jðtÞÞ2 ¼ t p;
X
j
DsjðxÞsjðxÞ
* +
: ð4:23Þ
and from (4.22), (4.23) we obtain that for every 0otp1;
t p; bðxÞ  1
2
X
j
DsjðxÞsjðxÞ
* +
¼ Oðt3=2Þ:
Dividing by t and taking the limit completes the proof of necessary conditions.
Sufficiency: Fix an F0-random variable X0AL2ðOÞ such that X0AK a.s. and
consider the strong solution XðtÞ to (2.1).
Set cðtÞ ¼ Ed2KðXðtÞÞ: To prove that XðtÞAK almost surely, we have to show that
cðtÞ ¼ 0: Since cð0Þ ¼ 0; by Proposition 2.7 it is enough to prove that for some L40
and all t40 such that cðtÞ40 we have
dcðtÞpLcðtÞ:
Fix t40 such that cðtÞ40; and also an element eX ðtÞ in the class of functions
equivalent to XðtÞAL2ðO; HÞ: Set joðhÞ ¼ d2Kð eXoðhÞÞ:
By the measurable selection theorem [7, p. 317] there exists anFt-measurable map
o/zoAK such that
joðtÞ ¼ j eXoðtÞ  zoj2:
In particular, eXoðtÞ  zo is a proximal normal to K at zo:
Fix hAð0; 1Þ; and also an element eWðtÞ in the class of functions equivalent to
WðtÞAL2ðO; H1Þ; and an element eWðt þ hÞ in the class of functions equivalent to
Wðt þ hÞAL2ðO; H1Þ: For all oAO set
uoðhÞ :¼
0 if eWoðt þ hÞ ¼ eWoðtÞ;eWoðt þ hÞ  eWoðtÞ
j eWoðt þ hÞ  eWoðtÞj otherwise:
8><>: ð4:24Þ
For every oAO consider the solution zoð	Þ to the deterministic system
z0ðsÞ ¼ sðzðsÞÞuoðhÞ; zoð0Þ ¼ zo:
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By (4.1) and Proposition 2.5, zoðsÞAK for all sX0: On the other hand, by (4.7), for
all oAO
zoðj eWoðt þ hÞ  eWoðtÞjÞ
¼ zo þ sðzoÞð eWoðt þ hÞ  eWoðtÞÞ
þ 1
2
X
j
/rsijðzoÞ; sðzoÞð eWoðt þ hÞ  eWoðtÞÞSð eW joðt þ hÞ  eW joðtÞÞ
 !
þ FoðtÞ;
where for some M40; jFoðtÞjpMj eWoðt þ hÞ  eWoðtÞj3: Set
yoðhÞ ¼ zoðj eWoðt þ hÞ  eWoðtÞjÞ:
By the same arguments as in the proof of necessary conditions, replacing eX ðtÞ
by z; we show that yðhÞ is Ftþh–measurable and yðhÞAL2ðO; HÞ: Observe next
that
d2KðX ðt þ hÞÞpjXðt þ hÞ  yðhÞj2: ð4:25Þ
Since
X ðt þ hÞ ¼ X ðtÞ þ
Z tþh
t
bðXðsÞÞ ds þ
Z tþh
t
sðX ðsÞÞ dW ðsÞ a:s:
for a constant a41 independent from t
jX ðt þ hÞ  yðhÞj2
pjðtÞ þ ah2jjbjj2N þ a
Z tþh
t
ðsðX ðsÞÞ  sðzÞÞ dW ðsÞ
 2
þ a
X
j
/rsijðzÞ; sðzÞð eWðt þ hÞ  eWðtÞÞSð eW jðt þ hÞ  eW jðtÞÞ




2
þaFðtÞ2
þ 2 X ðtÞ  z;
Z tþh
t
bðXðsÞÞ ds þ
Z tþh
t
ðsðXðsÞÞ  sðzÞÞ dWðsÞ  FðtÞ
 
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 2 XðtÞ  z; 1
2
X
j
/rsijðzÞ; sðzÞð eWðt þ hÞ  eWðtÞÞS
 *
 ð eW jðt þ hÞ  eW jðtÞÞ!+
¼ J1ðhÞ þ J2ðhÞ þ J3ðhÞ þ J4ðhÞ þ J5ðhÞ þ 2J6ðhÞ  2J7ðhÞ:
Then EðJ2ðhÞÞ ¼ Oðh2Þ: In the same way as we have shown the estimate of EðI4ðtÞÞ
we prove that
E
Z tþh
t
ðsðXðsÞÞ  sðX ðtÞÞÞ dW ðsÞ
 2¼ Oðh2Þ:
Thus for a constant c6 :¼ 2a
EðJ3ðhÞÞp c6E
Z tþh
t
ðsðXðtÞÞ  sðzÞÞ dW ðsÞ
 2þOðh2Þ
¼ c6hEjsðXðtÞÞ  sðzÞj2 þ Oðh2Þ:
Since s is Lipschitz continuous we deduce that for a constant c740 independent
from t
EðJ3ðhÞÞpc7hcðtÞ þ Oðh2Þ: ð4:26Þ
Similarly to Proposition 2.1
EjWðt þ hÞ  WðtÞj4 ¼ Oðh2Þ; EjWðt þ hÞ  WðtÞj6 ¼ Oðh3Þ ð4:27Þ
and therefore EðJ4ðhÞÞ þ EðJ5ðhÞÞ ¼ Oðh2Þ for 0ohp1: By (2.2) and the Ho¨lder
inequality, for some M040 and all sA½t; t þ 1;
EjX ðsÞ  X ðtÞjp
ﬃﬃﬃﬃﬃﬃﬃ
M0
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s  tp :
This and the Lipschitz continuity of b imply that for a positive constant c8
independent from t
E XðtÞ  z;
Z tþh
t
bðXðsÞÞ ds
 
pE XðtÞ  z; hbðzÞh i
þ E jX ðtÞ  zj
Z tþh
t
ðjbðXðsÞÞ  bðXðtÞÞj þ jbðX ðtÞÞ  bðzÞjÞ ds
 
phE/XðtÞ  z; bðzÞSþ hc8cðtÞ þ Oðh3=2Þ:
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Furthermore, E/X ðtÞ  z; R tþh
t
ðsðX ðsÞÞ  sðzÞÞ dW ðsÞS ¼ 0 and, by (4.27) and the
Ho¨lder inequality for a constant c940
Ej/XðtÞ  z;FðtÞSjpc9
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EjWðt þ hÞ  WðtÞj6
q
¼ Oðh3=2Þ:
Consequently,
EðJ6ðhÞÞphE XðtÞ  z; bðzÞh i þ hc8cðtÞ þ Oðh3=2Þ:
Finally,
2EðJ7ðhÞÞ
¼ E XðtÞ  z;
X
j
/rsijðzÞ; sðzÞðWðt þ hÞ  WðtÞÞSðW jðt þ hÞ  W jðtÞÞ
 !* +
¼ E
X
i
ðX iðtÞ  ziÞ
X
j;k;r
@sij
@xk
ðzÞskrðzÞðW rðt þ hÞ  W rðtÞÞðW jðt þ hÞ  W jðtÞÞ
 !
¼ hE
X
i
ðX iðtÞ  ziÞ
X
j;k
@sij
@xk
ðzÞskjðzÞ
 !
¼ hE X ðtÞ  z;
X
j
DsjðzÞsjðzÞ
* +
:
The above inequalities and (4.25) imply that for L :¼ 2ðc7 þ c8Þ and for all 0ohp1;
cðt þ hÞpcðtÞ þ LhcðtÞ þ 2hE XðtÞ  z; bðzÞ  1
2
X
j
DsjðzÞsjðzÞ
* +
þ Oðh3=2Þ:
Thus, by (4.1), cðt þ hÞpcðtÞ þ LhcðtÞ þ Oðh3=2Þ and therefore dcðtÞpLcðtÞ: By
Proposition 2.7, c  0 implying that dKðXðtÞÞ ¼ 0 almost surely. &
5. Invariance of stochastic control systems
Let U be a complete separable metric space and b: H  U-H; and s: H 
U-LðH1; HÞ be bounded continuous mappings. Assume that there exists a constant
C40 such that
8x; yAH; 8vAU ; jbðx; vÞ  bðy; vÞj þ jjsðx; vÞ  sðy; vÞjjpCjx  yj: ð5:1Þ
Denote byA the set of all L1ðO; UÞ-valued mappings vð	Þ deﬁned on Rþ which are
progressively measurable with respect to the family Ft; i.e. for every tX0; vðtÞAU
ARTICLE IN PRESS
G. Da Prato, H. Frankowska / J. Differential Equations 200 (2004) 18–5242
a.s. and the mapping ½0; t  O{ðs;oÞ/voðsÞ is B1 Ft-measurable. Elements of
A are called admissible controls.
We associate to the above data the stochastic control system
dX ¼ bðX ; vðtÞÞ dt þ sðX ; vðtÞÞ dW ðtÞ; vð	ÞAA: ð5:2Þ
Let X0AL2ðOÞ be an F0-random variable, vð	ÞAA and consider the differential
stochastic equation
dX ¼ bðX ; vðtÞÞ dt þ sðX ; vðtÞÞ dW ðtÞ;
Xð0Þ ¼ X0:

ð5:3Þ
Under the above assumptions (5.3) has a unique solution Xð	Þ; i.e. for all tX0;
XðtÞ ¼ X0 þ
Z t
0
bðX ðsÞ; vðsÞÞ ds þ
Z t
0
sðXðsÞ; vðsÞÞ dWðsÞ a:s:
(see [23, Chapters 1 and 2]).
Deﬁnition 5.1. A set KCH is called invariant under the control system (5.2) if for
every F0-random variable X0AL2ðOÞ such that X0AK almost surely and every
admissible control vð	ÞAA; the solution X to (5.3) satisﬁes for all tX0; XðtÞAK
almost surely.
Theorem 5.2. Assume that K is closed, b;s are bounded and continuous, that there
exists a constant C40 such that (5.1) holds true and for all vAU ; s0ð	; vÞ is
C-Lipschitz. Then K is invariant under (5.2) if and only if for every xA@K and for all
proximal normal p to K at x we have
p; bðx; vÞ  1
2
Xm
j¼1
Dxsjðx; vÞsjðx; vÞ
* +
p0; sðx; vÞp ¼ 0; 8vAU ; ð5:4Þ
where sjðx; vÞ denotes the column j of the matrix sðx; vÞ and Dxsjðx; vÞ the jacobian of
sjð	; vÞ at x.
Remark 5.3. Exactly as in Remark 4.2 and Corollary 4.3 in the above theorem
proximal normals may be replaced by the elements of normal cone NKðxÞ or by those
of Clarke’s normal cone.
Corollary 5.4. If all the assumptions of Theorem 5.2 hold true, then K is invariant
under (5.2) if and only if K is invariant under the deterministic control system with two
controls
x0 ¼ bðx; vðtÞÞ  12
Pm
j¼1 Dsjðx; vðtÞÞsjðx; vðtÞÞ þ sðx; vðtÞÞuðtÞ;
uAL1locðRþ; H1Þ; v: Rþ-U is measurable
(
ð5:5Þ
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or, equivalently, if and only if
bðx; vÞ  1
2
Xm
j¼1
Dsjðx; vÞsjðx; vÞATKðxÞ; Imðsðx; vÞÞCTKðxÞ; 8vAU ; 8xAK :
Proof. By Remark 5.3, (5.4) holds true, if and only if it holds true for all pANKðxÞ:
By the separation theorem, relations (5.4) may be equivalently written as
8xAK ; 8vAU ; bðx; vÞ  1
2
Xm
j¼1
Dsjðx; vÞsjðx; vÞAco TKðxÞ & Imðsðx; vÞÞCco TKðxÞ:
By [7, Theorem 4.1.10] and continuity of b; s; in the above co TKðxÞ may be replaced
by TKðxÞ: Hence, by [1], (5.4) is a necessary and sufﬁcient condition for the
invariance of K under the deterministic control system (5.5). &
Theorem 5.2 and Lemma 2.3 imply the following result.
Corollary 5.5. Under the assumptions of Theorem 5.2 suppose that for every xA@K;
pANKðxÞ and vAU ; DNKðx; pÞðsjðx; vÞÞa| for all j ¼ 1;y; m: Then the set K is
invariant under system (5.2) if and only if for every xA@K and pANKðxÞ:
/p; bðx; vÞSþ 1
2
Xm
j¼1
CurvKðx; pÞðsjðx; vÞ; sjðx; vÞÞp0;
sðx; vÞp ¼ 0; 8vAU : ð5:6Þ
Furthermore, for all vAU and mjADNKðx; pÞðsjðx; vÞÞ
CurvKðx; pÞðsjðx; vÞ; sjðx; vÞÞ ¼ /mj; sjðx; vÞS ¼ /p; Dsjðx; vÞsjðx; vÞS:
Proof of Theorem 5.2. If the set K is invariant under system (5.2), then for every
v0AU the mapping v  v0 belongs to A: Thus, for every F0-measurable random
variable X0AL2ðOÞ such that X0AK a.s., the solution X to (5.3) satisﬁes XðtÞAK a.s.
This and Theorem 4.1 imply that for every xA@K and for all proximal normal p to K
at x relations (5.4) hold true.
Assume next that (5.4) holds true for every xA@K and any proximal normal p to K
at x: To prove the invariance we proceed in several steps. We ﬁrst show that (5.4)
implies the invariance for time independent controls, then for piecewise constant
(with respect to the time) controls and, ﬁnally, in the general case.
Case 1. Constant controls: The proof is essentially the same as the one of the
invariance of differential stochastic equations, but the setting is slightly different
because of the presence of the control v: Let t0X0: Consider an Ft0 -measurable
v: O{o/U ; an Ft0 -random variable X0AK a.s. and the strong solution XðtÞ to
dX ¼ bðX ; vÞ dt þ sðX ; vÞ dW ðtÞ; Xðt0Þ ¼ X0; tXt0:
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Deﬁne cðtÞ ¼ Ed2KðXðtÞÞ: Then cðt0Þ ¼ 0: As in the proof of sufﬁcient conditions
for stochastic differential equations, we check that for some L40 and all t4t0 with
cðtÞ40; we have dcðtÞpLcðtÞ: Fix such t4t0 and an element eX ðtÞ in the class of
functions equivalent to X ðtÞAL2ðO; HÞ: Set joðtÞ ¼ d2Kð eXoðtÞÞ:
Consider an Ft-measurable map o/zoAK satisfying joðtÞ ¼ j eXoðtÞ  zoj2:
Fix hAð0; 1Þ; and also an element eWðtÞ in the class of functions equivalent to
WðtÞAL2ðO; H1Þ; an element eWðt þ hÞ in the class of functions equivalent to Wðt þ
hÞAL2ðO; H1Þ: Deﬁne uoðhÞ as in (4.24). For every oAO; consider the solution zoð	Þ
to the deterministic system
z0ðsÞ ¼ sðzðsÞ; voÞuoðhÞ; zoð0Þ ¼ zo:
By (5.4) and Proposition 2.5, zoðsÞAK for all sX0:
On the other hand, by (4.7), for all oAO
zoðj eWoðt þ hÞ  eWoðtÞjÞ
¼ zo þ sðzo; voÞð eWoðt þ hÞ  eWoðtÞÞ
þ 1
2
X
j
/rxsijðzo; voÞ;sðzo; voÞð eWoðt þ hÞ  eWoðtÞÞS
 
 ð eW joðt þ hÞ  eW joðtÞÞ
!
þ FoðtÞ;
where for some M40; jFoðtÞjpMj eWoðt þ hÞ  eWoðtÞj3: Set
yoðhÞ ¼ zoðj eWoðt þ hÞ  eWoðtÞjÞ:
We claim that yðhÞ is Ftþh-measurable and yðhÞAL2ðO; HÞ: Indeed let
ðx0; u0; v0ÞAH  H1  U and consider the solution zð	; x0; u0; v0Þ to z0 ¼ sðz; v0Þu0
satisfying zð0Þ ¼ x0: Deﬁne the closed set
P :¼ fðs; x0; u0; v0; zðs; x0; u0; v0ÞÞ j sX0; x0AH; u0AH1; v0AUg
and the set GðhÞ :¼ fðo; j eWoðt þ hÞ  eWoðtÞj; zo; uo; vo; rÞ joAO; rAHgAFtþh 
B1 BH BH1 BU BH ; where BU denotes the s-algebra of Borel subsets of U :
Then GðhÞ-ðOPÞAFtþh B1 BH BH1 BU BH : Since
GðhÞ-ðOPÞ ¼ fðo; j eWoðt þ hÞ  eWoðtÞj; zo; uo; vo; yoðhÞÞ joAOg;
by the projection theorem (see for instance [11]), o/yoðhÞ is Ftþh-measurable.
Since s is bounded, we deduce that yðhÞAL2ðO; HÞ: Notice that eXoðtÞ  zo is a
proximal normal to K at zo and (4.25) holds true. By exactly the same arguments as
those used in the proof of sufﬁciency of Theorem 4.1, we check that for some L40
independent from t and all hA½0; 1; cðt þ hÞpcðtÞ þ LhcðtÞ þ Oðh3=2Þ and therefore
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dcðtÞpLcðtÞ: By Proposition 2.7, c  0 implying that dKðX ðtÞÞ ¼ 0 almost surely
for tXt0:
Case 2. Piecewise constant controls: Let vAA be such that for some 0 ¼
s0os1o?osko? and for all kX0; v is time independent on the time interval
½sk; skþ1Þ: Fix an F0-random variable X0AL2ðOÞ such that X0AK a.s. and consider
the solution XðsÞ to
dX ¼ bðX ; vÞ dt þ sðX ; vÞ dW ðtÞ; X ð0Þ ¼ X0; tA½s0; s1Þ:
Then, by Case 1, for all 0psos1; XðsÞAK a.s. Since b; s are bounded, X can be
extended by continuity to s1 and X ðs1ÞAK a.s. Assume, that we already proved that
for some kX1; XðsÞAK a.s. for all spsk: Set X0 :¼ XðskÞ and consider the solution
XðtÞ to
dX ¼ bðX ; vÞ dt þ sðX ; vÞ dWðtÞ; XðskÞ ¼ X0; tA½sk; skþ1Þ:
By Case 1, for all sA½sk; skþ1Þ; XðsÞAK a.s. and again we extend X by continuity to
skþ1: This and the induction argument yield that X ðsÞAK a.s. for all sX0:
The general case: Consider vAA;F0-random variable X0AL2ðOÞ such that X0AK
a.s. and the solution XðtÞ to (5.3) (see for instance [23, p. 42]).
Fix t40: Then for some M040; inequality (2.2) holds true with t0 ¼ t: We have to
show that XðtÞAK a.s. For this end let us ﬁx 0oeo1 and deﬁne the mapping
Rþ{s/gðsÞ :¼ bðXðsÞ; vðsÞÞAL2ðO; HÞ:
Then for all oAO; the mapping s/
R s
0 goðtÞ dtAH is absolutely continuous on
bounded intervals. Deﬁne the mapping f : ½0; t  ðRþ\f0gÞ-L2ðO; HÞ by
f ðs; hÞ ¼ 1
h
Z sþh
s
gðtÞ dt:
Then, by the absolute continuity and boundedness of b; for all oAO;
lim
h-0þ
Z t
0
j foðs; hÞ  goðsÞj ds ¼ 0:
Hence, by the dominated convergence theorem,
lim
h-0þ
E
Z t
0
j f ðs; hÞ  gðsÞj ds ¼ 0:
Next, applying the Fubini theorem, we obtain that
lim
h-0þ
Z t
0
Ej f ðs; hÞ  gðsÞj ds ¼ 0: ð5:7Þ
Let hi-0þ be such for all iX1; hipe2:
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Claim. We claim that for all i large enough, there exist di-0þ and
0 ¼ ti0psi1oti1psi2?psimiotimipt such that for all 1pjpmi; tij ¼ sij þ hi and
0pt  mihipdi þ hi; E
Z si
j
þhi
si
j
gðtÞ dt higðsijÞ

pehi: ð5:8Þ
Indeed, deﬁne the measurable sets Ai :¼ fsA½0; t j Ej f ðs; hiÞ  gðsÞj4eg: By (5.7) the
Lebesgue measures mðAiÞ converge to zero when i-N: Set di ¼ mðAiÞ þ 1=i:
Consider open in ½0; t sets Oi such that AiCOi and mðOiÞpdi: Then the sets Ci :¼
½0; t\Oi are closed subsets of ½0; t: Fix iX1 such that there exists sACi with s þ hipt:
Set si1 :¼ minfs j sACig and ti1 :¼ si1 þ hi: Inductively, assume that we already
constructed for some kX1; the numbers 0 ¼ ti0psi1oti1p?otikpt such that for all
1pjpk; tij  sij ¼ hi; sijACi and ½tij1; sijÞCOi:
If Ci-½tik; t ¼ |; then put mi ¼ k: If Ci-½tik; ta|; then deﬁne
sikþ1 :¼ minfs j sACi-½tik; tg:
Clearly ½tik; sikþ1ÞCOi: If sikþ1 þ hipt; then deﬁne tikþ1 :¼ sikþ1 þ hi; otherwise put
mi ¼ k:
Since the interval ½0; t is ﬁnite and hi40 is ﬁxed, this construction ends in a ﬁnite
number of steps. In this way we deﬁned also mi: On the other hand, for all
0pjpmi  1; ½tij ; sijþ1ÞCOi: Furthermore, by our construction, either ½timi ; tCOi; or
there exists simiþ1 such that ½timi ; simiþ1ÞCOi and t  simiþ1ohi: SinceXmi
j¼1
ðtij  sijÞ þ
Xmi1
j¼0
ðsijþ1  tijÞ þ ðt  tmiÞ ¼ t;
we have
t  mihi ¼
Xmi1
j¼0
ðsijþ1  tijÞ þ ðt  tmiÞpdi þ hi
and our claim is proved.
Deﬁne piecewise constant controls
uiðsÞ :¼
vðsijÞ if for some 1pjpmi  1; sA½sij; tijÞ;
vðtijÞ if for some 0pjpmi  1; sA½tij; sijþ1Þ;
vðtimiÞ if sXtimi
8><>:
and piecewise constant functions
XiðsÞ :¼
XðsijÞ if for some 1pjpmi  1; sA½sij; tijÞ;
XðtijÞ if for some 0pjpmi  1; sA½tij; sijþ1Þ;
XðtimiÞ if sXtimi :
8><>:
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Then, be the very deﬁnition of the Itoˆ integral, for all sA½0; t;
lim
i-N
E
Z s
0
ðsðXðrÞ; uðrÞÞ  sðXiðrÞ; uiðrÞÞÞ dW ðrÞ
 2¼ 0: ð5:9Þ
Consider solutions Yi to
dY ¼ bðY ; uiÞ dt þ sðY ; uiÞ dW ðtÞ; X ð0Þ ¼ X0:
Then by Case 2, YiðsÞAK a.s. for all sX0: Set cei ðsÞ :¼ EjX ðsÞ  YiðsÞj2 and notice
that
Ed2KðXðtÞÞpcei ðtÞ ð5:10Þ
and that for some a41 and all sA½0; t;
1
a
cei ðsÞp
Z s
0
EjbðXðrÞ; uiðrÞÞ  bðYiðrÞ; uiðrÞÞj2 dr
þ E
Z s
0
ðsðXðrÞ; uiðrÞÞ  sðYiðrÞ; uiðrÞÞÞ dW ðrÞ
 2
þ E
Z s
0
ðsðXðrÞ; uiðrÞÞ  sðXiðrÞ; uiðrÞÞÞ dW ðrÞ
 2
þ E
Z s
0
ðgðrÞ  bðXðrÞ; uiðrÞÞÞ dr
 2
þ E
Z s
0
ðsðXðrÞ; uðrÞÞ  sðXiðrÞ; uiðrÞÞÞ dW ðrÞ
 2
¼ I i1ðsÞ þ I i2ðsÞ þ I i3ðsÞ þ I i4ðsÞ þ I i5ðsÞ: ð5:11Þ
Since b and s are C-Lipschitz in the ﬁrst variable,
I i1ðsÞ þ I i2ðsÞp2C
Z s
0
EjXðrÞ  YiðrÞj2 dr ¼ 2C
Z s
0
cei ðrÞ dr: ð5:12Þ
By the Lipschitz continuity of s with respect to x; using that EjXðrÞj2pMt for all
rA½0; t; for a constant C140 independent from sA½0; t
I i3ðsÞpC
Z s
0
EjXðrÞ  XiðrÞj2 drpC1
Xmi
j¼1
Z ti
j
si
j
ðr sijÞ drþ 2MCtðdi þ hiÞ
pC1
Xmi
j¼1
ðtij  sijÞ2 þ 2MCtðdi þ hiÞpC1e2t þ 2MCtðdi þ e2Þ: ð5:13Þ
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On the other hand,Z s
0
ðgðrÞ  bðXðrÞ; uiðrÞÞÞ dr
 
p
Xmi
j¼1
Z ti
j
si
j
ðgðrÞ  bðX ðsijÞ; vðsijÞÞÞ dr


þ 2jjbjjNðe2 þ diÞ þ
Xmi
j¼1
Z ti
j
si
j
jbðX ðrÞ; uiðrÞÞ  bðXðsijÞ; vðsijÞÞj dr: ð5:14Þ
By (5.8)
E
Xmi
j¼1
Z ti
j
si
j
ðgðrÞ  bðXðsijÞ; vðsijÞÞÞ dr


 !
pet;
which implies that
E
Xmi
j¼1
Z ti
j
si
j
ðgðrÞ  bðX ðsijÞ; vðsijÞÞÞ dr


 !2
p2et2jjbjjN: ð5:15Þ
Furthermore, by the Lipschitz continuity of b with respect to x and by (2.2), for a
constant c140 independent from i; e
E
Xmi
j¼1
Z ti
j
si
j
jbðXðrÞ; uiðrÞÞ  bðX ðsijÞ; vðsijÞÞj dr
 !2
p2tjjbjjN
Xmi
j¼1
Z ti
j
si
j
EjbðX ðrÞ; uiðrÞÞ  bðXðsijÞ; vðsijÞÞj dr
p2CtjjbjjN
Xmi
j¼1
Z ti
j
si
j
EjXðrÞ  XðsijÞj drpc1
Xmi
j¼1
Z ti
j
si
j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r sij
q
dr
pc1
Xmi
j¼1
ðtij  sijÞ3=2pc1et: ð5:16Þ
From (5.14)–(5.16) we deduce that for constant c240 independent from i; e and s
I i4ðsÞpc2ðeþ diÞ:
This and (5.11)–(5.13) imply for a constant c340 independent from i; e and for all
sA½0; t
cei ðsÞpc3
Z s
0
cei ðrÞ drþ c3ðeþ diÞ þ I i5ðsÞ:
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Then it follows from the Gronwall inequality that for a constant c440 independent
from e and for all i;
cei ðtÞpc4ðeþ di þ I i5ðtÞÞ þ c4
Z t
0
I i5ðsÞ ds: ð5:17Þ
From (5.9) we know that for every sA½0; t; limi-N I i5ðsÞ ¼ 0: On the other hand,
I i5ðsÞ ¼
Z s
0
EjjsðXðrÞ; uðrÞÞ  sðXiðrÞ; uiðrÞÞjj2 drp2sjjsjj2N:
From the Lebesgue dominated convergence theorem we deduce that
lim
i-N
Z t
0
I i5ðsÞ ds ¼ 0:
This and (5.10), (5.17) imply that Ed2KðXðtÞÞplim supi-N cei ðtÞpc4e: Since e40 is
arbitrary and c4 does not depend on e; we get X ðtÞAK a.s.
Remark 5.6. Recall that the second-order normal cone N2KðxÞ to K at x is the set of
all ðp; QÞAH  LðH; HÞ satisfying
8yAK ; /p; y  xSþ 1
2
Qðy  x; y  xÞpoðjy  xj2Þ:
It is not difﬁcult to realize that if ðp; QÞAN2KðxÞ; then pANKðxÞ:
If K is invariant under the stochastic control system (5.2), then for every xA@K;
and for all pANKðxÞ relations (5.4) hold true. Fix xAK ; vAU : Applying Proposition
2.5 with uðtÞ  ej and s replaced by sð	; vÞ we deduce that for all h40;
yh :¼ x þ
ﬃﬃﬃ
h
p
sjðx; vÞ þ h
2
Dsjðx; vÞsjðx; vÞ þ oðhÞAK:
Using that /p; sjðx; vÞS ¼ 0; from the deﬁnition of second-order normals it follows
that for all ðp; QÞAN2KðxÞ;
h
2
/p; Dsjðx; vÞsjðx; vÞSþ h
2
Qðsjðx; vÞ; sjðx; vÞÞpoðhÞ:
Dividing by h and taking the limit yields Qðsjðx; vÞ; sjðx; vÞÞp
/p; Dsjðx; vÞsjðx; vÞS: This and (5.4) imply that
8ðp; QÞAN2KðxÞ; /p; bðx; vÞSþ
1
2
Tr½Qsðx; vÞsðx; vÞp0; ð5:18Þ
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i.e. (5.4) yields a necessary condition for the invariance of stochastic control systems
proposed in [8]. We also observe that (5.18) is a simple consequence of the Itoˆ
formula and the deﬁnition of N2KðxÞ: So (5.4) is not really needed to prove that (5.18)
is a necessary condition for the invariance.
The difference in the presentation of sufﬁcient conditions seems to be however
important. Namely in [8] it is also proved, using the viscosity solutions approach,
that the second-order condition (5.18) is sufﬁcient for the invariance when the initial
conditions are deterministic (i.e. are elements of H). Since there is no calculus
available for the second-order normal cones, it is not clear how to deduce directly
from the second-order condition (5.18) our ﬁrst-order conditions (5.4), except in the
case of smooth boundaries @K :
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