The analysis of large ensembles of time series is a fundamental challenge in different domains of biomedical image processing applications, specifically in the area of functional MRI data processing. An important aspect of such analysis is the ability to reconstruct community network structures based on interactive behavior between different nodes of the network which are captured in such time series. In this study, we start with a previously proposed novel approach that applies the linear Granger Causality concept to very high-dimensional time series. This approach is based on integrating dimensionality reduction into a multivariate time series model. If residuals of dimensionality reduced models can be transformed back into the original space, prediction errors in the high-dimensional space may be computed, and a large scale Granger Causality Index (lsGCI) is properly defined. The primary goal of this study was then to present an approach for recovering network structure from such lsGCI interactions through the application of pair-wise clustering. We specifically focus on a clustering approach based on topographic mapping of proximity data (TMP) for this purpose. We demonstrate our approach with a simulated network composed of five pair-wise different internal networks with varying strengths of community structure (based on the number of inter-network vertices). Our results suggest that such pair-wise clustering with TMP is capable of reconstructing the structure of the original network from lsGCI matrices that record the interactions between different nodes of the network when there is sufficient disparity between the intra-and inter-network vertices.
To further evaluate the interpretability of the original network structure from lsGCI results obtained previously, we investigated the use of a pair-wise clustering approach and evaluated its ability to accurately group internal network nodes of N 1 -N 5 . Specifically, we used a soft topographic vector quantization algorithm which supported the topographic mapping of proximity (TMP) data, which can be seen as an extension of Kohonen's self-organizing map to arbitrary distance measures. The TMP algorithm processed the data based on a dissimilarity matrix and the topographic neighborhood by a matrix of transition probabilities [4] . A detailed mathematical derivation of this algorithm and its cost function can be found in [5] [6] .
In this work, the dissimilarity matrix of distance measures was constructed from the lsGCI matrix that documented directed interactions between different nodes of the community network. The lsGCI matrix was then normalized to the interval [0 1] where 0 indicates no interaction between nodes while 1 indicated maximum adjacency. This was accomplished with a piece-wise continuous function f defined as
for any two nodes i and j in the network. The lsGCI cut-off value that indicates adjacency between nodes is represented by θ here. Since θ cannot be determined without knowing the ground truth of the network, it was optimized in this work using the adjusted rand index [7] [8] for maximal clustering quality. In this work, we explore using the 90 where τ was an empirical constant. We note here that any monotonically declining transform could be used here, and the choice of an exponential function was empirical. In this work, we explore the effect of τ = {1, 5, 10} on the adjusted rand index achieved with the clustering algorithm. Finally the dissimilarity was symmetrized by averaging it with its transpose. Diagonal elements of the dissimilarity matrix were set to zero; while self-interaction in the nodes was not considered in our simulated network, this step was required for the clustering algorithm.
RESULTS
Fig . 3 shows the clustering quality achieved with different number of retained sPCA components, different time series lengths i.e. N = {1000, 500, 300} and inter-community vertices V = 1 when different values were specified for θ. As seen here, the best clustering quality was observed when θ was specified as the maximum value of the lsGCI distribution (100 th percentile). This was used for further experiments. In each sub-plot, curves are shown for N = 1000 (-), N = 500 (--) and N = 300(···). 
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./ ----- No. of Retained Components 40 Fig. 4 shows the clustering quality achieved with different number of retained sPCA components, different time series lengths i.e. N = {1000, 500, 300}, and inter-community vertices V = 1 when different values are specified for τ. As seen here, the best clustering quality was observed for τ = 5, which was used for further experiments. 5 shows the clustering quality achieved with different number of retained sPCA components and time series lengths N = {1000, 500, 300} for different numbers of inter-community vertices, i.e. V = {1, 5, 20}. Clustering quality was highest for N = 1000 samples when more than 10 sPCA components were retained and significant disparity was maintained between the number of intra-and inter-community vertices (top sub-plot of Fig. 5 ). As the number of intercommunity vertices approached the number of intra-community vertices, clustering quality significantly declined (bottom sub-plot of Fig. 5 ). However, regardless of how many inter-community vertices were used, clustering quality was higher for larger N.
DISCUSSION
We have previously shown PCA to be an appropriate choice for extending linear GCI to high-dimensional time series [3] . PCA reduces high-dimensional time series into lower-dimensional time series of principal components. Hereby, time series are mapped into a lower dimensional space and are subsequently modeled by an AR model. The thereby emerging residuals are transformed back into the original high-dimensional space, which offers a better interpretability of results and enables analysis of interactions between components of the original time series vs. between derived components (principal components). Alternative dimensionality reductions could also be considered if a back-transformation of the model residual from a temporary lower-dimensional space to the original high-dimensional space is allowed.
It was previously shown in [3] that an embedded dimension reduction appears to degrade the quality of the network identification when enough time series samples are available, although classical GCI was also found to yield comparable performance. For shorter time series an embedded PCA seems to result in an improvement, most likely due to smaller AR parameter matrices and reduced estimator variances. Both sPCA and mPCA approaches were investigated in [3] ; sPCA was found to outperform mPCA in terms of computational effort required as well as correct network detection.
In the current study, we investigated the ability of a TMP-based clustering algorithm to cluster intra-community nodes and reconstruct the community network structure from lsGCI matrices. As seen in Fig. 5 , the best results in terms of clustering quality were achieved when distinct differences in inter-community and intra-community vertices were incorporated in the network community structure. Thus, when the number of such intra-and inter-community vertices were similar, it was not possible to capture the original network structure from lsGCI matrices alone. However, regardless of how many inter-community vertices were defined, clustering quality deteriorated as the time series length was shortened. One possible reason for this deterioration could be tied to information lost during the process of converting the lsGCI matrices into dissimilarity matrices. Specifically, information related to the direction of interactions between different nodes is lost when the lsGCI is symmetrized. Such information is thus ignored by the pair-wise clustering algorithm. This will need to be studied in further detail in future studies. We are also interested in evaluating other pair-wise clustering algorithms that have been previously proposed [9] [10] for purposes of recovering community network structure from lsGCI matrices. Finally, we hope to extend this approach for application to processing fMRI time series data to explore and quantify network connectivity and structure, which have been the topic of interest in several other studies [11] [12] [13] [14] .
CONCLUSION
This study presents a novel method to exploring effective connectivity by a Granger Causality approach with embedded dimension reduction. The applicability of our method to accurately identifying an underlying network structure has been demonstrated by quantitative analysis. We also present an application of clustering with the TMP algorithm for reconstructing network structure from lsGCI matrices. Future work will focus on applying our approach to various biomedical image processing tasks, such as microarray gene expression analysis and functional MRI data processing.
