Resource dependency and survivability in complex networks by Ingale, Madhusudan & Shekatkar, Snehal M.
Resource dependency and survivability in complex networks
Madhusudan Ingale and Snehal M. Shekatkar∗
(Dated: June 15, 2020)
Components in many real-world complex systems depend on each other for the resources required
for survival, and may die if sufficient amount is not obtained. These patterns of dependencies often
take a form of a complex network whose structure potentially affects how the resources produced in
the system are efficiently shared among its components, which in turn decides network’s survivability.
Here we present a simple model that provides insight into this relationship between the network
structure and survivability. We show that, as a combined effect of local sharing and finite lifetime of
resources, many components in a complex system may die of lack of resources even when sufficient
amount is available in the system. We also obtain a surprising result that although the scale-free
networks exhibit a significantly higher survivability compared to their homogeneous counterparts, a
vertex in the later has a better chance of survival for long. Finally, we demonstrate that the system’s
survivability can be substantially improved by changing the way vertices distribute resources among
the neighbours. Our work is a first step towards understanding the relationship between intricate
resource dependencies present in many real-world complex systems and their survivability.
I. INTRODUCTION
Many complex systems in real world take the form of
a network of individual components that interact with
other components in a complex fashion. Some promi-
nent examples are the network of metabolites in the liv-
ing cell, the World Wide Web, transportation networks,
and social systems [1, 2]. The interactions between the
components in these systems can take various forms de-
pending upon the system; in the metabolic network the
interactions are chemical reactions, while in the social
network these could be friendships, acquintances etc. An
important type of interactions that exist in these systems
is ‘dependency’ by which we mean that a vertex might
depend on other vertices for the resources required for its
survival. In a social network the resources could be vari-
ous types of supports (monetary, professional, emotional
etc), while in the transportation networks, these could
be commodities, technologies etc. A vertex may depend
on other vertices for a particular resource either because
it is incapable of producing the resource on its own, or
because the amount produced at the vertex is not suf-
ficient. The shortage of several required resources at a
vertex often leads to its death or non-functionality. This
in turn affects its neighbours in the network since they
stop receiving the resources from the vertex that dies. It
is easy to see that such high dependency in the system
may lead to a cascade resulting into death or dysfunction
of the whole system. Hence, it is important to study the
factors that affect the distribution of the resources in the
network, and to devise strategies to improve it.
Interestingly, in the field of business management, the
problem of resource dependence is well-explored and goes
by the name of ‘Resource dependency theory’ put forth in
a seminal work by Pfeffer and Salancik [3, 4]. This theory
addresses the question of how various organizations de-
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pend on each other for various resources, and how that
affects their behaviour [5, 6]. However, somewhat sur-
prisingly, the network angle of the theory has remained
largely unexplored in spite of evidently being highly rel-
evant for understanding the collective behaviour of the
organizations. Here we fill this gap by formulating a
complex network theory of resource dependence. Also,
because of its general nature, the theory is actually ap-
plicable not only to business management but all types
of systems where resource dependencies are present.
It is worth noting that studies of different types of
dependencies has been extensively done in the field of in-
teracting or interdependent networks [7–10]. We stress
that these are different types of dependencies than pre-
sented here. Those dependencies could be thought of as
ones in which stochasticity is only in the structure of the
network, and effect of resources is deterministic. For ex-
ample, [7] discuss the interdependencies between electric
power stations and vertices in the Internet communica-
tion network. In this case, failure of the power station
is assumed to lead to failures of Internet communication
vertices with certainty. Vertex dependencies discussed
here, however, are of very different type in which ver-
tices share stochastically produced resources with each
other, and die whenever resource amounts are less than
certain threshold. Also, the problem of dependencies in
a single network, arguably being easier to work with, has
not been paid much attention to in the literature. The
threshold-based model presented here is for the study
of resource dependencies in a single network. We find
that the model shows a rich behavior depending upon
the structure of the underlying network and the way the
resources are distributed among neighbours. We first an-
alytically find the expected amount of time the network
survives when the vertices are not allowed to share sur-
plus resources with the neighbours, and then show how
this time drastically increases when sharing is allowed.
The rest of the paper is organized as follows. In sec-
tion II, we present a simple model to study resource de-
pendencies in an isolated network, and obtain analytical
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2results for the case when sharing resources with neigh-
bors is not allowed. Then in section III we discuss the
effect of degree distribution on the network survivability
when sharing is allowed, and also discuss a strategy that
increases the survival time of the network. Finally we
discuss possible future directions, and conclude in sec-
tion V.
II. A SIMPLE MODEL OF RESOURCE
DEPENDENCIES
Consider an undirected graph G with n vertices and
m edges. Each edge in the network depicts the poten-
tial flow of resources between the vertices it connects.
Each vertex in the network may need different resources
A,B,C, · · · to survive, some or all of which it can pro-
duce on its own. If a vertex doesn’t produce a particular
resource that is necessary for survival, or produces it in
insufficient amount, then to stay alive, that resource must
be imported from the neighbours. In the present work,
we restrict ourselves to only a single resource which each
vertex is capable of producing, and so the only thing that
matters is whether the vertex has a sufficient amount
at any given time. To be concrete, each vertex i pro-
duces amount Xi(t) of the resource at each discrete time
t. Here Xi is a random variable with probability distribu-
tion pXi(x; θi) where θi represents the set of parameters
of the distribution. We also assume that the vertex i
needs minimum Ri amount of the resource to survive at
time t. We define the surplus amount at vertex i at time
t to be Si(t) = Xi(t) − R when Xi(t) > R and 0 other-
wise. If Si(t) > 0, it is distributed among the neighbours
of i. As we discuss in the following, the way this excess
amount is distributed among the neighbours is one of the
critical factors deciding the survivability of the system.
On the other hand, if Xi(t) ≤ Ri, the vertex keeps the
whole amount to itself. Thus, the total amount Xtoti (t)
at time t is the sum of the amount left at the vertex af-
ter distributing to the neighbours, and the total amount
Y nbrsi (t) received from the neighbours. This can be rep-
resented using the equation below.
Xtoti (t) =

Xi(t) + Y
nbrs
i (t) if Xi(t) < Ri
Ri + Y
nbrs
i (t) otherwise
(1)
If Xtoti (t) < Ri, the vertex doesn’t have sufficient
amount to survive, and it immediately dies; else the ver-
tex consumes all the available amount at time t although
only Ri is required. Below we make following assump-
tions about the resources explicit.
1. First, we assume that the resource has a lifetime of
1 time unit, and because of finite lifetime, a vertex
cannot store it for future even when the amount at
any time is greater than R.
FIG. 1: Graphical illustration of the resource dependency
model described in Sec.II using the network of characters in
Les Miserables [11]. Left: each vertex produces the amount at
time t. The vertices that produced the amount greater than
the threshold R are safe (green circles), whereas those who
produced less than R become vulnerable (yellow squares).
Right: safe vertices distribute their surplus among the neigh-
bours, and some of the vulnerable vertices receive enough
amount to have total greater than R, and are saved (purple
squares), while others die (orange triangles).
2. Second, we assume that each vertex has only the
topological information about its neighbours (for
example, their degrees), and doesn’t know how
much amount is produced on them at any time.
As we will see this has an important consequence
when we try to devise strategies to improve the sur-
vivability of the network.
Fig. 1 graphically illustrates the model. When the ver-
tices produce the resource, if the amount of produced at
a vertex is greater than R, the vertex is in “safe” state
indicated by green circles. Otherwise, the vertex is in
“vulnerable” state shown by yellow squares. If a vulner-
able vertex receives enough amount from the neighbours,
it goes into “saved” (purple squares), or dies otherwise
(orange triangles).
We will focus only on the simple case where the dis-
tribution pXi(x; θi) has the same form for each vertex
although the parameters therein can have different val-
ues so that some vertices might be capable of producing
more amount on average than others. To further simplify
the analysis, we will also set the survival thresholds Ri
for all the vertices to the same value, Ri = R.
A. Survivability analysis without sharing
First, let us consider the case where the vertices in
the network are not allowed to share resources with each
other, so that Y toti (t) = 0. Thus, a vertex would die at
time t whenever Xi(t) < R. The probability that the
resource amount is greater than the threshold R is
φi(x, θi) =
∞∫
R
pX(x; θi)dx (2)
3Note that this probability depends on the parameters
θi, and so different vertices have different probabilities of
surviving at any given time depending on their capabil-
ity of producing the resource. The probability that the
vertex i dies at exactly time t is thus:
ψi(t) = φ
t−1
i (1− φi) (3)
This expression just says that for the vertex to die
at exactly time t, it must survive at all prior times
1, 2, 3, · · · , t−1 which happens with probability φt−1i and
then it must die at time t which happens with prob-
ability 1 − φi. Thus, if the vertices 1, 2, · · · , n die at
times T1, T2, · · · , Tn respectively, the total time for net-
work death is given by:
T = max(T1, T2, · · · , Tn) (4)
The probability mass function (PMF) of T can be calcu-
lated as follows. The probability that a vertex i dies at
time Ti or less is given by the cumulative distribution:
Fi(Ti) =
Ti∑
t=1
ψi(t) = (1− φ)
Ti∑
t=1
φt−1i = 1− φTi (5)
Since Ti ≤ T for all i, the cumulative distribution of T is
given by:
F (T ) =
n∏
i=1
Fi(T ) =
n∏
i=1
(1− φTi ) (6)
Thus, the probability that the network dies at exactly
time T is:
f(T ) =
n∏
i=1
(1− φTi )−
n∏
i=1
(1− φT−1i ) (7)
In the special case when all the vertices are equally ca-
pable of producing the resources, φi is same (say φ) for
all the vertices, and the above expression simplifies to:
f(T ) = (1− φT )n − (1− φT−1)n (8)
In this paper we use exponential distribution for the
production of resources so that Xi ∼ Exp(βi), with PDF
given by:
p(x, β) =
{
1
β e
−x/β x ≥ 0
0 x < 0
(9)
Higher value of the parameter β implies higher rate
of production. Using the form of the exponential dis-
tribution in Eq(2), it is easy to verify that in this case
φ = e−R/β , and hence from Eq(8) we have:
f(T ) = (1− e−RT/β)n − (1− e−R(T−1)/β)n (10)
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FIG. 2: The distribution of survival times for different values
of β with R = 1 and network size n = 104 when sharing
resources is not allowed. The continuous lines are obtained
analytically using Eq(8) while the vertical bars are obtained
by simulation by averaging over 10000 realizations.
The distribution of the survival time for different val-
ues of β obtained using this equation is shown in Fig. 2.
The bar heights in the plot show the numerical estimates,
whereas the continuous curve is obtained analytically. At
this point we also note that from Eq(8), f(T ) depends
only on the ratio of the producing capacity β and the
survival threshold R, and not on their absolute values.
Physically this is obvious since if the threshold is large,
and also the producing capacity is large, the chances of
survival should remain unaffected. For this reason, in
the remaining paper we fix R = 1. We also fix β = 2
throughout the following discussion.
III. SURVIVABILITY ANALYSIS WITH
SHARING OF RESOURCES
When the vertices with surplus S > 0 are not al-
lowed to transfer their surplus to other vertices (i.e.
when Y nbrs = 0), these surplus amounts are essen-
tially wasted. This is because the corresponding vertices
don’t contribute to the survivability of vertices for which
X < R. Thus, when we allow the sharing of resources
(i.e. Y nbrs 6= 0), the vertex i dies only if Xtoti < R, and
hence we expect the average survival time 〈T 〉 of the net-
work to increase. In the following analysis, we again use
X ∼ Exp(β) as above.
Here, we are primarily interested in the effect of the de-
gree distribution on the network survivability, therefore
as a substrate network, we use the configuration model
which is a random graph model with a given degree se-
quence. In particular, we want to study how the surviv-
ability is affected by homogeneity or heterogeneity of the
degree distribution of the network. For this, we first con-
struct the configuration model with the degree sequence
drawn from the Poisson distribution which is a homoge-
neous distribution. This is same as the famous Erdo˝s-
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FIG. 3: Probability distributions for the survival time for the
scale-free (SF) and the Erdo˝s-Re´nyi (ER) networks with the
same average degree for different values of α. The distribution
for the ‘no-sharing’ case is also shown for comparison. Smaller
values of α correspond to higher-skewness for scale-free graph
and to higher-density for the Erdo˝s-Re´nyi graph. Sharing can
be seen to drastically increase the survival time. Moreover,
as the skewness and the density of the SF graph decreases, its
survivability starts falling towards that of the ER graph. All
the cases correspond to the network size n = 104, β = 2 and
103 random realizations.
Re´nyi model when the network size is large. Similarly,
to model the degree heterogeneity, we consider the con-
figuration model where degree sequence is drawn from a
power-law distribution (henceforth called the power-law
configuration model or the scale-free graph).
We first consider the case in which whenever the sur-
plus S > 0, it is distributed equally among the neigh-
bours. As mentioned above, we are interested in the
effect of the degree distribution of the network on the
survivability. The null model of choice for this purpose
is the famous configuration model in which only the de-
grees of the vertices are fixed, and the network is other-
wise completely random. First, as a model of the hetero-
geneous degree distribution, we draw a degree sequence
from a power-law degree distribution pk ∼ k−α whenever
k ≥ kmin and 0 otherwise. In this paper, we fix kmin = 2
everywhere. This is the power-law configuration model
or scale-free graph as described above. To compare the
effect of such skewed distribution with a homogeneous
distribution, we build the configuration graph using the
Poisson distribution with the average equal to the aver-
age of the corresponding power-law degree distribution.
In the limit n→∞, this model is equivalent to the Erdo˝s-
Re´nyi graph.
The distributions of the network survival times for the
two cases are shown in Fig. 3 which also shows the dis-
tribution for the no-sharing case with the same value of
β. Clearly, the Scale-free graph survives for much larger
times on average even when the two types of graphs have
the same average degree and the same capacity to pro-
duce the resources (i.e. same β). To understand this
phenomenon, we must study how the structures of the
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FIG. 4: The semi-log plot of the average network size as
a function of time for Erdo˝s-Re´nyi and scale-free networks
with β = 2 and R = 1. The scaling index of the SF graph
is β = 2.2, and the ER graph is constructed so as to have
the same average degree as that of the SF graph. The results
are averaged over 1000 random realizations for the network
size n = 10000 each, and the bands around the curves are the
data variations in terms of standard deviations.
two types of graphs change with time. In Fig. 4 we show
the average network size as a function of time for the
ER and SF topologies for α = 2.2. We immediately see
that initially most vertices in the SF graph die quickly.
Comparatively, the decrease in the ER graph size is much
slower. After a point, most vertices in the SF graph are
deleted but a small fraction survives for long time, and
this increases the survival time of the network. This is
further corroborated by the plots shown in Fig. 5 which
show that for the SF network the distribution of survival
times for individual vertices are themselves skewed. It
looks reasonable that high-degree vertices are the ones
that live longer, and we now present an explicit argu-
ment to support this.
Consider vertex i and its neighbour j, and assume that
both are alive at time t. The probability that the neigh-
bour j produces amount greater than R is φ as given by
Eq(2). In this case, the expected amount produced by j
is:
〈x〉nbr = 1
φ
∞∫
R
xp(x, θ)dx (11)
The factor φ in the denominator makes sure that the dis-
tribution p(x, θ) remains normalized when we restrict it
to values above R. The part of this amount that reaches
the vertex i is:
〈x〉nbr
kjφ
(12)
Also, the expected number of neighbours that produce
amounts greater than R, and hence share the resource
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FIG. 5: Distributions of vertex survival times for the ER and
SF networks on log-log plot with βa = 2. Notice the long-tail
for the scale-free case that shows that some vertices in the
network survive for substantially longer time than the aver-
age. The results are averaged over 1000 random realizations
each of size n = 104 vertices.
with i at a given time is kiφ. Hence, the expected amount
the vertex gets at any time is:
kiφ× 〈x〉nbr
kjφ
= ki
〈x〉nbr
kj
(13)
Thus the expected total amount it receives from neigh-
bours is:
〈x〉rec = 〈x〉nbr
N∑
j=1
Aij
kj
(14)
Unfortunately both Aij and kj are time-dependent in
our model because when vertices die, the corresponding
edges are also deleted. Nevertheless, it is easy to see
that the summation term in the equation above would
have overall increasing trend since if we replace the neigh-
bours’ degrees kj by their average 〈k〉nbr, the term would
approximate to ki/〈k〉nbr, which is simply proportional to
the degree. If a vertex has a high-degree initially, it thus
receives higher amount from the neighbours on average,
and has better chance of surviving longer. This results
into skewed nature of the distribution of vertex times for
the scale-free network since the degree distribution itself
is skewed. To verify this, we look at the scatter-plot of
the time tvert for which a vertex survives and its origi-
nal degree as shown in Fig. 6. The positive correlation
between the two is evident from the plots. However, we
can’t really expect the relationship to be completely lin-
ear since the actual time is actually decided not just by
the original degree, but also by how it decreases in time.
In the figure the trend may look roughly linear because
the x-scale in the plots is logarithmic. For this reason,
Pearson’s correlation coefficient is a poor quantifier of
the correlation between the two. Hence to quantify it,
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FIG. 6: Scatter-plots of the vertex survival times and their
original degree values for the scale-free network of size n =
10000 for different scaling indices α. Results of only one re-
alization are shown for the sake of better visualization. The
Spearman’s rank correlation coefficient rs is seen to be posi-
tive showing the positive correlation as discussed in the text.
we use Spearman’s rank correlation coefficient rs which
only depends on the monotonicity of the data [12].
In other words, having more neighbours is always ben-
eficial to a vertex since it then gets surplus amounts from
many vertices which in turn increases its chances for sur-
viving for a long time. This also means that if a vertex
has low degree, it is extremely unlikely that it would sur-
vive for a long time. Thus, in the dynamics of resource
dependencies, all the low-degree vertices in a scale-free
network quickly die. This explains why initially the size
of the SF graph decreases sharply compared to the ER
graph as shown in Fig. 4.
A. Average lifetime of a vertex
The discussion so far may give the impression that
Scale-free topology is substantially better in terms of sur-
viving compared to homogeneous topology. However, we
have also seen that the large survival time of the SF net-
works is due to a few high-degree vertices. This means
that only a small part of the system actually survives
long and the rest of the system quickly dies. From this
point of view, it would be more relevant to compare the
average amount of time for which a vertex in the ER and
SF graph survives. In analogy with Eq(3), let us define
ψsharei (t) as the probability that a randomly chosen ver-
tex in the graph survives up to time t when sharing is
allowed. We have already seen the distribution ψsharei (t)
in Fig. 5. The mean survival time of a vertex in the graph
is given by:
〈Tvert〉 =
∞∑
t=1
tψsharei (t) (15)
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FIG. 7: Histograms of average lifetime 〈Tvert〉 of a vertex
in the network for Erdo˝s-Re´nyi and Scale-free networks for
different values of α obtained from 1000 random realizations
each. Contrasting this with Fig. 3, we see that when skewness
is high (low α), although the scale-free network on an average
survives longer than Erdo˝s-Re´nyi network, a vertex in the
later has a better chance of surviving longer. This is because
the high survival time of SF networks is due to few high-
degree vertices which survive much longer than the average.
As the skewness decreases, the two types of graphs lead to
similar values of 〈Tvert〉.
The distributions of this average time are shown in Fig. 7
for the two types of graphs obtained using 1000 random
realizations. This presents a drastically different picture
than what we have been discussing so far, implying that
the homogeneous ER graph should be treated as a much
more survivable than the SF graph since a random vertex
in ER network survives much longer on average. Since in
the real-world systems we would like to make sure that a
large part of the network can keep functioning, it is better
to use homogeneous topology instead of heterogeneous
topology.
IV. INCREASING NETWORK SURVIVABILITY
USING BIASED DISTRIBUTION OF SURPLUS
RESOURCES
As we discussed above, the high-degree vertices have
higher chance of surviving owing to having many neigh-
bours, and low degree vertices are extremely vulnerable.
Now we ask an interesting question: is it possible to in-
crease the survivability of the low-degree vertices while
keeping the high-degree vertices safe? If this could be
achieved, it would be possible to increase the survival
time of the network without increasing the production of
resources on the vertices. The main observation that lets
us answer this question affirmatively is that high degree
vertices in fact receive much more from the neighbours
than required amount R. Moreover, since the resource
has a lifetime of only 1 unit, the excess amounts can-
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FIG. 8: The variation of the survival time T with the bias
parameter η for the power-law configuration model and the
Erdo˝s-Re´nyi graph for β = 2. The scaling index α = 2.2 for
the SF network and the ER network is chosen to have the
same average degree. The network size is n = 104 vertices
and the results are averaged over 103 random realizations.
See text for the explanation
not be saved for future, and are essentially wasted. If
we could take those excess amounts and transfer those
to the vertices in need of resource, we could make low-
degree vertices survive longer. This could be achieved by
distributing the surplus S among the neighbours in a bi-
ased fashion so that the high-degree neighbours get less
share of S while the low-degree ones get higher share.
To implement this strategy in a concrete manner, we
give a neighbour with degree k a share of S proportional
to 1/kη where η is a bias parameter. The case η = 0
corresponds to the situation discussed in the previous
subsection where each neighbour gets equal share. As
η is increased, more and more low degree vertices start
surviving longer leading to increase in the overall survival
time of the network. But this cannot go on indefinitely
since for very large values of η only the lowest degree
neighbours get the resources and others don’t even if they
are in need. This means that there must exist a value
of η for which the survival time gets maximized. We
verify this theory by explicit numerical simulations for
both scale-free and Erdo˝s-Re´nyi cases, and the results
are shown in Fig. 8.
As Fig. 8 shows, biased strategy works effectively for
SF graph but not for ER graph. This is understandable
since all the vertices in ER graph have similar degrees.
For SF graph however, the survival time drastically in-
creases as more and more fraction of the surplus is di-
verted towards low degree vertices before the strategy
becomes detrimental. In the limit of large η, only low
degree vertices receive the benefit of surplus, and the
overall survival time becomes much smaller than the un-
biased strategy.
We can in fact explicitly verify the theory mentioned
above by looking at the survival of the individual vertices.
Consider a vertex in the graph that produces amount less
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FIG. 9: Efficiency index ρ as a function of bias parameter η
for the two graphs. Erdo˝s-Re´nyi graph is seen to be substan-
tially efficient than the scale-free graph. Also, the efficiency
is seen to reach the maximum for the scale-free graph in the
same region where the survival time reaches the maximum
confirming the presented theory (Fig. 8). Error bars depict
the spread of the data as measured by the standard deviation.
than R at a given time. Let us call such vertex a vul-
nerable vertex, since if it doesn’t get resources from its
neighbours, it must die. However, it may happen that
a vulnerable vertex receives the required amount of re-
source from the neighbours, and stays safe. Over the
lifetime of the network, we can could the total number
of vulnerable vertices (nvuln), and the total number of
vertices saved among those (nsaved). Note that a given
vertex can become vulnerable more than once during its
lifetime, and also can get saved more than once. These
occurrences are counted as separate incidences while cal-
culating nvuln and nsaved. Let us define the efficiency
index ρ of the distribution strategy as the ratio of the
two:
ρ(η) =
nsaved
nvuln
(16)
Clearly, ρ ∈ [0, 1], and achieves higher value if many of
the vulnerable vertices are saved on an average. It is
instructive to look at the variation of ρ with the bias pa-
rameter η shown in Fig. 9. The plots clearly show that
in general homogeneous degree distribution is excellent
at saving the vulnerable vertices compared to the skewed
degree distribution. Moreover, as η is increased, the ef-
ficiency for the Scale-free network also increases reach-
ing maximum around the same value of η for which the
survival time reaches maximum (Fig. 8). This confirms
our theory that when the resource sharing is biased, we
start saving small degree vertices by diverting towards
them bigger fraction of surplus going to the high degree
vertices. This increases the overall survival time of the
network. However, it also means that when η is too large,
we essentially take away all the share from high degree
vertices and this decreases the survival time again.
V. CONCLUSION
We have presented a simple threshold model for shar-
ing of resources in a network where a single type of re-
source is produced stochastically on each vertex, and ver-
tices share the surplus amounts with the neighbours. We
studied how the network structure affects the survivabil-
ity of the system with focus on the degree distribution.
We did this using explicit simulations on configuration
model networks with power-law and Poisson degree dis-
tributions, which are prototypes for the scale-free and
homogeneous topologies respectively. In particular, we
have shown that although networks with scale-free topol-
ogy seem to survive much longer owing to the presence of
a few high-degree vertices than those with homogeneous
topology, the later are in fact much more robust when the
average survivability of the individual vertices is taken
into account. This should be an important thing under
consideration when building artificial networks where re-
source dependencies are relevant.
The assumed finite lifetime of resources has an impor-
tant consequence in the context of optimal distribution
of the resources. Since the surplus resource cannot be
stored indefinitely, what actually becomes important is
how do we efficiently distribute the surplus so as to max-
imize the chances of survival. Moreover, since each ver-
tex only knows about the topology of the neighbour, and
because the sharing is local, the efficiency of the distri-
bution cannot be increased beyond a point, and some
surplus is inevitably wasted. Nevertheless, as we have
shown, by biasing the distribution according to the de-
gree of the neighbours, a substantial improvement can be
achieved although no information about the production
on the neighbours is known. We anticipate that these
insights would be useful in a variety of real-world scenar-
ios such as distribution of essential commodities between
cities linked by roads.
The work presented here considers perhaps the sim-
plest of the networks without edge directionality, edge
weights and without other structural patterns such as
degree correlations [13], clustering and community struc-
ture [14]. Since the real-world networks do contain many
of these features, the results presented here should only
be looked at as a starting point of a much broader investi-
gation of the complex resource dependencies in real-world
systems with many types of resources present. How-
ever, the approach presented here is easily generalizable
to such situations by incorporating relevant structural
properties in the form of general random graph models.
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