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ИССЛЕДОВАНИЕ ОСОБЫХ УПРАВЛЕНИЙ  
В ПРОЦЕССАХ, ОПИСЫВАЕМЫХ ГИБРИДНЫМИ 
СИСТЕМАМИ ТИПА РОССЕРА 
Рассматривается задача оптимального управления гибрид-
ными системами типа Россера. Установлен аналог условия 
максимума Понтрягина. Отдельно изучен случай особых 
управлений. 
Ключевые слова: гибридная система, система типа Рос-
сера, принцип максимума Понтрягина, особые, в смысле прин-
ципа максимума Понтрягина, управления. 
Введение. К настоящему времени исходя из теоретических и прак-
тических требований исследованы ряд задач оптимального управления, 
описываемые разностными аналогами обыкновенных дифференциаль-
ных уравнений и уравнений математической физики. Среди задач опти-
мального управления особое место занимает задача оптимального 
управления, описываемая совокупностью систем разностных и диффе-
ренциальных уравнений типа Россера 1–3. Такие системы называются 
непрерывно-дискретными или же гибридными системами типа Россера. 
Предлагаемая работа посвящена постановке и исследованию од-
ной задачи оптимального управления, описываемой гибридной сис-
темой типа Россера. Сначала доказано необходимое условие опти-
мальности первого порядка в форме дискретного условия максимума 
Понтрягина 4–6, а затем рассмотрен случай вырождения дискретно-
го условия максимума (особый случай) 5–10. Установлено необхо-
димое условие оптимальности особых, в смысле принципа максиму-
ма Понтрягина, управлений. 
Постановка задачи. Рассмотрим задачу о минимуме функционала 
           11
0 0
1
2 1 3 1 1 1, , , ,
tx
x x t
S u x z t x t y t x dt a x  


     (1) 
© А. Я. Джаббарова, К. Б. Мансимов, 2016 
Математичне та комп’ютерне моделювання 
44 
при ограничениях 
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Здесь  , , ,f t x z y    , , ,g t x z y  — заданная n  m -мерная век-
тор-функция, непрерывная по совокупности переменных вместе с 
частными производными по ( , )z y  до второго порядка включительно, 
 b t  — заданная m -мерная непрерывная вектор-функция,  a x  — 
n -мерная дискретная вектор-функция, являющаяся решением задачи 
         1 0 01 , , , , ,a x F x a x u x x X x a x a       (5) 
где  , ,F x a u  — заданная n -мерная вектор-функция, непрерывная 
по совокупности переменных вместе с частными производными по a  
до второго порядка включительно, 0a  — заданный постоянный век-
тор,  1 ,x z ,   2 ,t y  — заданная скалярная функция, непрерывная 
по совокупности переменных вместе с частными производными по z  
( )y  до второго порядка включительно, а ( )u x  — r -мерный вектор 
управляющих воздействий со значениями из заданного непустого и 
ограниченного множества rU R . 
Такие управляющие функции назовем допустимыми управле-
ниями. 
Допустимое управление ( )u x , доставляющий минимум функ-
ционалу (1) при ограничениях (2)–(5) назовем оптимальным управле-
нием, а соответствующий процесс         , , , , ,u x a x z t x y t x  — оп-
тимальным процессом. 
Построение приращения второго порядка функционала ка-
чества и необходимые условия оптимальности. Пусть 
        , , , , ,u x a x z t x y t x  — фиксированный допустимый процесс и 
множество 
       , , : , , ,F x a x U F x a x v v U     (6) 
выпуклое при всех x . 
Через ( ; )u x   обозначим произвольное допустимое управление 
такое, что соответствующее ему решение ( ; )a x   удовлетворяет со-
отношению  
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где  0,1   произвольное число, а  v x U , x X  — произвольное 
допустимое управление. 
Допустимое управление  ;u x   с вышеприведенными свойст-
вами, в силу выпуклости множества (6), существует. 
Далее через     , ; , , ;z t x y t x   обозначим решение следующей 
возмущенной задачи 
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Пусть по определению 
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Учитывая (10), (11), (12) и используя гладкости вектор-функций 
 , , ,f t x z y ,  , , ,g t x z y ,  , ,F x a u  можно доказать, что  ,t x , 
 ,t x ,  x  являются решениями соответственно задач 
               , , , , , , , , , , , , , ,t z yt x f t x z t x y t x t x f t x z t x y t x t x     (13) 
               , 1 , , , , , , , , , , , , ,z yt x g t x z t x y t x t x g t x z t x y t x t x      
 
   
 
0
0
, ,
, 0 ,
t x x
t x
 


  (14) 
                1 , , , , ,a v xx F x a x u x x F x a x u x      (15) 
  0 0,x   (16) 
Математичне та комп’ютерне моделювання 
46 
               
        
        
        
, , , , , , , , , ,
, , ,
, , , , , , ,
, , , , , , ,
, , , , , , , ,
t
zz
zy
yy
f t x z t x y t x f t x z t x y t x
Z t x Z t x Y t x
z y
t x f t x z t x y t x t x
t x f t x z t x y t x t x
t x f t x z t x y t x t x
 
 
 
    
 
 

 (17) 
    0 0,Z t x A x , (18) 
               
        
        
        
, , , , , , , , , ,
, 1 , ,
, , , , , , ,
, , , , , , ,
, , , , , , , ,
zz
zy
yy
g t x z t x y t x g t x z t x y t x
Y t x Z t x Y t x
z y
t x g t x z t x y t x t x
t x g t x z t x y t x t x
t x g t x z t x y t x t x
 
 
 
     
 
 

 (19) 
  0, 0Y t x  , (20) 
 
        
               
1 , ,
2 , , , , ,
a
aav x
A x F x a x u x A x
F x a x u x x F x a x u x x 
  
    (21) 
  0 0.A x   (22) 
Здесь и в дальнейшем по определению 
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а  '  означает для векторов операцию скалярного произведения, а для 
матриц операцию транспонирования. 
Учитывая (13)–(22) запишем специальное приращение критерия 
качества (1) соответствующее допустимым управлениям  ;u x   и 
 ,u t x  при помощи формулы Тейлора: 
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Введем аналог функции Гамильтона-Понтрягина в виде 
     , , , , , , , , , , ,H t x z y p q p f t x z y q g t x z y   , 
   , , , , ,M x a u F x a u   . 
Здесь  , ,p q  — вектор-функция сопряженных переменных, 
являющаяся решением системы уравнений 
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Используя (23) по схеме аналогичной схеме из 9, 10 доказывается 
Теорема 1. Специальное приращение критерия качества (1) до-
пускает представление в виде 
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Из разложения (28) в силу произвольности   следует 
Теорема 2. Если множество (6) выпуклое, то для оптимальности 
допустимого управления  u x  необходимо, чтобы неравенство 
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выполнялось для всех  v x U , x X . 
Неравенство (29) является необходимым условием оптимальности 
первого порядка в форме дискретного условия максимума 4–7. Но не-
редки случаи вырождения условия максимума Понтрягина 6–10. 
Определение 1. Допустимое управление  u x  назовем особым, 
в смысле принципа максимума Понтрягина, управлением, если для 
всех  v x U , x X , 
         1
0
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, , , 0
x
v x
x x
M x a x u x x


  . (30) 
Из определения 1 ясно, что для особых управлений условие мак-
симума Понтрягина (29) теряет свое содержательное значение. 
Поэтому надо иметь новые необходимые условия оптимально-
сти для особых управлений. 
Предположим, что  u x  особое, в смысле принципа максимума 
Понтрягина, оптимальное управление. Тогда из разложения (28) сле-
дует, что для оптимальности особого, в смысле принципа максимума 
Понтрягина, управления необходимо, чтобы неравенство 
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  
 
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 (31) 
          2 , , , 0av x M x a x u x x x      
выполнялось для всех  v x U , x X . 
Неравенство (31) является неявным необходимым условием опти-
мальности особых, в смысле принципа максимума Понтрягина управле-
ний. Опираясь на него, получим необходимое условие оптимальности, 
непосредственно выраженное через параметры задачи (1)–(5).  
Предположим, что  , ; ,ijV t x s , , 1, 2i j   матричные функции 
соответствующих размерностей, являющихся решениями задачи 11 
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 11 , ; , 0V t x t s  , 0 2x s x   , 
 11 1, ; , 1V t x t x E  , 
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 12 , ; , 1 0V t x x   , 0 ,t t    , 
 21 , ; , 0V t x t s  , 0 1x s x   , 
 22 2, ; , 1V t x x E   , 
( 1E , 2E  — единичные матрицы соответствующих размерностей). 
Тогда, как показано в 11, решение задачи (13)–(14) может быть 
представлено в виде 
          
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1
11 0 11 0, , 1; , , 1; ,
x
s x
t x V t x t x x V t x t s s  

    , (32) 
     
0
1
11 0, 1; ,,
x
s x
V t x t s
t x s
t
 

   . 
Далее через  ,x s  обозначим решение задачи 
         , 1 , , ,ax s x s F s a s u s    , (33) 
  1, 1x x E   . 
На основе формулы о представлении решений линейных неод-
нородных разностных уравнений (см. напр. 7, 12) решение задачи 
(15)–(16) может быть представлено в виде 
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, , ,
x
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s x
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
   . (34) 
Используя представление (34) займемся преобразованием пред-
ставлений (32), (33). 
Имеем 
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Далее 
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 (36) 
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Введя обозначения 
         11 11 0 11 0
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t
 
 
  , 
формулы (35), (36) записываются в виде 
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При помощи представлений (34), (37), (38) по схеме предложен-
ной, например в 7, 10 доказываются справедливость соотношений 
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Следуя работам 13, 14 введем матричную функцию 
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x s
dt
x M x a x u x x x s

 

 

  
 (43) 
Принимая во внимание тождества (39)–(42) и учитывая формулу 
(43) неравенство (31) записывается в виде 
               
                 
1 1
0 0
1 1
0 0
1 1
1 1
, , , , ,
2 , , , , , , 0.
x x
v v s
x s x
x x
av x v s
x x s x
F a u K s F s a s u s
M x a x u x x x s F s a s u s

   

 
 
 
 
  
        
 
 
 (44) 
Сформулируем полученный результат. 
Теорема 2. Если множество (6) выпуклое, то для оптимальности 
особого, в смысле принципа максимума Понтрягина, управления 
 u x  в задаче (1)–(5) необходимо, чтобы неравенство (44) выполня-
лось для всех  v x U , x X . 
Теорема 2 является довольно общим. Из него, используя произ-
вольность допустимого управления  v x U , x X  можно полу-
чить ряд более легко проверяемых необходимых условий оптималь-
ности особых управлений. 
Приведем одну из них. 
Теорема 3. Если множество (6) выпуклое, то для оптимальности 
особого, в смысле принципа максимума Понтрягина, управления 
 u x  необходимо, чтобы неравенство 
            , , , , , 0w wF a u K F a u           (45) 
выполнялось для всех X  , w U . 
Теорема 3 является аналогом условия Габасова-Кирилловой из 
6 для рассматриваемой задачи. Оно более слабое чем (44). 
Выводы. Исследуется задача оптимального управления гибрид-
ными системами типа Россера. Применяя схемы предложенные в ра-
ботах 7, 10 получен аналог дискретного принципа максимума 
Л. С. Понтрягина и изучен случай вырождения условия максимума. 
Математичне та комп’ютерне моделювання 
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