We introduce the notion of a viscosity solution for the first-order Hamilton-Jacobi equation, in the more general setting of manifolds, to obtain a weak KAM theory using only tools from partial differential equations. This work should be accessible to people with no prior knowledge of the subject.
We introduce the notion of viscosity solutions for the Hamilton-Jacobi equation (HJE), which is a first-order partial differential equation (PDE). There is also an extensive literature on viscosity solutions of second-order PDEs, but we do not cover this topic at all (see, for example, [8] ).
The notion of a viscosity solution is due to Crandall and Lions (see [6] ). There are two excellent books on the subject: one by Barles [3] and another by Bardi and Capuzzo-Dolceta [2] . An introduction to viscosity solutions can be found in Evans [9] . Our treatment has been significantly influenced by the content of these three books. Although many things are standard, we will cover the theory on general manifolds since this is the right setting for weak KAM theory. This is probably the first time that a general introduction on viscosity solutions on manifolds has appeared in print. Anything that cannot be found in the standard references is the result of joint work with Antonio Siconolfi (see [11, 12] ). Of course, our treatment follows some unpublished notes [10] . We hardly touch the dynamical implications of the theory, and refer the interested reader to Bernard's companion notes [4] .
We would like to apologize for the small number of references. Nowadays, for a work of this size, giving a full set of references on this subject is an impossible task. A look at the references in [2] shows that doing so 15 years ago would have been very difficult. However, a larger set of references can be easily found on the Internet.
We denote by M a connected, paracompact C ∞ manifold without boundary. For any x ∈ M , the tangent and cotangent spaces of M at x are T x M and T * x M , respectively. The tangent and cotangent bundle are T M and T * M , respectively.
The different forms of the Hamilton-Jacobi equation
We will suppose that M is a fixed manifold, and that H : T * M → R is a continuous function, which we will call the Hamiltonian. We will usually deal only with the case H(x, d x u) = 0, since we can reduce the general case to that particular case by replacing the Hamiltonian H by H c defined as H c (x, p) = H(x, p) − c.
Definition 1.2 (evolutionary HJE).
The evolutionary HJE associated to the Hamiltonian H is the equation for each (t, x) ∈ W . This form of the HJE can also be reduced to the stationary form by introducing the HamiltonianH : T * (R × M ) → R defined as
H(t, x, s, p) = s + H(t, x, p).
It is usually impossible to find global sup M V . If we assume that M is compact, then u has at least two distinct critical points (minimum and maximum) x 1 , x 2 . At these critical points we get c = H(x, d xi u) = V (x i ), since d xi u = 0. Therefore, on the compact manifold M , a classical solution of H(x, d u ) = c for such a Hamiltonian can only occur at c = max V . Moreover, if this equation has a classical solution, then V must necessarily achieve its maximum at two distinct points. In particular, if we choose V such that its maximum on the compact manifold M is achieved at a single point, then the HJE does not have classical solutions.
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Example 2.2. We suppose that M = R, so T * M = R × R, and we take H(x, p) = p 2 − 1. Then any continuous piecewise C 1 -function u with derivative taking only the values ±1 is a very weak solution of H(x, d x u) = 0. This is already too large, but there are even weaker solutions. In fact, if A is any measurable subset of R, then the function
where χ A is the characteristic function of A, is Lipschitz with derivative ±1 almost everywhere.
Therefore, we have to define a more stringent notion of solutions. Crandall and Lions introduced the notion of viscosity solutions (see [6, 7] ). This definition is reminiscent of the definition of distributions: since we cannot restrict to differentiable functions, we use test functions (namely, φ or ψ) which are smooth and on which we can test the condition. We first see that this is indeed a generalization of classical solutions. Proof. We will prove the statement about the subsolution case. Suppose that the C 1 -function u is a viscosity subsolution. Since u is C 1 , we can use it as a test function.
and u − φ has a maximum at x 0 , then the differentiable function u − φ must have derivative 0 at the maximum x 0 . Therefore,
To get a feeling for these viscosity notions, it is better to restate the definitions slightly. We first note that the condition imposed on the test functions (φ or ψ) in the definition above is on the derivative. Therefore, to check the condition, we can change our test function by a constant. Suppose now that φ (respectively, ψ) is C 1 and u − φ (respectively, u − ψ) has a maximum (respectively, minimum) at x 0 (respectively, y 0 ). This means that u(
As we said, since we can add to φ (respectively, ψ)
), these conditions can be replaced by φ u (respectively, ψ u) and u(x 0 ) = φ(x 0 ) (respectively, u(y 0 ) = ψ(y 0 )). Therefore, we obtain an equivalent definition for the subsolution and the supersolution.
To see what the viscosity conditions mean, we test them on example 2.2.
Example 2.6. We suppose M = R, so T * M = R×R, and we take H(x, p) = p 2 −1. Any Lipschitz function u : R → R with Lipschitz constant 1 is in fact a viscosity subsolution of H(x, d x u) = 0. To check this, consider φ a C 1 -function and x 0 ∈ R such that φ(x 0 ) = u(x 0 ) and φ(x) u(x), for x ∈ R. We can write
thereby passing to the limit φ (x 0 ) −1. On the other hand, if x < x 0 , we obtain
hence φ (x 0 ) 1. This yields |φ (x 0 )| 1 and, therefore,
So, in fact, any very weak subsolution (that is, a Lipschitz function u such that H(x, d x , u) 0 almost everywhere) is a viscosity subsolution. This is due to the fact that, in this example, the Hamiltonian is convex in p (see corollary 10.5).
Of course, the two smooth functions x → x and x → −x are the only two classical solutions in that example. It is easy to check that the absolute value function x → |x|, which is a subsolution and even a solution on R \ {0} (where it is smooth and a classical solution), is not a viscosity solution on the whole of R. In fact the constant function equal to 0 is less than the absolute value everywhere with equality at 0, but we have H(0, 0) = −1 < 0, and this violates the supersolution condition.
The function x → −|x| is a viscosity solution. It is smooth and a classical solution on R \ {0}. It is a subsolution everywhere. Moreover, any function φ with φ(0) = 0 and φ(x) −|x| everywhere cannot be differentiable at 0. This is obvious from seeing the graphs (see figure 3) .
Formally, it results from the fact that both φ(x)−x and φ(x)+x have a maximum at 0.
if and only if it is a viscosity subsolution (respectively, supersolution, solution) of
Exercise 2. If we consider an open interval I ⊂ R, then its cotangent space is canonically identified to I × R. We consider the Hamiltonian H : I × R → R defined by H(t, p) = p. In this case, for c ∈ R, the HJE H(t, d t u) = c can be written as
(i) Show that u : R → R is a viscosity subsolution (respectively, supersolution) of u (t) = c if and only if v(t) = u(t) − ct is a viscosity subsolution (respectively, supersolution) of v (t) = 0.
(ii) Show that any non-increasing (respectively, non-decreasing) function u : I → R is a viscosity subsolution (respectively, supersolution) of u (t) = 0.
(iii) More generally, for c ∈ R, show that any continuous function ρ : R → R such that t → ρ(t) − ct is non-increasing is a subsolution of u (t) = c.
(iv) Find the classical subsolutions, supersolutions and solutions of u (t) = c.
Next, show that v is a subsolution (respectively, supersolution, or solution) of
M → R be a continuous function, and let c ∈ R be a constant. We define U :
(i) Show that if u is a subsolution (respectively, supersolution or solution) of the HJE
then U is a viscosity subsolution (respectively, supersolution or solution) of the evolutionary HJE
(ii) Conversely, if a, b ∈ R with a < b, and U is a viscosity subsolution (respectively, supersolution, or solution) of (EHJ) on ]a, b[ ×M , then u is a subsolution (respectively, supersolution or solution) of (HJ) on M .
Lower and upper differentials
We need to introduce the notion of lower and upper differentials. 
In the same way,
, we can find a neighbourhood V of x 0 and a function φ : V → R, differentiable at x 0 , with φ(x 0 ) = u(x 0 ) and d x0 φ = p, and such that φ(x) u(x) for every x ∈ V . Therefore, for x ∈ V , we can write
Since p = d x0 φ, the left-hand side tends to 0 when x → x 0 . Therefore,
We pick r > 0 such that the ballB(x 0 , r) ⊂ U and, for h ∈ R n such that 0 < h < r, we set
It is easy to see that lim h→0 (h) = 0. We can therefore set (0) = 0. The function
entiable at x 0 , with derivative p, it is equal to u at x 0 and satisfies φ(x) u(x) for every x ∈B(x 0 , r). 
Proof. Part (i) and the convexity claim in part (ii) are obvious from definition 3.1.
To prove the fact that
Fixing n, and letting x → x 0 , we obtain lim sup
If we let n → ∞, we see that p ∈ D + u(x 0 ). We now prove (iii) and (iv) together. If u is differentiable at x 0 ∈ M , then obvi-
where both − (h) and + (h) tend to 0, a h → 0. If v ∈ R n , for sufficiently small t > 0, we can replace h by tv in the inequalities ( * ) above. Forgetting the middle term and dividing by t, we obtain
Letting t tend to 0, we see that 
which clearly implies that p is the derivative of u at x 0 .
Part (v) follows routinely from the definition. To prove (vi), we note that, by convexity, u(x 0 + th) (1 − t)u(x 0 ) + tu(x 0 + h). Therefore, for t > 0, we have
If p is a linear form, for t > 0 we obtain
, then the lim inf as t → 0 of the right-hand side is 0. Therefore,
, which shows that p is a subdifferential. Conversely, a subdifferential is clearly a lower differential.
It remains to prove (vii). Suppose, for example, that φ : V → R is defined on some neighbourhood V of a given x 0 ∈ M , that it is differentiable at x 0 , and that φ u on V , with equality at
Since φ u on V , with equality at x 0 , it follows that
Dividing by t > 0, and letting t → 0, we get
Since v ∈ T x0 M is arbitrary, we can change v into −v in the inequality above to conclude that we also have
It then follows that d x0 φ
Lip(u). 
Proof. Assume first that M = R k . To simplify notation, we can assume x 0 = 0. Moreover, subtracting from u the affine function x → u(0) + p(x). We can assume u(0) = 0 and p = 0. The
If we take the non-negative part u
If we set c n = sup{u
then c n is finite and 0, because u + 0 is continuous. Moreover, using that 2 n u + (x) u + (x)/ x for x 2 −n , and the limit in (♠) above, we obtain
We now consider θ :
x 1}, and whose support is contained in {x ∈ R k | 1 4
x 2}. We define the function ψ :
This function is well defined at 0 because every term is then 0. For x = 0 we have θ(2 n x) = 0 only if
Taking the logarithm in base 2, we see that this can only happen if −2 − log 2 x < n < 1 − log 2 x . Therefore, this can happen for at most three consecutive integers n, hence the sum is also well defined for x = 0. Moreover, if x = 0, the set
is a neighbourhood of x and, for all y ∈ V y ,
This sum is finite with at most five terms. Therefore, θ is C ∞ on R k \ {0}. We now check that ψ is continuous at 0. Using equation ( * ) and the limit (♥), we see that
To show that ψ is C 1 on the whole of R k with derivative 0 at 0, it suffices to show that d x ψ tends to 0 as x → 0. Differentiating equation ( * ), we see that
Since θ has compact support, K = sup x∈R n d x θ is finite. The equality above and the limit in (♥) give
but the right-hand side goes to 0 when
we obtain c n0 u + (x) and therefore ψ(x) > u + (x) u(x). It remains to show that we can get rid of the assumption M = R k , and to show how to obtain the desired inequality on the complement of W . We pick a small open neighbourhood U ⊂ W of x 0 which is diffeomorphic to a Euclidean space. Following what we have already done, we can find a 1] which is equal to 1 on a neighbourhood of x 0 and has compact support contained in U ⊂ W . By exercise 6, we can find a
The following simple lemma is very useful.
Proof. The last fact is clear since ψ + −ψ (respectively, ψ − −ψ) achieves a minimum (respectively, maximum) at x 0 .
Using the same arguments as at the end of the proof in the previous lemma to obtain the general case, it suffices to assume C = 0 and M = R n . In that case, we can take ψ ± (x) = ψ(x) ± x − x 0 2 .
Criteria for viscosity solutions
In this section we fix a continuous function H :
Proof. Suppose that u is a viscosity subsolution.
, since u is continuous, it follows from lemma 3.4 that there exists a
Suppose conversely that, for each
Since D ± u(x) depends only on the values of u in a neighbourhood of x, the following corollary is now obvious. It shows the local nature of the viscosity conditions.
Since, by Rademacher's theorem, a Lipschitz function is differentiable almost everywhere, here is another straightforward consequence of theorem 4.1.
In particular, a locally Lipschitz viscosity solution is always a very weak solution.
Exercise 7. Let I ⊂ R, and consider u : I → R a viscosity subsolution of
We want to show that u is non-increasing.
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(iii) What are the supersolutions (respectively, solutions) of u (t) = 0?
(iv) For c ∈ R, characterize the viscosity subsolutions, supersolutions and solutions of u (t) = c.
We end this section with one more characterization of viscosity solutions.
Proposition 4.4 (criterion for viscosity solutions). Suppose that
Proof. We treat the subsolution case. We first show that if
The function u − φ + has a unique strict global maximum achieved at x 0 , and therefore
Supposing now that ψ : M → R is C 1 and that u−ψ has a global maximum at x 0 , we must show that H(x 0 , d x0 ψ) 0. We fix a relatively compact open neighbourhood W of x 0 . By lemma 3.5, applied to the continuous function ψ, there exists a
It is easy to see that u − ψ + has a strict global maximum at x 0 , and that u(
By smooth approximations, we can find a sequence of C ∞ -functions φ n : M → R such that φ n converges to ψ + in the C 1 topology uniformly on compact subsets, and sup x∈M |φ n (x) − ψ + (x)| < 1. This last condition, together with
This implies that the maximum of u−φ n on the compact setW is a global maximum of u − φ n . Choose y n ∈W where u − φ n attains its global maximum. Since φ n is C ∞ , from the first part of the proof we must have H(y n , d yn φ n ) 0. Extracting a subsequence if necessary, we can assume that y n converges to y ∞ ∈W . Since φ n converges to ψ + uniformly on the compact setW , u − ψ + necessarily achieves its maximum onW at y ∞ . This implies that y ∞ = x 0 , because the strict global maximum of u −ψ is precisely attained at x 0 ∈ W . Since the convergence of φ n to ψ + is in the C 1 topology, we have (
Coercive Hamiltonians
Definition 5.1 (coercive). A continuous function H : T * M → R is said to be coercive above every compact subset if, for each compact subset K ⊂ M and each c ∈ R, the set
Choosing any Riemannian metric on M , it is not difficult to see that H is coercive if and only if, for each compact subset K ⊂ M , we have lim p x→∞ H(x, p) = +∞, the limit being uniform in x ∈ K.
We recall the definition of a locally Lipschitz function on a manifold. A map f : X → Y between metric spaces is locally Lipschitz if each point of X has a neighbourhood on which the function f is Lipschitz. If X is locally compact, it is equivalent to saying that f is Lipschitz on each compact subset of X. If either X or Y are open subsets of a Euclidean space, we will always assume that they are endowed with the Euclidean distance. It is then not difficult to show that C
1 maps between open subsets of Euclidean spaces are locally Lipschitz. Also, a composition of locally Lipschitz maps is locally Lipschitz. If f : M → N is a map between the smooth manifolds, and we assume that the distances on M and N come from Riemannian metrics, then f is locally Lipschitz if and only if f is locally Lipschitz in local coordinates.
Theorem 5.2. Suppose that H : T * M → R is coercive above every compact subset, and c ∈ R. Then a viscosity subsolution of H(x, d x u) = c is necessarily locally Lipschitz, and therefore satisfies H(x, d x u) c almost everywhere.
Proof. Since this is a local result we can assume M = R k , and prove only that u is Lipschitz on a neighbourhood of the origin 0. We will consider the usual distance d given by d(x, y) = y − x , where we have chosen the usual Euclidean norm on R k . We set
We have 0 < +∞ by the coercivity condition. Suppose u :
Fix x ∈ R k with x 1, and define φ :
where the function y → u(y) − φ(y) attains its maximum for y ∈B(x, 2). We first observe that y 0 is not on the boundary ofB(x, 2). In fact, if y − x = 2, we have
In particular, the point y 0 is a local maximum of 
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Let us recall now the locally equi-Lipschitzian concept for a family F of functions of real-valued functions defined on a manifold M . We assume that M is endowed with a distance d coming from a Riemannian metric on M . The family F is locally equi-Lipschitzian if, for every x ∈ M , we can find a neighbourhood V of x in M and a constant K such that, for every y, z ∈ V , and every u ∈ F, we have
. It is not difficult to check that this notion is independent of the choice of Riemannian metric on M . Therefore, F is locally equi-Lipschitzian if and only if, in local coordinates, F is equi-Lipschitzian in the usual sense. We will also need the following characterization of the Lipschitz constant for a function. We leave the proof as an exercise. 
(ii) for almost every x ∈ U , we have d x u K.
(If (i) is true, then (ii) is true at every x where d x v exists. To prove that (ii) implies (i), prove it first for v is C 1 , then use an approximation argument as in lemma 10.3 to conclude in the general Lipschitz case.)
coercive above every compact subset. For every c ∈ R, the set S(H, c) of global viscosity subsolutions
Proof. The result is essentially local. Using a chart, we can assume M = R n , and x = 0. Denoting, as usual, by B the Euclidean unit ball, by coercivity of H, the set It is important to note that, for the evolutionary Hamilton-Jacobi equation, there are subsolutions which are not locally Lipschitz even if the coercive Hamiltonian is very simple.
Exercise 9. We consider the coercive Hamiltonian H :
Give an example of such a ρ which is not locally Lipschitz. 
Stability
Proof. We show the subsolution case. We use the criterion 4.4. Suppose first that
Since W is an open neighbourhood of x 0 , dropping the first terms if necessary, we can assume y n ∈ W , this implies that y n is a local maximum of u n −φ, and therefore
0. The uniform convergence of H n on compact subsets now implies 
is also a viscosity subsolution of (EHJ) on ]0, +∞[ ×M .
( (iv) Show that U can be uniformly approximated on compact subsets by viscosity subsolutions of (EHJ) which are not locally Lipschitz.
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Uniqueness
Our goal here is to obtain some uniqueness results especially for the evolutionary HJE. These kind of results are usually obtained through a maximum principle. One of the difficulties is the fact that viscosity solutions are not smooth. There is an efficient tool that has been developed to deal with this problem, namely, the doubling (of variables) argument. It has been extensively used since the beginning of the subject (see, for example, [2, ch. 2, § 3] and [3, ch. 2, § § 2.4, 2.5]). In our treatment, we found it convenient to use the doubling argument in the next theorem, and to deduce the maximum principles and the uniqueness theorems from this result. 
Since we do not know that these derivatives exist, we must get around this difficulty. The following argument is known in viscosity theory as the doubling argument. The problem is essentially local around x 0 . Hence, choosing a chart, we can assume x 0 = 0 and M = R n . Call · the usual Euclidean norm in R n , and denote by B n the usual unit ball in R n . We will also use the canonical identification T * R n = R n × R n . In this identification, the differential of a function is nothing but its gradient.
Since either u or v are locally Lipschitz on M = R n , and since B n is a compact subset, we can assume that there exists a constant K < +∞ such that either u or v is Lipschitz on B n with Lipschitz constant K. We know that u v with equality at 0. Also, u : R n → R is a viscosity subsolution of H(x, d x u) = c 1 , and v : R n → R is a viscosity supersolution of H(x, d x u) = c 2 . We want to show that c 2 c 1 . For 1, we set
. By the compactness of B n , we can find x , y ∈ B n such that
By the compactness of B n , we have
This implies that x − y 2 A/ , hence x − y → 0 when → +∞. Again, by the compactness of B n , we can find an extracted subsequence such that x i converges to x ∞ . Necessarily we also have y i → x ∞ . By inequality (7.1 b) above,
Since u v, we find that x ∞ = 0. Therefore, both x i and x ∞ converge to 0. In particular, for sufficiently large i, x i and y i are inB n . We can therefore drop some of the first i and assume x i , y i ∈B n for all i. It follows from (7.1 a) and (7.
, and using the fact that u :
In the same way, we get that
, and using that v : R n → R is a viscosity supersolution of H(x, d x u) = c 2 , we obtain
Since x i , y i are in B n , and either u or v has Lipschitz constant
, from part (vi) of proposition 3.3 we obtain that either
Since x i ∈ B n , we conclude that 2 i (x i − y i ) K + 2 for all i. Therefore, up to extraction, we assume that 2 i (x i − y i ) converges to p ∈ R n . Since both x i and y i converge to 0, passing to the limit in (7.1 c) and (7. Proof. In that case, theorem 5.2 implies that u is locally Lipschitz. Therefore, we can apply theorem 7.1. Proof. We introduce the HamiltonianĤ on R × M defined bŷ
H(t, x, s, p) = s + H(x, p),
With this notation, U (respectively, V ) becomes a viscosity subsolution (respectively, supersolution) of the HJEĤ
Fixing a, > 0, we will show that, for all t ∈ [0, a[ and for all x ∈ M ,
The theorem follows because we can let → 0, and a > 0 is arbitrary. To simplify notation, define ρ :
it is not difficult to see that the continuous functionÛ : [0, a[ ×M → defined bŷ
is a viscosity subsolution of the HJÊ 
Any other continuous function V : [0, +∞[ ×M → R, which is a viscosity solution of (EHJ) on ]0, +∞[ ×M and coincides with U on {0} × M , coincides with U on the whole of [0, +∞[ ×M .
Construction of viscosity solutions
In this section we will introduce the Perron method for constructing viscosity solutions. For > 0 small enough, the closed ballB(x 0 , ) is compact. Fix such an > 0. There is a δ > 0 such that φ(y) − δ u(y) = sup i∈I u i (y) for each y ∈ ∂B(x 0 , ).
Since φ(x 0 ) = u(x 0 ), we can find i ∈ I such that φ(x 0 ) − δ < u i (x 0 ). It follows that the maximum of the continuous function u i − φ on the compact setB(x 0 , ) is not attained on the boundary. Therefore, u i − φ has a local maximum at some x ∈B(x 0 , ). Since the function u i is a viscosity subsolution of 
Proof. Call SS x0 the family of viscosity subsolutions
Since H is coercive above every compact subset of M , by corollary 5.3, the family of restrictions v| K , v ∈ SS x0 is locally equi-Lipschitzian. We now show that S x0 is finite everywhere. Since M is connected, given x ∈ M , there exists a compact connected set K x,x0 containing both x and x 0 . By the local equicontinuity of the family of restrictions {v| Kx,x 0 | v ∈ SS x0 }, and the compactness of K, we can find δ > 0 such that, for each y, z ∈ K x,x0 with d(y, z) δ, we have |v
Since the set K x,x0 is connected, we can find a sequence
is finite everywhere. Moreover, as a finite-valued supremum of a family of locally equicontinuous functions, it is continuous.
By proposition 8.1, the function S x0 is a viscosity subsolution on M itself. It remains to show that it is a viscosity solution of
, where x 1 = x 0 , and ψ(x) < S x0 (x) for every x = x 1 . We want to show that necessarily H(x 1 , d x1 ψ) 0. We argue by contradiction. We therefore suppose that H(x 1 , d x1 ψ) < 0. By continuity of the derivative of ψ, we have H(y, d y ψ) < 0 for y in a neighbourhood V of x 1 . Endowing M with a distance defining its topology, we choose > 0 such that each y ∈B(x 1 , ) , the function ψ is a viscosity subsolution of H(x, d x u) = 0 onB(x 1 , ). Taking sufficiently small > 0, we assume thatB(x 1 , ) is a compact subset of M , and x 0 / ∈B(x 1 , ). Since ψ < S x0 on the boundary ∂B(x 1 , ) ofB(x 1 , ) , we can pick δ > 0 such that ψ(y) + δ S x0 (y) for every y ∈ ∂B(x 1 , ). We now defineS x0 : M → R bỹ
The functionS x0 is a viscosity subsolution onB(x 1 , ) as the maximum of the two viscosity subsolutions ψ + 
This contradicts the definition of S x0 .
The next argument is inspired by the construction of Busemann functions in Riemannian geometry (see [1] ). Proof. Fixx ∈ M , and pick a sequence x n → ∞ (this means that each compact subset of M contains only a finite number of points in the sequence).
By arguments analogous to the ones used in the previous proof, the sequence S xn is locally equicontinuous. Moreover, for each x ∈ M , the sequence S xn (x) − S xn (x) is bounded. Therefore, by Ascoli's theorem, extracting a subsequence if necessary, we can assume that S xn − S xn (x) converges uniformly to a continuous function u : M → R. It now suffices to show that the restriction of u to an arbitrary, open, relatively compact subset V of M is a viscosity solution of H(x, d x u) = 0 on V . Since {n | x n ∈V } is finite, for sufficiently large n the restriction of S xn − S xn (x) to V is a viscosity solution; therefore, by the stability theorem 6.1, the restriction of the limit u to V is also a viscosity solution.
The situation is different for compact manifolds, as can be seen from corollary 7.3.
Strict subsolutions
Definition 9.1 (strict subsolution). Let H : T * M → R be a continuous function. We say that a viscosity subsolution u :
Here is a way to construct viscosity subsolutions that are strict at some point. 
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Here is another useful result on strict subsolutions. 
Quasi-convexity and viscosity subsolutions
We first recall the definition of a quasi-convex function.
Definition 10.1. The function f : C → R, defined on the convex subset C of the real vector space E, is said to be quasi-convex if, for every t ∈ R, the sublevel {x ∈ C | f (x) t} is convex.
Exercise 11. Suppose f : C → R is defined on the convex subset C of the real vector space E. with i=1 α i = 1, and every sequence x 1 , . . . , x ∈ C, we have
(ii) Suppose, moreover, that E is a topological vector space, and that f is continuous and quasi-convex. Show that, for any sequence (α i ) i∈N with α i ∈ [0, 1] such that ∞ i=0 α i = 1, and every sequence (x i ) i∈N such that ∞ i=0 α i x i exists and is in C, we have
(iii) (Difficult.) Suppose further that E is a finite-dimensional vector space, and that the convex set C is Borel measurable. If µ is a Borel probability measure on E with µ(C) = 1, show that E x dµ(x) ∈ C. (Hint: one can assume that this is true for a vector space whose dimension is strictly lower than that of E, then argue by contradiction. If x 0 = E x dµ(x) / ∈ C, by the Hahn-Banach theorem and the finite dimensionality of E, find a linear map θ : E → R such that θ(x) θ(x 0 ) for every x ∈ C.) (iv) If E is finite dimensional, show that (ii) remains true even when f is only assumed Borel measurable on the Borel measurable convex set C.
In this section we are mainly interested in Hamiltonians H : T * M → R that are quasi-convex in the fibres, i.e. for each x ∈ M , the function p → H(x, p) is quasi-convex on the vector space T * x M . Our first goal in this section is to prove the following theorem. H(x, d x u) c almost everywhere, for some fixed c ∈ R, then u is a viscosity subsolution of H(x, d x u) = c.
Before giving the proof of the theorem we need some preliminary material. If u : U → R is a locally Lipschitz function defined on the open subset U of M , it is convenient to introduce the Hamiltonian constant H U (u) as the essential supremum on U of H(x, d x u) , i.e. the constant H U (u) by
Since S is also negligible -as a countable union of negligible sets -it follows that H(x, d x u) H U (u) almost everywhere. Since H takes only finite values, we have
We will use some classical facts about convolution. Let (ρ δ ) δ>0 be a family of func-
k , withV compact and contained in U . Calling 2δ 0 the Euclidean distance of the compact setV to the boundary of U , we have δ 0 > 0, and therefore the closed δ 0 -neighbourhood
ofV is compact and contained in U . If u : U → R is a continuous function, then, for δ < δ 0 , the convolution
makes sense and is of class C ∞ on a neighbourhood ofV . Moreover, the family u δ converges uniformly onV to u, as t → 0. 
Proof. Since u δ converges uniformly to u on the compact subsetV , we only have to prove that H V (u δ ) H U (u) + for sufficiently small δ. If H U (u) = +∞, this is clear. We can therefore assume that H U (u) < +∞. We first show that, for δ < δ 0 , we must have
Note that the right-hand side makes sense because d z u exists for almost every z ∈ U . Since we know that u δ is C ∞ , it suffices to check that
for x ∈ V , δ < δ 0 and h ∈ R k . We write
We see that we can obtain ( * * ) from Lebesgue's dominated convergence theorem, since ρ δ has a compact support contained in {y ∈ R k | y < δ}, and for y ∈ R k , t ∈ R such that y < δ, th < δ 0 − δ, the two points x + th − y, x − y are contained in the compact setN δ0 (V ) on which u is Lipschitz. Equation ( * ) yields
SinceN δ0 (V ) is compact and contained in U , and u is locally Lipschitz, we can find
Since H is continuous, by a compactness argument, we can find
We deduce that, for all x in V and almost every y with y δ , we have
The quasi-convexity of H in the fibres implies that the set
is convex and closed. Since ρ δ dy is a probability measure whose support is contained inB(0, δ) = {y ∈ R k | y δ}, and d x−y u ∈ C, for every y ∈B(0, δ), we obtain that the average R k ρ δ (y)d x−y u dy is also in C. Hence, we obtain, for all δ δ ,
It follows from inequality ( * * * ) above that If a 1 , . . . , a n 0, and a 1 + · · · + a n = 1, then u = a 1 u 1 + · · · + a n u n is differentiable at each point of x ∈ A with d x u = a 1 d x u 1 + · · · + a n d x u n . Therefore, by the quasi-convexity of H(x, p) in the variable p, for every x ∈ A, we obtain
Since A is of full measure, by theorem 10.2 we conclude that u is also a viscosity subsolution of
The next corollary shows that the viscosity subsolutions are the same as the very weak subsolutions, at least in the geometric cases we have in mind. This corollary is clearly a consequence of theorems 5.2 and 10.2. 
Proof. We pick up a locally finite countable open cover (V i ) i∈N of M such that each closureV i is compact and contained in the domain U i of a chart which has a compact closureŪ i in M . For every i ∈ N, we set
The local finiteness of the cover (V i ) i∈N and the compactness ofV i imply that, for each i ∈ N, the set J(i) is finite. Therefore, denoting by #A the number of elements in a set A, we obtain
We define R i = sup x∈Ūi d x u x < +∞, where the supremum is in fact taken over the subset of full measure of x ∈ U i where the locally Lipschitz function u has A. Fathi a derivative. It is finite becauseŪ i is compact. Since J(i) is finite, the following quantityR i is also finite:R i = max
We now choose (θ i ) i∈N a C ∞ partition of unity subordinated to the open cover (V i ) i∈N . We also define
which is finite since θ i is C ∞ with support in V i , which is relatively compact. Again, by compactness, continuity and finiteness routine arguments, the following numbers are greater than 0:
is also compact. Therefore, by the continuity of H, we can find η i > 0 such that, for all x ∈V i and for all p, p ∈ T * x M ,
and p x are both quasi-convex in p, and thatV i is compact and contained in the domain U i of a chart, by lemma 10.3, for each i ∈ N, we can find a C ∞ -function
where the supremum in the last two lines is taken over the set of points z ∈ V i , where d z u exists.
We now define v = i∈N θ i u i . It is obvious that v is C ∞ . We fix x ∈ M , and
We can now write
We now estimate H(x, d x v). First we observe that i∈J(i0) θ i (y) = 1 and v(y) = i∈J(i0) θ i (y)u i (y) for every y ∈ V i0 . Since V i0 is a neighbourhood of x, we can differentiate to obtain i∈J(i0) d x θ i = 0, and
Using the quasi-convexity of H in p, we get
where, for the last inequality, we have used that i ∈ J(i 0 ) means V i ∩ V i0 = ∅, and therefore i 0 ∈ J(i), which implies˜ i i0 , by the definition of˜ i . In the same way, we have
Therefore,
The definition of η i0 , together with inequalities ( * )-( * * * ) above, implies 
Proof. We first define˜ :
It is clear that˜ is continuous on M and˜ > 0 is strictly positive on U .
For each x ∈ U , we can find c x < c, and V x ⊂ V an open neighbourhood of x such that H(y, d y u) c x , for almost every y ∈ V x . The family (V x ) x∈U is an open cover of U . Therefore, we can find a locally finite partition of unity (ϕ x ) x∈U on U subordinated to the open cover (V x ) x∈U . We define δ :
It is not difficult to check that H(y, d y u) c − δ(y) for almost every y ∈ U .
We apply theorem 10.6 to the HamiltonianH : T * U → R defined byH(y, p) = H(y, p) + δ(y) and u | U which satisfiesH(y, d y u) c for almost every y ∈ U . We can therefore find a C ∞ -function u : U → R, with |u (y) − u(y)| ˜ (y), and
2 , it is clear that we can extend continuously u by u on M \ U . This extension satisfies
We must verify that u is a viscosity subsolution of H(x, d x u ) = c. This is clear on U , since u is C ∞ on U , and H(y, d y u ) < c, for y ∈ U . It remains to check that if φ : M → R is C 1 , and such that φ u with equality at x 0 / ∈ U , then H(x 0 , d x0 φ) c. For this, we note that
The viscosity semi-distance
We will suppose that H : T * M → R is a continuous Hamiltonian coercive above every compact subset of the connected manifold M . 
The function S c is locally Lipschitz on M × M . If d is a distance coming from a Riemannian metric on M , for every compact subset
is a distance which is locally Lipschitz-equivalent to any distance coming from a Riemannian metric. and the continuity of H, we can find > 0 such that
We can find δ 1 > 0 such that the radius of injectivity of the exponential map, associated to the Riemannian metric, is at least δ 1 at every point x in the compact subset N δ (K). In particular, the distance function
0 ) at each point where it exists has norm 1, since this map has (local) Lipschitz constant equal to 1. We can assume δ 1 < δ. We now pick φ : R → R a C ∞ -function, with support in ] 
But the value of u at x 0 is 0, and its value at y is
y).
Adding up and using . Moreover, for t < 1, the viscosity subsolution u t is strict at each point of M \ A. By the coercivity condition, all subsolutions are locally Lipschitz. Since M is compact, u t − u 2 achieves a maximum on M . By proposition 9.3, for t < 1, this maximum is achieved at a point of the compact subset A. Since u t converges uniformly to u 1 , it follows that u 1 − u 2 also achieves its maximum on M in the same compact subset A. But u 1 − u 2 0 on A. Therefore, u 1 − u 2 0 everywhere on M .
Example 12.7. We give an example of a Hamiltonian quasi-convex in the fibres with the Aubry set empty, hence, corollary 12.5 does not hold for quasi-convex Hamiltonians. We will also show that proposition 12.4 does not necessarily hold for this Hamiltonian; in fact, the argument shows more generally that when the Aubry set is empty for a Hamiltonian on a compact manifold, proposition 12.4 cannot hold.
Define the quasi-convex function h : R → R by h(t) = ⎧ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎩ −t − 1 for t −1, t + 1 for − 1 t 0, 1 for 0 t 1, t for t 1.
We define a Hamiltonian H on T = R/Z. We use the usual identification of the cotangent space T * T with T × R. In this usual identification, the derivative du of a function u : T → R, as a section, is exactly t → (t, u (t)). The Hamiltonian H : T×R is defined by H(t, s) = h(s). Obviously, the constant function u 0 ≡ 0 obviously satisfies H(t, u 0 (t)) = H(t, 0) = h(0) = 1, therefore c[0] = 1, by corollary 7.3. For any t 0 ∈ T, the function v t0 (t) = (2π) −1 sin(2πt + π − 2πt 0 ) has a derivative v t0 (t) = cos(2πt+π −2πt 0 ) which is between −1 and 1 everywhere. Therefore, v t0 is a subsolution of H(t, v (t)) = 1. Moreover, its derivative at t 0 is cos(π) = −1, Hence, H(t 0 , v t0 (t 0 )) = h(−1) = 0 < 1. By continuity of the derivative of v t0 , it follows that v t0 is strict at t 0 . Since t 0 is arbitrary in T, it follows from theorem 12.1 that the Aubry set of H is empty. This shows that corollary 12.5 cannot be true for general A. Fathi quasi-convex Hamiltonian. We now show that proposition 12.4 cannot be true for H. In fact, if it were true we would obtain a viscosity subsolution which is strict at every point of T. Using the compactness of T as in the proof of corollary 12.5, we see that this yields a viscosity subsolution of H(t, v (t)) = c, for some c < 1. This is impossible since c[0] = 1.
The representation formula
We still assume that M is compact, and that H : T * M → R is a coercive Hamiltonian convex in the fibres. This follows easily from the uniqueness theorem 12.6 and the following theorem. We start with a lemma. In particular, if each u i is a viscosity solution, so is u = inf i∈I u i .
Proof. We fix an auxiliary Riemannian metric on M , and we use as a distance on M its associated distance. By the coercivity condition, the family (u i ) i∈I is locally equi-Lipschitzian. Therefore, if K is a compact connected subset of M , there exists a constant C(K) such that, for all x, y ∈ K and for all i ∈ I,
If x ∈ M is given, we can find a compact connected subset K x containing x 0 and x, it follows that inf
Therefore, inf i∈I u i is finite everywhere. It now suffices to show that, for a giveñ x ∈ M , we can find an open neighbourhood V ofx such that inf i∈I u i | V is a viscosity subsolution of H(x, d x u) = c on V .
We choose an open neighbourhood V ofx such that its closureV is compact. Since C 0 (V , R) is metric and separable in the topology of uniform convergence, we can find a countable subset I 0 ⊂ I such that u i|V , i ∈ I 0 , is dense in {u i|V | i ∈ I}, for the topology of uniform convergence. Therefore, inf i∈I u i = inf i∈I0 u i onV . Since I 0 is countable, we have reduced the proof to the cases where I N (x) → inf i∈I0 u i (x), for each x ∈V , the convergence is, in fact, uniform onV since (u i ) i∈I0 is equi-Lipschitzian on the compact setV . It remains to apply the stability theorem 6.1.
To prove the last part of the lemma, it suffices to recall from proposition 8.1 that an infimum of a family of supersolutions is itself a supersolution.
