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The aim of this paper, which may be viewed as a sequel to [ 11, is to 
study the singularities of rings of constants: given a derivation of a com- 
mutative ring of characteristic p > 0, we are interested in the descent of 
ring-theoretic properties to the ring of constants. 
We take as a model the theory of invariants of finite groups, and our 
first objective is to find an analogue of reductive group actions. It turns out 
that the suitable objects are the derivations, which are algebraic over the 
ring of constants, and that the reductivity of the action depends on the 
form of the algebraic equation. This is done in Section 1, where 
preliminaries and notation arc also given. Reductive derivations are 
introduced in terms of rings of differential operators, which take the place 
of the skew group rings in the case of group actions. A particular case of 
reductive derivations are the semisimple ones, introduced and used in [l]. 
It is shown in Section 2 that for an arbitrary derivation of a local ring, the 
study of constants is reduced to the case when the derivation maps the ring 
into its maximal ideal. Moreover, if the original derivation is reductive, the 
modified one is semisimple. 
In Section 3 we prove that the rings of constants of reductive derivations 
inherit the Buchsbaum and the Cohen-Macaulay properties. The purpose 
of Section 4 is to investigate the Gorenstein descent. We borrow ideas from 
the papers [4, 121, which deal with reductive actions of finite groups. One 
defines a Hini? character of a semisimple derivation, which corresponds to 
the group character introduced by Hinii: in [4], and the canonical module 
of the ring of constants is described in terms of it. Applications of this 
material to regular rings are given in [ 11. 
I should like to express my gratitude and appreciation to Luchezar 
Avramov for his great help and constant guidance throughout this work. 
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1. REDUCTIVE AcTmN 
(1.0) In this paper A denotes a commutative noetherian algebra 
over the field with p elements, and we assume A contains a subring k, such 
that A is finitely generated as a module over k,[AP]~ 
The main result of this section is Proposition (1.5). 
.I) The set of all k,-linear derivations d: A -+ A is denote 
Its usual (left) A-module structure is related to commutators of ~eri~~~~~~~ 
bY 
and to the pth power operation by the formula of ochschil 
[S, Lemma 11, 
(ad)P = UPdP + (ad)P- ‘(a) d (LZEA). (l.n.2) 
oreover, the formula of Jacobson [6, p. 1871 holds: 
(d, + d# = d: + d$ + c sj(d,, cdl), 
i=l 
(Ll.3) 
where s, is an integer linear combination of commutators of length p in d, 
and d,. 
For a derivation d E 9, we set 
and call it the ring of 
( 1~ 1.4) DEFINITION. 
p-polynomial 
Ad= (aEAjd(u)=O} 
constants of d. 
We say d E 9 is of llnite order if there exists a 
m-1 
f(X) = P” - c C[XP’E Ad[X] 
l=O 
for which f(d) = 0. Any such f(X) will be called an annihilating p- 
olynomial of d. The order o(d) of d is defined to be the smallest integer ~a, 
for which pm is the degree of an annihilating p-polynomial of d. 
(1.2) For every dE 9, as consequences of the inclusions of rings 
ko[AP] c Adc A and the finiteness condition (l.O), we obtain: 
( 1.2.1) Ad is noetherian, and A is a finitely generated Ad-module; 
Spec Ad is canonically homeomorphic to Spec A (e.g. [ 1, (1.4.1) and 
(1.2.1)]). 
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(1.2.2) 9 is finitely generated Ad-module. 
(1.2.3) The derivation d is of finite order: indeed, from the preceding 
statement the Ad-submodule of 9, spanned by {dp’ 1 i > 0}, is finitely 
generated. 
(1.2.4) Let A be a normal domain with field of fractions K. Then the 
characteristic polynomial of d, considered as a Kd-linear map of K, coin- 
cides with its minimal polynomial, and is an annihilating p-polynomial of 
degree p@) (cf. [l, (2.4) and (2.6)]). 
(1.3) For an intermediate ring B between A and AP, recall that a 
set of elements x1,..., x, E A is said to be a p-basis of A over B if 
{xij.. . xi IO < ii <p, 1 <j< PZ} is a basis of the free B-module A. If 8, 
denotes the “partial derivative with respect to x,~,” defined by 8,(x,) = 6, 
(Kronecker delta), 8,(B) = 0, then the set of all B-linear derivations of A, 
denoted by Der,(A), is the free A-module on the basis dr,..., a,, and 
End,(A) = Hom,(A, A) is the free A-module on the basis 
We fix now a &derivation d of A and an annihilating p-polynomialf(X) 
of degree pm, and we set C = Ad. The associative subring of End.(A), 
generated by d over the canonical image of A, is denoted A [d]. Note in 
A[d] the commutation rule for a E A and d is given by 
da=ad+d(a). 
Let A[X, d] be the ring of differential operators, i.e., the noncom- 
mutative associative ring of formal polynomials C a,X’ with coefficients in 
A, defined by 
xiu$ = i : 
0 
&/(u) xl+j CUEA) 
I=0 
[7, Ex. 6, p, 1901. Clearly, f(X) is in the center of A[X; d]. Denote by 
U= U(d,f(X)) the quotient of A[X; d] by the ideal generated by f(X). 
Then U is an associative ring and a free A-module with basis 
(Di 1 i = 0, l,..., pm - 1 }, where D is the image of X in U. The map 
U-t A[d], C u,D’HC aid’ is a surjective homomorphism of rings; by 
using it every A Cd]-module will be viewed as a U-module. For a U-module 
M, set: 
MD= (uEM~DzI=O}. 
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e introduce the trace map r( =r~) corresponding to f(X) by the formula: 
m-l 
z=DP”--l 
- zo 
cp- l E u. 
Then Dz = 0, so left multiplication by z defines a 
denoted by z: M -+ MD. 
) If A4, N are left A [X; cl]-modules, for g E 
(Xg)(v) = Xg(v) -g(Xv), v E M. Then Xg is A-linear: (Xg)(av) = Xg(av) - 
g(X(av)) = X(ag(v)) -g(aXv + d(u) v) = aXg(v) + d(a) g(v) - ag(Xv) - 
d(u) g-(a) = a(Xg)(v), UE A, VEM. So, we can define Xg = X(XVeig) for 
r 3 2, and (2 a,X’) g = C a,(X’g), ai E A. From this it follows by induction 
on r that Xg is A-linear, that Xrg = X(X( .. (Xg) ‘.. )) for every 
g E Hom,(M, N), and therefore X’(X’g) = X’+‘g for r, s 3 0. On t 
hand, writing Xc, for the additive map N + N, n H Xn, we have for k~ E A: 
X(ag)=X,,Jug-agox, = aX,~g+d(a)g-ag~x;krM = a(Xg)+d(a)g 
= (Xa)g. Hence one obtains by induction on Y that X’(aX”g) = 
(XaX’) g. It follows that Hom,(M, N) acquires a natural structure of 
A[X; d]-module. Again by induction one shows that 
and therefore Xp’g = X$ o g -g 0 Xc for I3 0. In particular, if and N are 
U-modules; then f(D) g =f(DN) og - g of(DM) = 0, hence IIom,(M, N) is 
a left U-module as well. 
It is clear that (Hom,(M, N))D = Hom.(M, N). 
(1.5) PROPOSITION. The following conditions are equivalent: 
0) 0 D is an exact functor from the category of left U-rnodu~~s to 
that of C-modules; 
(ii) A is a projective U-module for the left-module structure given by 
the projection 7~: U -+ A, TC(~ aiDi) = a,; 
(iii) z(y) = 1 for some YE A; 
(iv) TM= MD for every U-module M; 
(v) there exists a p E U such that for every U-module 
tiplication by p splits the inclusion MD CT M; 
(vi) if 0 --+ M’ + A4 -+ M” + 0 is an exact sequence of U-modules, 
which splits over A, then it splits over U. 
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ProoJ (i) * (vi) Let 0 -+ M’ _ti M -+ Al” -+ 0 be an exact sequence of 
U-modules which splits over A. Then by (1.4) 0 -+ HomA(M”, M’) + 
Hom,(M, M’) + HomA(M’, M’) +O also is an exact sequence of U- 
modules, which in view of the assumption on ( )” yields the exact sequence: 
0 + Hom,(M”, M’) + Hom,,(M, M’) + HomJM’, M’) + 0. Thus, there 
is a gEHom.(M, M’) such that goi=id,, . 
(vi) =E. (ii) because 0 + Ker 7~ + U +K A -+ 0 is a split-exact sequence of 
A-modules. 
(ii) =z- (v) Set p = c(l), where cr: A -+ U is a U-linear splitting of 7~. Then 
n(p)=& so that p=l+h with hEKern. Moreover, Dp=D(a(l)) = 
o(d( 1)) = 0, so that for every U-module M one has pv E MD (v E M). When 
VEM~, ~v=(l+h)v=v, since hEKerrc=UD. 
(v) * (iii) Set q =pm and let p = C;:,r xiDi, X~E A. Since by assumption 
p: A + C splits the inclusion C 4 A, one has 1 = p( 1) = x0. Moreover, from 
the fact that multiplication by p maps U onto U” it follows that 
p = p.1 E uD, so 0 = Dp = Es:; (d(Xi) + XiD) D’ = cy=1’ (d(xJ + xi- 1) 
D’ + x, _ r Cyz-01 cIDp’. Therefore we obtain the equalities 
d(Xi) + Xi- 1= O for i#p’,26i<q- 1; 
d(x,/)+x,l-1+x,-, c,=o for I=0 ,..., m- 1,x,= 1. (1.5.1) 
Then 
x1 = -d(Xz) = d2(x3) = ... = -dP-2(xp_ 1); 
xp-1= -d(x,)-x,-,c,; 
xp= -d(x,+l)=d*(X,+2)= ... = -d+qxp2L1), 
so 
x1= -d~~~(d~2--(xp2~l)-xy~l1l)=c1d~--(xy~l)-d~2~~(xp2~l) 
and 
d(x,)=c,dP~1(Xq--)-dp2-1(Xp2~1). 
Assume by induction 
pS+lLpS 
xd.-l=d (xp’+lL1)-xq-~cc, 
and 
d(x,)= i cldp’-l(xy-~)-dps+‘--(xp’+~-~) 
I= 1 
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fen‘ l<s<m-1. Then 
Xp’+’ -1= -~(xps+l)-xy~Icg+l; 
x/g+1 = -d(Xps+*+ 1 ) = d2(xps+, +2) = ~. . = ~dP~+*-P-(xps+*~ J, 
so that 
Xps+I-l - dps-z--ps+‘(xps+2~1)-xy-~1cs+1 
and 
ence, 
m-l 
d(x,)= c ~,dp’-l(xy~~)-d~--(xy~l) 
I=1 
and substituting this equality in (1.51) for I = 0, we obtain 
m-1 
d4@(x y-l)- 1 cIdp’-‘(x,p,)= 1. 
I=0 
(iii) * (iv) for any U-module M and any VE MD, one has 
u = z(y) v = z(p). 
(iv)*(i) The functor ( )” being left exact in general, it suffices to show 
that for any U-epimorphism g: M + N, g(MD) = ND. As g commutes with 
z, one has g(MD) = g(rM) = zg(M) = rN = ND. 
The proof of the proposition is now complete. 
(1.6) DEFINITION. We say d is reductive (or d acts reductively), if the 
equivalent conditions of the previous proposition are satisfied 
annihilating p-polynomial f(X) of d. 
Remark. If ‘d is reductive, then the fun&or f )d is exact on the category 
of A[d]-modules, since it coincides with the restriction of ( )“~ 
In fact, it is the conclusion of the Remark which matters to us, but we 
have introduced the stronger requirement of reductivity because it is easier 
to handle. A further apparent drawback of the preceding definition is that, 
as stated, it depends on the choice of the polynomials, 
case of prime interest inconveniences vanish: 
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(1.7) LEMMA. For a normal domain A, the following are equivalent: 
(i) the jiinctor ( )d is exact; 
(ii) A is U= U(d,f(X))-projective when f(X) is the minimal 
polynomial of d. 
They also follow from 
(iii) A is U, = U(d, fi(X))-projective for some annihilating p- 
polynomial fi (X), i.e., d is reductive. 
ProoJ: The canonical surjection U-+ A[d] is in this case an 
isomorphism, since U is A-free of rank p 0(d) by construction (cf. (1.2.4)), 
and A[d] has the same property by [l, Proof of (2.7)]. In particular, 
( )d= ( )D, so that (i) o (ii). Furthermore, note that f(X) divides fi(X) 
[l, (2.5.2)], so that the surjection rci: U, --+ A factors as U, -+ U +a A. 
Assuming (iii), the U,-linear splitting of rci produces a U-linear splitting of 
The following is an extension of a notion introduced in [l]. 
(1.8) DEFINITION. A derivation de $3 is called semisimple, if it has an 
annihilating p-polynomial f(X) whose coefficient c0 of the linear term is 
invertible. 
(Denoting by ( ) x the group of units of ( ), note that A x n C = C”, so 
that we need not specify whether c0 is invertible in C or in A.) 
Remark. When A is a normal domain, this definition coincides with the 
one given in [ 1, (4.1)], i.e., d is semisimple if and only if its minimal 
polynomial f (X) has an invertible coefficient c0 of the linear term: indeed, 
for an annihilating p-polynomial fi (1) with linear coefficient in C x, one 
has fi(X) =f (X) g(X) for some g(X) E C[X] [ 1, (2.5.2)], so that c,, E C”. 
(1.9) EXAMPLE. If d is semisimple, the element 
p=l+c,’ f c,D~‘-~ E U (cm= -1) (1.9.1) 
I= 1 
satisfies (1.5)(v), hence d is reductive. 
Conversely, let d be reductive, and assume furthermore d(A) is in the 
Jacobson radical J of A. Then d is semisimple, since by (lS)(iii) there is a 
y E A such that r(y) = 1, hence (setting c, = -1) -coy = 1 + CT= i 
cldp’- ‘( y) E 1 + J, so that c,, E C x. 
(1.10) EXAMPLE. Suppose A has a p-basis x1,..., x, over C. Consider 
the derivation defined by d(x,)=l, d(x,)=(x,~~~~~-~)~~’ for 2<i<m. 
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Then Yuan [14, Lemma 7’1 shows Ad= C, and A[d] = End&A). 
uses a direct computation to establish that dp” = 0, and that dp” 
with y = i-‘(x, ... xJ-’ for some integer i between I and p 
o(d)=m and f(X)= X*” is an annihilating p-polynomial of 
z(y) = df-‘(y) = 1, d verifies condition (1.5)(iii), hence is reductive. 
in this case U(d, f(X))% A[d], so that ( )d= ( )D, and also 
generated by d. 
e use the second example in order to give a very simple proof of a 
n descent result, which will be needed shortly. For a different 
(under seemingly more general conditions), the r r is referred to 
[S, Chap. II, Thtoreme (6.4)], where the result is cred to Grothendieck. 
(1.11) LEMMA. With A and C as in (1.10) set L=Der,(A) a& 
ML = (v E M 1 d’v = 0 for all d’ E L) for every A CL]-modzde 
natural map 
j?: A @cML+M, /l(a@v)=av 
is an isomorphism of ALL]-modules, the action orz the ieft being induced 
from A. 
ProoJ Consider the exact sequence of A[&]-modules: 
With the d of (l.lO), ( )” = ( )” as functors. Since (A aC 
Ad Oc ML = ML as immediately follows from the C-freeness of A, and since 
( )” is exact, one has (JIP)~= 0 = (LV”)~. Assuming M #O # M”, one finds, 
by the nilpotency of d, integers n’ and n” maximal for the property 
cl”‘M’#O # d”“M”. However, d”‘M’ c (M’)d and d”“M” c (IU”)~, so that 
M’ = 0 = M”, and /? is an isomorphism as claimed. 
2. A STRUCTURE THEoREM 
In a local set-up the following theorem breaks down the stu 
stants of derivations in a manner reminiscent of the appearance of inertia 
subgroups in the study of finite group actions. 
(2.1) THEOREM. Let (A, m, k) be a loca! ring, and let de9 be a 
derivation of order m. Then there exist units ul,..., uq in A such that the 
derivation 8 = (uq . . ( uz(u, d)P)P . )” has the following properties. 
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(1) d is of order<m-q; 
(2) W)cw 
(3) Aa has over Ad a p-basis of q elements; 
(4) 8 is semisimple if d is reductive; the converse holds when A is a 
normal domain. 
The proof will follow in (2.5) after a series of preparatory results, some 
of which provide additional precision. Under further assumptions, an 
expression for q is given in (2.9). 
We fix an annihilating p-polynomial f(X) of degree pm, m = o(d) (cf. 
(1.1.4)), and we set C= Ad. 
(2.2) LEMMA. Let d(x) = u E A x. Then 
m-2 
&Y) = xpm-’ - 1 c”,P’, 
/=O 
with 
c 
m-1 
C”,= u-p” C cjb,+,+,-jp’+‘-b,+,p’+’ EC (O<l<m-2) 
j=l+ 1 1 
and bm+ipi= d@-‘(x) (0 < id j), is an annihilating p-polynomial for 
d= (z.pld)p. 
ProojI Set d, = u-Id. By (1.1.2) dP=uPd$‘+ bmeIdl, and evaluation at x 
gives dp(x) = updf(x) + b,- ,d,(x) = b,_,. Applying (1.1.3) to updf and 
b mpldl, and using (1.1.2) again, one gets dP2=~p2d~Z+b~--dd:,+b,_2dl, 
with b, _ 2 E A since every commutator of length 22 of the elements 
involved belongs to Ad,. Evaluation at x yields dp2(x) = 6, ~ 2. The next 
step is to use (1.1.3) on up2df + bP, _ id’; and b, _ 2 d, , and so on. Iterating 
the procedure one finds out that for 130, 
dp’= i bi+j-,d: with b,+i-l=dp’-‘(x), Odidl. (2.2.1) 
i=O 
Substituting these expressions in f(d) = 0 one obtains 
uPmdfm - mfl [mflcjbp’+i~j-b$)df=O. (2.2.2) 
I=0 j=I 
A final evaluation at x shows the coefficient of dl is trivial, and the claim is 
obtained by changing d$’ with 2, and shifting indices accordingly. 
(2.3) LEMMA. In the notation of (2.2), {x} is a p-basis for 8= Aa 
over C. 
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ProoJ: Since d, and 2 commute, the restriction d, of d, 041 B is a 
derivation of B. Note that x is in B since a(~) = d:(x) = 0, and fnrtbermo~~ 
that “& = C a{ = 0, and d,(x) = 1. To show (x> is a p-basis we revive a 
trick from gochschild’s proof of Jacobson’s theorem, cf. [5, Theorem I]. 
Applying 8, to a C-linear presentation of 0 by the elements 
(xi E B / 0 < i <p>, one sees they are linearly independent. If y E P\C[x], 
choose j<p such that sI(y) $ C[x], q+‘(y) = CS=~ zix’ E C[X] (recall 
df = 0). Applying L?- i one sees zP- i = 0, hence cFI-’ ‘(y) = 
d,(cf:; i-Pz,- 1 xi), hence &r(y) - C$‘:/ iP r zi- I xi E C, entailing the con- 
tradictory &r(y) E C[x]. 
(2.4) LEMMA. In addition to preceding notation, set U= U(d,f(X)) and 
B = U(J, y(X)), with D and 8 being the corresponding generators. Thh_en ( )” 
is an exact functor from U-modules to C-modules if and only I;f ( )D is an 
exact functor from a-modules to B-modules. 
Pro@ Setting D, = U-IDE U, one has ( )” = ( )“j. Note that formula 
(1.1.2) holds in ?I with d replaced by D, and similar remarks apply to 
(1.1.1) and (1.1.3). The computations in the proof of (2.2) can now be 
repeated to establish T(Df) = 0, so that the map B H 07 extends to ring 
isomorphism 0% A CD’;] ( c U), which is the identity on A. Let or denote 
the trace map defined from the p-polynomial in (2.2.2). If T](Y) = P for 
some yeA, then this can be rewritten as jz($) = P forT(X) from (2.2) and 
j= dy- r(y), hence by (1.5)(iii) the exactness of ( )” implies that of ( )“. 
For the converse, note that M H MD decomposes as M t+ 
first step is exact by assumption, while the second one is exact by (2.3) and 
(1.10). 
(2.5) Proof of (2.1). When d(A) cm, set i, = d an 
d(A) d rn: choose x E A such that d(x) = ulP1 E A x. T’h 
(2.2) a derivation of order <m - il. Induction on m su 
such that 8 = (u‘, ... (~~2)~ .‘.-)” is of order d (m - 
Z(A) c m, and A” has over Ad a p-basis of q - 1 elements. From (2.3) A” 
r C a p-basis of 1 element, hence 8 has properties (21.1))(2.1.3) as 
Furthermore, (2.4) shows 2 is reductive if a’ is, which by ~~~u~tio~ 
is known to imply Li is semisimple. For the converse when A is normal, 
apply (1.7). 
The next result provides a handy criterion of reductivity 
(2.6) PROPOSITION. Assume there exists arz integer t 2 0 such that 
dP’(A) c m and dP”(A) ti m. 
( 1) When m > t, A is a projective U(d, ~(~))~mod~ie ty and 0~1~ q 
C,E C”. 
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(2) When m 6 t, A has over C a p-basis of rn elements, hence A is a 
faithfully projective U(d, f (X))-module. 
(2.7) EXAMPLES. A = k[ [x, y]] is the formal power series ring and the 
derivation d is k-linear. 
(1) d(x) = 1 and d(y) = yp+ ‘: the minimal polynomial is 
f(X) = P2 - y”-pzXp, d(A) Q? m, dP(A) c m, hence d is not reductive. 
(2) d(x) = 1 and d(y) =y: the minimal polynomial is 
f(X) = Xp2 - Xp, d(A) d m, dP(A ) c m, hence d is reductive. 
(2.8) Proof of (2.6). By assumption, there is an integer S, p’-’ d s <p’, 
such that d”(A) & m and d”+‘(A) c m. Choose aE A such that 
d”(a) = u E A x and set x = &-‘(a), so that d(x) = U, and dp’(x) urn for i 3 1. 
We prove (1) by induction on t. The case t = 0 being settled by ( 1.9), 
assume t >O. In the notation of (2.2), one has b,, i-j= d@-‘(x) urn for 
O<i<j-1, j>l. Therefore, (2.2.1) shows df-‘(A) d m and df’(A)cm, 
i.e., $-‘(A) 6 m and %-‘(A) c m. Furthermore, since b, + t+j E m for 
t + 1 <j d m, the expression for c”,_ 1 in (2.2) shows ?,- i and c, are 
simultaneously invertible or not. The claim now follows by applying the 
induction hypothesis to 2 and using (2.4). 
To prove (2) we use induction on m. The case m = 1 follows from (2.3), 
so assume m 3 1. We have shown that for 2 = df , 7(a) = 0 where T(X) is 
given by (2.2), Jpblmz(A) d m and apimL(A) cm. By the induction hypothesis 
applied to 2, A has over A” a p-basis of m - 1 elements. But according to 
(2.3) {x} is a p-b asis for A” over C, so that A has over C a p-basis of m 
elements, and the functor ( )” is faithfully exact by (1.10) and (1.11). 
(2.9) Remark. The preceding proof shows that under the hypotheses of 
(2.6) one can obtain the following sharpening of (2.1): q = min(t, m). 
3. BUCHSBAUM AND COHEN-MACAULAY DESCENT 
(3.0) Notation. If A is a local ring with maximal ideal nt and residue 
field k, then C = Ad is local (cf. (1.2.1)), and we write n = m n C for its 
maximal ideal and k’ for C/n. 
Recall that a local ring A is called Buchsbaum, if the (nonnegative) dif- 
ference ZA(A/(r)))-eA(q, A) of length and multiplicity is an integer I(A), 
independent of the choice of the system of parameters g = y, ,..., yn. Thus, 
Cohen-Macaulay rings are precisely the Buchsbaum ones with I(A) = 0. 
These properties descend smoothly under the action of reductive 
derivations. The argument below is modeled on the one given in 
[2, Sect. 31 for the case of finite groups. 
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(3.1) ROPOSITION. Let d be a reductive derivation of the local ritig A. If 
A is Buchsbaum, then so is Ad, and Z(Ad) < I(A ). In pa~~~~u~~~, Ad is 
Cohen-Macaulay when A is. 
Proof Form the Koszul complex C, on a system of parameters n of C, 
denote by P the C-module A/C, and consider the exact sequence of cam- 
plexes 
All three have natural d-actions (trivial on the left, induced from the first 
factor on the other two), which commute with their differentials, since 
d(y,) = 0 for yie r). By the reductivity of d, the inclusion splits over C, 
hence H,(AQ, C,) z Hi(C,)@ H,(P@, C,). Since by (1.2.1) I) is a syste 
of parameters of A, and AOcC,=A,, by [II, orollar 4.23 I we 
mH,(A Oc C’,) = 0. This forces nN,( C,) = 0 for every system of parameters 
r) of C which by [ 11, Korollar 42.31 implies C is Buchsbaum. 
To establish the inequality, assume firs k’= k. Then l,4 
A-modules, so that from the homology deco osition above one 
Z(A)= i (-l)i+lIAHi(Aq) 
i=1 
Noting that d(A) c nt implies k’ = k, it remains by (2.1) to ap 
following: 
(3.2) LEMMA. Zf A is Buchsbaum and has a p-basis x1,..., x, over C, then 
C is Buchsbaum with Z(C) < Z(A). 
ProoJ: It suffices to deal with a one element p-basis x. If x ETII, then 
C = Ad and k’ = k for the derivation sending x to 1, which is reductive by 
(1.10), hence one concludes by the preceding arguments. If x is invertible, 
then 1~ [k: k’] dp, and the fact that k’ c k is a purely inse 
extension shows the upper bound is achieved. Consequently, 
epimorphism A/nA -+ k is an isomorphism, so that in this case A is C-free 
with nt= nA. Under these assumptions [2, (3.4)] shows A and 
simultaneously Buchsbaum, with Z(A) = Z(C). 
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Since dim Ad = dim A for any derivation d, cf. (1.2.1), it is only a 
decrease of depth which can cause descent of Cohen-Macaulayness to fail. 
How spectacular such a failure can be is shown in (3.4) below. However, 
we first record a weak-but still best possible-lower bound on depth Ad. 
(3.3) Remark. For an arbitrary derivation d, one has the inequality: 
depth Ad> min(2, depth A). 
Indeed, if x is a nonzero-divisor in m, then xp is a nonzero-divisor in n. 
Moreover, xPA n C = x”C, so C/xpC 4 A/xPA. In case depth A > 2 and x, y 
is a regular sequence, it follows that yp is a nonzero-divisor in n/xPC. 
(3.4) EXAMPLE. Let A = k [xi,..., x,] be the formal power series ring 
with y1> 2 and let d be the k-derivation of A given by d(xi) = xs, i = l,..., n. 
We shall show: 
(1) depth C=2; 
(2) if p > 2, then C is not Buchsbaum; 
(3) if p = 2, then C is Buchsbaum, but not Cohen-Macaulay. 
Set r = x!j xi - x:x,, q = (XT, x$‘) C. Clearly, r E n. We first establish the 
following facts: 
(a) (x7,..., x;) Cc (q: r)c. In fact, f= C c,xj’ = d(g) with g = C cixi, 
ci E C, so that rf= x7(x$’ g -fxJ + x$(fxl - xy g) E q. 
(b) (9: rlC c d(A). Let br=c,x’;+c,xp, b, ci E C. Then 
(bx, - cl) x$ = (ci + bx,) x7. Since the sequence x’;, x’; is A-regular, one has 
bx, - c2 = ax{, a E A. Acting with d on both sides of this equality, one 
obtains bxf = d(a) x7, so b = d(a). 
Since d(A) cm, it follows from (b) that (q: r)C# C, i.e., r$ q. Suppose 
that XT, x5, h is a C-regular sequence in n. Then the sequence xf , x5, hP is 
also C-regular. However, hP E (x7,..., x:) C, hence by (a) rhP E q, which is a 
contradiction. Thus, depth C = 2, as claimed in (1). 
Assume now p > 2. If r2 E q, then because of (b), r = d(g) for some g E A. 
The equality x4x, -x7x2 =d(g) implies that in the p-basis x,,..., x, of A 
over R = k [XT,..., x:] g has the form g = C l<i<jGn gvx,xj+go with 
j=2 
g,, xf + 2g2*x$ + -f g2jxp = -xf. 
j=3 
But then (g12 - 1) x5 E (xp, xf; ,..., xc) and (g,, + 1) xy E (x4 ,..., xi). Therefore 
g12 - 1 E (x<, g,..., x:) and g12 + 1 E (x5,..., x:); after subtraction one obtains 
2 E R n m, which is a contradiction. Hence r* # q. On the other hand, 
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YE (q: xf;) by (a). Thus r2En(q: x$‘)\q. Recalling from [13] that C is 
Buchsbaum if and only if n( ( yr ,..., yi): yi+ 1) c (y, ,..‘, yi) for every system of 
parameters y, ,...) y, and for every i: 0 < i < n - 1, we have established (2). 
Let p=2, and for i=O, l,..., n set Ai= @iskl<k2 <,,.< k,Gn 
Then A = @;=O Ai, and d(A,) c Aj- i, therefore C = Or=, A: 
and-since d2 = O-we have the complex of R-modules: 
0, A/f+- ~-%A~~A~+R- 
This being precisely the Koszul complex of R over x:,..., xf, it is exact, 
hence d(Aj+,)= A: for i= l,..., rv- 1, and A,d=O, d(A,)=rrpnR. It follows 
that n=mnR@Af@ ... @A,dPI = d(A,) @ d(A,)@ ... @d(A,)=d(A). 
Now, let y1 ,..., y, be an arbitrary system of parameters of C. Take 
elements h E ((yr ,..., yi) C: yi+ r)= and f~ n. By the preceding paragraph, 
f= d(g) for some g E A. Since yr ,..., y, also is a system of parameters for A, 
it is A-regular, so h is of the form z,i= 1 hjyj, hi6 A. Then 0 = d(h) = cj, 1 
d(h,)y,, thereforeJh=~~=,fijyj-g ~~=, d(h,)y,=zj=, (fh,-gd(hj))yj. 
Furthermore, since d(h,) E C, one has d(jh, - gdfh,)) = fd(h,) -fd(hj) = 0, 
so that fh E (yr ,..., yi) C. 
We have shown n((y,,...,y,): yi+r)c (yl,~..,yi) for every system of 
parameters of C and every i: 0 6 i d n - 1, hence by [13] C is ~~chsbaum, 
i.e., (3) is proved. 
4. THE CANONICAL MODULE AND GOREWTEIN DESCENT 
In this section we obtain a criterion for Gorenstein descent, finding an 
analogue of the HiniC character, introduced by HiniE [4] in the stu 
Gorenstein invariant subrings of finite groups. 
For a derivation d of A, note that if a and b are ideals of A, which are 
d-stable (i.e., d(a) c a, d(b) c b), then the A-module (q: b)/a carries an 
obvious induced structure of A[d]-module. 
(4.1) LEMMA. Let (A, m, k) be a Cohen-Macaulay local ring, and let d 
be a semisimple derivation with d(A) c M. If n) = y, ,..., Y,~ and q’ = y;,...> y:? 
are systems of parameters of C = Ad, then the k-vector spaces ((9): m)/(q) 
and ((9’): m)/(q’) are isomorphic as A[d]-modules. 
BrooJ Since there exists a system of parameters 9” of C with 
(9) 3 9” c (r)‘), it suffices to prove the lemma under the assumptive that 
9’ c (9 ). Explicitly, let 
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and consider the homomorphism of A-modules g: A/(n) -+ A/(r)‘), 
a mod(n) I-+ (a det(cV)) mod(r)‘); that it is well defined is seen by 
Cramer’s rule. Furthermore, (3.1) shows C is Cohen-Macaulay with 
y1 = dim C = dim A = depth A, so that n and q’ are C- and A-regular 
sequences. Thus [9, Lemma 31 shows g is injective, and this in turn implies 
the injectivity of the induced map 
C(r)): m)/(s) = (0: m)A,coj A (0: m),,(,,, 
= WI: W(s’)- 
Recall now [lo] that for any local ring B with residue field k, any B- 
module M, and any M-regular sequence q” in B of length n, one has for all 
i isomorphisms: 
Ext;&(k, M/(r)“) M) z Ext;(k, M). (4.1.1) 
In view of the natural isomorphism (0: m),,(,, % Hom,(k, A/(n)), g is seen 
to be a k-linear map of spaces of equal dimensions, hence has to be one-to- 
one. Finally, note that g, and consequently g as well, is a homomorphism 
of A [&J-modules. 
(4.2) Remarks and Definitions 
Denote by (d) the A-submodule of Der,(A), closed under Lie brackets 
and pth powers, generated by d. (This means that (d) is a restricted A-Lie 
ring.) According to (l.l.l)-( 1.1.3) and (1.2.3) this coincides with the A-sub- 
module of Der.(A), spanned by {dP’/O<i<o(d)}. 
Assume now in addition that A is Gorenstein. Then ((9): m)/(n) g k as 
A-modules, hence choosing on the left-hand side a nonzero element z, one 
has for every d’ E (d), d’(z) = ~(d’)z with some I E k. Furthermore, the 
condition d(A) cm implying d’ acts on ((n): m)/(n) k-linearly, I does 
not depend on the choice of z. 
We call x: (d) -+ k the HiniE character of d, since it corresponds to the 
(group) character introduced by HiniE. By the preceding lemma we give a 
direct proof of the independence of X(d) on the choice of n, as distinct from 
his proof, which needs an additional construction of a skew-group-ring- 
module structure on the local cohomologies. 
Let f(X) be an annihilating p-polynomial of d with invertible linear coef- 
ficient (cf. (1.8)), and set fQ = (X E Q If(x) = 0} for a C-algebra Q. Then 
0 =f(d)(z) =f(X(d)) z, so that X(d) auk. 
If there exists a c E/C which is mapped onto X(d) by the canonical 
projection, then c is called a pseudo-trace of d. (The explanation of the 
terminology will wait until (.5.4).) 
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Further, one has ,A = &, the canonical map & -+ #Z is injective, an 
is bijective if A is henselian: these properties are proved in [I, (5.4)3 for a 
normal domain A, using arguments which do not depend on this 
assumption From these facts one obtains: 
(1) a pseudo-trace exists if either A is a k-algebra an 
if A is henselian; 
(2) when a pseudo-trace exists, it is unique. 
(4.3) THEOREM. Let (A, m, k) be a local Gorenstein ring, and d be a 
semisimple derivation with d(A) cm. If c E C= Ad is a pseudo-trace of d, 
then A,. = {x E A 1 d(x) = cx} is a canonical module of6. 
Proof We define on the free A-module F= Ae a U-module structure as 
follows. Since CE C and f(c)=O, one has U/U(D-c)rA as A-mo 
say Bi/U(D - c) = Au, therefore the map Hom,( U/U(D - c), A 
gttg(r;) e, is an isomorphism of A-modules. The hi-module structure 
defined in (1.4) on Hom,( U/U(D - c), A) induces one on 8’. Exphcitiy, it is 
given by the formula 
D(ae) = (d(a) - ca) e. 
(Of course, one could use this formula for the definition of the action of D 
on F, and then check directly that this extends to a U-module structure.) 
Then FD = A, e g A,., so it suffices to show 
dim, Ext’,(k, PD) = 6, 
where n = dim C (cf. [3, Satz 6.11). 
(4.3.1) 
Since Pr A is a Cohen-Macaulay A-module of dimension IZ, (12.1) 
shows it has the same property over C, and this goes down to its direct 
summand FD (cf. (1.5)); (4.3.1) follows for i< 12. 
Let n =yl,..., y, be a system of parameters of C. By (3.1) it is a C- and 
A-regular sequence, hence an F-regular one as well. applying (4.1.1) with 
B = C, q” = 17, M = F, one sees it suffices for the rest of tbe proof to assume 
n=dimC=dimA=O. 
Let z be a generator of the socle (0: n~)~. Then (0: m),= Aze, and 
D(ze) = (d(z) - cz) e = 0, hence ze E FD. For any v E FD\(0) there exists an 
x E A such that xu = ze. Applying to this equality the operator p (1.9.1) one 
obtains p(x) u =ze. Since p(x) E C, this shows (ze) is the socle of the 
C-module FD, which establishes (4.3.1) for i = n. 
The formula (4.3.1) for i > n simply means B;D is C-inj 
ficient to show Ext&(M, P) = 0 for every C-module M. 
= Ext&(M, Hom,(A, F)). On the other hand, FGZ A is injective as an 
A-moQule and since A is U-projective by (1.5) F also is an injective 
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U-module. Hence, Ext,?-(M, Hom,(A; F)) = Hom,(Torf(M, A), F) and we 
have to show Hom.(TorF(M, A), I;) = 0 for every C-module M. Suppose 
one exists for which Hom,( T, F) # 0, where T= Torf(M, A). Take a non- 
zero qEHomJT,F) and let cp(t)=ae#O, teT, UEA. Since a#0 there is 
a be A such that ab=z. Then cp(bt) =ze#O and as cp is U-linear 
qo(pbt) = pcp(bt) = p(ze) = ze, so that 0 #p(bt) E TD. On the other hand, 
since d acts reductively, TD rTorf(M, C) = 0 and we have the desired 
contradiction. Q.E.D. 
By [3, Korollar 6.111 one obtains: 
(4.4) COROLLARY. Under the hypotheses of (4.3), the following con- 
ditions are equivalent: 
(i) C is Gorenstein; 
(ii) A, is uflut C-module; 
(iii) A, is a free C-module of rank one. 
(4.5) Remark. Denoting by (-) completions in the respective maximal- 
ideal-adic topologies, C and (A)’ are naturally isomorphic for any d: 
the proof of this fact given in [l, (6.2)] f or a regular ring A carries over 
verbatim. 
Let 8 be the derivation with d(A) c m, associated to d by Theorem (2.1). 
Since Aa has a p-basis over C= Ad, the tibre of the local extension Cc Aa 
is of the form k’[X, ,..., X,1/(X: - /I1 ,..., X; - fly), with pi in the residue field 
k’ of C. In particular, this is a complete intersection, so that C is 
Gorenstein if and only if this holds for A’. 
We can now extend (4.4) to the following criterion: 
Let (A, m, k) be local, d be a reductive derivation of A, and let c” E Aa be 
a pseudo-trace for 8: A + A (which exists according to (4.2.1)). Then the 
following are equivalent: (i) C is Gorenstein; (ii) (A),- is a flat C-module; 
(iii) (A),- is a free A”-module of rank 1. 
As a final result of this section, we use the arithmetic properties of A to 
derive a Gorenstein criterion. In the description of the divisor class group 
Cl(C) of the ring of constants in case of normal domain A, the following 
groups are very useful: the group 9=An (x-’ d(x)IxEKX} of 
logarithmic derivatives (K is the field of fractions of A), and the group 
Y= {u-l d( )I u u E A x } of logarithmic derivatives of units. One has the 
result of Samuel and Yuan: 
(4.6) [15, Theorem 2.91 There is an injective homomorphism 
i: Ker(C1(Ad) + Cl(A)) + P/T’, which is bijective when A[d] = End,d(A). 
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(4.7) PROPOSITION. Suppose A and d satisfy the ~y~othe~e~ of ( 
Assume furthermore that A is a unique factorization domain, and that 
A[d] = Endc(A). 
Then C is Gorenstein if and only if x(d) = 8. 
Prooj Since A,. #O by (4.3), c = xP1 d(x) f~or some x EA, so 
that-c = a--’ d(a), where a = xpP I. 
Let q be a height one prime of A, p = q n C, and n(q) be the rnu~t~~~~c~ty 
of q in div(aA). Then Yuan’s proof of (4.6) shows that when t 
ramification index e(q/p) is > 1, and hence equals p, one has n(q) E O(a). 
Thus, (aA n C), = (aA), n C, = (qA,)“‘q) A C, = (pA,)“(q)/“(q’P) n CP = 
((@ )n(db%‘?) d - _ (p~p)aiMdP), S’ mce, by (1.2.1), q is the unique prime of 
A ovir p c C, the canonical map of divisor groups Div(C) -+ Div(A ) 
MaA n C) to C, e(qlp). (n(qMqlp)) q = C, 4s) 9 = div(aA). BY 
struction, the homomorphism i from (4.6) sends cls(aA n C) to the i 
of a-’ d(a) in diQ/Y’, i.e., to -c mod 9’. 
Now we have C is Gorenstein if and only if A, g C by (4.4); A,. z C iff 
and only if aA n C is a principal ideal of C, since the equality aA n C = aA, 
is checked directly; aA n C is principal if and only if -c E 9’ by the com- 
putation above -CE 9’ if and only if x(d) = 0, since 9’~ m by the 
assumption d(A) cm, and because of (4.2.2). 
5. COMPUTATION OF THE HINIG: CHARACTER 
FOR COMPLETE INTERSECTIONS 
In [IZ, Sect. 31 Strogalov showed that the action of a finite group on a 
local ring extends to an action on its first Koszul homology module, which 
can be used to compute the Hinii: character in case A is a local co 
intersection. Here we establish the corresponding result for derivations. 
(5.1) Notation. (A, m, k) is a local ring and m is minimally generates 
by xl ,.,., x,; E is the Koszul complex A(T,,..., ;r,; d,Tj=xj); d is 
a derivation of A with d(A) cm, in particular: d(xj) = Cp= 1 ajixi for 
j=1,2 ,.-I, e; C= Ad; the k-linear endomorp 
denoted d. 
(5.2) LEMMA. There is an extension of d to a degree zero homogeneous 
derivation of the differential graded ring E, which coincides with d on E, = Al 
and commutes with the differential d, of E. The induced k-~~~ea~ map 
H,(d): H,(E) --f H,(E) is independent of the extension. 
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ProojY The formula 
d(aT,, A ... A Tjl)=d(a) Tj, A ... A Tj, 
+ f- aTj, A ... (5.2.1) 
h=l 
A ($lajhiTi) A ... A Tjl 
uniquely defines a degree zero map E + E, which coincides on E, = A with 
d, and for which the derivation rule is straightforward to check. The degree 
one map [d, dE] = dd, - d,d is seen to vanish on E, for dimensional 
reasons, and on the Tj’s by a direct computation. Since [d, dE] is a skew 
derivation, it is identically zero on E, i.e., dd,= d,d as claimed. If d’ is 
another extension of d with this property, then the degree zero derivation 
A = d- d’: E + E is A-linear, since Al E0 = 0. Furthermore, d,AE, = 
Ad,E, = 0, so that AE, c Z,(E) c mE, , hence AZ,(E) c A(mE,) = 
mAE, c mZ,(E) c B,(E), which implies H(d) = H(d’) on H,(E). 
(5.3) Remark. If A is a complete intersection, then H(E) is the exterior 
algebra A,H,(E). Since H(d) always is a (degree zero) derivation 
H(E) -+ H(E), (5.2) can be extended in this case to the claim that H(d) is in 
all degrees independent of the extension of d from A to E. Whether this 
holds for arbitrary rings is not known to the author. 
(5.4) THEOREM. If d is a semisimple derivation of the complete intersec- 
tion A, such that d(A) c m, the Hinic’ character (4.2) is given by the formula 
X(d) = tr H,(d) - tr d 
Proof By (3.1), C is CohenMacaulay of dimension IZ = dim A. Choose 
a system of parameters y, ,..., y, of C with yie m2, and denote by bars 
images modulo (yi ,..., y,). Then the canonical epimorphism /?: E + ,!? 
defines a derivation on E, also denoted by d, for which pd= d/?, and H(P): 
H(E) --f H(E) is a map of k-algebras. It is easily seen to be injective in 
degree one, hence everywhere because of (5.3). We fix the following 
notation: 
zi= i b,TjEZ1(E), n+ldide 
j=l 
are such that their classes [zi] E H,(E) form a basis of H,(E); 
Zi= XT=1 b,TjEZ1(E), 1~ i<n are such that yi= c;= 1 b,x,. In par- 
ticular, [Z,],..., [Z,] form a k-basis of H,(E). 
By (5.3) and the equalities H,(E) = Z,(E) = (0: m),-T, A . . . A r, 
W= [zl] A ... A [z,]=yl A ... A ye=ZT1 A ... A ?+, 
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for some z E (0: m)A, z # 0. Applying (5.2.1) one obtains 
H,(d)w=d(z)T, A .‘. A T,+z i i”, A ... A Tj-, 
j=r 
e 
A c iijiTiA T,,, A ... A a, 
ikl 
= x(d) z T, A .. A Te + z 
( ! 
i: a,, a, A “. A TF 
i=l 
= (x(d) + tr a) 0. 
Let now 1 d i < n. Then dE d(x;= 1 b,T,) = ddE(z,=, btiTj) = 
d(c,= I b,x,) = d(yj) = 0, so that d(x,‘= 1 b,T,) E Z,(E). Applying j3 one 
obtains for 1 < i 6 n, 
On the other hand, one has such an expression also for n + I< i < e, since 
then fWN%l = ffIk4fUB)C~il = fWfX%l = ffD4Czil = WBI 
H,(d)[z;] = H,(/3)(~;=,+, ci,[zr]) = C:=“+ I ci,[Zl]. Thus one ca 
H,(d)o= -f [Zl] A ..’ A [ziel] A H,(d)[ZJ A [z~+~] A ... A [ye] 
i= 1 
... A [Zrpl] A [it] A [Zi+, 
=izg+, CiiC~ll * .‘. * C&l 
= (tr H,(d)) cc). 
Equating the two expressions for H,(d), one obtains t 
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