Cryo-electron tomography allows the visualization of macromolecular complexes in their cellular environments in close-to-live conditions. The nominal resolution of subtomograms can be significantly increased when individual subtomograms of the same kind are aligned and averaged. A vital step for such a procedure are algorithms that speedup subtomogram alignment and improve its accuracy to allow reference-free subtomogram classifications. Such methods will facilitate automation of tomography analysis and overall high throughput in the data processing. Building on previous work, here we propose a fast rotational alignment method that uses the Fourier equivalent form of a popular constrained correlation measure that considers missing wedge corrections and density variances in the subtomograms. The fast rotational search is based on 3D volumetric matching, which improves the rotational alignment accuracy in particular for highly distorted subtomograms with low SNR and tilt angle ranges in comparison to fast rotational matching of projected 2D spherical images. We further integrate our fast rotational alignment method in a reference-free iterative subtomogram classification scheme, and propose a local feature enhancement strategy in the classification process. As a proof of principle, we can demonstrate that the automatic method can successfully classify a large number of experimental subtomograms without the need of a reference structure.
Introduction
Cryo-electron tomography (cryoET) enables the visualization of a cell's interior under close to live conditions (Beck et al., 2009 Nickell et al., 2006) . The 3D tomogram is reconstructed from a set of two-dimensional micrographs, which are collected by tilting the sample around a single rotational axis. The reconstructed tomograms have typically resolutions that are sufficient to detect individual macromolecular complexes in their cellular context (Nicastro et al., 2006; Kühner et al., 2009; Medalia et al., 2002; Komeili et al., 2006) . Once detected, subtomograms of the same complexes can be aligned and averaged to achieve a higher nominal resolution and signal-to-noise ratio (SNR) for their 3D density maps (Frank, 2006) .
Subtomogram alignment and subsequent classification is an integral part of this strategy. The alignment relies on the search for the best rigid transformation of one subtomogram with respect to the second so that the similarity measure between them is maximized. However, several factors make the alignment of subtomograms challenging. Tomograms contain relatively high noise levels (Frangakis and Förster, 2004) and are typically of low non-isotropic resolution (P4 nm after averaging (Lucic et al., 2005; Förster et al., 2005; Briggs et al., 2009) ). Moreover, tomograms are subject to distortions. One source of distortions is the variation of the Contrast Transfer Function (CTF) within and between individual micrographs used in the 3D density reconstruction (Förster et al., 2008) . More critical are orientation specific distortions as a result of the so-called missing wedge effect, which is a consequence of the limited data collection due to the limited tilt ranges when collecting individual micrographs (with a maximal tilt range from À70 to +70 degrees). As a result, in Fourier space structure factors are missing in a characteristic wedge shaped region. This missing data leads to anisotropic resolution and different kinds of artifacts that depend on the structure of the object and its orientation with respect to the direction of the tilt-axis.
Several subtomogram alignment approaches take into account the missing wedge effects by using a constrained similarity measure (e.g., Förster et al., 2008; Bartesaghi et al., 2008; Amat et al., 2010; Volkmann, 2010) . For instance, Förster et al. (2008) introduced a correlation metric that constrains the similarity measure only to the structure factors (i.e., Fourier coefficients) common to both pairs of subtomograms. Because sample thickness can be variable in a tomogram, this method also corrects for the local contrast difference in individual subtomograms by normalizing the similarity measure with respect to the mean and variance of the intensity distributions in both subtomograms (Förster et al., 2008) .
In another method the influence of noise has been reduced in the alignment process by considering only a small percentage of high magnitude Fourier coefficients when computing the crosscorrelation based similarity metric and therefore this method excludes those coefficients that are expected to be dominated by noise (Amat et al., 2010) .
Most subtomogram alignment methods use an exhaustive scanning over all rotations of one subtomogram relative to the second to identify the orientation that maximizes the similarity metric (e.g., Förster et al., 2008; Amat et al., 2010; Volkmann, 2010) . The scanning is performed at fixed angle intervals and at each sampled rotation a fast translational search is performed using the Fast Fourier Transform (FFT) (Frank, 2006) . For highly accurate alignments, relatively small sampling intervals are needed, which significantly increases the cost of the rotational search. Exhaustive rotational scanning is computationally intensive, which limits its applicability when large data sets need to be aligned for subtomogram classification. This problem becomes even more relevant with increasing cryoET resolutions (Murata et al., 2010) and resulting larger subtomogram volumes. Therefore development of new algorithms that improve speed and accuracy of subtomogram alignment is a vital step in automation of tomography analysis and overall high throughput in data processing and reconstruction.
To enhance computational efficiency, Bartesaghi et al. (2008) use a fast rotational matching in which the best rotational transformation is computed rapidly using the convolution theorem within the Spherical Harmonics framework. Each subtomogram is transformed into a two-dimensional spherical image by integrating the magnitude of Fourier coefficients positioned along rays through the Fourier space origin. However, such a projection of the Fourier coefficient magnitudes onto the points of a unit sphere may increase ambiguities in the alignment. Moreover, the applied alignment dissimilarity score is not normalized with respect to the mean and variance of two subtomograms, therefore does not consider the non-uniformness of the tomogram.
In this paper, we formulate a Fourier-space equivalent similarity measure for the normalized constrained correlation introduced by Förster et al. (2008) and combine it with a fast rotational alignment based on 3D volumetric rotational matching. We adapt a 3D volumetric rotational matching method that was previously used for fitting atomic structures into density maps (Kovacs and Wriggers, 2002; Garzon et al., 2007) and extend its applicability to subtomogram alignments by including missing wedge effects in the matching score. This method significantly increases the alignment speed in comparison to the standard exhaustive rotational scanning approach (Förster et al., 2008) . It also improves the alignment accuracy for subtomograms with low SNR and small tilt angle ranges in comparison to the fast rotational the rotational matching of 2D spherical images (Bartesaghi et al., 2008) . Moreover, by using a Fourier equivalent score of the normalized constrained correlation our method also corrects for the nonevenness of contrast in tomograms.
As test case for our fast alignment method we perform reference-free subtomogram classifications. Reference-free classification is fundamental for providing an unbiased structural categorization of the macromolecular complexes in subtomograms because the initial classification is directly derived from the input data. Several types of reference-free subtomogram classification approaches exist, including methods based on maximum likelihood approaches (e.g., Scheres et al., 2009) , methods using rotation invariant subtomogram features (e.g., Xu et al., 2009 , and finally methods that rely on iterative successive alignment and classification steps (i.e., the alignment-through-classification approach) (e.g., Bartesaghi et al., 2008; Winkler, 2007; Winkler et al., 2009; Hrabe et al., 2012) .
Our alignment method is sufficiently fast for carrying out all pair-wise alignments even for a relatively large number of subtomograms (e.g., a few thousands). Therefore we are able to embed the method into the alignment-through-classification framework, which is widely popular in 2D single particle averaging. Furthermore, we propose an additional generic and automatic local feature enhancement step to the framework. This step emphasizes the most discriminative local features between subtomograms, which improves the clustering performance. Moreover, we also integrate an automatic optimal cluster selection into the framework. We can demonstrate that the automated framework can successfully classify experimental subtomograms even for highly similar but distinct complexes.
Materials and methods

Fourier space equivalence of constrained correlation
Two subtomograms f and g are defined as two integrable functions f ; g : R 3 ! R. To calculate the similarity between two subtomograms, Förster et al. (2008) proposed a constrained correlation with missing wedge correction. It is based on a transform of the subtomograms that eliminates the Fourier coefficients in the missing wedge region. This goal is achieved by introducing a binary missing wedge mask function as M : R 3 ! f0; 1g. The missing wedge mask function M defines valid and missing Fourier coefficients in Fourier space. For example, in single tilt electron tomography with tilt angle range AEh, the missing wedge mask function can be defined as MðnÞ :¼ I ðjn 3 j6jn 1 j tanðhÞÞ ðnÞ, where I is the indicator function. Given M, the real space subtomogram then excludes any coefficients located inside of any of the two missing wedge regions and is defined as
where R denotes the real part of a complex function; K R is the rotation operator such that ðK R eÞðxÞ :¼ e½R À1 ðxÞ for any function e : R 3 ! C; F is the Fourier transform operator; and X :¼ MðK R MÞ ensures that only structure factors are considered that are defined in both subtomograms, therefore excluding any structure factors that are located in the missing wedge region of any of the two subtomograms. Correspondingly, the real space function of the second subtomogram is defined as
where s a is defined as the translation operator so that ðs a gÞðxÞ :¼ gðx À aÞ with a 2 R 3 . Then the normalized constrained correlation value between two subtomograms f and g that also considers the missing-wedge corrections can be calculated as (Förster et al., 2008) c ¼ R ½f
where l is the mean operator that returns the mean value of a function h, and is defined as lh ¼
R hðxÞ
Sh
. S is the size operator, and correspondingly Sh returns the size of the subtomogram h (i.e., the total number of voxels in the subtomogram). Because this similarity measure c is normalized by the mean and variance of intensity values of both subtomograms it considers the local contrast differences for individual regions in a tomogram.
To allow a fast rotational alignment of the local constrained similarity measure, we formulate the constrained correlation measure directly in Fourier space. According to the basic properties of the Fourier transform, we can formulate for any given two complex valued functions p; q :
where q denotes the complex conjugate of q. Here the mean operator l for complex Fourier space functions is defined in the same way as l for real space functions. In addition,
Because R p ¼ ðFpÞð0Þ, the Fourier transform of a function p after substracting its mean can always be obtained by setting ðF pÞð0Þ to zero. Therefore, we assume ðF f Þð0Þ ¼ 0 and ðF gÞð0Þ ¼ 0, correspondingly. When the Fourier transform F is realized using FFT, and F f and F g have the same size (i.e., SF f ¼ SFg), the Fourier space form of c is calculated as
which is the real part of a complex valued function. According to the basic properties of the Fourier transform, we can reformulate c as
When using a binary mask M 2 f0; 1g, then M 2 ¼ M. In summary, the general outcome of this section is the formulation of the constrained Fourier-space correlation measure c, which includes a missing-wedge correction and is normalized.
Fast rotational sampling by spherical harmonics convolution
Because we have formulated the constrained correlation measure in Fourier space it is possible to apply a fast rotational matching, which generates a small number of candidate rotational angles that are used for a subsequent fast translational alignment. Finding a good approximate translation-invariant rotational alignment is key in such a strategy. As mentioned in the last section, c is the real part of a complex valued function where the translation differences between subtomograms only lead to differences in the phase part of the complex valued function. Therefore, following the approach of (Bartesaghi et al., 2008) , the fast rotational search can first be performed by removing phase information from c. Specifically, from Eq. (7), a constrained local score can be defined so that only magnitudes of the Fourier coefficients are included:
This score is then used in fast rotational matching.
In the previously published approach by Bartesaghi et al. (2008) fast rotational alignment is achieved by projecting all the Fourier coefficient magnitudes positioned along rays through the Fourier space origin onto the corresponding point on the unit sphere surface. Then 2D matching is applied on the corresponding two 2D spherical images (derived from the projected unit sphere surfaces). However, the compression of the Fourier coefficient magnitude values may increase ambiguity in the alignment, which may cause problems in the alignment especially for subtomograms with high noise levels (Amat et al., 2010) .
Instead, here we apply a fast 3D volumetric rotational matching, previously used for efficient fitting of atomic structures into cryoelectron microscopy density maps (Kovacs and Wriggers, 2002 
where where B is the bandwidth, and C lm ðrÞ are the coefficients associated with the complex-valued spherical harmonic function Y lm ðb; kÞ with degree l and order m; r; b and k are the radial distance, co-latitude and longitude, respectively, which define the position in spherical coordinate. When a suitable parameterization of the three-dimensional rotational group is achieved, the rotation correlation function
of all sampled rotations R can be represented as an inverse FFT of a 3D array of the sum of integrals as follows (Kovacs and Wriggers, 2002; Garzon et al., 2007) :
where d l mh are real coefficients defining the elements of the Wigner small d-matrix evaluated at 90° (Biedenharn et al., 1981) . As a consequence of the above formulation the cross-correlation functions can be efficiently sampled by using FFT simultaneously over all sampled rotations (Kovacs and Wriggers, 2002) . The sampling is given as twice the bandwidth used in the harmonic transformation of the maps. Therefore c 0 can be efficiently computed over all sampled rotations R. The set of candidate rotations are then obtained by identifying the local maxima of c 0 with respect to the rotational degrees of freedom. To obtain the optimal translation, a fast translational search is performed for each candidate rotation over the full correlation function c by using FFT. Finally, the best combination of rotation and translation is chosen.
Reference-free automatic classification and averaging of subtomograms with automatic local feature enhancement
One of the main applications of fast subtomogram alignment is the classification of subtomograms into distinct complexes and the subsequent averaging of the classified subtomograms to determine a higher nominal resolution for the resulting density maps of the macromolecular complexes (e.g., Bartesaghi et al., 2008; Förster et al., 2005) . Before describing in detail the automatic referencefree subtomogram classification method ( Fig. 1) , we first introduce an automatic local feature enhancement strategy, which will improve considerably the classification performance.
Automatic local feature enhancement strategy for subtomogram classification
Clustering of the aligned subtomograms is one of the main components in reference-free classifications. However, clustering is challenging when the differences between the subtomograms are subtle, for instance when subtomograms contain variants of the same complex. Variants may only differ in a few regions of the subtomogram due to conformational differences and/or additional binding partners in one isoform. For example, subtomograms of GroEL and GroEL/ES (Förster et al., 2008) differ only slightly and at low SNR their subtomograms are difficult to differentiate. To classify complex isoforms it would be beneficial to define a distance measure that automatically focuses on those subtomogram regions that are most discriminative while at the same time are not background noise.
To achieve this goal we implement a local feature enhancement strategy by applying a real space weight mask W to the constrained correlation measure (Fig. 2) . This weight mask reduces the influence of noise in empty regions and enhances the features that are most discriminative.
For a given voxel x in an aligned subtomogram its weight WðxÞ is calculated as
where N x is the set of all neighbor voxels of x and COV xy is the covariance between voxel x and one of its neighbor voxels y. This covariance is defined as
where f k x is the intensity value of voxel x in the kth subtomogram andf x is the mean intensity value of voxel x across all the K subto-
f y is defined accordingly. If the neighborhood region for voxel x is occupied predominantly by only one of the complex isoforms then voxels in this region tend to have high intensity values in all the subtomograms of this isoform, and low intensity values in all other subtomograms. Therefore, this region would have a large mean covariance value indicating that this neighborhood region can be effectively used to separate the subtomograms into distinct groups. Regions that are shared in all isoforms or regions that are highly variant in each subtomogram because they represent background noise have a low covariance value. This covariance measure therefore allows an effective way to enhance certain regions when calculating a distance measure based on the correlation between two maps. To incorporate the local feature enhancement, the constrained pairwise correlation measure between two subtomograms f j and f k can then be expressed as images are shown instead of the 3D density maps). Given a set of aligned subtomograms the feature enhancement W (x) for a given voxel x is determined by a covariance measure of all voxel neighbors based on all aligned K subtomograms. The voxels are separated by the grid of gray lines.
Automatic iterative subtomogram classification and averaging with local feature enhancement
After having established the local feature enhancing map W we now describe the reference-free subtomogram classification. The classification process is performed in an iterative procedure containing 8 main steps ( Fig. 1 
):
Step 1: Calculation of a local feature enhancing map W. The feature enhancing map W is calculated from the aligned set of subtomograms in a cluster (Fig. 2) . However, at the initial step of the classification the subtomograms are not aligned and not clustered yet. In this case the elements of W are set to 1. During each of the following iterations W is recalculated from the aligned subtomograms.
Step 2: Calculation of a distance matrix using the feature enhancing map W. To quantify the dissimilarity between two aligned subtomograms f j and f k we can calculate the Euclidean distance between the constrained transformation of f j and f k : 
where f
Because of the subtomogram normalization, this constrained distance can be calculated from the constrained correlation:
To generate a distance matrix, all distances between all pairs of aligned subtomograms are calculated.
Step 3: Hierarchical clustering. Based on the distance matrix in step 2, average linkage hierarchical clustering is applied (Johnson, 1967) . A hierarchical tree is generated, in which very similar sub-tomograms are joined by short branches and increasingly different sub-tomograms by longer branches.
Step 4: Perform automatic cluster cutoff detection. To automatically determine the optimal set of clusters, we calculate the average Silhouette width for each clustering cutoff (Kaufman and Rousseeuw, 1990) . The average Silhouette width is defined as follows. Assume that at a given clustering cutoff the subtomograms are partitioned into k clusters S 1 ; S 2 ; . . . ; S k . Then the Silhouette width x f of a single subtomogram f is defined as
where d fJ is the average distance between f and a subtomogram in a different cluster S J that does not contain f ; d f is the average distance between f and all subtomograms in the same cluster as f. The Silhouette width ranges between À1 and 1. The clustering cutoff is chosen that maximizes the average Silhouette width.
Step 5: Determine averaged subtomogram for each cluster. After clustering, an averaged subtomogram template is generated by averaging all the aligned subtomograms in the same cluster.
Step 6: Alignment of averaged templates. In this step, all averaged cluster templates that are similar to each other are aligned to a common reference frame. First, all the templates are pairwise aligned using our fast alignment method and clustered using the constrained correlation (as defined in Eq. (6)) as similarity measure. After hierarchical clustering, the maximal average Silhouette method is used to determine the optimal clustering cutoff, which defines the optimal set of template clusters. Then within each template cluster, all the averaged templates are aligned to the averaged template from the largest subtomogram cluster (as defined in step 5).
Step 7: Alignment of all subtomograms against the averaged subtomograms of each cluster. Every subtomogram is re-aligned to each of the averaged cluster templates and only the alignment with the best similarity score is then further considered. In this step it is possible that subtomograms are re-classified to different clusters.
Step 8: Testing for convergence. The convergence of the classification process is terminated when the maximum average Silhouette width calculated from the clustering reaches a plateau with increasing number of iterations. If convergence is not yet reached the process is iteratively repeated starting with step 1.
Generating simulated cryo-electron tomograms
For a reliable assessment of the method, subtomograms must be generated by simulating the actual tomographic image reconstruction process, allowing the inclusion of noise, tomographic distortions due to missing wedge, and electron optical factors such as Contrast Transfer Function (CTF) and Modulation Transfer Function (MTF). We follow a previously applied methodology for simulating the tomographic image formation mechanism as realistically as possible (Beck et al., 2009; Förster et al., 2008; Nickell et al., 2005; Xu and Alber, 2012) . The electron optical density of a macromolecule is proportional to its electrostatic potential and the density map can be calculated from the atomic structure by applying a low pass filter at a given resolution. Here, density maps are generated at 4 nm resolution using the PDB2VOL program of the Situs 2.0 package (Wriggers et al., 1999) with voxel length of 1 nm. These initial density maps are then used as samples for simulating electron micrograph images at different tilt angles. In cryoET the sample is tilted in small increments around a single-axis. At each tilt angle a simulated micrograph is generated from the sample. As a result our data contains a wedge-shaped region in Fourier space for which no structure factors have been measured (i.e., the missing wedge effect), similar to experimental measurements. The missing wedge effect leads to distortions of the density maps. These distortions depend on the structure of the object and its orientation with respect to the direction of the tilt-axis. To generate realistic micrographs, noise is added to the images according to a given SNR level, defined as the ratio between the variances of the signal and noise (Förster et al., 2008) . Moreover, the CTF and MTF describe distortions from interactions between electrons and the specimen and distortions due to the image detector (Frank, 2006; Nickell et al., 2005) . Therefore, the resulting image is convoluted with a CTF, which describes the imaging in the transmission electron microscope in a linear approximation. Any negative contrast values beyond the first zero of the CTF are eliminated. We also consider the MTF of a typical detector used in tomography, and convolute the density map with the corresponding MTF. Typical acquisition parameters that were also used during actual experimental measurements (Beck et al., 2009) were used: voxel grid length ¼ 1 nm, the spherical aberration ¼ 2 Â 10 À3 m, the defocus value ¼ À4 Â 10 À6 m, the voltage ¼ 200kV, the MTF corresponded to a realistic electron detector (McMullan et al., 2009 ), defined as sincðpx=2Þ where x is the fraction of the Nyquist frequency. Finally, we use a backprojection algorithm (Nickell et al., 2005) to generate a tomogram from the individual 2D micrographs that were generated at the various tilt angles (Beck et al., 2009; Xu and Alber, 2012) . To test the influence of increasing noise, we add different amount of noise to the images, so that the SNRs range between 0.1 and 0.001, respectively (Fig. 3) .
Benchmark set
The classification is tested on simulated tomograms of two phantom models (Fig. 3) and four different protein complexes taken from the Protein Data Bank (PDB) (Berman et al., 2000) , as well as experimentally determined subtomograms (see text for details). For each simulated tomogram complexes were randomly oriented and placed and tomograms simulated at six different SNRs (0.001 0.005, 0.01, 0.05, 0.1, 1) and variable tilt angle ranges (Fig. 3 and Table 1 ).
Analyzing the computational efficiency
We tested the computational efficiency by measuring the time for aligning 100 pairs of subtomograms of model 1 (Fig. 3 ) using a computer with 2.67 GHz speed. Our fast alignment consists of two steps: (1) The rotational alignment step, which depends on the volume of the subtomogram and the angle sample interval; (2) the translational alignment and evaluation step of a candidate, which depends on the volume of the subtomogram. The average computation time was calculated from 100 repeated rotational alignments. Also, we measured the average time for evaluating the translational alignment for each candidate rotation. The fast rotational alignments in Section 3.1 resulted in less than 100 candidate rotations per alignment. An upper bound for the total alignment time was therefore estimated by t rotation þ 100 Â t candidate , where t rotation is the average time spent for the rotational alignment and t candidate is the average time spent for translational alignment of a given candidate rotation. For comparison we also measured the total computational time used for the exhaustive rotational scanning by determining the average time spent evaluating each of the scanned rotations in (Förster et al., 2008) , multiplied by the total number of scanned rotations in the exhaustive search (Table 3) . For comparison, both methods were implemented in MATLAB.
Software
For proof of principle the fast alignment method is implemented in MATLAB. For fast calculation of the rotational correlation functions we used the DOTM library (Simons, 2001 ) to compute the Spherical Harmonics expansion and the Wigner d-matrix. A standalone program of our approach is in preparation and to be released upon completion. 
Table 2
Ratio of the rotational alignment errors between a fast rotational alignment using 3D volumetric matching as described in this paper, and a fast rotational matching based on the alignment of 2D spherical images (see text for details) (Bartesaghi et al., 2008) . Gray areas indicate subtomogram conditions where both methods fail to provide the correct alignment. Yellow areas indicate subtomogram conditions where 3D volumetric matching is able to provide a correct alignment while the 2D matching strategy fails.
Results
Our subtomogram alignment and reference-free classification approach is tested on realistically simulated cryo-electron tomograms of phantom models, structures of protein complexes, and cryo-electron subtomograms of purified complexes or complexes extracted from whole-cell tomograms.
Assessment of the alignment accuracy using phantom models
First, we assess the alignment accuracy on two asymmetric phantom models (Fig. 3) . For each of the two phantom models 100 pairs of subtomograms are generated where the phantom models are randomly oriented and placed and the subtomograms simulated for a variety of different SNR levels and tilt angle ranges (Fig. 3) . Then each pair of subtomograms is aligned and the determined relative rotations and translations compared with the ground truth, which is the rotational matrix that is used to generate the subtomogram orientation. To quantify the rotational alignment accuracy we calculate the difference between the rotational matrix of the optimal alignment and the ground truth. The difference between both matrices DE is measured as DE ¼ jjR T true R align À Ijj F , where R align is the rotation matrix determined by the fast rotational alignment and R true is the ground truth (i.e., the rotation matrix used to generate the subtomogram orientation); jj Á jj F denotes the Frobenius norm. The absolute error DE can range from 0 to a maximal value of 8 indicating that the object is placed in the opposite direction from the ground truth. Any DE value larger than 0.1 depicts a false alignment.
Our analysis shows that the accuracy of our fast rotational search method is very robust even at relatively high noise level and missing wedge distortions (Table 1) . At SNR of 0.01 the fast rotational alignment is able to identify the correct alignment at tilt angle ranges that are typical used in tomographic experiments. Even at an SNR level of 0.005 our method can still accurately detect the optimal rotation. Only at extremely low SNR levels of 0.001 the method fails.
Next, we compare our fast rotational alignment based on 3D volumetric matching with the fast rotational search based on projected 2D spherical images proposed in (Bartesaghi et al., 2008) . To compare the two strategies we calculate the ratios between the rotational error DE for both methods (Table 2) . We observe that the 3D volumetric matching performs better at lower SNR and smaller tilt angle ranges (Table 2 ). For instance, at SNR levels of 0.01 2D spherical image matching is unable to determine the correct alignment, while 3D volumetric matching is able to produce correct alignments at even lower SNR levels of 0.005. 3D volumetric matching therefore extends the applicability for fast rotational matching to subtomograms with lower SNR (Table 2) .
Analysing the computational efficiency
Next, we compare the computational cost between the fast rotational matching and the exhaustive rotational scanning (Förster et al., 2008) . For comparison we have implemented both methods in MATLAB and performed subtomogram alignments on model 1 (Section 2.5).
The exhaustive rotational scanning consists of iterations over all sampled rotational angles. At each step the constrained correlation (Förster et al., 2008 ) is calculated. Its computation consists of several computational intensive operations, such as the FFT, element wise array products, and 3D summations, as well as 3D rotations, which are all efficiently implemented by the MATLAB system. Therefore we can expect that the efficiency of our rotational scanning implementation is similar in scope to the optimal implementations of the method in other programming languages.
Although the current implementation of our fast alignment method is not fully optimized for computational efficiency, we can already demonstrate that the fast rotational matching drastically decreases the computational time in comparison to the exhaustive rotational scanning (Table 3 ). In addition the method is also more scalable with increasing subtomogram sizes and decreasing angle sampling intervals. For example, with a subtomogram size of 64 3 voxels our method is on average % 6000 times faster, with the correct alignment found at 153 s using a MATLAB implementation. By contrast, the standard exhaustive rotational scanning with an angle interval of 2:5 takes more than 10 days to find the correct alignment in a MATLAB implementation. Even with relatively small subtomogram volumes (i.e., 16 3 voxels) and a large rotational angle interval of 10 degrees, the standard exhaustive scanning approach still takes on average 373 s, while the fast rotational matching only takes 13 s.
Reference-free alignment and classification of subtomograms
We now test our method for the reference-free alignment and classification of subtomograms. The fast rotational matching allows very efficient alignments and therefore the comparison of a large number of subtomograms. We test our approach first on simulated subtomograms based on real protein complex structures extracted from the Protein Data Bank (PDB) (Berman et al., 2000) . Then we test our method on experimental subtomograms, namely tomograms of purified GroEL and GroEL/ES complexes, and finally experimental subtomograms extracted from whole-cell tomography.
3.3.1. Reference-free classification of subtomograms simulated from protein complex structures Structures of four protein complexes are obtained from the PDB: GroEL (PDBID: 1KP8), Carbamoyl phosphate synthase (PDBID: 1BXR), octameric enolase (PDBID: 1W6T), and ClpP (PDBID: 1YG6) (Fig. 4A) . For each of the four complexes 100 randomly oriented and placed subtomograms are generated at a SNR of 0.01 and a tilt angle range AE60 (Fig. 4A ) (Section 2.4).
The reference-free automatic classification procedure (Section 2.3.2) converges after 18 iterations and a clear classification into four different groups is evident (Fig. 5A, C and E) . Notably, the final distance matrix calculated with feature enhancement is able to clearly differentiate the four classes of subtomograms ( Fig. 5C ) with 100% classification accuracy. Distances between subtomograms of the same complex are very small, while distances between different complexes are relatively large (Fig. 5B) . Averaging all aligned subtomograms in each class reproduces well the initial density maps of the complexes (Fig. 4B) .
In contrast, without feature enhancement the distinction between the groups of complexes is more challenging (Fig. 5B and  D) . When subtomograms are aligned to their templates without feature enhancement the resulting distances are relatively large, and therefore the variance of distances between subtomograms Table 3 Estimated computational time in seconds, for our fast alignment method and the alignment using standard exhaustive rotational scanning (in parentheses), for different subtomogram volumes (in voxel number) and rotational angle intervals (RAI, in degrees). of different complexes is relatively small (Fig. 5B and D) . Clustering into distinct complex groups is more challenging (Fig. 5D ). Therefore, the feature enhancement is clearly of great benefit for subtomogram classification.
Reference-free alignment and classification of subtomograms of purified complexes
We now further test our reference-free classification method on a set of experimental tomograms, namely tomograms of purified GroEL and GroEL/GroES complexes previously published in (Förster et al., 2008) . The dataset consists of two sets of subtomograms. 214 subtomograms obtained from 13 cryo-electron tomograms of purified GroEL complexes, and 572 subtomograms obtained from 11 cryo-electron tomograms containing GroEL/GroES complexes. The differences between the subtomograms of the two different complexes are subtle and the classification and averaging is challenging.
After about 14 iterations and automatic cluster cutoff detection, the iterative classification procedure (Section 2.3) can separate the subtomograms into two distinct clusters corresponding to the two classes of complexes (Fig. 6A , C and F) with a classification accuracy of 68.2%. Note that the classification and averaging of this data might not only be affected by the subtleness of differences between the two types of complexes but also the heterogeneity in the data (Scheres et al., 2009; Hrabe et al., 2012) . The subtomogram averages obtained from each of the two clusters show the distinct features of the GroEL and GroEL/ES complexes (Fig. 6E) .
Differences between the two complexes are clearly visible. When using a distance measure without feature enhancement it is not possible to dissect the two sets of subtomograms into two classes by hierarchical clustering (Fig. 6B and D) , in agreement with a previous study (Förster et al., 2008) .
3.4. Reference-free alignment and classification of subtomograms extracted from whole cell tomograms Finally, we test our method on subtomograms extracted from a whole cell tomogram of Leptospira interrogans in undisturbed conditions (Beck et al., 2009) . The classifications of subtomograms from whole-cell studies is significantly more challenging because the heterogeneity of complexes is expected to be much higher when subtomograms are extracted from crowded whole cell tomograms and because the SNR levels and resolution of these subtomograms is typically much lower in comparison to the tomograms of purified complexes. Beck et al. (2009) have identified several types of complexes in the tomogram using template matching (Best et al., 2007) . The templates were generated by simulating subtomograms of structures from the PDB (Berman et al., 2000) and convoluted with CTF and MTF. As a test case, we selected the two complexes with the highest cellular abundance in the whole cell tomogram (i.e., the ribosome and ATP synthase, with more than 200 instances for each complex in the tomogram). To ensure high confidence for our data set, we only identified the 100 best scoring template matches for each of the two complexes. For each of these matches we extracted a subtomogram of size 32 3 voxels that was large enough to contain an instance of the complex. The reference-free classification with feature enhancement combined with automatic cluster cutoff determination is able to detect correctly the two classes of subtomograms ( Fig. 7A and C) with a classification accuracy of 99% when the subtomograms from template matching are taken as ground truth. The classification converges after around nine iterations (Fig. 7G) . In contrast, the distance matrix for the same subtomograms calculated without feature enhancement is unable to discriminate between the two classes, even if all the subtomograms are first aligned to a corresponding reference subtomogram (Fig. 7B and D) . Clustering of this distance matrix does not allow the distinction between the two complex classes (Fig. 7D) .
Conclusion
Fast and accurate subtomogram alignments are key for referencefree subtomogram classification and averaging. However, most of existing alignment methods rely on exhaustive rotational scanning of one subtomogram with respect to the other. The computational cost of such rotational scanning is often the limiting factor in reference-free subtomogram classifications in particular with the increasing number, and size of subtomograms and alignment precision.
In this paper, we propose a fast rotational alignment method based on the Fourier equivalent form of a popular constrained correlation measure. The constrained correlation takes into account the mean and variance of the intensity values in the subtomograms, therefore corrects for the non-evenness of tomograms due to the imaging process. The fast rotational search is based on 3D volumetric matching. We demonstrate that the use of 3D volumetric matching improves the alignment accuracy, in particular for highly distorted subtomograms with low SNR and tilt angle ranges, compared to the matching strategy based on projected 2D spherical images (Bartesaghi et al., 2008) . To further increase alignment accuracy, the alignment can be refined using gradient guided methods (Bartesaghi et al., 2008; Xu and Alber, 2012) .
We apply a reference-free iterative classification framework with our fast alignment method, and propose a local feature enhancement strategy. We can demonstrate that the method can be used to successfully classify subtomograms extracted from tomograms of purified protein complexes and whole cell tomograms.
For proof of principles we have used the popular hierarchical clustering approach with a simple optimal cluster selection metric (i.e., Silhouette width). However, the clustering step may further be improved by incorporating user supervision (e.g., Castaño-Díez et al., 2012) and other methods for clustering and optimal cluster selection, especially those specifically designed for subtomogram clustering (e.g., Yu and Frangakis, 2011) .
