We study a classical iterative algorithm for balancing matrices in the L ∞ norm via a scaling transformation. This algorithm, which goes back to Osborne and Parlett & Reinsch in the 1960s, is implemented as a standard preconditioner in many numerical linear algebra packages. Surprisingly, despite its widespread use over several decades, no bounds were known on its rate of convergence. In this article, we prove that, for any irreducible n × n (real or complex) input matrix A, a natural variant of the algorithm converges in O(n 3 log(nρ/ε)) elementary balancing operations, where ρ measures the initial imbalance of A and ε is the target imbalance of the output matrix. (The imbalance of A is max i | log(a out i /a in i )|, where a out i , a in i are the maximum entries in magnitude in the ith row and column, respectively.) This bound is tight up to the log n factor. A balancing operation scales the ith row and column so that their maximum entries are equal, and requires O(m/n) arithmetic operations on average, where m is the number of nonzero elements in A. Thus, the running time of the iterative algorithm is O(n 2 m). This is the first time bound of any kind on any variant of the Osborne-Parlett-Reinsch algorithm. We also prove a conjecture of Chen that characterizes those matrices for which the limit of the balancing process is independent of the order in which balancing operations are performed. 
INTRODUCTION

Background and Discussion of Results
In numerical linear algebra, it is standard practice to precondition an n× n real or complex matrix A by performing a similarity transform D −1 AD for some diagonal scaling matrix D, prior to performing other computations on A such as computing its eigenvalues. The goal is that D −1 AD should be balanced, in the sense that the norm of the ith row is equal to the norm of the ith column, for all i. The point here is that standard linear algebra algorithms tend to be numerically unstable for unbalanced matrices. Diagonal scaling achieves balance without affecting the eigenvalues of A.
(Preconditioning typically also involves a separate process of row and column permutations, which we ignore here.)
This idea goes back to Osborne [1960] , who suggested an iterative algorithm for finding a D that balances A in the L 2 norm, and proved that it converges in the limit; he also proposed using the analogous iteration in the L ∞ norm. Parlett and Reinsch [1969] generalized the algorithm to other norms. Neither of these papers gave any bound on the convergence time of the algorithm (in any norm). In the decades since then, this algorithm has been implemented as standard in almost all numerical linear algebra software, including EISPACK, LAPACK, and MATLAB. For further background, see, for example, Trefethen and Embree [2005] and Kressner [2005] . Surprisingly, despite its widespread use in practice, no bounds are known on the running time of any variant of this iterative balancing algorithm.
Our goal in this article is to initiate a quantitative study of the Osborne-ParlettReinsch algorithm. We emphasize that our motivation is to understand an existing method that has emerged as the leading choice of practitioners, rather than to devise a new competitor in the asymptotic regime; however, the bounds we obtain show that even asymptotically this method is not far off the theoretically best (and much more complex) algorithms (see the Related Work section for a discussion).
The iterative algorithm is very easy to describe, and involves repeated execution of a simple local balancing operation. Let · be a vector norm. For an index i ∈ [n], let a i· and a ·i denote the norms of the ith row and ith column of A, respectively. To avoid technicalities, we make the standard assumption that A is irreducible (see below), which ensures these norms are always nonzero; otherwise, earlier (and faster) stages of the preconditioning decompose A into irreducible components. A balancing operation at i scales each entry in column i of A by r i = √ a i· / a ·i , and each entry in row i by r −1 i (thus leaving a ii unchanged). Note that this operation corresponds to the diagonal transformation D −1 AD, where D = diag(1, . . . , r i , . . . , 1). The iterative algorithm simply performs the following step repeatedly:
1 Pick an index i and perform a balancing operation at i.
We focus in this article on the case of balancing in the L ∞ norm, where the goal is to find D so that in D −1 AD the largest entry (in magnitude) in the ith row is equal to the largest entry in the ith column, for all i. We refer to such a matrix as balanced. The scaling factor in the algorithm is then just r i = a = max j |a ij | and a in i = max j |a ji | are the maximum elements in the ith row and column, respectively. This version of the algorithm is particularly simple to implement, which makes it an attractive alternative to (say) the L 2 version. Since the algorithm depends only on the magnitudes of the a ij , and multiplies them only by positive reals, we will simplify from now on by assuming that all entries a ij are non-negative, keeping in mind that the balancing operations are actually performed on the original matrix A.
2
It is instructive to view this procedure in terms of the directed weighted graph G A , in which there is an edge (i, j) of weight a ij if a ij > 0 (and no edge if a ij = 0). Irreducibility of A corresponds to G A being strongly connected. The above balancing operation 1 Note that we leave open here the rule by which the index i is chosen in each step. The original algorithm in Osborne [1960] and Parlett and Reinsch [1969] picks indices in a fixed cyclic order; in this article, we shall consider both that variant and the natural variant in which indices are picked uniformly at random with replacement (u.a.r.), and obtain essentially the same convergence rate results for both. 2 It is sometimes also assumed that the diagonal entries of A are replaced by zeros before the balancing process, since balancing never alters them. This replacement may of course change the problem since (e.g.) a diagonally dominant matrix is already balanced in L ∞ . We do not assume such a replacement has been made; our analysis of the balancing algorithm applies whether or not diagonal entries are zero. are the maximum outgoing and incoming weights, respectively, at i. At first sight (taking logarithms of the edge weights), this process resembles a diffusion on G A ; however, the fact that the scaling at each step depends on the maximum incoming/outgoing edge weight is a nonlinearity that makes the process much harder to analyze.
Analysis of a Classical Matrix Preconditioning
Clearly, any fixed point of the above iteration must be a balanced matrix A, that is, a out i = a in i for all i; in other words, in the weighted graph G A , the maximum incoming edge weight is equal to the maximum outgoing edge weight at every vertex. Note that the product of the edge weights along any cycle in G A is an invariant of the algorithm. It is thus natural to call two matrices equivalent if they agree on all these invariants. The fact that the algorithm always converges asymptotically to a balanced matrix was proved, surprisingly recently, by Chen [1998] 3 ; in particular, this implies the existence of a balanced matrix in each equivalence class. Chen also conjectured that a worst-case input (in terms of rate of convergence) is one in which G A is simply a directed cycle; in this case each vertex has only one incoming and one outgoing edge, so the balancing operation is linear and convergence is easily seen to occur within (n 3 ) operations. (The here hides factors that depend on the maximum imbalance in the input matrix and the desired bound on how close the output matrix is to being balanced.) In most cases the process seems to converge much faster, but the problem of analyzing the convergence rate in general graphs, or even in any strongly connected graph other than a directed cycle, has remained open until now. For example, even the case of two directed cycles that share a common vertex is quite nontrivial and has proved resistant to standard arguments.
The first difficulty one faces in analyzing convergence rates is that the balanced matrix to which the algorithm converges is in general not uniquely defined, but may depend on the sequence of indices i selected (see Figure 1 for a simple example that illustrates this phenomenon). Our first result proves a conjecture of Chen [1998] , which characterizes all cases in which the balancing problem has a unique solution. For a balanced matrix B = {b ij } and any real w > 0, let G Note that this result gives an implicit criterion for whether a given input matrix A can be uniquely balanced: namely, that it is equivalent to a balanced matrix B with the above property. We say that such matrices A satisfy the Unique Balance (UB) condition.
In an earlier version of the present article [Schulman and Sinclair 2015a] , we focused on the UB case and showed that a certain variant of the Osborne-Parlett-Reinsch algorithm converges in O(n 3 log n) balancing operations on any UB input matrix A. In this article, we extend that analysis to all input matrices, for a slightly different variant of the algorithm. (The term "variant" here refers only to the order in which balancing operations are performed.)
To describe this variant, we need the notion of "raising" and "lowering" operations, which are one-sided versions of the standard balancing operation. A raising operation at i performs a standard balancing operation at i if a out i > a in i and does nothing otherwise; similarly, a lowering operation at i performs a standard balancing operation at i if a out i < a in i and does nothing otherwise. Our variant of the algorithm will perform a sequence of raising operations followed by a sequence of lowering operations; equivalently, it can be viewed as the standard algorithm in which some of the balancing operations are censored according to a very simple condition.
To specify the algorithm precisely, we also need a measure of how far a matrix is from balanced. We thus define the imbalance of A as max i | log(a out i /a in i )|, and say that A is ε-balanced if its imbalance is at most ε. The target balance parameter ε > 0 is provided to the algorithm as an additional input. We also need one-sided versions of these definitions: namely, A is ε-raising-balanced if max i log(a
. Plainly, A is ε-balanced if and only if it is both ε-raising-balanced and ε-lowering-balanced.
ALGORITHM 1: 2PhaseBalance( A, ε)
Input: An n × n matrix A with (unknown) imbalance ρ; and a target ε > 0. Output: A matrix equivalent to A that is ε-balanced with high probability.
Pick an index i and apply a raising operation at i
Pick an index i and apply a lowering operation at i 6 Output the resulting matrix Our variant of the algorithm is specified in Algorithm 1. We note that even the asymptotic convergence of this variant of the algorithm is not immediately clear, and does not follow from Chen's proof [Chen 1998 ] or from our proof in Theorem 4.5. This is because, as indicated earlier, those proofs assume that the algorithm is fair, in the sense that balancing is performed at each index infinitely often. In the two-phase version, fairness fails since some balancing operations are censored; in particular, a "fair" sequence of raising operations is not a fair sequence of balancing operations, since the lowering operations are censored. Instead, convergence of the two-phase algorithm is a consequence of the following theorem. THEOREM 1.2. For any input matrix A, any fair sequence of raising (respectively, lowering) operations converges to a unique raising-balanced (respectively, loweringbalanced) matrix, independent of the order of the operations.
In lines 3 and 5 of Algorithm 1, the indices i are picked either in deterministic cyclic order (as in the original algorithm in Osborne [1960] and Parlett and Reinsch [1969] ), or u.a.r.; note that both these sequences are fair (with probability 1), so Theorem 1.2 implies that each phase converges asymptotically. The value T is chosen to guarantee that A is ε-raising-balanced (respectively, ε-lowering-balanced) at the end of a phase. 4 Since it is easy to see that the lowering phase cannot increase the raising imbalance of A (see Proposition 4.1), at the conclusion of both phases A will indeed be ε-balanced (w.h.p.). Theorem 1.2 is actually a somewhat surprising result: even when A is not UB (so that the balanced matrix to which the original version of the algorithm converges depends on the sequence of operations performed), if we perform only raising (or only lowering) operations we are guaranteed a unique limit. It is this fact that ultimately enables us to obtain a tight analysis of the rate of convergence.
We are now able to state the main result of the article, which bounds the rate of convergence of Algorithm 1. THEOREM 1.3. Suppose Algorithm 1 is run on input (A, ε), where A is an arbitrary irreducible nonnegative matrix with imbalance at most ρ and the indices in lines 3,5 are picked in deterministic cyclic order (respectively, picked u.a.r.) . Then the algorithm performs O(n 3 log(nρ/ε)) balancing operations and outputs a matrix equivalent to A that is ε-balanced (respectively, ε-balanced w.h.p.) . This is the first time bound (except on the cycle) for any variant of the OsborneParlett-Reinsch algorithm (under any norm). Moreover, the bound on the convergence rate is actually tight up to a factor O(log n), in view of the (n 3 ) lower bound we mentioned earlier for the cycle. Indeed, Theorem 1.3 implies that the cycle is a worstcase input for the algorithm (up to the log n factor), as conjectured by Chen [1998] .
Remark. Throughout the article, we quantify the rate of convergence of the algorithm in terms of the number of balancing operations performed. Since each balancing operation (raising or lowering) involves finding a maximum element in one row and column and then scaling the row and column, it can be performed on average in O(m/n) arithmetic operations, where mis the number of edges in G A (i.e., the number of nonzero entries in A). Thus, in terms of arithmetic operations, the (average) running time of the algorithm is O(n 2 mlog n).
We close this section with a brief outline of our approach to analyzing the algorithm. As we have observed previously, it suffices to analyze only the raising phase; by symmetry, an identical analysis applies to the lowering phase.
5 It is convenient for the analysis to take logarithms of the matrix entries, so that balancing operations are additive rather than multiplicative. The first key observation is that the uniqueness of the limit in the raising phase allows us to assign a well-defined height to every vertex in G A ; the height of a vertex measures the "amount of raising" that needs to be performed at that vertex in order to reach the unique raising-balanced configuration. Each raising operation can then be viewed as smoothing these heights locally. In a diffusion process, this naturally leads to an associated Laplacian potential function consisting of the sum of squares of local height differences, whose convergence is captured by the eigenvalues of the heat kernel operator. Attempts to conduct a similar analysis here fail. One serious problem is that a balancing operation at vertex i depends only on the incoming and outgoing edges of maximum weight, but has side effects on all other edges incident at i. Another problem is that there are, essentially, "levels" within the graph: roughly speaking, vertices that lie in the "lower" levels of the graph cannot reliably converge toward (raising) balance until the vertices in the "higher" levels have converged. While phenomena similar to this can arise in diffusion processes, in our nonlinear setting standard tools such as eigenvalues are lacking to capture them.
The chief technical challenge in our analysis is to relate the local height changes achieved by raising operations to an improvement in a global potential function (the sum of the heights), thus ensuring significant progress over time. The details of our analysis ensure an improvement that is a factor (n −3 ) of the current value of the potential function in each step (amortized or expected, depending on the version of the algorithm), thus leading to global convergence inÕ(n 3 ) raising operations. To establish the above local-global connection, we need a two-dimensional representation of the current state of the algorithm, which records not only the height of a vertex but also its level; unlike the heights, which change over time, the level of a vertex is fixed. We also introduce an intermediate quantity that we call the momentum of a vertex, which can be viewed as a time-dependent notion of its level. The momentum is a key ingredient in relating local improvements to the global potential function.
Related Work
As mentioned previously, the idea of iterative diagonal balancing was introduced by Osborne [1960] , who was motivated by the observation that minimizing the Frobenius norm of A is equivalent to balancing A in the L 2 norm. Osborne formulated an L 2 version of the iterative algorithm and proved that it converges in the limit (but with no rate bound); he also proposed the L ∞ algorithm discussed in this paper but left the question of convergence open. Convergence was first proved by Chen [1998] almost 40 years later. Parlett and Reinsch [1969] generalized Osborne's algorithm to other norms (without proving convergence) and discussed a number of practical implementation issues for preconditioning. For the L 1 version of the Osborne-Parlett-Reinsch algorithm, convergence was proved by Grad [1971] , uniqueness of the balanced matrix by Hartfiel [1971] , and a characterization of it by Eaves et al. [1985] , but again no bounds on the running time of L 1 balancing were given.
Despite the scarcity of theoretical support, these algorithms are implemented as standard in many numerical linear algebra packages and experience shows them to be both useful and fast.
A sequence of two papers offers an alternative, and substantially more complex, noniterative algorithm for matrix balancing in the L ∞ norm. Schneider and Schneider [1991] gave an O(n 4 )-time algorithm based on finding maximum mean-weight cycles in a graph; the running time was improved to O(nm + n 2 log n) using Fibonnaci heaps and other techniques by Young et al. [1991] . This is asymptotically faster than the O(n 2 m) worst-case running time we establish for the iterative algorithm; and for some graphs (e.g., the directed cycle) it is faster than the actual running time of the iterative algorithm.
However, the iterative method has been favored in practice. This may be justified by the empirical distribution of inputs. Moreover, it is definitely driven by the fact that the iterative method offers steady partial progress, and so can deliver, without being run to completion, a matrix that is sufficiently balanced for the subsequent linear algebra computation. In practice, indeed the method is usually run for far fewer iterations than are needed in the worst case. Our purpose in this article is to provide the first theoretical understanding of the widely used iterative methods, rather than to derive new theoretical bounds for the underlying problem.
In other work on matrix balancing, Kalantari et al. [1997] considered balancing in the L 1 norm, and provided the first polynomial time algorithm by reduction to convex programming: O(n 4 ) via the ellipsoid method. Following the appearance of earlier versions of the current article Sinclair 2015a, 2015b] , Ostrovsky et al. [2017] gave a convex-programming-based analysis of the L 1 variant of the iterative algorithm. We note that this approach apparently fails in our case, in part because the set of L ∞ -balanced matrices for a given input may fail to be convex. Diagonal scaling has also been used to minimize matrix norms without regard to balancing. For example, Ström [1972] considers the problem of finding diagonal scaling matrices to minimize the max and Frobenius norms of the matrix. In particular, for the max norm he proves that (when A is irreducible) the optimal diagonal scaling matrix is obtained from the principal eigenvector. Chen and Demmel [2000] show that a suitable notion of weighted balancing can be used to minimize the 2-norm, and discuss Krylov-based algorithms that work efficiently on sparse matrices. Boyd et al. [1994] formulate the problem of minimizing the Frobenius norm as a generalized eigenvalue problem.
A different notion of matrix balancing asks for diagonal scaling matrices D 1 and D 2 such that D 1 AD 2 has prescribed row and column sums. A natural iterative process, somewhat analogous to the Osborne-Parlett-Reinsch process, appears to have been invented several times independently, and is often named after Sinkhorn, who gave the first analysis of its convergence [Sinkhorn 1964 ]. The process has been extensively studied (see, e.g., Sinkhorn and Knopp [1967] , Franklin and Lorenz [1989] , Kalantari and Khachiyan [1993] , and Kalantari et al. [2008] ); in particular, Linial et al. [2000] gave strongly polynomial bounds (after a preprocessing step) and derived a surprising approximation scheme for the permanent of a nonnegative matrix. For much more on this topic, see the survey by Idel [2016] .
PRELIMINARIES
In this section, we introduce some terminology and notation that we will use throughout the article. We begin with an equivalent reformulation of the Osborne-Parlett-Reinsch balancing algorithm from the Introduction.
Let A be an irreducible n × n matrix. As described in the Introduction, the algorithm operates by iteratively picking an index i and geometrically averaging the maximum entries (in magnitude) a . . , 1) applied to the original matrix A. However, for the rest of the article, we will assume that the algorithm operates additively on the logarithms of the matrix entries and ignore the details of this trivial translation.)
We reuse the notation G α from the Introduction to denote the digraph with edges (i, j) such that α ij > −∞. (The passage from roman to greek letters will always resolve this abuse of notation.) Irreducibility of A again corresponds to G α being strongly connected. We shall regard α as a real-valued function defined only on the edges of G α , and call it a graph function. Note that if balancing operations change the graph function α to α , we always have G α = G α . For the remainder of the article, we use letters u, v, etc., rather than i, j to denote vertices as our focus will be on the graph G α rather than on the matrix A.
We say that a graph function α is balanced if α
(These definitions are equivalent to those in the Introduction in terms of the matrix entries a ij .) A balancing operation is available at v if and only if ρ v > 0.
As indicated in the Introduction, we analyze a slightly modified version of the basic Osborne-Parlett-Reinsch algorithm, which has two phases and performs only certain balancing operations (raising or lowering) during a phase. Let ρ
v } be the raising and lowering imbalances, respectively, at v. 
Clearly, α is ε-balanced if and only if it is both ε-raising-balanced and ε-lowering-balanced.
For any real w, denote by G w α the subgraph of G α consisting of edges (u, v) such that α uv ≥ w, with isolated vertices removed. (A vertex with a self-loop is not considered isolated.)
Let α, γ be two graph functions on the same graph G. We say that α, γ are equivalent, α ∼ γ , if their sums around all cycles of G are equal, i.e., if
It is convenient for our analysis to introduce a generalization of the standard local balancing operation at a vertex. Let α be a graph function. For any x ∈ R and S ⊆ [n], denote by α + xS ("α shifted by x at the set S") the graph function given by (α + xS) uv 
, where I S is the indicator function for membership in S. Thus, the balancing operation at v is equivalent to shifting by (α in v − α out v )/2 at the set {v}. It is readily seen that two graph functions are equivalent if and only if there is a sequence of shifts converting one to the other. Note that, like balancing operations, shifts of α do not change G α .
We close this section with a simple but useful fact, which says that the maximum and minimum edge weights remain bounded under any sequence of balancing operations. A balancing operation at vertex v reduces max{α in v , α out v }, so no such operation can increase the maximum edge value above its original value α max . Thus, we may take b max = α max . Now recall that the average weight of any cycle in G α remains invariant under any sequence of balancing operations; thus, in particular, the minimum average weight of any cycle is always at least α min . Consider the value of any edge (u, v) under any graph function α that is reached by balancing operations from α. Let (u, v) belong to some (simple) cycle of average weight c and length . Then (α uv + ( − 1)α max )/ ≥ c ≥ α min , so α uv ≥ α min − ( − 1)(α max − α min ). Thus, we may take b min to be this last value.
THE UNIQUE BALANCE PROPERTY
As shown by Chen [1998] (and reproved with a different argument in the present article-see Theorem 4.5), the iterative balancing algorithm is guaranteed to converge to a balanced matrix provided the sequence of vertices at which balancing is performed is fair, in the sense that every vertex appears infinitely often. However, the limit matrix is in general not unique and depends on the sequence (see Figure 1 for a simple example). This nonuniqueness is one major obstacle to obtaining good bounds on the rate of convergence.
For a broad class of inputs, however, a unique limit does exist. The characterization of this class was conjectured by Chen [1998] and is our first result. This was already stated as Theorem 1.1 in the Introduction; we restate it here in slightly different notation. PROOF. Let β be balanced. Suppose G w β is not strongly connected, and that w is the largest value for which this is the case. Note that since β is balanced, G w β has no sources or sinks, and hence must contain at least one source strongly connected component (scc) S and one sink scc T , both of which are nontrivial (i.e., contain at least two vertices or one self-loop). Moreover, by maximality of w, the weights of external edges (between scc's) in G w β are all exactly w. Choose vertices s ∈ S and t ∈ T , and consider a directed simple path P from s to t in G β . (Such a path exists because G β is strongly connected.) Let ε > 0 be smaller than the gap between any two distinct values of β. Then in G β+εT , the length of P is ε less than it is in G β . Now apply balancing operations in any order to the graph function β + εT (which is equivalent to β), to balance it (in the limit). We claim that no balancing operation will ever be applied at any vertex inside a nontrivial scc of G w β , and hence at either s or t. To see this, note that such a balancing operation can only occur if the weight of some external edge incident on the scc reaches a value larger than w. But in β + εT , no external edge has weight larger than w (this was true in β and the shift at T has increased the weight only of edges leaving T , but to a value less than w), so balancing operations at the vertices outside the scc's cannot increase the weight of edges above w. Hence, in the limiting (and hence balanced) graph function, the length of the path P from s to t will remain ε less than it is in β. (The length of a path can be altered only by a balancing operation at one of its endpoints.) Hence, this limiting graph function is different from β.
Let α ∼ β be distinct balanced graph functions. We show that there is a w such that neither G (u, v) . The weight of this cycle is larger in G β than in G α because all weights larger than w in the cycle are identical in both functions, and in G β all remaining weights equal w, while in G α all are at most w and at least one is strictly less than w. Hence α ∼ β, which is a contradiction.
Likewise, if there is an edge in G In light of Theorem 1.1, we say that a graph function α has the UB property if there is a balanced β ∼ α such that G w β is strongly connected for all w. By the convergence theorem (Chen [1998] , or Theorem 4.5 of the present article), on any input matrix with the UB property the Osborne-Parlett-Reinsch balancing algorithm will converge to a unique balanced matrix. In a preliminary version of the present article [Schulman and Sinclair 2015a] , we used this fact to analyze the rate of convergence of (a suitable variant of) the algorithm in the UB case. In the remainder of this article, we turn our attention to the rate of convergence for general input matrices (which will subsume the result of Schulman and Sinclair [2015a] ), and leave Theorem 1.1 as an interesting structural result.
CONVERGENCE OF THE TWO-PHASE ALGORITHM
The goal of this section is to prove that the two-phase variant of the iterative balancing algorithm described in the Introduction converges and outputs a ε-balanced graph function. (As previously noted, convergence of this variant does not follow from the general convergence proofs of Chen [1998] or of Theorem 4.5 of the present article, since the sequence of balancing operations in this case is not "fair" due to the censoring of operations in each phase.)
Convergence of the two-phase variant follows immediately from Theorem 1.2 stated in the Introduction, which we restate here in graph function terms. To deduce that the output of the two-phase algorithm is indeed ε-balanced, we need the following additional simple observation. It is now easy to see that the two-phase algorithm terminates with an ε-balanced graph function. By Theorem 1.2 each of the two phases terminates with the appropriate balance condition. At the end of the raising phase the function is ε-raising balanced, and by Proposition 4.1 it remains so throughout the lowering phase. At the end of the lowering phase the resulting graph function is both ε-raising balanced and ε-lowering balanced, and hence ε-balanced as required.
The remainder of this section is devoted to proving Theorem 1.2. We focus on raising operations; the proof for lowering operations follows by a symmetrical argument.
We introduce the following notation. Fix the initial graph function α and a particular fair infinite sequence of raising operations. Let α = α(0), α(1), . . . , α(t), . . . be the resulting sequence of graph functions obtained. Also, for each t ≥ 0 let the raising vector r(t) = (r v (t)) record the cumulative amount by which each vertex has been raised. That is, r(0) = 0 and, if the tth raising operation is at vertex v, then r v (t) = r v (t − 1) + ρ R v /2 and r u (t) = r u (t − 1) for all u = v. Note that the vector r(t) completely specifies 6 α(t) via the relation α uv (t) = α uv (0) + r v (t) − r u (t).
LEMMA 4.2. The sequence r(t) is increasing and bounded above, and hence converges to a limit vector r * as t → ∞.
PROOF. The fact that r(t) is increasing is immediate from its definition. To see that it is bounded, first recall from Proposition 2.1 that the graph function α(t) is bounded above and below for all t.
Fix an arbitrary total order < E on the edges of the graph. At any time t define a total order < t on the edges of the graph as follows:
Now define the function
We claim that, if the tth raising operation is at vertex v, the change in is bounded by
Since by our earlier observations (t) is always bounded, and the increase in r v (t) is exactly ρ R v /2, we conclude from Equation (3) that r v (t) is also bounded. To prove Equation (3), represent each edge (u, v) by a particle on the real line at position α uv (t). We will view [t, t + 1] as a continuous time interval, during which each particle (u, v) moves at constant speed from α uv (t) to α uv (t + 1). We now compute the rate of change of under a raising operation at vertex v (assuming that ρ R v > 0 so that the raising operation is nontrivial; otherwise, does not change). The only particles that move are (u, v) and (v, w) as u, w range over neighbors of v; each particle (u, v) moves a distance ρ R v /2 to the right, and each (v, w) moves the same distance to the left. Letū,w be such that (ū, v) is maximal in the < t order among edges (u, v) , while (v,w) is maximal in the < t order among edges (v, w). Thus, ρ R v = α vw (t) − αū v (t). The rate of change of (t ) for t in the interval [t, t + 1) is given by
The negative term in the second line arises from the contribution of the particle (v,w), whose edge remains heaviest throughout. The positive term arises because there are at most N vw (t ) − 1 particles to the left of (v,w), each of which contributes at most (N vw (t ) − 1)!. As the particles move and pass other particles, the coefficients N uv (t ) change. However, observe that the preceding calculation is valid at all times t ∈ [t, t + 1), since it relies only on the fact that (v,w) is the moving particle that is greatest in the < t order. Hence we deduce the bound (3) claimed earlier, which completes the proof.
It follows immediately from Lemma 4.2 and Equation (1) that α(t) also converges to a limit α * , and by continuity and fairness α * must be raising-balanced. It remains to show that α * is independent of the sequence of raising operations. For this we require the following monotonicity property of raising operations.
LEMMA 4.3. Let r, s be raising vectors obtained from a common initial graph function α via different sequences of raising operations. Suppose that r ≤ s, and let r , s be the new raising vectors obtained from r, s after one additional raising operation at a common vertex v. Then r ≤ s .
PROOF. Clearly, we have r u = r u ≤ s u = s u for all u = v, so we need only show that r v ≤ s v . By definition of the raising operation at v, we have (using Equation (1))
(Here, and subsequently, we use the notation u → v to indicate that there is an edge (u, v) PROOF. Consider some fair sequence of raising operations starting from α, and let α(t), r(t) be the corresponding sequences of graph functions and raising vectors, respectively. By Lemma 4.2, the limits α * = lim t→∞ α(t) and r * = lim t→∞ r(t) exist and α * is raisingbalanced. Now consider a second sequence of raising operations also starting from α, and let s(t) be the corresponding sequence of raising vectors. Again, by Lemma 4.2, the limit s * = lim t→∞ s(t) exists. Suppose we apply this second sequence of raising operations, starting on the one hand from α and on the other hand from α * . The resulting raising vectors (with respect to α) are s * and r * , respectively (the latter because α * is already raising-balanced). Applying Lemma 4.3 to compare the raising vectors at each step of this process yields s * ≤ r * . But by symmetry we must also have r * ≤ s * , and hence r * = s * . This completes the proof.
Since the graph function α * is completely determined by the raising vector r * , Lemma 4.4, and its symmetric counterpart for lowering operations, proves Theorem 1.2, which was the main goal of this section. Figure 2 shows an example of a graph function and its associated unique corresponding raising-and lowering-balanced functions.
We end this section with a theorem that uses the preceding technology to derive a new proof of convergence of the original Osborne-Parlett-Reinsch algorithm (in which there are no phases, and balancing operations are performed regardless of whether they are raising or lowering). This proof applies for any sequence of balancing operations provided only that it is fair, i.e., every index i appears infinitely often; note that both the cyclic sequence and the u.a.r. sequence are fair (with probability 1). In contrast to the earlier proof of convergence by Chen [1998] , which is not quantitative, our proof also provides an (albeit very weak) bound on the number of balancing operations required to reach an almost balanced matrix. In the next section, we will obtain a tight polynomial time bound on this number for the two-phase variant of the algorithm.
Given a fair sequence of indices, define the first epoch to be the minimal initial segment of the sequence that contains each index 1, 2, . . . , n at least once. Define subsequent epochs in the same way. All epochs are of finite length, and there are infinitely many epochs.
THEOREM 4.5. Consider the Osborne-Parlett-Reinsch L ∞ balancing algorithm applied to any irreducible (real or complex) input matrix A, and assume that balancing operations are performed according to any fair sequence. Let A(t) denote the matrix obtained after t steps of the algorithm. Then A(t) converges to a balanced matrix B (which in general depends on the sequence of balancing operations). Moreover, if the number of epochs in the first t balancing operations is at least 4nm · m! · (α max − α min )/ε, then for some t ≤ t, A(t ) is ε-balanced. (Here m is the number of nonzero entries in A and α is the graph function corresponding to A.)
The proof is deferred to Appendix A.
RATE OF CONVERGENCE
In this section, we will prove the main result of the article, Theorem 1.3 from the Introduction, which gives a tight bound on the rate of convergence of the iterative balancing algorithm. We restate the result here for convenience. THEOREM 1.3. Suppose Algorithm 1 is run on input (A, ε) , where A is an arbitrary irreducible nonnegative matrix with imbalance at most ρ and the indices in lines 3,5 are picked in deterministic cyclic order (respectively, picked u.a.r.) . Then the algorithm performs O(n 3 log(nρ/ε)) balancing operations and outputs a matrix equivalent to A that is ε-balanced (respectively, ε-balanced w.h.p 
.).
We give here a brief, high-level outline of our analysis. First note that, by Proposition 4.1 in the previous section, it suffices to analyze each phase of the algorithm separately. Accordingly, we will analyze only the raising phase, showing that it achieves an ε-raising-balanced graph function after O(n 3 log(ρ/ε)) raising operations. By symmetry, the same bound holds for the lowering phase: simply observe that lowering on the graph G α is equivalent to raising on the transpose graph G T α .
In the Introduction, we already discussed some of the difficulties which prevent us from analyzing the dynamics of the algorithm by tracking a scalar quantity at each vertex, as would be the case for the analogous but much simpler heat-kernel dynamics. A key ingredient in our solution to the problem is to introduce a two-dimensional representation of the graph function α, together with an associated potential function that will enable our analysis of the raising phase. One coordinate (the vertical coordinate) in this representation, called the "height" of a vertex, is based on the unique raising vector r * whose existence is guaranteed by Lemma 4.4 of the previous section; the second (horizontal) coordinate is the "level" of the vertex, as alluded to in the Introduction. This representation, which is specified in detail in Section 5.1, will be instrumental in obtaining upper and lower bounds relating the (global) potential function to the local imbalances (which govern the effect of a single raising operation); these bounds are derived in Sections 5.2 and 5.3, respectively. Finally, in Section 5.4 we conclude the proof of Theorem 1.3.
A Two-Dimensional Representation
Throughout this and the next two subsections, we focus exclusively on the raising phase. As we observed previously, exactly the same rate of convergence will apply to the lowering phase.
Recall from Lemma 4.4 that, for any initial graph function α, the limiting raising vector r * , which records the asymptotic total amount of raising performed at each vertex by any infinite fair sequence of raising operations, is uniquely defined and specifies a unique raising balanced graph function α R . We may therefore use r * to define a height function y v := −r * v , i.e., −y v is the amount of raising that remains to be performed at vertex v in order to reach the raising-balanced graph function α R . (Note that, throughout, all heights are nonpositive and converge monotonically to zero. This convention turns out to be convenient in our analysis.) The heights are related to α and α R by
which is just a restatement of Equation (1). In addition to the heights y v , we will need to introduce a second coordinate x v defined by
We refer to x v as the level of vertex v. Note that (intuitively at least), lower level vertices can only reliably be close to raising-balanced after higher level ones are close, so the levels capture one of the distinguishing features of the problem. Note also that, unlike its height, the level of a vertex does not change over time. The two-dimensional representation (x v , y v ) of vertices v will be key to the remainder of our argument; in particular, the role of the level coordinate x v will become apparent in Section 5.3. Figure 3 shows the two-dimensional representation of the graph function in Figure 2 (i). The horizontal coordinates can be read off from the maximum incoming edges at each vertex in Figure 2 (ii), and the vertical coordinates from the square brackets in the same figure.
We will measure progress of the raising phase by means of the global potential function = − y v , which is the total amount of raising that remains to be done to reach α R . In order to relate to the local imbalances ρ R v , it will be convenient to introduce a closely related global quantity h, which is just the difference between the maximum and minimum heights. That is, setting y min = min u y u and y max = max u y u , we define h := y max − y min .
As we shall see shortly (Corollary 5.4), it is always the case that y max = 0, so in fact h = −y min . Note that and h differ by at most a factor of n, namely:
The key ingredients in our analysis are the following two bounds relating h to the local imbalances ρ Proposition 5.1 confirms that, to ensure ε-raising-balance, it suffices to achieve ≤ ε/2. The much more subtle Proposition 5.2 implies that we make steady progress reducing . This implication depends on the update sequence and will be given in detail in Section 5.4, but a brief outline is as follows. First, when the vertex v at which the raising operation is performed is chosen u.a.r., decreases at each step by an expected (1 − ( 1 n 3 )) factor; to see this, note that the expected decrease in in one raising operation is 1 2n v ρ R v , and apply Proposition 5.2 and Equation (6). Second, when v is chosen according to the cyclic order, the monotonicity from Proposition 4.1 ensures that, on average, progress is at least as fast as in the u.a.r. case.
In the next two subsections, we prove Propositions 5.1 and 5.2 respectively.
Proof of Proposition 5.1
The proposition is an almost immediate consequence of the following straightforward lemma relating heights to local imbalances. Since we are dealing exclusively with the raising phase, in this and the next two subsections we will write ρ v , ρ in place of ρ 
PROOF. Let u, w be vertices such that α uv = α To prove Equation (7), we let u be a vertex such that the edge (u , v) achieves the maximum in Equation (5), i.e., α R u v = x v , and write
where in the first line we used Equation (4) and in the last line the fact that α u v ≤ α uv . Now two further applications of Equation (4) give
Plugging these into Equation (8) yields
where the last inequality follows from the facts that α R is raising-balanced and α 
Together with the fact that, by definition, h ≥ 0, this completes the proof.
Proof of Proposition 5.2
Now we turn to the reverse inequality, Proposition 5.2, which is considerably more delicate. It makes crucial use of the two-dimensional representation introduced earlier, as well as the concept of "momentum," whose role will emerge shortly. The momentum of a vertex v is defined by
Note that in the limit of the raising-balanced graph function α R , the momentum of a vertex v is equal to its level x v .
One key property of momentum is that it can be upper bounded at a vertex in terms of the sum of the momentum and the local imbalance at the predecessors of the vertex in the graph. (The form of this bound is complicated by a dependence on the levels of the vertices; see part (i) of Lemma 5.5.) The second key property of momentum is that, along any edge, height can increase only at a rate bounded by momentum and local imbalance. (Again, there is an additional term in this bound; see part (ii) of Lemma 5.5.) Putting these two properties together will allow us to show that, if the height difference between some two vertices in the graph is substantial, then the aggregate local imbalance v ρ v must be large, which is exactly the content of Proposition 5.2.
LEMMA 5.5. The momentum satisfies the following inequalities:
PROOF. Both parts rely on the following elementary observation. For any edge (u, v) , by the definition of ρ u we have
where we have used the definition of momentum (9). For part (i), we thus have
Now note that if y u ≥ y v we have, recalling Equations (4) and (5),
This justifies the restriction on the right-hand side of (i) to maximization over u such that y u < y v . This completes the proof of part (i).
For part (ii), apply Equations (4) and (10) to deduce that
Remark. We pause to provide motivation for our choice of the term "momentum." Consider the special case in which all vertices have the same level, i.e., x v = max u:u→v α R uv = c for all v. By rescaling, we may take c = 0. Considering y v − y u as the height gain along edge (u, v) , part (ii) of Lemma 5.5 says that the height gain is bounded by the momentum m u (plus ρ u , which generally is a lower order term). So m u can naturally be viewed as the momentum of a particle as it rises along edges. Pursuing this analogy further, part (i) of Lemma 5.5 indicates that ρ v plays roughly the role of acceleration.
To complete the proof of Proposition 5.2, we need to translate Lemma 5.5, which gives local bounds on the increase of momentum and height, into global bounds in G α , as specified in Lemma 5.6 below. Note that part (i) of Lemma 5.5 immediately implies that m v is bounded above by the sum of local imbalances at vertices below v, except for a penalty that depends on the levels x u of those vertices. The key to the translation is then to apply part (ii) of Lemma 5.5 to a carefully chosen sequence of edges which span the heights in the graph, and for each of which the term −α R uv in the lemma can be used to cancel the penalty; these edges will be identified in Lemma 5.7 below.
For a vertex v, let S v denote the set of vertices whose height is strictly smaller than v, i.e., S v = {u :
We are now ready to state our global bounds.
LEMMA 5.6. For any vertex v, the following two bounds hold:
PROOF. Both parts (i) and (ii) are proved by induction on vertices v in order of height. We begin with part (i), which will be used in the proof of part (ii).
Part ( We can use induction to bound each term in the inner maximization (noting that there y u < y v ) as follows:
where in the second inequality we used the fact that u ∈ S v \ S u to deduce that ρ (S u 
this completes the inductive proof of part (i).
Part (ii). Again we use induction on the height of v. The base case is y v = y min , in which case the statement holds trivially. Now let v be any vertex with y min < y v , and suppose part (ii) is established for all u with y u < y v . Let U be the subset of vertices u ∈ S v for which x u = x U , where x U = max u∈S v x u . Of course, U = ∅. We require the following additional fact:
LEMMA 5.7. There is a vertex u ∈ U having an edge (u , v ) where
We defer the proof of Lemma 5.7 to the end of the subsection and continue with the proof of Lemma 5.6(ii). Applying part (ii) of Lemma 5.5 to the edge (u , v ) provided by Lemma 5.7, we have
In the second line we have used part (i) of the current lemma as well as the guarantee of Lemma 5.7 that α R u v = x U ; in the third line we have used the definition of x U ; in the fourth line we have used the inductive hypothesis applied to y u (which is strictly less than y v ); and in the last line we have used the fact that u ∈ S v \ S u . This completes the inductive proof of part (ii) of the lemma. To show the Claim we start by arguing that every vertex u ∈ U has an outgoing edge (u, w) ∈ G , and therefore such that α R uw = x U . Since u ∈ U , we know that y u < 0 and hence some raising must eventually be performed at u, i.e., eventually ρ Now fix any infinite fair sequence of raising operations, and consider the first operation in the sequence that increases any y u , u ∈ U , to a value larger than −δ. (This occasion is well defined as all y u , u ∈ U , increase monotonically to zero.) Let u be the vertex raised by this operation, and letᾱ be the graph function immediately after the operation andȳ the height function corresponding toᾱ. By Theorem 1.2,ᾱ R = α R . By construction there is an edge (t, u ) in G , with t ∈ U . Applying Equation (4) to the edge (t, u ), we see that
where the first inequality is because the edge is in G , and the second inequality is by choice of u . (Note that equality can hold here only if t = u .)
Now let (u , w) be a maximum (inᾱ) outgoing edge at u . Since a nontrivial raising operation has just been performed at u , it must be the case that w = u . (To see this, note that raising preserves the order of weights among outgoing edges. So, if a self-loop is a maximal outgoing edge from u inᾱ, then it must also have been maximal before raising. But in that case there could have been no nontrivial raising at u .)
Since we have just raised at u , ρ L u = 0, soᾱ u w ≥ᾱ tu . Combining with Equation (12) we haveᾱ
Applying Equation (4) to the edge (u , w) we get
where the first inequality is because heights are nonpositive, the second is by the choice of u , and the third is by Equation (13). But since δ < δ 1 , this in fact implies that α R u w ≥ x U and therefore that (u , w) belongs to G and α R u w = x U . Since U is a sink scc it must be the case that w ∈ U . By the choice of u , then, and the fact that w = u , y w <ȳ u . Hence,ᾱ
which in light of Equation (13) gives us the desired contradiction.
Proof of Theorem 1.3
We are now finally in a position to prove our main result, Theorem 1.3.
PROOF OF THEOREM 1.3. We begin with the variant of Algorithm 1 in which vertices are chosen u.a.r.; the analysis of the cyclic variant is similar and follows. It suffices to show that, with high probability, O(n 3 log(ρn/ε)) raising operations suffice to achieve an ε-raising-balanced graph function. As we observed at the beginning of the section, by symmetry the same holds for the lowering phase, and hence the output of the algorithm will be ε-balanced w.h.p..
To analyze the raising phase, we index all quantities by t, the number of raising operations that have so far been performed. Thus, in particular, y v (t) is the height of vertex v after t raising operations. We also introduce the potential function (t) = − v y v (t). Note that (t) ≥ 0 and that (t) decreases monotonically to 0 as t → ∞. Moreover, by Proposition 5.1 we have
Hence in order to achieve raising imbalance at most ε after t raising steps it suffices to ensure that (t) ≤ ε/2. Since a raising operation at vertex v increases y v by ρ R v /2, the expected decrease in (t) in one raising operation is
where in the first inequality we have used Proposition 5.2, in the next step Corollary 5.4, and in the last inequality the fact that y min is less than the average of the y v . Iterating for t steps yields
To get an upper bound on (0), we observe that
where we have again used Corollary 5.4 and Proposition 5.2. (Recall that ρ = max{ρ R (0), ρ L (0)} is the imbalance of the original matrix.) Hence, for any δ ∈ (0, 1), after t = 6n 3 ln(2ρn/εδ) raising operations we have
By Markov's inequality this implies that (t) ≤ ε/2 with probability at least 1 − δ. To obtain the result w.h.p., it suffices to take δ = o(1).
We turn now to the variant in which vertices are chosen in deterministic cyclic order. In this case, we consider each cycle of n raising operations, numbered tn+1, . . . , (t +1)n, one at each vertex; let the vertices be indexed v = 1, . . . , n according to the order they are visited in this cycle. We show that O(n 2 ln(ρn/ε)) such cycles suffice to reduce to ε/2, for the same potential function as previously. Let ρ for any integer t ≥ 0, and essentially the same calculations as previously imply that (tn) ≤ ε/2 for t = 6n 2 ln(2ρn/ε), as desired.
OPEN PROBLEMS
We close the article with some remarks and open problems.
(1) The introduction of raising and lowering phases into the Osborne-Parlett-Reinsch algorithm is trivial from an implementation perspective (the effect being simply to censor some of the balancing operations), but seemingly crucial to our analysis. If balancing operations of both types are interleaved, we lose our tight control on the rate of progress and are able to prove only the much weaker exponential bound of Theorem 4.5 on the convergence time. It would be interesting to modify the tight analysis so as to handle an arbitrary sequence of balancing operations, as well as to investigate whether the introduction of phases actually improves the rate of convergence (both in theory and in practice).
(2) Recall that, without raising and lowering phases, the balanced matrix to which the algorithm converges is not unique (except, by definition, in the UB case). It would be interesting to investigate the geometric structure of the set of fixed points, which apparently can be rather complicated.
(3) As we have seen, our O(n 3 ) bound on the worst-case convergence time is essentially optimal. While this goes some way toward explaining the excellent performance of the algorithm in practice, more work needs to be done to explain its empirical dominance over algorithms with faster worst-case asymptotic running times. In particular, can one identify features of "typical" matrices that lead to much faster convergence? (4) We have analyzed only the L ∞ variant of the Osborne-Parlett-Reinsch algorithm. We note that there is active discussion in the numerical analysis literature about which norm to use for balancing; for example, Watkins [2006] and James et al. [2014] show that in some cases L 1 balancing leads to undesirable results. Regarding the algorithmic aspect, recent work by Ostrovsky et al. [2017] , following the appearance of earlier versions of this article Sinclair 2015a, 2015b] , bounds the convergence time of the L 1 variant (albeit with respect to a weaker definition of ε-balanced). All L p formulations of the problem for finite p (but not for p = ∞) are interreducible, simply by raising all entries of the matrix to an appropriate power, so Ostrovsky et al. [2017] provides bounds on the convergence time of iterative algorithms for matrix balancing in L p for all finite p. PROOF. The proof is similar to that for raising operations in Lemma 4.2. We again use the potential function (t) defined in Equation (2). Recall from the proof of Lemma 4.2 that a raising operation at v decreases (t) by at least ρ R v /2 (see Equation (3)). A symmetrical argument shows that a lowering operation at v also decreases (t), by at least ρ L v /2. Hence, we may bound the decrease in over t steps in terms of the cumulative raising and lowering vectors r(t), (t) as follows: 
Now suppose that, at all times within the first T epochs, the imbalance of A(t) is at least ε. We claim that, in each such epoch, must decrease by at least ε/4. Combining this claim with Equation (15) will complete the proof as it implies that T ≤ 4nm · m! · (α max − α min )/ε.
To see the preceding claim, consider one such epoch that starts at time t; let v be a vertex with imbalance ρ v (t) ≥ ε, and let t be the first time in the epoch at which balancing is performed at v. If the cumulative raising and lowering during the epoch prior to time t is at least ε/4, then has decreased by at least this amount and we are done. Otherwise, the weight of any edge incident on v has changed by no more than ε/4, so the imbalance of v at time t is still at least ε/2, leading to a decrease in of at least ε/4.
