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Abstract
The form of higher-spin current interactions in the sector of one-forms is de-
rived from the nonlinear higher-spin equations in AdS4. Quadratic corrections
to higher-spin equations are shown to be independent of the phase of the pa-
rameter η = exp iϕ in the full nonlinear higher-spin equations. The current
deformation resulting from the nonlinear higher-spin equations is represented
in the canonical form with the minimal number of space-time derivatives.
The non-zero spin-dependent coupling constants of the resulting currents are
determined in terms of the higher-spin coupling constant ηη¯. Our results con-
firm the conjecture that (anti-)self-dual nonlinear higher-spin equations result
from the full system at (η = 0) η¯ = 0.
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1 Introduction
Though nonlinear field equations for massless higher-spin (HS) fields in various di-
mensions are available for a long time [1, 2, 3, 4] their structure beyond the linearized
level still is not fully understood. As shown in [5, 6, 7, 8], HS interactions consistent
with HS gauge symmetries contain higher derivatives though no higher derivatives
appear at the quadratic level in a maximally symmetric background geometry [9, 10].
Along with the fact, that a consistent HS theory containing a propagating field of
any spin s > 2 should necessarily contain an infinite tower of HS fields of infinitely
increasing spins originally indicated by the analysis of HS symmetries in [7, 8] and
later shown to follow from the structure of HS symmetry algebras [11, 12], this
implies that any HS gauge theory is somehow nonlocal.
Appearance of higher derivatives in interactions demands a dimensionful coupling
constant ρ which was identified in [13, 14] with the radius of the background (A)dS
space. Resulting higher-derivative vertices allow no meaningful flat limit in agree-
ment with numerous no-go statements ruling out nontrivial interactions of massless
HS fields in Minkowski space [15, 16] (see [17] for more detail and references). Ge-
ometric origin of the dimensionful parameter ρ has an important consequence that
any HS gauge theory with unbroken HS symmetries does not allow a parametric
low-energy analysis with respect to a large scale parameter like Plank energy or α′
because the rescaled covariant derivatives D = ρD in the expansion in powers of
derivatives
∞∑
n,m=0
anmD
nφDmφ+ . . . (1.1)
cannot be treated as small since, being non-commutative in the background AdS
space-time of curvature ρ−2, they have commutator of order one, [D ,D] ∼ 1. As
a result, all terms in (1.1) may give comparable contributions. Whether expansion
(1.1) is local or not depends on the behavior of the coefficients anm at n,m → ∞.
If at most a finite number of coefficients an,m is nonzero, field redefinition (1.1) is
genuinely local.
Importance of the proper definition of locality was originally stressed in [3] where
it was shown that by a field redefinition involving expansion of the form (1.1) it is
possible to get rid of the currents from 3d HS field equations. Recently this issue was
reconsidered in [18], where a proposal was put forward on the part of the problem
associated with the exponential factors resulting from so-called inner Klein operators
while the structure of the pre-exponential factors was only partially determined.
The issue of locality was also analyzed in [19, 20, 21]. Focusing on the lowest-order
current-type interactions the authors of [19, 21] failed to find the appropriate scheme
of the analysis of nonlinear HS equations, arriving at the conclusion that it may be
hard to distinguish between local and nonlocal frames in the setup of [2].
On the other hand, in [22] a simple field redefinition was found that brings the
quadratic corrections to the field equations in the sector of zero-forms to the canon-
ical form of local current interactions found originally in [23]. The field redefinition
of [22] had a simple form, bringing the HS equations to the local form in the lowest
order (in what follows this field redefinition as well as its extension to the one-form
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sector considered in this paper will be referred to as proper). As explained in [22],
this field redefinition is unique within the natural Ansatz expressing the separation
of variables between the sectors of left and right spinors in the theory. Let us stress
that the nonlocal field redefinitions applied in this paper as well as in [22] is not
a principle issue but rather a technical tool relating the proper local formulation
obtained with the originally known (improper) nonlocal one.
One of the surprising outputs of the analysis of [22] was that nonlinear HS
equations properly reproduce usual current interactions of higher spins with the
coupling constant independent of the phase parameter ϕ distinguishing between
inequivalent HS equations. The aim of this paper is to extend the results of [22] to
the sector of equations on HS one-form gauge potentials bringing their right-hand-
sides to the standard local current form. We will show that indeed there exists
a choice of field variables leading to the proper result and compute the coupling
coefficients in front of different currents on the right-hand-side of HS equations. Let
us stress that this choice of variables is uniquely determined by that of [22] up to
the gauge transformations of HS gauge fields and local field redefinitions. Again, as
in the zero-form sector, the resulting coupling constants turn out to be independent
of the phase ϕ.
The obtained results provide a basis for the analysis of locality in HS theory
along the lines of [24] where it is shown in particular that the field redefinition
found in [22] is the only proper one, hence leading to unambiguous results for the
HS current coupling constants. Moreover, as stressed in [24], the necessity of the
nonlocal field redefinitions found in [22] is a consequence of the improper choice
of resolution operator in the process of solving the nonlinear HS equations in the
sector of auxiliary Z-variables while an alternative choice of the “local resolution
operator” leads directly to the correct local result of [22]. The results of this paper
are anticipated to shed light on the form of the local resolution operator in the
one-form sector as well.
There are two important consequences of the independence of the HS coupling
of the phase ϕ which is the phase of the complex conjugated parameters
η = |η| exp iϕ , η¯ = |η| exp−iϕ (1.2)
in the nonlinear HS equations of [2]. One is that in [2] it was conjectured that
the 4d HS theory with (η) η¯ = 0 describes an (anti-)self-dual HS theory. The
conclusion reached in [22] and in this paper that the current interaction terms are
proportional to ηη¯ implies in particular that all of them do not contribute to the
purely self-dual sector, which result is anticipated because, as is well known, no
nontrivial amplitude can be constructed in the purely self-dual sector. Hence, our
results provide a nontrivial support for the conjecture of [2] on the (anti-)self-dual
HS theory. The study of the latter theory which, as we show, needs a special choice
of dynamical variables identified in this paper to the second order, is itself very
interesting.
Another interesting direction is the HS holography (see e.g. [25]-[35]). The
nontrivial question here is that the parity non-invariant HS theories with general
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phase ϕ were conjectured in [30, 31] to be dual to certain parity breaking Chern-
Simons boundary theories. Though this conjecture seemingly contradicts to the
conclusion that the HS cubic vertices are independent of ϕ, in [22] it was argued
that this is not the case and there is precise matching of the obtained ϕ-independent
HS vertices with the structure of the boundary three-point function found in [33].
The analysis of [22] was performed in terms of certain boundary conditions on the HS
connections, which may look unusual from the perspective of the standard approach.
In [36] this question is reconsidered in a more standard way with the same final result.
The rest of the paper is organized as follows. In Section 2.1 we recall relevant
features of the the full nonlinear HS equations in AdS4 and their perturbative anal-
ysis. In Section 2.2 the quadratic corrections are discussed. General structure of
current interactions is recalled in Section 2.3. Section 2.4 recalls the analysis of
quadratic corrections in the zero-form sector, including the field redefinition of [22]
bringing the quadratic corrections in this sector to the local form. Section 3 sum-
marizes the main results. In Section 4 quadratic corrections in the one-form sector
are considered. Specifically, the quadratic corrections from nonlinear equations are
found in Section 4.2. It is shown that, modulo exact forms, the sum of quadratic
corrections resulting from the zero-form redefinition with those coming from the
nonlinear equations contains only ηη¯ terms. The appropriate field redefinition, that
brings the ηη¯-proportional quadratic corrections in the one-form sector to the local
form, is found in Section 4.3. Flat limit rescalings are recalled in Section 4.4. The
local field redefinition bringing the local quadratic corrections in the one-form sector
to the form allowing flat limit is also presented here. In Section 5, it is shown in
detail how the resulting second-order corrections of unfolded equations bring cur-
rents to the right-hand sides of the Fronsdal-like dynamical equations for massless
fields. Conclusions and perspectives are briefly discussed in Section 6. Some useful
formulae are collected in Appendix A. Appendix B presents details of the derivation
of field redefinitions in the one-form sector.
2 Preliminaries
2.1 Higher-spin equations in AdS4
4d nonlinear HS equations have the form [2]
dW +W ∗ ∧W = −iθα ∧ θ
α (1 + ηB ∗ κ ∗ k)− iθ¯α˙ ∧ θ¯
α˙
(
1 + η¯B ∗ κ¯ ∗ k¯
)
, (2.1)
dB +W ∗B − B ∗W = 0. (2.2)
Here d = dxm ∂
∂xm
is the space-time de Rham differential (onwards wedge symbol
is omitted). B(Z; Y ;K|x) and W (Z; Y ;K|x) are fields of the theory which depend
both on space-time coordinates x and on spinorial variables Y A =
(
yα, y¯α˙
)
and ZA =(
zα, z¯α˙
)
where the spinor indices α and α˙ take two values. The noncommutative
star product ∗ acts on functions of Y and Z
(f ∗ g) (Z; Y ) =
∫
d4Ud4V f (Z + U ; Y + U) g (Z − V ; Y + V ) eiUAV
A
, (2.3)
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where UAV
A = UAV BǫAB = u
αvβǫαβ + u¯
α˙v¯β˙ǫα˙β˙ and ǫAB is the sp (4)-invariant
symplectic form built from the sp (2)-forms ǫαβ , ǫα˙β˙. Integration measure d
4Ud4V
in (2.3) is normalized so that f ∗ 1 = f , i.e., the factor of 1
(2pi)4
is implicit.
Inner Klein operators κ and κ¯
κ := exp (izαy
α) , κ¯ := exp
(
iz¯α˙y¯
α˙
)
(2.4)
have the properties
κ ∗ κ = 1, κ ∗ f (zα, yα) = f (−zα,−yα) ∗ κ, (2.5)
f (y, z) ∗ κ = f (−z,−y) eizαy
α
, (2.6)
and analogously for κ¯.
B is a zero-form, while W is a one-form in the space-time differential dxm and
auxiliary differential θA dual to ZA
W (Z; Y ;K|x) = dxmWm(Z; Y ;K|x) + θ
ASA . (2.7)
All differentials anticommute
{dxm, dxn} =
{
dxm, θA
}
=
{
θA, θB
}
= 0. (2.8)
In addition to the inner Klein operators of the star-product algebra there is also
a pair of outer Klein operators k and k¯ which have similar properties
k ∗ k = 1, k ∗ f (zα; yα; θα) = f (−zα;−yα;−θα) ∗ k . (2.9)
However, being anticommutative with (anti)holomorhic θ differentials, they admit
no star-product algebra realization. The fields W (Z; Y ;K|x) and B(Z; Y ;K|x)
depend on the exterior Klein operators. (Relations (2.9) provide a definition of the
∗-product for k and k¯.) The sector of physical fields is represented by B(Z; Y ;K|x)
linear in k or k¯, while W (Z; Y ;K|x) instead depends on kk¯.
For topological sector this is the other way around. The latter is truncated away
in this paper. η in (2.1) is a free complex parameter which can be normalized to be
unimodular |η| = 1 hence representing the phase factor freedom η = exp iϕ.
Background AdS4 space of radius λ
−1 = ρ is described by a flat sp(4) connection
w = (ωL
αβ, ωα˙β˙L , h
αβ˙) containing Lorentz connection ωL
αβ, ωα˙β˙L and vierbein h
αβ˙ that
obey the flatness conditions
Rαβ = 0 , R
α˙β˙
= 0 , Rαα˙ = 0 , (2.10)
where
Rαβ = dωL
αβ+ωL
α
γωL
βγ−λ2Hαβ , R
α˙β˙
= dωL
α˙β˙+ωL
α˙
γ˙ωL
β˙γ˙−λ2 H¯ α˙β˙ , (2.11)
Rαβ˙ = dhαβ˙ + ωL
α
γh
γβ˙ + ωL
β˙
δ˙h
αδ˙ , (2.12)
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where
Hαβ = hαα˙hβα˙ , H¯
α˙β˙ = hα˙αhβ˙α , h
αα˙hββ˙ = −
1
2
εαβH¯ α˙β˙ −
1
2
εα˙β˙Hαβ . (2.13)
In the first nontrivial order
B1(Z; Y ;K|x) = C(Y ;K|x) . (2.14)
Thus, nonlinear HS equations (2.1), (2.2) give rise to the doubled set of massless
fields
C(Y ;K|x) = C1,0(Y |x)k + C0,1(Y |x)k¯ . (2.15)
According to [2], nontrivial part of linearized equations (2.1), (2.2) has the form
of so-called Central-on-shell theorem originally found in [37]
Dadω(y, y¯;K|x) = L(C) , (2.16)
DtwC(y, y¯;K|x) = 0 , (2.17)
where the term L(C) linear in C reads as
L(C) =
iλ
4
(
ηH¯ α˙β˙∂¯α˙∂¯β˙C(0, y¯;K|x) ∗ k + η¯H
αβ∂α∂β C(y, 0;K|x) ∗ k¯
)
, (2.18)
spin-s one-form ω is
ω(y, y¯;K|x) =
1
2i
∑
m,n≥0
1
m!n!
ωα1...αn ,β˙1...β˙m(K|x)y
α1 . . . yαn y¯β˙1 . . . y¯β˙m (2.19)
with n +m = 2(s− 1) (for s ≥ 1) , spin-s zero-form C(y, y¯;K|x) (2.15)
C ij(y, y¯|x) =
1
2i
∑
m,n≥0
1
m!n!
C ijα1...αn ,β˙1...β˙m(x)y
α1 . . . yαn y¯β˙1 . . . y¯β˙m, (2.20)
has |n−m| = 2s, and
Dadω(y, y¯;K|x) := D
Lω(y, y¯;K|x) + λhαβ˙
(
yα∂¯β˙ + ∂αy¯β˙
)
ω(y, y¯;K|x) , (2.21)
DtwC(y, y¯;K|x) := D
LC(y, y¯;K|x)− iλhαβ˙
(
yαy¯β˙ − ∂α∂¯β˙
)
C(y, y¯;K|x) , (2.22)
DLf(y, y¯;K|x) := df(y, y¯;K|x) +
(
ωαβL yα∂β + ω
α˙β˙
L y¯α˙∂¯β˙
)
f(y, y¯;K|x) , (2.23)
∂α =
∂
∂yα
, ∂¯α˙ =
∂
∂y¯α˙
, d = dxn
∂
∂xn
.
Equations (2.16), (2.17) are equivalent to usual massless Fronsdal equations [9, 10]
supplemented by an infinite set of auxiliary fields and constraints. The Fronsdal
fields are contained in the frame-like fields ωα1...αn ,β˙1...β˙m(x) with n = m for bosons
and |n−m| = 1 for fermions.
Our goal is to find the second-order corrections to Central-on-shell theorem re-
sulting from nonlinear equations (2.1), (2.2). To simplify formulae in the sequel we
set λ = 1.
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2.2 Perturbative analysis
To start a perturbative expansion one has to fix some vacuum solution to (2.1),
(2.2). Eq. (2.2) can be solved by setting the vacuum value of B to zero
B0 = 0.
A natural vacuum solution for (2.2) is
W0 = φAdS + ZAθ
A, (2.24)
where φAdS is the space-time sp (4) connection one-form describing the AdS4 back-
ground
φAdS = −
i
4
(
ωαβL yαyβ + ω¯
α˙β˙
L y¯α˙y¯β˙ + 2h
αβ˙yαy¯β˙
)
(2.25)
with Eq. (2.10) taking the form
dφAdS + φAdS ∗ φAdS = 0 . (2.26)
To the second order, nonlinear equations (2.1), (2.2) have the form
∆adW2 +W1 ∗W1 = −iηB2 ∗ k ∗ κ ∗ θαθ
α − iη¯B2 ∗ k¯ ∗ κ¯ ∗ θ¯α˙θ¯
α˙ , (2.27)
∆twB2 + [W1, B1]∗ = 0 ,
where B2 and W2 are second-order fields,
∆adf := df + [φAdS, f ]∗ − 2idZf (2.28)
∆twf := df −
i
2
[
ωABYAYB, f
]
∗
−
i
2
{
hABYAYB, f
}
∗
− 2idZf ,
dZ := θ
A ∂
∂ZA
.
More precisely, the expansion should be interpreted as a filtration, i.e., W2 and B2
contain all terms up to order two rather than just the second-order part.
Equations on the Z-independent part (cohomology) of the B2-field, C(Y ;K|x)
(2.15), are [38] :
DtwC = −Htw (W1 ∗ C − C ∗ π (W1)) , (2.29)
where π(y, y¯) = (−y, y¯) and
W1 = ω (Y )− i∆
∗
ad
(
ηC ∗ k ∗ κ ∗ θαθ
α + η¯C ∗ k¯ ∗ κ¯ ∗ θ¯α˙θ¯
α˙
)
. (2.30)
The second-order part of B2
B2 (Z; Y ;K) = −∆
∗
tw (W1 ∗ C − C ∗W1) + C,
∆twC = 0
contributes to the equation for the Z-independent part ω of W2
Dadω = L(C)−Had
(
W1 ∗W1 + iηB2 ∗ k ∗ κ ∗ θαθ
α + iη¯B2 ∗ k¯ ∗ κ¯ ∗ θ¯α˙θ¯
α˙
)
(2.31)
with L(C) (2.18). For the reader’s convenience manifest formulae for Htw, ∆
∗
tw, Had
and ∆∗ad of [38] are collected in Appendix A.
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2.3 Current interactions
Schematically, Eqs. (2.27) have the form
Dadω + ω ∗ ω − L(C) = G(w, J) +Q(C, ω), (2.32)
DtwC + [ω ,C]∗ = F (w, J) , (2.33)
wherew = (ωL, ω¯L, h) and the current J is identified with the bilinear combinations
of C
J(y1, y2; y¯1, y¯2;K|x) := C(y1, y¯1;K|x)C(y2, y¯2;K|x) . (2.34)
So defined J(y1, y2, y¯1, y¯2;K|x) verifies the current equation(
DL − ih
αβ˙
(
y1αy¯
1
β˙ − y
2
αy¯
2
β˙ − ∂1α∂¯1β˙ + ∂2α∂¯2β˙
))
J(y1, y2; y¯1, y¯2;K|x) = 0
(2.35)
at the convention that derivatives ∂1α(∂¯1α˙) and ∂2α(∂¯2α˙) over the first and second
undotted(dotted) spinorial arguments of J are defined to anticommute with k(k¯):
∂2A(w1)kB(w2) = −A(w1)k∂2B(w2) , ∂¯2A(w1)k¯B(w2) = −A(w1)k¯∂¯2B(w2) .
(2.36)
(The presence of either k or k¯ in the first factor of C leads to the change of a relative
sign between the sector of Y1 and Y2 in (2.35) upon the Klein operator in the first
factor of C(y1, y¯1;K|x) is moved through the second factor.)
By virtue of Eq. (2.15) the bilinear current has the form
J(Y 1; Y 2;K|x) =
∑
j, l=0,1
Cj,1−j(Y 1|x)kjk¯1−jC l,1−l(Y 2|x)klk¯1−l . (2.37)
Nontrivial currents, that cannot be expressed via space-time derivatives of the oth-
ers, are identified with the primary components of the conformal module realized
by J(Y 1; Y 2;K|x) (see e.g. [39] and references therein). These are the conserved
currents found originally in [40]
A simple but important fact, which follows from the analysis of [39], is that the
ω-dependent terms on the l.h.s. of Eq. (2.33) and usual interactions with gauge
invariant currents contribute to different sectors of the equations. Namely, let s be
the spin of the field C in the first term of (2.33) while s1 and s2 be spins of the
constituent fields of J ∼ CC. Then the ω-dependent terms can be non-zero only at
s < s1 + s2 .
Hence the F -terms in (2.33) corresponding to the usual gauge invariant (i.e.,
ω-independent) current interactions are in the region
s ≥ s1 + s2 . (2.38)
In other words, the gauge invariant currents J built from the zero-forms C have
spin s obeying (2.38). Note that this conclusion is in agreement with the results of
[47] where the currents with spins beyond the region (2.38) were built in terms of
the gauge connections ω. On the other hand, this argument does not apply to the
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matter fields of spins s < 1 having no associated gauge fields represented by ω on
the left-hand-side of (2.33) in which case currents J (which are now gauge invariant
for a trivial reason) can be built from the zero-forms C obeying s1,2 ≤
1
2
.
Recall, that the equations in the one-form sector can be decomposed into the
sum of spin-s eigenvectors of the operator
sˆ = yα∂α + y¯
α˙∂¯α˙ (2.39)
with positive integer eigenvalues 2(s+ 1).
To analyze local current deformations it is convenient to use the mutually com-
mutative algebras vsl2 (vertical) and
h
sl2 (horizontal) [23], which are dual to the
rank-two covariant derivative (2.35), mapping a solution of the current equation to
a solution. Thus, solutions of the current equation form a vsl2 ⊗ hsl2-module. In
this paper we will use vsl2 with the generators
f+ = y
1γy2γ − ∂¯1γ˙ ∂¯2
γ˙ , f− = ∂1γ∂2
γ − y¯1γ˙ y¯2γ˙ , (2.40)
f0 = y
1α∂1α + y
2α∂2α − y¯
1α˙∂¯1α˙ − y¯
2α˙∂¯2α˙ ,
[f0, f−] = −2f− , [f0, f+] = 2f+ , [f+, f−] = f0.
Note that the following useful formula
[f+ , exp(af−) ] = a exp(af−)(f0 − af−) (2.41)
is a consequences of Eq. (2.40) and the relation
[A, expB] =
∫ 1
0
dt exp tB [A,B] exp(1− t)B .
Any function (formal series) F (y1, y2, y¯1, y¯2) can be decomposed into the sum of
eigenvectors Fn(y
1, y2, y¯1, y¯2) of the operator f0 (2.40) with integer eigenvalues 2n,
F =
∑
n
Fn , f0Fn(y
1, y2, y¯1, y¯2) = 2nFn(y
1, y2, y¯1, y¯2). (2.42)
A projection of F to the eigenvector with eigenvalue 2n will be denoted Fn. Eigen-
vectors Fn(y
1, y2, y¯1, y¯2) form an vsl2-module. From (2.40) it follows that[
(f−)
kF
]
n−k
= (f−)
kFn ,
[
(f+)
kF
]
n+k
= (f+)
kFn . (2.43)
For a bilinear current Jn, n is the sum of helicities of the constituent fields
Jn(y
1, y2, y¯1, y¯2;K|x) :=
∑
h1+h2=n
Ch1(y
1, y¯1;K|x)Ch2(y
2, y¯2;K|x) , (2.44)
where Chj is a helicity-hj field. Note that n should not be confused with the helicity
of Jn. For instance scalar constituent fields with n = 0 generate currents of any
helicity (spin).
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2.4 Quadratic corrections in the zero-form sector
In this section we summarize results of [22] on the computation of current interac-
tions in the zero-form sector.
Quadratic deformation to equations on the zero-forms C resulting from (2.1),
(2.2) by virtue of the procedure explained in Section 2.2 has the form [22]
DtwC + [ω ,C]∗ +Hη(J) +Hη¯(J) = 0 , (2.45)
where ω stands for the first-order (i.e., not containing the vacuum part w) part of
the Z-independent part of HS connection
ω(Y ;K|x) =W (0; Y ;K|x) , C(Y ;K|x) = B(0; Y ;K|x) . (2.46)
The quadratic deformation is
Hη(J) = −
i
2
η
∫
dSdT exp iSAT
A
∫ 1
0
dτ
[h(s, τ y¯ − (1− τ)t¯)J(τs,−(1− τ)y + t, y¯ + s¯, y¯ + t¯;K)
−h(t, τ y¯ − (1− τ)s¯)J((1− τ)y + s, τt, y¯ + s¯, y¯ + t¯;K)] ∗ k , (2.47)
Hη¯(J) = −
i
2
η¯
∫
dSdT exp iSAT
A
∫ 1
0
dτ
[h(τy − (1− τ)t, s¯)J(y + s, y + t, τ s¯,−(1− τ)y¯ + t¯;K)
−h(τy − (1− τ)s, t¯)J(y + s, y + t, (1− τ)y¯ + s¯, τ t¯);K] ∗ k¯ , (2.48)
where
h(a, b¯) := hαβ˙aαb¯β˙ . (2.49)
Formulae (2.47), (2.48) follow from (2.29) and (A.2)-(A.5). The integration over
S and T in (2.47), (2.48) brings infinite tails of contracted indices which, by virtue
of the free unfolded equations (2.17), (2.22), effectively induce an infinite expansion
in higher space-time derivatives of the constituent fields. The field redefinition of
[22]
C(Y ;K|x)→ C(Y ;K|x) + Φη(J) + Φη¯(J) (2.50)
with
Φη(J) =
1
2
η
∫
dSdT exp iSAT
A
∫
d3τ
3∏
i=1
θ(τi)δ
′(σ)J(τ3s+τ1y, t−τ2y, y¯+s¯, y¯+t¯;K)∗k ,
(2.51)
Φη¯(J) =
1
2
η¯
∫
dSdT exp iSAT
A
∫
d3τ¯
3∏
i=1
θ(τ¯i)δ
′(σ¯)J(s+y, t+y, τ¯1y¯+τ¯3s¯,−τ¯2y¯+t¯;K)∗k¯ ,
(2.52)
σ = 1−
3∑
i=1
τi , σ¯ = 1−
3∑
i=1
τ¯i , (2.53)
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replaces H in equation (2.45) by Hloc
Hlocη cur(J) =
1
2
η exp (i[∂¯1β˙∂¯2
β˙ ])
∫ 1
0
dτh(y, (1−τ)∂¯1−τ ∂¯2)J(τy,−(1−τ)y, y¯, y¯;K)∗k ,
(2.54)
Hlocη¯ cur(J) =
1
2
η¯ exp i[∂1β∂2
β ]
∫ 1
0
dτh((1− τ)∂1 − τ∂2, y¯)J(y, y, τ y¯,−(1− τ)y¯;K) ∗ k¯ .
(2.55)
This current deformation is local since, containing only one type of contractions
between spinor indices, for any given spins s, s1, s2 it contains a finite number of
derivatives.
Our goal is to extend these results to current deformation in the one-form sector.
3 Main results
The main result of this paper consists of the derivation of local current interactions
from the nonlinear HS equations. We actually obtained the two forms of local current
interactions, referred to as natural and canonical. The natural form is simpler but
contains some higher-derivative terms. The canonical form is a bit more involved,
but contains currents with the minimal number of derivatives. Being related by
a local field redefinition, the two forms are physically equivalent. For the reader’s
convenience we present here both of them. Let us stress that both of these current
deformations are proportional to ηη¯, being independent of the phase of η.
The natural form of deformed equations is
Dadω + ω ∗ ω = L(C) +Q(C, ω) + Γ
loc
ηη¯ (J) , (3.1)
DtwC + [ω ,C]∗ = −H
loc
η cur(J)−H
loc
η¯ cur(J) (3.2)
with L(C) (2.18), Hloc (2.54), (2.55),
Q(C, ω) = η
∫
dSdT exp(iSAT
A)
1∫
0
dτ
{
h(t, τ t¯− s¯)ω((1− τ)y + s, y¯ + s¯)C(τt, y¯ + t¯;K|x)
+h(s, s¯τ − t¯)C(−τs, y¯ + s¯;K|x)ω(−(1 − τ)y−t, y¯+ t¯)
}
∗k + c.c. (3.3)
and
Γ locηη¯ =
i
8
ηη¯
∫
d4τ
τ 24
δ(1− τ3 − τ4)δ
′(1−τ1−τ2)θ(τ1) θ(τ2) θ(τ3) θ(τ4) (3.4){
H¯ α˙β˙∂¯α˙∂¯β˙ exp iτ3∂¯1α˙∂¯2
α˙J(τ1y,−τ2y, τ4τ2y¯,−τ4τ1y¯;K)
+Hαβ∂α∂β exp iτ3∂1α∂2
α J(τ4τ1y,−τ4τ2y, τ2y¯,−τ1y¯;K)
}
,
where ∂1α, ∂2α, ∂¯1α˙ and ∂¯2α˙ are, respectively, derivatives over the first, second, third
and fourth spinorial arguments of J with upper indices. Note that the ω ∗ ω and
ωC terms (3.3) are local since ω(y, y¯) is polynomial in y and y¯ for any finite spin.
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Being defined for currents respecting condition (2.38), the canonical form of
deformed equations is
Dadω + ω ∗ ω = L(C) +Q(C, ω) + Γ
loc
ηη¯
∣∣∣
s<s1+s2
(J) + Γ canηη¯ (J), (3.5)
DtwC + [ω ,C]∗ = −H
loc
η cur(J)−H
loc
η¯ cur(J) +DtwB
sum(J) . (3.6)
The current deformation in the zero-form sector consists of two parts. The first one,
−(Hlocη cur(J) + H
loc
η¯ cur(J)), is the same as in Eq. (3.2). The second one defined in
Eq. (4.52) does not contribute to the dynamical equations considered in Section 5
except for the spin-one case (see Section 5.3).
The current deformation in the one-form sector consists of two parts. The first
one, Γ locηη¯
∣∣∣
s<s1+s2
(J) , is the projection of Γ locηη¯ (3.4) to the region of gauge dependent
deformation. The second one, Γ canηη¯ (J), which is explicitly defined in Eq. (3.7), is
just the gauge invariant deformation of [23].
The canonical current deformation in the one-form sector Γ canηη¯ (J) is
Γ canηη¯ (J) =
i
8
ηη¯
∫
d2ρ
ρ1
d4τ
τ 24
δ′(1− ρ1 − ρ2)δ(1− τ3 − τ4)δ
′(1−τ1−τ2) (3.7)
Υ
(
1−
δ(ρ2)
2
)∮
dw
2πiw
w−2|s|2
∫
ds¯dt¯ exp
(
is¯γ˙ t¯
γ˙)
[
H¯ α˙β˙∂¯α˙∂¯β˙
J(τ1yw
−1,−τ2yw
−1, (ρ1τ4τ2y¯+(ρ1τ3 + ρ2w
−2)s¯)w, (−ρ1τ4τ1y¯+ t¯)w;K)
+
∫
dsdtHαβ∂α∂β(ρ1)
2|s|2 exp i
(
sγt
γ(w−2ρ2ρ1τ3 − 1) + τ4(ρ1τ1tγ + τ
−1
3 τ2sγ)y
γ
)
J(sw−1, ρ1τ3tw
−1, (τ2y¯+s¯)w, (−τ1y¯+w
−2ρ2t¯)w;K)
]
+ c.c. ,
where ∂α :=
∂
∂yα
, ∂α˙ :=
∂
∂y¯α˙
, and the measure
dw
2πiw
w−|2s|2 differs for bosonic currents
with integer s (|2s|2 = 0) and fermionic ones with half-integer s (|2s|2 = 1). Note
that the factors of (1−w−2ρ2ρ1τ3)−1 resulting from the Gaussian integration over sα
and tα should be expanded in power series in w
−2ρ2ρ1τ3.
As discussed in Section 5.6, formula (3.7) reproduces the two types of 4d cubic
vertices found by Metsaev in [41]. The vertices containing in J the constituent
fields of helicities of the same sign describe the AdS deformation of the Minkowski
Lagrangian vertices with s+ s1 + s2 space-time derivatives. Those with constituent
fields of opposite helicity signs describe the AdS deformation of the Minkowski
vertices with s + |s1 − s2| derivatives (recall that we assume that s ≥ s1 + s2).
Moreover, as shown in [42], the resulting cubic vertices precisely reproduce the
coefficients found by Metsaev in [43] from the analysis of quartic vertices.
Note that our vertex contains both parity even and parity odd parts, which
appear in HS models with general η upon transition to the genuine Weyl tensors
as explained in [36]. More precisely, this is true for the vertices with s + s1 + s2
derivatives while those with the minimal number of derivatives remain parity even
for any η. Note that parity-odd vertices in four dimensions were considered in [44]
for spin three and in [45] for general spin.
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4 Derivation details
4.1 Summary of main steps
Before going into details of derivation of our results in the rest of this section, we
briefly summarize the main steps.
In Section 4.2 it is shown that the C2-deformation in the sector of one-forms
resulting from the standard approach to nonlinear HS equations is G = Gη2 + Gη¯2
i.e., Gη¯η = 0. The bilinear field redefinition in the zero-form sector (2.50) induces via
the linear part L(C) (2.18) of the Central-on-shell theorem the quadratic correction
Γ := Γη2 + Γηη¯ + Γη¯2 so that Eq. (2.31) acquires the form
Dadω + ω ∗ ω = L(C)− Gη2 − Gη¯2 + Γη2 + Γηη¯ + Γη¯2 +Q(ω ,C) . (4.1)
Here the nonzero ωC-deformation resulting from the nonlinear HS equations in the
sector of one-forms can be represented in the form
Q(C, ω) = −Had
[
− iω ∗∆∗ad
(
C ∗ ηγ
)
− i∆∗ad
(
C ∗ ηγ
)
∗ ω
]
+ c.c. ,
where
γ = k ∗ κ ∗ θαθ
α , γ¯ = k¯ ∗ κ ∗ θ¯α˙θ¯
α˙ . (4.2)
The computation of Q is straightforward leading to (3.3).
Then in Section 4.2 it is shown that
− Gη2 − Gη¯2 + Γη2 + Γη¯2 = Dad(Ω˜ + Ψ) (4.3)
with forms Ω˜ (4.12) and Ψ (4.18). Upon the field redefinition ω := ω− (Ω˜ +Ψ)(J),
the remaining quadratic terms in the one-form sector turn out to be proportional
to ηη¯
Γηη¯(J) =
i
8
ηη¯
∫
dSdT exp iSAT
A
∫
d3τ¯d3τ (4.4){
Υ δ(σ)δ′(σ¯)δ(τ1)δ(τ2)H¯
α˙β˙∂¯α˙∂¯β˙ + Υ δ
′(σ)δ(σ¯)δ(τ¯1)δ(τ¯2)H
αβ∂α∂β
}
J(τ3s + τ1y; t− τ2y, τ¯3s¯+ τ¯1y¯; t¯− τ¯2y¯;K) ,
where, abusing terminology, here and below we use the shorthand notation Υ for
a product of θ(τ) for all necessary homotopy parameters τ , τ¯ , ρ etc, i.e., those to
which no δ(m)(τ) , δ(k)(τ¯ ) , δ(n)(ρ) . . . is associated,
Υ :=
∏
j
θ(τkj )θ(τ¯ij )θ(ρlj ) . . . . (4.5)
In Section 4.3 such X(J) (4.23) is found that DadX = Γηη¯ − Γ locηη¯ with Γ
loc
ηη¯ (3.4).
Upon the field redefinition ω → ω − X(J), the quadratic terms in the one-form
sector aquire the local form Γ locηη¯ . However, as explained in Section 4.4.2, it contains
higher-derivative terms with the coefficients divergent in the flat limit. Finally, in
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Section 4.4.3 we find such local one-form Λsum and zero-form Bsum that, upon the
field redefinition
ω → ω + Λsum(J) , C → C +Bsum(J) , (4.6)
the quadratic terms in the one-form sector take gauge invariant canonical current
deformation form Γ canηη¯ with the minimal number of derivatives, that admits a proper
flat limit.
4.2 Field redefinition in the η2 sector
According to (2.30), (2.31), the C2-deformation resulting from the nonlinear HS
equations in the sector of one-forms can be represented in the form
G := Had {∆
∗
ad (C ∗ (ηγ + η¯γ¯)) ∗∆
∗
ad (C ∗ (ηγ + η¯γ¯))} (4.7)
+ Had {∆
∗
tw [∆
∗
ad (C ∗ (ηγ + η¯γ¯)) , C]∗ ∗ (ηγ + η¯γ¯)} .
Decomposing G (4.7) in powers of η and η¯ as G = Gη2 + Gηη¯ + Gη¯2 it is not hard
to see by virtue of (A.2)-(A.5) that Gηη¯ = 0.
Consider
Gη2 = η
2
Had
{
∆∗tw
([
∆∗ad
(
C∗γ
)
, C
]
∗
)
∗γ+∆∗ad
(
C∗γ
)
∗∆∗ad
(
C∗γ
)}
, (4.8)
where by virtue of (A.2)-(A.5) and (2.4), (2.9)
Had
(
∆∗tw
([
∆∗ad
(
C∗γ
)
, C
]
∗
)
∗γ
)
=
i
8
1∫
0
dτ
∫
dS dT exp(iSAT
A) (4.9)
[
exp(i(τs−t)αy
α)
{
ωL
α
γωL
βγ(τs−t)α(τs−t)β+2hγ
α˙ωL
γβ (t¯−s¯)α˙(τs−t)β
}
−
{
exp(i(τs−t)αy
α)−1
}
H¯ α˙β˙(t¯−s¯)α˙(t¯−s¯)β˙
]
J(τs, t, y¯+s¯, y¯+ t¯;K|x) ,
Had
{
∆∗ad
(
C∗γ
)
∗∆∗ad
(
C∗γ
)}
=
1
8
∫
dSdT
1∫
0
dτ1
1∫
0
dτ2 exp i
(
SAT
A + (τ1sβ−τ2tβ)y
β
)
{
ωL
α
γωL
γβsδt
δτ1τ2
(
2tαsβ−τ1sαsβ−τ2tαtβ
)
−2ωLα
βhαβ˙τ1τ2sδt
δ(tβ s¯β˙+sβ t¯β˙) (4.10)
+2ωαγL h
δβ˙(τ1τ2−1)(τ2sαtγtδ t¯β˙ −τ1tαsγsδs¯β˙)−H
αβsαtβ(s¯α˙t¯
α˙−2i)(τ1τ2−1)
−H α˙ β˙sαt
α
(
(τ1τ2+1)s¯α˙t¯β˙−τ1s¯α˙s¯β˙−τ2t¯β˙ t¯α˙
)}
J(τ1s, τ2t, y¯+s¯, y¯+ t¯;K|x) , (4.11)
with J (2.34).
First of all, the part of Gη2 containing ω
2
L has to be eliminated. To this end we
set
Ω˜ = ωL
αβΩαβ , (4.12)
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Ωδβ = i
η2
4
∫
dSdTsδtβ
1∫
0
dτ1τ1
1∫
0
dτ2τ2 exp i(SAT
A+(τ1sγ−τ2tγ)y
γ)J(τ1s, τ2t, y¯+s¯, y¯+t¯;K|x) .
(4.13)
From (2.13), (2.21) it follows that
DadΩ˜ = ωL
β
γωL
γ δΩβδ +H
αβΩαβ − ωL
αβDadΩαβ . (4.14)
Using the useful identity
∫
dsdt
1∫
0
dτ exp(isαt
α)
{
F (τs) (τ)n−1
(
n−2−isβt
β
)
−
∂
∂τ
(
(τ)nF (τs)
)}
= 0 , (4.15)
by virtue of (2.21) and (2.22) it is not hard to see that Gη2 can be represented in
the form
Gη2 = DadΩ˜ +DadΨ+ G
′
η2 , (4.16)
where
G ′η2 =−i
η2
8
H¯ α˙β˙
1∫
0
dτ
∫
dSdT exp(iSAT
A)(t¯−s¯)α˙(t¯−s¯)β˙J(τs, t, y¯+s¯, y¯+t¯;K) , (4.17)
Ψ = −i
η2
4
h(s, s¯)
∫ 1
0
dτ1τ1
∫ 1
0
dτ2
∫
dSdT exp i(SAT
A+(τ1s−τ2t)γy
γ)J(τ1s, τ2t, y¯+s¯, y¯+t¯;K).
(4.18)
It should be stressed that both in Gη2 (4.8) and in Ψ (4.18) the dependence on the
right spinors y¯α˙ remains unaffected by the homotopy integrals, i.e., these variables
are only affected by the star product in the right sector. This Ansatz is specific for
the separation of variables approach applied in [22] to the zero-form sector, where
it was shown to lead to the unique local solution, and extended in this paper to the
one-form sector. Modulo gauge transformations and local changes of variables, field
redefinition (4.18) is also the only one respecting the separation of variables and
giving the local result.
Analogously, modulo Dad-exact terms, the η¯2-deformation is
G ′η¯2 = −i
η¯2
8
Hαβ
1∫
0
dτ¯
∫
dSdT exp(iSAT
A)(t−s)α(t−s)βJ(y+s, y+t, τ¯ s¯, t¯;K|x) .
(4.19)
Thus, upon the field redefinition
ω(y, y¯;K|x)→ ω(y, y¯;K|x) + Ω˜ + Ψ
Eq. (2.31) acquires the form
Dadω + ω ∗ ω = L(C) +Q(C, ω)− G
′
η2 − G
′
η¯2 . (4.20)
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The field redefinition in the zero-form sector (2.50) induces the quadratic cor-
rection on the r.h.s. of (4.20) by virtue of (2.18)
Γ :=
i
8
η¯Hαβ∂α∂β
{
Φη+Φ¯η¯
}
(J)(y, 0;K|x)+
i
8
ηH¯ α˙β˙∂¯α˙∂¯β˙
{
Φη+Φ¯η¯
}
(J)(0, y;K|x) ,
(4.21)
which can be decomposed as Γ := Γη2 +Γηη¯+Γη¯2 . Upon integration over τ1 and τ2
Γη2 =
i
8
η2
∫
dSdT exp iSAT
A
∫
dτ3θ(τ3)θ(1− τ3)H¯
α˙β˙∂¯α˙∂¯β˙J(τ3s, t; s¯+ y¯, t¯+ y¯;K|x)
just compensates −G ′η2 (4.17) in (4.20). Hence, the full η
2-deformation is zero.
Analogously, the full η¯2-deformation is also zero. Hence the nonlinear deformation
in the one-form sector takes the form
Dadω + ω ∗ ω = L(C) +Q(C, ω) + Γηη¯(J), (4.22)
with L(C) (2.18), Q(C, ω) (3.3) and Γηη¯(J) (4.4). Clearly, Γηη¯(J) is not local.
The fact that there exists a field redefinition of the one- and zero-forms bringing
the η2-terms in the one-form sector to zero is not a priori obvious. Remarkably to
reach this result one has just to apply the shift in the zero-form sector found in [22].
In other words, the alternative way to deduce the shift of [22] is to demand that the
η2-terms in the one-form sector should be zero.
4.3 From nonlocal to local deformation in the ηη¯ sector
Now we show, that there exists a proper field redefinition bringing deformation
(4.4) to the local form. Due to the gauge freedom for one-form HS gauge fields there
exist many equivalent representatives for the same local current. An alternative
field redefinition that contains integration over a simplex in the space of homotopy
parameters is presented in Appendix B. It should be stressed that the field redefini-
tion found in this section is unique modulo gauge transformations and further local
transformations because the zero-form equations found in [22] are demanded to be
unaffected.
The problem will be solved in two steps. First, in this section we will introduce
a Dad-exact shift bringing the deformation to the local form. Second, in Section 4.4,
a local field redefinition eliminating both the terms divergent in the flat limit and
those contributing to the torsion-like HS curvature will be found in the sector of
gauge invariant currents obeying (2.38).
Let
X(J) =
i
8
ηη¯
∫
d3τd3τ¯Υδ(1−τ3−τ2)δ(1−τ¯3−τ¯2)δ
′(1−τ1−τ¯1) h(∂, ∂¯) (4.23)
(1−τ3τ¯3)
τ2τ¯2
exp i
(
τ3∂1α∂2
α + τ¯3∂¯1α˙∂¯2
α˙
)
J(τ2τ1y,−τ2τ¯1y, τ¯2τ¯1y¯,−¯τ2τ1y¯;K|x)
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with Υ (4.5). Using (2.13), straightforward differentiation yields
DadX =
i
8
ηη¯ H¯ α˙β˙ ∂¯α˙∂¯β˙
∫ 1
0
dτ3
∂
∂τ3
∫
dτ¯ 3dτ1Υδ(1−τ¯3−τ¯2)δ
′(1−τ1−τ¯1)
{(1−τ3τ¯3)2
τ¯ 22
(4.24)
exp i
(
τ3∂1α∂2
α + τ¯3∂¯1α˙∂¯2
α˙
)
J((1−τ3)τ1y,−(1−τ3)τ¯1y, τ¯2τ¯1y¯,−¯τ2τ1y¯;K|x)
}
+ c.c.
Note that the τ¯2-poles in Eq. (4.24) are fictitious due to the differentiations ∂¯α˙∂¯β˙ .
Hence performing integration over τ3 one obtains
DadX(J) = Γ
nloc(J)− Γ locηη¯ (J) (4.25)
with
Γ nloc(J) =
i
8
ηη¯
∫
d4τΥδ(1− τ3 − τ4)δ
′(1−τ1−τ2) (4.26){
H¯ α˙β˙∂¯α˙∂¯β˙ exp i
(
∂1α∂2
α + τ3∂¯1α˙∂¯2
α˙
)
J(0, 0, τ4τ2y¯,−τ4τ1y¯;K|x)
+Hαβ∂α∂β exp i
(
τ3∂1α∂2
α + ∂¯1α˙∂¯2
α˙
)
J(τ4τ1y,−τ4τ2y, 0, 0;K|x)
}
and Γ locηη¯ (J) (3.4). By virtue of the following simple formula∫
d3τδ′(1− τ1 − τ2 − τ3)θ(τ1) θ(τ2) θ(τ3) f(τ1 , τ2 , τ3) (4.27)
=
∫
d4τδ′(1− τ1 − τ2)δ(1− τ3 − τ4)θ(τ1) θ(τ2) θ(τ3) θ(τ4) f(τ1τ4 , τ2τ4 , τ3)
Γ nloc (4.26) coincides with Γηη¯ (4.4). Therefore, by a field redefinition
ω → ω −X(J) (4.28)
with X(J) (4.23), the ηη¯-current deformation in the one-form sector is reduced to
Γ locηη¯ (J).
The following comment is now in order. The deformation Γηη¯ (4.4) consists of
two terms. One can check that each of these terms is Dad-closed. Originally, we
anticipated that each of these terms can be brought to the local form by a field
redefinition in the form of some homotopy integral. However, we failed to proceed
this way. This is in agreement with the final field redefinition represented by a single
term (4.23), providing one more evidence of the uniqueness of the proposed scheme.
Being local, deformation (3.4) does not reproduce the canonical deformation of
[23]. Hence the difference between the two forms of local currents should be an
improvement, i.e., to bring deformation (3.4) to the canonical form we have to
perform a further local field redefinition.
4.4 Derivation of the canonical form of current interactions
4.4.1 Flat limit rescalings
To take the flat limit it is necessary to perform certain rescalings. To this end,
following to [46], it is useful to introduce notations A± and A0 so that the eigenvalues
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of the helicity operator 1
2
(
yα ∂
∂yα
− yα˙ ∂
∂yα˙
)
are positive on A+(y, y | x), negative on
A−(y, y | x), and zero on A0(y, y | x). Using the decomposition
A(y, y | x) = A+(y, y | x) + A−(y, y | x) + A0(y, y | x) , (4.29)
the rescalings are introduced differently in the adjoint and twisted adjoint modules
A˜ad(y, y | x) = A+(λ
1
2y, λ−
1
2y | x) + A−(λ
− 1
2y, λ
1
2 y | x) + A0(y, y | x) , (4.30)
˜˜Atw(y, y | x) = A(λ
1
2 y, λ
1
2y | x) .
For the rescaled variables, the flat limit λ → 0 of the adjoint and twisted adjoint
covariant derivatives (2.21) and (2.22) gives
Dadfl A˜(y, y¯ | x) = D
LA˜(y, y¯ | x)+
(
h(y, ∂¯)A˜−(y, y¯ | x)+h(∂, y¯)A˜+(y, y¯ | x)
)
, (4.31)
Dtwfl
˜˜A(y, y¯ | x) = DL ˜˜A(y, y¯ | x) + ih(∂, ∂¯) ˜˜A(y, y¯ | x) . (4.32)
The flat limit of the unfolded massless equations results from (2.16) via the substi-
tution of DL and hαα˙ of Minkowski space along with the replacement of Dad and
Dtw by Dadfl and D
tw
fl , respectively. The resulting field equations describe free HS
fields in Minkowski space. Let us stress that, looking somewhat unnatural in the
two-component spinor notation, prescription (4.30) is designed just to give rise to
the theory of Fronsdal [9] and Fang and Fronsdal [10] (for more detail see [46]).
Note that, although the contraction λ→ 0 with the rescaling (4.30) is consistent
with the free HS field equations, negative powers of λ survive in the full nonlinear
equations upon rescaling (4.30), making the Minkowski background unreachable in
the nonlinear HS gauge theories of [13, 2, 4]. Nevertheless, the HS interactions with
gauge invariant currents considered in this paper do admit a proper flat limit.
4.4.2 Current decomposition
Firstly let us represent Γ locηη¯ (3.4) as
Γ locηη¯ (J) = Γ
≥ loc
ηη¯ (J) + Γ
< loc
ηη¯ (J) , (4.33)
where
Γ≥ locηη¯ (J) := Γ
loc
ηη¯ (J)
∣∣∣
s≥s1+s2
, Γ< locηη¯ (J) := Γ
loc
ηη¯ (J)
∣∣∣
s<s1+s2
are projections of Γ locηη¯ to the respective regions of spins.
To find canonical gauge invariant current deformation, that admits a proper
flat limit, let us decompose Γ≥ locηη¯ (4.33) as a sum of eigenvectors of two mutually
commuting operators sˆ (2.39) and f0 (2.40) i.e.,
Γ≥ locηη¯ (J) =
i
8
ηη¯
∑
s≥1
∑
−s≤n≤s
Γ loc(J)
∣∣
s,n
. (4.34)
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where
sˆΓ loc(J)
∣∣
s,n
= 2(s− 1)Γ loc(J)
∣∣
s,n
f0 Γ
loc(J)
∣∣
s,n
= 2nΓ loc(J)
∣∣
s,n
.
To this end, using (2.40) along with the fact that yαy
α = y¯α˙y¯
α˙ = 0, it is conve-
nient to represent Γ≥ locηη¯ (3.4) in a slightly different form resulting from the substi-
tution
∂1α∂2
α → f− , ∂¯1α˙∂¯2
α˙ → −f+ ,
where, introducing the contour integrations over cycles close to zero,
Γ loc(J)
∣∣
s,n
=
i
8
∫
d4τ
τ 24
δ(1−τ3−τ4)δ
′(1−τ1−τ2)Υ
∮
dw
2πiw2s+1
∮
dv
2πiv2n+1
(4.35){
H¯ α˙β˙∂¯α˙∂¯β˙ exp(−iτ3f+v
2)J(τ1yvw,−τ2yvw, τ4τ2y¯v
−1w,−τ4τ1y¯v
−1w;K)
+ Hαβ∂α∂β exp(iτ3f−v
−2)J(τ4τ1yvw,−τ4τ2yvw, τ2y¯v
−1w,−τ1y¯v
−1w;K)
}
.
For any |n| ≤ s, Γ loc(J)
∣∣
s,n
is a consistent deformation, that is gauge invariant since
inequality (2.38) holds by construction.
So defined Γ loc(J)
∣∣
s,n
describes the spin-s contribution of Jn in the one-form
sector since the total degree in y and y¯ is 2(s − 1). Moreover, Γ locηη¯ (J)
∣∣
s,n
projects
currents to the components Jn obeying f0Jn = 2nJn, i.e., Γ
loc(J)
∣∣
s,n
≡ Γ loc(Jn)
∣∣
s,n
.
However, only deformations Γ loc(Jn)
∣∣
s,n
with |n| ≤ 1
2
admit a proper flat limit
(for more detail see [23]). On the other hand, using analogues of the manifest
formulae for trivial deformations of [23] it will be shown that, up to a numerical
coefficient, a current deformation Γ loc(Jn)
∣∣
s,n
at s ≥ 2, s ≥ n > 1
2
in AdS4 is
equivalent modulo a local field redefinition to Γ loc((f−)
nJn)
∣∣
s,0
for integer n and
Γ loc((f−)
n− 1
2Jn)
∣∣
s, 1
2
for half-integer n. Analogously, a current deformation asso-
ciated with Jn at −
1
2
> n ≥ −s is equivalent up to a numerical coefficient to
Γ loc((f+)
−nJn)
∣∣
s,0
for integer n and Γ loc((f+)
−(n+ 1
2
)Jn)
∣∣
s,− 1
2
for half-integer n.
Thus the proper strategy for reducing a local current interaction to the canonical
form that admits flat limit is to add improvements involving f± to remove all con-
tributions of currents with |n| > 1
2
to achieve that the resulting deformation would
only involve canonical currents J˜m ∼ (f±)[|n|]Jn with m = ±
1
2
or 0.
Note that this procedure simultaneously removes contributions to the r.h.s. of
the HS torsion-like tensor for integer spins, proportional to ys−1y¯s−1. Indeed, J˜0
does not contribute to the torsion-like terms because of the pre-factors H
α˙β˙
∂¯iα˙∂¯j β˙
and Hαβ∂iα∂jβ in (4.35). Hence, canonical currents do not contribute to torsion.
Now we are in a position to explain details of the canonical current construction.
4.4.3 Canonical currents
Our aim is to find such local one-form Λsum and zero-form Bsum that the field
redefinition (4.6) reduces the current interactions to the canonical form (3.7).
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Let J be a solution to current equation (2.35). Consider the one-form
Λ(J) =
i
8
ηη¯ h(∂, ∂¯)
∫ 1
0
dτ3
1− τ3
∫
d2τδ′(1−τ1−τ2)θ(τ1)θ(τ2) (4.36)
exp(iτ3 f−) J((1− τ3)τ1y + y
1,−(1− τ3)τ2y + y
2 , τ2y¯ + y¯
1,−τ1y¯ + y¯
2;K|x)
∣∣
yj=y¯j=0
analogous to the form Ω introduced in Appendix D of [23] for a similar purpose.
(Note that the fictitious pole in 1− τ3 is compensated by the y-differentiation ∂ in
h(∂, ∂¯).) Differentiation of Λ(J) gives upon τ3-integration in the H¯-dependent term
DadΛ(J) = −
i
8
ηη¯
∫
d2τδ′(1−τ1−τ2)θ(τ1) θ(τ2) (4.37){
H¯ α˙β˙∂¯α˙∂¯β˙
(
exp(if−) J(y
1, y2, τ2y¯ + y¯
1,−τ1y¯ + y¯
2;K|x)
−J(τ1y + y
1,−τ2y + y
2, τ2y¯ + y¯
1,−τ1y¯ + y¯
2;K|x)
)
−Hαβ∂α∂β
∫ 1
0
dτ3
(1− τ3)2
[
− (1− τ3)y¯
α˙∂¯α˙ + if+
]
exp(iτ3 f˜−)
J ((1− τ3)τ1y + y
1,−(1− τ3)τ2y + y
2 , τ2y¯ + y¯
1,−τ1y¯ + y¯
2;K|x)
} ∣∣
yj=y¯j=0
,
where
f˜− := (τ2y¯ + y¯
1)α˙(−τ1y¯ + y¯
2)α˙ + ∂1α∂2
α.
Taking into account Eqs. (2.13)-(2.23), (2.41) and using decomposition
Λ(J) =
i
8
ηη¯
∑
s≥1
∑
|n|≤s
Λ(J)|s,n ,
Λ(J)
∣∣
s,n
= h(∂, ∂¯)
∫ 1
0
dτ3
1− τ3
∫
d2τδ′(1−τ1−τ2)Υ
∮
dw
2πiw2s+1
∮
dv
2πiv2n+1
exp(iτ3f−) (4.38)
J((1− τ3)τ1yvw+vy
1,−(1 − τ3)τ2yvw+vy
2, τ2y¯v
−1w,−τ1y¯v
−1w;K)
∣∣
yj=y¯j=0
,
straightforward computation analogous to that of Appendix D of [23] yields
DadΛ(J)
∣∣
s,n
= (s−n−1)Γ≥ locηη¯ (J)
∣∣∣
s,n
−Γ≥ locηη¯ ([−if+J ])
∣∣
s,n+1
+
i
8
ηη¯H¯ α˙β˙∂¯α˙∂¯β˙B(J)
∣∣
s,n
(4.39)
with Γ≥ locηη¯ (J)
∣∣∣
s,n
(4.35) and
B(J)
∣∣
s,n
= −
∫
d2τδ′(1−τ1−τ2)Υ
∮
dw
2πiw2s+1
∮
dv
2πiv2n+1
(4.40)
exp(if−) J(vy
1, vy2, τ2y¯wv
−1− τ1y¯wv
−1;K|x)
∣∣
yj=y¯j=0
.
By virtue of (4.39), for s− n > 1, the field redefinition
ω → ω +
i
8
ηη¯
1
(s− n− 1)
Λ(J)
∣∣
s,n
, C → C +
1
2
η¯
1
(s− n− 1)
B(J)
∣∣
s,n
,
(4.41)
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replaces Γ≥ locηη¯ (J)
∣∣∣
s,n
in Eq. (4.22) by
1
(s− n− 1)
Γ≥ locηη¯ (−if+J)
∣∣∣
s,n+1
. (4.42)
Since f+J again satisfies current equation, this procedure can be repeated. For
−s ≤ n ≤ −1, to bring the current to the canonical form one needs k steps with
k = [|n|] ≡ |n| − {|n|}.
For any s, the field redefinition
ω → ω + Λ−(s,n) , C → C +B−(s,n) (4.43)
with
Λ−(s,n) =
i
8
ηη¯
[|n|]∑
k=1
(s + |n| − k − 1)!
(s + |n| − 1)!
Λ((−if+)
k−1J−|n|)
∣∣
s,−|n|+k−1
, (4.44)
B−(s,n) =
1
2
η¯
[|n|]∑
k=1
(s+ |n| − k − 1)!
(s+ |n| − 1)!
B((−if+)
k−1J−|n|)
∣∣
s,−|n|+k−1
(4.45)
gives the canonical current in the form
Γ−(s,n) =
(s− 1 + {|n|})!
(s + |n| − 1)!
Γ≥ locηη¯ ((−if+)
[|n|]J)
∣∣
s,−{|n|}
. (4.46)
The generating functions for Λ−(s,n) and B−(s,n) with s and n satisfying −s ≤
n ≤ −1 are
Λ− =
i
8
ηη¯
∮
dvv
2πi(1− v)
∫
d4τd2ρ
ρ21τ4
δ(1−ρ1−ρ2)δ
′(1−τ1−τ2)δ(1−ρ3−ρ4)Υ (4.47)
h(∂, ∂¯) exp(iρ−11 τ3f−) exp(iρ2v
2((τ4τ1yα + y
1
α)(−τ4τ2y
α + y2α ) + ∂¯1α˙∂¯2
α˙))
J((τ4τ1y+y
1)v, (−τ4τ2y+y
2)v, (ρ1τ2y¯+y¯
1)v−1, (−ρ1τ1y¯+y¯
2)v−1;K)
∣∣
yj=y¯j=0
,
B− =
1
2
η¯
∮
dvv
2πi(1− v)
∫
d2τ
d2ρ
ρ21
δ(1− ρ1 − ρ2)Υδ
′(1−τ1−τ2) (4.48)
exp(iρ−11 f−
)
exp(−iρ2f+ v
2)J(y1v, y2v, (ρ1τ2y¯+y¯
1)v−1, (−ρ1τ1y¯+y¯
2)v−1;K)
∣∣
yj=y¯j=0
,
where the measure dvv
2pii(1−v)
≡ dv
2piiv
(v2+ v3+ . . .) implies summation over such J that
f0-eigenvalue of f+J is smaller than −1. One can see, that negative degrees in ρ1 in
(4.47) and (4.48) do not survive upon integration over v.
The resulting canonical current is
Γ−=
1
8
ηη¯
∮
dw
2πiw
w−2|s|2
∫
d2ρ
ρ1
d4τ
τ 24
δ′(1− ρ1 − ρ2)δ(1− τ3 − τ4)δ
′(1−τ1−τ2) (4.49)
Υ
[
H¯ α˙β˙ ∂¯α˙∂¯β˙ exp
(
− i(ρ1τ3 + w
−2ρ2)f+)
J((τ1y+y
1)w−1, (−τ2y+y
2)w−1, (ρ1τ4τ2y¯+y¯
1)w, (−ρ1τ4τ1y¯+y¯
2)w;K)
+Hαβ∂α∂β(ρ1)
2|s|2 exp
(
iρ1τ3f−
)
exp(−iρ2f˜+w
−2)
J((ρ1τ4τ1y+y
1)w−1, (−ρ1τ4τ2y+y
2)w−1, (τ2y¯+y¯
1)w, (−τ1y¯+y¯
2)w;K)
] ∣∣∣
yj=y¯j=0
,
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where
f˜+ := (ρ1τ4τ1yα + y
1
α)(ρ1τ4τ2y
α − y2α )− ∂¯1α˙∂¯2
α˙ . (4.50)
The measure
dw
2πiw
w−|2s|2 is different for bosonic currents with integer s (|2s|2 = 0)
and fermionic ones with half-integer s (|2s|2 = 1).
The complex conjugated case with −if+ = if− is analogous. The respective
generating functions can be obtained from (4.47)-(4.49) via the replacement
if− ↔ −if+ , y ↔ y¯ , H ↔ H¯ ,
that, abusing terminology, will be referred to as c.c. though the sign of the overall
factor of i is not changed.
Summarizing, by virtue of Eq. (4.39), local field redefinition (4.6) with
Λsum(J) = Λ− + c.c. , (4.51)
Bsum(J) = B¯− + c.c. , (4.52)
with Λ− (4.47), B¯− (4.48) leads to deformed equations (3.5), (3.6). More precisely,
taking into account that both Γ− and its complex conjugate contain the same ρ2-
independent term, to avoid the double counting, we add to Γ−(J) + c.c. the term
proportional to δ(ρ2) obtaining Γ
can(J) in the form (3.7) upon the substitution of
f± (2.40) and reformulation of the final result in the form of a Gaussian integral.
Note that there is a freedom in the field redefinition in the zero-form sector,
that does not affect corrections to dynamical field equations in the one-form sector.
Indeed, addition to Bsum(J) (4.52) of any field containing a factor of yy¯ does not
affect Eq. (2.16). For instance, for s = 1, n = ±1 it is convenient to use a field
redefinition of this type to obtain the conventional form of the Maxwell equations
as discussed in Section 5.3.
5 Current contribution to dynamical equations
In this section we derive explicit form of the current contribution to the r.h.s. of
massless equations of different spins that follows from the nonlinear HS equations.
Note that the results of this section extend the variety of examples of current inter-
actions explicitly presented in [23] to all sets of spins respecting inequality (2.38).
For the future convenience we will use the following decompositions
A(y1,2, y¯1,2|x) =
∑
m,m¯
Am ,m¯(y1,2, y¯1,2|x) , B(y, y¯|x) =
∑
m,m¯
Bm,m¯(y, y¯|x) , (5.1)
with (
y1β∂1β + y
2β∂2β
)
Am ,m¯(y1,2, y¯1,2|x) = mAm ,m¯(y1,2, y¯1,2|x) ,(
y¯1β˙ ∂¯1β˙ + y¯
2β˙ ∂¯2β˙
)
Am ,m¯(y1,2, y¯1,2|x) = m¯Am,m¯(y1,2, y¯1,2|x) ,
yβ∂βBm,m¯(y, y¯|x) = mBm ,m¯(y, y¯|x) , y¯
β˙∂¯β˙Bm,m¯(y, y¯|x) = m¯Bm,m¯(y, y¯|x) .
Recall, that we consider currents (2.37) that are bilinear in fields represented as
series (2.20) in y and y¯.
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5.1 Spin 0
As mentioned in Section 2.3, gauge invariant currents J of spin zero are built from
the zero-forms C carrying s1 = s2 =
1
2
(the s = 0 and s = 1
2
conformal currents are
not conserved since the fields of spins s = 0 and s = 1
2
are not gauge).
By virtue of (2.22), (2.54) and (2.55), taking into account (4.52) and (4.47),
Eq. (3.6) yields for J = J±1
DLαα˙C(K|x) + iCαα˙(K|x) = 0 , (5.2)
DLαα˙Cββ˙(K|x) + iCαβα˙β˙(K|x)− iλεα˙β˙εαβC(K|x)
−
i
4
η¯ exp i[∂1β∂2
β]εα˙β˙(∂1β + ∂2β)(∂2α − ∂1α)J1(y
1, y2; y¯1, y¯2;K|x) ∗ k¯
∣∣
yj=y¯j=0
−
i
4
η exp (i[∂¯1β˙∂¯2
β˙])εαβ(∂¯1β˙ + ∂¯2β˙)(∂¯2α˙ − ∂¯1α˙)J−1(y
1, y2; y¯1, y¯2;K|x) ∗ k
∣∣
yj=y¯j=0
= 0.
Contracting indices one obtains by virtue of (2.37) that the respective contribution
of the currents J±1 bilinear in the fields C with s1 = s2 =
1
2
is
DLαα˙DLαα˙
∑
j=0,1
Cj,1−j(x)kj k¯1−j + η¯
∑
j, l=0,1
(−1)jCj,1−jα (x)C
l,1−l α(x)kl+j k¯1−l−j (5.3)
+η
∑
j, l=0,1
(−1)1−jCj,1−jα˙ (x)C
l,1−l α˙(x)k1+l+j k¯−l−j = 0
just reproducing Yukawa interaction since Cα(x) and C α˙(x) are dynamical spin-1/2
fields. Note that a C2-deformation, that one might naively expect in the spin-zero
sector, does not appear in agreement with the fact shown in [39] that the interactions
with gauge invariant currents are conformal in d = 4, while the C2-deformation is
not.
5.2 Spin 1/2
By virtue of (2.22), taking into account (2.54), (4.52) and (4.47) Eq. (3.6) yields
DLαα˙Cγ(K|x) + iCγαα˙(K|x) +
η
4
εγα(∂¯1α˙−∂¯2α˙) exp (i[∂¯1β˙∂¯
β˙
2 ])J(K|x) ∗ k
∣∣
yj=y¯j=0
= 0.
(5.4)
Hence
DLαα˙C
α(K|x)−
η
2
(∂¯1α˙−∂¯2α˙) exp (i[∂¯1β˙∂¯2
β˙])J(K|x) ∗ k
∣∣
yj=y¯j=0
= 0. (5.5)
Substitution of bilinear currents J−1
2
(2.37) built from the fields of spins 0 and 1/2
gives the Yukawa interaction in the spin-1/2 sector
DLαα˙
∑
j=0,1
Cj,1−j α(x)kj k¯1−j −
1
2
η
∑
j, l=0,1
Cj,1−jα˙(x)C
l,1−l(x)k1+l+j k¯−l−j (5.6)
+
1
2
η
∑
j, l=0,1
(−1)1−jCj,1−j(x)C l,1−lα˙(x)k
l+jk¯1−l−j = 0 .
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Analogously,
DLαα˙
∑
j=0,1
Cj,1−jα˙(x)kj k¯1−j −
1
2
η¯
∑
j, l=0,1
Cj,1−jα(x)C
l,1−l(x)k1+l+jk¯−l−j (5.7)
+
1
2
η¯
∑
j, l=0,1
(−1)jCj,1−j(x)C l,1−lα(x)k
l+j k¯1−l−j = 0 .
5.3 Maxwell equations
Eq.(3.5) still reads as (2.16)
Dadω(0, 0;K|x) =
i
4
(
ηH¯ α˙β˙∂¯α˙∂¯β˙C(0, y¯;K|x)∗k+ η¯H
αβ∂α∂βC(y, 0;K|x)∗ k¯
)∣∣
y=y¯=0
.
(5.8)
This identifies η¯Cαβ(x) and ηCα˙β˙(x), respectively, with the self-dual and anti-self-
dual parts of the Maxwell field strength.
Using a freedom in local field redefinitions in the zero-form sector mentioned in
Section 4.4.3 it is convenient to change Bsum (4.52) to B˜sum
Bsum → B˜sum = B′(J1) +B
′
(J−1) , (5.9)
where
B′(J1) =
1
2
η
∫
d2τδ′(1−τ1−τ2)J1(τ1y,−τ2y, y¯, y¯;K) ∗ k¯ ,
B
′
(J−1) =
1
2
η¯
∫
d2τδ′(1−τ1−τ2)J−1(y,−y, τ1y¯, τ2y¯;K) ∗ k .
Recall, that n in Jn (2.44) is the sum of helicities of the constituent fields. Also note
that the additional J±1-dependent local field redefinition (5.9) was not discussed in
[22] where the contribution of currents J±1 was not considered.
Evidently, by virtue of (4.52) and (5.9)
Hαβ∂α∂βB
′(J1)(y, 0;K|x) ≡ 4H
αβ∂α∂βB
sum(J
1
)(y, 0;K|x) , (5.10)
H¯ γ˙β˙∂¯γ˙ ∂¯β˙B
′
(J−1)(0, y¯;K|x) ≡ 4H¯
γ˙β˙∂¯γ˙ ∂¯β˙B
sum(J−1)(0, y¯;K|x) . (5.11)
Hence, in the s = 1 sector Eq. (3.6) is equivalent to
DtwC = −H
loc
η cur(J−1) −H
loc
η¯ cur(J1) +DtwB
′(J1) +DtwB
′
(J−1) . (5.12)
The following useful formula results from (5.9) by the straightforward computation
DtwB
′(J1) =
i
2
ηhαα˙
∫
d2τ δ(1− τ1 − τ2)
(
− τ1yα∂¯2α˙ + τ2yα∂¯1α˙
)
(5.13)
{∂1γ∂2
γJ}(τ1y,−τ2y; τ2y¯,−τ1y¯;K) ∗ k .
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Deformed equation (5.12) in the s = 1 sector yields by virtue of Eqs. (2.54),
(2.55), (5.9) and (5.13)
DLαα˙Cβγ(K|x) + iCβγαα˙(K|x)−
1
2
η
[
εβα∂γ + εγα∂β
] ∫ 1
0
dτ(τ ∂¯2α˙ − (1− τ)∂¯1α˙) (5.14){
J0 + i∂¯1β˙∂¯2
β˙J−1 − i∂1β∂2
βJ1
}
(τy,−(1− τ)y, y¯, y¯;K|x) ∗ k
∣∣
y=y¯=0
= 0 .
Contracting indices we obtain from (5.14)
DLβα˙Cβγ(0 , 0;K|x) +
3
2
η
∫ 1
0
dτ(τ∂1γ − (1− τ)∂2γ)(τ ∂¯2α˙ − (1− τ)∂¯1α˙) (5.15){
J0 + i∂¯1β˙ ∂¯2
β˙J−1 − i∂1β∂2
βJ1
}
(y1, y2; y¯1, y¯2;K|x) ∗ k
∣∣
yj=y¯j=0
= 0 .
Analogously,
DLγ
β˙Cβ˙α˙(0 , 0;K|x) −
3
2
η¯
∫ 1
0
dτ(τ ∂¯1α˙ − (1− τ)∂¯2α˙)(τ∂2γ − (1− τ)∂1γ) (5.16){
J0 + i∂1β∂2
βJ1 − i∂¯1β˙∂¯2
β˙J−1
}
(y1, y2; y¯1, y¯2;K|x) ∗ k¯
∣∣
yj=y¯j=0
= 0 .
Hence, performing integration over τ , from (5.15) and (5.16) it follows for DL =
hγγ˙DLγγ˙ that
ηDLγ
β˙Cβ˙α˙(0 , 0;K|x) ∗ k¯ + η¯D
Lβ
α˙Cβγ(0 , 0;K|x) ∗ k (5.17)
=
1
2
ηη¯(2∂¯1α˙∂2γ − ∂¯2α˙∂2γ − ∂¯1α˙∂1γ + 2∂¯2α˙∂1γ)J0(y
1, y2; y¯1, y¯2;K|x)
∣∣
yj=y¯j=0
.
Using identities
Hαβhγγ˙ = ǫαγHβγ˙ + ǫβγHαγ˙ , H¯ α˙β˙hγγ˙ = −ǫα˙γ˙Hγβ˙ − ǫβ˙γ˙Hγα˙ , (5.18)
where Hαγ˙ are the frame three-forms, we obtain
Hαβhγγ˙DLγγ˙Cαβ = 2H
βγ˙DLαγ˙Cαβ , H
α˙β˙
hγγ˙DLγγ˙Cα˙β˙ = −2H
αβ˙DLα
α˙Cα˙β˙.
Hence (5.17) yields
DL
(
η¯HαβCαβ(K|x) ∗ k − ηH¯
α˙β˙Cα˙β˙(K|x) ∗ k¯
)
(5.19)
= η¯ηHγα˙(2∂¯1α˙∂2γ − ∂¯2α˙∂2γ − ∂¯1α˙∂1γ + 2∂¯2α˙∂1γ)J0(y
1, y2; y¯1, y¯2;K|x)
∣∣
yj=y¯j=0
just reproducing the Maxwell equations with a nonzero current.
Substitution of bilinear J0 (2.37) that by virtue of inequality (2.38) is built from
scalars or spinors gives∑
j=0,1
DL
(
η¯HαβCj,1−jαβ(x)k
1+j k¯1−j − ηH¯ α˙β˙Cj,1−jα˙β˙(x)k
j k¯2−j
)
(5.20)
= η¯η
∑
j, l=0,1
Hγα˙
(
2(−1)jCj,1−jα˙(x)C
l,1−l
γ(x)− C
j,1−j(x)C l,1−lα˙γ(x)
−Cj,1−jα˙γ(x)C
l,1−l(x) + 2(−1)1−jCj,1−jγ(x)C
l,1−l
α˙(x)
)
kl+kk¯2−l−k .
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5.4 Spin 3/2
Using decomposition (5.1) and Eqs. (3.7), we obtain from Eq. (3.5) along with (2.21),
(2.22)
DLω0 ,1(0, y¯;K|x) + h(∂, y¯)ω1 ,0(y, 0;K|x) (5.21)
= η
i
4
H¯ α˙β˙ ∂¯α˙∂¯β˙C(0 , y¯;K|x) ∗ k¯ +H
αβ∂α∂βΛ
3
2
1
2
J 2,1(y
j, y¯j;K|x)
∣∣
yj=y¯j=0
,
DLω1 ,0(y, 0;K|x) + h(y, ∂¯)ω0 ,1(0, y¯;K|x) (5.22)
= η¯
i
4
Hαβ∂α∂βC(y , 0;K|x) ∗ k + H¯
α˙β˙ ∂¯α˙∂¯β˙Λ
3
2
− 1
2
J 1,2(y
j, y¯j;K|x)
∣∣
yj=y¯j=0
,
where
Λ
3
2
− 1
2
=
1
2
∫
d2τθ(τ1)θ(τ2)δ
′(1−τ1−τ2)
(
τ1N1 − τ2N2
)(
τ2N 1 − τ1N 2
)2
, (5.23)
Λ
3
2
1
2
=
1
2
∫
d2τθ(τ1)θ(τ2)δ
′(1−τ1−τ2)
(
τ1N1 − τ2N2
)2(
τ2N 1 − τ1N 2
)
,
Nj = y
α∂jα , N j = y¯
α˙∂¯j α˙ (5.24)
and, according to (2.38), (2.42) and (3.7),
J 2,1 =
i
8
ηη¯
(
J1
2
+
i∂1γ∂2
γ
2
J3
2
)
, J 1,2 =
i
8
(
J−1
2
+
i∂¯1γ˙ ∂¯2
γ˙
2
J−3
2
)
. (5.25)
Representing one-forms ωj ,k as
ωj ,k = h
αβ˙ωαβ˙j ,k (5.26)
Eqs. (5.21), (5.22), (5.23) yield spin-3/2 massless equations in AdS4 in the form(
∂¯γ˙D
L
αβ˙ω0 ,1α
β˙(0, y¯;K|x)− ∂αω1 ,0αγ˙(y, 0;K|x)
) ∣∣
y=y¯=0
(5.27)
=
i
8
ηη¯
(1
3
∂1∂1∂¯1 + ∂2∂2∂¯1 − ∂1∂1∂¯2 −
1
3
∂2∂2∂¯2 −
2
3
∂1∂2∂¯1 +
2
3
∂1∂2∂¯2
)
αα;γ˙(
J1
2
(yj, y¯j;K|x) +
i∂1γ∂2
γ
2
J3
2
(yj, y¯j;K|x)
) ∣∣
yj=y¯j=0
and complex conjugated.
Using inequality (2.38), substitution of bilinear J (2.37) gives the Rarita-Schwinger
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equation with supercurrents on the right-hand side(
∂¯β˙D
L
αβ˙ω0 ,1α
β˙(0, y¯;K|x)− ∂αω1 ,0αβ˙(y, 0;K|x)
) ∣∣
y=y¯=0
(5.28)
=
i
4
ηη¯
∑
j,l=0,1
{
Cj,1−j β˙(x)C
l,1−l
αα(x) +
i(−1)j
2
Cj,1−j β˙γ(x)C
l,1−l
αα
γ(x)
+(−1)jCj,1−jαα(x)C
l,1−l
β˙(x) +
i
2
Cj,1−jααγ(x)C
l,1−l
β˙
γ(x)
+
1
3
Cj,1−jαα;β˙(x)C
l,1−l(x) +
i(−1)j
6
Cj,1−jαα;β˙γ(x)C
l,1−lγ(x)
+
1
3
Cj,1−j(x)C l,1−lαα;β˙(x) +
i
6
Cj,1−jγ(x)C
l,1−l
αα;β˙
γ(x)
−
2(−1)j
3
Cj,1−jα;β˙(x)C
l,1−l
α(x)−
i
3
Cj,1−jα;β˙γ(x)C
l,1−l
α
γ(x)
−
2
3
Cj,1−j(x)αC
l,1−l(x)α;β˙ +
i(−1)1−j
3
Cj,1−jγα(x)C
l,1−lγ
α;β˙(x)
}
kl+jk¯−l−j
and complex conjugated.
5.5 Spin two
From Eq. (3.5), we obtain by virtue of (3.7)
Dadω(y, y¯;K|x) =
(
Hαβ∂α∂βΛ
2
0J 2,2(y
j, y¯j;K|x) + H¯ α˙β˙ ∂¯α˙∂¯β˙Λ
2
0J 2,2(y
j, y¯j;K|x)
) ∣∣∣
yj=y¯j=0
+
i
4
(
ηH¯ α˙β˙∂¯α˙∂¯β˙ C¯(0, y;K|x) + η¯H
αβ∂α∂β C(y, 0;K|x)
)
, (5.29)
where
J 2,2 =
i
8
ηη¯
∑
0≤n≤2
1
(1 + n)!
[
(i∂1γ∂2
γ)nJn + (i∂¯1γ˙∂¯2
γ˙)nJ−n
]
, (5.30)
Λ20 =
1
4!
2∑
k=0
2∑
m=0
(m+ k)!(4−m− k)!
(2− k)!k!(2−m)!m!
(
N1
)m(
−N2
)2−m(
−N 2
)k(
N 1
)2−k
. (5.31)
In terms of decomposition (5.1), this gives in particular
DLω0 ,2(0, y¯;K|x) = −hαβ˙ y¯β˙∂αω
1,1(y, y¯;K|x) +Hαβ∂α∂βΛ
2
0J 2,2(y
j, y¯j;K|x)
∣∣
yj=y¯j=0
+ η
i
4
H¯ α˙β˙∂¯α˙∂¯β˙C(0 , y¯ ;K|x) ∗ k¯ , (5.32)
DLω2 ,0(y, 0;K|x) = −hαβ˙yα∂¯β˙ω
1 ,1(y, y¯;K|x) + H¯ α˙β˙ ∂¯α˙∂¯β˙Λ
2
0J 2,2(y
j, y¯j;K|x)
∣∣
yj=y¯j=0
+ η¯
i
4
Hαβ∂α∂βC(y , 0;K|x) ∗ k. (5.33)
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Using (5.26), this yields
DLββ˙ω
0 ,2
β
β˙ = ∂β∂β Λ
2
0J 2,2
∣∣
yj=y¯j=0
+ y¯β˙∂βω
1 ,1
β
β˙ , (5.34)
DLββ˙ω
2 ,0β
β˙ = ∂¯α˙∂¯β˙ Λ
2
0J 2,2
∣∣
yj=y¯j=0
+ yβ∂¯β˙ω
1 ,1β
β˙ (5.35)
giving the linearized Einstein equations
∂¯α˙∂¯α˙D
L
ββ˙ω
0,2
β
β˙(0, y¯;K|x)−2∂β∂¯α˙ω
1,1
βα˙(y, y¯;K|x) = ∂β∂β ∂¯α˙∂¯α˙Λ
2
0J 2,2(y
j, y¯j;K|x)
∣∣
yj=y¯j=0
(5.36)
accounting the contribution of the stress tensor.
From (5.31) it follows
∂¯α˙∂¯α˙D
L
ββ˙ω
0,2
β
β˙(0, y¯;K|x)− 2∂¯α˙∂βω
1,1
βα˙(y, y¯;K|x) = (5.37)
=
(
∂1∂1∂2∂2 + ∂2∂2∂1∂1 −
1
2
∂1∂1∂1∂2 +
1
6
∂1∂1∂1∂1 −
1
2
∂1∂2∂2∂2 +
2
3
∂1∂2∂1∂2
−
1
2
∂1∂2∂1∂1 +
1
6
∂2∂2∂2∂2 −
1
2
∂2∂2∂1∂2
)
ββα˙α˙
J 2,2(y
j, y¯j;K|x)
∣∣
yj=y¯j=0
.
Substitution of J (2.37) into J 2,2 yields
J 2,2 =
i
8
ηη¯
∑
j,l=0,1
{
Cj,1−jC l,1−l +
i(−1)jCj,1−jγC l,1−lγ
2
−
Cj,1−jγδC
l,1−lγδ
3!
+
i(−1)jCj,1−j γ˙C l,1−lγ˙
2
−
Cj,1−j γ˙ δ˙C
l,1−lγ˙ δ˙
3!
}
(x)kl+j k¯−l−j. (5.38)
Hence from (5.30), (5.37) and (5.38) it follows
∂¯α˙∂¯α˙D
L
ββ˙ω
0,2
β
β˙(0, y¯;K|x)− 2∂¯α˙∂βω
1,1
βα˙(y, y¯;K|x) = (5.39)
=
i
8
ηη¯
∑
j,l=0,1
{
Cj,1−jββC
l,1−l
α˙α˙ + C
j,1−j
α˙α˙C
l,1−l
ββ −
1
2
(−1)1−jCj,1−jββα˙C
l,1−l
α˙
+
1
6
Cj,1−jββα˙α˙C
l,1−l −
1
2
(−1)jCj,1−jβC
l,1−l
βα˙α˙ −
2
3
Cj,1−jβα˙C
l,1−l
βα˙ +
1
6
Cj,1−jC l,1−lββα˙α˙
−
1
2
(−1)jCj,1−jβα˙α˙C
l,1−l
β −
1
2
(−1)1−jCj,1−jα˙C
l,1−l
ββα˙
}
(x)kl+jk¯2−l−j + . . .
with the stress tensor of massless fields of spins 0, 1/2 and 1. Ellipses denotes other
currents, that depend on massless fields of spins s ≤ 2 and respect (2.38).
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5.6 Higher spins
5.6.1 Integer spins
Using the decomposition (5.1) for ω and Eqs. (3.7), it follows from (3.5) that (2.21)
yields
DLωs−1 ,s−1(y, y¯;K|x) = h(∂, y¯)ωs ,s−2(y, y¯;K|x)+ h(y, ∂¯)ωs−2 ,s(y, y¯;K|x) , (5.40)
DLωs ,s−2(y, y¯;K|x) = −h(y, ∂¯)ωs−1 ,s−1(y, y¯;K|x) (5.41)
−h(∂, y¯)ωs+1 ,s−3(y, y¯;K|x) + H¯
α˙β˙∂α˙∂β˙Λ
s
0J s,s(y
j, y¯j;K|x)
∣∣
yj=y¯j=0
,
DLωs−2 ,s(y, y¯;K|x) = −h(∂, y¯)ωs−1 ,s−1(y, y¯;K|x) (5.42)
−h(y, ∂¯)ωs−3 ,s+1(y, y¯;K|x)+H
αβ∂α∂βΛ
s
0J s,s(y
j, y¯j;K|x)
∣∣
yj=y¯j=0
,
J s,s =
i
8
ηη¯
{ ∑
0≤n≤s
[ (i∂1γ∂2γ)|n|
(s + |n| − 1)!
Jn
]
+
∑
0<−n≤s
[ (i∂¯1γ˙ ∂¯2γ˙)|n|
(s+ |n| − 1)!
Jn
]}
, (5.43)
Λs0 =
∫
d2τθ(τ1)θ(τ2)δ
′(1−τ1−τ2)
(
τ1N1 − τ2N2
)s
s!
(
τ2N 1 − τ1N 2
)s
(s− 1)s
. (5.44)
From here it follows that
hγγ˙hαα˙DLγγ˙ωs−1 ,s−1αα˙ = −h(∂, y¯)h
αα˙ωs ,s−2αα˙− h(y, ∂¯)h
αα˙ωs−2 ,sαα˙ , (5.45)
hγγ˙hαα˙DLγγ˙ωs ,s−2αα˙ = −h(y, ∂¯)h
αα˙ωs−1 ,s−1αα˙ + (5.46)
−h(∂, y¯)hαα˙ωs+1 ,s−3αα˙ + H¯
α˙β˙∂α˙∂β˙Λ
s
0J s,s
∣∣
yj=y¯j=0
,
hγγ˙hαα˙DLγγ˙ωs−2 ,sαα˙ = −h(∂, y¯)ωs−1 ,s−1 + (5.47)
−h(y, ∂¯)hαα˙ωs−3 ,s+1αα˙+H
αβ∂α∂βΛ
s
0J s,s
∣∣
yj=y¯j=0
.
Hence
DLαγ˙ωs−2 ,sα
γ˙ = −y¯β˙∂αωs−1 ,s−1α
β˙ − yα∂¯β˙ωs−3 ,s+1α
β˙ + ∂α∂αΛ
s
0J s,s
∣∣
yj=y¯j=0
, (5.48)
DL
γβ˙
ωs ,s−2
γ
β˙ = −yα∂¯β˙ωs−1 ,s−1
α
β˙ − y¯β˙∂αωs+1 ,s−3
α
β˙ + ∂α˙∂β˙Λ
s
0J s,s
∣∣
yj=y¯j=0
. (5.49)
Integrating over τ in (5.44) and substituting J (2.37) into J s,s (5.43) one obtains
Λs0J s,s = iηη¯
(s− 2)!
8(2s)!
∑
k,m∈[0,s]
(m+ k)!(2s−m− k)!
(s− k)!k!(s−m)!m!
(
N1
)m(
−N2
)
s−m(
−N 2
)k(
N 1
)
s−k
(5.50)
{ ∑
0≤n≤s
1
(s + n− 1)!
(i∂1γ∂2
γ)n
∑
j,l=0,1
Cj,1−j(Y 1|x)kj k¯1−jC l,1−l(Y 2|x)klk¯1−l
+
∑
0<n≤s
1
(s+ n− 1)!
(i∂¯1γ˙ ∂¯2
γ˙)n
∑
j,l=0,1
Cj,1−j(Y 1|x)kj k¯1−jC l,1−l(Y 2|x)klk¯1−l
}∣∣∣
Y j=0
.
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Substitution of Λs0J s,s (5.50) into (5.48) and (5.49) yields integer-spin field equations
in AdS4 with the conformal currents.
To obtain the dynamical spin-s equations with the current corrections it remains
to project away the terms, that contain ωs−3,s+1 and ωs+1,s−3. This is achieved
by the contraction of free indices with yαyα in (5.48) and y¯β˙y¯β˙ in (5.49). The
resulting equations describe the contribution of HS currents to the right-hand-sides
of Fronsdal’s equations in AdS4.
Let the constituent fields in J have helicities h1 and h2. Since each helicity-h
field C in flat limit contains |h| space-time derivatives of ωs−1,s−1 due to Central-on-
shell theorem (2.16), then from (4.32) and (5.48)-(5.50) it follows that the number
of space-time derivatives in the respective flat limit vertices is s+ |h1 + h2| for any
helicities obeying (2.38), i.e., s ≥ |h1|+ |h2|, just reproducing the results of Metsaev
[41].
5.6.2 Half-integer spins
In terms of decomposition (5.1), for any half–integer s > 1, it follows from Eqs. (3.7),
(3.5) that
DLω[s]−1 ,[s](y, y¯;K|x) = −h(y, ∂¯)ω[s]−2 ,[s]+1(y, y¯;K|x) (5.51)
− h(y¯, ∂)ω[s] ,[s]−1(y, y¯;K|x) +H
αβ∂α∂βΛ
s
1
2
J
s+ 1
2
,s− 1
2
(yj, y¯j;K|x)
∣∣
yj=y¯j=0
and complex conjugated, where
J
s+ 1
2
,s− 1
2
=
i
8
∑
1
2
≤n≤s
1
(s+ |n| − 1)!
[
(i∂1γ∂2
γ)[|n|]Jn
]
, (5.52)
Λs 1
2
=
∫
d2τθ(τ1)θ(τ2)δ
′(1−τ1−τ2)
(
τ1N1 − τ2N2
)
s+ 1
2
(s− 1
2
)(s+ 1
2
)
(
τ2N 1 − τ1N 2
)
s− 1
2
(s− 1
2
)!
.
(5.53)
Hence
DLαγ˙ω[s]−1 ,[s]α
γ˙ = −yα∂¯β˙ω[s]−2 ,[s]+1α
β˙−y¯β˙∂αω[s] ,[s]−1α
β˙+∂α∂αΛ
s
1
2
J
s+ 1
2
,s− 1
2
∣∣
yj=y¯j=0
.
(5.54)
Integrating over τ in (5.53) and substituting J (2.37) into J s,s yields by virtue of
(5.52), (5.53)
Λs 1
2
J
s+ 1
2
,s− 1
2
(yj, y¯j;K|x)
∣∣
yj=y¯j=0
= iηη¯
(s− 3/2)!
8(2s)!
∑
1
2
<n≤s
1
(s + n− 1)!
(5.55)
s∑
k,m=0
(m+ k)!(2s−m− k)!
(s + 1
2
− k)!k!(s− 1
2
−m)!m!
(
N1
)k(
−N2
)s+ 1
2
−k(
−N 2
)m(
N 1
)s− 1
2
−m
(i∂1γ∂2
γ)n−
1
2
∑
j,l=0,1
Cj,1−j(Y 1|x)kj k¯1−jC l,1−l(Y 2|x)klk¯1−l
∣∣∣
Y j=0
.
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Substitution of Λs 1
2
J
s+ 1
2
,s− 1
2
(5.55) into (5.54) gives the half-integer spin equa-
tions in AdS4 with the conformal currents. Complex conjugated equations are anal-
ogous.
Projecting away the terms, with the extra fields ω[s]−2 ,[s]+1 and ω[s]+1 ,[s]−21 by
contracting free indices with yαyα and y¯β˙ y¯β˙, respectively, gives the Fang-Fronsdal
field equations [10] in AdS4 with the conformal currents on the right-hand-sides.
6 Conclusion
We have derived current sources to the right-hand side of field equations on massless
fields of all spins resulting from the nonlinear field HS equations of [2]. Our results
extend those obtained by of one of us [22] for current interactions in the zero-form
sector. The derivation agrees with that of [22] in many respects.
First of all, in agreement with the conclusion of [22], the bilinear (current) cor-
rections turn out to be independent of the phase of the parameter η in the HS theory,
depending only on ηη¯. Naively this contradicts the standard expectation that the
HS theory with different phases of η correspond to different boundary conformal
theories with Chern-Simons fields. However, as explained in [22, 36], the proper
dependence on the phase of η in the HS AdS/CFT correspondence results from the
phase-dependence of the linear terms in the HS equations upon transition to the
genuine Weyl tensors. For general η our vertex contains both parity even and parity
odd parts, which appear in HS models with general η.
We not only reduced the HS current interactions to the local form with finite
number of derivatives for any three spins, but also found its canonical form with
the minimal number of derivatives and zero HS torsion. The resulting coupling
constants are nonzero being uniquely determined in terms of the single HS coupling
constant ηη¯.
The detailed computation of the resulting boundary correlators is presented in
[36] based on the zero-form results of [22] (for a special case see also [48]). The
results of this paper allow one to extend this analysis to the one-form (i.e., gauge
field) sector checking in particular whether the nonlinear deformation of this paper
matches the cubic vertex derived in [49] from the holographic analysis for the A-
model. This problem was considered in [42] where it shown that the coefficients
in the vertices resulting from our analysis match those of [43, 49]. Let us stress
that the current interactions derived in this paper extend the vertex of [13, 14, 49]
to the parity non-invariant vertices holographically dual to the HS theory with an
arbitrary phase parameter η (see [36, 42]).
The conclusion that the contribution to the currents proportional to η2 should
vanish fits the conjecture of [2] that the HS theory with (η = 0)η¯ = 0 is the
(anti-)self-dual HS gauge theory. In that case it should describe the zero-form
curvatures with only positive or only negative helicities which cannot contribute
to nontrivial currents for the same reason why the amplitudes with helicities of the
same sign cannot be nonzero. Hence, our results confirm the conjecture that the HS
theory at (η = 0)η¯ = 0 is (anti)self-dual.
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The obtained results provide a basis for understanding the proper general setup
for the systematic derivation of minimally nonlocal perturbative corrections to non-
linear HS equations. This issue is considered in [24]. The form of the results obtained
in [22] and in this paper demonstrates in particular that this prescription should al-
low a proper formulation in the geometric terms of polyhedra associated with the
integration parameters τi.
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Appendix A. Useful formulas
In the analysis of HS perturbations it is convenient to use the following generalized
beta-function formula:
∫
dτmδ(k)
(
1−
m∑
i=1
τi
)
m∏
i=1
θ(τi)τ
ni
i =
m∏
i=1
ni!( m∑
i=1
ni +m−1−k
)
!
, ∀ni, k ≥ 0 . (A.1)
Now we reproduce some of formulas of [38] most relevant to the analysis of this
paper. Let φABYAYB = 4iφAdS , where φAdS is defined in (2.25). Then
△∗adA (Z; Y ; θ)=
i
2
∫
dµdϕdχdUdV
1∫
0
dτ
τ
exp
{
χAϕ
A + iUAV
A
}
(A.2)
exp
{
µτχAZ
A +
i
2
(1− τ)φBCχBUC
}
A (τZ; Y + V ; τθ + ϕ) ,
HadJ (Z; Y ; θ)=
∫
dϕdχdUdV exp
{
χAϕ
A+iUBV
B+
i
2
φBCχBUC
}
A (0; Y +V ;ϕ) ,
(A.3)
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△∗twA (Z; Y ; θ) ∗k=
i
2
∫
dµdσdρdUdV dPdQ
1∫
0
dτ
τ
(A.4)
exp
{
µτσAZ
A + σAρ
A + iUAV
A + iPAQ
A
}
exp
{
−
i
2
(1− τ)ωABσAVB +
i
2
(1− τ) hABσA
(
YB +
1
2
UB +
1
2
(1 + τ)QB
)}
A (τZ + P ; Y + U ; τθ + ρ) ∗k,
HtwA (Z; Y ; θ) ∗k=
∫
dσdρdUdV dPdQ exp
{
ρAσ
A + iUAV
A + iPAQ
A
}
(A.5)
exp
{
−
i
2
ωABσAVB +
i
2
hABσA
(
YB +
1
2
UB +
1
2
QB
)}
A (P ; Y + U ; ρ) ∗k.
Appendix B. Alternative redefinitions
Let
X(J) =
∫
d3τ¯d3τ hαβ˙Xαβ˙(τ, τ¯) exp
(
τ3∂1α∂2
α+τ¯3∂¯1α˙∂¯2
α˙
)
J(τ1y,−τ2y, τ¯1y¯,−τ¯2y¯;K|x) ,
(B.1)
where
Xαβ˙ = ayαy¯β˙ + yα
∑
i
b¯i∂¯iβ˙ +
∑
i
bi∂iαy¯β˙ +
∑
i,j
gi j∂iα∂¯j β˙ . (B.2)
We will look for a solution to
DadX = Γηη¯ +G
loc, (B.3)
where Γηη¯ is given by (4.4), while G
loc is some local vertex to be found.
For simlicity we set iηη¯ = −4 in (4.4). Denote
Aj := i△ja+ △3b˜j , B = △1b1 − △2b2 , b˜2 = b1 , b˜1 = b2 , (B.4)
Gkj = △3g˜kj + i△k b¯j , Fj = △1g1j − △2g2j , g˜2j = g1j , g˜1j = g2j ,
∂
∂τj
:= △j ,
∂
∂τ¯j
:= △¯j .
By virtue of the Fierz (Schouten) relations expressing the two-componentness of
spinorial indices in the form
(iy¯α˙
∂
∂τ¯3
+ ∂¯1α˙
∂
∂τ¯2
+∂¯2α˙
∂
∂τ¯1
) exp
(
τ3∂1α∂2
α + τ¯3∂¯1α˙∂¯2
α˙
)
J(τ1y,−τ2y, τ¯1y¯, −¯τ2y¯;K|x) = 0 . (B.5)
Then
F exp
(
τ3∂1α∂2
α + τ¯3∂¯1α˙∂¯2
α˙
)
J(τ1y,−τ2y, τ¯1y¯,−τ¯2y¯;K|x) = 0
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for any F of the form
F =
1
2
hµ
α˙hµβ˙
(
αy¯β˙ + β1∂¯1β˙ + β2∂¯2β˙
)(
iy¯α˙
∂
∂τ¯3
+ ∂¯1α˙
∂
∂τ¯2
+ ∂¯2α˙
∂
∂τ¯1
)
. (B.6)
In this setup (
DadX + F
)∣∣
H¯
= −
1
2
H¯ α˙β˙
∫ ∫
d3τ¯d3τ (B.7){[
By¯α˙ + Fj ∂¯j α˙
][
(iτ1τ¯1 − iτ2τ¯2)y¯β˙ + (τ¯1 + τ2τ¯3)∂¯1β˙ − (τ¯2 + τ1τ¯3)∂¯2β˙
]
+i
[
A1y¯α˙ +G1j∂¯j α˙
][
(τ1 + τ3τ¯2)y¯β˙ + i(τ3τ¯3 − 1)∂¯1β˙
]
+i
[
A2y¯α˙ +G2j∂¯j α˙
][
(τ2 + τ3τ¯1)y¯β˙ + i(τ3τ¯3 − 1)∂¯2β˙
]
−
(
iy¯α˙△¯3 + ∂¯1α˙△¯2 + ∂¯2α˙△¯1
)(
αy¯β˙ + β1∂¯1β˙ + β2∂¯2β˙
)}
exp
(
τ3∂1α∂2
α + τ¯3∂¯1α˙∂¯2
α˙
)
J(τ1y,−τ2y, τ¯1y¯,−τ¯2y¯;K|x) .
We found two solutions to this problem. The solution I, being technically more
involved, which uses Fierz relations in full generality, is simpler methodologically.
The solution II, which is based on the results of [23], has simpler form but contains a
δ-function of some nonlinear argument that demands a proper definition eventually
leading to the simple expression (4.23).
Solution I
One can make sure that the following coefficients solve the problem: (the factor of
Υ is implicit)
a = −
1
2
{
δ(τ3)
[
(τ¯1 + τ2τ¯3)τ1δ(τ¯2) + (τ¯2 + τ1τ¯3)τ2δ(τ¯1)
]
(B.8)
+δ(τ¯3)
[
(τ1 + τ3τ¯2)τ¯1δ(τ2) + (τ2 + τ3τ¯1)τ¯2δ(τ1)
]}
δ(σ)δ(σ¯) ,
b1 =
i
2
(τ1 + τ3τ¯2)δ(τ2)δ(σ)δ
′(σ¯) , b2 =
i
2
(τ2 + τ3τ¯1)δ(τ1)δ(σ)δ
′(σ¯) ,
b¯1 =
i
2
(τ¯1 + τ¯3τ2)δ(τ¯2)δ
′(σ)δ(σ¯) , b¯2 =
i
2
(τ¯2 + τ¯3τ1)δ(τ¯1)δ
′(σ)δ(σ¯) ,
g12 = (−1 + τ3τ¯3)δ(τ2)δ(τ¯1)δ(σ)δ(σ¯) , g21 = (−1 + τ3τ¯3)δ(τ1)δ(τ¯2)δ(σ)δ(σ¯) ,
g11 =
1
2
(1− τ3τ¯3)
[
δ(τ¯2)δ
′(σ)δ(σ¯) + δ(τ2)δ(σ)δ
′(σ¯)− δ(τ2)δ(τ¯2)δ(σ)δ(σ¯)
]
,
g22 =
1
2
(1− τ3τ¯3)
[
δ(τ¯1)δ
′(σ)δ(σ¯) + δ(τ1)δ(σ)δ
′(σ¯)− δ(τ1)δ(τ¯1)δ(σ)δ(σ¯)
]
,
α =
i
2
[
τ¯1(τ1 + τ3τ¯2)δ(τ2) + τ¯2(τ2 + τ3τ¯1)δ(τ1)
]
δ′(σ)δ(σ¯) , (B.9)
β1 =
1
2
[
τ¯1(τ¯1 − τ¯2)δ(τ1)δ(τ2)δ(σ)δ(σ¯) + (1− τ¯3τ3)τ¯1δ(τ2)δ
′(σ)δ(σ¯)
]
,
β2 =
1
2
[
τ¯2(τ¯2 − τ¯1)δ(τ1)δ(τ2)δ(σ)δ(σ¯) + (1− τ¯3τ3)τ¯2δ(τ1)δ
′(σ)δ(σ¯)
]
,
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α¯ =
i
2
[
τ1(τ¯1 + τ¯3τ2)δ(τ¯2) + τ2(τ¯2 + τ¯3τ1)δ(τ¯1)
]
δ(σ)δ′(σ¯) , (B.10)
β¯1 =
1
2
[
τ1(τ1 − τ2)δ(τ¯1)δ(τ¯2)δ(σ)δ(σ¯) + (1− τ3τ¯3)τ1δ(τ¯2)δ(σ)δ
′(σ¯)
]
,
β¯2 =
1
2
[
τ2(τ2 − τ1)δ(τ¯1)δ(τ¯2)δ(σ)δ(σ¯) + (1− τ3τ¯3)τ2δ(τ¯1)δ(σ)δ
′(σ¯)
]
,
where
σ = 1−
3∑
i=1
τi , σ¯ = 1−
3∑
i=1
τ¯i . (B.11)
The resulting local vertex is
Gloc|H¯ = −
1
2
H¯ α˙α˙
∫ ∫
d3τ¯d3τ glocα˙α˙ exp
(
τ3∂1α∂2
α+τ¯3∂¯1α˙∂¯2
α˙
)
J(τ1y,−τ2y, τ¯1y¯,−τ¯2y¯;K|x)
with
glocα˙α˙ =
1
2
δ(τ3)
(
δ(τ1) + δ(τ2)
)
δ(σ)δ′(σ¯)∂¯1α˙∂¯2α˙ +
1
2
δ(τ3)
(
δ(τ¯1) + δ(τ¯2)
)
δ′(σ)δ(σ¯)∂¯1α˙∂¯2α˙ (B.12)
−
1
2
δ(τ3)δ(σ)δ(σ¯)
(
δ(τ¯2)∂¯1α˙ + δ(τ¯1)∂¯2α˙
)(
δ(τ1)∂¯1α˙ + δ(τ2)∂¯2α˙
)
+
i
2
δ(τ3)τ2
(
δ(τ1)δ(σ)δ
′(σ¯) + δ(τ¯2)δ
′(σ)δ(σ¯)
)
y¯α˙∂¯1α˙
−
i
2
δ(τ¯3)
[
τ¯1(τ¯1 − τ¯2)δ(τ1)δ(τ2)δ(σ)δ(σ¯) + τ¯1δ(τ2)δ
′(σ)δ(σ¯)
]
y¯α˙∂¯1α˙
+δ(τ¯3)
{1
2
[
τ¯1(τ1 + τ3τ¯2)δ(τ2)θ(τ1) + τ¯2(τ2 + τ3τ¯1)δ(τ1)θ(τ2)
]
δ′(σ)δ(σ¯)
}
y¯α˙y¯α˙
−δ(τ3)
1
2
τ2τ1
(
δ(τ2)θ(τ1) + δ(τ1)θ(τ2)
)
δ(σ)δ′(σ¯)y¯α˙y¯α˙
+
i
2
δ(τ3)τ1
(
δ(τ2)δ(σ)δ
′(σ¯) + δ(τ¯1)δ
′(σ)δ(σ¯)
)
y¯α˙∂¯2α˙
−
i
2
δ(τ¯3)
[
τ¯2(τ¯2 − τ¯1)δ(τ2)δ(τ1)δ(σ)δ(σ¯) + τ¯2δ(τ1)δ
′(σ)δ(σ¯)
]
y¯α˙∂¯2α˙ .
The complex conjugated case is analogous. This solution is less useful than Solution
II obtained using another Ansatz.
Solution II
Setting a = bi = b¯i = 0 in (B.2) as well as α = βi = β¯i = 0 in (B.6), and considering
gi j proportional to δ(τ1τ¯1 − τ2τ¯2) one can make sure that
g11 =
{
τ¯1(τ¯2 + τ1τ¯3)δ(σ)δ
′(σ¯) + τ1(τ2 + τ3τ¯1)δ
′(σ)δ(σ¯)− τ1τ¯1δ(σ)δ(σ¯)
}
δ(Z)Υ ,(B.13)
g21 = −
{
τ¯1(τ¯1 + τ2τ¯3)δ(σ)δ
′(σ¯) + τ2(τ2 + τ3τ¯1)δ
′(σ)δ(σ¯)− τ2τ¯1δ(σ)δ(σ¯)
}
δ(Z)Υ ,(B.14)
g22 =
{
τ¯2(τ¯1 + τ2τ¯3)δ(σ)δ
′(σ¯) + τ2(τ1 + τ3τ¯2)δ
′(σ)δ(σ¯)− τ2τ¯2δ(σ)δ(σ¯)
}
δ(Z)Υ ,(B.15)
g12 = −
{
τ¯2(τ¯2 + τ1τ¯3)δ(σ)δ
′(σ¯) + τ1(τ1 + τ3τ¯2)δ
′(σ)δ(σ¯)− τ1τ¯2δ(σ)δ(σ¯)
}
δ(Z)Υ ,(B.16)
Z = τ1τ¯1 − τ2τ¯2 , (B.17)
36
substituted into X(J) (B.1) solve equation (B.3).
Because of the factor of δ(Z), DadX(J) contains distributions like δ(τi)θ(τi) that
may be ill defined at τi = 0. One can see, however, that by the substitution
τ1 → (1− τ3)τ1 , τ2 → (1− τ3)τ2 , τ¯1 → (1− τ¯3)τ2 , τ¯2 → (1− τ¯3)τ1 ,
(B.18)
expression (B.1) acquires a nice form (4.23) which can be independently checked to
solve the problem.
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