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Access Structures Determined
by Uniform Polymatroids
Renata Kawa and Mieczyslaw Kula
Abstract
A secret sharing scheme is a method of sharing a secret key among a finite set of participants in such a way that only certain
specified subsets of participants can compute the key. The access structure of a secret sharing scheme is the family of these
subsets of participants which are able to recover the secret. In this paper a new concept of study of ideal access structures is
proposed. Unlike the approach used by other authors, we do not consider new classes of access structures defined by imposing
certain prescribed assumptions, but we investigate all access structures obtained from uniform polymatroids using the method
developed by Farra`s, Martı´-Farre´ and Padro´ (cf. Remark II.5 below). They are known to satisfy necessary condition to be ideal, so
it is enough to investigate their properties, especially the ones which are useful for applications. Here we are especially interested
in hierarchy of participants determined by the access structure and we distinguish two main classes: they are compartmented and
hierarchical access structures.
Index Terms
secret sharing, multipartite access structure, partially hierarchical access structure, uniform polymatroid.
I. INTRODUCTION
A secret sharing scheme is a method of sharing a secret piece of data among a finite set of participants in such a way that
only certain specified subsets of participants can compute the secret data. Secret sharing was originally introduced by Blakley
[2] and Shamir [14] independently in 1979 as a solution for safeguarding cryptographic keys, but nowadays it is used in many
cryptographic protocols.
Let P be a finite set of participants and let p0 /∈ P be a special participant called the dealer. Given a secret, the dealer
computes the shares and distributes them secretly to the participants, so that no participant knows the share given to another on
It is required that only certain authorized subsets of P can recover the secret by pooling their shares together. It is easily seen
that the family Γ of all authorized sets, called an access structure, is monotone increasing, which means that any superset of
an authorized subset is also authorized. To avoid abnormal situations, we assume that ∅ /∈ Γ and P ∈ Γ. If every unauthorized
set of participants cannot reveal any information about the secret, regardless of the computational power available, then the
secret sharing scheme is said to be perfect. Such a scheme can be considered as unconditionally secure.
Ito, Saito, Nishizeki [9] and Benaloh, Leichter [1] independently proved, in a constructive way, that every monotone increasing
family of subsets of P admits a perfect secret sharing scheme. Therefore, every monotone increasing family of subsets of P
is referred to as an access structure. Obviously, every access structure is uniquely determined by the family of its minimal
sets. An access structure is said to be connected if every participant in P is a member of a certain minimal authorized set.
If an access structure is not connected, then every participant which does not belong to any minimal authorized set is called
redundant because its share is never necessary to recover the secret.
Given a secret sharing scheme, let S0 be the set of all possible secrets and let Sp be the set of all possible values of shares
that can be assigned to the participant p for every p ∈ P . One can show that for every perfect secret sharing scheme the size
of S0 is not greater than the size of Sp for all p ∈ P . A perfect secret sharing scheme is called ideal if |S0| = |Sp| for all
p ∈ P . In other words, the length in bits of every share is the same as the length of the secret. Shamir’s threshold schemes
[14] are the best known examples of ideal secret sharing schemes. The secret sharing schemes constructed for a given access
structure in [9] and [1] are very far from being ideal because the length of the shares grows exponentially with the number of
participants. An access structure is said to be ideal, if it is the access structure of an ideal secret sharing scheme.
The characterization of ideal access structures is one of the main open problems in the secret sharing theory. This problem
seems to be extremely difficult and only some particular results are known. In many papers the authors consider some specific
classes of access structures with prescribed properties and try to check whether these structures are ideal.
A concise review of the results contained in the literature can be found in the papers [6] - [8]. Applying polymatroids to
the characterization of access structures as matroid ports given in [6] (cf. Theorem II.4 below) opens a new line of study.
Given a specific class of polymatroids, one can take all access structures determined by these polymatroids and investigate
their properties. This approach ensures that the objects under consideration satisfy necessary condition to be ideal, i.e. they
are matroid ports (cf. Theorem II.1 below). In some cases the necessary condition is also sufficient (cf. [7], [12]).
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2The relations between access structures and matroids discovered by Brickell [3] and Brickell and Davenport [4] are recalled
here in Theorem II.1 and Theorem II.2. An access structure is said to be multipartite if the set of participants is divided
into several blocks which are pairwise disjoint and participants in individual blocks are equivalent (precise definition can be
found in subsection II-A). The study of multipartite access structures leads to integer polymatroids, which appear to be a
very powerful tool to describe the structures in a compact way, by using a few conditions that are independent of the total
number of participants. A short introduction to matroids and polymatroids and their relation to access structures are presented
in Subsection II-B. It follows from Theorem II.4 by Farra`s, Martı´-Farre´ and Padro´ [6] that every polymatroid with the ground
set J and a monotone increasing family of subsets of J which is compatible with the polymatroid determine a unique access
structure which is a matroid port. The details are described in Definition II.6. In Subsection II-C some relations between
uniform polymatroids Z = (J, h, g) and monotone increasing families ∆ ⊆ P(J) \ {∅} are presented. We prove several
technical properties which are useful in the next sections.
In this paper, we focus on the classification of multipartite access structures Γ = Γ(Π,Z,∆) determined by uniform
polymatroids Z and monotone increasing families ∆ in a set of participants divided into a partition Π. In every case we
examine hierarchical order induced by the obtained access structure among the participants. In the third section we present
several conditions that polymatroid Z and monotone increasing family ∆ must meet when the structure Γ = Γ(Π,Z,∆) is
(weakly) hierarchical. It turns out that the existence of hierarchically comparable blocks imposes strong restrictions on the
increment sequence g of the polymatroid.
At the beginning of the fourth section those conditions are used to prove Theorems IV.2 and IV.3 which shows that most
of access structures obtained from uniform polymatroids are compartmented. Then the exact hierarchy in some special access
structures is examined in Theorems IV.6 and IV.8 - IV.11. Moreover, we prove in Theorem IV.13 that the maximal length of
chains in such hierarchical access structures is equal to 1. This fact seems quite surprising, because it does not appear in other
cases. For other polymatroids one can construct hierarchical access structures with chains of arbitrary length. For instance,
such constructions can be found in [7], [8], [16], [11] and others. The obtained results are illustrated by examples of structures
with four blocks (cf. Table II). Additionally, in Remark IV.10 and IV.12 it is shown that some access structures constructed
here are ideal.
Throughout the paper we use the following notations. The family of all subsets of a set X is denoted by P(X) (the power
set). Similarly Pk(X) denotes the collection of all of k-element subsets of X . Let N0 and N denote the set of all non-negative
integers and positive integers, respectively. Let J be a finite set. For two vectors u¯ = (ux)x∈J , v¯ = (vx)x∈J ∈ NJ0 we write
u¯ ≤ v¯ if ux ≤ vx for all x ∈ J . Moreover, u¯ < v¯ denotes u¯ ≤ v¯ and u¯ 6= v¯. Given a vector v¯ = (vx)x∈J , we define the
support supp(v¯) = {x ∈ J : vx 6= 0} and the modulus |v¯| =
∑
x∈J vx. Furthermore, we write v¯X = (v
′
x)x∈J , where X ⊆ J
and
v′x =
{
vx if x ∈ X,
0 if x /∈ X.
In particular v¯∅ = (0)x∈J . Let us observe that |v¯| = |v¯X | is equivalent to supp(v¯) ⊆ X . For every z ∈ J , we define the vector
e¯(z) ∈ NJ0 such that e¯
(z) = (e
(z)
x )x∈J with e
(z)
z = 1 and e
(z)
x = 0 for all x 6= z.
II. PRELIMINARIES
The aim of this section is to provide the necessary definitions and results regarding multipartite access structures and
polymatroids.
A. Multipartite access structures
Let Γ be an access structure on a set of participants P . A participant p ∈ P is said to be hierarchically superior or equivalent
to a participant q ∈ P (written q 4 p), if A ∪ {p} ∈ Γ for all subsets A ⊆ P \ {p, q} with A ∪ {q} ∈ Γ. If p 4 q and q 4 p,
then the participants p, q are called hierarchically equivalent. Participants p, q ∈ P are said to be hierarchically independent if
neither p is hierarchically superior or equivalent to q nor q is hierarchically superior or equivalent to p.
By a partition (Π-partition) of the set of participants P we mean a family Π = (Px)x∈J of pairwise disjoint and nonempty
subsets of P , called blocks such that P =
⋃
x∈J Px. An access structure Γ is said to be multipartite (Π-partite) if all participants
in every block Px are pairwise hierarchically equivalent. Thus we are allowed to define a hierarchy in Π. Namely, Px is said
to be hierarchically superior or equivalent to Py (written Py 4 Px) if there are p ∈ Py and q ∈ Px such that p 4 q. In other
words it can be said that Py is hierarchically inferior or equivalent to Px. By transitivity we have p 4 q for all p ∈ Py and
q ∈ Px whenever Py 4 Px. The relation 4 both in P and in Π is reflexive and transitive but not antisymmetric in general,
so it is a preorder. Moreover, this preorder is determined by the access structure Γ, so it should be denoted by 4Γ. However,
to simplify notation we write 4 if it does not lead to ambiguity. Similarly, blocks Px and Py are said to be hierarchically
independent if there are q ∈ Px and p ∈ Py such that p and q are hierarchically independent. On the other hand, if Px 4 Py
or Py 4 Px, then the blocks Px and Py are called hierarchically comparable. Moreover, if Px 4 Py and Py 4 Px, then the
3blocks Px and Py are called hierarchically equivalent. If Px 4 Py and the blocks are not hierarchically equivalent, then we
write Px ≺ Py .
Let us recall that a participant which does not belong to any minimal authorized set is called redundant. It is easy to see that
every participant is hierarchically superior or equivalent to any redundant participant. In particular, all redundant participants
are hierarchically equivalent. A block of participants which contains a redundant participant will be also called redundant.
A Π-partite access structure is said to be compartmented if every pair of blocks in Π is hierarchically independent. Otherwise
the access structure is referred to as weakly hierarchical. If an access structure is weakly hierarchical and no pair of blocks in Π
is hierarchically equivalent, then the access structure will be called hierarchical. A hierarchical access structure such that every
pair of blocks is hierarchically comparable is referred to as totally hierarchical. A complete characterization of ideal totally
hierarchical access structure was presented by Farra`s and Padro´ [7]. It is worth pointing out that the phrase ”compartmented
access structure” used here is very general and covers several notions with the same name appearing in the literature.
Given a partition Π = (Px)x∈J of P and a subset A ⊆ P we define the vector pi(A) = (vx)x∈J , where vx = |A∩Px|. If Γ is
a Π-partite access structure, then all participants in every subset Px are pairwise hierarchically equivalent, so if A ∈ Γ, B ⊆ P
and pi(A) = pi(B), then B ∈ Γ. We put pi(Γ) = {pi(A) ∈ NJ0 : A ∈ Γ} and
pi(P(P )) = {pi(A) ∈ NJ0 : A ⊆ P} = {v¯ ∈ N
J
0 : v¯ ≤ pi(P )}.
Obviously, if A ⊆ B ⊆ P , then pi(A) ≤ pi(B). Moreover, if u¯ ∈ pi(Γ) and u¯ ≤ v¯ ≤ pi(P ), then v¯ ∈ pi(Γ). Indeed, there is
A ∈ Γ such that u¯ = pi(A). The set A can be extended to a set B ⊆ P such that v¯ = pi(B). Hence B ∈ Γ and consequently
v¯ ∈ pi(Γ). This shows that pi(Γ) ⊆ pi(P(P )) is a set of vectors monotone increasing with respect to ≤. On the other hand,
every monotone increasing set Γ′ ⊆ pi(P(P )) determines the Π-partite access structure Γ = {A ⊆ P : pi(A) ∈ Γ′}. This
shows that there is a one-to-one correspondence between the family of Π-partite access structures defined on P and the family
of monotone increasing subsets of pi(P(P )). Therefore we use the same notation Γ for both the access structure and its vector
representation.
The hierarchy among blocks in Π can be characterized in vector terms as follows: Py 4 Px if and only if
v¯ − e¯(y) + e¯(x) ∈ Γ for all v¯ ∈ Γ with vy ≥ 1 and vx < |Px|. (1)
To show that Py 4 Px it is enough to check if the above condition is satisfied for all vectors v ∈ minΓ. A block Px in Π is
redundant if and only if vx = 0 for every v¯ ∈ minΓ.
B. Polymatroids and access structures
Let J be a nonempty finite set and let P(J) denote the power set of J . A polymatroid Z is a pair (J, h) where h is a
mapping h : P(J) −→ R satisfying
1) h(∅) = 0;
2) h is monotone increasing: if X ⊆ Y ⊆ J , then h(X) ≤ h(Y );
3) h is submodular: if X,Y ⊆ J , then h(X ∩ Y ) + h(X ∪ Y ) ≤ h(X) + h(Y ).
The mapping h is called the rank function of a polymatroid. If all values of the rank function are integer, then the polymatroid
is called integer. An integer polymatroid (J, h) such that h(X) ≤ |X | for all X ⊆ J is called a matroid. All polymatroids
considered in this paper are assumed to be integer, so we will omit the term ”integer” when dealing with integer polymatroid.
Let Z = (J, h) be a polymatroid and let x ∈ J such that h({x}) = 1. The set {X ∈ P(J \ {x}) : h(X ∪ {x}) = h(X)}
is called a polymatroid port or more precisely, the port of polymatroid Z at the point x. One can show that every polymatroid
port is a monotone increasing family of some subsets of J \ {x}, which does not contain ∅.
The following examples of polymatroids play a special role in studying ideal access structures. Let V be a vector space
of finite dimension and let V = (Vx)x∈J be a family of subspaces of V . One can show that the mapping h : P(J) −→ N0
defined by h(X) = dim(
∑
x∈X Vx) for X ∈ P(J) is the rank function of the polymatroid Z = (J, h). The polymatroids
that can be defined in this way are said to be representable. If dimVx ≤ 1 for all x ∈ J , then we obtain a matroid which is
called representable as well. The family V is referred to as a vector space representation of the polymatroid (matroid). Let
B = (Bi)i∈J be a family of finite sets. One can show that the mapping h : P(J) −→ N0 defined by h(X) = |
⋃
i∈X Bi| for
X ∈ P(J) is the rank function of the integer polymatroid Z = (J, h). Every polymatroid that can be defined in this way is
said to be Boolean and the family B is called the Boolean representation of the polymatroid. Boolean polymatroids are known
to be representable.
The connection between matroids and ideal access structures was discovered by Brickell and Davenport [4]. They proved
that if Γ ⊆ P(P ) is the access structure of an ideal secret sharing scheme on a set of participants P with a dealer p0 /∈ P ,
then there is a matroid S with the ground set P ∪ {p0} such that Γ is the port of S at the point p0. This result can be stated
as follows.
Theorem II.1 (E.F. Brickell, D.M. Davenport [4]). Every ideal access structure is a matroid port.
4The converse is not true. For example, the ports of the Vamos matroid are not ideal access structures (cf. [13]). The following
result is obtained as a consequence of the linear construction of ideal secret sharing schemes due to Brickell [3].
Theorem II.2 (E.F. Brickell [3]). Every port of a representable matroid is an ideal access structure.
Let Z = (J, h) be a polymatroid. For J ′ = J∪{x0} with a certain x0 /∈ J and a monotone increasing family ∆ ⊆ P(J)\{∅}
we define the function h′ : P(J ′) −→ N0 by h
′(X) = h(X) for all X ∈ P(J) and
h′(X ∪ {x0}) =
{
h(X) if X ∈ ∆,
h(X) + 1 if X ∈ P(J) \∆.
If h′ is monotone increasing and submodular, then ∆ is said to be compatible with Z and Z ′ = (J ′, h′) is a polymatroid
which is called the simple extension of Z induced by ∆. It is easy to see that h′(x0) = 1 and ∆ is the polymatroid port of Z ′
at the point x0. The next result, which is a consequence of [5, Proposition 2.3] is very useful in the investigation of access
structures induced by polymatroids.
Lemma II.3 ( [5] L. Csirmaz). A monotone increasing family ∆ ⊆ P(J) \ {∅} is compatible with an integer polymatroid
Z = (J, h) if and only if the following conditions are satisfied:
(1) If Y ⊆ X ⊆ J and Y /∈ ∆ while X ∈ ∆, then h(Y ) < h(X).
(2) If X,Y ∈ ∆ and X ∩ Y /∈ ∆, then h(X ∩ Y ) + h(X ∪ Y ) < h(X) + h(Y ).
The following notation will be used very often throughout the paper. Let Z = (J, h) be a polymatroid and let X ⊆ J . We
define the following set
B(Z, X) = {v¯ ∈ NJ0 : supp(v¯) ⊆ X, |v¯| = h(X), ∀Y⊆X |v¯Y | ≤ h(Y )}. (2)
It is easy to see that
if Y ⊆ X ⊆ J and h(Y ) = h(X), then B(Z, Y ) ⊆ B(Z, X). (3)
On the other hand, B(Z, Y ) ∩ B(Z, X) = ∅ whenever h(Y ) 6= h(X).
Now, we recall an important theorem of Farra`s, Martı´-Farre´ and Padro´ [6] that characterizes those multipartite access
structures that are matroid ports.
Theorem II.4. [6, Theorem 5.3] Let Π = (Px)x∈J be a partition of a set P and let Γ be a connected Π-partite access
structure on P . Consider ∆ = supp(Γ). Then Γ is a matroid port if and only if there exists an integer polymatroid Z = (J, h)
with h({x}) ≤ |Px| for every x ∈ J such that ∆ is compatible with Z and minpi(Γ) = min
⋃
X∈∆ B(Z, X).
Remark II.5. Let Π = (Px)x∈J be a partition of a set P . Let ∆ ⊆ P(J) \ {∅} be a monotone increasing family compatible
with a polymatroid Z = (J, h) such that h({x}) ≤ |Px| for all x ∈ J . Farra`s, Martı´-Farre´, Padro´ [6] proved that if the
simple extension of Z determined by ∆ is a representable polymatroid, then the multipartite access structure Γ such that
minΓ = min
⋃
X∈∆ B(Z, X) is ideal. This result generalizes the result of Brickell [3].
Definition II.6. Theorem II.4 can be used as a simple tool for constructing multipartite access structures which are matroids
ports. For a given partition Π = (Px)x∈J it is enough to take a polymatroid Z = (J, h) with h({x}) ≤ |Px| for every
x ∈ J , a monotone increasing family ∆ ⊆ P(J) \ {∅} which is compatible with Z and construct the smallest monotone
increasing family Γ′ ⊆ pi(P(P )) which contains min
⋃
X∈∆ B(Z, X). In other words, Γ
′ is the only monotone increasing
family contained in pi(P(P )) such that minΓ′ ⊆
⋃
X∈∆ B(Z, X) ⊆ Γ
′. Obviously, Γ = {A ⊆ P : pi(A) ∈ Γ′} ⊆ P(P ) is
the access structure in the set of participants induced by its vector representation Γ′. Both Γ and Γ′ will be called the Π-partite
access structure determined by a polymatroid Z and a monotone increasing family ∆ and will be denoted by Γ(Π,Z,∆).
According to Theorem II.4 the access structure obtained in this way satisfies necessary condition to be ideal. The results of
[6] mentioned in Remark II.5 provides a sufficient condition for Γ(Π,Z,∆) to be ideal.
Remark II.7. Assume that h({x}) = 0 for a certain x ∈ J . Suppose v¯ is a minimal vector in Γ(Π,Z,∆), then there is X ∈ ∆
such that v¯ ∈ B(Z, X). By definition, vy ≤ h({y}) for all y ∈ J . In particular vx ≤ h({x}) = 0, i.e. no participant from Px
belongs to X . This shows that if h({x}) = 0, then all participants in Px are redundant, so every access structure induced by
Z is not connected. Therefore, from now on we assume that h({x}) > 0 for all x ∈ J .
C. Uniform polymatroids
We begin this subsection with the definition of uniform polymatroids which play a major role in this paper. To shorten
notation we set Im = {0, 1, . . . ,m}.
Definition II.8. An integer polymatroid Z = (J, h) is called uniform if
|X | = |Y | =⇒ h(X) = h(Y ) for all X,Y ⊆ J.
5Let m := |J |. We define hi = h(X) for every i = 0, 1, . . . ,m with X ⊆ J , |X | = i. It is obvious, that the sequence
(hi)i∈Im determines the rank function of the polymatroid. For this sequence we define the increment sequence g = (gi)i∈Im
by gi = hi+1 − hi for i = 0, . . . ,m − 1 and additionally gm = 0. It is easy to see that g is nonincreasing sequence of
non-negative integers.
On the other hand, if g = (gi)i∈Im , is a nonincreasing sequence of nonnegative integers with gm = 0, then we can define
the sequence (hj)j∈Im by the formula
hj =
j−1∑
i=0
gi for all j = 1, . . . ,m and h0 = 0. (4)
Given a finite set J with |J | = m > 0, the numbers hj define a rank function h : P(J)→ N0 of a uniform polymatroid (J, h)
by putting h(X) = h|X| for X ⊆ J . It is not difficult to notice that
hk − hj =
k−1∑
i=j
gi for all j, k ∈ Im, j < k. (5)
Notice also that g0 = 0⇐⇒ h1 = · · · = hm = 0 and g1 = 0⇐⇒ h1 = · · · = hm = g0. Hence, according to the assumption
that we consider only polymatroids such that their range functions do not have all values equal to 0, from now on we assume
that for all sequences g and for all uniform polymatroids Z we have g0 6= 0 or equivalently h1 6= 0. To avoid repetition in
the further part of the paper, a uniform polymatroid will be denoted by Z = (J, h, g) where g = (gi)i∈Im , g0 > gm = 0 is
a nonincreasing sequence of nonnegative integers and h : P(J) → N0 is the rank function such that h(X) = hk =
∑k−1
i=0 gi
for every X ∈ P(X) with k = |X |.
In order to continue our studies, we need to prove several technical lemmas. Let us recall that B(Z, X) is defined by
Equation (2).
Lemma II.9. Let Z = (J, h, g) be a uniform polymatroid. Assume that X ⊆ J , 1 ≤ k = |X | and w¯ ∈ B(Z, X). Then:
(1) For every x ∈ X we have wx ≥ gk−1.
(2) If wx = gk−1 for some x ∈ X , then w¯ − wxe¯(x) ∈ B(Z, X \ {x}).
Proof. (1) Let us notice that |w¯X | = h(X) = hk and |w¯X\{x}| ≤ h(X \ {x}) = hk−1, hence
wx = |w¯X | − |w¯X\{x}| ≥ hk − hk−1 = gk−1.
(2) If we set v¯ := w¯ − wxe¯(x), then we have supp(v¯) ⊆ X \ {x} and
|v¯| = hk − gk−1 = hk−1 = h(X \ {x}).
Lemma II.10. Let Z = (J, h, g) be a uniform polymatroid. Let x, y ∈ X ⊆ J, x 6= y and w¯ ∈ B(Z, X) such that
wx = g0, wy 6= 0. If v¯ ∈ B(Z, supp(v¯)) and v¯ ≤ w¯ − e¯(y) + e¯(x), then y /∈ supp(v¯).
Proof. Let w¯′ := w¯ − e¯(y) + e¯(x) and Y := supp(v¯). It is clear that v¯ ∈ B(Z, Y ) implies vx ≤ h1 = g0 and |v¯| = h(Y ).
Moreover, Y ⊆ X and |w¯Y | ≤ h(Y ). Suppose that y ∈ Y . If x ∈ Y , then we have
h(Y ) = |v¯| ≤ wx + (wy − 1) + |w¯
′
Y \{x,y}| = |w¯Y | − 1 ≤ h(Y )− 1,
a contradiction.
Similarly, if x /∈ Y , then we have
h(Y ) = |v¯| ≤ (wy − 1) + |w¯
′
Y \{y}| = |w¯Y | − 1 ≤ h(Y )− 1,
a contradiction. This completes the proof.
Lemma II.11. Let Z = (J, h, g) be a uniform polymatroid. Let y ∈ X ⊆ J and x ∈ J \ X and w¯ ∈ B(Z, X) such that
wy = g0. If k := |X |, gk > 0 and v¯ ∈ B(Z, supp(v¯)) such that v¯ ≤ w¯ − e¯(y) + e¯(x), then y /∈ supp(v¯). Moreover, if g0 > 1,
then x, y /∈ supp(v¯), i.e. supp(v¯) ⊆ X \ {y}.
Proof. Let w¯′ := w¯− e¯(y)+ e¯(x). Clearly, supp(v¯) ⊆ supp(w¯′) ⊆ X ∪ {x}. Let Y := X ∩ supp(v¯) and let l := |Y |. Suppose
that y ∈ supp(v¯). If x ∈ supp(v¯), then supp(v¯) = Y ∪ {x} and we have l ≤ k and
hl+1 = |v¯| ≤ |w¯
′
Y \{y}|+ 1 + (g0 − 1) = |w¯Y \{y}|+ g0 = |w¯Y | ≤ hl.
Hence 0 < gk ≤ gl = hl+1 − hl ≤ 0, a contradiction.
6If x /∈ supp(v¯), then supp(v¯) = Y and we have
hl = |v¯| ≤ |w¯
′
Y \{y}|+ (g0 − 1) = |w¯Y \{y}|+ g0 − 1 = |w¯Y | − 1 = hl − 1,
a contradiction. Thus we have proved that supp(v¯) ⊆ (Y \ {y}) ∪ {x}.
Now we assume g0 > 1, and suppose supp(v¯) = (Y \ {y}) ∪ {x}.
hl = |v¯| ≤ |w¯
′
Y \{y}|+ 1 = |w¯Y \{y}|+ 1 = |w¯Y \{y}|+ g0 − (g0 − 1) = |w¯Y | − (g0 − 1) < hl,
as g0 − 1 > 0, a contradiction. This shows supp(v¯) = Y \ {y} ⊆ X \ {y} which completes the proof.
Lemma II.12. Let Z = (J, h, g) be a uniform polymatroid and let x, y ∈ X ⊆ J , x 6= y, as well as w¯ ∈ B(Z, X). If wy > 0,
then w¯′ := w¯− e¯(y)+ e¯(x) ∈ B(Z, X) or there exists a set Y ⊆ X \ {y}, x ∈ Y , such that v¯ := w¯Y ∈ B(Z, Y ). Furthermore
v¯ ≤ w¯ and v¯ ≤ w¯′.
Proof. Note that supp(w¯′) ⊆ X and |w¯′X | = |w¯X | = h(X) = h|X|. Let us consider the case w¯
′ /∈ B(Z, X), that is, there is
a set Y ⊆ X that |w¯′Y | ≥ h(Y )+ 1. Let us choose a minimum set Y for this property. It is easy to see that x ∈ Y and y /∈ Y .
Setting the notation l := |Y |, we get
hl + 1 ≤ |w¯
′
Y | = (wx + 1) + |w¯Y \{x}| = |w¯Y |+ 1 ≤ hl + 1,
and consequently |w¯Y | = hl. Thus, for v¯ := w¯Y we have v¯ ∈ B(Z, Y ). It is clear that v¯ ≤ w¯ and v¯ ≤ w¯′, which completes
the proof.
Now we introduce a notion of a vertex vector. Let J be a finite set and m := |J | and let g = (gi)i∈Im be the increment
sequence of a uniform polymatroid Z = (J, h, g). Given X ⊆ J and a bijection σ : X → {0, 1, . . . , k − 1} where k = |X |,
we define the vector w¯ = (wx)x∈J by
w¯ =
∑
x∈X
gσ(x)e¯
(x)
which is referred to as a vertex vector with basic set X . Notice that in general we have supp(w¯) ⊆ X , but supp(w¯) = X
whenever gk−1 > 0. Vertex vectors are the vertices of the convex polytope
T = {w¯ ∈ NJ0 : |w¯X | ≤ h(X) for every X ⊆ J}
determined by a polymatroid (J, h).
Lemma II.13. Let Z = (J, h, g) be a uniform polymatroid. Then for every vertex vector w¯ we have w¯ ∈ B(Z, supp(w¯)).
Proof. Let w¯ be any vertex vector and k := |supp(w¯)|. Let us take a subset Y ⊆ supp(w¯) and set l := |Y | ≤ k. The sequence
g being nonincreasing implies
|w¯Y | =
∑
x∈Y
wx =
∑
x∈Y
gσ(x) ≤
l−1∑
i=0
gi = hl = h(Y ).
Here we use the fact that the sum of l arbitrary elements of a nonincreasing sequence does not exceed the sum of the
l initial entries of the sequence. In particular, if we get |w¯supp(w¯)| =
∑k−1
i=0 gi = hk = h(supp(w¯)), which shows that
w¯ ∈ B(Z, supp(w¯)).
Remark II.14. Notice that if Z is a uniform polymatroid, then the set B(Z, X) is always nonempty since it contains vertex
vectors with basic set X . In extreme cases when X = ∅ or the range function of the polymatroid has all values equal to 0,
the family B(Z, X) contains only the zero vector. Moreover, it is easy to check that if w¯ ∈ B(Z, X) for some X ⊆ J , then
w¯ ∈ B(Z, supp(w¯)).
Deciding if a monotone increasing family is compatible with given a polymatroid is not easy task. The Csirmaz Lemma
seems to be the most general tool for solving this problem. For example, it is easy to check, that if the increment sequence
of a polymatroid with ground set J is strictly decreasing, then every proper monotone increasing family of subsets of J is
compatible with the polymatroid. At the end of this section we present several facts related to the compatibility of monotone
increasing families and polymatroids.
Lemma II.15. Let Z = (J, h, g) be a uniform polymatroid and let a monotone increasing family ∆ ⊆ P(J)\{∅} be compatible
with Z .
(1) If gk = 0 for some 1 ≤ k ≤ |J |, then all subsets of the set J with at least k elements belong to ∆.
(2) If ∆ contains a minimal set with k elements, then gk−1 > 0.
7Proof. (1) By assumption we have gi = 0 for all i = k, . . . ,m. Let us consider X ⊆ J , l := |X | ≥ k. Then we have
h(J)− h(X) = h|J| − h|X| =
m−1∑
i=l
gi = 0.
This implies h(X) = h(J) and by the Csirmaz Lemma we get X ∈ ∆.
(2) Assume that X ⊆ J is a minimal set in ∆, |X | = k. Then for every Y ⊆ X with |Y | = k − 1 we have Y /∈ ∆, so by
the Csirmaz Lemma h|Y | < h|X|. Hence
gk−1 = hk − hk−1 = h|X| − h|Y | > 0.
Lemma II.16. Let Z = (J, h, g) be a uniform polymatroid such that gm−1 > 0. If ∆ ⊆ P(J) \ {∅} is a monotone increasing
family such that min∆ = {X} for some ∅ 6= X ⊆ J , then ∆ is compatible with Z .
Proof. We shall show that the conditions of the Csirmaz Lemma are met. Let us notice that hi − hi−1 = gi−1 > 0 for all
i = 1, . . . ,m, so the sequence h0, h1, . . . , hm is strictly increasing. Let us take such sets Y ⊆ W ⊆ J , that Y /∈ ∆ and
W ∈ ∆. Of course, |Y | < |W |, so we have h(V ) < h(W ), thus the condition (1) is satisfied.
Now let us consider W,Y ∈ ∆. Then X ⊆ W and X ⊆ Y since min∆ = {X}, so W ∩ Y ∈ ∆. This shows that the
second condition of the Csirmaz Lemma is satisfied.
Let us recall a result of Farra`s, Padro´, Xing and Yang, which can be restated as follows.
Lemma II.17 ( [8], Lemma 6.1). For a positive integer k ∈ Im, the monotone increasing family ∆ such that min∆ = Pk(J)
is compatible with a uniform polymatroid Z = (J, h, g) if and only if gk−1 > gk.
Further results concerned with compatibility can be found in Section IV.
III. ACCESS STRUCTURES DETERMINED BY UNIFORM POLYMATROIDS
This section is devoted to the study of those uniform polymatroids that determine weakly hierarchical access structures.From
now on we make the assumption that J is a finite set with m := |J | ≥ 2. A partition of a set of participants is denoted by
Π = (Px)x∈J . A uniform polymatroid is a triplet Z = (J, h, g) where h : P(J) −→ N0 is the rank function and g = (gi)i∈Im
is the increment sequence of the polymatroid. Recall the sequence g is nonincreasing and gm = 0. Moreover, we assume
0 < g0 < |Px| for all x ∈ J . Next we consider a monotone increasing family ∆ ⊆ P(J) \ {∅} that is compatible with
Z . Finally, Γ(Π,Z,∆) is the access strcture determined by Π, Z, ∆ as defined in Definition II.6. The relation 4 is the
hierarchical preorder induced by Γ in Π. We define for further use the following notations η(g) = min{i ∈ Im : gi = 0}
and µ(∆) = min{|X | : X ∈ ∆}. The above settings ensure that η(g) ≥ 1 and µ(∆) ≥ 1.
Example III.1. Let us consider a uniform polymatroid Z = (J, h, g) such that η(g) = 1, i.e. g0 > g1 = 0 and a monotone
increasing family ∆ of subsets of J compatible with Z . Applying Lemma II.15 (1) yields ∆ = P(J) \ {∅}. According to
Equation (4) we have h(X) = g0 for all non empty subsets X of J . Hence B(Z, X) ⊆ B(Z, J) for every ∅ 6= X ⊆ J (cf.
Equation (3)) and consequently
⋃
X∈∆ B(Z, X) = B(Z, J). Let Γ = Γ(Π,Z,∆). This implies that w¯ ∈ minΓ if and only if
|w¯| = g0 or equivalently w¯ ∈ Γ if and only if |w¯| ≥ g0. This shows that the threshold access structure is the only type of access
structures determined by uniform polymatroids with η(g) = 1. In particular all blocks (and participants) are hierarchically
equivalent.
Let us collect several simple observations, which are very helpful in many proofs.
Lemma III.2. For Γ = Γ(Π,Z,∆) we have
(1) B(Z, X) ⊆ Γ for all X ∈ ∆.
(2) supp(Γ) = ∆.
(3) If w¯ ∈ minΓ, then w¯ ∈ B(Z, supp(w¯)) and supp(w¯) ∈ ∆.
(4) If w¯ ∈ Γ, then there exists v¯ ∈ minΓ such that v¯ ≤ w¯, v¯ ∈ B(Z, supp(v¯)) and supp(v¯) ∈ ∆.
(5) If w¯ is a vertex vector and supp(w¯) ∈ ∆, then w¯ ∈ Γ.
Proof. (1) This follows directly from Definition II.6.
(2) Let us consider Y ∈ supp(Γ). Then there exists w¯ ∈ Γ such that supp(w¯) = Y . Let us consider two cases:
(i) w¯ ∈ min Γ. Then there exists X ∈ ∆ such that w¯ ∈ B(Z, X), so Y ⊆ X . If Y = X , then Y ∈ ∆. If Y ( X , then also
Y ∈ ∆. Indeed, let us notice that |w¯Y | ≤ h(Y ), |w¯X | = h(X) and |w¯Y | = |w¯X |, where the later equality follows from the
fact supp(w¯) = Y ⊆ X . Moreover, if Y 6∈ ∆, then by the Csirmaz Lemma we would get
h(X) = |w¯X | = |w¯Y | ≤ h(Y ) < h(X),
8which is a contradiction.
(ii) w¯ ∈ Γ and w¯ 6∈ minΓ. Then there is v¯ ∈ minΓ such that v¯ ≤ w¯. From the case (i) we get supp(v¯) ∈ ∆. Let us notice
that supp(v¯) ⊆ supp(w¯). Moreover, ∆ is a monotone increasing family, so Y = supp(w¯) ∈ ∆.
Now we shall show the converse inclusion. Let us take X ∈ ∆. As we already have observed in Remark II.14, the family
B(Z, X) cannot be empty, so there is a certain vector w¯ ∈ B(Z, X). By (1) we get w¯ ∈ Γ, so supp(w¯) ∈ supp(Γ). The
family supp(Γ) is monotone increasing and supp(w¯) ⊆ X , so X ∈ supp(Γ).
(3) If w¯ ∈ minΓ, then w¯ ∈ B(Z, X) for a certain X ∈ ∆. Remark II.14 implies w¯ ∈ B(Z, supp(w¯)). Moreover,
supp(w¯) ∈ supp(Γ), hence and by (2) we get supp(w¯) ∈ ∆.
(4) It follows from (3) immediately.
(5) If w¯ is a vertex vector, then we have w¯ ∈ B(Z, supp(w¯)) by Lemma II.13. By assumption and part (1) of this lemma
we get w¯ ∈ Γ.
Lemma III.3. Let Γ = Γ(Π,Z,∆). If g1 = gn−1 > 0 for some 2 ≤ n ≤ m and if X,Y ∈ min∆ as well as |X ∪ Y | ≤ n,
then X = Y or both sets are singletons. Moreover, if g0 = g1, then X = Y even if both X,Y are singletons.
Proof. For n = 2, the claim is obvious. Let us assume n ≥ 3. It is enough to consider the case X 6= Y . Suppose that at least
one of these sets, for example X , has at least 2 elements. Let us fix x ∈ X and consider the set
Y ′ =
{
Y when X ∩ Y 6= ∅;
Y ∪ {x} when X ∩ Y = ∅.
Note that |X ∪ Y ′| = |X ∪ Y | ≤ n and W := X ∩ Y ′ 6= ∅. In addition, W is a proper subset of X which is a minimum set
in ∆, so it does not belong to ∆. Hence according to the Csirmaz Lemma we get
h(W ) + h(X ∪ Y ′) < h(X) + h(Y ′).
On the other hand, the assumption g1 = gn−1 implies hl = g0 + (l − 1)g1 for every 1 ≤ l ≤ n. From this we get
h|W | + h(|X|+|Y ′|−|W |) < h|X| + h|Y ′|,
g0 + (|W | − 1)g1 + g0 + (|X |+ |Y
′| − |W | − 1)g1 < g0 + (|X | − 1)g1 + g0 + (|Y
′| − 1)g1.
It is easy to see that the simplified expression above is 0 < 0, which gives a contradiction. This shows that if X and Y are
different, then they cannot have more than one element.
Let us assume g0 = g1 and |X | = |Y | = 1. Let us suppose X 6= Y . Then X ∩ Y = ∅, so by the Csirmaz Lemma we have
h(X ∩ Y ) + h(X ∪ Y ) < h(X) + h(Y )
and consequently h2 < 2h1 or equivalently g0 + g1 < 2g0, which is a contradiction.
Proposition III.4. If X ∈ min∆, then for all x, y ∈ X , x 6= y, the blocks Px and Py are hierarchically independent in the
access structure Γ = Γ(Π,Z,∆).
Proof. Let X ∈ min∆ and let x, y be two different elements in X . Suppose Py 4 Px and consider a vertex vector w¯ with
basic set X and wx = g0. Setting k := |X | and applying Lemma II.15 (2) we have gk−1 > 0 so supp(w¯) = X , in particular
wy > 0 and by Lemma III.2 (5) we get w¯ ∈ Γ. Thus w¯′ = w¯ − e¯(y) + e¯(x) ∈ Γ. By Lemma III.2 (4) there is v¯ ∈ minΓ such
that v¯ ≤ w¯′ and v¯ ∈ B(Z, supp(v¯)) ⊆ Γ, so applying Lemma II.10 we have y /∈ supp(v¯) ( X , which contradicts the fact that
X ∈ min∆. By a similar argument we show that the case Px 4 Py is impossible.
Proposition III.5. If X ∈ min∆, 1 ≤ k := |X | ≤ m− 1 and gk > 0, then for every y ∈ X the block Py is not hierarchically
inferior or equivalent to any block Px 6= Py in the access structure Γ = Γ(Π,Z,∆).
Proof. Let y ∈ X and let us suppose that Py 4 Px for a certain x ∈ J . By Proposition III.4 we have x ∈ J \X . Let us consider
a vertex vector w¯ with basic set X and wy = g0. Obviously, w¯ ∈ Γ by Lemma III.2 (5). Then the vector w¯
′ := w¯− e¯(y)+ e¯(x)
also belongs to Γ.
By Lemma III.2 (4) there exists a minimal authorized vector v¯ such that v¯ ≤ w¯′, v¯ ∈ B(Z, supp(v¯)) and supp(v¯) ∈ ∆. If
g0 > 1, then Lemma II.11 implies supp(v¯) ⊆ X \ {y}, but this contradicts the assumption X ∈ min∆.
If g0 = 1, then g0 = g1 = gk and by Lemma II.11 we have supp(v¯) ⊆ (X \ {y}) ∪ {x}. For Y ∈ min∆ such that
Y ⊆ supp(v¯) we have X ∪ Y ⊆ X ∪ {x}, so |X ∪ Y | ≤ k + 1. Applying Lemma III.3 yields X = Y but y ∈ X and y /∈ Y ,
a contradiction.
Lemma III.6. Let g = (gi)i∈Im be the increment sequence of a uniform polymatroid Z and let Γ = Γ(Π,Z,∆). Let us
assume that X ∈ min∆ with k := |X | and there are x, y ∈ J, x 6= y such that |X ∪ {x, y}| ≥ 3 and the blocks Py and
Px are hierarchically comparable in the access structure Γ. Furthermore, we assume that g1 = gk and gl > 0 for a certain
1 ≤ l < m. If X ∩ {x, y} 6= ∅ or g0 = g1, then g1 = gl.
9Proof. If g1 = 1, then the claim is obvious.
Assume that g1 > 1 and assume that this is not the case. Let l be the least positive integer that does not satisfy the claim.
That means, g1 = gl−1 > gl > 0. Obviously, k + 1 ≤ l ≤ m − 1. This implies k ≤ m − 2. Without loss of generality we
can assume that Py 4 Px. By Proposition III.5 we have y /∈ X . Let now Y ⊆ J be a set with l + 1 elements which contains
X ∪ {x, y}. Moreover, let us take an element z ∈ X \ {x, y}.
Let us consider a vertex vector w¯ with basic set Y and wx = g0 and wz = gl. Obviously, supp(w¯) = Y , as gl > 0. Under
the above assumptions, wt = g1 for all t ∈ Y \ {x, z}, in particular we have wy = g1. For every 0 < j ≤ l we have
hj =
j−1∑
i=0
gi = g0 + (j − 1)g1. (6)
Let us notice that Y ∈ ∆ as X ⊆ Y . Hence w¯ ∈ Γ by Lemma III.2 (5). Moreover, hl+1 = |w¯| = g0 + (l − 1)g1 + gl.
Since Py 4 Px we have w¯
′ := w¯ − e¯(y) + e¯(x) ∈ Γ. Let us notice supp(w¯′) = Y . Now by Lemma III.2 (4) there exists a
minimal authorized vector v¯ such that v¯ ≤ w¯′, v¯ ∈ B(Z, supp(v¯)) and W := supp(v¯) ∈ ∆. Lemma II.10 implies y /∈ W , i.e.
W ⊆ Y \ {y}, so |W | ≤ l. Let Z ∈ min∆ such that Z ⊆W .
Thus X∪Z ⊆ X ∪W ⊆ Y \{y}, so |X ∪Z| ≤ l and applying Lemma III.3 yields X = Z or both X and W are singletons.
If X ∩ {x, y} 6= ∅, then x, z ∈ X , so X is not a singleton, thus X = Z . If g0 = g1, then X = Z . Thus in both cases, we have
z ∈ X = Z ⊆W , so applying Lemma II.9 (1) we get g|W |−1 ≤ vz . Notice also that vz ≤ w
′
z = wz = gl < gl−1 ≤ g|W |−1, a
contradiction which proves that g1 = gl.
Proposition III.7. Let g = (gi)i∈Im be the increment sequence of a uniform polymatroid Z and let Γ = Γ(Π,Z,∆). Let us
assume n := η(g) ≥ 3. If there are X ∈ min∆ such that 1 ≤ |X | ≤ n− 2 and x, y ∈ J \X such that the blocks Px and Py
are hierarchically comparable in the access structure Γ, then g0 = g1 = · · · = gn−1 > gn = 0.
Proof. If g0 = 1, then let us observe that
1 = h1 = g0 ≥ g1 ≥ · · · ≥ gn−1 ≥ 1.
Hence g0 = g1 = · · · = gn−1 > gn = 0.
Thus we assume g0 ≥ 2. If the blocks Px and Py are hierarchically comparable, then one can assume without loss of
generality that Py 4 Px. Let us consider a vertex vector w¯ with basic set X ∪ {y} such that wy = g0. Obviously, by Lemma
III.2 (5) we have w¯ ∈ Γ. Then the vector w¯′ := w¯ − e¯(y) + e¯(x) belongs to Γ. By Lemma III.2 (4) there exists a minimal
authorized vector v¯ such that v¯ ≤ w¯′, v¯ ∈ B(Z, supp(v¯)) and supp(v¯) ∈ ∆. By Lemma II.11 we have supp(v¯) ⊆ X , but X
is minimal in ∆, so supp(v¯) = X . Thus we have
hk = |v¯| ≤ |w¯
′
X | = |w¯X | =
k∑
i=1
gi = hk+1 − g0,
so g0 ≤ hk+1 − hk = gk. The sequence g is nonincreasing, so g0 = g1 = · · · = gk. Thus we have shown that g1 = . . . = gk.
To complete the proof it is enough to apply Lemma III.6, assuming l = n− 1.
Proposition III.8. Let g = (gi)i∈Im be the increment sequence of a uniform polymatroid Z and let Γ = Γ(Π,Z,∆). Let us
assume n := η(g) ≥ 3. If there are X ∈ min∆ with 2 ≤ |X | ≤ n− 1 and x ∈ X and y ∈ J \X such that the blocks Px and
Py are hierarchically comparable in the access structure Γ, then g1 = · · · = gn−1 > gn = 0.
Proof. If the blocks Px and Py are hierarchically comparable, then it follows from Proposition III.5 that Py 4 Px. Let us
consider a vertex vector w¯ with basic set X∪{y} such that wx = g0 and wy = g1. Obviously, w¯ ∈ Γ by Lemma III.2 (5). Then
also the vector w¯′ := w¯ − e¯(y) + e¯(x) belongs to Γ and supp(w¯′) ⊆ X ∪ {y}. Hence by Lemma III.2 (4) there is a minimal
authorized vector v¯, such that v¯ ≤ w¯′, v¯ ∈ B(Z, supp(v¯)) and Y := supp(v¯) ∈ ∆. Let us observe Y ⊆ supp(w¯′) ⊆ X ∪ {y}.
By Lemma II.10 we have y /∈ Y that shows Y ⊆ X , but X is minimal in ∆, so Y = X . Thus we have
hk = |v¯| ≤ g0 +
k∑
i=2
gi = hk+1 − g1
where k := |X |. Hence g1 ≤ hk+1 − hk = gk and g1 = gk as the sequence g is nonincreasing. To complete the proof it is
enough to apply Lemma III.6, assuming l = n− 1.
Corollary III.9. If there are x, y ∈ J such that Px and Py are hierarchically comparable and 3 ≤ |X ∪ {x, y}| ≤ η(g) for a
certain X ∈ min∆, then g1 = gm−1. Moreover, if X ∩ {x, y} = ∅, then g0 = · · · = gm−1.
Proof. Let us write n := η(g). Assuming with no loss of generality that Py 4 Px we obtain that {x, y} is not contained in
X , by Proposition III.4, so |X | ≤ n − 1. Applying Proposition III.5 yields y /∈ X . If x ∈ X , then 2 ≤ |X | ≤ n − 1 and
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applying Proposition III.8 yields g1 = gn−1 > gn = 0. If x /∈ X , in particular |X | = 1, then applying Proposition III.7 yields
g0 = g1 = gn−1 > gn = 0.
Suppose, contrary to our claim that n < m. Then there is a subset Z ⊆ J such that |Z| = n+1 and X ∪{x, y} ⊆ Z . Let us
choose z ∈ X \ {x, y} and denote Z ′ = Z \ {z}. Lemma II.15 (1) implies that the set Z ′ belongs to ∆ but it is not minimal
as x, y ∈ Z ′. So there is Y ∈ min∆ such that Y ( Z ′. Applying again Proposition III.5 we get y /∈ Y , so X ∪ Y ⊆ Z \ {y},
thus |X ∪ Y | ≤ n. If |X | > 2, then we can apply Lemma III.3 to get X = Y ⊆ Z ′, which is a contradiction as z ∈ X but
z /∈ Z ′. If |X | = 1, then X ∩ {x, y} = ∅ and by Proposition III.7 we have g0 = g1 and applying again Lemma III.3 yields
X = Y ⊆ Z ′, a contradiction as before. This completes the proof.
Corollary III.10. Any multipartite access structures determined by uniform polymatroid Z = (J, h, g) does not admit
hierarchically equivalent blocks unless η(g) = 1 or g0 = · · · = gm−1.
Proof. It is shown in Example III.1, that all blocks are hierarchically equivalent in any access structure determined by a uniform
polymatroid with η(g) = 1. Let n := η(g) ≥ 2 and suppose that there are x, y ∈ J such that Px and Py are hierarchically
equivalent. Let us consider a subset X ⊆ J such that x, y ∈ X and |X | = n. Lemma II.15 (1) and Proposition III.4 imply that
X ∈ ∆ but X is not minimal, so there is Y ∈ min∆ such that Y ( X . By Proposition III.5 x, y /∈ Y . If n = 2, then Y = ∅,
which is a contradiction. Hence we get n ≥ 3 and 3 ≤ |Y ∪ {x, y}| ≤ n and applying Corollary III.9 yields g0 = gm−1.
IV. HIERARCHICAL PREORDER DETERMINED BY ACCESS STRUCTURE
In this section we shall present several results on hierarchical orders induced by access structures determined by uniform
polymatroids with ground set J and monotone increasing families of subsets of J . It is worth noticing that such construction
of an access structure is only possible if the monotone increasing family is compatible with the given polymatroid. Let us
recall that an access structure is called compartmented if every two different blocks are hierarchically independent. If there
is at least one pair of blocks of participants which are hierarchically comparable, then the access structure is called weakly
hierarchical. If weakly hierarchical access structure does not admit hierarchically equivalent blocks, then it is referred to as
hierarchical.
Theorem IV.1. Let Γ = Γ(Π,Z,∆) and let g = (gi)i∈Im be the increment sequence of a uniform polymatroid Z . If g0 > gm−1,
then the access structure Γ = Γ(Π,Z,∆) is connected.
Proof. Given x ∈ J , we want to show that there is w¯ ∈ minΓ such that wx 6= 0. If there is X ∈ min∆, x ∈ X and i := |X |,
then gi−1 > 0 by Lemma II.15 (2). It is easy to see that any vertex vector w¯ with basic set X belongs to min Γ and wx 6= 0.
Now we assume that x /∈ X for all X ∈ min∆. Let us denote l := min{i ∈ Im : g0 > gi}. By assumption l ≤ m− 1. Let
us take X ∈ min∆ such that k := |X | = µ(∆) and consider Y ⊆ J such that |Y | = max{k, l}+1 and {x}∪X ⊆ Y . Let w¯
be a vertex vector with basic set Y such that wx = g0 and wy = gl for a certain y ∈ X . Lemma III.2 (5) implies that w¯ ∈ Γ
as Y ∈ ∆. Thus there is v¯ ∈ minΓ such that v¯ ≤ w¯. Since supp(v¯) ∈ ∆, there is W ∈ min∆ such that W ⊆ supp(v¯). By
assumption x /∈W , so W ⊆ Y \ {x}.
It turns out that W = X . Indeed, if k ≥ l, then Y \ {x} = X and by the minimality of X in ∆ we have W = X . For the
case k < l we have l ≥ 2, g0 = g1 and X ∪W ⊆ Y \ {x}, thus |X ∪W | ≤ l and consequently X =W by Lemma III.3.
If gl = 0, then vy ≤ wy = gl = 0, i.e. y /∈ supp(v¯) which contradicts the fact that y ∈ X =W ⊆ supp(v¯).
If gl 6= 0 and vx 6= 0, then we have the claim. Let us suppose vx = 0, i.e. x /∈ supp(v¯). Thus for Z = supp(v¯) we have
h(Z) = |v¯Z | =
∑
z∈Z
vz ≤
∑
z∈Z
wz = wy +
∑
z∈Z\{y}
wz =
∑
z∈(Z∪{x})\{y}
wz − (wx − wy) =
= |w¯(Z∪{x})\{y}| − (wx − wy) ≤ h((Z ∪ {x}) \ {y})− (g0 − gl) < h(Z),
a contradiction as |Z| = |(Z ∪ {x}) \ {y}| and g0 − gl > 0.
This theorem shows that the access structures determined by uniform polymatroids are connected except for the ones in the
column F of Table I.
Theorem IV.2. Let g = (gi)i∈Im be the increment sequence of a uniform polymatroid Z and let Γ = Γ(Π,Z,∆). If m ≥ 3
and g1 > gm−1 > 0 and min∆ 6= {{x}} for any x ∈ J , then the access structure Γ is compartmented.
Proof. Let us suppose that there are x, y ∈ J such that the blocks Px and Py are hierarchically comparable. According to
Proposition III.4, no minimal set in ∆ can contain both x and y, so |X | ≤ m − 1 for every X ∈ min∆. By assumption
η(g) = m. If x, y /∈ X for a certain X ∈ min∆, then by Proposition III.7 we obtain g0 = g1 = . . . = gm−1, a contradiction.
If does not exist any set X in min∆ such that x, y /∈ X , then without loss of generality we can assume that x ∈ X and
y 6∈ X for a certain X ∈ min∆. If |X | ≥ 2, then by proposition III.8 we get g1 = . . . = gm−1, a contradiction again. If
|X | = 1, then min∆ = {{x}}, as otherwise both x, y would be outside a certain minimal set in ∆, but this is not the case
now.
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Let us notice that if gm−1 > 0, then the above theorem implies that the appearance of non-compartmented access structure
can be expected in the first row or in the two last columns of Table I. In the next theorem we shall prove that the access
structures that appear in the last row of Table I are compartmented excluding the cells A3, E3 and F3.
Theorem IV.3. Let g = (gi)i∈Im be the increment sequence of a uniform polymatroid Z and let Γ = Γ(Π,Z,∆). If m ≥ 3
and g1 > gm−1 and k := µ(∆) > 1, then the access structure Γ is compartmented.
Proof. Suppose to the contrary that Γ is not compartmented, i.e. there are two blocks which are hierarchically comparable.
For simplicity we assume Py 4 Px for certain x, y ∈ J, x 6= y. By Proposition III.4 no set in min∆ contains both x and
y, in particular there is a subset of J with k elements which does not belong to min∆. This and Lemma II.15 (1) imply
gk > 0. Let n := η(g). Obviously 2 ≤ k < n ≤ m and gn = 0. Proposition III.5 implies y /∈ X for every X ∈ min∆ with
|X | ≤ n− 1.
If there exists X ∈ min∆ such that |X | = k and x ∈ X , then 3 ≤ |X ∪ {x, y}| = k + 1 ≤ n. Now we assume that x /∈ X
for every X ∈ min∆ with |X | = k. Suppose gk+1 = 0. Let us fix X ∈ min∆ with |X | = k and z ∈ X . Let us consider
Z := (X \ {z}) ∪ {x, y}. From Lemma II.15 (1) we have Z ∈ ∆ as |Z| = k + 1. By Proposition III.4 the set Z cannot be
minimal as it contains {x, y}, so there is Y ∈ min∆ such that Y ( Z and hence |Y | = k. Obviously, x, y /∈ Y which implies
Y ⊆ X \ {z}, a contradiction. This shows that gk+1 > 0, so k + 1 < n. Thus we have 4 ≤ |X ∪ {x, y}| = k + 2 ≤ n for
arbitrary X ∈ min∆ with |X | = k.
In both cases we can apply Corollary III.9 which implies g1 = gm−1, a contradiction. This completes the proof.
The following table presents a general arrangement of multipartite access structure determined by monotone increasing
families contained in P(J) \ {∅} and uniform polymatroids. The cells A1-C1 and A3 do not contain any objects since
the suitable monotone increasing families and polymatroids are not compatible. A monotone increasing family which is not
compatible with given polymatroid can occur in every cell of the table. A complete overview of hierarchical orders of all
access structure obtained from uniform polymatroids with m = 4 can be found at Table 2.
TABLE I
HIERARCHICAL (PRE)ORDERS OF ACCESS STRUCTURES OBTAINED FORM UNIFORM POLYMATROIDS.
T - threshold, C - compartmented, H - hierarchical, H∗ - weakly hierarchical
A B C D E F
g gm−1 = 0 gm−1 > 0
g2 = 0 g2 > 0 g1 > gm−1 g1 = gm−1
∆ g1 = 0 g1 > 0 g0 > g1 g0 = g1
1
µ(∆) = 1
|min∆| = 1
– H H∗
2
µ(∆) = 1
|min∆| > 1
T C & H C & H C H H∗
3 µ(∆) > 1 – C C C C & H C & H∗
To describe the hierarchical order determined by an access structure Γ in a partition Π of the set of participants P we
introduce the following notations Ord(Y,X) and Ord∗(Y,X) which are defined as follows.
Definition IV.4. Let Π = (Px)x∈J be a partition of the set P and let Y and X be disjoint subsets of J . The hierarchical
preorder 4 in Π is said to be of type Ord(Y,X) if
Py 4 Px ⇐⇒
(
x = y or (y ∈ Y and x ∈ X)
)
.
In particular, no different blocks are hierarchically equivalent, i.e. 4 is an order. Moreover, if X or Y is empty, then the order
Ord(Y,X) is compartmented.
Definition IV.5. Let Π = (Px)x∈J be a partition of the set P and let X and Y be disjoint subsets of J . The hierarchical
preorder 4 in Π is said to be of type Ord∗(Y,X) if
Py 4 Px ⇐⇒
(
x = y or x, y ∈ Y or (y ∈ Y and x ∈ X)
)
.
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The preorderOrd∗(Y,X) is not an order (unless |Y | ≤ 1). In particular, Px, Py are hierarchically equivalent whenever x, y ∈ Y ,
but no different blocks Px, Py with x, y ∈ J \ Y are hierarchically equivalent.
One can notice that if the set Y is empty, then every two blocks are hierarchically independent in the preorder Ord∗(∅, X).
If the set X is empty, then we get Ord∗(Y, ∅), that means each two blocks are hierarchically equivalent (cf. Example III.1).
Noteworthy is also the observation that if |Y | ≤ 1, then Ord(Y,X) = Ord∗(Y,X). The defined preorders can be presented
in the form of the following Hasse diagrams.
Px1 Px2 Pxr
Py1 Py1 Pys
Pz1 Pz2 Pzt
. . .
. . .
. . .
︸ ︷︷ ︸
(Py)y∈Y
(Px)x∈X︷ ︸︸ ︷
Order of the type Ord(Y,X).
Px1 Px2 Pxr
Py1 . . . Pys
Pz1 Pz2 Pzt
. . .
. . .
︸ ︷︷ ︸
(Py)y∈Y
(Px)x∈X︷ ︸︸ ︷
Preorder of the type Ord∗(Y,X).
Now we want to describe the hierarchical orders of multipartite access structures determined by some special type of uniform
polymatroids. In Example III.1 we considered the case of polymatroids with the increment sequence g satisfying η(g) = 1.
We will now deal with polymatroids Z = (J, h, g) with η(g) = 2, i.e. g0 ≥ g1 > g2 = 0. The result presented below refers
to the column B of Table I.
Theorem IV.6. Let Z = Z(Π) = (J, h, g) be a uniform polymatroid with the increment sequence g = (gi)i∈Im such that
η(g) = 2.
1) If g0 > g1, then a monotone increasing family ∆ ⊆ P(J) \ {∅} is compatible with the polymatroid Z if and only if there
is a subset X ⊆ J such that min∆ = P1(X) ∪ P2(J \X).
2) If g0 = g1, then a monotone increasing family ∆ ⊆ P(J) \ {∅} is compatible with the polymatroid Z if and only if there
is a subset X ⊆ J , |X | ≤ 1 such that min∆ = P1(X) ∪ P2(J \X).
3) Let Γ = Γ(Π,Z,∆) be the access structure determined by the polymatroid Z and the monotone increasing family
∆ ⊆ P(J) \ {∅} such that min∆ = P1(X) ∪ P2(J \X) for some X ⊆ J , then the hierarchical order induced by Γ on
the set Π is of the type Ord(J \X,X).
Proof. (1) and (2). (⇒). If the monotone increasing family ∆ is compatible with the polymatroid Z , then Lemma II.15 (1)
and the assumptions g2 = 0 shows that all subsets of J with two elements belong to ∆. Thus, all sets in min∆ have one or
two elements. Let X ⊆ J denote the collection of those elements that form single-element minimal sets. Hence the remaining
sets in min∆ have two elements and do not contain any elements belonging to X . Therefore min∆ = P1(X) ∪ P2(J \X).
If g0 = g1, then it follows from Lemma III.3 that |X | ≤ 1.
(1) and (2). (⇐). To show the reverse implication, consider the monotone increasing family ∆ such that min∆ = P1(X)∪
P2(J \X) for some X ⊆ J . Let us recall that every set with 2 elements belongs to ∆. It is easy to see that h(Y ) = g0 + g1
for all Y ⊆ J with |Y | ≥ 2. We shall apply the Csirmaz Lemma. If W ⊆ Y ⊆ J such that W /∈ ∆ and Y ∈ ∆, then
W = ∅ and |Y | ≥ 1 or |W | = 1 and |Y | ≥ 2. In the former case we have 0 = h(W ) < g0 ≤ h(Y ) and in the latter case
g0 = h(W ) < g0 + g1 = h(Y ). Similarly, if Y, Z ∈ ∆ and W = Y ∩ Z /∈ ∆, then |W | ≤ 1. If |W | = 1, then |Y |, |Z| ≥ 2.
Hence
h(W ) + h(Y ∪ Z) = g0 + (g0 + g1) < (g0 + g1) + (g0 + g1) = h(Y ) + h(Z).
Now we assume W = ∅, so |Y ∪ Z| ≥ 2 and |Y |, |Z| ≥ 1. If g0 > g1, then
h(Y ∪ Z) = g0 + g1 < g0 + g0 ≤ h(Y ) + h(Z).
In case g0 = g1 we assumed that there is at most one singleton in ∆, so |Y | > 1 or |Z| > 1. Hence
h(Y ∪ Z) = g0 + g1 < g0 + g0 + g1 ≤ h(Y ) + h(Z).
Thus both conditions of the Csirmaz Lemma are satisfied, which completes the proof of (1) and (2).
(3) If X = ∅, then µ(∆) = 2. For m = 2 we have ∆ = {J} and by Proposition III.4 the blocks Px and Py are hierarchically
independent, so Γ is compartmented. Assuming m ≥ 3 we can apply Theorem IV.3 and we conclude that the obtained access
structure is compartmented, i.e. Ord(J, ∅).
We now turn to the case X 6= ∅. By assumption {x} ∈ min∆ for all x ∈ X , so applying Proposition III.5 we see
that Px cannot be hierarchically inferior or equivalent to any other Pz . In particular, Px and Py are mutually hierarchically
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independent whenever x, y ∈ X and x 6= y. If x, y ∈ J \X , then {x, y} ∈ min∆, so Px and Py are hierarchically independent
by Proposition III.4. In particular if X = J , then we get the compartmented order Ord(∅, J).
It remains to show that Py ≺ Px for x ∈ X and y ∈ J \X with ∅ ( X ( J . Let w¯ be a minimal vector in Γ such that
wy 6= 0. If such a vector does not exist, then the block Py is redundant so Py ≺ Px. Otherwise, applying Lemma III.2 (3)
yields w¯ ∈ B(Z, supp(w¯)) and supp(w¯) ∈ ∆. Note that {y} /∈ min∆, so |supp(w¯)| ≥ 2. According to Equation (3) we get
w¯ ∈ B(Z, supp(w¯)) ⊆ B(Z, J). Lemma II.12 shows that w¯′ := w¯ − e¯(y) + e¯(x) ∈ B(Z, J) or there exist a set Y ⊆ J \ {y},
x ∈ Y and a vector v¯ ∈ B(Z, Y ), such that v¯ ≤ w¯′. In the first case we have w¯′ ∈ Γ by Lemma III.2 (1). If the second case
occurs, then we note that {x} ⊆ Y ∈ ∆, so from Lemma III.2 (1) we get v¯ ∈ Γ, hence w¯′ ∈ Γ. This proves that Py ≺ Px. In
this way we showed that the order on the set (Π,4) is of the type Ord(J \X,X).
Remark IV.7. The above theorem combined with Example III.1 is strong enough to classify all bipartite access structure
determined by uniform polymatroids with m = 2. If η(g) = 1, then we have a threshold access structure (cf. Example III.1).
If η(g) = 2, then we consider three monotone increasing families ∆1 = {{x}, J}, ∆2 = {{x}, {y}, J} and and ∆3 = {J}
of subsets of J := {x, y}. Let us note that ∆′1 = {{y}, J} is hierarchically equivalent to ∆1 as it can be obtained by the
permutation of x and y. It is easy to see that ∆1 is compatible with every polymatroid (J, h, g) with g1 > 0 and the resulting
access structures induce on {Px, Py} the order of the type Ord({y}, {x}). Moreover, ∆2 is not compatible with a polymatroid
such that g0 = g1 but in the remaining cases the resulting access structures are compartmented.
The following theorem describes the hierarchy on the access structures determined by uniform polymatroids with g0 = g1 =
· · · = gm−1 > 0. This result corresponds to the access structures that appear in the column F of Table I.
Theorem IV.8. Let Z = (J, h, g) be a uniform polimatroid with m := |J | ≥ 3 and the increment sequence g = (gi)i∈Im such
that g0 = gm−1 > 0.
(1) A monotone increasing family ∆ ⊆ P(J) \ {∅} is compatible with the polymatroid Z if and only if min∆ = {X} for a
certain ∅ 6= X ⊆ J .
(2) Let Γ = Γ(Π,Z,∆) be the access structure determined by the polymatroid Z and the monotone increasing family
∆ ⊆ P(J) \ {∅} such that min∆ = {X} for a certain ∅ 6= X ⊆ J , then
(2a) The vector
∑
x∈X g0e¯
(x) is the only minimal authorized vector in the access structure Γ.
(2b) The hierarchical preorder induced by Γ on the set Π is of the type Ord∗(J \X,X).
Proof. (1) Since g0 = gm−1, i.e. η(g) = m we can apply Lemma III.3 which implies that if ∆ is compatible with the
polymatroid Z , then min∆ contains only one set. To prove the reverse implication it is enough to apply Lemma II.16.
(2a) We apply Lemma II.9 (1) for an arbitrary Y ∈ ∆ and an arbitrary w¯ ∈ B(Z, Y ). For l := |Y | we have h1 ≥ wz ≥
gl−1 = g0 = h1 and consequently wz = h1 = g0 for every z ∈ Y . Since X ⊆ Y , so w¯ ≥
∑
x∈X g0e¯
(x) for every set Y ∈ ∆
and for every vector w¯ ∈ B(Z, Y ). This shows that the vector
∑
x∈X g0e¯
(x) is the only minimal authorized vector.
(2b) According to Proposition III.4 the blocks indexed by the elements in X are hierarchically independent. In particular, if
X = J , then the hierarchical order on Π induced by Γ is of the type Ord∗(∅, J).
Now we assume |X | < m. It is shown above that
∑
x∈X g0e¯
(x) is the only minimal authorized vector, so all the blocks Py
with y /∈ X are redundant. In particular, they are mutually hierarchically equivalent and every block Px, x ∈ X is hierarchically
superior but not equivalent to Py, y ∈ J \X , which follows from Proposition III.5. Moreover, all blocks in {Px : x ∈ X}
are hierarchically independent by Proposition III.4. We conclude, that the hierarchical order of Π induced by Γ is of the type
Ord∗(J \X,X).
Now we shall prove a similar theorem which describes hierarchical order of access structures determined by uniform
polymatroids with g0 > g1 = · · · = gm−1 > 0 and monotone increasing families compatible with them. This theorem describes
access structures located in the column E of Table I.
Theorem IV.9. Let Z = (J, h, g) be a uniform polimatroid with the increment sequence g = (gi)i∈Im such that m := |J | ≥ 3
and g0 > g1 = gm−1 > 0.
(1) A monotone increasing family ∆ ⊆ P(J) \ {∅} is compatible with Z if and only if min∆ = {X} for a certain X ⊆ J
or min∆ = P1(J).
(2) Let Γ = Γ(Π,Z,∆) be the access structure determined by the polymatroid Z and the monotone increasing family
∆ ⊆ P(J) \ {∅}. Then
(2a) If min∆ = {X} for a certain ∅ 6= X ⊆ J , then the hierarchical order induced by Γ on Π is of the type Ord(J \X,X).
(2b) If min∆ = P1(J), then the hierarchical order induced by Γ on Π is of the type Ord(∅, J).
Proof. (1) Let us assume that ∆ is compatible with Z . It is enough to consider the case where ∆ has at least two different
minimal sets. From the assumption gm−1 > 0 we have η(g) = m, so applying Lemma III.3 we conclude that those sets must
be singletons. Let {x}, {y} ∈ min∆ for some x, y ∈ J . Suppose that there is z ∈ J such that {z} 6∈ min∆. Of course
{x, z}, {y, z} ∈ ∆, but {x, z} ∩ ({y, z} = {z} 6∈ ∆. Using the Csirmaz Lemma yields
h({z}) + h({x, y, z}) < h({x, z}) + h({y, z}),
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hence we get h3− h2 < h2− h1 and consequently g2 < g1 which is a contradiction, so every singleton belongs to min∆. To
show the reverse implication, let us consider two cases:
If min∆ = {X} for some X ⊆ J , then we refer to Lemma II.16.
If min∆ = P1(J), then the claim it follows from Lemma II.17.
(2a) Assume min∆ = {X} for some ∅ 6= X ⊆ J . The fact that Px, Py are hierarchically independent for arbitrary
x, y ∈ X, x 6= y is obtained directly from Proposition III.4. In particular, if X = J , then the ordered set (Π,4) is of the
type Ord(∅, J).
Now we assume that |X | < m. Consider x ∈ X and y 6∈ X . According to Proposition III.5 the blocks Py and Px are
hierarchically independent or Py ≺ Px. We shall show that Py 4 Px.
Let us assume that w¯ is an arbitrary minimal vector in Γ such that wy 6= 0. The existence of such vectors is ensured by
Theorem IV.1. Then from Lemma III.2 (3) we have w¯ ∈ B(Z, supp(w¯)) and supp(w¯) ∈ ∆, so X ⊆ supp(w¯), in particular
x ∈ supp(w¯). Note that k := |supp(w¯)| ≥ 2, because y, x ∈ supp(w¯). According to Lemma II.9 (1), we get wy ≥ gk−1. By
assumption we have gk−1 = g1, hence we can consider two cases:
(i) wy = g1, so according to Lemma II.9 (2) we have v¯ := w¯ − wy e¯(y) ∈ B(Z, supp(w¯) \ {y}), but X ⊆ supp(w¯) \ {y},
so from Lemma III.2 (1) we get v¯ ∈ Γ. Then of course v¯ ≤ w¯′ := w¯ − e¯(y) + e¯(x), so w¯′ ∈ Γ.
(ii) wy > g1 and denote Y := supp(w¯). According to Lemma II.12 we get w¯
′ := w¯ − e¯(y) + e¯(x) ∈ B(Z, Y ) or there is a
set Z ⊆ Y \ {y}, x ∈ Z such that v¯ := w¯Z ∈ B(Z, Z). In particular, we have |w¯Z | = |v¯| = h|Z|. Let Y = Z ∪W ∪ {y} be
the union of three disjoint sets, where W = Y \ (Z ∪ {y}). Then, using Lemma II.9 (1) and assumptions, we obtain that each
coordinate of the vector w¯ is at least g1, hence:
h|Y | = |w¯| = |w¯Z |+ |w¯W |+ wy > |v¯|+ |W |g1 + g1 = h|Z| + |W |g1 + g1 = h|Y |,
where the last equality is obtained from Equation (5) in the following way:
h|Y | − h|Z| =
|Y |−1∑
i=|Z|
gi = |W |g1 + g1.
A contradiction we have obtained shows that w¯′ ∈ B(Z, Y ) ⊆ Γ. In both of the above cases we have received that w¯′ ∈ Γ.
Since this holds for all w¯ ∈ minΓ with wy > 0, we conclude Py 4 Px.
It remains to show that Py, Px are hierarchically independent when x, y 6∈ X . If it were otherwise, then assuming n := m
and applying Proposition III.7, we would get g0 = g1 contrary to the assumption made here. In this way, we showed that the
order on Π is of type Ord(J \X,X).
(2b) Assume min∆ = P1(J). If Py 4 Px for some x, y ∈ J , then Py is hierarchically inferior or equivalent to Px and
{x}, {y} ∈ min∆, which contradicts Proposition III.5. In this way we showed that the order on Π is of type Ord(∅, J).
Remark IV.10. The result of (2b) can be generalized to all monotone increasing families ∆ with min∆ = Pk(J), where
k = 1, . . . ,m. According to Lemma II.17 (cf [8, Lemma 6.1]) such ∆ is compatible with a uniform polymatroid Z = (J, h, g)
if and only if gk−1 > gk. Let Γ = Γ(Π,Z,∆). If k = 1 and g1 > 0, then Γ is compartmented by Proposition III.5. If k ≥ 2,
then µ(∆) ≥ 2, so Γ is compartmented which follows from Theorem IV.3. In both cases the hierarchical order induced by Γ
in Π is of the type Ord(∅, J). A similar class, called uniform multipartite access structures were also considered by Farra`s,
Padro´, Xing and Yang. In particular, they proved that those access structures are ideal (cf. [8, Lemma 6.2]).
Another theorem describes the hierarchy of blocks in the access structures determined by polymatroids, for which gm−1 > 0
and monotone increasing families with one minimal set which contains exactly one element. This theorem deals with the
existence and hierarchy of access structures placed in the first row of Table I.
Theorem IV.11. Let Z = (J, h, g) be a uniform polimatroid with the increment sequence g = (gi)i∈Im and let ∆ ⊆ P(J)\{∅}
be a monotone increasing family such that min∆ = {{x}} for a certain x ∈ J .
(1) Then ∆ is compatible with the polymatroid Z if and only if gm−1 > 0.
(2) Let Γ = Γ(Π,Z,∆) be the access structure determined by the polymatroid Z such that gm−1 > 0 and the monotone
increasing family ∆. Then
(2a) If g0 = gm−1, then the hierarchical order induced by Γ on Π is of the type Ord
∗(J \ {x}, {x}).
(2b) If g0 > gm−1, then the hierarchical order induced by Γ on Π is of the type Ord(J \ {x}, {x}).
Proof. (1) The fact that ∆ is compatible with Z can be obtained from Lemma II.16. Conversely, let us suppose that gm−1 = 0.
Then every subset of J with m− 1 elements belongs to ∆ by Lemma II.15 (1). But this contradicts the fact that J \ {x} 6∈ ∆.
This implies ∆ is not compatible with Z whenever gm−1 = 0.
(2) We shall show that Py ≺ Px for every y ∈ J \ {x}. From Proposition III.5 it follows that Px is not hierarchically
inferior to any block in Π so Px is not hierarchically equivalent to any other block. Let us fix y ∈ J, y 6= x. If wy = 0
for every minimal vector w¯ ∈ Γ, then the block Py is redundant, so Py 4 Px. Let us assume that w¯ is a minimal vector in
Γ such that wy 6= 0. Then from Lemma III.2 (3) we have w¯ ∈ B(Z, supp(w¯)) and supp(w¯) ∈ ∆, so x ∈ supp(w¯). From
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Lemma II.12 it follows that w¯′ := w¯ − e¯(y) + e¯(x) ∈ B(Z, supp(w¯)) or there is a set Y ⊆ supp(w¯) \ {y}, x ∈ Y such that
v¯ := w¯Y ∈ B(Z, Y ). In the former case, we get w¯
′ ∈ Γ from Lemma III.2 (1). If the latter case is fulfilled, then we notice
that Y ∈ ∆, so from Lemma III.2 (1) we get v¯ ∈ Γ and v¯ ≤ w¯′. This means that in both cases w¯′ ∈ Γ. Since this holds for
all w¯ ∈ minΓ with wy > 0, we conclude Py 4 Px. This shows that the (pre)order on Π is of the type Ord∗(J \ {x}, {x}) or
Ord(J \ {x}, {x}).
(2a) Since g0 = gm−1, applying Theorem IV.8 (2b) yields the claim.
(2b) If the preorder on Π were of the type Ord∗(J \{x}, {x}), then the blocks Py and Pz would be hierarchically comparable
for some y, z ∈ J \ {x}. This and Proposition III.7, for n = m imply g0 = g1 = · · · = gm−1. But this is a contradiction to
g0 > gm−1, so the order on Π is of type Ord(J \ {x}, {x}).
Remark IV.12. We follow the idea of [8, Section IV.D] to show that the access structure in the cell E1 of Table I is ideal. Let
∆ ⊆ P(J) \ {∅} be a monotone increasing family with min∆ = {{x}} for a fixed x ∈ J and let Z = (J, h, g) be a uniform
polymatroid such that g0 > g1 = gm−1. It is enough to show that a suitable simple extension of Z is Boolean.
Let C be a set such that |C| = g0−g1 and let (B
′
z)z∈J be a family of pairwise disjoint sets with |B
′
z| = g1 and C ∩B
′
z = ∅
for all z ∈ J . Let us denote Bz := C ∪ B′z for every z ∈ J . Moreover, let Bx0 ⊆ B
′
x for a certain x0 /∈ J and |Bx0 | = 1.
Then (Bz)z∈J∪{x0} is a Boolean representation of the simple extension Z
′ of the polymatroid Z such that ∆ is the port of
Z ′ at x0. This shows that the access structure Γ = Γ(Π,Z,∆) is ideal.
The results in this chapter provide information about hierarchy induced on the set of ed on the set of participant by various
access structures contained in Table 1, except the cell C2. That area contains objects obtained from monotone increasing
families ∆ ⊆ P(J) \ {∅} with µ(∆) = 1 and compatible polymatroids Z = (J, h, g) with 3 ≤ η(g) ≤ m − 1. Computer
calculations show that this area contains both compartmented and hierarchical access structures and some of them are different
of those considered in the above theorems. Some examples can be seen in Table 2.
Every linearly ordered subset of a partially (pre)ordered set is called a chain. A chain that contains only one element is
referred to as trivial. We assume that a chain in a partition of participants does not contain hierarchically equivalent blocks.
Let us observe that every non-trivial chain of blocks in the access structures investigated above contains 2 blocks. The next
theorem shows that all weakly hierarchical access structures obtained from uniform polymatroids have this property.
Theorem IV.13. Every chain in the hierarchical access structure determined by arbitrary uniform polymatroid contains 1 or
2 blocks.
Proof. Let n := η(g). For n = 1, i.e. g0 > g1 = 0, it follows from Example III.1 that Γ = Γ(Π,Z,∆) is a threshold access
structure, so all blocks of participants are mutually hierarchically equivalent, thus every chain is trivial.
Suppose that n ≥ 2 and Π contains a chain of blocks composed of three hierarchically non-equivalent blocks, i.e. Pz ≺
Py ≺ Px for some x, y, z ∈ J . Let X ⊆ J such that |X | = n and y, z ∈ X . By Lemma II.15 (1) we have X ∈ ∆, but
Proposition III.4 implies that X /∈ min∆. Thus there is Y ( X such that Y ∈ min∆ in particular |Y | < n. If n = 2, then
|Y | = 1, but neither {y} nor {z} is minimal in ∆, which follows from Proposition III.5, a contradiction. If n ≥ 3, then by
Proposition III.5 we know that y, z /∈ Y . Thus |Y | ≤ n− 2. Using Proposition III.7 we get g0 = gn−1 and this combined with
Corollary III.9 shows that g0 = gm−1. Now from Theorem IV.8 we conclude that every chain in Π contains at most 2 blocks,
which contradicts our assumption.
This fact seems quite surprising, because it does not appear in other cases. For other polymatroids one can construct
hierarchical access structures with chains of arbitrary length. For instance, such objects can be found in [7], [8], [16], [11] and
others.
V. CONCLUSION
This work is motivated by the fact that access structures determined by uniform polymatroids satisfy a necessary condition
to be ideal. We are particularly interested in the hierarchical order on the set of participants determined by the access structures
considered here. The conditions presented in Section III are used to prove Theorems IV.2 and IV.3 which show that most of
access structures obtained from uniform polymatroids are compartmented (they are placed in the cells D2 and B3 - D3 of
Table I). The exact hierarchy in access structures in the cells A2, B2, D1-F1 E2-3 and F2-3 is described in Theorems IV.6 -
IV.11.
The most diverse collection of objects contains the cell C2 where both compartmented and hierarchical access structures
can be found but further precise investigation of that area is necessary.
Conjecture V.1. Let Π = (Px)x∈J be a partition of a set of participants P and let Z = (J, h, g) be uniform polymatroid with
2 ≤ η(g) < m. Additionally, let ∆ ⊆ P(J) \ {∅} be a monotone increasing family with µ(∆) = 1 that is compatible with Z .
The hierarchical order in Π induced by Γ = Γ(Π,Z,∆) is of the type Ord(Y,X) for a certain disjoint subsets X, Y of J .
This conjecture is partially confirmed by Theorem IV.13 that states that every chain in hierarchical access structure contains
1 or 2 elements. This fact applies only to access structures induced by uniform polymatroids. For other polymatroids one can
construct hierarchical access structures with chains of arbitrary length.
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Some multipartite access structures determined by uniform polymatroids contain contain redundant blocks or different blocks
that are equivalent. We treat such objects as improperly constructed. Fortunately, they appear only as extreme cases (cf. Corollary
III.10 and Theorem IV.1).
The results presented in the previous section do not depend on the particular values of the rank function of Z (or equivalently
the values of g). The only impact on the hierarchy of the described structures have the sequence of signatures of differences
of consecutive entries of g. This observation is additionally confirmed by computer calculations which suggest the following
unproved conjecture.
Conjecture V.2. Let g = (gi)i∈Im and g
′ = (g′i)i∈Im be the increment sequences of uniform polymatroids Z and Z
′ with the
ground set J , respectively such that sgn(gi−1− gi) = sgn(g′i−1− g
′
i) for all i = 1, . . . ,m. If a monotone increasing family ∆
is compatible with Z and Z ′, then the hierarchical preorders on Π determined by Γ(Π,Z,∆) and Γ(Π,Z ′,∆) are equal.
Another open problem is researching which of the structures considered in this paper are ideal. A sufficient condition can
be obtained by proving that the simple extension of a given uniform polymatroid is representable (cf. [6, Cor. 6.7]). Two
partial results are mentioned in Remarks IV.10 and IV.12. More examples of ideal access structures obtained from uniform
polymatroids and monotone increasing families ∆ with µ(∆) = 1 can be found in (cf. [10, Sec. 4.5]).
APPENDIX
Table 2 presents hierarchical (pre)orders of access structures determined by uniform polymatroids Z = (J, h, g) where
J = {1, 2, 3, 4}. It is worth pointing out that types of orders are invariant with respect to permutations of elements of J , so
monotony increasing families appearing in the table are representatives of invariant classes of the permutation group S4 acting
on J . For example, the monotone increasing families∆1 and∆2 such thatmin∆1 = {{1}, {2, 3}} andmin∆2 = {{2}, {3, 4}}
represent the same invariant class. Assuming that Conjecture V.2 is true, the Table presents a complete overview of hierarchical
orders of all access structures obtained from uniform polymatroids (J, h, g) with |J | = 4. If the monotonic family appearing
in the first column is not compatible with the polymatroid represented by the values of g in the top rows, then the suitable
cell of the table contains −. Otherwise, the types of (pre)orders are denoted according to the following key.
P1P2P3P4
T := Ord∗(J4, ∅)
P1 P2 P3 P4
C := Ord∗(∅, J4) = Ord(∅, J4)
P1
P2P3P4
I := Ord∗({2, 3, 4}, {1})
P1
P4P3P2
M := Ord({2, 3, 4}, {1})
P1 P2
P3P4
V := Ord∗({3, 4}, {1, 2})
P1P2
P3P4
K := Ord({3, 4}, {1, 2})
P1
P4
P2 P3
E := Ord({4}, {1})
P1 P2 P3
P4
W := Ord∗({4}, {1, 2, 3}) = Ord({4}, {1, 2, 3})
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TABLE II
ACCESS STRUCTURES IN THE CASEm = 4.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
g0 1 2 1 3 2 2 1 3 2 4 3 3 2 2 1
g1 0 1 1 2 2 1 1 2 2 3 3 2 2 1 1
g2 0 0 0 1 1 1 1 1 1 2 2 2 2 1 1
min∆ g3 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
1 {{1}} – – – – – – – M M M M M M M I
2 {{1}, {2}} – – – C – – – – – C – – – – –
3 {{1}, {2}, {3}} – W – C – – – C – C – – – – –
4 {{1}, {2}, {3}, {4}} T C – C – C – C – C – C – C –
5 {{1}, {2}, {3, 4}} – K – C – – – C – C – – – – –
6 {{1}, {2, 3}} – – – E E – – – – C C – – – –
7 {{1}, {2, 3}, {2, 4}} – – – C C – – – – C C – – – –
8 {{1}, {2, 3}, {2, 4}, {3, 4}} – M M C C – – C C C C – – – –
9 {{1}, {2, 3, 4}} – – – M M M M – – C C C C – –
10 {{1, 2}} – – – – – – – C C C C C C K V
11 {{1, 2}, {1, 3}} – – – – – – – – – C C – – – –
12 {{1, 2}, {3, 4}} – – – C C C C – – C C C C – –
13 {{1, 2}, {1, 3}, {1, 4}} – – – – – – – C C C C – – – –
14 {{1, 2}, {1, 3}, {2, 3}} – – – C C – – – – C C – – – –
1
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TABLE III
ACCESS STRUCTURES IN THE CASEm = 4.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
g0 1 2 1 3 2 2 1 3 2 4 3 3 2 2 1
g1 0 1 1 2 2 1 1 2 2 3 3 2 2 1 1
g2 0 0 0 1 1 1 1 1 1 2 2 2 2 1 1
min∆ g3 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
15 {{1, 2}, {2, 3}, {1, 4}} – – – C C – – – – C C – – – –
16 {{1, 3}, {2, 3}, {1, 4}, {2, 4}} – – – C C – – – – C C – – – –
17 {{1, 2}, {1, 3}, {2, 3}{1, 4}} – – – C C – – – – C C – – – –
18 {{1, 2}, {1, 3}, {2, 3}, {1, 4}, {2, 4}} – – – C C – – – – C C – – – –
19 {{1, 2}, {1, 3}, {2, 3}, {1, 4}, {2, 4}, {3, 4}} – C C C C – – C C C C – – – –
20 {{1, 2}, {1, 3, 4}} – – – – – – – – – C C C C – –
21 {{1, 2}, {1, 3}, {2, 3, 4}} – – – C C – – – – C C – – – –
22 {{1, 2}, {1, 3}, {1, 4}, {2, 3, 4}} – – – C C – – – – C C – – – –
23 {{1, 2}, {1, 3, 4}, {2, 3, 4}} – – – C C C C – – C C C C – –
24 {{1, 2, 3}} – – – – – – – C C C C C C W W
25 {{1, 2, 3}, {1, 2, 4}} – – – – – – – – – C C C C – –
26 {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}} – – – – – – – – – C C C C – –
27 {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}} – – – C C C C – – C C C C – –
28 {{1, 2, 3, 4}} – – – – – – – C C C C C C C C
19
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