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We consider the one dimensional zero range process with jump intensity g(k) having value 1 
for all k ~ 1. We prove that propagation of chaos and local equilibrium hold in such system. 
We also show that in the continuum (hydrodynamic) limit the evolution of the density field 
satisfies a non linear diffusion equation. 
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1. Introduction 
Collective phenomena are present in several models of interacting particle systems; 
see e.g. [4, 11, 16, 17]. They are described by macroscopic equations and their 
appearance is usually, but not necessarily (cf. [12]) a consequence of certain good 
"ergodic" properties of the time evolution. 
One such condition, at least for mean field interactions, is the so-called propagation 
of chaos [3, 8, 10, 15, 18]. It essentially asserts that, in the "continuum limit", any 
two particles should move independently of each other. This is a quite natural 
consequence of mean field interactions. In fact, in such cases, by definition, only 
cumulative ffects contribute to the dynamics, i.e. the interaction among each pair 
of particles is itself negligible in the continuum limit. In general, however, collective 
phenomena re not necessarily connected to propagation of chaos and statistical 
independence; they may be the result of a more subtle mechanism of loss of memory. 
One typical situation may appear when the interaction among particles is short 
range and remains finite in the continuum limit. In this case the particles affect the 
neighbor ones, which, in turn, influence those which are close, and so on. Thus, to 
reach the far away particles a large number of steps is needed; at each step, part 
of the "influence" is lost and, after many, the dependence becomes mall. 
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In such cases, when nearby particles do in fact interact with each other under 
the influence of the surrounding ones, a new property, "local equilibrium", is 
introduced to describe their behavior [6, 14]. It asserts that the particles evolve like 
in the stationary process where the whole system is at equilibrium with a density 
determined by the actual "local" value of the density of particles. (Here we assume 
that the ergodic stationary states can be parametrized only by the density of particles.) 
In the local equilibrium regime the system at each time looks like a patchwork of 
local equilibria nd hence it is described by an equilibrium profile whose evolution 
defines the "hydrodynamical equations" for the system. The language is borrowed 
from the physics of fluids, where the microscopic evolution is ruled by Liouville's 
equation. When viewed on a macroscopic scale, however, the fluid is described in 
terms of fields, like the temperature, density, velocity, energy, . . . ,  fields, whose 
evolution is determined by the Euler and the Navier-Stokes equations for the system. 
Mathematically this can be made rigorous as a limit theorem, with the introduction 
of a scaling parameter for space and time (from microscopic to macroscopic 
variables) which tends to infinity in a suitable way. The method has been proposed 
by Morrey [9], but a rigorous proof of its applicability in realistic physical systems 
is still lacking. Also, for stochastic interacting particle systems local equilibrium has 
been verified only in a few cases. 
In this paper we prove local equilibrium for a particular one-dimensional zero 
range process whose macroscopic evolution satisfies a nonlinear diffusion equation. 
In Section 2 we introduce the model and state the results which are then proved in 
Section 3. 
2. Results 
In this paper we consider the Markov-Feller, process with state space N z and 
generator L [7], which acts on a bounded cylindrical function f as follows (~ = 
(~u)u~z ~ NZ below): 
L f (~)  =½ E 1(~,~ > O)[f(~ ''''+') - f (~)  +f(~,~,u-a)_f(~)], (2.1a) 
u 
~'v=~, -1 ,  ~:~'v=~+l,  ~;~=~w for w#u,v .  (2.1b) 
We let T,, t/> 0, be the associated Markov semigroup and we denote by (~:(u, t): u ~ Z, 
t~>0) the corresponding stochastic process, i.e. ~(u, t) denotes the number of 
particles at site u and at time t. Furthermore i f /z  is a probability measure on N z 
we let /~T, denote the law of (~(u, t): u e Z), where (~:(u) - ~:(u, 0): u ~ Z) are 
distributed according to /x. 
It is well known [1], that the extremal invariant measures are ~p, p > 0, where 
/zp is the product measure such that 
/zp[sC(u)=k]=(1-t-p)-k-'p k Vk  ~ N, (2.2) 
i.e. under ~p the £(u) are independent geometric r.v. with average p. The questions 
we examine concern the domain of attraction of the equilibrium measures /xp. 
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Consider the measure /z~_+) where the ~:(u) are independent and geometrically 
distributed, p_ being the average at u <~ 0, p+ at u > 0 and p_ > p+ > 0. We shall 
prove that the process converges weakly to the equilibrium measure with parameter 
p. Surprisingly, at first sight, we shall see that p # ½(p_ + p+), despite the apparent 
symmetry of the process. For the symmetric simple exclusion process, for instance, 
the limiting equilibrium parameter is in fact the average of the initial two; see [6] 
and Theorem 5.2, Ch. VIII of [7]. 
A way to understand such a difference is to look at the space time structure of 
the system, i.e. at its hydrodynamical behavior as discussed in the Introduction. 
Before stating a result in this direction we need to introduce some notation. Let 
S(u), u ~ Z, denote the shift group on N z, i.e. S(u)¢(v)= ¢(u+v) for all v~ Z. 
Furthermore if f :  NZ+ R, we let S(u) f (¢)=f (S(u)¢) .  
2.1. Theorem. Let /z~_.+) be the measure defined above. 
cylindrical function f on N z and for any r > 0 and R > O, 
lim sup Ilz~_+)T(e-2r)[S(u)f]-lzp~,u.~)[f]l=O, 
E--,O I~ut<~ R 
where p( r, r), 
a 1 c~ ( ( l+p)_2  0 ) 
~r p 2 ar ar p ' 
l imp( r , r )= l ( r<0)p-+ l ( r>0)p+,  r#O. 
~'---~ 0 
Furthermore, for any r > O, p(O, r) > ½(p_ + p+). 
Then for any bounded 
(2.3) 
r ~ R, r > O, is the unique solution, smooth for any r > O, of the equation 
(2.4) 
(2.5) 
One does not really need to compute limits for finding that p(0, r )>  ½(p_+p+) 
for all r>  0; this can be derived as a consequence of the fact that p(r, r) satisfies 
(2.4) and (2.5). The main point is that the diffusion coefficient D= (1 +p)-2 is a 
decreasing function of p. Hence the last statement in Theorem 2.1 is a corollary of 
the previous ones. 
Theorem 2.1 can be extended in several directions as indicated below. We can 
consider other initial conditions, say po(r), than that in (2.5), by introducing a family 
~z ~, e > 0, of initial measures for which (2.3) holds at time r = 0 with such po(r). 
(2.3) is then proven for any r > 0, under some assumptions of decay of the initial 
correlations. The corresponding p (r, r) again satisfies (2.4) with p (r, 0) = p0(r), some 
smoothness on po(r) being needed. 
Another extension concerns the analysis of the density fields. For this we introduce 
the 5e(R)-valued processes X ~, defined by their evaluations at time r and at the 
test function e, as 
X~(q~) = e Z q~(eu)¢(u, e-2r), ~p ~ ~(R) .  (2.6) 
u 
Such processes converge in law to the deterministic trajectory p(r, r) given by (2.4) 
and (2.5). This is proven using martingale techniques together with the local equili- 
brium condition established in Theorem 2.1. 
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All the above extensions are either consequences of Theorem 2.1 
adaptations of its proof, so we omit their analysis. 
or natural 
3. Proofs 
The main ingredient for proving Theorem 2.1 is the isomorphism of the Zero 
Range Process with the tagged Simple Exclusion Process. 
From the literature one gets very good estimates on the behavior of the Simple 
Exclusion Process [5], obtained by exploiting the self duality of the system. Such 
estimates do not apply directly to our case because of the conditioning on the 
position of the tagged particle, needed for establishing the isomorphism with the 
Zero Range Process. Some extra arguments are then required and will be developed 
in the present section. The proof of Theorem 2.1 will then follow. 
Isomorphism with the Labelled Exclusion Process 
First we introduce the Stirring Process. On each site x ~ Z sits a "Labelled" stirring 
particle. The stirring particle which at time 0 is at site x has label x. Its later positions 
are denoted by Y(x, t), t >I O. The time evolution is described in terms of independent 
Poisson processes of intensity 1, one for each pair of nearest neighbor sites. When 
a mark appears the stirring particles at the corresponding sites interchange their 
positions. 
The Simple Exclusion Process can be realized on the Stirring Process: an initial 
configuration (r/(x, 0): x~ Z) of particles (r /(x)= 0, 1 meaning, as usual, that site 
x is empty, occupied) evolves so that at time t a particle is at y if and only if there 
is x such that r/(x) = 1 and Y(x, t) = y. This time evolution is denoted by (r/(x, t): x 
Z, t >/0). Let T> 0, then the "time reversed" stirring process Z(x,  t), x ~ Z, 0<~ t <~ T 
is defined by 
Z(x,  t)= Y(y, T - t )  (3.1) 
where y is such that Y(y, T) = x. Naturally (Z(x, t), x ~ Z, t ~ [0, T]) has the same 
law as (Y(x, t), x~Z,  t~[0, T]). The law of ~7(x, T) is the same as that of 
~7(Z(x, T), 0) with ~(. ,  0) independent of Z(x, t). 
The Labelled Exclusion Process is obtained by labelling the particles in the Simple 
Exclusion Process. Particles are labelled consecutively starting from some particle 
with label zero: the next one to its right being particle 1, then particle 2 and so on, 
while particles to its left have negative labels, -1,  -2,  . . . .  The order between 
labelled particles is preserved in time so that the labelled tagged particles ride the 
stirring particles on which they are sitting except for those jumps which would cause 
an exchange between particles: such displacements are suppressed. In the case we 
shall consider the labelling is then completely specified from the fact that all 
configurations have at time zero a particle at the origin, to which we conventionally 
attribute label zero. 
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The random positions of particle u at time t in the Labelled Exclusion Process 
is denoted by q(u, t), we set q(u) := q(u, 0). To any (~:.,),,~z ~ NZ we associate 
(fix) x ~ z as the configuration in the Labelled Exclusion Process such that, on ( fix ) x ~ z, 
q(0) = 0, q(u+l ) -q (u)=~,+l  V~Z.  (3.2) 
On the Labelled Exclusion Process we define the variables 
~(u, t):= q(u+ 1, t ) -q (u ,  t ) -1 .  (3.3) 
Let the Labelled Exclusion Process start from (~Tx)x~z as obtained from (~:u),~z via 
(3.2); then it is easy to see that the variables ~:(u, t) in (3.3) have the same distribution 
as in the Zero Range Process which starts from (~u)~z. 
In this way we have established an isomorphism between the Labelled Exclusion 
Process with a particle sitting initially at the origin and the Zero Range Process. 
It is easy to see that under such isomorphism the equi l ibr ium measures/zp p > 0, 
become the Bernoulli measures ~,p, p e [0, 1] condit ioned on having a particle at the 
origin, i.e. r/(0) = 1. 
The link between p and p is given by 
p=( l+p)  -1, p=p-S(1 -p) .  (3.4) 
Let p± = (1 +p±)- i  and let v(_+) be the product probabil ity measure on {0, 1} z so 
that there is a particle at 0 (the zero particle) and 
~,(_ ÷)[rl(x) = 1] =p:~ if x~0.  (3.5) 
Here z,(_ +) is the image of/z(_ +) under the isomorphism established by (3.3). 
Notation. Let (f~, M, P) be some probabil ity space where we have defined the 
Labelled Exclusion process (tl (x, t): x ~ Z, t I-- 0), for any initial configuration 7( ", 0) 
such that r/(0, 0)= 1. As a consequence on such space it is defined also the zero 
range process (~(u, t): u ~ Z, t~>0) for any initial configuration ~:(', 0) ~N z via the 
isomorphism (3.2) and (3.3). To simplify the notation we use P(_,÷) to denote the 
probabil ity and expectations when r l ( ' ,  0) is distributed according to ~(_ +). Let f 
be a cylindrical function on {0, 1} z with basis A c {0, 1,.. .}. Letf(u,  t) be the random 
variable on (YZ, M, P) defined by 
f(u,  t )= S(q(u, t)+ 1)f(r/(t)), (3.6) 
where we are here using (S(k), k ~ Z) to denote the shift group on {0, 1} z and 
S( k )f( rl ) = f (  S( k )rl ). 
The next Lemma gives sufficient conditions on the Labelled Exclusion process 
which imply Theorem 2.1. 
3.1. Lemma. Theorem 2.1 is a consequence of (1) and (2) below. 
(1) For every cylindrical function f with basis A c N, any r > O, ~" > O, 
l im sup IP(_+)f(u, e-2"r) - vvu.,[f]l =0,  
e~O IEul<r 
(3.7) 
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where ~,p denotes the Bernoulli measure on {0, 1} z with average p and Pu,~ is obtained 
from p(eu, T) of (2.4) via (3,4). 
(2) Given r and r > O, for every ~ > 0 there is a k and eo > 0 so that 
sup sup P(_.+)[fk(u, e-2r ) ]<6 (3.8) 
~eo IEul<~r 
where 
k 
fk = I-[ (1 -  'r/ (j)). (3.9) 
j=O 
Proof. If g is a cylindrical function on N z and it has compact support, then there 
exists a cylindrical function f on {0, 1} z (as above) so that for all u and t 
S(u)g(~(t))  =f(u,  t), where f(u, t) is defined in (3.6). Condition (2) allows then to 
prove (2.3) for any bounded cylindrical function on N z. 
Estimates on the Simple Exclusion Process 
We need to control the displacements of particles in the Labelled Exclusion 
Process, this is done in the following Proposition. 
3.2. Proposition. Let v~_,+) be the initial measure for the Labelled Exclusion Process, 
0 being the label of the particle initially at the origin. Fix a > 1. Then, given any R > 0 
and T > O, 
lim sup P(_+)[[q(u, e-2r) -- e- lz(eu, r)l > e -s] = O, (3.10) 
~--,0 ]eul<~R 
where for any re R, z(r, ¢) satisfies the equation 
0 
- - z ( r ,  r )=p(z( r ,  r), z)- ' j (z(r ,  Z), r), 
07" 
(3.11a) 
and 
z(r,O)=r, (3.11b) 
0 
j(r, r)=-a-'-rP(r, r), (3.11c) 
0 1 O 2 { 
arp( r , r )  2 ar2 P( r, r), p(r, 0)= P- '  r<0,  -- p+, r>0.  (3.1 ld) 
A few words are now provided to explain the formulas in Proposition 3.2, which 
are based on the following very useful representation f the 
Displacements of a tagged particle. Let J(u, t), u ~ Z, t> O, be the "current" at u 
in the time interval [0, t], namely 
J (u , t )=  Z r l (x ) l (Y (x , t )>u) -Z  ~q(x) l (Y (x , t )<u) .  (3.12) 
X~ld  X~ld  
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Remark [2]. If J(u, t) = n and a tagged particle is in u at time 0, then, at time t 
that tagged particle will be the n-th particle in the configuration ~,, counting from 
u toward the right, or the left, if n > 0, or if n < 0, respectively. 
In an analogous way the current J(u, h, t2), u~Z,  0<~ h << - t2, is defined as the 
current hrough u in the time interval Its, t2]. 
One can now "read" (3.11a): p-1 takes into account he average distance between 
particles [to reach the n-th particle in the average one needs to move by p-~n] while 
j is related to the instantaneous expected current at the position where the tagged 
particle is. The density p(r, "r) satisfies (3.11d), the hydrodynamical equation for 
the Simple Exclusion Process; j is related to p by (3.11c) in agreement with the 
Fick [Fourier] law. 
Proposition 3.2 follows from the above remark and some estimates on the Simple 
Exclusion Process (proven in [5]), which we report below because we shall need 
them in the sequel. We particularize them to our context, their validity being more 
general. 
3.3. Proposition. Let ~ < ~ and let f be the characteristic function of any cylinder with 
bounded basis A. Then, for any n> 1, there exists c(n, [AI) so that, for any set of n 
mutually distinct integers xl, • • •, xn which are not in A, 
P(-'÷)[ f(~7(t)) ,=1 ~] (~(x~' t) -p(x~' t)) l  <~c(n"Al)t-~n 
p(xi, t)= P~_,+)['q(xi, t)]. 
(3.13) 
(3.14) 
After these preliminaries we begin the proof of Theorem 2.1. 
Proof of Theorem 2.1. We first give a sketch outline. 
We fix f and u and consider f(u,  t) as above; t = e-2"r. With large probability the 
u-th particle at time e-2r will be in some interval J centered at e-~z(eu, ~') with 
length 2e-~; cf. Proposition 3.2. Assume for the sake of definiteness that z(eu, r) > 0. 
We now introduce a measurable partition ~ of the path space [13]. In any atom of 
~" all the paths of the stirring particles are fixed as well as some of the r/(x). "Free" 
are those sites where the occupation umber at time zero is not specified. The free 
sites are required to be positive and are then determined by the request hat the 
stirring particle which starts from a free site at time e-2"r should be to the left of J, 
actually to the left of J by at least e -~ 
In this way we have constructed the partition ~ of the path space of our process. 
The following two remarks will be crucial in our proof: 
Remarks. (1) At time e-2~ " the unlabelled configuration of particles in J [and at all 
sites which are to its left by less than e -'~ ] does not change inside any atom a ~ ~. 
(2) Consider a path compatible with a ~ ~ and assume that the u-th particle is 
inside J at time e-27 (this being the case for most of the paths because of Proposition 
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3.2). Now change the occupation umber at one of the free sites, then the label of 
that particle which in the previous configuration was u changes by +1. As a 
consequence the u-th particle in the new path becomes the particle which previously 
was the next one to its right or left. 
Remark (1) is completely obvious while remark (2) requires ome argument which 
we temporarily postpone to the outline of our strategy for proving Theorem 2.1. 
By using Remarks (1) and (2) we shall see that for most a the conditional 
expectation o f f (u ,  e-2~-), given a, becomes, essentially, an average of S(x) f  for x 
which are at distance less than e-'~ from J. The weights for the average depend on 
a and are determined by the conditional law of # (a), the total number of particles 
at the free sites of a. 
More precisely, using local central imit theorem estimates, we shall see that # (a) 
changes significantly in "most"  of the atoms a of ff by e-8, 0 </3 < a, around its 
average. 
By Remark (1) the unlabelled configuration restricted to J [i.e. J enlarged by e-"  
both to its right and left] is constant in any atom a of ~'. On the other hand in all 
atoms a of ff different values of # (a) determine by Remark (2) only a variation in 
the labelling of the particles in J. Hence in most of the atoms the conditional 
expectation of f (u ,  ~-2~.) becomes, esentially, an average of S(x) f  over the occupied 
sites x of J. 
By Proposition 3.3 we have that a space average of length e -~ around any point 
of J is close to the equilibrium value of f in the state having parameter pu.~, cf. 
(3.8). From this condition (1) of Lemma 3.1 follows. 
We learnt from Hermann Rost that he uses similar ideas in his paper [19], and 
that analogous arguments can be used also in more general contexts; we refer to 
[19] for detailed references. 
Proof of Remark (2). Let to = (r/s)~>o be a path of the stirring process and let to ~ a. 
Let x* be the position of the u-th particle in r/o and assume that the u-th particle 
is in J at time t = e-2z. Let x be a free site and, to be definite, let r/0(x) = 1. Consider 
now the path tox= (~')s>--o such that, for all s>~0, r/~(y)= ~Ts(Y), for y # Y(x, s), 
and r/~( Y(x, s)) = O. 
Assume x>x* .  Then, cf. (3.12) for notation, J (x* , t ) ( to)=J (x* , t ) ( toX) - l ,  
because Y(x, t) is to the left of .~ since x is a free site. Therefore the label in cox 
of the particle at Y(x*, t) is u - 1. If x < x* then the current hrough x* is the same 
in to and cox but the label of the particle at x* in r/~ is now u -  1, hence the label 
of the particle at Y(x*, t) in r/~' is also u -  1. 
To implement he above arguments we first need some definitions. 
3.4. Notation. In what follows R and ~'> 0 will be fixed, u will be such that [eu[ <~ R 
and all the estimates will be uniform in u: I eu[ <~ R. To fix the ideas we only consider 
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the case z(eu, r)~>0, cf. Proposition 3.2 for the definition of z(r, r). As before J 
denotes the interval of R centered at e-~z(eu, r) of length 2e -'~, tz ~ (½, 1). ] is the 
interval with center e-~z(eu, r) and diameter 4e-L The semi-infinite interval to the 
left of J is denoted by/ .  
3.5. Definition (The partition ~ and the free sites F). The site x is "free" if (a) 
Y(x ,  e-2~ ") E I and (b) x > 0. F denotes the collection of all the free sites. Thus F 
is random and it depends on the Stirring up to time e-2"r. ~" is the measurable 
partition determined by fixing (1) Y(x, t') for all x in Z and all t' in [0, e-2'r] and 
(2) rt(x) for all x~ F. 
The free sites are determined by the Stirring Process alone, hence the configuration 
in F at time zero, given a ~ ~ is distributed according to the conditional aw of 
v(_ +), given the values of ~(x) for all x~ F. Since Fc  N, from the definition of 
v(_+) we conclude that the variables ~q(x)x, x~ F, conditioned on any a ~ Z, are 
mutually independent with average p÷. 
3.6. Notation. For any a s ¢ let P(_,+)[-la] denote the conditional law of P(_,+) on 
~" evaluated at any point in a. Let 
k(a) =integer part of P(-.+)It.x~ ~ (x) la] ,  (3.15) 
n (a) = cardinality of F in a. (3.16) 
From the well known Local Central Limit Theorem we get the following Lemma. 
3.7. Lemma. There exists c and, for all a ~ ~, Ra(k) so that 
P(_,+,[ ~, r l (x )=k la ] -Ga(k )<-n(a) - l /2cR~(k)  
Lx~F 
where Ra(k)>~O and Y.k R~(k) = 1 and 
G~(k) = (2,rr tr+ n (a))-1/2 exp[-  (2o-+ n(a) ) - l (k -  k(a)2)] 
where tr+ = p+(1 - p+ ). 
(3.17) 
(3.18) 
There will be atoms a ~ ¢ for which everything works fine, the "good atoms of ¢". 
We shall prove that the others have negligible probability, when e goes to zero. The 
specification for an atom to be good is collected in the following definition. 
3.8. Definition (@~, the set of the "good" atoms of ~). We fix once and for all a 
cylinder function f with basis a c M, [fl 6 1. Dependence on f will not be explicit 
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in the following. Given T>0 and Cl > 121>0 , let qd~(T , c~, g~) (in the following we 
shall simply write ~d,) be the collection of all the atoms a ~ ff such that: 
(i) For any a ~ q3~, e -~h > n(a) > cle -~ 
(ii) For any a 
is the configuration 
values at F[ F = {x~ 
cf. Notation 3.6. 
(iii) For any a 
N-1  
N -1 
x=0 
where 
cg~, q(a) ~ J, where q(a) is the value of q(u, t) in 77,. This latter 
at time t determined by the atom a and the following occupation 
, . . . ,  x~}, x~ <.  • • < xc:]" rl(x~) = 1 for i <~ k(a) and = 0 otherwise; 
, 
r t (x+y,e -~r ) -p  <T for a l l y in J ,  (3.19a) 
p := p(z(eu, r), r), N := [e-1/3], (3.19b) 
and z(r, z), p(r, z) are defined in Proposition 3.2. 
(iv) Let N=[e  -1/3] and let ] := l ( r l (0 )= l )S (1) f  , where f is the cylindrical 
function with basis in N fixed at the beginning of the present definition. Then for 
any a ~ ~d~ we require that 
N-- I  
N-~ ~ S(x+Y) f ( r l ( t ) ) -up[ f ]  < T for all y~J ,  (3.19c) 
x=0 
p being as in (3.19b). 
1 Notice that since a > g then (iii) and (iv) are well posed. In fact, if eq. (3.19a), 
respectively (3.19c), holds at a point, then it holds at all the other points in the 
same atom a ~ ft. 
The proof  of Theorem 2.1 proceeds by showing that there exist gl and c~ so that, 
for every T>0,  Pc_ +)[cg~(y, cl, gh)] goes to 1 when e vanishes. We shall then see 
that the conditional expectation o f f (u ,  e-2r) given an atom a of ~d, is an average 
of space averages like those in (iii) and (iv) of Definition 3.8. The result will then 
differ from vp[f]  by at most 0( ' / ) ,  where lim~_,o 0 (T )=0.  
In this way condition (1) in Lemma 3.1 will be proven, all the estimates being 
uniform in l eul  ~ r. 
3.9. Proposition. There exist c~ and gl > 0, so that for every T > 0 there is q~,~( e ) such 
that lim~__,o q~r(e)=0 and 
p(_.+)[ cg~ (,/, cl, g~)] ~> 1 - ¢,/(e). (3.20) 
Furthermore, ~%(e) is the same for all u such that leu[ ~< r. 
Proof. We shall obtain bounds like in (3.20) for each of the four conditions defining 
~d,. The Proposition will then be proved. 
Notice that once we specify an atom a ~ ~" together with the occupation values at all free sites, then 
we uniquely determine a point in D([o, t]; {0, 1}z), t = e-2T. 
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(i) Let Z(x, t'), 0<~ t '~ < t be as in (3.1), with t instead of T. The number of free 
sites is the number of "reversed" stirring particles which starting from I, cf. Notation 
3.4, are to the right of the origin at time e-2~ -. 
By the translation invariance of the stirring process, the lower bound on n(a) is 
reduced to the proof that there exists c~ and ~ol(e) so that, t = e-2r, lim~_~o ~(e)  = O, 
P[~x<_0 l(Z(x,  t )>2e-~)>c~e-~]>l-q~(e) ,  (3.21) 
P being the law of the Stirring Process. 
Since a < 1 and t = e-2~ - it easily follows that for c2 > 0 small enough, 
Z P[Z(x, t) > 2e -'~] > 2c2 e-~ (3.22) 
x<~O 
We choose c~ = c2 so that from (3.22) we have 
P [~<~o l(Z(x' t) > 2e-~) < c'e-'] 
[ 1] <~P 2 ( l (Z (x . t )>2e-~) - ( ' ) )  >c,e 
x<~O 
<~(c,e-l) -2 ~ P[Z(x,t )>2e-~]<~(e) ,  (3.23) 
where ( . )=  P[Z(x, t )>2e -~] and lim,_,o ~(e)=0.  The third inequality in (3.23) 
follows from the Chebishev inequality and the fact that {Z(x, t )>2e-"}  and 
{Z(y, t )> 2e-~}, x • y, are negatively correlated [7]. 
In a similar fashion we get the upper bound; details are omitted. 
(ii) By Proposition 3.2 there exists ~2(e) such that 
We have 
P(_,+)[q(u, t) ~ J] >1 1 - q~:(e), 
lira ¢2(e)  = 0. 
~-'~0 
(3.24a) 
(3.24b) 
P(_ +)[q(u, t) ~ Jl a]<~ l( q(a) ~ J) + l(q(a) ~ J)P(_,+)[ q(u, t) ~ Jl a] 
<~ l (q(a)~J)+ l (q(a)~J)  
• {1( n(a) < cte-') +½+ (c,)-'/2e '/2} (3.25) 
where we used (3.17). 
By part (i) of this Proposition, which has been already proved, P(_+)[n(a)< 
cle -1] <~ ~l(e). Therefore, after integrating over all atoms a of if, we get 
P(_,+)[q(u, t) ~ J] <~ P(_,+)[q(a) ~ J] +½P(_,+)[q(a) ~J] -4- (C1)-I/2cE 1/2 q_ el(E), 
SO that 
P(_,+)[ q( a) ~ J] >~ 2(1- ~2( e ) ) -1 -  ( Cl)-'/2 cel/2- ~pl( e) 
where we used (3.24). 
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The bound for (ii) is therefore proven. 
(iii) We use Chebishev's inequality, exploiting the estimates in Proposition 3.3. 
Since JJJ = 2e-~, a < 1, we have that 
lim sup JP(_,+)[r/(x, t)] -p(z(eu,  7"), r)J =0. 
e~O x~J 
We now take the expectation of the 2n-power of 
N-1  
N-1 ~ {rl(x+y,t)-P(_,+)[rl(x+y,t)]} 
x=0 
and expand the product. The contribution of those terms with k different indices 
is bounded by 
const .e2~kN-2nNkN (2n-k)/2 ~ const .e  2~k+(2n-k)/6, 
by Proposition 3.3 provided 8 < ~; the constant in the above equation depends on 
n and & Hence the bound goes like e 4~". The probability of the event in (3.19a) is 
therefore bounded by IJJ const.e 4~" <~ const.e 48"-~. By choosing n large enough we 
get the bound in (iii). 
(iv) The proof of the bound in (iv) is completely analogous to that in (iii) and 
it is omitted. 
From now on c~ and E~ will be fixed in agreement with Proposition 3.9. 
3.10. Proposition. There exists ¢( ~/) so that 
lim sup JP<_+)[f(u, e-E~')J a] - vp[(f)]l ~< O(v), 
lira ¢ (y )  = O, 
3,~0 
where p is given in (3.19b) and ~'> O, as in Notation 3.4. 
(3.26a) 
(3.26b) 
Proof. Let a e ~.  Our estimates will not depend on which a in (~ has been chosen. 
Notation: q(a), ~ ,  x i , . . . ,  Xk below are as in (iii) of Definition 3.8 and t = e-2~ ".
Let 
x(k) = the position of the (u + k)-th particle in n7 
Then, in the atom a, 
f(u, t)= S(x(k)+ 1)f(n(t)) 
if ~,x~F n(x)=k(a)+lc  We are going to show that there exists q~3(e) such that 
lim ~03(e) = 0 and 
IP<_+>[f(u, t)l]-Y~ G~(n){S(x(n)+ 1)f(n~)}l <~ ~3(e). (3.27) 
The difference in the 1.h.s. of (3.27) is determined by (1) changing 
P<-,+)[~x~F r l (x)=k(a)+k] with G~(k) (the error is controlled by using (3.17)) 
and (2) neglecting the values of k for which x(k) ~ I. 
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For (2) we argue as follows: firstly n(a)<~ ~8 -~, by (i) of Definition 3.8. By (3.18) 
we can neglect values of k such that Ikl/> e -1/2-~, ~ > 0 in the limit when 8 goes to 
zero. Between J and I there are 8 -5 sites and by (iii) of Definition 3.8 we know 
that the number of particles in that region is order 8 -~. Choosing 1+ 8 < c~ we then 
obtain (3.27). 
We use the following to reduce the Gaussian average in (3.27) to the usual average. 
Auxiliary fact. Let G( n ) be a symmetric probability on Z such that G( n ) >1 G( n + 1) 
for any n >I O. Let f be a bounded function. Then 
E G(n)f(n)= ~, G' (n) (2n+l) (A, f )  (3.28) 
n n~-0  
where, for n >>- O, 
G ' (n )=G(n) -G(n+l ) ,  
A,o f=(2n+l )  -1 ~ f(k) ,  
]k]<~n 
so that ~,n~o (2n + 1)G'(n) = 1. 
Proof of the Auxiliary Fact. It just requires integration by parts, i.e. Abel-reordering 
the sum in the 1.h.s. of (3.28). 
(3.26) can be proven as follows. We decompose Ga(n) by using (3.28) and we 
disregard the values of n which are less than E -3/7. The error goes to zero like 
8 -3/7.  81/2, because of (2.18) and the fact that n(a) >- c18 -~, by (ii) of Definition 3.8. 
We can also neglect he values n i> 8-" since the error is exponentially small. 
We then have for n ~ [8 -3/7, E -a] ,  
n N 2 
S(x(k)+ l)f(rl~)= ~ S(q(a)+x)f(rl~ ) (3.29a) 
k=- -n  x=- -N I  
where N1 and N2 are such that 
q(a) -N l=x( -n ) ,  q(a)+N2=x(n),  (3.29b) 
and f is defined in (iv) of Definition 3.8. 
We divide Z into intervals of length N, N = [E-l/3]. The first interval Lo has its 
left hand point at qa. Next to its right is L1 and to its left L_I; then L 2 and L_ 2 and 
SO on.  
Let -N1 e L_m,, N2~ Lm2. Recall that If] <~ 1; then 
N 2 
E 
x~- -N  1 
S(q(a)+ x)f(~/~') = up[f](m, + m2+ 1)N + yO,(ml + m2+ 1)N + 202N 
(3.30) 
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for some O~ and 02 in [ -1,  1]; we have used (iv) of Definition 3.8. Analogously 
using (iii) of Definition 3.8 we get 
2n + 1 =p(ml  + m2+ 1)N+ 03"Y(ml + m2+ 1)N +204N, (3.31) 
where also O3 and 04 are in [ -1,  1]. 
Since p(r, r) is uniformly bounded away from zero, cf. (3.11d), and since ml and 
rn2 both go to infinity when e goes to zero, then from eqs. (3.29), (3.30) and (3.31) 
we obtain that for 7 small enough there exists c3 and ~04(e) so that 
(2n+l )  -l }-'. S(x(k)+l)f(~7~)-Vp[f] <~c3(p' - -T) - lT+q~4(e) ,  
k ~- - r l  
where 
O<~p'<~p(r, r), l im q)4(•) = 0 ,  
e -..~ 0
(3.32) 
so that the Proposition is proved. 
The proof of Theorem 2.1 is completed by noticing that (2) in Lemma 3.1 follows 
from stochastic monotonicity: all distances between labelled particles in the r/ 
process are stochastically smaller than geometrically distributed random variables 
with average p÷. We are indebted to a Referee for suggesting such an argument. 
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