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ABSTRACT 
 
Approximately 20 to 25 percent of patients discharged from primary healthcare facilities 
are readmitted within 30 days at a cost of roughly $42 billion dollars per year to insurance 
providers. Accountable Care Organizations (ACOs) create a network of healthcare providers 
aimed at improving the quality of patient care within a new ‘pay for performance’ business 
model. The Affordable Care Act (ACA) of 2010 directed the ACOs to establish new accounting 
practices including financial penalties for unplanned 30-day readmissions. Some unplanned 
patient readmissions can be caused by inappropriate interventions and in others, patients were 
unable to comply due to numerous complex social and technical complications.  
Incentives within the ACA for adoption of electronic health records (EHR) has motivated 
the rapid creation and adoption of new complementary predictive risk and decision technologies 
aimed at enhancing discharge decision processes.  At least 26 unique risk prediction technologies 
of varying predictive nature have been created. New technologies are often proposed without 
methods to guide their design or implementation. The impacts of inserting a new patient 
discharge risk technology into an expert heuristic-based decision process are not well defined, 
nor are the acceptance levels of that technology in a highly trained group of healthcare 
professionals. Research conducted on heuristics and cognitive biases within the healthcare 
industry is not particular to patient discharge care management, and has not been assessed since 
the ACA was implemented. This research will present new knowledge about risk technology 
impacts on expert heuristics and cognitive biases while examining the acceptance of these 
technologies. Simultaneously, the research presents a methodology rooted in cognitive task 
analysis methods to analyze current discharge systems and guide training design strategies for 
health care professionals towards enhancing the quality of patient discharge care.  
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CHAPTER 1  
 
Introduction 
 
1.1 State of Patient Discharge Planning, Problem Statement, and Research Gap 
 
The state of the United States healthcare industry was altered by the Affordable Care Act 
(ACA) in 2010.  This legislative change enabled the formation of Accountable Care 
Organizations (ACO) in an effort to improve quality care processes while lowering costs (Fisher, 
2012).  In 2014, U.S. hospitals served over 1.8 million patients readmitted within 30-days of 
discharge at a cost of almost $42 billion according to the Agency for Healthcare Research and 
Quality (AHRQ) (Shinkman, 2014). The new business model has transformed the industry from 
a ‘fee for service’ to a ‘pay for performance’ financial system. This has influenced the rapid 
creation and adoption of new organizations, policies, and technologies across all healthcare 
industry systems.  
Unplanned patient readmissions related to the initial treatment represent a fundamental 
challenge for ACOs. Fiscal Year 2013 witnessed the start of a hospital Value-Based Purchasing 
program which adjusts payments in Medicare based on four metrics which comprise a Total 
Performance Score (Medicare, 2016). Metrics examine performance of a hospital against others, 
and internal improvement of performance after an initial baseline period. Patient discharge is one 
of many critical functions being evaluated.  Readmission trends after discharge might be 
influenced by a combination of factors like the size of the hospital, staffing levels, (Jha, Orav, 
and Epstein, 2009) or adjustments toward the use of Medicare condition code 44 (Appendix E) 
which allows ACO hospitalists discretion for patient labelling as “observation” versus 
“inpatient” status. While readmission trends have been generally improving (Hansen et al., 2013 
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and Gerhaldt et al., 2013), there remains much work to do and the redesign of industry systems 
remain a challenge.   
The introduction and use of risk technologies intended to raise awareness of patient 
factors, has expanded quickly. Incentives within the ACA for adoption of electronic health 
records (EHR) have motivated the rapid creation of new complementary predictive risk and 
decision technologies aimed at enhancing discharge decision processes.  At least 26 unique risk 
prediction technologies of varying predictive nature have been created (Kanagara et al., 2011). 
However, new technologies are often proposed without methods to guide their evaluation and 
implementation. The impacts of inserting a new patient discharge risk technology into an expert 
heuristic-based decision process is hardly understood, nor is the acceptance level in a highly 
trained group of healthcare professionals.  Four distinct research gaps have been identified and 
will influence the systems approach presented in the following chapters.  Item 1 below represents 
the primary focus of this research.  
1. Research has been conducted on heuristics and cognitive biases within the healthcare 
industry, but that research is not particular to patient discharge care management, and 
has not been assessed since the change in business model under the ACA.  Impacts of 
new technologies in patient discharge decision making are not well understood within 
the expert-based healthcare industry culture.  
2. There exists no formal methodology facilitating the training and evaluation of case 
managers and emerging technologies, policies, or communication tools for improvement 
of patient discharge planning and decision making. 
3. There are best practices, but no universally recognized set of predictive patient attributes 
behind a single technology predicting risk, or recommending interventions. 
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4. There are best practices, but no universally accepted methodology for improving patient 
discharge processes or developing enabling technologies. 
Engineering systems for understanding and supporting individual and team cognition and 
decision making remains a research challenge not addressed in many industries (Morrow and 
Fiore, 2013), and not in any depth within the patient discharge process.   
 
1.2 Research Aim, Significance of Work and Broader Impacts 
 
Development of a methodology which incorporates a systems-thinking approach and 
treats patient discharge as a socio-technical system is the enabling framework needed to study in 
depth technology impacts to decision making.  The methodologies and strategies developed will 
recognize that no two patients are alike, and each requires detailed medical and social 
understandings to inform what type of discharge design is best suited for that individual.   
The primary research objective and intellectual merit of this research is the analysis of 
the impact of risk technologies on expert cognitive processes employed in patient discharge 
planning and decision making. New knowledge will be presented and raise awareness about how 
technologies, heuristics and cognitive biases influence quality patient discharge processes. The 
synthesis of existing cognitive task analysis methods and this new knowledge will reveal an 
advanced method in developing training strategies for patient discharge.   
Five research sub-objectives include: 
1. Determine the impact of risk technologies on expert decision heuristics. 
2. Identify when expert judgements can be imperfect in discharge planning. 
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3. Develop methods for development and training of healthcare professionals working in 
complex socio-technical systems for patient discharge. 
4. Evaluate the cognitive processes employed by case managers in the decisions to prioritize 
time towards patient care, and recommend patient-centered discharge interventions. 
5. Determine the acceptance of risk technologies in the patient discharge system. 
The broader impacts to the healthcare industry can span beyond the discharge process 
itself, across the perioperative spectrum of patient care. Methods for evaluating cognitive 
processes and developing training strategies when new technologies are introduced (while 
mitigating the risk of poor technology acceptance) will be developed.  Further, the approaches 
presented can inform policy and communication improvements in related sub-systems. 
Identification of strengths and limitations of risk tools and normative decision systems in general 
within the expert heuristic-centered culture represents a relevant and important opportunity to 
positively impact the entire healthcare community. 
 
1.3 The Patient Discharge Total System and Existing Methods 
 
A brief explanation of the total patient discharge system can assist in framing the 
problem’s complexity and why this research is timely, relevant and of value. Unique to the 
healthcare industry and discharge process is that each patient represents a complex system who is 
served by healthcare providers working within socio-technical systems which seek to enable 
expert-based decision-making. These systems focus on interactive influences of social, 
organizational and technical factors as they impact the design and performance of complex 
systems (Hettinger, 2015).  
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Systems thinking is the holistic mental framework which recognizes an entity, or patient 
first within their fit and relationship to the environment (Parnell and Driscoll, 2011).  The patient 
discharge system represents a human-modified system (Blanchard and Fabrycky, 2011) in which 
a natural system defined as the patient’s health, interacts with human-made systems in the form 
of healthcare providers, processes and technologies. Systems thinking provides a mental 
framework for analysis of patient discharge processes by illuminating various factors and 
interactions affecting possible alternatives, or patient interventions. The fundamental problem, or 
problem statement for patient discharge requires a socio-technical systems thinking approach.  
 The complexity of the ACO’s total environment ensures that changes in one sub-system 
likely will impact all sub-systems. Each sub-system should be considered in the context of how it 
delivers value to the patient discharge decision process. Value-focused thinking allows for the 
identification of what is desired in performance of a system (Keeney, 2009) and provides an 
approach to achieve it. Systems which improve patient discharge decision making, but are 
developed and launched in isolation represents an alternative-focused approach; the patient 
discharge system requires value-focused thinking given its interconnected nature. A basic 
framework which can be labeled as the patient discharge ‘environment’ (Parnell and Driscoll, 
2011) is depicted in Figure 1.1 to serve as a cognitive reminder about many of the patient 
discharge system complexities.  Environmental factors in the figure are a representation of 
categories of sub-systems to consider in total system development. 
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Figure 1.1: Patient Discharge Socio-Technical Environment 
 
The ACA has motivated the rapid expansion of patient discharge best practices and 
techniques towards improvement of clinical outcomes and reducing costs. Research has at times 
been focused on readmissions and the severity of the diagnosis (Elixhauser and Steiner, 2013) 
along with basic patient attributes to predict unplanned readmission.  Online risk tools such as 
one from the American College of Surgeons (ACS) have aggregated basic patient attributes, 
diagnoses, and surgical procedures into a risk score and length of hospital stay recommendation 
(ACS, 2015).  Some risk tools look at health literacy as defined by the Rapid Estimate of Adult 
Literacy in Medicine (REALM) model (Parker et al., 1995) (Mitchell, 2014) in predicting 
readmission risk. The REALM tool presents a reading comprehension list of medical terms for 
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the patient to read. The proper pronunciation of those terms is correlated to patient understanding 
of discharge interventions, and predicting unplanned readmission rates.  Approaches in 
identifying particular patient attributes as definitive proof of readmission risk are numerous.  
How technology improves healthcare provider awareness of these patient attributes is not well 
understood.  
 Budryk (2013) proposes techniques for preventing readmissions, including 
communication plans, technology support, and medical staff follow-up contacts.  Care transition 
improvement methodologies which are considered cutting edge include the Reengineered 
Hospital Discharge Program (RED) (Jack, 2009) (AHRQ, 2013) and Project BOOST - Better 
Outcomes for Older adults through Safe Transitions (Hansen, Greenwald, and Budnitz, 2013). 
Project RED presents 12 components in evaluating a patient to perform pre-discharge, and 
methods for post-discharge follow up. It presents an adaptable methodology and uses process 
flow methods to guide the effort of the provider, but it is not prescriptive in nature.  A series of 
logical techniques to use in ensuring the thoroughness of the patient-centered discharge services 
is presented. Project BOOST presents similar techniques and uses intervention tools to identify 
and focus healthcare specialist services in more complex discharge situations.  Focus on which 
patient attributes to use as cues of readmission risk are recommended, and techniques to mitigate 
presented.  No tools however examine how the decisions are made and to what degree of quality.  
Furthermore, how might technologies impact the quality of discharge decision making represents 
the very research gap addressed in this dissertation’s focus. 
Incentives under the ACA to adopt Electronic Health Records (EHRs) have influenced 
development of complementary proprietary new technologies aimed at improvement of patient 
discharge planning and decision making. The Health IT (HITECH) Act of 2009 offered financial 
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incentives through Medicare and Medicaid in adoption of EHRs, and the ACA only strengthens 
that move towards HITECH adoption.  As of 2012 based on the National Ambulatory Medical 
Care Survey, almost 72 percent of physicians had adopted some sort of system and 40 percent 
had adopted capabilities required for a full EHR system with greater growth in rural areas 
(Hsiao, 2013).   
To complement the expansion of EHRs, stand-alone risk prediction tools have been 
developed.  A patent search highlighted 21 patents pending (USPTO.gov) and 26 models aimed 
at predicting risk for patient readmission of varying predictive powers (Kansagara, et al., 2011).  
Further, there have been studies which explore the impacts of the quality of the discharge plan on 
readmission risk, in particular intervention categories such as post-acute care (Bowles et al. 
2014).  Bowles illustrates how decision support in identifying high risk patients is associated 
with better discharge plans defined as reductions in 30-day readmissions.  Validation that 
technologies can work in improving the quality of the discharge care through targeted referrals is 
informative, but the quality of decisions made internal to those referrals can vary.  Research 
presented in this dissertation will illuminate the dynamics of cognitive processes when coupled 
with technology, and the residual impact on the quality of discharge decisions. 
The training of healthcare practitioners in patient discharge represents another key 
research issue that is currently under-addressed. Efforts have been taken to develop curriculums 
at the front edge of a healthcare provider’s education (Thompson et al. 2005), but few address 
the healthcare professionals currently in place. Employment of time consuming courses is 
unrealistic for fiscal and service related reasons.  Employing new knowledge of technology 
impacts on discharge decision making can be coupled with cognitive task analysis methods to 
more efficiently target groups of healthcare providers in training strategies. 
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1.4 Organization of this Dissertation 
 
 This dissertation will first frame the total discharge system, and then present the analysis 
and new knowledge of technology impacts on decision making.  Chapters 3 through 7 will 
leverage a case study partnership with a rural Illinois ACO.  The work is organized as follows: 
 Chapter 1 provides a brief background description of the ACA and impacts on patient 
discharge, where research gaps exist, and a description of the OSF medical group 
partnership as the case study for this research. 
 Chapter 2 presents pertinent literature review in defining the total system and evaluating 
technology impacts on patient discharge decision making.  The nature of the heuristics 
and cognitive biases to be tested will be outlined, and a description of the technology 
acceptance model will be discussed. 
 Chapter 3 presents the methods to be employed in data collection, and particular 
approaches to integrating Cognitive Task Analysis models with heuristic based and 
technology acceptance models. 
 Chapter 4 presents the results of the Cognitive Task Analysis and creation of the models 
which describe the total patient discharge system and decision making within it. 
 Chapter 5 presents the results and analysis of technology impacts on heuristics, 
cognitive biases, and examines results of the technology acceptance within the structure 
of fictional patient simulations. 
 Chapter 6 presents the results and strategy for integration of the analysis conducted in 
Chapters 4 and 5 in the form of a training strategy for each critical decision made in the 
discharge process. 
 Chapter 7 will summarize the work and identify areas for future research. 
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CHAPTER 2  
 
Literature Review 
 
 
The research and methodologies included in this dissertation are derived from many 
discipline’s methodologies and techniques, and relevant approaches are brought together to 
address a new approach to the patient discharge readmission problem.  This chapter will attempt 
to highlight key contributions which will be applied in this work, as well as defining the state of 
the art in each discipline. 
 
2.1 Healthcare Cultural Considerations  
 
The medical community’s ‘culture’ is one which, by necessity, is deeply rooted in expert 
heuristic based decisions regarding complex systems, or patients. Healthcare professionals rely 
on expertise to deliver quality care.  Roughly 80% of doctors have adopted Electronic Health 
Record (EHR) technologies, and about half use it to assist in patient care decisions (HHS.gov, 
2014).  Yet despite the emergence of proprietary risk and EHR technologies, the industry 
remains dominated by expert-based heuristic decisions. The higher the level of complexity in a 
medical decision to be made, and the higher the level of expertise of the decision maker, the 
more difficult it is to provide comparable support in the way of effective decision models 
(Rademacher, 1994).  Modeling and the manipulation of models in ever changing environments 
represent the core of intelligent behavior and design of decision support and training tools 
(Applegate, Konsynski and Nunamaker, 1986; Bonczek, Holsapple, and Whinston, 1980). The 
cultural struggle between expert heuristics and normative models actively exists, yet the 
complementary nature of the two approaches in patient discharge planning has not been defined 
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as emergence of technologies and acceptance of models quickly evolves since the introduction of 
the ACA. 
 The term ‘culture’ can take on a wide range of meanings, and so for this work, the 
healthcare industry culture will be defined as the set of values that is shared by a group of 
interacting individuals (Charles et al. 2006). Individuals who interact with patient discharge can 
be generally defined by the medical physicians (hospitalist), case managers, bedside nurses, the 
patient, the patient’s family, occupational or physical therapists, pharmaceutical team, palliative 
care RN (if needed), the primary care provider (PCP), and home health as required. Many 
secondary stakeholders exist, but are typically not directly involved in the direct intervention 
decision making for a patient.  
Introduction of a decision or risk technology, or standardized models which define a 
process or patient attributes can quickly become treated as incomplete by healthcare 
professionals, and any ‘one size fits all’ approach will be viewed as unlikely to add value to any 
decisions (Charles et al. 2006) (Montori, Gafni, and Charles, 2006).  One of the primary reasons 
for the skeptical view of models and decision aids is that they downplay the influence and 
significance of cultural beliefs including social framework such as family structure or socio-
economic status (Charles et al. 2006) (Searight and Gafford, 2005). Hospitals typically employ 
care management specialists who can be registered nurses (RN) or social workers (SW) to 
capture the details of social framework attributes during referrals influenced by higher risk 
patients.  Discharge tools coupled with specialist healthcare providers are meant to identify these 
patients and focus discharge resources.  This common approach mitigates some of the skepticism 
which might exist; tools such as RED and BOOST models described in Chapter 1 represent 
employed models.   
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Prior to adoption of technologies, the healthcare industry should be aware and capable of 
navigating the total patient discharge system. This requires methods which both frame the 
problem and the fit of sub-systems, but also enables data gathering and analytical approaches in 
evaluation (Bisantz, Fairbanks and Burns, 2014).  Leveraging cognitive engineering methods 
which support human performance in complex systems allows for recognition that all systems 
must be derived from domain experts and their activities and situations in actual work 
environments (Bisantz, Fairbanks and Burns, 2014) (Woods and Roth, 1988).  Cognitive Task 
Analysis (Hoffman, 1998) methods for patient discharge are not identified in literature. Many of 
the cognitive engineering approaches presented in this research would require acceptance into 
the healthcare culture. 
The leading edge of cultural change is not clearly defined, and so methods which present 
the capture and presentation of the total system, identification of cognitive processes employed, 
and ultimately inform how technology and expert judgements do or do not work together, can 
expand the body of knowledge. The healthcare industry culture appears accepting of emerging 
technologies as many new proprietary risk and decision tools inundate the market.  Assessing the 
impacts of these technologies represents a fertile frontier of research. 
 
2.2 Socio-Technical Systems and Communications  
 
Socio-technical systems focus on interactive influences of social/organizational and 
technical factors as they impact the design and performance of complex operational systems 
(Hettinger et al. 2015). Socio-technical systems are meant to enhance communication in complex 
systems. Miscommunication in patient care transitions or the discharge process, with the many 
diverse stakeholders, represents a challenge which might be mitigated through technology with a 
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focus towards reducing cognitive workloads, and ensuring completeness of handoffs between 
physicians and with patients (Morrow and Fischer, 2013). Conversely, analogies drawn to the 
aviation industry by Durso and Drews (2010) recognize that healthcare communications are 
under-developed relative to aviation, and thus risks are involved in rapid insertion of 
technologies where communication standards aren’t well defined.   This represents a research 
gap which is an important emphasis for this dissertation. What risks are incurred in adopting new 
technologies when industry reliance on expert decision heuristics is inherent to the culture? What 
are the impacts of those technologies on decision making?  And is the technology acceptable in 
improving communications during care transitions? 
Healthcare professionals work under enormous constraints in making decisions and 
delivering quality care in the patient discharge process. Time constraints will always influence 
the quality and nature of the decision process in managers and professional decision makers alike 
(Svenson and Maule, 1993). The theory of bounded rationality claims that people are generally 
incapable of making decisions in a fully normative manner (Gigerenzer and Selten, 2001) 
(Simon 1957 and 1989). The assertion is that utility theory will employ over-simplified versions, 
or abstractions of a complex decision problem.  And so concepts such as satisficing are presented 
in Simon’s work which describes that when minimum requirements are met, a decision maker 
should choose the first satisficing alternative.  A second concept is that the decision maker’s 
competence can only be understood by examining the interaction of their cognitive strategy with 
the decision problem (Simon, 1990).  The methodology in the dissertation seeks to address this 
intersection by identifying how the interaction occurs before full achievement of balance 
between the normative and expert models can be defined.  Where does the expert heuristic 
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perform well enough to avoid employment of a normative model?   And where does cognitive 
bias perhaps skew judgment resulting in poor quality decisions for patient discharge? 
A decision is an irrevocable selection of a course of action from among a set of 
alternatives and in contrast, as judgment is an estimation of a past, present, or future state, event, 
or value of a variable (Kirlik and Bertel, 2010). Decisions are rooted in judgements about factors 
or variables, and knowing the impacts of technologies on those judgements is central to 
understanding impacts on the quality of decision making. In the expert heuristic industry of 
healthcare, methodologies must examine both cognitive approaches to judgement, and decision 
making as separate, but related.  In other words, to examine an expert decision making heuristic 
without examining cognitive biases impact on judgements would be an incomplete approach.  No 
heuristic is perfect, and judgements are comprised of probabilistic cues or fallible indicators and 
criteria of evaluation (Kirlik and Bertel, 2010) (Brunswick, 1956). Recognition about when this 
is the case, and training case manager self-awareness to the strengths and pitfalls in their decision 
strategies employed for patient discharge presents an opportunity. 
The leading edge of research in socio-technical system communication is that the 
understanding of unexpected influences of technology on remote communications in complex 
domains is not understood (Morrow and Fisher, 2013). This would apply to EHR and risk 
technology distribution of data about a patient. Cross-domain communication using technologies 
such as nurses, doctors, and social workers presents another future opportunity for research 
according to Morrow and Fisher (2013). New knowledge presented in Chapter 5 will present 
impacts of technologies in patient discharge and expand the literature for more complex team 
communication studies in healthcare.   Furthermore, application of technology acceptance tools 
will define how different domains accept or reject technologies in complex decision making. 
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2.3 Cognitive Task Analysis 
 
 One method of understanding how a healthcare provider might reason through patient 
discharge decisions is by conducting a Cognitive Task Analysis (CTA).  This method can help in 
the understanding of cognitive activities, macro cognitive processes, and supporting functions 
(Klein and Hoffman, 2008). CTA provides a framework which might address information 
technology connectivity requirements.  The process generally consists of three elements; 
knowledge elicitation, data analysis, and data representation (Crandall and Hoffman, 2013). It is 
also recognized as a method adept at capturing the extensive knowledge and skills of experts in 
an industry (Hoffman, 1998).  For purposes of this dissertation, two techniques in knowledge 
elicitation will be utilized to provide the context and fit of the analysis and representation 
portion. A drawback of the methodology is that the CTA can be seen as too subjective and 
practical without systemic and experimentally rigorous processes, according to Crandall and 
Hoffman (2013).  The cutting edge of CTA research indicates that work which is practical, but 
also systematic and rigorous is needed to further acceptance of methods (Crandall and Hoffman, 
2013).  Chapter 6 will demonstrate how practical CTA methods can be integrated with more 
statistically rigorous experimental methods towards developing training strategies for patient 
discharge.  
 The first technique which will be employed is the Concept Map which captures 
propositions and relationships among concepts and expert knowledge of the system (Crandall, 
Klein, and Hoffman, 2006).  It requires the creation of nodes (concepts) and links (relationship 
expressions) to graphically create meaning out of a complex system and identify knowledge gaps 
(Markham, Mintzes, and Jones, 1994). Creation of the concept map occurs by first conducting 
observations of the system. Crandall, Klein and Hoffman (2006) provide a process of selecting 
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the domain and concepts, arranging the concepts in logical groupings, linking the concepts, 
refining the concept map, and building the knowledge map in layers so as to ensure clarity of the 
concepts.   
 Research gaps exist in how team cognition and technologies can gain a level of synergy 
(Morrow and Fiore, 2013). Team cognition increases under heavy and complex workloads when 
mental models and communication strategies are formed and internalized (Stout et al. 1999); this 
was examined in the detailed and routine planning activities employed by disaster response 
teams.  Mental or cognitive models in team decision making can be examined to identify 
opportunities to enhance performance (Rouse, Cannon-Bowers, and Salas, 1992) as in flight 
crew training techniques. However, performance can be hindered with inadequate explanations 
of models or risk/decision tools.  Evaluation of technology must include listing the pros and cons 
of how it might enhance individual and team cognition as a way to avoid increased levels of 
cognitive bias. Any method or strategy in improving patient discharge processes should take into 
account the delicate balance of heuristics versus normative Bayesian probability theory and 
decision analysis, and overlay how best individual or team cognition can enhance the process. 
This dissertation will focus on impacts of technology on the individual healthcare provider’s 
patient discharge decisions. Technology impacts on team decision making in interdisciplinary 
rounding would present follow-on cutting edge research. 
The concept map in CTA allows for the formation of a shared mental model of the patient 
discharge system and better understanding of who and what influences decision maker. Teams 
are identified as two or more distinguishable people who interact dynamically towards a 
command goal/mission (Stout et all, 1999). While the healthcare provider in the form of a case 
manager represents the typical primary decision maker, the hospitalist represents the patient 
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discharge final approval in the interdisciplinary rounds (IDRs). Therefore, understanding the 
team dynamics and mental models are important in developing training strategies and designing 
information technologies even though the focus of this dissertation is on the individual. 
Situational awareness can be defined as the perception of critical factors in the environment, and 
what those factors mean (Endsley and Jones, 2013).   Evaluation of how people and technologies 
raise situational awareness in patient discharge decisions is another leading edge research area 
for future work, and this work could leverage new knowledge presented in Chapter 6. 
With concept map in hand, the identification of key decision points would allow for 
application of a second CTA method named the Critical Decision Method (CDM) (Klein, 
Calderwood, and Macgregor, 1989).  Crandall, Klein, and Hoffman (2006) describe how an 
interview is meant to elicit information about the cognitive functions of planning and decision 
making through a time sequenced review of a patient decision process, and then uses deepening 
probe questions to refine the perspectives of the participant.  Applications of CDM have included 
critical care, systems analysis, design engineering, laboratory medicine, and military operations. 
The CDM research includes interviews using probe questions to examine the healthcare 
provider decision processes, and causing them to reflect the key decisions which occur in the 
course of a given day.  Probe questions often utilized in CDM (Hoffman, Crandall and Shadbolt, 
1998) generally include the list below and could be customized to address patient discharge:  
 Describe the decision x? (identify discharge intervention decision point; recall actual 
patient discharge intervention decision) 
 What were you seeing, or hearing in the decision? (Tech, Peer Expertise, Own 
Experience, outside sources) 
 What information did you use in making this decision? 
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 How was that information obtained?  
 Were you reminded of any previous experience? 
 What were your goals/objectives at the time of the decision? 
 Who were the stakeholders in that decision process? 
 What other courses of action were considered or available for your patient? 
 How was the final option selected, and others rejected?  What rule was being followed? 
 What experience or training was necessary or helpful to make this decision? 
 What training or information might help you in future similar decisions? 
 What kind of time pressure is involved in making this decision? 
 Are there any other constraints involved in the decision? Policies? 
 Did you imagine how events would unfold with the intervention chosen? 
 What artifacts (technology or other) helped you in your decision; and which ones do not 
add value? 
 What mistakes are likely in this decision?   
 What factors would have changed your decision recommendation? 
One limitation of employing the CDM is that the consistency and validity of the 
responses, and the time taken to ensure a thorough approach often can take away from time 
spend in developing an actual expert system. CDM provides an approach to identify cognitive 
processes employed by case managers, but methods to bring statistical rigor to the outputs as this 
work will show in Chapter 6 are required to further advance CDM as an acceptable 
methodology. 
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2.4 Healthcare Heuristics and Cognitive Bias 
 
Heuristics are efficient cognitive techniques, or ‘rules of thumb’ which can assist in 
probability judgements and decision making, but are sometimes vulnerable to inadvertent, 
systematic cognitive biases (Tversky and Kahneman, 1974).  A cognitive bias is defined as a 
‘systemic error in thinking that affects the decisions and judgments that people make’ 
(Psychology.com, 2016).  This dissertation examines technology impacts on heuristics and 
cognitive biases often associated with the healthcare industry and patient discharge itself.   
Healthcare research in decision heuristics and cognitive bias is outlined in (Chapman and 
Sonnenberg, 2003) where empirical proof of 12 biases common to medical decision making are 
presented to include: Support Theory and Unpacking Bias, Hindsight Bias, Confirmation Bias, 
Framing Effects, Preference Reversals, Adding Decision Alternatives, Sunk Cost Bias, Omission 
Bias, Regret, Decision Weight Bias, Variable Discount Rates, and Evaluation of Sequences.  
Chapman and Sonnenberg (2003) indicate that healthcare decisions are influenced by many 
biases, some which are consistently studied while others not as much. 
The methodologies presented in this dissertation will explore six heuristics and biases 
which are common to the healthcare industry and determined to likely impact patient discharge.  
The Anchoring and Adjustment heuristic and closely associated Overconfidence Bias and 
Planner’s Fallacy Bias are closely related.  Risk technologies associated with patient discharge 
typically will provide a probability of readmission score which could influence main or 
interaction effects in factors which define the decision makers.   A second set of three biases 
more typically associated with the Representativeness heuristic includes the Conjunction Bias, 
the Unpacking Bias, and the Confirmation Bias.  The impacts of readmission risk technologies 
on these three heuristics which may be more associated with making decisions about discharge 
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interventions and not judgement about the patient’s risk is unclear; studying these would allow 
for expansion of new knowledge in many expected and potentially unexpected directions which 
might influence future technologies for discharge intervention design.  Nomination of more 
cognitive biases will be reserved for follow on research. Figure 2.1 captures cognitive processes 
analyzed in Chapter 5. 
 
 
Figure 2.1: Patient Discharge Heuristics and Cognitive Biases for Research 
 
2.4.1 Anchoring and Adjustment Heuristic 
 
 The Anchoring and Adjustment heuristic asserts that in the course of making an estimate, 
the choice of an initial anchor point will be made and adjustment from that anchor point based on 
knowledge of the event in question (Clemen and Reilly, 2013) could occur. When cues bear on a 
hypothesis initially, then that judgment will tend to be favored (Einhorn and Hogarth, 1982) 
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(Kahneman and Tversky, 1973). Introduction of a risk technology might create an anchoring 
effect, and thus impact the influence of other expert developed heuristics which might rely on 
knowledge of similar patients (representativeness heuristics) or recent, easily accessible 
knowledge of a patient scenario (availability heuristic).  Recency effects in cue integration could 
strongly impact weighting of the hypothesis in question, and the last cue may have a strong 
weighting, albeit a temporary one (Rieskamp, 2006).  Knowing that most risk technologies 
present a probabilistic output to the healthcare provider, determination of how that figure is 
accepted and competes with expert judgements makes this heuristic of most interest here. 
  
2.4.2 Overconfidence Bias 
 
 Closely associated with the Anchoring and Adjustment heuristic is the Overconfidence 
Bias.  Overconfidence or over-precision could result in poor estimates of a patient’s risk, or 
could narrow the types of interventions considered. Assessing an individual’s confidence in a 
diagnosis and judgment is often unrealistic and high (Wickens, 1992, Nickerson, 1998).  Even in 
industries where a high level of education, certifications, and experiences exist, overconfidence 
is wide spread (Tetlock, 2005).  Overconfidence bias in diagnosis can lead to situations where a 
discharge intervention is determined to be very effective without considering other intervention 
alternatives.  The relationship between overconfidence and the judgment of a patient’s likelihood 
of readmission could result in less accurate decisions regarding patient interventions.   In other 
industries of high expertise such as aviation, this has been shown to be a valid concern 
(Sulisstyawati, Wickens and Chui, 2011).    
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2.4.3 Conjunction (Subset) Bias 
 
 The Conjunction Bias occurs when there is an overestimation of the probability of an 
event occurring in which there are subsets not relevant to the ultimate outcome (Clemen and 
Reilly, 2013).  It states the probability of two events occurring together is < the probability of 
either occurring by itself, or that Prob (A∩B) ≤ Prob (A) when A represents the primary event, 
or outcome, and B represents a subset of that event. The ability for a healthcare provider to 
remain focused on the total outcome of a suite of interventions is important.  Speculation that a 
patient may or may not comply with the full suite of interventions could create distractions and 
decrease efficiency of the process.   Understanding if any of the healthcare providers exhibit this 
bias could influence training strategies.  Kahneman and Tversky (1982) tested the conjunction 
bias extensively using tennis match outcomes and subsets, and this bias has been witnessed 
across multiple industries.    If this bias exists, it can lead to an overestimation that outcomes 
with multiple subordinate events will be greater than the end-state outcome for a patient, and 
therefore could indicate that the healthcare provider is not efficient in recognizing and addressing 
the goal of reducing readmissions. 
 
2.4.4 Unpacking Bias 
 
 The Unpacking Bias is directly related to support theory (Tversky and Koehler, 1994) 
and describes how the likelihood of an event should be expressed as a probability even when it is 
an expert-based intuitive assessment (Chapman and Sonnenberg, 2003); this is desired to ensure 
acknowledgment of all alternatives in the problem.  Support Theory posits an unpacking 
principle, or that providing a more detailed description of an event increases its judged 
probability (Tversky, Amos, and Koehler, 1994). For patient discharge, using probability 
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estimates would force the provider to consider the likelihood of success for all interventions, and 
not arbitrarily de-value one intervention if it isn’t readily presented. When additional healthcare 
alternatives are presented for the same patient scenario, it is likely to experience much different 
probability judgements (Redelmeier et al. 1995).  Examination of whether this bias exists in 
healthcare provider initial patient judgements of intervention success could be critical to self-
awareness training and informing future designs of possible decision support technology.  If the 
bias exists, an underestimation of success will result for those interventions not displayed, or 
presented; when additional alternatives are made available, they will then be assessed higher 
probabilities for a successful patient discharge. 
 
2.4.5 Confirmation Bias 
 
 Confirmation Bias is a desire to confirm or seek information to validate a clinical 
diagnosis, or hypothesis about a patient’s condition for discharge (Wickens, 1992).   It could lead 
to increased confidence without improving accuracy to the diagnosis (Chapman and Sonnenberg, 
2003).  Cues could be sought which do not add value to the discharge diagnosis, but intrinsic 
value to the healthcare provider in support of the judgment about the diagnosis (Cook and 
Smallman, 2008). In patient discharge, the patient’s length of stay in inpatient recovery can have 
initial positive effects, but decreasing effects over time towards readmission risk. The presence 
of Confirmation Bias might negatively impact the patient’s recovery due to the pursuit of 
unneeded tests and thus harm the overall effectiveness of discharge interventions.   Evidence of 
this bias will be determined if the provider seeks confirming information about their initial 
diagnosis of the patient’s risk for readmission. 
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2.4.6 Planner’s Fallacy (Overconfidence) Bias 
 
  People generally are optimistic in planning and as such have a tendency to underestimate 
time requirements for complex tasks.  The planner’s fallacy (Buehler, Griffin and Ross, 2002) 
could have impacts on certain elements of a patients discharge intervention.  In particular, how a 
healthcare provider might estimate the needed length of stay for inpatient recovery prior to 
discharge, or the degree of educational support the patient will need to understand their discharge 
plans. Examination of how patient discharge elements are potentially underestimated could 
influence how to raise awareness of this bias, and in what healthcare provider profiles. 
 
2.5 Debiasing Techniques 
 
 Presence of a cognitive bias does not necessarily indicate intentional or negative 
decisions to act in a non-systemic way, but could occur based on memory and the manner in 
which an event is remembered. Debiasing technique literature often is very particular to specific 
industries.  To categorize the healthcare industry, application of the framework provided in 
Fischoff (1981) provides a start point.  Might the source of the bias reside in the judge 
(healthcare provider), the presentation of the task (intervention decision), or a combination of the 
two?   New and relatively unknown technologies rapidly integrated into an expert-based decision 
industry could easily lead to an assumption that it is a combination.  Fischoff (1981) offers up 
strategies to employ in this instance including a “restructuring”, which requires that the judge has 
the skill sets, but is not able to apply all the skills.  Strategies to combat bias include making 
knowledge explicit, searches for discrepant information, decomposition of the problem, 
consideration of alternative situations (discharge alternatives), and offering alternative 
formulations.   Reliance on substantive experts, and their education from an earlier time (and 
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accumulated experience), could enable many of these debiasing efforts.  In summary, debiasing 
patient discharge decision making only exists in the more general form of healthcare decision 
making on patient diagnoses for various medical conditions, and not within patient discharge 
Technologies used to combat overconfidence in forecasting patient readmission risk, or 
effectiveness of the discharge design can draw from work done with weather forecasting. 
Graphical and visual tools can create an effective architecture for mitigating expert-based bias 
beyond simple mathematical models (Jenkins and Ward, 1965).  How an individual should think 
about probabilities rather than frequency of an event was presented in Tversky and Kahneman 
(1974) and thus these studies could guide training strategies for healthcare practitioners. 
Strategies for training debiasing are many, and can present mixed results depending on which 
cognitive bias is being dealt with (Wickens, 1992).  
 Training focusing on identification of cues enabled lesser degrees of anchoring and 
adjustment to occur (Lopes, 1982).  Employment of clear ‘debiasing’ wording in instructions 
(Wickens et al., 2010) has also been shown to mitigate biases stemming from the anchoring 
heuristic.  Presentation of alternate hypothesis which illustrate how a decision maker’s judgment 
may not be precise can combat confirmation and overconfidence biases (Cohen et al., 1997).   
And the training approach of presenting immediate feedback mitigated extreme overconfidence 
in another industry of high expertise in meteorology (Murphy and Winkler, 1984).  The ability to 
unpack a diagnosis for example has been shown to reduce overconfidence, or the planner’s 
fallacy (Kruger and Evans, 2004). In the course of evaluating heuristics and nominating training 
strategies, identification of which debiasing techniques might apply could guide lesson 
objectives for potential retraining of stakeholders involved in patient discharge decision making. 
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2.6 Technology Acceptance Model 
 
The Technology Acceptance Model (TAM) was originally developed to explain 
computer usage behavior (Davis, 1986) but has become accepted as an approach to explaining 
total user acceptance of a technology.  There have been many instances of TAM being used to 
examine health care professional acceptance (Hu et al. 1999).  Four basic elements comprise the 
TAM model, although there are many accepted modifications to Figure 2.2. 
 
 
Figure 2.2: Technology Acceptance Model 
 
 
 A series of statements are used to elicit responses from users of the technology on a 
Likert scale.   A seven-point Likert scale is employed to measure respondent estimates when 
working with educated professionals. This method could allow us to look across healthcare 
provider factors such as certification, age, experience level, workload, and workflow to identify 
possible training emphasis points.   
Hu (1999) evaluated six questions on ease of use, usefulness, and behavioral intention to 
use, and three on attitude towards the technology.   For this research, the decision was made to 
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replace the six questions on ease of use with the System Usability Scale (SUS) due to the 
industry acceptance of those questions which are often used in stand-alone assessments (Brooke, 
1996).  Over 1300 articles and publications examining the SUS in theory and application have 
been conducted according to www.useability.gov (2015).  Robust psychometric testing has been 
conducted to validate the SUS’s ability to evaluate ease of use, or usability and learnability 
(Lewis and Sauro, 2009). 
The SUS is a 10 item questionnaire and for experimental design reasons, the use of a 7-
point Likert scale was employed for this research to maintain continuity throughout the solicited 
questions.  In instances where the population to be examined are highly trained and skilled, 
employment of a 7-point scale is somewhat preferred as a matter of decreasing the number of 
‘uncertain’ responses (Matell and Jacoby, 1972) over the SUS’s standard 5-point scale. The SUS 
standard questions include: 
1. I think that I would like to use this system frequently. 
2. I found the system unnecessarily complex. 
3. I thought the system was easy to use. 
4. I think that I would need the support of a technical person to be able to use this system. 
5. I found the various functions in this system were well integrated. 
6. I thought there was too much inconsistency in this system. 
7. I would imagine that most people would learn to use this system very quickly. 
8. I found the system very cumbersome to use. 
9. I felt very confident using the system. 
10. I needed to learn a lot of things before I could get going with this system. 
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2.7 Visual Decision Tools and Decision Analysis 
 
Joseph et al., (2014) presented a proof of concept showing decision makers of high 
expertise, when provided with decision tools rooted in probabilistic mathematical decision 
models, can sharpen the ability to identify tradeoffs under uncertainty of a design, and effect 
changes to the risk attitude of the decision maker.  A model has been created to address how to 
achieve balance between expert descriptive and normative decision making (Figure 2.3) when 
working with immersive computing environments (Behdad et al., 2013).  
 
 
Figure 2.3: Normative and Descriptive Decision Making Balance 
 
 The model examines descriptive best practices, first determining whether cognitive 
biases or inefficiencies might be present. If so, normative methods (including utility theory or 
mathematical optimization models) might be employed to remedy these limitations. The results 
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are then examined for potential for further improvement, and the cycle can repeat. This model 
can provide a frame for the work presented in Chapter 6 where expert descriptive decision 
processes apply heuristics to resolve complex decisions like patient discharge.  The balance with 
more normative models similar to a readmission risk technology or decision support technology 
can be achieved by first being aware of the limitations of each approach, and second through 
application of debiasing or alternative improvements.   New knowledge created in this 
dissertation will provide insights into the balance, or possible imbalance which occurs during 
patient discharge decision making. 
Risk technologies present an approach to integration of normative decision standards 
described in (Clemen and Reilly, 2013, Blanchard and Fabrycky, 1981).  In order to examine the 
difference in how tradeoffs are understood, and acceptability of their presentation, a decision tree 
model combined with outcome, probability and expected multi-attribute utility estimation could 
be employed (Keeney and Raiffa, 1993) as future decision support tools are developed.  
 
2.8 Summary 
 
 The research fields which surround the topic of technology impacts on patient discharge 
decision making present multiple research gaps and opportunity for development.  Research is 
robust in healthcare culture but has yet to examine changes in the acceptance of new 
technologies influenced by the ACA.  Methods in evaluation of socio-technical systems, 
communications, and cognitive task analysis are robust and accepted in multiple industries, but 
achievement of synergy with more rigorous analytical methods is a recognized next step, and 
again the discharge process has not applied any of these methods in whole or parts.  Heuristics, 
cognitive biases, and debiasing techniques in healthcare have included ample research regarding 
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diagnoses of many specific medical conditions, but do not address patient discharge or the 
impacts of new emerging technologies.  Finally, models exist to analyze the acceptance of new 
technologies in healthcare, and how decision making can achieve balance between normative 
and descriptive methods, but have not yet been applied to the problem tools to estimate the risk 
of patient readmission.  Chapter 3 will now present the methodology used to elicit new 
knowledge of technology’s impact on patient discharge decision making. 
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CHAPTER 3  
 
Methodology for Evaluation of the  
Patient Discharge System 
 
3.1 Introduction 
 
 New risk technologies motivated to improve patient discharge decision making can be 
well intentioned. However, understanding their impact on expert heuristics and overall 
acceptance will be important in realizing the value and fit of these systems.  Chapter 3 will 
present a case study of an ACO, with recently adopted electronic health records, care 
management organization, and readmission risk technology all within the last 12 months.   
Presentation of the methods used to evaluate the ACO will follow.  
Every ACO focuses on reducing unplanned 30-day readmissions while improving the 
quality of discharge practices and outcomes of discharge interventions. The launch of a risk 
technology requires evaluation of that technology’s fit and impact on the total system; this 
includes other sub-systems and the human element in particular.  A case study will be introduced 
and a framework model presented along with methods for evaluating the total system.  An 
experimental design for evaluation of heuristics and cognitive biases will be demonstrated within 
that framework model.  The new framework to guide and integrate many existing methods, and 
new knowledge will be named the Patient Discharge Socio-Technical System Evaluation and 
Decision Process, or Patient Discharge STEP for short.  This chapter will explain the partnership 
for the case study and data collection, describe the framework model, and will outline existing 
and new methods which will enable the effort to improve the quality and clinical outcomes of the 
patient discharge process. 
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3.2 Partnership with the Order of Saint Francis Medical Group ACO 
 
Healthcare providers who are at the intersection of new technologies and patient 
discharge can vary from ACO to ACO.   The Order of Saint Francis (OSF) Medical Group in 
Peoria IL was a willing partner for this research.  Currently 32 medical facilities in the U.S. are 
designated as ACOs and OSF is currently the only one in a rural setting (Willemsen-Dunlap, 
2015).  The disposition of OSF facilities can be seen in Figure 3.1 (Foti, 2016).   Research 
presented in this dissertation will include all OSF facilities minus Saint Luke #9 in Kewanee IL 
and Saint Francis #8 in Escanaba, MI.   
 
Figure 3.1: OSF Medical Group - Hospital Disposition 
 
The OSF organizational structure which focuses on serving patients through discharge is 
the Care Management division which has existed since early 2015 and includes four primary 
divisions: Utilization Management, Center of Expertise, Inpatient Case Management, and 
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Ambulatory Care Management (Foti, 2016). Each facility in Figure 3.1 has Care Management 
services which vary based on hospital size, average number of patients, average turnover of 
patients, and regional responsibilities. The Care Management model is “the practice of planning 
and coordinating the physical, mental, and social needs of a patient to help improve their health 
and maintain their independence. It entails managing, referring, and coordinating health and 
social services.  Whether the patient has a chronic or complex condition or is enduring an 
episodic event, Care Management helps the patient and their caregiver to manage their health to 
improve their quality of life. This practice will balance with the patient’s right to self-
determination.” (Foti, 2016)   
The inpatient case management staff represents the focus of this research.  Inpatient case 
management consolidates the efforts of registered nurse (RN), and social work (SW) 
professionals towards providing care for medium-high and high readmission risk patients. OSF 
currently has an estimated 9.8% unplanned readmission rate which slightly varies by hospital, 
and by insurance payer system, but there is universal concurrence that this can be further reduced 
(Hippler and Franciskovich, 2015). Over 60 inpatient case managers provide patient discharge 
services across ten OSF facilities in Illinois and Michigan.   They represent the primary users of 
readmission risk technologies, and are the primary decision making influence over hospitalists or 
primary care providers regarding discharge interventions. While the OSF model is one of many 
ways an ACO can structure itself based on preferences and best practices, it represents a close 
match to most ACOs allowing for methods and strategies presented in this research can be easily 
adapted.    
New proprietary risk technologies which help focus case managers towards patients who 
are at risk for unplanned readmissions have been built.  OSF Data Analytics team has developed 
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a readmission risk tool which will partially populate the Epic Care EHRs (Epic, 2015) using a 
red-amber-green column, and draws on 50 patient attributes in a regression analysis aimed at 
predicting readmission risk. Patient factors are drawn from historic and current diagnosis data. 
The readmission risk tool was launched in the fall of 2015 only nine months after the Epic EHR 
had been partially integrated across the ACO, and twelve months after a stand-alone OSF Care 
Management organization was created. A full sample copy of the OSF readmission risk tool 
output can be viewed in Appendix A, and an abbreviated version using a fictional patient 
scenario created for this research is presented in Figure 3.2.  
 
Figure 3.2: OSF Readmission Risk Tool - Fictional Patient Output 
 
Creation of these readmission risk tool outputs for facilitation of the experimental design, 
and training simulation was conducted with OSF Data Analytics and mirror exactly what is 
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provided to inpatient case managers daily. This research will present the readmission risk tool as 
‘RRT’ for short since OSF has not yet named the technology.   
The RRT is emailed to inpatient case managers daily at noon. No hospitalist (medical 
doctors focused on patient discharge approval), bedside nurse, or other discharge stakeholders 
(physical therapists, pharmaceutical specialists, palliative care, etc.) have access to the OSF 
RRT.   The inpatient case manager as the primary decision making influence to hospitalists, and 
agent for patient discharge intervention decisions has exclusive permissions to use the tool. This 
case study is similar to many of the other rapidly launched technologies, and presents the ideal 
scenario from which to develop methodologies and training strategies since the confluence of 
technology with decision makers is currently restricted to only inpatient case managers.  
No OSF training curriculum or policies have been provided to guide use of the RRT. 
Leadership at OSF conducted the launch deliberately without either, and feedback on the RRT 
will guide future iterations or expansions of the tool. OSF leadership validated the multiple 
research gaps presented in Chapter 1 regarding impact on expert decision making and acceptance 
of the technology; the need for a total system evaluation methodology, and new insights into the 
impact of the RRT was confirmed to be an OSF leadership desire. 
Simulation based training can help provide the mental model for healthcare decision 
makers to employ decision systems in what is currently a culture dominated by heuristic, rule-of-
thumb decision making. These heuristics are necessary, useful and efficient, but are sometimes 
limited or flawed. Defining the total system in which these decision systems and training will 
exist will add transparency and value to their design and integration. OSF’s Jump Trading 
Simulation and Education Center is an ideal facility to facilitate this development. Jump’s 
Applied Research for Community Health through Engineering and Simulation (ARCHES) is the 
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conduit for clinicians and engineers, and its three primary goals are to 1. Improve Clinical 
Outcomes, 2. Reduce Costs, and 3. Develop High Quality Practices.  Interest in the patient 
discharge decision making is high at ARCHES.  The partnership with the University of Illinois at 
Urbana-Champaign and the OSF team provides a unique opportunity for this research, and future 
research with patient discharge intervention decision making. Access to inpatient case managers 
to observe daily tasks and decision making forums, and gather data using a fictional patient 
simulation storyboard, was approved by OSF and UIUC Institutional Review Boards, and OSF 
Care Management leadership.   
The simulation storyboards will be described in this Chapter and are fully presented in 
Appendix B. Data collection efforts, interviews, and observations can be seen in Table 3.1 and 
included:  
 Eight hours of preliminary pre-research observations to scope the research 
 Eight hours of direct interviews with case manager’s senior leadership 
 Four hours with OSF Data Analytics and senior OSF leadership 
 42 hours of direct contact and observations with inpatient Case managers 
 Seven interdisciplinary rounds (IDR) directly observed  
 Seven formal Critical Decision Method probe interviews were conducted  
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Table 3.1: OSF Engagements for Data Collection and Observations 
Date 
(2016) 
Primary 
POC 
Activity/Observation Duration of 
Contact 
Location 
(all in Illinois) 
Trainin
g 
Facility 
5 Jan  RN Case manager 
introductory training 
6 hours St Francis, Peoria  No 
13 Jan  SW IDR Adult 4 hours St James, Pontiac  No 
15 Jan  RN IDR Adult 4 hours St Mary’s, Galesburg  No 
18 Jan  RN/SW None 2 hour St Elizabeth, Ottawa  No 
19 Jan  SW IDR Adult 4 hours St Anthony, Rockford  No 
20 Jan  RN IDR Adult 6 hours St Anthony, Rockford  No 
21 Jan  RN/SW None 2 hours St Anthony, Alton  No 
25 Jan  SW IDR Adult 4 hours St Elizabeth, Monmouth  No 
26 Jan  RN/SW None 2 hours St Francis, Peoria IL Yes 
27 Jan  RN/SW None 2 hours St Francis, Peoria  Yes 
27 Jan  RN/SW None 2 hours St Joseph, Bloomington  No 
28 Jan  RN IDR Peds 6 hours St Francis, Peoria  Yes 
29 Jan  RN IDR Adult 4 hours St Francis, Peoria  Yes 
1 Feb  RN Utilization Management 30 min St Francis, Peoria  No 
1 Feb  RN Center of Excellence 30 min St Francis, Peoria  No 
1 Feb  RN Care Management 
leadership 
1 hour St Francis, Peoria  No 
 
In the course of conducting initial interviews and preliminary observations, inpatient case 
manager factors were identified to describe where potential differences might exist in heuristics 
decision making, and technology impacts and assessment.   These factors were utilized to ensure 
that subject groups described in this chapter were statistically similar so that a measure of 
validity in the approach could be achieved.  Those case manager factors included: 
 Certification of the case manager (registered nurse or social work) 
 Age of the case manager 
 Total experience of the case manager 
 Workload complexity (in average patients per day) 
 Workflow complexity (turnover of patients in average new patients per day) 
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3.3 A New Framework for Evaluation of the Total System 
 
 A new framework which captures impacts of technology on decision making in context 
of the larger system of patient discharge is needed. This first step is a new framework model to 
be presented in this chapter so as to frame future methods used and analysis conducted.  
Observations of OSF Care Management which are captured in Appendix E identified that staff 
variability in judgements and decision making regarding patient discharge was large.  
Understanding the complexity of the total system, and how decisions were being made would 
represent a critical step within any new framework.  A detailed analysis of the impacts of 
technology on the judgment and the quality of discharge intervention decisions were needed and 
desired by inpatient case managers, but could only come in the context of knowing how the 
system works, and what critical decisions case managers were being asked to perform.   
 A new and distinct system framework is required.  An expert descriptive decision culture 
likely would not accept a traditional engineering optimization design process with stand-alone 
normative models which capture every attribute, exhaust all decision prospects, elicit risk 
attitudes from decision makers, and ultimately determine which prospect delivers most utility. 
Studies have shown that there is poor acceptance of such technologies in health care (Charles et 
al. 2006) (Montori, Gafni, and Charles, 2006).  A hybrid framework which enables identification 
of expert decision making and how technologies influence those decisions is required so that new 
knowledge presented in this dissertation can then be applied through real training strategies or 
approaches to improving policy or communication sub-systems. 
 Inpatient case managers are not averse to new technologies which complement expert 
decision processes (Appendix E).  Initial conversations with inpatient case managers elicited new 
technology guidelines which in their opinion should be adopted. Risk or decision technologies: 
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1. Must enable the balance between decision heuristics and normative models while 
remaining focused on the patient.  
2. Must enhance care transitions and communications with patient, and among healthcare 
staff.   
3. Must increase visibility of the patient factors impacting readmission risk. 
4.  Must raise awareness of discharge interventions which might perform well based on 
patient profiles, but not constrain expert-based decision making.   
 
A new framework would need to account for the change in technology acceptance over 
time. Socio-technical systems are meant to enhance the sharing of information and mitigate 
miscommunication challenges. The intersection of technology and humans present a source of 
possible miscommunication.  Any framework would need to reinforce how and where 
technologies perform well in enhancing discharge decisions, and where they do not perform well 
or the same as expert heuristics.   
 Key elements of the framework model include: 
1. System Model.   A model is an abstract depiction of the real world giving an approximate 
representation of more complex functions of systems (Palambros and Wilde, 2000). 
There is not a comprehensive model which captures the total care management system 
for patient discharge.   Creation of such a model must recognize where variability exists, 
and be adaptable to the many different ACOs across the United States.  This would not be 
a mathematical model, but a concept model developed from the OSF case study of 
inpatient case managers. Mathematical models to be assessed in the case study will 
include the pre-existing OSF readmission risk tool (RRT) (Appendix A). 
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2. Analytic Design.   The RRT is a predictive model which uses 50 patient factors of 
potential statistical significance and analyzes them through a regression analysis.  The 
output is a total readmission risk probability.  Testing the impact of the RRT on decision 
making and acceptance would require simulation-based experimentation for examination.  
Use of a storyboard simulation of fictional patient scenarios (Appendix B) provide the 
data collection tool for the study of technology impacts on judgment and decision 
making. In time, this could evolve from an initial experiment (Appendix A) to predictive 
models as feedback loops and automated simulations are created and employed as 
illustrated in Figure 3.3 with inspiration from Palambros and Wilde (2000). 
 
 
Figure 3.3: Levels of Analytic Design 
 
 Inspiration was further gained when looking at other design models which focus on 
quality decision making such as the Systems Decision Process (Parnell and Driscoll, 2011). The 
Systems Decision Process in Figure 3.4 presents an adaptable decision model which defines the 
system first, and then leads the decision maker through problem definition, design solutions, 
deciding on the best solution, and implementing the solution phases. 
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Figure 3.4: The Systems Decision Process – Inspiration for Patient Discharge STEP 
 
A socio-technical system evaluation and decision process (STEP) for patient discharge is 
explained in Figure 3.5. The methodology does not integrate new system design, but presents a 
way to evaluate the total system and integrate new knowledge with training strategies to improve 
discharge decisions.  New technology designs would be a separate design loop emanating from 
‘Define the System’ and returning into the ‘Identify and Integrate New Patient Discharge Policy, 
Interdisciplinary Round Technologies’ nodes of Figure 3.5. Appendix E contains inpatient case 
manager feedback which helped in creation of the model.   
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Figure 3.5: The Patient Discharge STEP Model 
 
Basic principles of this Patient Discharge STEP include: 
1. In an expert dominated decision-making system, training and simulations which 
evaluate the impact of new technologies, policies, or other must be integrated in order 
to understand impacts on expert heuristics employed in delivering quality care. 
2. Shared situational awareness of the patient discharge system, and all sub-systems 
within, must reach all stakeholders in the patient discharge process. 
3. Feedback on performance from self-awareness via simulations and training, to 
external feedback on the quality of discharge intervention performance, is critical to 
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improving the quality of discharge intervention decisions, and improving systems 
which enhance decision making. 
 
Beginning in the upper left of figure 3.5, the flow chart is explained as nodes which: 
1. Define the System 
 Method: Build and/or confirm using a cognitive task analysis (CTA)-style concept 
mapping. 
 Explanation: An OSF specific CTA concept map is presented in Chapter 4, and 
would need to be modified for each particular ACO patient discharge system. 
This product along with case manager and patient feedback can also 
independently launch a ‘system needs’ assessment in designing and developing 
completely new technologies, policies, or internal team IDR or decision 
processes.  Products from this node will increase situational awareness, and 
provide a mental model for healthcare professionals to discuss and improve 
patient discharge processes. 
2. Define Critical Decisions for Patient Discharge Quality 
 Method: Build and/or Confirm using Critical Decision Method and Observations 
 Explanation: Critical Decision Methods allow for a deep understanding of critical 
decision made within the system.  Identification of decision heuristics in 
application, and how existing technologies provide cues for judgements and 
decision making can be captured. Recognition of constraints within the 
environment and how they are affecting the delivery of quality discharge care can 
greatly assist in training strategies and system development. 
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3. Develop a Simulation of Patient Scenarios 
 Method: See Appendix A for existing simulation.  Future methods might include 
Avatar or role play of patients. 
 Explanation: Determine if ACO policies, new technologies, or IDR methods are 
to be evaluated and build into the simulation.   While this research presents a 
baseline approach to simulation (appendix A), the incorporation of avatars or 
actors to play the roles of patient profiles would represent the next steps. 
 A feedback loop labeled ‘Identify and Integrate New Patient Discharge Policies, 
IDRs, or Technologies’ is the model’s attempt to ensure training simulations are 
relevant and timely. 
4. Customize Heuristic Questions 
 Method: Research of Heuristics and use the CDM to identify their fit within daily 
tasks of the inpatient case manager. 
 Explanation: While this research focuses on the Anchoring and Adjustment 
Heuristic and five associated biases described in Chapter 2, expansion towards 
many other variations of cognitive biases could be conducted. 
5. Conduct Experiment 
 Method: See Appendix B; customize questions for particular heuristics. 
 Explanation: This might vary based on the nature of the simulation.   OSF Jump 
Simulation and Education Center has a unique opportunity to magnify the 
experimental validity of the work by leveraging inherent technologies and exact 
facility replications. 
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6. Analyze Data 
 Method: Utilize T-Testing and GLM/ANOVA to identify main and interaction 
effects as described in Chapter 5. 
 Explanation: Develop findings based on the statistical results.   The approach 
identified in this research represents a robust way to conduct it, but based on the 
variability in the sample size, other statistical approaches such as z-statistic testing 
may be more appropriate. 
7. Evaluate/Assess total socio-technical system performance 
 Method: Employ Multi-Attribute Value or Utility Analysis utilizing the Patient 
Discharge System Value Model.  
 Explanation: The adoption of a more deterministic or stochastic model to evaluate 
the total system would be decided by the ACO.  What is presented in this research 
is an initial Value Model which is a key step to unlocking either approach. 
8. Decision Node: Does the total socio-technical system achieve desired value for the 
patient? 
 Method: Use scores from the experimental and TAM data analysis. 
 Explanation: ACO leadership at senior levels will need to determine what 
acceptable scores might look like.   Possible links of systems scores against actual 
readmission rates and patient feedback surveys would present opportunities to 
establish when the system is performing to an acceptable standard. 
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9. Implement and Monitor the System 
 Method: Use of the scores and establishment of annual or semi-annual training 
and feedback and enable identification of issues within the system. 
 Explanation: It is important to establish a feedback loop which completes the 
‘monitor-assess-control’ process.   Use of the TAM on a semi-annual basis would 
be one of the recommended tools to track progress and identify whether additional 
training might be required. 
10. Decision Node: Is there a new sub-system, or does a sub-system need to be retired? 
 Method: Internal Process 
 Explanation: Every system, and sub-system has a life-cycle, and the inevitable 
retirement (forced or not) will occur.   Decisions to adopt a new decision should 
launch the model’s re-definition as described in step 1 ‘Define the System’. 
 
3.4 Cognitive Task Analysis Methods 
 
 The first and second nodes of the Patient Discharge STEP include concept mapping and 
the Critical Decision Method (CDM) described within Cognitive Task Analysis (CTA) literature.   
CTA improves understanding of how cognition makes it possible for humans to get things done 
and then turns that understanding into aids for helping people get things done better (Crandall, 
Klein and Hoffman, 2006).  There are generally three primary components of the CTA, and this 
includes the elicitation, analysis and representation of the data (Crandall and Hoffman, 2013).    
The concept map in particular is meant for complex cognitive systems (Hoffman, 1998) and 
creates a common picture for the multidisciplinary team charged with quality patient care.  
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Data collection elicitation would include series of direct interview assessments and 
observations.   The end-state of these interactions would be the creation of a total system 
Concept Map with sub levels as needed for more complex elements.  The Concept Map is 
focused on enabling knowledge preservation and sharing, decision aiding, and revealing decision 
skills (heuristics) employed across professional domains (Crandall, Klein and Hoffman, 2006).    
The created diagrams or maps are meant to convey knowledge, and as such will use logic to tie 
together stakeholders with activities, decisions, constraints, and other critical concepts important 
to understanding the cognitive processes in discharge decision making.  
Data from these questions and observations were collected via written notes, which were 
transcribed on the same day to capture the essence of the decision making. A summary of these 
findings are consolidated in Appendix E.  This technique of knowledge elicitation is 
recommended by CDM practitioners due to the non-intrusive nature of the collection.  No 
recorders or video were utilized in this data collection. 
 
3.5 Technology Impacts on Heuristics– A Storyboard Evaluation 
 
In order to capture the actual impact of technology on decision heuristics employed by 
case managers, a storyboard questionnaire for all inpatient case managers was constructed 
(Appendix B).  Flow of the storyboard meant to replicate a day in the life of an inpatient case 
manager, and questions followed this time sequenced approach.   Heuristics were employed at 
likely times in the context of the day’s activities and key decision windows.  Figure 3.6 shows 
the logical flow of the questionnaire simulation and fit of heuristics and cognitive biases to be 
tested. 
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Figure 3.6: Storyboard for Simulation - Case Manager Tasks to  
Identify Heuristic and Cognitive Bias Evidence 
 
The questionnaire included three primary segments. The first two segments of the 
questionnaire place the case manager in the simulation storyboard of fictional patient scenarios 
(Appendix A).  Patient scenarios were inspired by existing OSF Jump Simulation and Education 
Center training curriculums.  Fictional Scenarios included one medium-high risk patient and one 
high risk patient in order to investigate the nature of the patient profile impacts decision making.    
The last segment of the questionnaire was meant to provide insights into how the RRT is 
accepted across certification types, age, experience, and workload/workflow complexity for the 
case managers.  Application of the Technology Acceptance Model (TAM), and the healthcare 
industry accepted System Usability Scale (SUS) captured the case manager opinions concerning 
the RRTs ease of use, its usefulness, attitude, and their behavioral intent to use the technology.   
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Close collaboration with the OSF Care Management yielded a very strong participation 
rate. In total, 64 inpatient case managers currently work across ten primary OSF facilities. The 
storyboard simulation was performed by 56 with the only outliers being three on sick leave, three 
at the remote OSF site of Escanaba, MI, and two on maternity or personal leave. The distribution 
of the 56 was divided into two subject pools to test impacts on decision making ‘without the 
RRT’, and ‘with the RRT’ as illustrated in Figure 3.7.  
 
Figure 3.7: Experimental Design for Heuristics, Cognitive Bias,  
and Technology Acceptance Questions 
 
In order to ensure the two groups (without RRT and with RRT) were representative of the 
whole, stratification of the groups was performed.  The stratification efforts focused on 
categories of certification (registered nurse versus social work), age, total professional 
experience in years, patient workload in average number of patients assigned, and workflow 
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(turnover) in average number of new patients per day. These key factors were identified during 
observations with case managers and senior leadership. Given the relatively small numbers of 
inpatient case managers, it was important to ensure balance and likeness of the subject groups to 
certify the degree of validity in the results.  Minitab 17 methods were employed and full 
statistical results are located in Appendix C.  The following description of each factor presents a 
future breakdown of each factor into logical bins, and a binary logical binning of the subjects.  
Due to the limitations of a single case study, the binary was used in Chapter 5 analysis, but the 
methodology could be expanded across multiple ACOs in future research. 
The first factor in the groups was age.   Two approaches for categorization include the 
more traditional 10-year interval, and binary treatment into two groups.   The traditional included 
four age categories: < 35 years (Category 1), 35-44 years (Category 2), 45-54 years (Category 3), 
and > 54 years (Category 4).  A breakdown in roughly 10 year increments is a common approach 
in assessing a group of subjects, and the range of the case manager population was 24 to 65 years 
of age making this approach logical.  A standard chi-square test (Table 3.2) for independence or 
homogeneity indicates that the age distributions for RRT vs no RRT are similar with a P-value of 
.430 and a standard two-sample T-Test confirmed acceptance of the null hypothesis.  
 
Table 3.2: Chi-Squared Minitab Analysis of Age Categories 
 No RRT RRT All 
<35 years old 4 9 13 
35-44 years old 13 9 22 
45-55 years old 5 4 9 
>55 years old 6 6 12 
Total 28 28 56 
Pearson Chi-Square = 2.761, DF = 3, P-value = 0.430 
Likelihood Ratio Chi-Square = 2.816, DF = 3, P-value = 0.421 
T-Test of difference = 0 (vs ≠): T-Value = 0.75  P-value = 0.458  DF = 53 
95% CI for difference:  (-0.361, 0.790) 
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 Age (Table 3.3) was also explored as a binary factor where < 42 years would represent 
the discriminating point between a younger and older population. For future Analysis of 
Variance and Generalized Linear Model analysis, this binary approach developed.  Clearly there 
was an acceptance of the null hypothesis that the two groups are mirror images of each other.as 
demonstrated in the Chi-squared and T-Tests. 
Table 3.3: Chi-Squared Minitab Analysis of Binary Age Categories 
 No RRT RRT All 
<42 years old 15 15 30 
42 years or older 13 13 26 
Total 28 28 56 
Pearson Chi-Square = 0.000, DF = 1, P-value = 1.000 
Likelihood Ratio Chi-Square = 0.000, DF = 1, P-value = 1.000 
T-Test of difference = 0 (vs ≠): T-Value = 0.00  P-value = 1.000  DF = 54 
95% CI for difference:  (-0.272, 0.272) 
 
 
 
 The second factor to be analyzed was total experience.   Even in cases where registered 
nurses and social workers might not be engaged in immediate discharge planning, the nature of 
their work includes patient-centered decision making impacting safety and seeking to improve 
and achieve excellence in clinical outcomes.   Inpatient case management has evolved over time 
with organizational and certification changes and more recently as influenced by the ACA to 
become more structured across many healthcare facilities.  The ability to ascertain the exact 
number of years during a career that have been spent with case management alone is met with 
great variability in the responses, and multiple assumptions on what constitutes case 
management.    
 The analysis of the groups (Table 3.4) included categorization in three categories of 
experience which were logically created based observations of who generally was being trained, 
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who served as mentors, and who was overseeing each team.   The less experienced < 11 years 
(Category 1), the mentor group was 11-20 years (Category 2), and the oversight group > 21 years 
(Category 3).   In each the Chi-squared and T-Tests, acceptance of the null hypothesis that the 
two groups are similar in experience is validated. 
 
Table 3.4: Chi-Squared Minitab Analysis of Total Experience Categories 
 No RRT RRT All 
<11 years 13 12 25 
11-20 years  7 7 14 
>20 years 8 9 17 
Total 28 28 56 
Pearson Chi-Square = 0.099, DF = 2, P-value = 0.952 
Likelihood Ratio Chi-Square = 0.099, DF = 2, P-value = 0.952 
T-Test of difference = 0 (vs ≠): T-Value = -0.31  P-value = 0.760  DF = 53 
95% CI for difference:  (-0.537, 0.394) 
 
 
Table 3.5: Chi-Squared Minitab Analysis of Binary Total Experience Categories 
 No RRT RRT All 
<18 years 17 16 33 
18 or greater years  11 12 23 
Total 28 28 56 
Pearson Chi-Square = 0.074, DF = 1, P-value = 0.786 
Likelihood Ratio Chi-Square = 0.074, DF = 1, P-value = 0.786 
T-Test of difference = 0 (vs ≠): T-Value = -0.27  P-value = 0.791  DF = 53 
95% CI for difference:  (-0.304, 0.233) 
 
A binary set of data (Table 3.5) between the groups also accepts the null hypothesis that 
these groups who did or did not use RRT are similarly distributed over the years of experience.   
Chi-square is better here, too.  The general divide in leadership and mentorship positions was 
identified during initial observations, and a decision was made to use < 18 years as the binary 
group divide. 
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The workload of a case manager (Table 3.6) is measured in the average number of 
patients assigned daily.  This factor can directly influence the first key decision of the day when 
a case manager determines to allocation of their time towards patients.   The total population 
average is 19.29 patients per case manager daily, and once again a test is needed to see if the 
distribution of workload is approximately the same for RRT versus No RRT.    Categorization is 
as follows: a low workload as <15 patients (Category 1), a medium workload would be 15-21 
(Category 2), and high workload is >21 patients (Category 3).    These category boundaries are 
based from observations across eight OSF facilities.  As had been done before, binary 
categorization was completed also (Table 3.7):  low is < 17, and high is > 17 or greater.      
 
Table 3.6: Chi-Squared Minitab Analysis of Workload (Patients/Day) 
 No RRT RRT All 
<15 patients/day 7 6 13 
15-21 patients/day 15 14 29 
>21 patients/day 6 8 14 
Total 28 28 56 
Pearson Chi-Square = 0.397, DF = 2, P-value = 0.820 
Likelihood Ratio Chi-Square = 0.398, DF = 2, P-value = 0.819 
T-Test of difference = 0 (vs ≠): T-Value = -0.57  P-value = 0.572  DF = 53 
95% CI for difference:  (-0.485, 0.271) 
 
 
Table 3.7: Chi-Squared Minitab Analysis of Binary Workload (Patients/Day) 
 No RRT RRT All 
<17 patients/day 11 16 33 
17 or greater 
patients/day  
11 12 23 
Total 28 28 56 
Pearson Chi-Square = 0.074, DF = 1, P-value = 0.786 
Likelihood Ratio Chi-Square = 0.074, DF = 1, P-value = 0.786 
T-Test of difference = 0 (vs ≠): T-Value = 0.27  P-value = 0.791  DF = 53  
95% CI for difference:  (-0.233, 0.304) 
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 The first three factors’ chi-square tests exhibited very high P-values for both detailed and 
binary categorizations, indicating likelihood that the null hypothesis can be accepted, and that the 
groups are very similar in distribution over the factors of age, total experience and workload.   
The fourth factor to be considered is workflow or average turnover of patients in a given 
day, and contributes to the complexity of duties.  Workflow can be defined as new patients per 
day for each case manager.   In observations and interviews, it is apparent that while the 
responsibility of average patient workload creates constraints on time for case managers, it is 
actually the turnover rate, or workflow that magnifies the complexity of their duties.  New 
patient baseline assessments often demand time from case managers away from imminent 
discharge coordination, or prioritization towards higher risk patients due to the uncertainty of the 
new patient situation.  Therefore, ensuring that the two populations were similar in nature was 
important to understand before testing hypotheses about decision making and judgement. 
 
  
Table 3.8: Chi-Squared Minitab Analysis of Workflow (New Patients/Day) 
 No RRT RRT All 
<4 new patients/day 2 6 8 
4-11 new patients/day 19 17 36 
>11 new patients/day 7 5 12 
Total 28 28 56 
Pearson Chi-Square = 2.444, DF = 2, P-value = 0.295 
Likelihood Ratio Chi-Square = 2.539, DF = 2, P-value = 0.281 
T-Test of difference = 0 (vs ≠): T-Value = 1.55  P-value = 0.127  DF = 53 
95% CI for difference:  (-0.074, 0.574) 
 
 
The average number of new patients were categorized (Table 3.8) based on observations 
across OSF facilities with < 4 patients being low (Category 1), 4-11 patients being medium 
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(Category 2), and > 11 patients being high (Category 3).  In the binary assessment, <7 is 
considered low (Table 3.9) Figures 8 and 9 reveal the P-values. 
 
Table 3.9: Chi-Squared Minitab Analysis of Binary Workflow (New Patients/Day) 
 No RRT RRT All 
<7 new patients/day 15 19 34 
7 or greater new 
patients/day  
13 9 22 
Total 28 28 56 
Pearson Chi-Square = 1.198, DF = 1, P-value = 0.274 
Likelihood Ratio Chi-Square = 1.203, DF = 1, P-value = 0.273 
T-Test of difference = 0 (vs ≠): T-Value = 0.80  P-value = 0.424  DF = 53 
95% CI for difference:  (-0.160, 0.374) 
 
 
 The final factor was the certification of each CM.   Evaluation of the group balances of 
registered nurses and social workers is briefly captured in Table 3.10. 
 
Table 3.10: Chi-Squared Minitab Analysis of Certification (RN or SW) 
 No RRT RRT All 
Registered Nurses (RN) 13 14 27 
Social Workers (SW)  15 14 29 
Total 28 28 56 
Pearson Chi-Square = 0.072, DF = 1, P-value = 0.789 
Likelihood Ratio Chi-Square = 0.072, DF = 1, P-value = 0.789 
 
The P-values for each approach render a slightly different story in the group population 
individual factors, but the evidence to assert that the two groups are similar is observed in each 
approach.  The observation and questions asked to assess the nature of patient turnover could be 
improved in future research.  For purposes of this work, there is proof that in all cases a 
similarity in the groups exists, and when binary approaches are used, the strength of accepting 
the null hypothesis improves in all four factors with the logic of the splits holding true to 
observations across OSF facilities.   
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Finally, for each of the data sets captured via the Appendix B storyboard, the analysis 
generally leveraged Minitab 17 software to conduct GLM/ANOVA and T-Testing (Two Sample, 
Single Tail, and Pairwise) by applying the following three steps (detailed Minitab 17 analysis 
will be found in Appendix D). 
1. Run the T-Test to establish potential RRT impact (and run the single tail or pairwise T-
Test dependent on the question in play). 
2. Run full Generalized Linear Model (GLM) with all combinations to identify where a 
potential factor or combination of factors might be in play.   Generally, if a P-value 
statistic is .15 or less, then refine the GLM towards those factors to see if elimination of 
non-significant factors or interactions of factors influence the P-Value.  Examination of 
high F-Value statistics will also help to confirm possible main or interaction effects. 
3. Run the revised GLM to establish if there might be another factor, or interaction of 
statistical significance.  The Analysis of Variance (ANOVA) assessment within GLM 
will enable us to see potential main and interaction effects, and isolate them through 
iterative analysis. 
 
3.6 Value Models for Total System Assessment 
 
The Patient Discharge STEP could likely include the use of a value model which allows 
for evaluation of the total system including technologies, policies, or changes to IDRs.  The 
STEP considers the total system of patient discharge, so functions associated with policies, or 
how OSF conducts IDRs, could also become a part of total system evaluation.  A value model 
enables value or utility scoring for the total, or parts of the system. It can provide a baseline score 
for assisting in the choice between multiple variations of system alternatives.  The use of a value 
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model will allow the OSF team to evaluate technologies against measurable attributes (value 
measures) and can help inform the design of future risk and decision technologies (Parnell and 
Driscoll, 2011).  Functions and attributes were identified during the Concept Mapping and CDM 
portion of this study.   
The Patient Discharge STEP assesses total system value, and avoids isolated function 
analysis.   It provides a framework to help direct decisions towards employment of training 
strategies, or identify underperforming system nodes.  Observations of inpatient case manager 
activities and interdisciplinary rounds with stakeholders and patients alike confirmed that the 
methods to be used would allow for thorough information elicitation and allow for development 
of a total system value model.  Chapter 4 will present the value models for consideration in full 
application in the Patient STEP framework. 
 
3.7 Technology Acceptance Model 
 
Adoption of the Technology Acceptance Model (TAM) (Davis, 1986) can be of use in 
the experiment node and feedback node of the Patient Discharge STEP.  TAM was originally 
developed to explain computer usage behavior but has become accepted as a generic approach to 
explaining user acceptance of new technology.  Whereas the heuristic portion of this research 
explored two groups ‘without RRT’ and ‘with RRT’, the TAM questions provided a baseline for 
case managers (Figure 3.7) since the RRT was launched in the Fall of 2015.   Case manager 
familiarity with the technology allowed for a clean experimental break from the fictional patient 
scenarios presented. 
The TAM questions in this research are meant to provide a starting point by which to 
evaluate iterations on technology, and enable targeted training and policy strategies to be 
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adopted. Application of the TAM questions from Q25 to Q49 in Appendix B will be followed by 
GLM/ANOVA assessments for each of the node questions, and the SUS composite.  Results of 
that analysis are presented in Chapter 5 and 6, and will enable the targeted training on inpatient 
case managers who exhibit varying degrees of acceptance across the factors which define their 
position. 
 
 3.8 Experimental Validity and Summary of Methods  
 
Methods described in this chapter were assessed for experimental validity.  Controls were 
placed on the experimental groups to achieve homogeneity in age, experience, certification, 
workload and workflow.  Construct validity was achieved by isolation of the dependent variable 
of technology through the ‘RRT’ and ‘no RRT’ subject groups while adjusting independent 
variables in the fictional patient scenarios and expert opinions. The structure of the simulation 
enabled internal validity in that all inpatient case managers were isolated from their work 
environment in taking the questionnaire, and the simulation itself maintained continuity of the 
variables.  An assertion can be made that the external validity is proper due to the likeness of the 
fictional patient data and technology outputs to real world patients with similar complex 
ailments.  Furthermore, the sequencing of the questions mimicked the actual sequence of a 
typical day, and the time constraint of 30 minutes total to conduct the questionnaire is very near 
observed times to conduct the same judgements and decisions for patient discharge.  Face 
validity, which examines how valid variables and a construct may be, was achieved in the 
presentation of the patient’s situation (Appendix A) which was reviewed by healthcare 
professionals not directly associated with the study.  Further improvements to face validity are 
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recommended in the Patient Discharge STEP to include leveraging patient avatars or role actors 
in the Jump Simulation and Education Center to achieve full face validity.  
 CTA elicitation methods employed to assess the technology impact on heuristics were 
conducted in accordance with best practices described in Hoffman et al. (1998).  Improvement in 
the validity of this work could occur with a second human recorder of the interviews and 
observations.   As this was not the primary objective of the research, improvements can be made, 
but as presented in Chapter 4, there is confidence that the results and analysis are sound for 
models which would require adaptation based on differing ACO practices. 
The Patient Discharge STEP provides a flexible model which can guide efforts of the 
multiple methods being employed within it.   It allows for an ACO to be a learning organization 
as well by integrating rigorous statistical analysis of cognitive processes together with more 
subjective CTA type tools which are useful, but are subject to interpretation.   Since each ACO is 
unique, the adaptability of a model is required.   While each model will address existing gaps in 
research, the new knowledge delivered from the examination of the impact of technology on 
heuristics is perhaps the most impactful in guiding future risk and decision technologies for 
patient discharge.   Chapter 4 will now provide the analysis of the CTA methods and value 
model while Chapter 5 will present the statistical analysis of the experimental results.  
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CHAPTER 4  
 
Patient Discharge Cognitive Task Analysis  
and Value Model 
 
4.1 Introduction 
 
 This chapter will present the results of the methods described in Chapter 3 with OSF Care 
Management’s inpatient case managers as the focus. Results of the analysis will present concept 
maps, a CDM timeline and analysis of each critical decision, and a recommended value model 
for total system evaluation. Each of these products present new knowledge, but also with an 
understanding that industry variability between ACOs demands that application at other 
locations would need refinement.  The value in presenting this analysis provides context to 
Chapter 5 statistical results, and in Chapter 6, the syntheses of these diverse bodies of knowledge 
will occur towards developing training strategies for patient discharge. How OSF or any ACO 
might build training, communication and policy strategies to improve the patient discharge 
system begins with the following knowledge elicitation and analysis methods.   
 
4.2 Cognitive Task Analysis and Assessment 
 
The first two nodes of the Patient Discharge STEP include a systems analysis using CTA 
techniques of Concept Mapping and a Critical Decision Method (CDM) probe interviews.  
Products for this portion of the analysis were created using Cmap software at 
http://cmap.ihmc.us/ which ‘empowers the construction, navigation, sharing, and criticizing of 
knowledge models.’  MS Office tools were employed to create the CDM matrices. 
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In the ‘Define the System’ node, a concept map was employed to capture all 
interdependencies and relationships in the system as articulated in Chapter 2.   Figure 4.1 
represents the top level map based on the observations described in Appendix E.   
 
 
Figure 4.1: Concept Map of the Patient Discharge Socio-Technical System 
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 Following the steps outlined for concept mapping (Crandall, Klein and Hoffman, 2006), a 
domain was first chosen and shown in the upper left of the concept map.  These research 
questions related directly to patient discharge provide the context for the node relationships to be 
described.   Knowledge elicited via interviews and observations were then used to identify key 
concepts captured in Figure 4.1.   
 The second step of setting up ‘parking lots’ of concepts allowed for a series of categories 
to emerge which were then color coded. 
 Teal-Blue – Represents OSF Medical Group senior leaders, policies, or organizational 
structures like OSF Care Management 
 Blue wording on gray – Technologies employed to help facilitate patient discharge care 
such as the BOOST referral questions, Epic EHR, and the OSF RRT 
 White wording on black – Competing decision processes: descriptive, expert-based and 
normative methods aimed at each of the two critical decisions identified: Which patients 
need priority care and what interventions will best serve the patient in pre and post 
discharge? 
 Blue wording on green – Case manager decisions 
 Black wording on yellow – The patient and his/her family or friend support structure 
 White wording on blue – Payer constraints, interdisciplinary rounds, and discharge 
intervention 
 Red wording on gray – Future technologies and potential fit 
Every case manager judges and makes decisions for their patients in two distinct manners 
(Appendix E).   First, they judge patients and decide on how to prioritize time towards their 
further assessment.  Secondly, the case managers judge patients and decide on discharge 
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interventions.  Technologies have a significantly lower impact in the second decision.  If the 
ACA environment has created opportunity for technology expansion in assisting patient 
discharge decision quality, then understanding existing system interactions, and gaps can direct 
new technology development. 
Located at the top of the concept map is the Inpatient Case manager who represents the 
key decision making influence who is at the center of the total discharge system, and who must 
synthesize RRT inputs with expert-based knowledge to: 
 Critical Decision 1: Decide on how to prioritize time and resources to patients who are 
RRT identified medium-high and high risk, or referred through the BOOST transition 
manager series of questions. 
 Critical Decision 2: Decide on and synchronize all intervention components for the 
complete patient discharge plan with the patient and key stakeholders while balancing 
constraints from the payer type and elsewhere. 
Nodes of great complexity included the interaction of technologies and expert heuristics 
centered on Decision 1, and the intersection of the interdisciplinary rounds with Decision 2.  
Each would require a sub-level concept map to ensure the complexity was captured.  
The third step included the linkage of concepts.   Action words on the linkage lines in 
Figure 4.1 describe the relationships between the nodes providing shared situational awareness 
and structure which can act as a mental model for all stakeholders in the discharge system.   A 
fourth step was an iteration of the mapping.  The map was created as the observations occurred 
which allowed for probe questions to be refined.  The product was refined a minimum of seven 
times as observations and interviews occurred.  The top layer concept map enables understanding 
of the total system, albeit in its most simplistic form.   If a case manager were new to the 
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position, or an external engineer were developing a new technology, a review of the relationships 
and connectivity might influence stakeholders in the system, where 2
nd
 and 3
rd
 order effects 
might occur, what constraints exist which would limit new designs, and where redundancies 
might exist within the system.  
A final step is to ‘build the knowledge model’, or create sub-maps which capture the 
relationships within a complex node.  Two levels were conducted to show how each node may 
include many sub concepts, stakeholders, and associated relationships among all.    
 
 
Figure 4.2: Sub-Level 1 - Decision 1 Concept Map (Patient Prioritization) 
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 A second sub-level 1 created to describes the interaction with technologies and expert 
knowledge regarding how to prioritize time to patients with complex discharge risk. (Figure 4.2) 
Concept mapping can raise discussion about the heuristics applied and where cognitive biases 
can exist within a complex system as denoted in black.   Use of these two levels allows for 
deepening questions to occur within CDM.  Not captured on this map are the many cognitive 
biases which could be tied to each of the three heuristics presented, and how the different 
technologies might interact to enable bias to occur, or mitigate the effects. 
 
Figure 4.3: Sub-Level 1 - Decision 2 Concept Map (Discharge Intervention) 
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 Figure 4.3 describes the decision for patient discharge interventions and captures its 
complexity. Color coding for sub-level 1 concept maps include: 
 Red for discharge intervention categories 
 Black for payer systems or heuristics employed 
 Bright Green as the decision node 
 Dark Green for Care Management external stakeholders 
 Yellow for interdisciplinary round stakeholders 
 Blue for the interdisciplinary rounds 
 Purple normative and descriptive decision making models 
Analysis of the concept maps must be conducted with a full understanding of the 
adaptable nature inherent to the models since each ACO is unique.   However, the concept maps 
provide a start point for further detailed analysis, and guided probe questions in the next section. 
 
 4.3 Critical Decision Method Analysis and Assessment 
 
CDM products provide an interviewer’s perspective on each of the critical decision 
components (Crandall, Klein, and Hoffman, 2006).  Methods applied reside in node 2 of the 
Patient Discharge STEP to the ‘Define Critical Decisions for Patient Discharge’. There are four 
‘sweeps’ used in this methodology according to Crandall, Klein and Hoffman (2006) and 
include: Selecting an Incident, Constructing a Timeline, Deepening, and ‘What If’ Queries. 
Identification of the critical decisions was captured in the concept map; two critical 
decisions would provide the focus for the CDM interviews. Following observations of inpatient 
case manager duties, key decisions made were matched to a timeline shown in Figure 4.4. Of 
note, the technology most in question is launched at noon daily, as highlighted in red.  It is 
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presented in email, and while it updates a simple red-amber-green bubble within the EHR, it 
does not provide drop down interconnectivity.  The email launch of the RRT analysis does not 
hyperlink or embed into Epic EHR.   The source of much case manager frustration is the 
timeliness of the tool distribution relative to when the bulk of the decision making occurs.   All 
updates are captured via the Epic EHR to ensure situational awareness across the full discharge 
staff typically at the interdisciplinary rounds.  
 
Figure 4.4: Critical Decision Method Timeline for Patient Discharge 
 
 The first decision on which patients to evaluate and  prioritize time and resources towards 
is conducted in the mornings following a robust review of Epic EHR, referrals within Epic EHR, 
and the RRT total score in Epic.  Accessing the RRT to dive deeper into patient profiles from the 
previous day’s email may or may not occur based on other time constraints.   An Epic hard copy 
of the assigned patients is printed and hand notes are created to indicate priorities.  A total 
assessment and decision is typically complete within one to one and a half hour after the case 
manager shift begins. 
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 The second decision regarding interventions for decision and synchronization can occur 
at some point late morning in conjunction with the IDR meeting which varies between 1000 and 
1200 for most hospitals.  This decision could occur at any time during the day beyond the IDR if 
changes in the patient’s profile, or new information emerges motivating face to face meetings 
with the inpatient case manager, bedside RN, hospitalist, and key staff. Engagement with a 
second window on the computer interface would need to occur to access the email, and launch of 
the RRT is following the two prime decision windows for the case manager for patient discharge. 
Further ‘what if’ questions were conducted in interviews captured in Appendix E.   
Identification of case manager perceptions, expectations, goals, judgements, confusions and 
uncertainties were elicited.  The CDM summary output is captured in Figure 4.5 and 4.6 which 
will be used as a baseline by which eventual training strategies can be spliced together with 
debiasing techniques, and targeted audiences for the training identified in main and interaction 
effects which is presented in Chapter 5 quantitative research.  
In seven interviews (Appendix E) with Case managers, every single interview agreed that 
the RRT, when implemented with training and policy guidance would be accepted and deliver 
value in being able to see the patient’s risk factors more clearly.  And in each of the seven focus 
interviews, the adoption of a decision support system which would present alternative patient 
interventions, and their likelihood of success based on patient profiles, was openly commented 
on as a capability which would be welcome, again with proper training and policy guidance.  
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Figure 4.5: CDM Summary of Decision 1 (Prioritization of Patients) 
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Figure 4.6: CDM Summary of Decision 2 (Discharge Interventions) 
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 Each case manager differs in how decisions were being made, and to what degree 
expertise was applied.  The availability heuristic refers to the ‘ease in which instances or 
occurrences can be brought to mind’ (Tversky and Kahneman, 1974).   This heuristic was the 
primary one referenced by case managers during Decision 1.  After the quick review of patients 
was conducted, the evaluation of the patient was based on readily available information from 
memory of like patients.  It is a simple heuristic, and when placed in context to the tight time 
constraints case managers have during the first hour of the day, it makes sense.   In busy 
scenarios, a case manager might have 25 patients with 15 of those being of medium-high or high 
risk which triggers case management resources.   That would average four minutes to evaluate 
each patient in looking through medical records, referral notes, and the RRT.    
 In Decision 2, some codes implicating the availability heuristic were stated, but the 
majority of the statements indicated the representativeness heuristic.  Examples of encoding 
phrases are listed in Figures 4.5 and 4.6 under ‘Indicators of Cognitive Processes’, and in 
Appendix E. The representativeness heuristic implicates that cues for a diagnostic state are often 
correlated (Tversky and Kahneman, 1974).  This presented itself in the matching of patient 
‘profiles’ to interventions which typically perform well with those ‘types’ of patient.   Deep 
reliance on past experiences with different home care, assisted living, and hospice interventions 
was the primary application of this heuristic.   
CDM summaries can provide the framework to develop training and scenario designs.  
The storyboard approach to the simulation and questionnaire in Appendix A and B were 
constructed based on 16 hours of initial observations and 6 direct discussions with case managers 
and senior OSF Care Management staff.   With these new products in hand, development of 
detailed training curricula can occur. With an understanding of how the technologies fit (concept 
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maps), and what expert heuristics are most used in each decision (CDM), the choice of which 
cognitive biases to assess become more clear influencing focused investigations and application 
of methods described in Chapter 5.  
 
 4.4 Total System Value Model Analysis and Assessment 
 
The approach in collection of data for CTA was primarily a bottom-up analysis.   It 
extracted information exclusively from inpatient case managers to form knowledge and insights.   
In development of a Value Model, a balance was utilized as senior OSF leadership interviews 
were combined with inpatient case manager feedback pulled from the CDM interviews.  A value 
model should enable universal buy-in by defining critical functions, and how to measure them.  
Products created would be subject to the same caveat as CTA products in that each ACO may 
assign functions differently, and measurement techniques could vary.   Presentation of products 
in this section fit within the ‘Evaluate/Assess total socio-technical system’ node of the Patient 
Discharge STEP framework. 
A fundamental objective resides at the top (Improve Patient Discharge Socio-Technical 
System) of the model as seen in Figure 4.7.  The first levels represent the most basic high level 
objectives that OSF and Care Management might be trying to achieve. In large systems, having 
sub-fundamental objectives is common for the value model architecture. 
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Figure 4.7: Value Model - Fundamental and Sub-Objectives 
 
With a primary focus of technology impacts on patient discharge decision making, the 
thought was that improvement of technology and training would be one sub-objective.  As 
interviews occurred, it became apparent that communications which facilitate decision making 
and policy guidance were a second subset of objectives. These sub-objectives might include 
interdisciplinary rounds to provide further guidance.  Constraints and limitations within one sub-
objective could have impacts on the other.   The example often elicited from case managers was 
that technology might enhance awareness of the risk of a patient for discharge, but if it is not 
used actively in the context of communication forums like interdisciplinary rounds, then the 
value across the entire system decreases. 
The second level represents the functions which provide value within the total system 
(aqua blue). The third level represents objectives which define value (brown) and the final level 
represents the manner in which the objectives are measured (value measures).  The value 
measure level (dark blue) provides the basis for development of future value or utility curves in 
normative decision processes.  If a multi-attribute value or utility analysis is the chosen method, 
the value model provides the framework. Utility models could be created to capture the risk 
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attitude of decision makers which will allow the creation of a normative approach to decision 
making, but one would need to identify who in the organization would establish the risk attitude.  
The decision to adopt a stochastic model or a deterministic model is beyond the scope of this 
work but would need to be a deliberate decision by OSF senior leadership.    
A baseline model was created to illustrate the approach. ACO leadership might adjust the 
model based on how collection of data already occurs.  Figure 4.8 presents one way to think 
about, and ultimately evaluate how communications and policies might be measured using 
methods described in the Patient Discharge STEP. 
      
Figure 4.8: Value Model - Training and Policy Sub-Objective 
 
 
75 
 
     
Figure 4.9: Value Model - Technology and Communications Sub-Objective 
 
 
 Figure 4.9 addresses how evaluation of the technology and associated training might 
look.  Next steps in delivering a total system value, or utility score would include assessing 
scaling constants, development of value functions for each measure, scoring each alternative 
against the value measures, and then calculating total system value along with associated 
sensitivity analyses and risk.   If a more stochastic process is decided upon, then ensuring utility 
independence and creation of utility functions would enable application of a multi-attribute 
utility analysis using perhaps the multiplicative utility function (Clemen and Reilly, 2013) 
(Keeney and Raiffa, 1993).  
 
Equation 4.1: Multiplicative Utility Function 
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4.5 Summary of CTA and Value Model 
 
All methods used and knowledge elicited in this chapter must be adaptable enough for 
adoption by other ACOs.   Chapter 3 explained that OSF presents the only developed rural ACO 
in the country.  How these models might be adapted to urban ACOs is outside of the scope of 
this research, but presentations of methods are sound within the Patient Discharge STEP.  
Insights into what decisions are made, and which heuristics likely apply is valuable in analyzing 
the quality of patient discharge decisions.   Future CTA processes may elicit new cognitive 
processes for the statistical analysis techniques presented in Chapter 5. 
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CHAPTER 5  
 
Analysis of Technology Acceptance 
and Impact on Heuristics 
  
 
This chapter will present an example of the methodology outlined in Chapter 3 and 
provides a demonstration of how the tools can be utilized to better understand decision making 
and acceptance of new technologies in patient discharge care.  An approach for OSF evaluation 
of the impacts of new technologies on heuristic centered decision making will be conducted on 
the Anchoring and Adjustment heuristic and five cognitive biases.  Insights will be presented in 
this chapter where descriptive expert decision making (based on heuristic rules of thumb) and 
normative models (based on mathematical analysis of data) might complement one another, and 
where issues may arise.  
With validated similarity of the test groups previously determined (Chapter 3), the 
methodology to assess each of the hypotheses is developed.   The heuristic and technology 
acceptance hypotheses to be tested include: 
 H1: Risk technologies which present probabilities of readmission will result in case 
managers anchoring towards those numbers and adjustments will occur when 
expert opinions are presented. The null hypothesis is that the risk tool’s presentation of 
a patient’s risk probability has no impact on case manager assessments, and that no 
adjustments will be made with the introduction of an expert opinion. (Anchoring and 
Adjustment Heuristic) 
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 H2: Risk Technologies will create overconfidence (over-precision) in case managers 
to predict readmission risk.  The null hypothesis is that the risk tool will not impact the 
confidence levels of the case manager. (Overconfidence Bias) 
 H3: Case Managers will overestimate the probability of two outcomes occurring 
over a single outcome. The null hypothesis is that they will reason properly through the 
sub-sets and rate readmissions in a normative manner. (Conjunction Bias) 
 H4: Healthcare professionals will underestimate the residual intervention (‘none of 
the above’ response) category in situations with fewer presented alternatives. The 
null hypothesis is that they will not underestimate non-presented possibilities. 
(Unpacking Bias)  
 H5: Healthcare professionals will seek information regarding one’s hypothesis 
about lesser known factors that affect a patient’s readmission risk. The null 
hypothesis is that healthcare professionals will seek to confirm their hypothesis based on 
previous assessments of factors causing readmission risk. (Confirmation Bias)  
 H6: Risk Technologies will create an underestimation (planner’s fallacy) in case 
manager estimates of time required preparing a patient for discharge due to better 
situational awareness of the patient’s factors.  The null hypothesis is that there is no 
change in time projections to ready a patient for discharge.  
 H7: Risk technologies will be accepted differently by case managers based on factors 
of professional certification, age, total experience, workload (average patients/day), 
workflow (new patients/day).  The null hypothesis is that there would be no difference 
across key factors in how case managers view the technology’s ease of use, usefulness, 
attitude towards use, and intent to use. 
79 
 
For each of the data sets collected, the approach of analysis generally will utilize Minitab 
17 software to conduct ANOVA/GLM and t-tests (one sample, two sample and pairwise) by 
applying the following simple steps. 
1. Run a two sample t-test to establish potential RRT impact. Then run the one sample or 
pairwise t-test depending on the question and the alternative hypothesis under 
consideration. 
2. When appropriate, fit a Generalized Linear Model (GLM) with all relevant factors and 
interactions to identify when a potential factor or combination of factors in an interaction 
might be significant.   Generally, when a P-value is ≤ 0.15, then refine the GLM towards 
those main effects or interactions.  Also examine factors with high F-value statistics. 
3. Run the revised GLM to establish if there might be another factor, or interaction of 
statistical significance.  The Analysis of Variance (ANOVA) assessment within GLM 
will enable us to see potential main and interaction effects, and develop a model that is 
parsimonious through iterative analysis. 
 
5.1 The Anchoring and Adjustment Heuristic 
 
H1: Risk technologies which present probabilities of readmission will result in case managers 
anchoring towards those numbers and adjustments will occur when expert opinions are 
presented. The null hypothesis is that the risk tool’s presentation of a patient’s risk probability 
has no impact on case manager assessments, and that no adjustments will be made with the 
introduction of an expert opinion. (Anchoring and Adjustment Heuristic) 
 The anchoring and adjustment heuristic dynamics were captured in the questionnaire 
across each the medium-high risk fictional patient (questions 1 and 6, referred to as Q1 and Q6) 
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and the high risk patient (questions 13 and 18, referred to as Q13 and Q18).  For each patient, the 
case manager was asked to read a two-page summary about the scenario which would include (or 
not include) the RRT as a supplement, depending on the group assignment.  They were then 
asked to estimate the number of patients out of 100 that would be readmitted. This estimate of 
the likelihood of readmission for that patient is effectively a percentage (or probability) for all 
questions of this type (Q1, Q6, Q13, and Q18). The questionnaire presented a storyboard 
approach in assessing the patient, and so after the case managers initial estimate of likelihood of 
readmission, Q6 and Q18 inserted contradictory expert-based opinions emanating from the 
hospitalist about readmission likelihood.   This would represent the adjustment portion of the 
heuristic.  The design of the questions was meant to identify differences not only between the no 
RRT and RRT groups, but also how contradictory expert evidence might impact that estimation 
for each group.  This was examined for both medium-high and high risk level patient profiles. 
 Data collection required the case managers to analyze the patient, and insert a numerical 
estimate in the highlighted boxes presented in Figure 5.1.  In Q1, the RRT (based on its 
regression analysis of 50 patient factors) indicated a 16.64% likelihood of readmission for 
example, and in Q6, expert opinion anecdotally indicates 70% likelihood, which was 
contradictory to the RRT. This was intentionally designed as a result of having witnessed the 
case manager in situations of dynamic and extreme judgment differences regarding both the 
assessment of a group of patients of medium-high, and high risk, and also the choice of 
interventions that would perform best (Appendix E). 
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Figure 5.1: Example of Anchoring and Adjustment Questions 
 
 The results are compactly captured in Figure 5.2, and the conclusions are that the RRT 
does have an anchoring effect, and that expert opinions can be influential in effecting an 
adjustment. The statistical analysis which supports these conclusions is presented in the 
discussion that follows. 
 
Figure 5.2: General Results of Technology Impact on Anchoring/Adjustment 
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 A null hypothesis of interest is that the means of the responses to Q1 for the medium-high 
risk patient, with and without the RRT, are the same: H0: (Q1, no RRT) - (Q1, RRT) = 0.  A 
similar hypothesis is set up for the high risk patient: H0: (Q13, no RRT) - (Q13, RRT) = 0.  
The two-sided two-sample t-test can be carried out to see if there is sample evidence to reject 
either null hypothesis. 
 
Table 5.1: Two-Sided Two-Sample T-Test – Anchoring 
 Medium-High Risk Patient (Q1) High Risk Patient (Q13) 
 No RRT RRT No RRT RRT 
Mean 38.3 25.1 51.5 40.4 
Standard Deviation 24.9 14.6 26.1 18.0 
Estimate for Difference 13.2 11.2 
95% CI for Diff (2.18, 24.21) (-0.89, 23.20) 
T-Value, P-value T-Value = 2.42  P-value = 0.020  
DF = 43 
T-Value = 1.86  P-value = 
0.069  DF = 47 
 
 
Table 5.1 shows the difference between the sample means (13.2) for the medium-high 
risk patient is statistically significant (P-value = 0.02) indicating the null hypothesis should be 
rejected. It is safe to conclude that the case manager estimates are different depending on 
whether they were presented with the RRT estimate of 16.6% for readmission risk. A 95% 
confidence interval for the difference in the means is (2.2, 24.2) indicating how much lower the 
mean risk estimate of the RRT group is likely to be. 
For the high risk patient scenario, the difference between the sample means is also large 
(11.2) and the P-value is 0.069, which is not as small as for the test of the medium-high risk 
patient. Although a customary boundary for statistical significance is 0.05, the result here does 
not suggest that the null hypothesis must be rejected.  It simply means that the probability of 
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rejecting the null hypothesis (when it is actually true) is 0.069, which is still quite small and 
should be considered to be “borderline”. The 95% CI is (-0.89, 23.20) indicating that nearly all 
of the probability weight is where the difference in the means is large and positive. It makes 
more sense to conditionally accept the null hypothesis here rather than reject it. 
An investigation of the assumptions needed for a valid t-test can be found in Appendix 
D.1. A summary of those results is that the data roughly follow the normal distribution, and the 
variances are unequal, which specifies the particular t-test used. For this relatively large sample 
size (28 case managers in the RRT groups), the t-statistic used for the hypothesis test is nearly 
equal to that of a standard normal random variable, and any assumption about the normality of 
the underlying data may actually be unnecessary.   
In summary, for both medium risk and high risk patient scenarios, it is safe to conclude 
that the case manager mean estimates are different depending on whether they were presented 
with RRT information.  
Having observed a difference in the mean estimate of readmission risk, depending on 
exposure to RRT, the next step is to investigate the proximity to the RRT values. For medium-
high risk patients this was taken to be 17% and for high risk patients 30%; these RRT estimates 
will be referred to as ‘gold standards.’ Table 5.2 provides the results of using a one sample, one 
sided t-test for the null hypotheses. For the medium-high risk patient: H0: (Q1, no RRT) = 17% 
and H0: (Q1, RRT) = 17% are tested with the alternative being they are greater than 17%. For 
the high risk patient:       H0: (Q13, no RRT) = 30% and H0: (Q13, RRT) = 30% are tested 
with the alternative being they are greater than 30%.   
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Table 5.2: One-Sided One-Sample T-Test - Anchoring and RRT 'Gold-Standard' 
 Medium-High Risk Patient (Q1) 
17% RRT Gold Standard 
High Risk Patient (Q13) 
30% RRT Gold Standard 
 No RRT RRT No RRT RRT 
Mean 38.25 25.06 51.54 40.38 
Standard Deviation 24.93 14.63 26.09 17.99 
Lower Boundary 30.23 20.35 43.14 34.59 
T-Value, P-value P Value = 0.000 
T Value = 4.51 
P Value = 0.004 
T Value = 2.92 
P Value = 0.000 
T Value = 4.37 
P Value = 0.003 
T Value = 3.05 
 
The results in Table 5.2 show that the lower bound of the confidence interval for the case 
manager’s responses does not reach low enough to include the RRT ‘gold standard.’ However, it 
is notable that the group with RRT was much closer to reaching it than the group without RRT. 
These results were true for both medium-high risk and high risk patients.  
The results in Tables 5.1 and 5.2 support the conclusion that there is an anchoring effect 
for the group with RRT information, which causes their responses to differ substantially from the 
no RRT group. The no RRT group was consistently higher than the RRT group in their estimate 
of the likelihood of readmission, perhaps indicating some level of conservatism or pessimism in 
initial judgements of a patient’s readmission risk. Both groups were consistent in reporting 
pessimistic estimates of readmission likelihood that were higher than the RRT estimates of 17% 
and 30% for medium-high and high risk patient scenarios, respectively.   
Before moving on to how the introduction of expertise (Questions 6 and 18) impacts on 
the case manager estimates of readmission risk, the mean difference between RRT and no RRT 
will be revisited for the high risk patient using a different statistical method which will be 
employed at several times later in this thesis. In Table 5.1, there was a “borderline” P-value of 
0.069 that could generate some ambivalence about rejecting that hypothesis. 
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A different way to approach the analysis is to fit a General Linear Model (GLM) to the 
high risk data from Question 13.  The ANOVA menu in Minitab 17 facilitates this, while 
including other case manager factors (beyond RRT and no RRT) such as certification, age, total 
experience, workload, and work flow. In Minitab, these were named RN/SW, AGEBIN2, 
TOTEXPBIN2, AVEBIN2, and TOBIN2, respectively; all were represented in the binary fashion 
discussed earlier.  Table 5.3 presents one ANOVA table with results of this analysis. The null 
hypothesis here is that all the main effects and interactions proposed in the linear model are equal 
to zero. 
Table 5.3: GLM/ANOVA for High Risk Patient Validating Impact of RRT 
 
 
 To demonstrate the steps taken in the GLM/ANOVA example presented in Appendix D, 
the interaction between age and workflow (AgeBin2*TOBin2) was retained while the main 
effect of workload (AveBin2) was eliminated first.  The interaction effect then had a P-value of 
0.191 and was subsequently eliminated. After that, the workflow and age main effects were still 
found to be insignificant, and were also removed.  This resulted in a model whose ANOVA is 
presented in Table 5.4.   
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Table 5.4: GLM/ANOVA Steps to Examine RRT (High Risk Patient) 
 
 
 The process of evaluating potential main effects and an interaction between age and 
work flow resulted in a parsimonious model where the main effect representing RRT or no RRT 
was again determined to be marginally significant with a P-value of 0.068, which corresponds to 
a high F-value, and low P-value When in the presence of other factors, the P-values of 0.031 and 
0.035 in Tables 5.3 and 5.4 respectively are observed. This borderline statistically significant 
main effect confirms that it makes sense to conditionally accept the statistically significant 
difference in the means. Combining this result with the earlier t-test, it appears more certain that 
there is an anchoring effect of the RRT on high risk patients.  In later sections, this approach will 
be used to evaluate potential important factors while allowing for the effect of the case manager 
characteristics previously investigated in Chapter 3. 
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As a part of using ANOVA assessments to validate the impact of the RRT, there is also 
the opportunity to discover whether any other case manager factors (main effects) or interactions 
of factors (interaction effects) might be of significance in explaining the response to Question 13.   
In this case the result was that the RRT alone as a main effect impacted the means of the 
responses between the groups.  Appendix D.1 contains elements and iterations of the ANOVA 
analysis exploring additional effects for significance. 
At this point in the analysis, confidence of these findings concerning the Anchoring 
heuristic can be asserted: 
1. The RRT will significantly change the judgment of the estimated risk of readmission 
by the case manager. 
2. This effect will occur in both medium-high and high risk patients. 
3. There are no other main or interaction effects of statistical significance. (Appendix 
D.1 includes a summary of the full ANOVA)  
4. The direction of the mean judgment or estimate change will be towards the RRT 
‘gold standard’ for the group that had this information. The ‘gold standard’ is defined 
as the RRT regression analysis output, or final risk figure presented by the RRT for 
each patient. 
5. The CI for the magnitude of the mean judgment change has lower bounds that are 
near, but do not include the RRT ‘gold standard’ which was 17% for the medium-
high risk and 30% for the high risk scenarios.  
6. There will not be a full anchoring on the ‘gold standard’ RRT figure presented. In 
comparison, all groups presented mean estimates that were much higher than the 
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‘gold standard’ for both patient scenarios indicating a possible conservative or risk-
averse approach to estimating readmission risk by case managers. 
 
The next step was to investigate the impact on the readmission risk estimates when an 
expert-based opinion was inserted into the discharge diagnosis as seen in Figure 5.1, Question 6.  
This analysis employed a paired t-test for comparison of prior estimates and post-expert input 
estimates of each case manager in the questionnaire. For the medium-high risk patient that 
comparison would be the quantity (Q6 – Q1) and for the high risk patient it would be (Q18 – 
Q13).  The hospitalist MD expert opinion inserted in the questionnaire dialogue was that the 
readmission risk was 70% for this medium-high risk patient, and 5% for the high risk patient.  In 
each case, these expert opinions intentionally contradicted the RRT, but in opposite directions. 
The four null hypotheses of interest are that there would be no change in response to the 
expert opinion being presented:  
H0: (Q6 – Q1), no RRT = 0, and H0: (Q6 – Q1), RRT = 0;   
H0: (Q18 – Q13), no RRT = 0, and H0: (Q18 – Q13), RRT = 0. 
 
 
Table 5.5: Paired T-Test Examining Expert Opinion - Adjustment Heuristic 
 Medium -High Risk Patient  
(Q6 - Q1) 
High Risk Patient  
(Q18 - Q13) 
 No RRT RRT No RRT RRT 
mean (std 
dev) 
Q1:  38.25 (24.93) Q1:  25.06 (14.63) Q13:  51.54 (26.09) Q13:  40.38 (17.99) 
mean (std 
dev) 
Q6:  52.36 (25.25) Q6:  52.00 (21.55) Q18:  35.64 (23.01) Q18:  28.96 (24.95) 
Difference 14.11 26.94 -15.89 -11.42 
95% CI for 
Diff 
(8.96, 19.25) (17.83, 36.05) (-22.59, -9.20) (-18.79, -4.04) 
T-Value, P-
value 
P-value = 0.000 
T-Value = 5.63 
P-value = 0.000 
T-Value = 6.07 
P-value = 0.000 
T-Value = -4.87 
P-value = 0.004 
T-Value = -3.18 
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The results in Table 5.5 indicate a shift in the estimates of the readmission risk for both 
groups of case managers and also for both patient scenarios.  For the medium-high risk patient, 
the mean readmission risk estimates moved upwards toward the 70% expert opinion. For the 
high risk patient, the mean estimates moved downwards towards the 5% expert opinion. The 
small P-values suggest confident rejection of all the null hypotheses in which there was no 
change. 
While there is a significant adjustment towards the expert opinion in all instances, again 
there is not a full anchoring around the 70% and 5% for medium-high and high risk patients 
respectively. There are similarities in the way the case managers are willing to adjust, but not 
fully anchor on an assessment.  There are no OSF policies or formal guidance documents which 
establish best practices, approved techniques, or recommended procedures for case managers 
governing judgment in estimating risk of a patient for readmission.   No expectations or 
performance related assessments govern case manager assessments of a patient’s readmission 
risk.   A tentative conclusion is that while the RRT and expert opinions do influence judgment, 
the case manager’s internal expertise creates a natural risk aversion to fully accepting either.   
It is interesting to note some patterns that evolve with these shifts.   First, for both 
patients, there is a risk-averse initial estimate with or without the RRT. That is to say that the 
mean case manager estimates of readmission risk are much higher than the RRT, suggesting their 
aversion to optimistic estimates or readmission risk in patients. Secondly, the estimate adjusts in 
the direction of the expert opinion, but does not fully anchor on that opinion. A full anchoring 
effect would witness the centering of case manager estimates around the RRT or expert opinion. 
This is similar to the way in which the RRT was integrated into the CM’s estimates.  
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With RRT on a high risk patient, the case managers are more pessimistic than the RRT 
suggests to them.  Then when they receive an expert opinion of 5%, they get drawn down by 
11% but do not reach the RRT assessment despite the expert opinion being 24% below the RRT 
‘gold standard’.  That same group with no RRT started out being even more pessimistic than the 
RRT case managers and the expert opinion ends of drawing them down more 15%, but not quite 
to the RRT.  In the medium -high risk scenario, it appears that with or without the RRT, the 
subjects appear to settle around 50% despite the expert estimate of 70%.    
These observations might warrant an exploration of heuristic dilemma effects which 
counter full anchoring, and are based on their case manager factors of certification, age, 
experience, workload and workflow.  In essence, there is a competition between heuristics 
applied when evaluating the patient. 
  
 
Figure 5.3: Confidence Interval with RRT and Expert Opinion –  
Anchoring and Adjustment (Med-High Risk Patient) 
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 Figure 5.3 presents the mean scores and confidence intervals for the medium-high risk 
patient.   Prior to the expert opinion, the RRT score’s lower confidence interval mark approached 
the ‘gold standard’ of 17%, but did not include it.  This might indicate a cognitive dilemma 
associated with full adoption of the RRT figure as expert heuristics and the normative risk model 
affect the readmission risk estimate, or judgement. After the expert opinion, there exist 
adjustments towards that 70% mark, but again, the upper bound on the case manager’s estimate 
did not include the expert opinion.   Indication of a risk-averse approach to full adoption of either 
figure indicates that while the anchoring and adjustment heuristic is active, there is a competitive 
struggle between the different heuristics, both descriptive and normative, at play in a case 
manager’s judgment of readmission risk. This ‘heuristic dilemma’ seeks a final point that is just 
outside of the 95% confidence intervals of the final case manager estimate.  
 
 
Figure 5.4: Confidence Interval with RRT and Expert Opinion - Anchoring/Adjustment 
(High Risk Patient) 
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Figure 5.4 examined and validated that the observation of mean performance relative to 
the RRT was similar for the high risk patient simulation prior to the expert opinion being 
introduced.   In the high risk patient scenario, the expert opinion was far more optimistic at 5%, 
and while the mean moved towards that figure, it tended to use the RRT as a point to anchor 
around (at 30%).  This might indicate that the RRT presents a point of risk aversion that is not 
easily surpassed despite extreme optimism in the expert.   
The last analysis for Hypothesis 1 is to examine impacts of the case manager factors on 
the adjustment heuristic.   Another GLM/ANOVA was fit to the medium-high risk data (Q6-Q1), 
starting with all factors and interactions, and then removing non-significant terms to achieve a 
parsimonious model that includes factors with high F-value and low P-value statistics. 
(Appendix D.1) After multiple iterations with the medium-high risk patient scenario, the 
ANOVA validated that RRT is a main effect with a P-value of 0.017, and also that there is an 
interaction effect between the Workload (average patients/day) and Workflow (new patients/day) 
with a P-value of 0.028. See results in Table 5.6. 
 
Table 5.6: GLM/ANOVA Results for Q6-Q1 (med-high) Main and Interaction Effect  
 
93 
 
The main effects of the factors Workload (AveBin2) and Workflow (TOBin2) were not 
statistically significant but were retained in the linear model due to the hierarchical protocol 
when a statistically significant interaction exists between factors that are not themselves 
significant.  The “Means” table refers to means estimated from the model that was fit to the data, 
and are therefore not exactly the same as the raw data means, since the contribution of the 
interaction effect is estimated for the model as well. A main effect plot for RRT is provided in 
Figure 5.3 that shows the difference in the readmission risk (Q6 – Q1) estimated from the model. 
To interpret this main effect directly when there are interaction terms in the model, you must 
assume that the levels of Workload and Workflow are equally likely.  
 
 
Figure 5.5: Main Effect of RRT – Anchoring/Adjustment (Med-High Risk Patient) 
 
When the RRT is present, the difference in the means is much greater than when it is not 
present, as Figure 5.5 indicates. The RRT anchors down the initial risk-averse judgment and thus 
when an expert opinion of 70% is introduced, the case managers with the RRT will have more 
94 
 
room to adjust towards the confirming risk-averse statement. For the medium-high risk patient, 
the case managers with RRT present a mean estimate of 25% and then after the 70% expert 
opinion gets introduced, their estimate moves to 52%, rising about 27%. For the no RRT case 
managers, their mean estimate starts at 38% (more pessimistic without access to the RRT of 
17%) and then rises to 52%, a jump of about 14%. Both are risk-averse (pessimistic in their 
original readmission estimate), but the RRT group starts out lower and has more leeway to rise 
when the expert opinion is presented.   Both end up at the same place, which seems like an 
interesting coincidence.  
Figure 5.6 is a plot of the effect of the interaction between Workload and Workflow. 
Workload (average patients/day) is the binary variable AveBin2 while Workflow (new patients 
per day) is the binary variable TOBin2 on the x-axis, reflecting patient turnover. 
 
 
Figure 5.6: Interaction Effect - Workload*Workflow –  
Anchoring/Adjustment (Med-High Risk Patient) 
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A lower mean shift (after the expert opinion of 70% is presented) may be indicative of 
more certainty in the original estimate of the patient’s risk of readmission (Q1). If this is true, 
then interpretations of the interaction effect are as follows: 
1. When the workload is low (AveBin2 = 1), there is greater uncertainty (that is, 
willingness to make a larger change in their original readmission risk estimate) when 
the workflow (turnover) is also low (TOBin2 = 1). That uncertainty becomes 
significantly less under high workflow.  Although this might seem counter-intuitive, 
it may indicate that case managers exhibit less certainty when there is more time to 
gather information and process descriptive and normative inputs in making an 
estimate.  When turnover increases, there is less time to consider all the factors, so 
they may tend to make an estimate based on their own heuristics. 
2. In a high workload environment, case managers already have increased time 
constraints and as such, they employ their own heuristics to manage many patients, 
regardless of changes in turnover rates.  However, a high workload, low workflow 
environment results in more certain estimates than high workload, high workflow 
indicating that under the most extreme circumstances, estimates become more 
uncertain. 
 
The high risk patient scenario was addressed next. After fitting a GLM to the (Q18 – 
Q13) data, a main effect due to certification type was identified.  Multiple ANOVA factor 
combinations resulted in RN/SW certification P-value < 0.05 as Table 5.7 indicates, and no 
interaction effects were found to be significant. (See Appendix D.1, for full analysis) 
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Table 5.7: GLM/ANOVA for Q18-Q13 - Certification Main Effect (High Risk Patient) 
 
The linear model fit to this data suggests that an RN’s estimate of readmission risk when 
expert opinion is presented will decrease by 8.5%; in comparison a SW’s estimate will decrease 
by about 18.4% (Table 5.7 and Figure 5.7).  This might indicate that SWs will be significantly 
more susceptible (than RNs) to incorporating an optimistic expert opinion (the hospitalist 
estimated 5% readmission risk for the high risk patient).  
In looking back at the medium-high risk patient scenario, the mean increase in the 
readmission risk was 19% to 20%, depending whether it comes from the GLM model or the 
actual data, respectively.  For the situation of pessimistic expert estimates of 70% in the medium-
high risk scenario, the adjustment of readmission risk estimates is nearly the same for RNs and 
SWs; whereas when presented more optimistic expert estimates (5%) for the high risk patient, 
SWs are significantly more optimistic in the adjustment of their estimates than the RNs. 
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Figure 5.7: Main Effect - Certification (High Risk Patient) 
 
 
Before presenting conclusions from the analysis of the adjustment heuristic, an 
explanatory note on methodology is relevant here.  The paired t-test gave extremely small P-
values in Table 5.4, asserting the probability that the adjustment to expert opinion (the 
differences Q6 – Q1 and Q18 – Q13) are significantly different for the RRT groups. Yet the 
GLM/ANOVA for this data found that the RRT factor was not significant and that only the 
credential or certification factor was significant with a P-value of 0.041. To reconcile what might 
seem to be a contradiction, the highly sensitive nature of the paired t-test must be appreciated. By 
holding the case manager characteristics constant in forming each of the differences in the paired 
t-test, any possible contributions of factors other than RRT are eliminated. This results in a 
relatively small standard error for the mean difference calculated for each individual subject; 
note the generally smaller CI widths in Table 5.5 compared with Table 5.8.  That is not the case 
for the GLM, which is mathematically related to the two-sample t-test, where group means’ 
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differences are used; these group means exhibit much higher standard errors than are found in 
paired t-tests using the same data.  
 
Table 5.8: Two-Sample T-Test Examining RRT and RN/SW Certification 
 
 Medium-High Risk Patient  
(Q6 - Q1) 
High Risk Patient  
(Q18 - Q13) 
 No RRT RRT No RRT RRT 
mean (std dev) Q1:  38.3 (24.9) Q1:  25.1 (14.6) Q13:  51.5 (26.1) Q13:  40.4 (18.0) 
mean (std dev) Q6:  52.4 (25.3) Q6:  52.0 (21.6) Q18:  35.6 (23.0) Q18:  29.0 (25.0) 
Difference -14.11 -26.94 15.89 11.42 
95% CI for Diff (-27.56, -0.66) (-36.84, -17.04) (2.71, 29.08) (-.027, 23.10) 
T-Value, P-value 
P-value = 0.040 
T-Value = -2.10 
P-value = 0.000 
T-Value = -5.47 
P-value = 0.019 
T-Value = 2.42 
P-value = 0.055 
T-Value = 1.96 
 RN SW RN SW 
mean (std dev) Q1: 31.7 (21.3) Q1: 31.7 (18.2) Q13: 46.0 (22.9) Q13: 43.7 (20.6) 
mean (std dev) Q6: 52.2 (23.3) Q6: 52.1 (19.6) Q18: 32.3 (24.0) Q18: 25.3 (17.1) 
Difference -20.52 -20.41 13.65 18.41 
95% CI for Diff (-28.88, -12.17) (-30.37, -10.46) (4.86, 22.44) (8.44, 28.38) 
T-Value, P-value 
P-value = 0.000 
T-Value = 3.08 
P-value = 0.000 
T-Value = -4.11 
P-value = 0.003 
T-Value = 3.08 
P-value = 0.001 
T-Value = 3.70 
 
Several conclusions are offered concerning the adjustment heuristic: 
1. For either medium-high and high risk patient scenarios, the mean estimate of 
readmission risk will shift in the direction of expert opinion whether or not the RRT 
is present.  
2. In medium-high risk patients, the presence of RRT is associated with much larger 
increases in the magnitude of the shift toward the expert opinion than is seen in the 
group without RRT.   
3. In medium-high risk patients, there is an interaction between workload and workflow 
that affects the size of the changes in the estimates when expert opinion is presented.  
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Estimate adjustments are greatest in low workload/low workflow and high 
workload/high workflow scenarios. 
4. In high risk patients, a main effect of RN/SW certification reveals a greater 
acceptance of optimistic expert estimates of readmission risk by SWs than is 
exhibited by RNs.   
5. There may be a potential floor and ceiling heuristic employed when conflicting 
estimates of readmission risk are applied.  This conclusion would require more testing 
to confirm the general observations and identify evidence of a heuristic influenced 
cognitive dilemma.  
 
5.2 The Overconfidence Bias 
 
Hypothesis 2: Risk Technologies will create overconfidence (over-precision) in case managers to 
predict readmission risk.  The null hypothesis is that the risk tool will not impact the confidence 
levels of the case manager.  
 One of the likely cognitive biases associated with the anchoring and adjustment heuristic 
is that of overconfidence.   In each of the two fictional patient scenarios, the case managers were 
asked to estimate bounds on the likelihood of readmission for that patient.   The questionnaire 
captured this data in the medium-high risk patient (Q2 and Q7) and high-risk patient (Q14 and 
Q19).  These questions utilized the same two fictional patient scenarios (Appendix A) as 
Hypothesis 1.  They were asked to estimate an interval by quantifying a best case and worst case 
around their initial estimates of readmission risk in Q1 and Q13. Answers would be assessed 
after expert opinions were inserted similar to Hypothesis 1.   
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Figure 5.8: Example of Overconfidence Bias Question 
 
Data collection required case managers to analyze the patient and insert numerical 
estimates into the highlighted boxes seen in Figure 5.8.  The width of the interval between the 
numerical estimates in response to each question is used to measure confidence; smaller 
differences would be associated with higher confidence or certainty. These are not confidence 
intervals in the strict statistical sense, but they convey an approximate quantitative measure of 
certainty, and will be referred to as “certainty intervals” to prevent confusion in this section. 
Fictional patient scenarios remain unchanged to include the RRT scores and hospitalist expert 
estimates of risk. 
A null hypothesis of interest is that the means of the certainty interval responses to Q2 for 
the medium-high risk patient, with and without the RRT are the same: H0: (Q2, no RRT) - 
(Q2, RRT) = 0. A similar hypothesis can be set up for the high risk patient: H0: (Q14, no 
RRT) - (Q14, RRT) = 0. As mentioned above, the certainty intervals were calculated between 
the best and worst case scenario for each Q2, Q7, Q14 and Q19 and are labeled as Heu2INTNo, 
Heu2INTRRT, Heu14INTNo, Heu14RRT in the Minitab Project worksheet.  Detailed Minitab 
17 analysis can be found in Appendix D.2.  A two-sided two sample t-test can first be carried out 
to see if there is sample evidence to reject either null hypothesis.  
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Table 5.9: Two-Sided, Two-Sample T-Test for Overconfidence Bias  
using Certainty Intervals from Q2 and Q14 
 
 Medium  High Risk Patient (Q2) High Risk Patient (Q14) 
 No RRT RRT No RRT RRT 
Mean 33.7 30.9 40.9 37.7 
Standard Deviation 18.0 21.6 18.5 19.4 
Estimate for 
Difference 
2.8 3.3 
95% CI for Diff (-7.93, 13.43) (-6.92, 13.42) 
T-Value, P-value T-Value = 0.52  P-value = 0.608   
DF = 52 
T-Value = 0.64  P-value = 0.524  
DF = 53 
 
Table 5.9 shows the relatively small difference between the means (2.8 and 3.3) for each 
fictional patient scenario.  In addition, there is no statistical significance (P-value = 0.608 and 
0.524) for the medium-high and high risk patients indicating the null hypothesis can be accepted.  
A 95% confidence interval for the difference in the means is (-7.9, 13.4) and (-6.9, 13.4) 
respectively, indicating how similar the estimates between medium-high and high risk patient 
scenarios are.  The distribution of the data used for this t-test was found to be similar to that of a 
normal random variable (Appendix D, Figure D.8).   
It is safe to conclude that for both medium-high and high risk patient scenarios; the case 
manager interval estimates are similar regardless of the RRT.  Exploration of the potential 
impacts of expert-based opinions on certainty interval widths is a next step, by applying the 
paired t-test to the differences for each CM.  It is important to note in the scenario that the expert 
opinion only is given with respect to the overall estimate of patient readmission risk, and not 
with respect to the expert’s confidence interval around that estimate.   
In a similar manner to Hypothesis 1, each of these interval questions was asked before 
and after expert opinions were inserted. Questions 7 and 19 present estimates made after 
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hospitalist MD expert opinions were given.   Paired T-Tests were then used to analyze if there 
was a difference in the means of the certainty interval width.  The four null hypothesis of interest 
are that there would be no change in the interval widths assigned after the presentation of an 
expert opinion:  
H0: (Q7 – Q2), no RRT = 0, and H0: (Q7 – Q2), RRT = 0;  
H0: (Q19 – Q14), no RRT = 0, and H0: (Q19 – Q14), no RRT = 0. 
 
Table 5.10: Paired T-Test - Overconfidence with Expert Opinion  
using Certainty Interval Width Estimates 
 
 Medium-High Risk Patient  
(Q7 – Q2) 
High Risk Patient  
(Q19 - Q14) 
 No RRT RRT No RRT RRT 
mean (std 
dev) 
Q2:  33.68 (18.03) Q2:  30.93 (21.63) Q14:  40.93 (18.50) Q14:  37.68 (19.42) 
mean (std 
dev) 
Q7:  35.82 (17.70) Q7:  43.18 (23.31) Q19:  34.39 (18.38) Q19:  30.75 (23.66) 
Difference  2.14  12.25  -6.54  -6.93 
95% CI for 
Diff 
       (-4.00, 8.28)   (4.59, 19.91)    (-12.83, -0.24)        (-14.20, 0.24)  
T-Value, P-
value 
P-value = 0.480 
T-Value =  0.72 
P-value = 0.003 
T-Value =  3.28 
P-value = 0.042 
T-Value = -2.13 
P-value = 0.058 
T-Value = -1.98 
 
The results in Table 5.10 indicate one acceptance of the null hypothesis, two rejections 
and a borderline rejection.  It is clear for the medium-high risk patient when no RRT is present, 
that there was no significant change in the estimated certainty interval when expert opinion was 
presented.    Acceptance of the null hypothesis is justified (P-value = 0.480) and there is only a 
very slight increase in width of the certainty interval by 2.1.   
In medium-high risk patients when the RRT is present, and expert opinion is provided, 
the null hypothesis is confidently rejected (P-value of 0.003). The width of the case manager 
certainty interval expanded 12.3, indicating less confidence in the assessment.   It is valuable to 
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recall that the RRT in the medium-high scenario is at 17% and the expert estimate is opposed to 
it at 70%. With such contradictory information presented, this group of case managers responded 
with significantly less confidence (wider certainty intervals).   
In the high risk patients, when the RRT is not present, and expert opinion provided, there 
is a significant contraction of the estimated certainty interval indicating more confidence in the 
assessment.   Rejection of the null hypothesis is clear (P-value of 0.042) with case manager 
responses as having a decrease of 6.5 in the mean width of the certainty interval.  Similarly, 
when the RRT is present and expert opinion provided, there is a similar magnitude contraction 
(6.9) of the mean certainty interval width, which is borderline in terms of statistical significance 
(P-value of 0.058). It seems sensible to conditionally reject the null hypothesis in light of this P-
value. As with the medium-high risk patient, it should be recalled that high risk patient RRT is 
30% and the expert opinion presented is 5%.  It appears that when the RRT and the expert 
opinion are closer to one another, the case manager confidence grows (their certainty interval 
narrows). In the same manner as for Hypothesis 1, conditional acceptance of the null hypothesis 
is warranted and moving forward, a GLM/ANOVA to assess Q14 and Q19 is the next step.  
Lastly for Hypothesis 2, the potential impacts of the case manager factors on the 
overconfidence bias are investigated.  A GLM/ANOVA was fit to the width of each certainty 
interval set using all factors and interactions (Appendix D.2). Then all non-significant factors are 
removed to achieve a parsimonious model that includes high F-values and low P-value statistics. 
In the medium-high risk patient, on the main effect of RRT was statistically significant 
(P-value = 0.018, Appendix D.2), confirming the reduction in confidence previously discussed.    
In the high risk patient, no statistically significant main or interaction effects were identified after 
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multiple iterations. Refer to the earlier discussion of why a GLM is much less sensitive than a 
paired t-test with the same data.  
Conclusions from the Overconfidence Bias include: 
1. The RRT does not change the width of the certainty interval estimated around the 
readmission risk by the case managers. 
2. This lack of an effect occurs similarly in both medium-high and high risk patients. 
3. In the medium-high risk patient, when the RRT and expert opinion exist and they are 
in opposite directions, the width of the certainty interval is larger indicating a 
reduction in confidence.  
4. In the high risk patient when no RRT is available and expert opinion exists, the width 
of the certainty interval lessens, indicating increased confidence. 
5. For the high risk patient with RRT presented, and with an expert opinion that is 
nearer to the RRT, the width of the certainty interval lessens, indicating increased 
confidence. 
 
5.3 The Conjunction (Subset) Bias 
 
Hypothesis 3: Case Managers will overestimate the probability of two outcomes occurring over 
a single outcome. The null hypothesis is that they will reason properly through the sub-sets and 
rate readmission in a normative manner.   
The conjunction bias, or subset bias, examines judgment which is made when a subset of 
an outcome is determined to be more likely than the baseline outcome which includes the subset 
(Clemen and Reilly, 2013).  In probability terms, this is the same as saying Prob (A) ≥ Prob (A ∩ 
B), which must be always be the case. Identification of whether this bias exists would inform 
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how case managers reason about details of the intervention versus the outcome of the entire 
discharge intervention package.  The case managers used a Likert scale choice to express the 
degree of their belief in each outcome; this choice is related to a probability estimate.   
To test for this bias, two simple options were presented in Likert scale form as seen in the 
example of Figure 5.9; both the medium-high risk patient (Q8a and Q8b) and high risk patient 
(Q20a and Q20b) would be used to test the null hypothesis.  Data collection required the case 
managers to analyze each of the two patient scenarios and circle an answer on the Likert scale 
from strongly agree, to strongly disagree (Appendix B).   
 
Figure 5.9: Example of Conjunction (Subset) Bias Questions 
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Since Q8b and Q20b (the second responses) are formulated as subset of Q8a and Q20a 
(the first responses), respectively, then if the null hypothesis is true, then the Likert scale answer 
should be greater for Q8a and Q20a than for Q8b and Q20b, respectively. The RRT is presented 
to one group of case managers, but not the other; however, no expert opinions presented would 
impact the two scenarios in the questionnaire.  
Analysis of the data was more straightforward than the first two hypotheses since no 
expert-based opinion scenario was presented to affect this potential bias.   The null hypotheses of 
interest are that the means of the responses to Q8a and Q20a are respectively greater than the 
means of Q8b and Q20b, perhaps for both RRT and no RRT:   
H0: (Q8a, RRT) > (Q8b, RRT), and H0: (Q8a, no RRT) > (Q8b, no RRT);  
H0: (Q20a, RRT) > (Q20b, RRT), and H0: (Q20a, no RRT) > (Q20b, no RRT).  
One sided, two sample t-tests were first utilized with a paired t-test with full analysis 
found in Appendix D.3.   
 
Table 5.11: One-Sided Two-Sample T-Test for Conjunction Bias 
 
 Medium  High Risk Patient (Q8) High Risk Patient (Q20) 
 No RRT RRT No RRT RRT 
Mean (STD) Q8a: 4.46(1.64) Q8a: 4.64(1.28) Q20a: 4.39(1.40) Q20a: 3.82(1.52) 
Mean (STD) Q8b: 4.39(1.62) Q8b: 4.68(1.42) Q20b: 3.79(1.69) Q20b: 3.43(1.60) 
Estimate for 
Difference 
0.071 -0.036 0.607 0.393 
95% CI 
lower bound 
-0.658 -0.640 -0.086 -0.304 
T-Value, P-
value 
P-value = 0.435 
T-Value = 0.16 
P-value = 0.539 
T-Value = -0.10 
P-value = 0.074 
T-Value = 1.47 
P-value = 0.175 
T-Value = 0.94 
Paired T-
Test 
P-value = 0.23 P-value = 0.546 P-value = 0.069 P-value = 0.088 
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The p-values in Table 5.11 indicate that the group means for questions Q8a and Q8b do 
not differ significantly in the one sided two sample T-test and the paired T-test, regardless of 
whether the case managers were presented with RRT information for the medium-high risk 
patient. The same was true for Q20a and Q20b for the high risk patient, although the p-value is 
borderline for no RRT, and the null hypothesis could be conditionally rejected in that case. The 
lack of rejection of the null hypothesis in 3 out of 4 cases indicates that case managers do not 
exhibit striking evidence of the conjunction bias.  The results of the paired t-tests are in general 
agreement with the two-sample tests in this case. 
Besides noting that case managers did not generally show conjunction bias, it can be seen 
that the mean response for Q8a was greater than Q8b and this difference was much larger when 
comparing Q20a and Q20b. This is evidence that case managers can reason in a manner 
consistent with the realization that Prob (A) ≥ Prob (A ∩ B). Adding the statement (event B) that 
“Tom will comply with the therapy plan” to the first statement (event A) that he would not be 
readmitted within 30 days did not result in greater belief in the second outcome (A ∩ B). The 
Likert scores chosen by the case managers to express belief are used here as proxies for a 
probability estimate.  
From the two sample t-test results, it would be expected that there would be no indication 
that conjunction bias exists across the groups in the form of a main effect from fitting a GLM.   
Evaluation of the factors using a GLM/ANOVA is presented in Appendix D.3.  For the case of 
the medium-high risk patient there were no main effects or interactions that were significant.  For 
the high risk patient, in only one case did the P-value of 0.029 suggest the rejection of the null 
hypothesis; that factor was an interaction effect of Total Experience and Workflow (new 
patients/day).  Those results are found in Table 5.12 and shown in Figure 5.8. 
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Table 5.12: GLM/ANOVA for Q20a-Q20b - Conjunction Bias Interaction –  
Total Experience*Workflow (High Risk Patient) 
 
 
Those case managers who have a low experience level (indicated by the blue dots in 
Figure 5.10) were more likely to widen the difference between Q20a and Q20b when the 
workflow (new patients per day) is greater. That difference moves from 0.286 to 1.250 
(negligible difference at low workflow to a much larger difference at high workflow).  This 
move is normative, but it is unclear why increased workflow is associated with asserting the 
larger difference between P (A) and P (A, B).   
 
 
Figure 5.10: Conjuction Bias Interaction Effect (Experience*Workflow) 
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The case managers with a high experience level (indicated by the red dots in Figure 5.10) 
behave in a less normative manner since the mean difference Q20a – Q20b went from 0.846 to    
-0.400 as the workflow increased from low to high. At high workflow, they tended to express 
increased belief in the intersection of events when the single event is equally or more probable. 
Although this situation is an example of possible trends towards the conjunction bias, there is no 
explanation at this time.  It is interesting that the lower experienced case managers (indicated by 
blue dots) tended to behave in a more normative manner as workflow increases.   
A few conclusions can be drawn about the conjunction bias: 
1. For both medium-high and high risk patients, with and without the RRT, in assessing 
primary outcomes (patient will not be readmitted) versus combinations with other 
events (patient will comply with therapy plan), case managers behave in a normative 
manner when addressing patient outcomes. 
2. For the medium-high risk scenario, the expressed belief in the primary outcome was 
nearly equal to the combination outcome. For the high risk scenario, the belief was 
greater with the primary outcome (patient will not be readmitted). In three of the four 
cases, the mean of the total outcome was higher than the mean of the outcome with 
subsets suggesting a lack of evidence of conjunction bias. 
3. There is an interaction between experience and work flow where less experienced 
case managers assess patient outcomes in a slightly more normative manner in more 
complex situations with difficult work flow, or turnover situations, than in lower 
workflow.   
4. More experienced case managers behave in a more normative manner when the work 
flow is lower, and trend towards a less than normative evaluation of outcomes as the 
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work flow is higher.  Less experienced case managers in high workflow behave in a 
normative manner, but slightly less as workflow is low (although still normative) 
 
5.4 The Unpacking Bias 
 
Hypothesis 4: Healthcare professionals will underestimate the residual intervention (“none of 
the above”) category in situations with fewer presented alternatives. The null hypothesis is that 
they will not underestimate the possibilities that are not presented. 
Each patient requires a unique set of pre- and post-discharge interventions.  Interventions 
can include the nature of home care or assisted living, the duration of time prior to being 
discharged, the amount of time spent educating the patient about pharmaceutical or therapy 
related interventions, types of durable medical equipment received, or simply transportation 
related resources. As designed currently, the RRT is intended to assist case managers in 
understanding patient risk and in prioritizing time and resources towards those who require 
complex intervention decisions. At this time, it does not include a decision support tool (DST) 
which might augment the RRT by recommending interventions based on patient profiles. If the 
unpacking bias exists, then it likely will be important to understand for proper DST development, 
and future case manager training. 
The unpacking bias dynamics were captured in the questionnaire across two questions 
each for the medium-high risk (Q5 and Q11), and high risk (Q17 and Q23) patient scenarios.   In 
Q5 and Q17 (Figure 5.11) the case managers were asked to assess the likely effectiveness of a 
listing of interventions for the patient scenario, and were provided two options plus a ‘none of 
the above’ option.  In Q17 and Q23, they were asked the same question but with two additional 
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interventions added to the list.  If unpacking bias does not exist, then there is an expectation that 
the case manager estimate of Q5c (‘none of the above’) would be equal to the sum of Q11b 
(Home Health in patient’s home), Q11d (Home Health with Durable Medical Equipment, and 
Q11e (‘none of the above’).   
 
Figure 5.11: Example of Unpacking Bias Questions 
 
The approach in evaluation of whether the unpacking bias exists followed similar 
experiments with physicians conducting an initial diagnosis of a patient (Redelmeier et al., 
2005). The unpacking bias would state that if the bias exists, then consideration of the ‘none of 
the above’ response in Q5 and Q17 should be equal to the sum of the two new interventions and 
‘none of the above’ responses in Q11 and Q23 respectively.  In essence, as intervention design 
prospects become more visible and available to the CM, there will be a reassessment on how 
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those new options would perform when in fact they were always available, but not listed.  If the 
bias exists, this would influence immediate case manager training strategies and inform future 
human computer interaction design considerations in DST patient discharge technologies. 
Appendix D.4 includes nomenclature to represent the sum of the new interventions and ‘none of 
the above’ responses. In the Minitab worksheet, the summed variables are labeled: 11sum RRT, 
11sum no RRT, 23sum RRT, and 23sum no RRT.  Before exploring the unpacking bias, the 
‘none of the above’ responses will be investigated to see if they are affected by RRT. 
A null hypothesis of interest is that the means of the response to Q5c for the medium-
high risk patient are the same, with and without the RRT, H0: (Q5c, no RRT) - (Q5c, RRT) = 
0; also for the high risk patient, H0: (Q11c, no RRT) - (Q11c, RRT) = 0.   A two-sided, two-
sample t-test can be carried out to see if there is sample evidence to reject either null hypothesis.   
Similarly, there is interest in the response to additional interventions with these null 
hypotheses: for the medium-high risk patient, H0: (Q11sum, no RRT) - (Q11sum, RRT) = 0 
and for the high risk patient, H0: (Q23sum, no RRT)- (Q23sum, RRT) = 0.  
Table 5.13 shows the difference between sample means in the high risk patient (14.82), is 
statistically significant (P-value of 0.011) indicating the null hypothesis should be rejected.  
When the RRT is present with a high risk patient, the assessment of the effectiveness of other 
possible interventions (choosing ‘none of the above’) is greatly reduced from 19.5% to 4.64%.   
This is not the case in the medium-high risk patient where the null hypothesis can be accepted, 
and the mean for the ‘none of the above’ increases slightly from 22.0% to 24.8% when RRT is 
provided. 
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Table 5.13: Two-Sample T-Tests for Unpacking Bias 
 Medium-high Risk Patient  High Risk Patient  
 No RRT RRT No RRT RRT 
Mean (%)                           
(std dev) 
5c: 22.0         
(28.6) 
5c: 24.8      
(31.1) 
17c: 19.5  
(28.7) 
17c: 4.64  
(8.28) 
t-value, P-value 
Est Diff, CI 
t-value = -0.36  P-value = 0.722 
Diff: -2.86  CI: (-18.86, 13.15) 
t-value = 2.63  P-value = 0.011  
Diff: 14.82  CI: (3.51, 26.13)  
Mean (%)                         
(std dev) 
11sum: 53.9 
(26.0) 
11sum: 47.3 
(29.5) 
23sum: 42.14 
(20.8) 
23sum: 34.64 
(18.2) 
t-value, P-value 
Est Diff, CI 
t-value = 0.89  P-value = 0.380  
Diff: 6.59  CI: (-8.33, 21.50)  
t-value = 1.43  P-value = 0.158   
Diff: 7.50  CI: (-3.00, 18.00) 
 
Table 5.13 also illustrates that the null hypotheses can be accepted in the cases with 
additional interventions in that the means for Q11sum or Q23sum do not change significantly 
with RRT.  There are some trends in the means where the RRT appears to slightly decrease the 
estimate of the case manager from 53.9% to 47.3% in the medium-high patient, and from 42.1% 
to 34.6% in the high risk patient. In both cases the confidence interval for the difference contains 
zero. 
Having established the limited impact of the RRT, a paired t-test is carried out to 
determine if the unpacking bias is present; the Minitab analysis can be found Appendix D.4. The 
results in Table 5.14 demonstrate statistically significant differences in the means regardless of 
the RRT’s presence, and in both the medium-high and high risk patient scenarios.  In each case, 
the value of the ‘none of the above’ response to Q5c and Q17c are significantly less than the sum 
of the ‘none of the above’ and two new interventions in Q11sum and Q23sum., respectively.  
The P-values are extremely low and thus indicate a strong unpacking bias in all instances.   
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Table 5.14: Paired T-Test for Unpacking Bias 
 Medium-high Risk Patient  High Risk Patient  
 No RRT RRT No RRT RRT 
Mean              
(std dev) 
5c: 21.96         
(28.56) 
5c: 24.82         
(31.14) 
17c: 19.46        
(28.65) 
17c: 4.64       
(8.38) 
Mean               
(std dev) 
11sum: 53.93   
(26.01) 
11sum: 47.34   
(29.54) 
23sum: 42.14   
(20.79) 
23sum: 34.64  
(18.30) 
Difference -31.96 -22.52 -22.68 -30.00 
95% CI for 
Diff 
(-39.62, -24.31) (-30.35, -14.69) (-31.44, -13.92) (-37.44, -22.56) 
P-value,               
t-value 
P-value = 0.000 
t-value = -8.57 
P-value =0.000  
t-value =-5.90 
P-value = 0.000 
t-value = -5.31 
P-value = 0.000 
t-value = -8.27 
 
At this point, the following conclusions about the unpacking bias are proposed: 
1. In all cases, with or without the RRT present, the unpacking bias is significant with 
all P-values at 0.000, and the ‘sum’ responses being much higher than the initial mean 
of the ‘none of the above’ response.  This means that case managers will under-
estimate the value of intervention alternatives until they are presented.  
2. In high risk patients when the RRT is present, assessment of the ‘none of the above’ 
option of interventions (Q17c) was significantly less than without the RRT.  Case 
managers with the RRT tend be more accepting of interventions presented with the 
RRT present.  
A GLM/ANOVA was then conducted (Table 5.15) to explore whether there were any 
impacts from the case manager factors. New fields were created in Minitab 17 to include ‘Diff 
11sum-5c’ and ‘Diff 23sum-17c’ in order to determine if any main or interaction effects exist 
(Appendix D.4).  Two interaction effects were identified for the medium-high risk patient, one 
between RRT and case manager age and the second one between RRT and workload. 
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Table 5.15: GLM/ANOVA – Unpacking Bias Interaction Effects (Med-High Risk Patient) 
 
 
 
Figure 5.12: Interaction Effect – Unpacking – Age*RRT (Med-High Risk patient) 
 
 Interpreting this first interaction effect (Figure 5.12), when the RRT is not present (blue 
dots), and the case manager is younger, there is a large (38%) mean difference, which represents 
the difference between the sum of the interventions plus ‘none of the above’, and the initial 
‘none of the above’, compared with older case managers (23%).  Young case managers with no 
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RRT have a tendency to greatly underestimate the ‘none of the above’ category.   They do not 
fully consider the other intervention alternatives as much as the older case managers do. 
 However, when the RRT is present (red dots), the younger case managers generally will 
do a much better job of estimating the ‘none of the above’ category (21%) while the older case 
managers estimate is just slightly larger (27%). Young case managers who have access to the 
risk tool may be considering intervention alternatives from the RRT even though there is no DST 
capability in the current RRT design.  These interpretations are for the medium-high risk patient 
scenario. 
 
 
 
Figure 5.13: Interaction Effect - Unpacking - Workload*RRT (Med-High Risk Patient) 
 
 Interpreting the second interaction (Figure 5.13) shows that in cases where there is no 
RRT present, the case managers who generally have a lighter workload will be less likely to 
underestimate the ‘none of the above’ response (27%) than when the workload increases (34%).   
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Without the RRT, when the workload is lower, there may be time to become more aware of the 
possible interventions.  This could be a classic instance of decision fatigue (Tierney, 2011). 
 However, if the RRT is present in a low workload environment, there is a greater 
awareness of other possible interventions than when the workload is high.   This could indicate 
that the RRT can influence awareness of intervention possibilities in instances where workload 
complexity is higher.   
 To summarize the interaction effects of the unpacking bias for medium-high risk patients: 
1. Young case managers with no RRT show evidence of the unpacking bias by greatly 
underestimating the ‘none of the above’ category and not considering intervention 
alternatives for patient discharge.    
2. Young case managers with the RRT show evidence of the unpacking bias when 
considering intervention alternatives for patient discharge by the RRT. 
3. Older case managers tend to consider discharge interventions only slightly differently 
with or without the RRT. 
4. When the RRT is not present and the workload is low, there is a greater awareness of 
possible alternative interventions for patient discharge.  As workload increases, that 
awareness decreases. 
5. When the RRT is present and the workload increases, there is greater awareness of the 
possible alternative interventions for patient discharge.   
 
The high risk patient scenario data was investigated in the same way as the medium-risk 
scenario.  The GLM/ANOVA revealed no statistically significant main or interaction effects as 
can be viewed in Appendix 4.d.  One possible reason for this might include the nature of the 
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options presented in Q23 which included two variations of home health, but for a patient profile 
which was of higher risk.  Despite the patient profile stating that there were high quality social 
attributes for the patient indicating she would be a good potential candidate for home health, this 
detail may not have been identified since many social attributes are not included among the 50 
factors of the RRT.  This potential follow-on research could also indicate that case managers are 
generally unaware of all 50 attributes as well, and could influence the training strategy.  
 
5.5 The Confirmation Bias 
 
H5: Healthcare professionals will seek information regarding one’s diagnosis of lesser known 
factors that affect a patient’s readmission risk. The null hypothesis is that healthcare 
professionals will seek to confirm their diagnosis based on previous assessments of factors 
causing readmission risk. (Confirmation Bias)  
The tendency to diagnosis a patient, and then seek data to confirm that diagnosis is well 
documented in healthcare decision making (Chapman and Sonnenberg, 2003).  This could take 
the form of ordering additional tests for a patient that aren’t needed, or seeking out additional 
information that may drive a patient’s readmission risk. Based on observations, ordering tests for 
a patient’s discharge is unlikely; however, seeking out websites or articles which might confirm 
drivers of readmission risk is a possibility.  This influenced how the questions in the fictional 
patient scenario were posed. If the intent of the RRT is to raise awareness of patient factors 
which influence the readmission risk, then examination of whether the RRT sharpens the 
awareness of those factors, and then shapes the desire to seek confirming information is of 
interest for developing case manager training.   
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The correspondence from patient factor to a confirming journal article referencing the 
factors being evaluated was investigated to see if this bias existed.   Initial questions Q3 and Q15 
examined which patient attributes were most influential in the patient’s risk of readmission.  A 
Likert scale was employed to assess the CM’s degree of belief.  In Q9 and Q21, a series of web-
based article descriptions were presented which would match thematically the patient factors 
presented earlier.   The factors and the relationship of the responses in the questions are matched 
in Figure 5.12, and by color coded arrows in Figure 5.14.   In each series of questions, there were 
three of four presented which positively correlate to the higher readmission risk as indicated by 
regression analysis that is the methodological foundation of the RRT.   One of four was 
represented as a key factor in the RRT regression analysis, but a positive direction, meaning they 
performed to reduce the risk of readmission.  Having a OSF Primary Care Provider (PCP) in Q3, 
and an Advanced Directive (similar to a living will for medical decision making) in Q15 
represented the two positive factors.  The factor of Service Line, which indicates the hospital line 
of specialized care (ex: Cardiology or Oncology), was identified during the experiment as one 
which created confusion in as many as 8 of 57 case managers who requested clarification. 
 
 
Figure 5.14: Confirmation Bias Factors and Question Relationships 
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Figure 5.15: Example Confirmation Bias Question Relationships 
 
Since there is no expert opinion being tested in this cognitive bias, fictional scenarios as 
seen in Figure 5.15 are used to determine the impact of the RRT on the confirmation bias; this 
would be determined by a series of paired t-tests.  The 16 null hypotheses of interest are that 
there would be no change in response between the evaluated patient factor and the choice of the 
confirming web article presented.  
For the medium-high risk scenario: 
(Q9d – Q3a), no RRT = 0, (Q9d – Q3a), RRT = 0,  
(Q9b – Q3b), no RRT = 0, (Q9b – Q3b), RRT = 0,  
(Q9c – Q3c), no RRT = 0, (Q9c – Q3c), RRT = 0,  
(Q9a – Q3d), no RRT = 0, (Q9a – Q3d), RRT = 0.  
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For the high risk scenario: 
(Q21b – Q15a), no RRT = 0, (Q21b – Q15a), RRT = 0,  
(Q21c – Q15b), no RRT = 0, (Q21c – Q15b), RRT = 0,  
(Q21a – Q15d), no RRT = 0, (Q21a – Q15d), RRT = 0,  
(Q21d – Q15c), no RRT = 0, (Q21d – Q15c), RRT = 0.  
 
To simplify the presentation of this data analysis, the mean responses and P-values are 
arrayed in Table 5.16.  Complete Minitab 17 documentation can be found in Appendix D.5. Each 
assessment in Minitab is sub-labeled with the factor being assessed. 
 
Table 5.16: Paired T-Tests for Confirmation Bias 
 Mean Data P-values 
 No RRT RRT No RRT RRT 
Medium High Risk Patient Scenario 
3a/9d (COPD) 5.786/5.536 5.893/5.893 0.282 1.000 
3b/9b (Age) 3.321/4.393 3.536/4.357 0.000 0.010 
3c/9c (Service Line) 3.857/5.643 4.036/5.929 0.000 0.000 
3d/9a (OSF PCP) 2.964/4.607 2.321/4.357 0.000 0.000 
High Risk Patient Scenario 
15a/21b (Age) 6.143/5.714 5.750/5.321 0.003 0.130 
15b/21c (Emergency Admission) 4.893/4.714 4.893/5.250 0.502 0.232 
15d/21a (Length of Stay) 5.500/5.393 5.857/5.179 0.663 0.042 
15c/21d (Advance Directive) 2.393/3.250 2.750/3.393 0.006 0.059 
 
If the confirmation bias exists, there is an expectation that the null hypothesis would be 
accepted.  This would be indicated in cases where the relative importance of a patient factor 
would then have a similar mean to the associated journal articles presented as shown in Figure 
5.15.  Where the bias does not exist, a statistically significant difference in the means is expected 
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as indicated by a P-value of 0.05 or less. If the null hypothesis is rejected, then there is a 
significant difference in how the case manager would seek out possible confirming 
documentation of their diagnosis about the factor is influencing patient readmission risk. Table 
5.16 presents the mixed responses identified. 
In the medium-high risk patient, when the RRT is not present, acceptance of the null 
hypothesis for the patient factor of COPD is plausible (P-value = 0.282). The tests indicate 
rejection of the null hypothesis for the factors of Age, Service Line, and OSF PCP.  The mean 
for Q9 was higher that Q3 for all three rejected null hypotheses, where the case managers placed 
significantly more importance on articles that were not related to the factor they had indicated 
was most important. When the RRT is present, the same results occurred. Confirmation bias is 
not present for the medium-high risk patients, except for COPD.    In looking at the means for 
COPD, the differences between 3a and 9d were extremely small indicating that the CM’s 
evaluation of the readmission risk factor in 3a was nearly matched by the CM’s evaluation of the 
importance of confirming evidence for COPD. 
In the high risk patient, when the RRT is not present, acceptance of the null hypothesis in 
the factors of Emergency Admission and Length of Stay is indicated (p-values of 0.502 and 
0.663 respectively.)  In addition, rejecting the null hypothesis with no RRT for Age and 
Advanced Directive is warranted. When the RRT is present, the null hypothesis may be accepted 
for two of the four factors, Age and Emergency Admission. Length of Stay could be rejected and 
the Advance Directive might qualify as ‘borderline’ (p-value = 0.059) and should probably be 
rejected as well.   
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Analysis of the existence of confirmation bias (choosing to review journal articles which 
confirm the diagnosis of readmission risk factors) is mixed and varies based on the presented 
factors related to risk of readmission: 
1. Case managers did exhibit confirmation bias for only two factors (COPD and 
Emergency Admission); this was the case whether or not the RRT was present.   
2. Case managers generally did not exhibit confirmation bias for four factors (Age for 
medium-high risk patients, Service Line, OSF PCP, and conditionally Advanced 
Directive); this was the case whether or not RRT was present.    
3. For the high risk patient, there was mixed evidence about the effect of RRT: 
a.  For the Age factor, confirmation bias was present without the RRT, but not with 
the RRT.    
b. For the Length of Stay factor, confirmation bias was only present without the 
RRT; it was not present with RRT.  
4. The role of RRT in confirmation bias is mixed and it is difficult to determine why it 
enables or mitigates the tendency for a confirming bias.   
 
As has been done in the study of other hypotheses, the next step is to investigate whether 
certain case manager factors might be associated with the confirmation bias.  To do this, a 
GLM/ANOVA was conducted starting with all case manager factors and interactions, and then 
removing non-significant terms to achieve a parsimonious model that includes high F-values and 
low P-value statistics.  (Appendix D.5).  This analysis was conducted for all eight readmission 
factors; four in each the medium-high and four in the high risk patient scenarios.  Not all factors 
registered a main or interaction effect.   Only GLM/ANOVA assessments which presented 
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results of significance were included in the body of this report; analysis with non-significant 
results are included in Appendix D.5. 
In the medium -high risk patient scenario, for the factor of Service Line (Q9c-Q3c), one 
main effect and four interactions were identified (Table 5.17).  The earlier analysis of Service 
Line for medium-high risk patients resulted in no evidence of confirmation bias in case 
managers, when comparing the presence of RRT to no RRT (Table 5.16).   In addition, for the 
factor of OSF Primary Care Provider, two interaction effects were identified for the medium-
high risk scenario (Table 5.18). For the factor of ED Admission, a single interaction effect was 
found for the high risk scenario (Table 5.19). 
 
Table 5.17: GLM/ANOVA for Confirmation Bias (Service Line) (Med-High Risk Patient) 
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 The R
2 
for this model is 35.17%, and the adjusted R
2 
is 22.49%.  The adjusted R
2 
attempts 
to correct for the number of parameters in the ANOVA model, and since the number of 
parameters in this model is fairly large, the adjusted R
2 
is much less than R
2
.   The responses to 
the questions exhibit a great deal of variation and the significance of the factors presented in 
Table 5.17 implies that the statistically significant factors are related to mean shifts in the output 
variable which is the difference of Q9c and Q3c. The means of these shifts are statistically 
significant regardless of how much of the observed total variation in the Q9c-Q3c is explained 
by the model.  
 
 
Figure 5.16: Confirmation Interaction Effect (Experience*Workflow) 
 
 Interpretation of the interaction plots for this hypothesis depends on the observation that 
when the difference in means is small, that indicates similarity between the case manager 
evaluation of the patient risk factor and their evaluation of the potential confirming web article 
for that factor. This is evidence of confirmation bias. When differences are large that means the 
case manager chooses a web article that will not necessarily be related to their chosen patient risk 
factor; this would indicate the absence of confirmation bias. 
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The large increase in the mean in Figure 5.16 (blue dots for low experience case 
managers) is the reason for the statistical significance of this interaction term.  It was earlier 
noted that Service Line might be less well known to case managers than other readmission risk 
factors. When their workflow is low, the low experience case managers are more likely to seek 
journal articles that would pertain to Service Line. When their workflow is greater, perhaps they 
do not have the time to do that and thus their desire to confirm their evaluation of the service line 
factor is significantly less. Perhaps the busier they are in workflow, the less they exhibit 
confirmation bias.  More experienced case managers (red dots) retain similar strong tendencies 
towards confirmation bias regardless of workflow, and the evidence of the bias will dominate 
evidence shown by less experienced case managers. 
 
 
Figure 5.17: Confirmation Bias for Service Line Interaction (Age*Workload) 
 
 Figure 5.17 shows interaction effects for younger case managers compared to older case 
managers in response to an increase in workload.  Younger case managers (blue dots) will 
exhibit just slightly greater evidence of confirmation bias when the workload is less, and this bias 
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will lessen in high workloads, but generally will be stronger than older case manager evidence.  
Younger case managers will be more likely to confirm regardless of workload levels than older 
case managers.  Older case managers will exhibit low confirmation bias when the workload is 
low, but they are significantly more likely to show confirmation bias in high workloads.  Of note 
from the first two interaction effects, case managers of high experience in workflow and low age 
in workload exhibit similar confirmation seeking behavior.  Least likely to exhibit confirmation 
bias are case managers with low experience in high workflows, and older in low workloads. 
 
 
Figure 5.18: Confirmation Bias for Service Line Interaction Effect 
(Certification*Experience) 
 
 
 In Figure 5.18, lesser experienced SWs (red dots) will be unlikely to seek out information 
that is related to a readmission factor, but high experienced SWs will be likely to seek 
confirming information.  In contrast RNs (blue dots) seem to be near insensitive to their 
experience level as they will tend to somewhat seek out confirming information; this tendency 
will not be as strong as more experienced SWs, but stronger then less experienced SWs. 
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Figure 5.19: Confirmation Bias for Service Line Interaction Effect (Certification*Age) 
 
 There is a strong interaction effect in Figure 5.19. RNs (blue dots) exhibit a moderate, but 
steady confirmation bias, with a slightly greater tendency as they are older. Young SWs exhibit 
very strong evidence of confirmation bias, and there is a severe decrease in older SWs. The 
extreme decrease in SW bias evidence with Age is what causes the interaction to be statistically 
significant.  
The data on the OSF Primary Care Provider as a readmission risk factor was next 
investigated with respect to role of case manager factors that might bear on confirmation bias for 
the medium-high risk scenario. The ANOVA/GLM output in Table 5.18 indicates the presence 
of two significant interactions, between Age and Workload and also between Age and 
Experience. 
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Table 5.18: GLM/ANOVA for Confirmation Bias (OSF PCP) (Med-High Risk Patient) 
 
 
Figure 5.20: Interaction Effects (Age*Workload) (Age*Experience) 
  
The assignment of an OSF Primary Care Provider is a positive factor working in the 
patient’s favor to reduce risk.  Table 5.18 and Figure 5.20 illustrate two instances where 
interaction effects were identified.  Since the questions were posed to address factors most 
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influential in increasing the patient’s risk of readmission, then even positive factors should see 
relative confirming assessments similar to the Likert scale degree of importance that is initially 
placed on that factor.   The expectation is that a positive factor would score low in initial factor 
contribution to readmission risk, and subsequently would be rated low when indicating the 
importance of reading articles about that factor. From the interactions with Age, younger case 
managers (blue dots) are much more likely to exhibit a confirmation bias in high workloads or 
when they are less experienced, and will be much less likely to exhibit the bias in low workloads 
or high experience levels.  The older manager (red dots) who works in low workloads or has 
greater experience will be more likely to exhibit a confirmation bias. Generally older case 
managers will exhibit steadier, less severe shifts in tendencies of confirmation bias for the 
Primary Care Provider in factors of workload and experience than younger case managers. 
 Examination of the high risk patient data in Appendix D.5 yielded only one interaction 
effect for the factor of Emergency Department (ED) admission as the source of entry into the 
OSF system.   A review of Table 5.16 indicates that for both the RRT and without RRT groups, 
this factor was associated with no confirmation bias.  
 
Table 5.19: GLM/ANOVA for Confirmation Bias (ED Admissions) 
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Figure 5.21: Interaction Effects - Confirmation Bias (Certification*RRT) 
 
 The significant interaction found was between Certification and RRT and is shown in 
Figure 5.21.  The statistical significance is due to the relative change in potential confirmation 
bias for RN’s when they do not have access to the RRT. However, the difference in the mean is 
fairly close to zero, which is evidence of confirmation bias, regardless of the presence of RRT.  It 
is noted that the change in Figure 5.21 (from -0.897 to 0.571) is visually exaggerated because of 
the scale which was shrunken considerably compared with earlier interaction plots.  For SWs 
there is only a slight change in a level near zero which is associated with a high level of 
confirmation bias.  So both RNs and SWs exhibit a high level of confirmation bias, which 
changes only slightly according to whether RRT is presented.    
Evidence of Confirmation Bias was identified, but not in all instances. Further 
examination of this bias may be needed because an underlying assumption was that the case 
managers had a baseline understanding of the factors included in the RRT through their 
certifications, and not the RRT itself.  The questions received about Service Line during the 
experiment indicate some level of uncertainty behind the factor definitions, and also what is in 
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the RRT. And so the assumption may be only partially true, and creates a caveat on the following 
findings. Our overall conclusions about the confirmation bias: 
1. There is not a clear confirmation bias effect depending on whether the RRT is 
present, or not. The presence of confirmation bias depended more on which 
readmission risk factor was being studied.   
2. In medium-high risk patients when Service Line is the readmission risk factor: 
a. Less experienced case managers with low workflow exhibit confirmation bias 
which decreases as their workflow grows.  The experienced case manager exhibits 
only slightly increased confirmation bias as workflow grows.  In either case, the 
experienced case manager’s evidence towards a confirmation bias is greater than 
younger case managers. 
b. Younger case manager confirmation bias is high when workload is low and the 
bias lessens slightly as workload grows, while the older case manager 
confirmation bias increases significantly as the workload grows. 
c. Less experienced SWs are less likely to seek out confirming information, but with 
experience, their confirmation bias will grow significantly. RNs will be generally 
insensitive to their experience level in seeking confirming information. 
d. Young SWs exhibit very strong evidence of confirmation bias, and there is a 
severe decrease in older SWs. RNs will increase slightly in their tendency of 
confirmation bias from younger to older populations. 
3. In a medium-high risk patient with OSF Primary Care Provider as the risk factor, 
younger case managers (blue dots) are more likely to exhibit a confirmation bias as 
the workload increases or when they are less experienced, and will be much less 
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likely to exhibit the bias in low workloads or high experience levels.  The older, less 
experienced case manager (red dots) will be slightly less likely to exhibit a 
confirmation bias in higher workloads.  Generally older case managers will exhibit a 
steadier tendency of confirmation bias for the Primary Care Provider factor. 
4. In high-risk patients with a factor of Emergency Room Admissions, both RNs and 
SWs exhibit high levels of confirmation bias, with mean differences that are generally 
much closer to zero than was seen with any other readmission risk factor.    
Prioritizing efforts to address this finding could be at a higher degree of importance. 
 
5.6 The Overconfidence (Planner’s Fallacy) Bias 
 
Hypothesis 6: Risk Technologies will create an underestimation (planner’s fallacy) in case 
manager estimates of time required preparing a patient for discharge due to better situational 
awareness of the patient’s factors.  The null hypothesis is that there is no change in time 
projections to ready a patient for discharge.  
The Planner’s Fallacy Bias analysis of data began with a two sample t-test to examine 
impacts of the RRT.  Data was collected as seen in Figure 5.22 via Questions 12 and 24 in which 
an estimate was given to assess the educational needs of a patient.  In the OSF Care Management 
model, case managers are not responsible for conducting training for a patient if medical literacy 
or education levels are in question.   However, they are the primary advisor to the hospitalist for 
all interventions, and this could include additional training and employment of teach-back 
methods to enable patient compliance with interventions.  Bedside nurses perform the bulk of 
training with a patient, but can be influenced directly by the case managers. No expected 
measure of time or ‘gold standard’ governs the time spent in education. 
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Figure 5.22: Planner's Fallacy Example Question 
 
 
A null hypothesis of interest is that the means of the responses to Q12 for the medium -
high risk patient, with and without the RRT are the same. H0: (Q12, no RRT) - (Q12, RRT) = 
0.  A similar hypothesis can be set up for the high risk patient: H0: (Q24, no RRT) - (Q24, 
RRT) = 0.  A two-sided two-sample t-test can be carried out to see if there is sample evidence to 
reject either null hypothesis. 
 
Table 5.20: Two-Sample T-Tests for Planner's Fallacy Bias 
 Medium-High Risk Patient (Q12) High Risk Patient (Q24) 
 No RRT RRT No RRT RRT 
Mean 26.1 27.7 27.50 24.5 
Standard Deviation 10.1 15.0 9.67 17.3 
Estimate for Difference -1.54 3.04 
95% CI for Diff (-8.42, 5.35) (-4.52, 10.59) 
T-Value, P-value T-Value = -0.45  P-value = 0.656 
  DF = 47 
T-Value = 0.81  P-value = 0.422  
 DF = 42 
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Table 5.20 shows the difference between the sample means for medium-high risk and 
high risk are each low, resulting in P-values of 0.656 and 0.422 respectively.   It is safe to accept 
the null hypothesis in each case and view the RRT as having no effect.   
In Appendix D.6, there are comparisons across medium-high and high (Q12-Q24 with 
and without RRT) to determine if there was a significant difference in the estimates.  With P-
values of 0.610 and 0.461, it was determined that the null hypothesis would also be accepted 
across type of patient risk scenarios even with slightly different information in the scenarios 
regarding medical literacy concerns.    
The last and most significant analysis for Hypothesis 6 is to examine the impacts of the 
case manager factors to identify if overconfidence or the planner’s fallacy might exist in the form 
of a main or interaction effect.  This would be conducted using a GLM/ANOVA starting with all 
factors and interactions and then removing non-significant terms to achieve a parsimonious 
model that includes factors of high F-value and low P-value statistics. 
 
Table 5.21: GLM/ANOVA for Planner's Fallacy (Med-High Risk Patient) 
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Table 5.22: GLM/ANOVA for Planner's Fallacy (Conditional Acceptance)  
(Med-High Risk Patient) 
 
 
When the non-significant factors were sequentially removed, the parsimonious model 
was a great deal simpler.  As shown in Table 5.22, only the RRT and Age could be retained as 
factors because of the interaction which has a borderline P-value of 0.071.  If it is desired to 
conditionally accept this model, the interaction term can be examined and its plot is in Figure 
5.23. 
 
   
Figure 5.23: Planner's Fallacy Interaction Effect (RRT*Age) (Med-High Risk Patient) 
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 When the age of the case manager is lower (blue dots), those with the RRT will tend to 
estimate more time needed towards educational efforts with the patient as a part of the discharge.   
If the RRT is not present, then the time estimate is much less.   This might indicate that younger 
case manager is influenced by the RRT into a more deliberate, and risk-averse approach to 
patient education.  
The model indicates also indicates that when a case manager is older (red dots), the RRT 
group tends to estimate less time than the older group without the RRT.  If the case manager is 
younger, there appears to be overconfidence when the RRT is not present.  If the case manager 
older, there appears to be an overconfidence when the RRT is present. 
The case of the high risk patient scenario yields a different interaction effect between 
RN/SW certifications and the RRT.    
 
 
Table 5.23: GLM/ANOVA for Planner's Fallacy (High Risk Patient) 
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Figure 5.24: Planner's Fallacy Interaction Effect (RRT*Certification) (High Risk Patient) 
 
Table 5.23 shows the significance of the interaction effect and Figure 5.24 illustrates this 
dynamic.  It is evident that, in cases of a high risk patient, RNs with the RRT will tend to assign 
more time for education than if they rely on only their experience without the RRT.  The RRT in 
essence makes them slightly more risk-averse in their estimate. In contrast, the SWs with the 
RRT assign much less time for patient education than they do without the RRT; they seem to be 
more optimistic (or perhaps risk prone) with the RRT information. 
To summarize findings: 
1. There was no planner’s fallacy exhibited in medium-high or high risk patients with or 
without the RRT when the two sample t-test was used. When a GLM/ANOVA 
analysis was performed, however, some interactions of RRT with Age and 
Certification emerged.  
2. For medium-high risk patients, younger case managers will be more confident 
(estimating for lower mean time for education) without the RRT than with it. In 
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contrast, older case managers will be more confident (lower mean time for education) 
with the RRT than without it. 
3. For high risk patients, SWs with the RRT will estimate much lower training times, 
perhaps displaying overconfidence.  In contrast, RNs with RRT estimate somewhat 
higher training times than when the RRT is not present thus being overconfident.   
 
5.7 Technology Acceptance Model Analysis 
 
H7: Risk technologies will be accepted differently by case managers based on factors of 
professional certification, age, total experience, workload (average patients/day), and workflow 
(new patients/day).  The null hypothesis is that there would be no difference across such factors 
in how case managers view the technology’s ease of use, usefulness, attitude towards use, and 
intent to use. 
 Provided the exploration of six heuristic and cognitive biases examined in the previous 
sections, the question of how to best measure the acceptance of patient discharge risk 
technologies remains.   This issue can be extended beyond risk technologies to any future 
readmission risk technologies or decision support technologies.  A technology might be an 
excellent predictor of patient readmission risk, or effectively recommend discharge interventions 
for a patient profile, but if the predictions and recommendations are not accepted by case 
managers, then there is no value added to the discharge process.   
 In section 2.6 of this research, the TAM was presented as a way to evaluate technology 
acceptance.   The measures of ease of use, perceived usefulness, attitude, and behavioral intent to 
use have been evaluated extensively and accepted across multiple industries to include healthcare 
(Hu, 1999).  Within these measures, only the ease of use measure that is captured in the System 
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Usability Scale (SUS) 10-question model, complete with composite score, is used extensively.  
Appendix B presents the SUS questions from Q25 through Q34, and these were discussed earlier 
in this research. Also applied were six usefulness questions Q35-Q40, three attitude questions 
Q41-Q43, and six intent-to-use questions Q44-Q49. Data collection no longer required the case 
managers to consider two fictional patient scenarios.  Focus was re-oriented on their day-to-day 
duties as a case manager and how the current design of the RRT was serving their daily patient 
discharge decision-making.  No previous TAM-like evaluations have been conducted at OSF on 
the RRT, and no TAM-like evaluations for patient discharge risk technologies have been found 
in literature.  Evaluation of data collected from the 7-point Likert scales therefore was not 
particular to the two groups with and without RRT, but as an entire case manager community. 
 Due to this data collection providing a baseline of new knowledge, comparison with 
previous data sets was not possible.   Internal comparisons to identify main and interaction 
effects was important to this first application which could provide value measures for technology 
improvements while guiding new training strategies.  Rejection of the null hypothesis was 
considered for any P-value < 0.05 among the factors examined.   
A GLM/ANOVA was employed for the SUS composite score, and also for all individual 
questions on usefulness, attitude, and intent to use. Detailed ANOVA outputs are located in 
Appendix D.7.  As before a GLM/ANOVA was fit using 6 case manager     characteristics: 
certification, age, total experience, average workload, and workflow, along with use of RRT. A 
model was formulated with all factors and second order interactions; then non-significant terms 
are removed to achieve a parsimonious model that includes factors with high F-value and low P-
value statistics.   
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5.7.1 Ease of Use and the System Usability Scale 
 
 The System Usability Scale (SUS) was employed due to the industry acceptance of those 
questions which are often used in stand-alone assessments (Brooke, 1996). The 10 item 
questionnaire was evaluated using the same 7-point Likert scale employed the previous questions 
examining heuristic behavior, and this larger scale is preferred over a 5-point scale when the 
subjects are highly skilled as in the case of the case managers (Matell and Jacoby, 1972).   
 To calculate the composite SUS score, four steps were followed (Brooke, 1996) and 
modified for the 7-point Likert scale: ‘To calculate the SUS score, first sum the score 
contributions from each item. Each item's score contribution will range from 0 to 6. For items 
1,3,5,7, and 9 the score contribution is the scale position minus 1. For items 2,4,6,8 and 10, the 
contribution is 7 minus the scale position. Multiply the sum of the scores by 1.67 to obtain the 
overall value of System Usability (ease of use and learnability).’  The SUS points represent a 0-
100 scale representing a relative score to measure usability and learnability, or overall ease of 
use; they do not represent a percentage. 
 
Table 5.24: GLM/ANOVA for SUS Composite Score 
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 One main effect was identified in certification type (P-value = 0.030) as seen in Table 
5.24.    The main effect plot is depicted in Figure 5.25.   Interpretation of the data would be that 
RNs are significantly more likely to perceive the RRT as easy to use and learnable than the SWs 
by almost 12 SUS composite scale points (55.1 compared with 44.2).    
 
 
Figure 5.25: SUS Composite Main Effect (Certification)  
 
5.7.2 Technology Acceptance – Perceived Usefulness 
 
Evaluation of the six usefulness questions (Q35-Q40) was conducted using 
GLM/ANOVA and the analysis results are in Appendix D.7.   Since using some composite score 
for these questions is not accepted practice, the questions were assessed individually and their 
results compiled in Table 5.25 to simplify the findings. Below the table there are plots for main 
effects and interactions along with discussion of that information for each of the usefulness 
questions. 
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Question 35:  Using the RRT can enable me to complete patient care more quickly. 
 
Table 5.25: GLM/ANOVA for Q35 Usefulness (Quickness) 
 Technology Acceptance Model: RRT Usefulness  
Main Effect P-value Fitted Mean Interaction 
Effect 
P-value Fitted Mean 
None NA AVE: 2.867 1. Workload and 
RN/SW 
2. Age and 
Workflow 
0.009 
 
0.009 
AveBin2*RN/SW 
1            RN            3.25       0.47 
1            SW           1.99       0.40 
2            RN            2.69       0.34 
2            SW           3.53       0.36 
AgeBin2*TOBin2 
1              1             3.52       0.32 
1              2             2.03       0.45 
2              1             2.63       0.37 
2              2             3.29       0.43 
 
There were two interaction effects in the GLM for response to Question 35.  The overall 
mean response to this question was 2.867 indicating there is a uniform disagreement that the 
RRT will increase the quickness, or efficiency of patient care. 
 
Table 5.26: GLM/ANOVA Interactions for Q35 Usefulness 
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The interaction of age (AgeBin2) and workflow (TOBin2) in Figure 5.26 indicates that 
younger case managers will increasingly disagree (their Likert score goes down) with the 
statement (that the RRT will speed completion of patient care) as the complexity of workflow is 
higher. Older case managers will also disagree with the statement, but will disagree less in higher 
workflows; this may indicate that more complex workflows might change the perception in the 
RRT being able to increase the speed of discharge care.   
 
 
Figure 5.26: Usefulness Interaction Effect (Workflow*Age) Q35 
 
The second interaction of workload (AveBin2) and certification (RN/SW) in Figure 5.27 
can be interpreted as RN disagreement will be slightly greater in higher workloads while SW 
disagreement will significantly lessen in high workloads.   In low workload environments, SWs 
disagree that the RRT will speed up the work. 
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Figure 5.27: Usefulness Interaction Effect (Workload*Certification) Q35 
 
 
Question 36: Using the RRT CANNOT improve my patient care and management. 
 
Table 5.27: GLM/ANOVA for Q36 Usefulness (Improve) 
Technology Acceptance Model: RRT Usefulness 
Main Effect P-value Fitted Mean Interaction Effect P-value Fitted Mean 
1.Total 
Experience 
0.028 3.303 Low 
4.348 High 
AVE: 3.825 
None NA NA 
 
 Analysis of the response to this statement in Table 5.27 yielded one main effect of total 
experience with a P-value of 0.028.   The mean response to this statement reflected only the 
slightest disagreement at 3.825 for all case managers taken together.   Figure 5.28 can be 
interpreted as more experienced case managers somewhat agree that the RRT cannot improve 
their patient care, while the less experienced somewhat disagree with this statement and are more 
open to the RRT as a useful technology.  
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Figure 5.28: Usefulness Main Effect (Experience) Q36 
 
Question 37: Using the RRT can increase my productivity in 
 patient discharge care. 
 
There were no significant responses to Question 37.  The mean of the responses is 
‘somewhat disagree’ for all case managers at 3.356 indicating a general belief that the RRT will 
not be able to increase productivity. 
 
Question 38: Using the RRT CANNOT enhance my patient service effectiveness 
Table 5.28: GLM/ANOVA for Q38 Usefulness (Effectiveness) 
Technology Acceptance Model: RRT Usefulness  
Main Effect P-value Fitted Mean Interaction 
Effect 
P-value Fitted Mean 
None NA AVE: 3.733 Age and 
Workflow 
0.025 AgeBin2*TOBin2 
  1           1            3.42    0.38 
  1           2            3.91    0.49 
  2           1            4.60    0.43 
  2           2            3.00    0.49 
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 The overall mean response was 3.733 as shown in Table 5.28 with an overall slight 
disagreement that the RRT cannot enhance patient service effectiveness. No main effects were 
identified but there was one interaction effect of Age and Workflow with a P-Value of 0.025.  
 
 
Figure 5.29: Usefulness Interaction Effect (Age*Workflow) Q38 
 
Figure 5.29 shows that younger case managers will somewhat disagree (that the RRT 
CANNOT enhance effectiveness) if their workflow is low, but they become nearly neutral as the 
workflow complexity increases.   Older case managers somewhat agree that the RRT cannot 
enhance effectiveness when workflow is low, but as workflow increases they somewhat disagree. 
This indicates that older case managers believe it can enhance effectiveness as complexity of 
workflow increases.  . 
 
 
 
 
148 
 
Question 39: Using the RRT can make my patient care and management easier. 
 
Table 5.29: GLM/ANOVA for Usefulness Q39 (Easiness) 
Technology Acceptance Model: RRT Usefulness 
Main Effect P-value Fitted Mean Interaction 
Effect 
P-value Fitted Mean 
None NA AVE: 4.390 Age and 
Workflow 
(likely) 
0.040 in full 
model 
0.079 in 
parsimonious 
model  
AgeBin2*TOBin2 
  1 1   4.105 0.340 
  1 2   3.467 0.383 
  2 1   3.455 0.447 
  2 2   4.273 0.447 
 
 A mean of 4.390 in Table 5.29 indicates some slight agreement with the statement that 
the RRT can make patient care easier.   One interaction was conditionally accepted with a P-
value of 0.079 when in a full (non-parsimonious) model; it had scored a P-value of 0.040 in 
previous iterations.   Figure 5.30 shows younger case managers responding with some agreement 
at low workflow but they disagree that RRT can make patient care management easier in higher 
workflow complexity.  Older case managers believe it is more likely to help in more complex 
situations of workflow than when the workflow is low.   
 
 
Figure 5.30: Usefulness Interaction Effect (Age*Workflow) Q39 
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Question 40: I found the RRT is NOT useful for my patient  
discharge care and management. 
 
 
Table 5.30: GLM/ANOVA Usefulness Q40 
 Technology Acceptance Model: RRT Usefulness  
Main Effect P-value Fitted Mean Interaction 
Effect 
P-value Fitted Mean 
None NA AVE: 4.438 1. Age and 
Workflow 
2. Workload and 
RN/SW 
0.016 
 
0.057 
conditional 
acceptance 
 
AgeBin2*TOBin2 
  1           1            4.484    0.395 
  1           2            5.169    0.553 
  2           1            4.914    0.447 
  2           2            3.185    0.520 
RN/SW*AveBin2 
  RN            1           3.642    0.566 
  RN            2           4.483    0.418 
  SW           1           5.313    0.487 
  SW           2           4.315    0.438 
 
By the overall response to this question (4.438) it is clear that there is general (but slight) 
agreement that the RRT is not useful for patient discharge care and management. Figure 5.31 
illustrates the interaction effect that younger RNs register some disagreement with the statement 
that the RRT is not useful for patient discharge and management. Older RNs tend to agree 
somewhat with the statement. Younger SWs agree somewhat strongly (Likert score 5.31) that the 
RRT is not useful, but older SWs are closer to being neutral in their assessment of the RRT. 
 
 
Figure 5.31: Usefulness Interaction Effect (Workload*Certification) Q40 
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Figure 5.32: Usefulness Interaction Effect (Age*Workflow) Q40 
  
The last interaction effect for the usefulness questions witnesses younger case managers 
responding with slight agreement that the tool is not useful and as the workflow increases, that 
response becomes more forceful (Likert score 5.17).    Older case managers agree fairly strongly 
(Likert score of 4.91) that the tool is not useful in low workflow but as the workflow increases, 
their judgment changes towards a moderate level of disagreement (Likert score 3.18) that the 
tool is not useful.   
To summarize, the final usefulness conclusions would be: 
1. Question 35: Overall case managers disagreed strongly with that statement that the 
RRT will increase their speed of completing patient care. 
a. Younger case managers disagree with the statement and that disagreement 
grows if they are in a high workflow environment. Older case managers also 
disagree with the statement but their disagreement is less as the workflow 
increases.  
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b. RNs disagree with this statement and even more so as workload increases. In 
low workload environments SWs disagree that the RRT will speed up their 
work, but this disagreement lessens at the workload increases. 
2. Question 36: The mean response to this statement reflected only the slightest overall 
disagreement with the statement that the RRT cannot improve their patient care and 
management. More experienced case managers somewhat agree, while the less 
experienced somewhat disagree with this statement and are more open to the RRT as 
a useful technology. Case managers somewhat disagree that the RRT can improve 
productivity. 
3. Question 37: The overall average response for all case managers indicates that they 
believe that the RRT will not be able to increase productivity in patient discharge 
care. 
4. Question 38: The overall average response was slight disagreement with the 
statement that the RRT cannot enhance patient service effectiveness. Younger case 
managers will somewhat disagree with the statement if their workflow is low, but 
they become nearly neutral when the workflow complexity increases.  Older case 
managers somewhat agree with the statement when workflow is low, but as workflow 
increases they more strongly disagree, indicating that this group may embrace the 
RRT in high workflow environments.  
5. Question 39: The overall average response was slight agreement with the statement 
that the RRT can make patient care and management easier.  Younger case managers 
responding with agreement at low workflow but then tending towards being neutral as 
workflow increases.  Older case managers believe it is more likely to help in more 
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complex situations of workflow than when the workflow is low, when they register 
slight disagreement.  Low workflow RNs will slightly disagree with the statement, 
but in high workload they slightly agree.   SWs in low workloads agree, but only 
slightly agree when the workload is high.  
6. Question 40: The overall average response was slight agreement that the RRT is not 
useful for patient discharge care and management.  
a. Younger RNs register some disagreement with the statement, while older RNs 
tend to agree somewhat with the statement. Younger SWs agree somewhat 
strongly that the RRT is not useful, but older SWs are closer to being neutral 
in their assessment of the RRT. 
b. Younger case managers responding with slight agreement with the statement, 
and as the workflow increases, that agreement becomes more forceful.  Older 
case managers agree fairly strongly with the statement in low workflow 
situations, but as the workflow increases, their judgment changes towards a 
moderate level of disagreement.    
 
5.7.3 Technology Acceptance – Attitude 
 
Responses to questions on attitude towards the RRT did not produce a main effect, but 
did produce interaction effects each in Q42 and Q43.   
 
Question 41: Using the Risk Tool technology in patient discharge care and management 
is a good idea.  The Likert mean score yields a 4.22, or somewhat agreement that the RRT is a 
good idea for discharge care. No main or interaction effects were identified. 
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Question 42: Using the RRT in patient discharge care is UNPLEASANT. 
 
Table 5.31: GLM/ANOVA for Attitude Node Q42 
Technology Acceptance Model: Attitude towards Use  
Main Effect P-value Fitted Mean Interaction 
Effect 
P-value Fitted Mean 
None  NA AVE: 2.815 1. Age and 
Experience 
0.016 AgeBin2*TotExpBin2 
  1     1                3.897    0.275 
  1     2                2.00      1.48 
  2     1                1.500    0.741 
  2     2                3.864    0.316 
 
 
Figure 5.33: Interaction Effect on Attitude (Age*Experience) Q42 
 
The overall average Likert score was 2.815 which means that the case managers 
generally disagreed with the statement that the use of RRT in patient discharge care is 
unpleasant, indicating some support for its use. There was an statistically significant interaction 
between age and level of experience with a p-value of 0.016.  
Figure 5.33 shows that younger case managers with a low level of experience were nearly 
neutral with respect to the statement, but the younger case managers with a high level of 
experience were quite strong in their disagreement with the statement that the use of RRT is 
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unpleasant. In very sharp contrast, older case managers with a low level of experience were in 
major disagreement with the statement and would likely find the use of RRT to be pleasant; but 
when they had a high level of experience they became nearly neutral.  
 
Question 43: Using the RRT is beneficial to my 
patient care and management duties. 
 
Table 5.32: GLM/ANOVA for Attitude Node Q43 
Technology Acceptance Model: Attitude towards Use  
Main Effect P-value Fitted Mean Interaction 
Effect 
P-value Fitted Mean 
None NA AVE: 4.086 1. Workload 
and RN/SW 
0.018 RN/SW*AveBin2 
  RN    1          4.800    0.477 
  RN    2          3.706    0.366 
  SW    1         3.462    0.418 
  SW    2         4.375    0.377 
 
 
Figure 5.34: Interaction Effect on Attitude (Workload*Certification) Q43 
 
 A neutral Likert scale score of 4.086 in table 5.32 indicates case managers as a whole are 
indifferent to very slightly agreeing that the RRT as beneficial.   Figure 5.34 shows that SWs 
(red dots) disagree with this statement when the workload is low but they slightly agree in high 
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workloads.   RNs (blue dots) agree with this statement when workload is low, but slightly 
disagree when the workload is high.   
 
5.7.4 Technology Acceptance – Intent to Use 
 
The final set of questions (Q44 through Q49) captured the behavioral intent to use the 
RRT.   The TAM posits that behavioral intent to use is a function of perceived usefulness and 
attitude toward the RRT.  No main effects were identified, but a number of interaction effects 
characterized the intent to utilize the RRT in patient discharge care. More detailed analysis of 
Minitab GLM/ANOVA iterations is included in Appendix D.7. 
 
Question 44: I intend to use the RRT in my patient  
discharge care and management 
 
 The Likert mean score for case managers was 4.889 indicating some agreement with the 
Q44 statement.  One interaction effect between Age and Total experience was found with a P-
value of 0.037. The interaction plot is given in Figure 5.35.   
 
Table 5.33: GLM/ANOVA Intent to Use Q44 
Technology Acceptance Model: Intent to Use  
Main Effect P-value Fitted Mean Interaction 
Effect 
P-value Fitted Mean 
None NA AVE: 4.889 1. Age and 
Total 
Experience 
0.037 AgeBin2*TotExpBin2 
  1    1             3.89     0.29 
  1    2             6.00     1.60 
  2    1             5.75     0.80 
  2    2             3.90     0.34 
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Figure 5.35: Interaction Effect on Intent (Age*Experience) Q44 
 
 The interaction in Figure 5.35 illustrates how young case managers with little experience 
are generally neutral in intent to use the RRT, but young case managers with more experience 
agree quite strongly (Likert score of 6.0) that they would use the technology.   In contrast, older 
case managers with low experience levels in patient discharge express a strong intent to use the 
tool, but when the older CMs are more experienced, the intent to use the tool becomes neutral.   
 
Question 45: I intend to use the Risk Tool to provide  
health care services to the patient as often as needed. 
 
 
Table 5.34: GLM/ANOVA Intent to Use Q45 
Technology Acceptance Model: Intent to Use  
Main Effect P-value Fitted Mean Interaction 
Effect 
P-value Fitted Mean 
None NA AVE: 5.175 1. Age and 
Total 
Experience 
2. Age and 
Workflow 
0.014 
0.037 
AgeBin2*TotExpBin2 
  1    1             3.73    0.27 
  1    2             6.74    1.45 
  2    1             5.75    0.71 
  2    2             4.47    0.31 
AgeBin2*TOBin2 
  1    1             5.97    0.81 
  1    2             4.50    0.74 
  2    1             5.00    0.46 
  2    2             5.22    0.49 
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Figure 5.36: Interaction Effects on Intent (Age*Experience) (Age*Workflow) Q45 
 
 The overall mean Likert score (5.175) resulted in one of the highest seen for all of the 
TAM statements.  From the GLM/ANOVA analysis, no main effects were found, but 
identification of two interaction effects resulted in plots in Figure 5.36.  Interpretation of the first 
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plot of the Age and Experience interaction yields once again the younger case managers (blue 
dots) with low experience are neutral to slight disagreement about the statement, compared with 
younger case managers with high experience who strongly agree that they intend to use the tool 
as often as needed.   In contrast, the older but less experienced case manager (red dots) agrees 
very strongly that they will use the tool, but to a lesser degree when the case manager experience 
is high.  
The second interaction in the second graph of Figure 5.36 shows that in low workflow 
situations, young and older managers agree they intend to use the risk tool. When the workflow 
is higher, the younger ones responded they would use the tool less, while the older case 
managers indicated that they would use it somewhat more. In low workflows, the young case 
managers are very strong in their assertion to use the RRT often.  
 
Question 46: I intend NOT to use the Risk Tool in my  
patient care and management routinely. 
 
 
Table 5.35: GLM/ANOVA Intent to Use Q46 
Technology Acceptance Model: Intent to Use  
Main Effect P-value Fitted Mean Interaction 
Effect 
P-value Fitted Mean 
None NA AVE: 2.991 1. Age and 
RN/SW 
0.002 RN/SW*AgeBin2 
  RN    1           2.42    0.45 
  RN    2           3.53    0.40 
  SW    1          3.83    0.37 
  SW    2          2.18    0.47 
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Figure 5.37: Interaction Effect on Intent (Age*Certification) Q46 
 
 The overall response to Q46 gave a mean Likert score (2.99) is nearly equal and opposite 
the overall response of Q45.  This indicates a general disagreement with the negatively worded 
statement and is an indication of consistent response that case managers intend to use the risk 
tool. . The interaction plot in Figure 5.37 shows that younger RNs strongly disagree with the 
(negatively worded statement) and this disagreement is less if they are older. Younger SWs 
approach neutrality about the statement, but older SWs report strong disagreement, similar to the 
younger RNs.  Taking into account the negative wording of the statement, the older SWs and the 
younger RNs tend to strongly agree what they intend to use the risk tool. 
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Question 47: Whenever possible, I intend NOT to use the Risk Tool  
in my patient care and management. 
 
 
Table 5.36: GLM/ANOVA Intent to Use Q47 
Technology Acceptance Model: Intent to Use  
Main Effect P-value Fitted Mean Interaction 
Effect 
P-value Fitted Mean 
None NA AVE: 2.063 1. Age and 
Experience 
0.048 AgeBin2*TotExpBin2 
  1    1              3.13    0.29 
  1    2              1.00    1.61 
  2    1              1.25    0.81 
  2    2              2.86    0.34 
 
 
Figure 5.38: Interaction Effect on Intent (Age*Experience) Q47 
 
 Taken overall, the case managers were in substantial disagreement (Likert score of 2.063) 
with this second negatively worded statement regarding intention to use the RRT.  The 
interaction effect was very similar to the response to Q47 in Figure 5.37.  In Figure 5.38, 
younger case managers will somewhat disagree when experience is low, but that disagreement 
will become very strong (Likert score of 1.00) if the CMs are more experienced.  In contrast, 
older case managers will strongly disagree when their experience as low, but CMs with more 
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experience respond with less disagreement with the statement that they intend NOT to use the 
risk tool. This result is evidence of consistency in response to these two statements of intent to 
use (Q46 and Q47). 
 A GLM analysis of the final two questions for intent to use did not result in any main or 
interaction effects. As with previous factors, the interactions between Age and Experience 
resulted in low P-values, but not to the point where statistical significance could be asserted.   
Question 48: To the extent possible, I would use the Risk Tool to assess different things, 
clinical or nonclinical.  The average Likert score for Q48 was a 4.40 indicating general 
agreement that the RRT would be used by case managers to assess other patient related issues.    
Question 49: To the extent possible, I would use the Risk Tool in my patient care and 
management frequently.   The average Likert score for Q49 was a 4.51 indicating somewhat 
agreement that case managers intend to use the RRT frequently. As with previous factors, the 
interactions between Age and Experience in Q48 and Q49 resulted in low P-values, but not to the 
point where statistical significance could be asserted.   
 To summarize case manager behavioral intent to use the RRT: 
1. Case managers somewhat agree to use the RRT in discharge care.  One interaction 
indicated that older case managers with low experience expressed intent to use the 
tool as did younger case managers with high experience levels.   Older case managers 
of high experience and younger case managers of low experience were generally 
indifferent to slightly disagreeing with this. 
2. There is agreement to use the RRT often.  Case managers exhibited two interaction 
effects in the frequent use of the RRT. 
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a. Younger case managers with low experience are very slightly disagree, but with 
high experience, there is a strong agreement they will use it often. 
b. Older less experienced case managers will use the RRT often but older more 
experienced only slightly to somewhat agree they will use it often. 
c. Young case managers in high workflow only slightly agree with the intent to use 
the RRT, but in low workflows there is strong agreement to use it often.  Older 
case managers somewhat agree to use it often regardless of workflow. 
3. There is disagreement that the case managers will NOT use the RRT.  Younger RNs 
will disagree more strongly meaning they intend to use the RRT while older RNs only 
slightly disagree.   Young SWs are nearly neutral while older SWs disagree with the 
statement. 
4. There is moderate to strong disagreement that the RRT will NOT be used whenever 
possible.  Older case managers with low experience levels will disagree but older case 
managers with high experience levels will only somewhat disagree.   Younger case 
managers with low experience somewhat disagree but with experience they strongly 
disagree. 
5. There exists general agreement on the intent to use the RRT for different tasks related 
to patient discharge, and to use it frequently. 
 
 A summary of TAM findings will be summarized in Chapter 6 of this dissertation. In an 
effort to confirm and validate the relationship of data collected in each TAM node of ease of use, 
usefulness, attitude toward use, and intent to use, a Pearson correlation test was first conducted 
which is often observed in social science research with Likert scales. This was followed by a 
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Spearman correlation test since Likert scales represent ordinal variables to compare the results. 
The results were near identical in direction, strength, and statistical significance, and so the 
summary will review the Pearson findings. With iterations of testing for technology acceptance, 
the ability to examine functional relationships among groups could present patterns of 
improvements in acceptance.   
To review, ‘TAM provides an explanation of the determinants of technology acceptance 
that is general, capable of explaining user behavior across a broad range of end-user computing 
technologies and user populations, while at the same time being both parsimonious and 
theoretically justified” (Davis et al., 1989).   The model has been tested in many academic and 
industry settings to include healthcare (Hu. 1999).  The use of Minitab’s correlation function 
elicited Pearson’s r coefficients, and Spearman’s Rho for comparison, as well as P-values for 
each interaction of the questions presented in the above analysis and correlation table results are 
included in Appendix D.  To briefly summarize the first time acceptance analysis of the 
readmission risk tool at OSF Medical Group: 
1. The SUS, or ‘ease of use’ resulted in consistent Pearson directions of the coefficients 
based on the wordings of the usefulness and attitude questions.   Ease of Use 
influences usefulness and attitude in the TAM model. The strength of the coefficients 
ranged from moderate to moderate-large positive and negative relationships.  The 
correlation coefficient was statistically significant in each score intersection.  
2. When assessing questions on attitude towards the technology, and intent to use the 
technology, the Pearson directions remained consistent with the wording of the 
statements, and the strength of the coefficients ranged from moderate to strong 
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positive and negative relationships.   All P-values indicated the correlation 
coefficients observed were statistically significant.  
3. Finally, a correlation between usefulness and intent to use was conducted.  In the 66 
intersections of questions, Pearson directions remained consistent based on wording 
and observed results, and strength ranged from moderate low to high.  In only two 
instances did the correlation coefficient render non-statistically significant results 
(Intersection of usefulness question 35 and intent to use question 74, and usefulness 
question 35 and intent to use question 47 with P-values of 0.074 and 0.103 
respectively). 
In the context of 64 statistically significant results, the two borderline results could be 
conditionally accepted concluding that data collected using the TAM model resulted in a well 
correlated set of responses is proper across all four nodes.  Spearman’s Rho and P-values 
mirrored these findings.  Adoption of single composite scores similar to the SUS across all nodes 
would simplify the assessment in future research.   
Chapter 6 will now present a method to achieve synergy between models developed in 
Chapter 4 and knowledge of technology impacts on expert cognitive processes and acceptance 
from Chapter 5.  
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CHAPTER 6  
 
Results and Strategies for Patient Discharge 
 
The Patient Discharge STEP framework presented in Chapter 3 described which CTA 
methods could be of value in comprehension of the total system and how key decisions are 
made. It also identified impacts of technologies on decision making as an important task, and 
presented a method via a value model to evaluate the total discharge system. This chapter will 
integrate the outputs of the methods from Chapters 4 and 5, and illustrate how the results can be 
used to develop strategies for training and system improvement. 
It is important to first review the stated research gaps in issues of patient discharge: 
1. Research has been conducted on heuristics and cognitive biases within the 
healthcare industry, but that research is not particular to patient discharge care 
management, and has not been assessed since the change in business model under 
the ACA.  Impacts of new technologies in patient discharge decision making are 
not well understood within the expert-based industry healthcare culture.  
2. There exists no formal methodology facilitating the training and evaluation of case 
managers and emerging technologies, policies, or communication tools for 
improvement of patient discharge planning and decision making. 
3. There are best practices, but no universally recognized set of patient attributes behind 
a single technology predicting risk, or recommending interventions. 
4. There are best practices, but no universally accepted system methodology for 
improvement of the patient discharge process or development of enabling 
technologies. 
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Research gap 1 was analyzed using a storyboard simulation with fictional patients to 
collect data, and statistical methods to identify where biases may exist.  An extension of this 
work was the identification of acceptance trends in risk technologies for patient discharge.  
Beginning with technology acceptance, Table 6.1 outlines the findings on where the acceptance 
trends exist, and provides a brief analysis of how this might influence training strategies and 
even policy design.   
It is important to understand that TAM findings presented in Table 6.1 were without 
control of certain conditions that the RRT has been launched under.  This research studies the 
factors of Certification, Age, Experience, Workload and Workflow, but does not account for 
conditions such as policy guidance, training, or communications.  Each of these conditions could 
influence responses in acceptance to the technology and will be captured as future research.  
‘Training and facilitating conditions’ have been found to improve technology acceptance by 
nurses. (Aggelidis and Chatzoglou, 2009).   Gender was also not studied as a factor in this 
research as only two of 56 case managers were male.  Findings presented in this research 
articulate that the RRT was launched with minimal policies, training, or guidance.  How it might 
improve decision making and communications about patient risks for case managers working to 
improve patient discharge practices and outcomes has not been studied. 
Finally, the concept of relevance as a stand-alone node outside of the TAM nodes used in 
this research has been identified as impacting a nurse’s acceptance of technology; if the 
technology can be shown as highly relevant to the performance, then the acceptance levels 
significantly increase (Ketikidis et al. 2012).  This very factor was expressed in CDM interviews 
as important to case manager acceptance of the technology. 
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Table 6.1: Technology Acceptance Summary 
Technology Acceptance Findings 
Category Observation Analysis 
 
 
 
Ease of 
Use 
One main effect is certification.  RNs are more 
likely to perceive the risk tool as easy to use and 
learn than SWs. 
 
An average SUS score is around a 68 according to 
www.measuringu.com/sus ; RN score for the RRT 
is 55.13 and SW is 44.20, so each is well below 
what might be considered ‘average’. 
Since the risk tool factors contain factors 
which are associated with more technical 
diagnosis, and not robust social factors, 
perhaps the ease of use and learnability 
is not perceived as easy.   
 
Prioritizing training for SWs on factors 
included in the risk tool might level this 
difference in ease of use perception; all 
parties should be targeted however due 
to poor SUS scores. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Usefulness 
One main effect is experience – case managers with 
less experience believe the risk tool is somewhat 
useful.  More experienced case managers somewhat 
disagree. 
 
Age and Workflow presented an interaction in 4 of 
6 questions. Young case managers in high work 
workflow disagree the RRT will make care quicker 
or easier and do not believe it is useful. Older case 
managers in low workflow disagree the RRT will 
help care be quicker or easier and do not believe it 
is useful. Each of these groups do however believe 
it could possible help with effectiveness of patient 
care.  Young case managers in low workflow only 
somewhat disagree that it will make care quicker 
and somewhat agree it is not useful, however they 
see it as being able to increase effectiveness and 
making care slightly easier.  Finally, older case 
manager sin high workflow somewhat disagree that 
it will effect quickness or effectiveness, but they 
did indicate it will help make the duty easier and 
were the only group that agreed the RRT could be 
useful. 
 
SWs in low workload disagree the RRT can make 
care quicker, and only slightly disagree in higher 
workloads. RNs in high workloads somewhat 
disagree the RRT can make their care quicker, but 
only slightly disagree in lower workloads. 
 
SWs in low workloads agree the RRT is not useful 
for discharge care and slightly agree in high 
workloads.  RNs in low workloads disagree slightly 
and believe it can be useful, but in high workloads, 
their view the slightly agree it is not useful. 
Priority for training and presentation of 
how to use the risk tool in the form of 
best practices might be best targeted at 
case managers with more experience 
since they perceive the tool as least 
useful.  
 
The reoccurring interaction effect would 
tell us that young case managers in high 
workflow are most negative in 
perceiving the RRT to be useful 
followed closely by older case managers 
in low workflow.  The first could be 
explained by the possible overwhelming 
complexity of the environment without 
robust time in growing their 
life/professional knowledge, while the 
second might be explained that older 
case managers with developed heuristics 
feel that when more time is available in 
low workflows, the usefulness of the 
RRT cannot surpass the time spent with 
patients and their life experiences. A 
third focus for training would be the 
young case managers in low workflow 
followed by older case managers in high 
workflow who are the only generally 
positive group about RRT usefulness. 
 
SWs in low workloads and RNs in high 
workloads disagree most with the RRT 
enhancing the quickness of the care and 
overall usefulness of the tool.  These 
might represent target groups for focused 
training after the main and age/workflow 
interactions are addressed. 
 
Table 6.1 is continued on the following page 
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Technology Acceptance Findings (Table 6.1 Continued) 
Category Observation Analysis 
 
 
 
 
 
 
 
 
 
Attitude 
There is slight agreement that the RRT in general is 
a good idea across the case manager population and 
slightly pleasant to use. 
 
Older less experienced and younger high 
experienced case managers will perceive the risk 
tool as pleasant to work with.  Younger less 
experienced and older more experienced case 
managers are generally neutral on the pleasant or 
unpleasant nature of the RRT. 
 
There appears to be a neutral to slightly 
positive overall attitude towards the 
RRT. 
 
Priorities for any training likely would 
focus towards SWs with low workloads 
and then RNs with high workloads.  
While it is difficult to determine why 
these negative views exist, SWs with low 
workloads might perceive the RRT as 
not needed since time constraints aren’t 
as significant, while RNs with high 
workloads might rely on their expertise 
more in a time constrained environment 
with high complexity, and deem the RRT 
to be not delivering enough value to the 
process. These two populations also 
were identified in the usefulness 
questions as disagreeing that the RRT 
could improve quickness of care as well. 
 
 RNs with low workload most agree the RRT can be 
beneficial for patient care, and SWs with high 
workload agree slightly.   RNs with high workload 
slightly disagree and SWs with low workload 
disagree that the RRT can be beneficial. 
 
 
 
 
 
Intent to 
Use 
All populations generally agree, or are neutral in 
their intent to use the RRT, and use it often. 
 
Young more experienced case managers intend to 
use, and use often the RRT while older less 
experienced expressed similar strong agreement.   
 
Older SWs most agree that they intend to use the 
RRT while young RNs are also in agreement.  
 
Young low workflow case managers agree with 
intent to use the RRT often while older case 
managers somewhat agree despite workflow 
variation; young high workflow case managers only 
slightly agree to use the RRT often. 
 
Priority training should go to young case 
managers with high workflow first as 
slightly positive, but most negative of the 
interaction factor combinations.  
Customized training providing best 
practices on how to integrate the RRT 
into daily duties could influence routine 
acceptance of the RRT, but since all 
populations exhibit a general agreement 
in intent to use the tool, time spent on 
training might best be served towards the 
factor groups in ease of use and 
usefulness which exhibit negative views 
of the RRT. 
 
 
    
Table 6.2 is a more simplistic representation of priorities for training strategy 
development and perhaps policy guidance in improving technology acceptance.   Analysis from 
Table 6.1 is presented differently in Table 6.2 where the numbers correspond to priorities of 
those who disagree at varying levels within each node of the TAM; main effects are identified 
with a ‘ME’.  These priorities directly emanate from findings of this research.  Priorities in 
Usefulness, Attitude and Intent to Use are presented numerically despite Table 6.1 identifying 
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both positive and negative trends in Attitude and Intent to Use; these priorities for training 
capture the relative nature of acceptance of each subgroup in the interaction effects.   
 
Table 6.2: Prioritization Matrix for Technology Acceptance Training 
 
 
How to prioritize towards different nodes of the technology acceptance model requires 
understanding of the model itself, and location of main and interaction effects.   The logic of the 
technology acceptance model shows that ease of use effects usefulness and attitude towards use, 
usefulness effects attitude and intent to use, and attitude effects intent to use.  In general, 
addressing the earlier nodes should impact the later; Chapter 5 proved the data collected from 
each TAM node to be correlated.  A follow on rule of thumb might be to address those nodes 
where main effects occur, then multiple confirming interaction effects appear, and then to those 
with single interaction effects.   This rule of thumb was applied in the creation of Table 6.2.   For 
example, training to improve ease of use should focus on SWs (identified by a #1(ME)).  To 
improve perceived usefulness, higher experienced case manager should be the primary focus 
(identified by #1(ME)) as well as younger case managers who work in complex high workflow 
environments (identified by #2).  SWs in low workload and RNs in high workload environments 
present greatest negative attitude groups, and younger case managers in high workflow and 
younger managers with low experience represent the lowest intent to use scores collected. 
RN SW Younger Older High Low High Low High Low
Ease of Use 2 1 (ME)
Usefulness 7 6 2,4 3,5 1 (ME) 7 6 2,5 3,4
Attitude 2 1 3 4 4 3 2 1
Intent to Use 4 5 1,2,5 3, 4 3 2 1
Training Priority Crosswalk
Certification Age Experience Workload Workflow
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A greater understanding of the groups who require focused attention to amend their 
acceptance of the technology represents a large step towards being able to improve training and 
resourcing efficiencies for case managers.   Knowing who represents the objective for 
improvement is a start, but knowing what decisions could fundamentally improve the quality of 
discharge practices and patient constitutes the larger aim of this research. The technology’s 
impact on heuristic decision making will now be examined. 
 
6.1 Technology Impact on Heuristics – Training Strategies 
 
Focused training on improvement of the acceptance of a particular technology will likely 
improve the technology’s perceived ease of use, usefulness, attitude towards use, or intent to use.   
The degree of acceptance might indicate the technology is being used, but it does not identify the 
impact of its use on decision making.   A technology could be widely used for example, but if the 
value delivered in enhancing the quality of decisions is lacking, then there exists a problem.   
Acceptance does not equal total system value creation or quality of patient discharge decision 
making.  This section will first identify where heuristics and cognitive biases occurred, and then 
describe how and where to address training for improving discharge practices, and outcomes.  
Simple steps towards developing a training strategy framework will include: 
1. Identify the active Heuristic or Cognitive Bias (Main and Interaction Effects) 
2. Identify debiasing strategies to address the bias 
3. Develop Lesson Objectives for training  
4. Identify and prioritize who exhibits the greatest degrees of bias and likely needs the 
training (case manager factors)  
5. Leverage CTA and CDM findings to complete the training strategy framework 
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  Table 6.3 first summarizes the overall findings of this research, and where each of the 
case manager factors is relevant. 
Table 6.3: Main and Interaction Effects for Case Managers (Heuristics) 
 
 
 The Anchoring Heuristic occurred when the RRT was presented in all patient scenarios. 
Discovery that case manager judgements will move estimates towards the RRT was statistically 
significant, but it was observed that the full acceptance of that RRT figure remained just outside 
of the 95% confidence interval in all cases.  It significantly changed the judged estimates of the 
risk of readmission away from the generally pessimistic case manager estimates without the 
RRT, but not so much that a full anchoring occurs on the presented RRT figure.  Case manager 
estimates did not show that the RRT regression calculated readmission risk score was within any 
confidence interval, with or without the RRT.  When an expert opinion is presented, an 
Adjustment occurs in a statistically significant manner away from the initial estimate of 
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readmission risk towards the opinion, but again there is not a full anchoring on that figure, or 
expert opinion readmission risk score.   
Analysis of the data also indicated findings of an interaction in workload and workflow in 
medium-high risk patients, and a main effect of certification in high risk patients. Case managers 
in low workload and low workflow situations will have much less certainty in their judgment of 
a patient than when workload is low but workflow is high.  Higher turnover (workflow) of new 
patients leads to more reliance on expert heuristics, causing a lesser mean difference when an 
expert opinion is introduced.   Case managers in high workload and low workflow will change 
their estimates significantly lower of what a low workload/low workflow case manager will.    
Since these case managers already perform duties in a more complex state with high workload, 
the impact on adjustment of estimates is less, indicating they are already applying their expert 
heuristics in reducing variation of their estimates and not as influenced by expert opinions.  High 
workflow case managers in low workloads are least likely to change; their uncertainty is the 
lowest, but high workflow/high workload case managers will more than double their uncertainty 
in estimating readmission risk. 
Social Workers will have a much greater acceptance of an optimistic expert opinion in 
the high risk patient scenario than the RRT presented score; the high risk patient scenario 
presented a RRT risk score of 30% while the expert opinion was 5% likelihood of readmission.   
This could indicate that social workers will be more willing to adjust their estimates towards the 
expert opinion, but generally no lower than the RRT figure while RNs remain more pessimistic 
in their estimates.     
 The Anchoring heuristic is active when the RRT presents a risk score in each patient 
scenario, and adjustment occurs toward pessimistic expert opinions (medium-high risk patient 
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scenario) resulting in near equivalent means, but more confidence in the estimate if the RRT is 
present.  In optimistic expert opinions (high risk patient scenario), the adjustment is made 
towards the RRT score in a manner that the mean of the estimate is near equivalent to the RRT, 
but will not further approach the expert opinion.  This indicates that the heuristic is creating bias 
and a potentially irrelevant over-adjustment towards very pessimistic expert opinion, and full 
anchoring on the RRT score when the extreme expert opinion is optimistic.   
In section 2.5 of this dissertation, multiple strategies were listed for working with biases 
resulting from heuristics.   Initial estimates of patient readmission risk are associated with the 
first decision of the day (how to prioritize time towards a patient). The CDM determined that an 
Availability heuristic is most often utilized in that assessment of patients during Decision 1. If 
striking the correct balance between the Availability heuristic (identified in the CDM) and the 
Anchoring and Adjustment heuristic is desired, then training focused on patient factor 
identification and making explicit just how the RRT presents information represents an 
opportunity to ensure balance between the heuristics.   
Balance is important because each patient represents a unique complex system to assess, 
and as such, each heuristic applied in evaluation of that patient can perform with differing levels 
of effectiveness.  Understanding the strengths and limitations of each heuristic can help raise 
awareness of the balance between the decision making methods. Showing case managers their 
tendencies to become overconfident in estimating readmission risk (illustrated by decreasing 
CIs), or anchoring around the initial RRT score in the face of conflicting optimistic expert 
opinions (as identified in the high risk patient scenario) would enable reflection on the cognitive 
processes utilized and likely mitigate some of the bias effects.  In addition, asking the case 
manager to talk aloud about the interaction of these heuristics could raise the self-awareness of 
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cognitive processes.  This research has demonstrated that the heuristic is present in a statistically 
significant manner; follow up work to determine the best balance between heuristics is the 
logical next step and will likely require performance feedback to measure decision making 
methods with actual quality and outcomes of patient discharge care. 
 Identification of the cognitive process and debiasing techniques for training can logically 
lead to development of actual lesson objectives.   Based on debiasing techniques described in 
Chapter 2.5, a recommendation would read like: 
1. Conduct assessment of patients (fictional) using Epic EHR, referrals, and the RRT. 
2. Describe OSF policies and guidance governing the use of the RRT. 
3. Identify and prioritize factors impacting patient (fictional) readmission score. 
4. Identify and articulate how cues (RRT score, factors list, referrals, etc.) are used and 
heuristics applied in assessing a patient’s risk. 
5. List the cognitive processes of assessing and prioritizing multiple patients for 
discharge care.  
6.  Future Work: Assess fictional patient scenarios and compare decisions against 
similar patient profile data. 
Determination of who to target with this training represents the next step.   It is already 
proven that SWs have a tendency to adjust in an extreme manner to expert opinion estimates, and 
that in cases of low workload and low workflow, there is a tendency to have large differences 
between initial anchoring and the adjustment.   An approach therefore might to prioritize training 
to low workload/workflow hospital case managers where there is the greatest uncertainty in 
estimates with SWs first, secondly to high workflow/high workload case managers, then low 
workflow/high workload and all others.   Dialogue between ACO leadership and case managers 
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would be recommended to clarify expectations of RRT use in the context of patient discharge 
care, and how other expert opinions should influence decision making. 
Finally, how the above findings and analysis might be packaged with previous CTA 
research findings is presented so that an ACO could quickly turn the new knowledge into action. 
The Critical Decision Method assessment from Chapter 4, when combined with the findings of 
Chapter 5 presented on the Anchoring and Adjustment heuristic can form a map, or framework 
for the development of such training strategies and simulations.  Appendix E captures full details 
of the interviews, but summary findings from this dissertation’s research application of the 
Critical Decision Method for Decision 1 (how to prioritize patient care), includes (focus probe 
areas of emphasis in bold): 
When does the decision occur?  The decision to prioritize discharge care time and 
resources is made generally after the first hour of the day prior to individual or interdisciplinary 
rounds.  What is the process? Arrive at work; Access Epic EHR; Identify all patients assigned 
to case managers; allocate patients based on case manager available (maintain continuity where 
possible); Assess Epic RRT red/amber/green; Assess referrals; Utilize Epic EHR hard copy print 
to make notes and set priorities; conduct quick patient meetings prior to the IDR for patients.   
 How is the decision made? (Steps or heuristics used to prioritize patient care)        
1. Prioritize first to those patients where discharge is imminent. 
2. Conduct ‘new patient’ referrals from bedside RN or RRT. 
3. Finally, conduct assessment of other patients not in the first steps applying Anchoring 
and Adjustment, or Availability heuristics. 
What is the perception of this process?     The RRT was identified and constructed to 
streamline resources towards patients of medium-high and high risk of readmission, but there 
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remains conflicts with the patient referrals often directing resources towards patients who don’t 
qualify in the RRT.   Minimal guidance is provided to Decision 1 outside of the RRT and referral 
directives.  The expectation of case managers is that the RRT would be distributed in a timely 
manner to help with efficiencies in patient care and prioritize time/resources.       
The case manager goal is to be efficient in the allocation of time towards care for 
patients in most need to detailed evaluation based on the complex nature of their discharge 
needs. A sub-goal is to maximize time with the patient and family/friends to ensure little known 
social factors can be accounted for in the planning of discharge interventions.   Current time 
estimated with patients is around three hours of every eight which is approximately an hour less 
with patients than prior to EHR and RRT adoption. Cues which influence Decision 1 are 
gathered from Epic EHR referrals, the RRT, and direct conversations with other case managers.  
Referrals are conducted in Epic and the RRT provides a red/amber/green node in Epic to indicate 
patient risk.   Since the most recent update on the patients is from the previous day’s RRT which 
was emailed at noon, the RRT at times is not referenced in email form which contains details of 
the risk factors.   
Judgments in balancing cues and setting priorities include heavy reliance on the 
Availability heuristic with recent, easily recalled patient cases. Broader reach into the 
Representativeness heuristic was not observed, and collaborations on judgments with other case 
managers are influential in this decision.   Indicators of cognitive process included possible 
encoding related terms such as: ‘is similar to’, ‘recent patient of mine’, ‘factors are similar’, 
‘fellow case manager patient responded to’, and ‘a recent report/article stated’.   Uncertainties 
about how exactly to prioritize when two distinct systems were employed (RRT and BOOST 
influenced referrals) were expressed.   No policies or guidance provide clarity on how to proceed 
177 
 
when there exists conflict, and so application of the Availability and Anchoring and Adjustment 
heuristics balance the decision for prioritization on patients.                                                      
 The CDM insights sets forward a framework for developing training simulations, and 
along with findings from Chapter 5, insights can guide the development of particular training 
designs; an example is summarized in Table 6.4. 
 
Table 6.4: Integrated Training Strategy for Anchoring and Adjustment Heuristic 
What is the focus of the training required? (brief description) 
 
The Anchoring and Adjustment heuristic and associated bias will occur when the RRT is present 
and contradictory expert opinions presented. Building of a scenario would need to focus on 
workload and workflow complexities (interaction effects observed). 
 
What debiasing techniques should be included? 
 
Training focused on patient factor identification and making explicit just how the RRT presents 
information represents an opportunity to ensure balance between the heuristics. 
 
What would be the recommended Lesson Objectives for this Training? 
 
 Conduct assessment of patients (fictional) using Epic EHR, referrals, and the RRT. 
 Describe OSF policies and guidance governing the use of the RRT. 
 Identify and prioritize factors impacting patient (fictional) readmission score. 
 Identify and articulate how cues (RRT score, factors list, referrals, etc.) are used and 
heuristics applied in assessing a patient’s risk. 
 List the cognitive processes of assessing and prioritizing multiple patients for discharge 
care. 
 Future Work: Assess fictional patient scenarios and compare decisions against similar 
patient profile data. 
 
Who would the training need to focus on? 
 
Prioritize towards SWs in high risk patients who exhibit overconfidence in optimistic expert 
opinions, then to smaller less complex workload/workflow case managers, and then to case 
managers in high workload/workflow environments and finally low workflow/high workload 
case managers. 
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Both discharge decisions 1 and 2 as captured in the CDM would need to be considered 
for each heuristic assessed in similar presentation as above. The acceptance of the technology 
should be integrated when possible into training and evaluation when common targeted 
populations are identified through main or interaction effects.  
A brief description of the five remaining cognitive biases will now be outlined but will 
not be presented in the combined CDM/heuristic format illustrated in Table 6.4.  The following 
summaries reflect observed findings from OSF case manager data, recommended lesson 
objectives, and focused groups of case managers for training derived from identified main and 
interaction effects. 
 
 6.2 Heuristic Summaries and Training Strategies 
 
Regardless of patient levels of risk, the Overconfidence Bias exists at the introduction of 
the RRT when judgment of readmission risk intervals is being estimated. When the RRT and 
expert opinions are opposite, then the intervals will be wider, reflecting a reduction in confidence 
as evidenced in the medium-high risk patient scenario.  When the RRT and expert opinions are 
more near, intervals will be smaller indicating greater confidence.  Depending on the direction of 
expert judgements, confidence can be impacted significantly.  In each patient risk scenario, 
increasing or decreasing intervals will be statistically significant when competing, or confirming 
cues (RRT and expert opinions) presented themselves. 
Techniques to debias overconfidence often include having the subject talk through, or 
unpack alternate hypotheses which might grow or shrink that interval estimate.   This increases 
awareness of cognitive processes utilized in the estimate, and much like the anchoring and 
adjustment heuristic, self-awareness can improve the deliberate nature of the approach in judging 
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the patient.  Lesson objectives would include those posed for the anchoring and adjustment 
heuristic and perhaps. 1. Explain reasoning behind your interval assessment or 2. Present 
alternate hypothesis counter to your initial interval assessment.   The target of this training is not 
particular to one set of case manager factors, since no interaction effects were identified.  
However, since the overconfidence bias is closely associated with anchoring, following the 
outline presented for that heuristic could present a best approach for prioritizing training. 
 
The Conjunction Bias was not observed, indicating that case managers are extremely 
normative in their assessments of outcomes and outcomes with subset activities.   The RRT did 
not help or harm their assessments.   Case managers with less experience in high workflow 
situations will assess patients in a more normative manner, but as workflow decreases, they will 
behave in a less normative way.  More experienced case managers exhibit more normative 
behavior in low workflows, and less normative behavior in higher workflows. 
No debiasing is needed as none is shown to be statistically significant.   Training lessons 
might include focus on identification of the outcome of an event, or intervention in this instance.  
Identifying the possible prospects of the decision post-discharge might present one lesson 
objective to ensure focus on the final outcome remains sharp.   The focus of this training would 
prioritize towards experienced case managers in a high workflow environment who have shown 
evidence of non-normative behavior and conjunction bias, then lesser experienced case managers 
in a lower workflow, and then others.  
 
The Unpacking Bias presents a complex set of effects, but in all patient scenarios with or 
without the RRT, the bias was shown to be statistically significant.  This bias would be expected 
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to most impact the case manager decision #2 regarding the design of patient discharge 
interventions, but could apply to decision #1 in identification of patient attributes impacting 
readmission risk scores.  Younger case managers without the RRT will underestimate unlisted 
alternatives likelihood of success, and with the RRT they will be more aware of unlisted 
alternatives.   Older case managers regardless of the RRT consider alternatives in a somewhat 
similar manner.   When workload is low, without the RRT the alternatives are considered, but as 
workload increases it is less likely that they are considered.  When the RRT is present and the 
workload goes from low to high, so does the awareness of intervention alternatives.  This 
indicates that the case manager who understands the complexity of the workload recognizes that 
the RRT can provide value in their extremely time constrained decision environment, and the 
RRT might serve as a stimulus to recognize alternatives for patient interventions. 
Training to identify and list available discharge interventions which have a chance at 
successful outcomes would represent a primary debiasing technique.   This bias informs that case 
managers will require visual cues which present the breadth of discharge interventions to be 
considered. This knowledge could be very useful when considering expansion of the RRT into a 
decision support tool capable technology.  Application of basic human-computer interface design 
methods and principles like proximity compatibility could debias this strong tendency to not 
consider intervention alternatives.   
Lesson objectives might include: 1. Develop methods to ensure full and complete 
consideration of each element of patient discharge intervention alternatives. 2. Identify all 
intervention design prospects for a given patient scenario, and 3. Assess barrier criteria for 
consideration of an intervention.   The targeted individuals of such training would be young case 
managers if the RRT was not available, then case managers in instances of low workload with 
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the RRT along with high workloads without the RRT, then young case managers with the RRT, 
and then all others. 
 
Confirmation Bias only occurred in two of eight factors presented regardless of RRT 
presence.   In four factors there was no confirmation bias and in two others, there was mixed 
evidence between RRT and without RRT.  The role of the RRT in confirmation bias is mixed, 
and it is difficult to determine its impact.   The bias seemed to depend on which risk factors was 
being presented, and thus would require additional testing of all 50 factors in the OSF risk tool to 
determine which will influence the confirmation bias, and which will not.   One possible way to 
re-test for this bias might be in first conducting a test to ensure all 50 patient factors were 
recognizable and definable by case managers.  This was an assumption when the simulation was 
constructed for this research.   
In the Service Line Factor, SWs who have high experience levels but younger in age 
exhibit strong evidence of the confirmation bias.  RNs tend to also exhibit a slightly lesser degree 
of confirmation bias, but are steady across the age factor.   SWs of low experience and older are 
much less likely to exhibit the bias.  This all may indicate that SWs who are about to make the 
move into greater positions of authority (high experience but young) are likely to want to 
confirm their diagnoses. 
The Service Line also exhibits an interaction where younger case managers are very 
likely to confirm a diagnosis regardless of workload compared to older case managers.  Older 
case managers in low workload are very unlikely to exhibit the bias while older case managers in 
high workload will be more likely to do so.  Older case managers as complexity of the workload 
increases might behave in a confirming manner to ensure a diagnosis is not missed.  Finally, 
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more experienced case managers will be likely to confirm a diagnosis regardless of workflow 
levels while less  
In the OSF Care Provider Factor, it was observed that younger case managers with low 
workload were less likely to exhibit the bias than those with high workload, and older case 
managers exhibited a higher bias in low workloads than in higher.   Less experienced young case 
managers were less likely to exhibit the bias than older, less experienced case managers.   
Younger case managers with high workflow exhibited a strong bias, which decreased in lower 
workflows, while older case managers exhibited a greater bias as workflow increased.    Finally, 
it was observed in the high risk patients with ED admissions that both RNs and SWS exhibit 
high levels of confirmation bias, but with mean differences close to zero more so than any other 
factor; why this is the case would require additional research.     
Alternative hypothesis training is common (Cohen et al., 1997) in debiasing the 
confirmation bias.   Forcing case managers to acknowledge all possible factors sharpen (Murphy 
and Winkler, 1984) the total assessment of the patient, and as such could mitigate the seeking out 
of confirmatory information.   Lesson Objectives might then include 1. Understand how the RRT 
incorporates patient factors in a regression analysis and what factors aren’t included in the RRT, 
and 2. Identify all patient factors for a given patient scenario. Given the wide array of 
interactions identified, identification of a target group would vary depending on the factors being 
evaluated, but in general the largest variations in displaying the bias are with SWs in general. 
 
The Planner’s Fallacy bias resulted in no main effect identification that the bias exists in 
any scenario or regardless of RRT presence. Confidence in this bias is defined as lower estimates 
in accomplishing a task to a point of potential fault.  Two interaction effects were identified. 
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Young case managers will be much more confident without the RRT than with it and older case 
managers are more confident with the RRT.  These case managers will tend to be very 
overconfident that lesser time spent on patient health education will be successful for a patient.  
SWs with the RRT are very confident that a short training time will work to educate the patient, 
while RNs and SWs without the RRT are less confident, and RNs with the RRT are most risk-
averse in the estimate.   
The Planner’s Fallacy is directly related to the overconfidence bias and as such, debiasing 
techniques such as subject ‘talk through’, or unpacking of alternate hypotheses which might 
grow or shrink that estimate will be effective. Lesson Objectives might include: 1. Explain 
reasoning behind your training assessment or 2. Present alternate hypothesis counter to your 
initial training assessment.   Focus of the training should go first to SWs with the RRT, young 
case managers where the RRT might not be available, and then RNs and SWs without the RRT; 
this will address issues of overconfidence tendencies first prior to focus on individuals who are 
not confident and thus tend to be conservative in their assessment.   Establishing a correct answer 
for these scenarios will enable further comparison as to the degree of overconfidence. 
 
 6.3 Summary of Findings 
 
The approach presented in this chapter would reside within the ‘Evaluation/Assess total 
system’ node initially and become fully realized in the ‘Conduct Customized Training’ node of 
the Patient Discharge STEP model.   This synthesis of the CTA products and statistical heuristic 
and acceptance data present new knowledge allow for immediate resourcing and implementation 
if it is deemed that the total system could benefit from training to enhance value.  Total system 
value could again be calculated using the value model presented in Chapter 4.     
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With new knowledge identified in a model which can make it operational and relevant for 
ACOs, additional related research efforts have been identified to expand on methods and 
findings presented in this work.  Related research gaps and opportunities for future work in 
technology acceptance and impacts on patient decision making are provided in Chapter 7 of the 
dissertation. 
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CHAPTER 7  
 
Conclusion and Future Research 
 
 The healthcare industry is searching for ways to address unplanned patient readmissions.  
Previous research has explored which patient attributes, or factors hold the key to accurate 
predictions of risk.  Others have explored methodologies to assist in focusing particular 
interventions.  One thing is consistent in all approaches.  The patient is almost always considered 
as a unique, complex system, but the ACOs have yet to recognize that the total discharge system 
demands case managers who must make complex decisions based on many factors. Improving 
the quality of the case manager’s decision making logically will improve the quality of the 
patient discharge care. ACO understanding of the complex socio-technical patient discharge 
system should preclude adoption of new technologies when possible.  The impacts and fit of 
technologies in patient discharge decision making is important in achieving high quality 
practices and improving discharge outcomes. Five distinct research objectives were identified in 
Chapter 1, and each was addressed in the analysis and findings of this dissertation. 
 
Examine the impact of technologies on decision heuristics. 
In six heuristics and resulting cognitive biases, identification of the impact has been 
presented within the context of a total system assessment model.  Technologies do impact in 
different manners decisions made regarding prioritization of time with patients most at risk, and 
the quality of interventions chosen. Fictional patient simulation scenarios were used to identify 
how heuristics and cognitive biases were impacted by that technology. Mitigating debiasing 
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strategies and training lesson objectives were derived based on knowledge of how these 
decisions were made, and when those expert-based decisions might not be as good as they could 
be. Methods for targeting particular case manager factors were also described.  
 
Identify when expert judgements can be imperfect in discharge planning. 
 Beyond the three particular anchoring and adjustment tests, the additional three tests 
associated with the representativeness and availability heuristics yielded some strong positive 
(Unpacking) and negative (Conjunction), along with some mixed (Confirmation) results.  When 
and how these other heuristics might be applied was identified using cognitive task analysis 
methods.  Combined with the statistical analysis, the placement and performance of heuristics 
can be identified and targeted for training strategies, or new system development. 
 
Develop methods for training health care professionals working in complex socio-technical 
systems for patient discharge. 
 Overall, the many methods applied each deliver value for the total system approach as 
described in the Patient Discharge STEP methodology.  The crosswalk conducted in Chapter 6 
illustrates how an ACO can logically build an action plan to improve quality discharge practices 
not by an external look at the patient’s profile, but an internal look at the quality of the decision 
being made by case managers within the total system.    
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Evaluate the cognitive processes employed by case managers in the decision to prioritize time 
towards patient care, and create and recommend discharge interventions.  
 Using CTA methods, the complex system was defined in which case managers operate.  
Heuristics, payer constraints, stakeholders, technologies, policies, and other factors impact 
quality decisions.  Tools like the CDM provided a baseline from which evaluation of the 
cognitive processes could be identified, which then informs healthcare leaders how technology 
inputs might influence decision makers in a positive or negative manner.   These methods 
applied together were successfully demonstrated on one ACO, but are adaptable enough to use 
adopt for other ACOs and independent hospitals. 
 
Determine the acceptance of risk technologies in the patient discharge system. 
 The Technology Acceptance Model and industry accepted methods for assessing ease of 
use through the System Usability Scale provided detailed insights into acceptance of discharge 
risk technologies.   The approach is adaptable and provides opportunity to assess iterations of 
risk tools as well as future decision support technologies in patient discharge. 
 
 Future patient discharge decision making research will be able to leverage the new 
framework presented in this research.  Logical expansion of this research might include: 
1. Expand the technology acceptance research beyond case manager factors used in this 
research to examine conditions which might influence and improve acceptance. These 
might include: policy guidance (expectations for use of the technology), training for sub-
groups who don’t generally accept the technology, communications enhancements (IDRs 
and team decision making) and relevance training (demonstrate how the RRT can directly 
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improve their performance and patient care).  When other factors are introduced such as 
training or policy guidance and case manager re-evaluations of the TAM questions are 
conducted, reviews of the correlation data and descriptive statistics can help better define 
the functional relationships of the TAM nodes (questions) so that training and policy 
guidance can be smartly targeted for total system improvement.   
2. Conduct simulations to determine the exact balance between the heuristics and biases in 
both expert and more normative approaches.   Findings of this research present 
opportunity to focus detailed analysis on a number of heuristic influenced cognitive 
biases. Integration of actual patient outcomes from discharge interventions could provide 
immediate feedback to case managers on their decision performance.  Case manager 
feedback was a strong desire identified during CDM interviews, and being able to show 
them the outcomes of their discharge decisions would then enable reflection and a 
determination about which heuristics perform well, and under what circumstances.  This 
would help to identify where balance can be attained, and development of ‘best practice’ 
techniques could be developed. 
3. Conduct a similar method and experiment in an urban ACO or an ACO with a different 
organizational structure to care management which might elicit different conclusions to 
the analysis.   Expansion of cognitive bias research particular to patient discharge 
decision making at OSF and in other ACOs would add to the breadth of the patient 
discharge decision making literature. 
4. Construct simulations with a focus on decision support technology prior to system launch 
for case managers.  These technologies likely will become more accessible to medical 
doctors and other staff if perceived value and acceptance is high; establishing simulations 
189 
 
to test these prior to launch may enable ACO cost and system efficiencies.  As has been 
proven in this work, readmission risk tools will impact decision making, and the 
hypothesis is that decision support technologies will have similar effects on heuristics and 
cognitive biases. 
5. Closely related to item 4 for future research, human factors engineering research might 
enable not only future iterations of the RRT interface, but the decision support tool 
interface.  The unpacking bias for example was shown to be extremely strong in case 
managers, which could influence planning considerations for new decision support 
technologies, and influence the Human-Computer Interface design.   
6. Refinement and development of refined TAM questions particular to patient discharge, 
and composite scores similar to the SUS could be developed specific to the emerging 
patient discharge technologies. 
7. Examination of how team decision making performs in the context of heuristics could 
inform different ACO approaches to organizational or interdisciplinary round structure.   
Team decision making literature is rich, however not in the context of interdisciplinary 
rounds.   How emerging technologies in readmission risk and decision support could 
enable team decision making represents a research opportunity in an area of expressed 
interest by case managers during interviews and observations. 
8. As acceptance increases of EHR and complementary risk or decision technologies, 
encoding research could further lend insights into case manager cognitive processes. Epic 
EHR has standard ‘inputs’ already integrated for case manager assessments of patients 
and intervention coordination.   This area of research was explored, but the recent nature 
of EHR adoption was not conducive to detailed analysis which might have further 
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strengthened the CTA methods employed.  Research of the input ‘codes’ used to assess 
the patient for discharge might elicit cognitive processes utilized at different stages of the 
patient’s care. 
9. Technology impacts on team decision making in interdisciplinary rounding would present 
a follow-on expansion of this work; only one observed interdisciplinary round utilized the 
EHR or RRT to facilitate decision making out of seven. 
 
The recent changes in the healthcare industry under the ACA have created the 
opportunity for system improvements and technology development.  Patient discharge care 
represents a critical function which has not been resourced as well as other functions along the 
perioperative spectrum.  A system framework likely will be able to more quickly advance the 
identification of knowledge within the discharge domain, and influence development of 
enhancing technologies, policies, and communications.  The opportunity to improve the patient 
discharge system by improving the quality of decision making will only strengthen the efficiency 
and quality of healthcare provider practices and patient outcomes. 
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APPENDIX A 
 
Fictional Patient Simulation Scenarios 
 
Fictional Patient Scenario 1 – Mr. Tom Smith 
Chief Complaint 
Patient presents with 
• Knee pain -- left 
 
History of Present Illness: 
Tom Smith is a 50-year-old patient.  Today Tom is being discussed for discharge to his home 
following hospitalization due to Arthroscopic surgery for a meniscus transplant. Tom came through 
surgery well and engaged in early mobilization and has received intensive physical therapy twice per 
day over the last 5 days. Tom is not experiencing chronic pain, is quiet, but seems anxious to 
rehabilitate at home. Tom has been assessed for delirium and is free of confusion, oriented to time 
and place, is only slightly agitated. Tom assesses his pain today at 3 out of 10. 
 
You check the Readmission Risk Tool (attached) and see it is assessing a 16.64% likelihood of 
readmission within 30 days. 
 
Notes from bedside RN screening (9 questions) 
1) Presentation of Patient – no 
2) Patient Support – No family in Illinois and he lives 50 miles outside of Peoria on a small 
farm house.  Claims of neighbors/friends who can assist, but will not provide names.  
Tom is adamant about no home care.  Lost wife 10 years ago and no children. 
3) Poor Health Literacy – Can marginally pass simple ‘teach-back’ questions regarding 
pharmaceutical instructions and therapy prescriptions.   Tom cannot pronounce meniscus, 
or describe the replacement surgery. 
4) Depression Screen- Score over 2: Further questions indicated little energy and overeating. 
5) Prior Hospitalization – 4 times total in past 2 years, but once in past 6 months for 
emergency for chest pains. 
6) Principal Diagnosis – not high risk 
7) Palliative Care-Yes, COPD, possible eating disorder, heart disease, obesity, and tobacco 
use 
8) Problem Medications - NA 
9) Pharmacy Adherence – Likely issues with adherence 
 
 
Active Problem List with Overview Notes 
Diagnoses Date Noted 
• Meniscus Transplant 1/08/2016 
 
Allergies 
Allergen Reactions 
• Penicillin Hives 
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Medication List with Changes/Refills 
Current Medications 
 ACETAMINOPHEN (ACETAMINOPHEN EXTRA 
STRENGTH) 500 MG TABLET 
   Take 2 tablets every 6 hours as needed 
for pain. 
 HYDROCODONE/APAP 2.5/500    Take 1 tablets every 6 hours as needed 
for pain. 
 
Social History 
• Marital Status: Single 
 
Occupational History 
• Retired from full time active occupation (farming) 
 
Social History Main Topics 
• Smoking status: Current Smoker -- 1.0 packs/day for 25 years 
  Types: Cigarettes 
  Quit date: N/A 
• Smokeless tobacco: Never Used 
• Alcohol Use: Yes, 2-3 unit per week 
• Drug Use: No 
 
Family History 
Problem Relation Age of 
Onset 
• Obesity Mother  
• Hypertension Mother 40 
 
Review of Systems 
 General – fatigue, poor sleep (4 hrs/night, interrupted by pain mainly) 
 CV –shortness of breath or chest pain often 
 Pulmonary – mild cough, mainly at night, non-productive 
 GI – heartburn occasionally 
 GU – no nocturia or incontinence 
 Skin – no rashes or lesions he has noticed  
 Neuro – some headaches  
 Psych – mood is down but not tearful.  No suicidal thoughts. 
 
Objective: 
 
Vitals - P 150/70, P 95, R 12/min, and Temp (oral) is 37.5°C.  Ht is 5’6” and wt 195lbs.   
Lungs – distant breath sounds but no wheezing 
CV – regular rhythm.  Slight murmur heard.  
Abdomen – No tenderness. Bowel sounds present 
Back – no tenderness over spinal column.  
Extremities - No edema. 
Neuro – muscular strength intact in upper and lower extremity weakness.  Normal sensation. 
Negative Babinski sign. Reflex at knee 2+ right knee. 
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Lab Results: 
Fasting Labs:  Reference Range: 
Total Cholesterol   280 mg/dL (< 200 desirable; > 240 high) 
LDL  150 mg/dL (< 100 optimal; > 160 high) 
HDL 70mg/dL (< 40 low; > 60 high) 
Triglycerides 300 mg/dL (< 150 desirable; >400 high) 
            Blood glucose 110 mg/dL (Normal < 100; > 126 diabetes) 
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Fictional Patient Scenario 2 – Mrs. Jane Adams 
 
Chief Complaint 
Patient presents with 
• Bladder Surgery-Cystectomy 
 
History of Present Illness: 
Jane Adams is a 74-year-old patient who was admitted through the ER.  Jane is being discussed for 
discharge to her home following hospitalization due to bladder surgery-cystectomy. Jane came through 
surgery slowly and has finally engaged in mobilization and just started physical therapy twice per day 
over after 11 days of recovery. She is experiencing chronic pain, but is very engaged and seems very 
motivated to rehabilitate at home. Jane has been assessed for delirium and still suffers from some 
confusion and while oriented to time and place, she is still agitated and having problems with her eyesight 
as well. Jane assesses her pain today at 6 out of 10.   
 
 
Notes from RN and Case manager     screening (9 questions) 
1) Presentation of Patient – (no inputs) 
2) Patient Support – Children live in the Peoria area and Jane lives on the north end of Peoria 
only 10 minutes from OSF.  Has an Advanced Directive. 
3) Poor Health Literacy – Can pass simple ‘teach-back’ questions regarding pharmaceutical 
instructions and therapy prescriptions.    
4) Depression Screen- Score under a 2; minor concerns. 
5) Prior Hospitalization – 6 times total in past 2 years, but once ER in past 6 months for asthma 
related treatments.  Readmitted 3 times within 30 days of discharge out of the last 6. Stays on 
average of 9 days in past 6 times at OSF facilities. 
6) Principal Diagnosis – yes…higher risk. 
7) Palliative Care-Yes, osteoarthritis, type 2 diabetes, headaches, asthma 
8) Problem Medications - NA 
9) Pharmacy Adherence – Likely issues with adherence 
 
Active Problem List with Overview Notes 
Diagnoses Date Noted 
• Bladder Surgery-Cystectomy 12/14/2015 
 
Allergies 
Allergen Reactions 
• Penicillin Rashes 
 
Medication List with Changes/Refills 
Current Medications 
 ACETAMINOPHEN (ACETAMINOPHEN EXTRA 
STRENGTH) 500 MG TABLET 
   Take 2 tablets every 6 hours as needed 
for pain. 
 HYDROCODONE/APAP 2.5/500    Take 1 tablets every 6 hours as needed 
for pain. 
 
Social History 
• Marital Status: Single (Widowed) 
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Occupational History 
• Retired from sedentary occupation (executive assistant) 
 
Social History Main Topics 
• Smoking status: N/A 
  Types: N/A 
  Quit date: N/A 
• Smokeless tobacco: Never Used 
• Alcohol Use: Yes, 1-4 unit per week 
• Drug Use: No 
 
Family History 
Problem Relation Age of 
Onset 
• Heart Disease Father  
• Hypertension Mother  
 
Review of Systems 
 General – poor sleep (interrupted by pain mainly) 
 CV –shortness of breath due to asthma 
 Pulmonary – mild cough 
 GI – constipation occasionally 
 GU – occasional incontinence 
 Skin – no rashes or lesions she has noticed  
 Neuro – some headaches prior to  
 Psych – mood is generally upbeat 
 
Objective: 
 
Vitals - P 150/70, P 95, R 12/min, and Temp (oral) is 37.5°C.  Ht is 5’6” and wt 195lbs.   
Lungs – distant breath sounds but no wheezing 
CV – regular rhythm.  Slight murmur heard.  
Abdomen – No tenderness. Bowel sounds present 
Back – no tenderness over spinal column.  
Extremities - No edema. 
Neuro – muscular strength intact in upper and lower extremity weakness.  Normal sensation. 
Negative Babinski sign. Reflex at knee 2+ right knee. 
 
Lab Results: 
Fasting Labs:  Reference Range: 
Total Cholesterol  196 mg/dL (< 200 desirable; > 240 high) 
LDL 120 mg/dL (< 100 optimal; > 160 high) 
HDL 60mg/dL (< 40 low; > 60 high) 
Triglycerides 180 mg/dL (< 150 desirable; >400 high) 
            Blood glucose 135 mg/dL (Normal < 100; > 126 diabetes) 
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APPENDIX B 
Simulation Storyboard for Technology  
Impact and Acceptance 
 
 
OSF Case Management Research  
Date 
Case manager     Facility 
My age is _______ 
I am a RN ___ SWHC ___ Other___at OSF Case Management. If other, please specify: ______. 
I have (___years___months) working in my profession.  
I have (___years___months) working with patient discharges. 
I am typically assigned an average of ____ patient beds per day with the busiest day having ___ 
patient beds and the slowest day having ____patient beds.    
I receive ______new patients daily on average. (patient turnover per day) 
--------------------------------------------------------------------------------------------------------------- 
Instructions: 
1. Read the Participant Consent form first.   Thank you for your time in being a part of 
this important Research.    
2. Follow this questionnaire; all blue items are instructions, or examples to help you 
negotiate the question at hand. 
3. If anything is unclear, please ask me immediately and I’ll clarify.   
4. This questionnaire will take 25-30 minutes; if you need anything during that time, 
please let me know.    
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Instructions:  Please briefly review the fictional patient scenario for Tom Smith, 
and respond to questions 1-12 
Q1: H1 If you met with 100 patients with Tom Smith’s exact profile, how many would you expect to be 
readmitted within 30 days?   
 I would expect that _____ out of 100 patients like Tom would be readmitted. 
Q2: H2 I am 90% sure that the correct answer to Question 1 would fall within the boundaries: 
 In a best case scenario, only _____ out of 100 patients like Tom will be readmitted. 
 In a worst case scenario, as many as _____ out of 100 patients like Tom will be readmitted.   
 
Q3: H5 Which factors for patient Tom Smith are increasing his risk of readmission in your expert 
opinion? 
 
 
Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
History of COPD 1 2 3 4 5 6 7 
Age 1 2 3 4 5 6 7 
Service Line 
Readmission Rate 
1 2 3 4 5 6 7 
Has an OSF primary 
care provider 
1 2 3 4 5 6 7 
 
Q4: H4 Which of the following intervention care levels would be most effective for Tom in reducing his 
risk for readmission?  
 
 
Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
Acute Rehab for one 
week prior to Home 
Health 
1 2 3 4 5 6 7 
Skilled Nursing 
Facility (short term 
nursing care) 
1 2 3 4 5 6 7 
None of the Above 1 2 3 4 5 6 7 
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Q5: H4 How would you assess the likely effectiveness of the three interventions from Question 4 if given 
100 points to distribute?  All points need to sum to 100 points across the three options.  (Example:  50 + 
20 + 30 = 100)   For example if you believe that you are 50% sure that “Acute Rehab for one week prior 
to Home Health” would be the most effective for Tom, then write 50 in the blank below.   
 _____ Acute Rehab for one week prior to Home Health 
 _____ Skilled Nursing Facility (short term nursing care) 
 _____ None of the Above 
 
Q6: H1: Prior to your afternoon rounds to decide on discharge interventions, you informally see the 
hospitalist.  She makes the comment: “Patient Tom Smith really concerns me; I would estimate that his 
risk of readmission within 30 days is up near 70% (70 out of 100 like patients) or higher.”    You quickly 
reference your initial assessments of Tom’s readmission risk in Question 1, and then assess: 
 Based on the new information, I would expect that _____ out of 100 patients like Tom would 
be readmitted. 
Q7: H2: I am 90% sure that the correct answer to Question 6 would fall within the boundaries: 
 In a best case scenario, only _____ out of 100 patients like Tom will be readmitted. 
 In a worst case scenario, as many as _____ out of 100 patients like Tom will be readmitted.   
 
Q8: H3 You and the hospitalist have determined the best set of interventions for Tom.   You believe the 
following will be the outcome of the discharge intervention?  
 
 
Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
Tom will not be 
readmitted within 30 
days 
1 2 3 4 5 6 7 
Tom will comply with 
the therapy plan, and 
will not be readmitted 
within 30 days 
1 2 3 4 5 6 7 
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Q9: H5 If you had a series of recent medical journal articles available regarding Tom Smith’s conditions, 
which would be most important to read prior to recommending a discharge intervention?  
 
 
Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
“Primary Care 
Providers effect on 
readmissions” 
1 2 3 4 5 6 7 
“Patient Age and 
readmission risk” 
1 2 3 4 5 6 7 
“Orthopedic surgery 
types and impact on 
patient recovery”  
1 2 3 4 5 6 7 
“COPD complexity in 
readmissions” 
1 2 3 4 5 6 7 
 
Q10: H4 Following your collaborative rounds meeting, and your additional research, which of the 
following intervention care levels would be most effective for Tom in reducing his risk for readmission?  
 
 
Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
Acute Rehab for one 
week prior to Home 
Health 
1 2 3 4 5 6 7 
Home Health (in 
patient’s home) 
1 2 3 4 5 6 7 
Skilled Nursing 
Facility (short term 
nursing care) 
1 2 3 4 5 6 7 
Home Health with 
Durable Medical 
Equipment (walker 
and cane) 
1 2 3 4 5 6 7 
None of the Above 1 2 3 4 5 6 7 
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Q11: H4 How would you assess the likely effectiveness of the five interventions from question 10 if 
given 100 points to distribute?  All points need to sum to 100 points across the five options.   
 _____ Acute Rehab for one week prior to Home Health 
 _____ Home Health (in patient’s home) 
 _____ Skilled Nursing Facility (short term nursing care) 
 _____ Home Health with Durable Medical Equipment (walker and cane) 
 _____ None of the Above 
 
Q12: H6 The hospitalist estimates 3 more days until discharge for Tom with your recommended 
interventions.   However, she is concerned with the ability of Tom to comply with the interventions due to 
medical literacy issues and asks for you to focus your time there.   After one more review of Tom’s full 
medical record, you estimate that for Tom to have a best chance at compliance with the interventions, you 
will need to spend: 
 “Based on my experience in low health literacy patients, I estimate that I will need to spend 
________minutes per day with Tom to where I feel he will be ready to understand and comply with his 
discharge interventions.” (Assign a number of minutes from 5-60) 
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Instructions:  Please briefly review the fictional patient scenario for Jane Adams, 
and respond to questions 13-24 
Q13: H1  If you met with 100 patients with Jane Adam’s exact profile, how many would you expect to be 
readmitted within 30 days?   
 I would expect that _____ out of 100 patients like Jane would be readmitted. 
Q14: H2  I am 90% sure that the correct answer to Question 13 would fall within the boundaries: 
 In a best case scenario, only _____ out of 100 patients like Jane will be readmitted. 
 In a worst case scenario, as many as _____ out of 100 patients like Jane will be readmitted.   
 
Q15: H5 Which factors for patient Jane Adams are increasing her risk of readmission in your expert 
opinion? 
 
 
Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
Age 1 2 3 4 5 6 7 
Admission type was 
Emergency 
1 2 3 4 5 6 7 
Has an Advanced 
Directive 
1 2 3 4 5 6 7 
Current Length of 
Stay 
1 2 3 4 5 6 7 
 
Q16: H4 Which of the following intervention care levels would be most effective for Jane in reducing her 
risk for readmission?  
 
 
Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
Acute Rehab for one 
week prior to Home 
Health 
1 2 3 4 5 6 7 
Skilled Nursing 
Facility (short term 
nursing care) 
1 2 3 4 5 6 7 
None of the Above 1 2 3 4 5 6 7 
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Q17: H4 How would you assess the likely effectiveness of the three interventions from Question 16 if 
given 100 points to distribute?  All points need to sum to 100 points across the three options.  (Example:  
50 + 20 + 30 = 100)   For example if you believe that you are 50% sure that “Acute Rehab for one week 
prior to Home Health” would be the most effective for Jane, then write 50 in the blank below.   
 _____ Acute Rehab for one week prior to Home Health 
 _____ Skilled Nursing Facility (short term nursing care) 
 _____ None of the Above 
 
Q18: H1: Prior to your afternoon rounds to decide on discharge interventions, you informally see the 
hospitalist.  She makes the comment: “Patient Jane Smith is doing great; I would estimate that her risk of 
readmission is under 5% (5 out of 100 like patients) or lower.”    You quickly reference your initial 
assessments of Jane’s readmission risk in Question 13, and then assess: 
 Based on the new information, I would expect that _____ out of 100 patients like Jane would 
be readmitted. 
Q19: H2: I am 90% sure that the correct answer to Question 18 would fall within the boundaries: 
 In a best case scenario, only _____ out of 100 patients like Jane will be readmitted. 
 In a worst case scenario, as many as _____ out of 100 patients like Jane will be readmitted.   
 
Q20: H3 You and the hospitalist have determined the best set of interventions for Jane.   You believe the 
following will be the outcome of the discharge intervention?  
 
 
Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
Jane will be readmitted 
within 30 days 
1 2 3 4 5 6 7 
Jane will not comply 
with the therapy plan, 
and will be readmitted 
within 30 days 
1 2 3 4 5 6 7 
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Q21: H5 If you had a series of recent medical journal articles available regarding Jane Adam’s 
conditions, which would be most important to read prior to recommending a discharge intervention?  
 
 
Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
“Importance of 
length of stay to 
patient safety” 
1 2 3 4 5 6 7 
“Patient Age and 
readmission risk” 
1 2 3 4 5 6 7 
“Emergency 
Admissions and 
residual impacts on 
patient safety post 
discharge”  
1 2 3 4 5 6 7 
“Family member tips 
about advanced 
directive planning 
for parents” 
1 2 3 4 5 6 7 
 
Q22: H4 Following your collaborative rounds meeting, and your additional research, which of the 
following intervention care levels would be most effective for Jane in reducing her risk for readmission?  
 
 
Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
Acute Rehab for one 
week prior to Home 
Health 
1 2 3 4 5 6 7 
Home Health (in 
patient’s home) 
1 2 3 4 5 6 7 
Skilled Nursing Facility 
(short term nursing 
care) 
1 2 3 4 5 6 7 
Skilled Nursing Facility 
(long term nursing 
care) 
1 2 3 4 5 6 7 
None of the Above 1 2 3 4 5 6 7 
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Q23: H4 How would you assess the likely effectiveness of the five interventions from Question 22 if 
given 100 points to distribute?  All points need to sum to 100 points across the five options.   
 _____ Acute Rehab for one week prior to Home Health 
 _____ Home Health (in patient’s home) 
 _____ Skilled Nursing Facility (short term nursing care) 
 _____ Skilled Nursing Facility (long term nursing care) 
 _____ None of the Above 
Q24: H6 The hospitalist estimates 5 more days until discharge for Jane with your recommended 
interventions.   However, she is concerned with the ability of Jane to comply with the pharmaceutical 
interventions due to confusion issues and asks for you to focus your time there.   After one more review 
of Jane’s full medical record, you estimate for Jane to have a best chance at compliance with the 
interventions, you will need to spend: 
 “Based on my experience in elderly patients with memory challenges, I estimate that I will need 
to spend ________minutes per day with Jane to where I feel he will be ready to understand and comply 
with her discharge interventions.” (Assign a number of minutes from 5-60) 
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H7 & H8: Instructions:  Please respond to the following statements 25-49 regarding the 
Readmission Risk Tool which is sent to all case managers daily.  See the provided example of 
the Risk Tool below. 
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Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
25. I think that I would 
like to use the Risk Tool 
frequently 
1 2 3 4 5 6 7 
26. I find the Risk Tool 
unnecessarily complex 
1 2 3 4 5 6 7 
27. I think the Risk Tool is 
easy to use 
1 2 3 4 5 6 7 
28. I think that I will need 
support of a technical 
person to be able to use 
the Risk Tool 
1 2 3 4 5 6 7 
29. I find the various 
functions in the Risk Tool 
are well integrated 
1 2 3 4 5 6 7 
30. I think there is too 
much inconsistency in the 
Risk Tool 
1 2 3 4 5 6 7 
31. I imagine that most 
case managers will learn 
to use the Risk Tool very 
quickly 
1 2 3 4 5 6 7 
32. I find the Risk Tool 
very cumbersome to use 
1 2 3 4 5 6 7 
33. I feel very confident 
using the Risk Tool 
1 2 3 4 5 6 7 
34. I needed to learn a lot 
of things before I could 
get going with the Risk 
Tool 
1 2 3 4 5 6 7 
35. Using the Risk Tool 
can enable me to 
complete patient care 
quickly 
1 2 3 4 5 6 7 
36. Using the Risk Tool 
CANNOT improve my 
patient care and 
management 
1 2 3 4 5 6 7 
37. Using the Risk Tool 
can increase my 
productivity in patient 
discharge care 
 
1 2 3 4 5 6 7 
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Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
38. Using the Risk Tool 
CANNOT enhance my 
patient service 
effectiveness 
1 2 3 4 5 6 7 
39. Using the Risk Tool 
can make my patient care 
and management easier 
1 2 3 4 5 6 7 
40. I find the Risk Tool is 
NOT useful for my patient 
discharge care and 
management 
1 2 3 4 5 6 7 
41. Using the Risk Tool 
technology in patient 
discharge care and 
management is a good 
idea 
1 2 3 4 5 6 7 
42. Using the Risk Tool 
technology in patient 
discharge care is 
UNPLEASANT 
1 2 3 4 5 6 7 
43. Using the Risk Tool is 
beneficial to my patient 
care and management 
1 2 3 4 5 6 7 
44. I intend to use the 
Risk Tool in my patient 
discharge care and 
management 
1 2 3 4 5 6 7 
45. I intend to use the 
Risk Tool to provide 
healthcare services to the 
patient as often as 
needed 
1 2 3 4 5 6 7 
46. I intend NOT to use 
the Risk Tool in my 
patient care and 
management routinely 
1 2 3 4 5 6 7 
47. Whenever possible, I 
intend NOT to use the 
Risk Tool in my patient 
care and management  
1 2 3 4 5 6 7 
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Strongly 
Disagree 
Disagree 
Disagree 
Somewhat 
Neither 
Agree or 
Disagree 
Agree 
Somewhat 
Agree 
Strongly 
Agree 
48. To the extent 
possible, I would use the 
Risk Tool to assess 
different things, clinical 
or nonclinical 
1 2 3 4 5 6 7 
49. To the extent 
possible, I would use the 
Risk Tool in my patient 
care and management 
frequently 
1 2 3 4 5 6 7 
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APPENDIX C 
 
Data Analysis of Group Validity 
 
This Appendix includes background statistical testing to ensure likeness of two test 
groups as captured in Chapter 3 of this dissertation.  It will include the factors of Age, 
Experience, Workload, Workflow, and Certification; Chi-squared and Two-Sample T-Tests 
results will be presented in Minitab 17 output format. 
Age (in groupings) 
Tabulated Statistics: AgeBin, RT or No RT  
Rows: AgeBin   Columns: RT or No RT 
 
        No RT      RT  All 
1           4       9   13 
        6.500   6.500 
2          13       9   22 
       11.000  11.000 
3           5       4    9 
        4.500   4.500 
4           6       6   12 
        6.000   6.000 
All        28      28   56 
 
Cell Contents:      Count 
                    Expected count 
 
Pearson Chi-Square = 2.761, DF = 3, P-value = 0.430 
Likelihood Ratio Chi-Square = 2.816, DF = 3, P-value = 0.421 
* NOTE * 2 cells with expected counts less than 5 
 
 
Two-Sample T-Test and CI: No RRT Age, RRT Age  
             N   Mean  StDev  SE Mean 
No RRT Age  28  2.464  0.999     0.19 
RRT Age     28   2.25   1.14     0.22 
 
 
Difference = μ (No RRT Age) - μ (RRT Age) 
Estimate for difference:  0.214 
95% CI for difference:  (-0.361, 0.790) 
T-Test of difference = 0 (vs ≠): T-Value = 0.75  P-value = 0.458  DF = 53 
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Age (binary) 
Tabulated Statistics: AgeBin2, RT or No RT  
Rows: AgeBin2   Columns: RT or No RT 
 
       No RT  RT  All 
1         15  15   30 
          15  15 
2         13  13   26 
          13  13 
 
All       28  28   56 
Cell Contents:      Count 
                    Expected count 
 
Pearson Chi-Square = 0.000, DF = 1, P-Value = 1.000 
Likelihood Ratio Chi-Square = 0.000, DF = 1, P-Value = 1.000 
 
Two-Sample T-Test and CI: AgeBin2 No RRT, AgeBin2 RRT  
 
Two-sample T for AgeBin2 No RRT vs AgeBin2 RRT 
 
                 N   Mean  StDev  SE Mean 
AgeBin2 No RRT  28  1.464  0.508    0.096 
AgeBin2 RRT     28  1.464  0.508    0.096 
 
 
Difference = μ (AgeBin2 No RRT) - μ (AgeBin2 RRT) 
Estimate for difference:  0.000 
95% CI for difference:  (-0.272, 0.272) 
T-Test of difference = 0 (vs ≠): T-Value = 0.00  P-value = 1.000  DF = 54 
 
 
Total Experience Bins 
Tabulated Statistics: TotExpBin, RT or No RT  
 
Rows: TotExpBin   Columns: RT or No RT 
 
        No RT       All 
1          13      12   25 
       12.500  12.500 
2           7       7   14 
        7.000   7.000 
3           8       9   17 
        8.500   8.500 
All        28      28   56 
 
Cell Contents:      Count 
                    Expected count 
 
 
Pearson Chi-Square = 0.099, DF = 2, P-value = 0.952 
Likelihood Ratio Chi-Square = 0.099, DF = 2, P-value = 0.952 
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Two-Sample T-Test and CI: No RRT Total, RRT Total  
 
               N   Mean  StDev  SE Mean 
No RRT Total  28  1.821  0.863     0.16 
RRT Total     28  1.893  0.875     0.17 
 
 
Difference = μ (No RRT Total) - μ (RRT Total) 
Estimate for difference:  -0.071 
95% CI for difference:  (-0.537, 0.394) 
T-Test of difference = 0 (vs ≠): T-Value = -0.31  P-value = 0.760  DF = 53 
 
Binary Total Experience Bins 
Tabulated Statistics: TotExpBin2, RT or No RT  
 
Rows: TotExpBin2   Columns: RT or No RT 
 
       No RT     RT  All 
1         17     16   33 
       16.50  16.50 
2        11     12   23 
       11.50  11.50 
All       28     28   56 
 
Cell Contents:      Count 
                    Expected count 
 
Pearson Chi-Square = 0.074, DF = 1, P-value = 0.786 
Likelihood Ratio Chi-Square = 0.074, DF = 1, P-value = 0.786 
 
Two-Sample T-Test and CI: Exp2 No RRT, Exp2 RRT  
 
              N   Mean  StDev  SE Mean 
Exp2 No RRT  28  1.393  0.497    0.094 
Exp2 RRT     28  1.429  0.504    0.095 
 
 
Difference = μ (Exp2 No RRT) - μ (Exp2 RRT) 
Estimate for difference:  -0.036 
95% CI for difference:  (-0.304, 0.233) 
T-Test of difference = 0 (vs ≠): T-Value = -0.27  P-value = 0.791  DF = 53 
 
Workload (patients/day) Bins 
Tabulated Statistics: AveBin, RT or No RT  
 
Rows: AveBin   Columns: RT or No RT 
 
        No RT      RT  All 
1           7       6   13 
        6.500   6.500 
2          15      14   29 
       14.500  14.500 
3           6       8   14 
        7.000   7.000 
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All        28      28   56 
 
Cell Contents:      Count 
                    Expected count 
 
Pearson Chi-Square = 0.397, DF = 2, P-value = 0.820 
Likelihood Ratio Chi-Square = 0.398, DF = 2, P-value = 0.819 
 
Two-Sample T-Test and CI: No Ave Pat, RRT Ave Pat  
 
              N   Mean  StDev  SE Mean 
No Ave Pat   28  1.964  0.693     0.13 
RRT Ave Pat  28  2.071  0.716     0.14 
 
 
Difference = μ (No Ave Pat) - μ (RRT Ave Pat) 
Estimate for difference:  -0.107 
95% CI for difference:  (-0.485, 0.271) 
T-Test of difference = 0 (vs ≠): T-Value = -0.57  P-value = 0.572  DF = 53 
 
Workload (patients/day) Binary Bins 
Tabulated Statistics: AveBin2, RT or No RT  
 
Rows: AveBin2   Columns: RT or No RT 
 
       No RT     RT  All 
1         11     12   23 
       11.50  11.50 
2         17     16   33 
       16.50  16.50 
All       28     28   56 
 
Cell Contents:      Count 
                    Expected count 
 
Pearson Chi-Square = 0.074, DF = 1, P-value = 0.786 
Likelihood Ratio Chi-Square = 0.074, DF = 1, P-value = 0.786 
 
Two-Sample T-Test and CI: NoRRT Ave2, RRT Ave2  
 
 
             N   Mean  StDev  SE Mean 
NoRRT Ave2  28  1.607  0.497    0.094 
RRT Ave2    28  1.571  0.504    0.095 
 
 
Difference = μ (NoRRT Ave2) - μ (RRT Ave2) 
Estimate for difference:  0.036 
95% CI for difference:  (-0.233, 0.304) 
T-Test of difference = 0 (vs ≠): T-Value = 0.27  P-value = 0.791  DF = 53 
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Workflow (new patients/day) Bins 
Tabulated Statistics: TOBin, RT or No RT  
 
Rows: TOBin   Columns: RT or No RT 
 
       No RT  RT  All 
 
1          2   6    8 
           4   4 
2         19  17   36 
          18  18 
3          7   5   12 
           6   6 
All       28  28   56 
 
Cell Contents:      Count 
                    Expected count 
 
 
Pearson Chi-Square = 2.444, DF = 2, P-value = 0.295 
Likelihood Ratio Chi-Square = 2.539, DF = 2, P-value = 0.281 
 
* NOTE * 2 cells with expected counts less than 5 
 
Two-Sample T-Test and CI: No RRT TO, RRT TO  
 
            N   Mean  StDev  SE Mean 
No RRT TO  28  2.214  0.568     0.11 
RRT TO     28  1.964  0.637     0.12 
 
 
Difference = μ (No RRT TO) - μ (RRT TO) 
Estimate for difference:  0.250 
95% CI for difference:  (-0.074, 0.574) 
T-Test of difference = 0 (vs ≠): T-Value = 1.55  P-value = 0.127  DF = 53 
 
Workflow (new patients/day) Binary Bins 
Tabulated Statistics: TOBin2, RT or No RT  
 
Rows: TOBin2   Columns: RT or No RT 
 
       No RT  RT  All 
1         15  19   34 
          17  17 
2         13   9   22 
          11  11 
All       28  28   56 
 
Cell Contents:      Count 
                    Expected count 
 
Pearson Chi-Square = 1.198, DF = 1, P-value = 0.274 
Likelihood Ratio Chi-Square = 1.203, DF = 1, P-value = 0.273 
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Two-Sample T-Test and CI: NoRRT TO2, RRT TO2  
 
            N   Mean  StDev  SE Mean 
NoRRT TO2  28  1.464  0.508    0.096 
RRT TO2    28  1.357  0.488    0.092 
 
 
Difference = μ (NoRRT TO2) - μ (RRT TO2) 
Estimate for difference:  0.107 
95% CI for difference:  (-0.160, 0.374) 
T-Test of difference = 0 (vs ≠): T-Value = 0.80  P-value = 0.424  DF = 53 
 
 
Professional Certification 
 
Tabulated Statistics: RN/SW, RT or No RT  
 
Rows: RN/SW   Columns: RT or No RT 
 
       No RT     RT  All 
 
RN        13     14   27 
       13.50  13.50 
 
SW        15     14   29 
       14.50  14.50 
 
All       28     28   56 
 
Cell Contents:      Count 
                    Expected count 
 
 
Pearson Chi-Square = 0.072, DF = 1, P-value = 0.789 
Likelihood Ratio Chi-Square = 0.072, DF = 1, P-value = 0.789 
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APPENDIX D 
Data Analysis of Heuristics and Technology Acceptance 
 
D.1 Hypothesis 1 (Anchoring and Adjustment Heuristic) 
 
To examine the estimation of the P-value for this case a bit further, the assumptions 
underlying the t-test were explored in more detail.  The variances were not assumed to be equal, 
and that is appropriate for these data. In addition, the t-test assumes that the data are normally 
distributed and Figure D.1 relates to that exploration. In general, the empirical cumulative 
distribution indicates that most of the data points lie within the 95% confidence bound for a 
normal distribution for both the RRT and no RRT groups’ responses to the questions.  Despite 
this, the Anderson-Darling test does not confirm normality of the individual responses.  
 
 
Figure D.1: Normal Distribution of Data – Medium-High Risk Patient 
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Fortunately, the sample size of 28 for each group is sufficiently large that that the sample 
means being tested will approach normality regardless, when the underlying data is so close to 
being normal. For this relatively large sample size, the t-statistic used for the hypothesis test is 
nearly equal to that of a standard normal random variable, and any assumption about the 
normality of the underlying data may be unnecessary.  In summary, it is again safe to conclude 
that the case manager mean estimates are different depending on whether they were presented 
with RRT information for the high risk patient.  
 
 Figure D.2: Normal Distribution of Data – High Risk Patient 
  
Minitab 17 data outputs for the two-sided, two-sample t-tests are listed below, and the 
outputs were captured in Table 5.1 of chapter 5. 
Two-sample T for 1 No RRT vs 1 RRT 
 
           N  Mean  StDev  SE Mean 
1 No RRT  28  38.3   24.9      4.7 
1 RRT     28  25.1   14.6      2.8 
Difference = μ (1 No RRT) - μ (1 RRT) 
Estimate for difference:  13.19 
95% CI for difference:  (2.18, 24.21) 
T-Test of difference = 0 (vs ≠): T-Value = 2.42  P-value = 0.020  DF = 43 
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Two-sample T for 13 No RRT vs 13 RRT 
 
            N  Mean  StDev  SE Mean 
13 No RRT  28  51.5   26.1      4.9 
13 RRT     28  40.4   18.0      3.4 
Difference = μ (13 No RRT) - μ (13 RRT) 
Estimate for difference:  11.16 
95% CI for difference:  (-0.89, 23.20) 
T-Test of difference = 0 (vs ≠): T-Value = 1.86  P-value = 0.069  DF = 47 
 
 Minitab 17 data outputs for the for the one-sided, one-sample t-test measured against the 
RRT ‘gold standard’ figures of 17% and 30%.   Outputs were captured in Table 5.2 of chapter 5. 
One-Sample T: 1 No RRT  
 
Test of μ = 17 vs > 17 
Variable   N   Mean  StDev  SE Mean  95% Lower Bound     T      P 
1 No RRT  28  38.25  24.93     4.71            30.23  4.51  0.000 
 
One-Sample T: 1 RRT  
 
Test of μ = 17 vs > 17 
Variable   N   Mean  StDev  SE Mean  95% Lower Bound     T      P 
1 RRT     28  25.06  14.63     2.76            20.35  2.92  0.004 
 
One-Sample T: 13 RRT  
 
Test of μ = 30 vs > 30 
Variable   N   Mean  StDev  SE Mean  95% Lower Bound     T      P 
13 RRT    28  40.38  17.99     3.40            34.59  3.05  0.003 
 
  
One-Sample T: 13 No RRT  
 
Test of μ = 30 vs > 30 
Variable    N   Mean  StDev  SE Mean  95% Lower Bound     T      P 
13 No RRT  28  51.54  26.09     4.93            43.14  4.37  0.000 
 
To validate our findings in the one-sided, one-sample tests, rather than assuming that the 
RRT would be lower, a two-sided 95% CI and two-sided t-test was carried out.  For the medium 
risk patient and the RRT group the CI’s lower bound (19.39%) nearly reaches down to the RRT 
gold standard value of 17% while the no RRT groups lower bound (28.58%) does not.  A similar 
situation can be seen for the high risk patient scenario where the RRT gold standard was 29%.    
The conclusion is that while there is a directional move towards the RRT gold standard score 
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when RRT information is presented, there also remains a significantly higher, or more risk-
averse judgment of the patient’s readmission risk.  In essence, the anchoring heuristic is at odds 
with other expertise-based heuristics. The P-values suggest strongly that the mean responses are 
not equal to the RRT information, and are found to be much higher. 
One-Sample T: 1 No RRT  
 
Test of μ = 17 vs ≠ 17 
Variable   N   Mean  StDev  SE Mean      95% CI         T      P 
1 No RRT  28  38.25  24.93     4.71  (28.58, 47.92)  4.51  0.000 
 
  
One-Sample T: 1 RRT  
 
Test of μ = 17 vs ≠ 17 
Variable   N   Mean  StDev  SE Mean      95% CI         T      P 
1 RRT     28  25.06  14.63     2.76  (19.39, 30.73)  2.92  0.007 
 
  
One-Sample T: 13 No RRT  
 
Test of μ = 30 vs ≠ 30 
Variable    N   Mean  StDev  SE Mean      95% CI         T      P 
13 No RRT  28  51.54  26.09     4.93  (41.42, 61.65)  4.37  0.000 
 
  
One-Sample T: 13 RRT  
 
Test of μ = 30 vs ≠ 30 
Variable   N   Mean  StDev  SE Mean      95% CI         T      P 
13 RRT    28  40.38  17.99     3.40  (33.41, 47.35)  3.05  0.005 
 
 
 To assess the near significant P-value in the high risk patient, the conduct of a GLM 
ANOVA explored whether main and interaction effects could elicit a lower P-value; the result 
was positive.  
General Linear Model: Heu13 versus RT or No RT, AgeBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
AgeBin2      Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
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Analysis of Variance 
Source            DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT      1   2453.8  2453.79     4.93    0.031 
  AgeBin2          1    411.0   411.05     0.83    0.368 
  AveBin2          1    436.3   436.31     0.88    0.354 
  TOBin2           1     80.3    80.33     0.16    0.690 
  AgeBin2*TOBin2   1   1104.5  1104.55     2.22    0.143 
Error             50  24905.7   498.11 
  Lack-of-Fit     10   8019.8   801.98     1.90    0.074 
  Pure Error      40  16885.9   422.15 
Total             55  28849.2 
 
Regression Equation 
Heu13 = 46.75 + 6.89 RT or No RT_No RT - 6.89 RT or No RT_RT - 2.79 AgeBin2_1 
        + 2.79 AgeBin2_2 + 2.94 AveBin2_1 - 2.94 AveBin2_2 + 1.26 TOBin2_1 -
 1.26 TOBin2_2 
        - 4.79 AgeBin2*TOBin2_1 1 + 4.79 AgeBin2*TOBin2_1 2 + 4.79 AgeBin2*TOBin2_2 1 
        - 4.79 AgeBin2*TOBin2_2 2 
 
Means 
                Fitted 
Term              Mean  SE Mean 
RT or No RT 
  No RT          53.64     4.40 
  RT             39.87     4.43 
 
 
General Linear Model: Heu13 versus RT or No RT, AgeBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
AgeBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
 
Analysis of Variance 
Source            DF   Adj SS  Adj MS  F-Value  P-Value 
  AgeBin2          1    482.0   482.0     0.97    0.329 
  TOBin2           1    141.5   141.5     0.28    0.596 
  RT or No RT      1   2334.4  2334.4     4.70    0.035 
  AgeBin2*TOBin2   1    871.7   871.7     1.75    0.191 
Error             51  25342.0   496.9 
  Lack-of-Fit      3   1671.9   557.3     1.13    0.346 
  Pure Error      48  23670.2   493.1 
Total             55  28849.2 
 
Regression Equation 
Heu13 = 46.12 - 3.01 AgeBin2_1 + 3.01 AgeBin2_2 + 1.65 TOBin2_1 - 1.65 TOBin2_2 
        + 6.71 RT or No RT_No RT - 6.71 RT or No RT_RT - 4.16 AgeBin2*TOBin2_1 1 
        + 4.16 AgeBin2*TOBin2_1 2 + 4.16 AgeBin2*TOBin2_2 1 - 4.16 AgeBin2*TOBin2_2 2 
 
Means 
                Fitted 
Term              Mean  SE Mean 
AgeBin2 
  1              43.10     4.22 
  2              49.13     4.43 
TOBin2 
  1              47.77     3.87 
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  2              44.46     4.79 
RT or No RT 
  No RT          52.82     4.30 
  RT             39.41     4.40 
AgeBin2*TOBin2 
  1 1            40.59     5.12 
  1 2            45.61     6.73 
  2 1            54.95     5.85 
  2 2            43.32     6.87 
 
General Linear Model: Heu13 versus RT or No RT  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source         DF  Adj SS  Adj MS  F-Value  P-Value 
  RT or No RT   1    1742  1742.2     3.47    0.068 
Error          54   27107   502.0 
Total          55   28849 
 
Model Summary 
      S   R-sq  R-sq(adj)  R-sq(pred) 
22.4050  6.04%      4.30%       0.00% 
 
 
Regression Equation 
Heu13 = 45.96 + 5.58 RT or No RT_No RT - 5.58 RT or No RT_RT 
 
Means 
             Fitted 
Term           Mean  SE Mean 
RT or No RT 
  No RT       51.54     4.23 
  RT          40.38     4.23 
 
 
 Exploration of Questions 1 and 13 using the ANOVA did not result in a main or 
interaction effects to be determined of statistical significance in multiple iterations.  Below is a 
review of the total ANOVA and highlighted factors were studied with no results to report. 
General Linear Model: Heu1 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, RT or No RT  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
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AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RN/SW                 1     47.7    47.71     0.11    0.745 
  AgeBin2               1      0.2     0.16     0.00    0.985 
  TotExpBin2            1     15.3    15.34     0.03    0.853 
  AveBin2               1      0.1     0.08     0.00    0.990 
  TOBin2                1     88.5    88.55     0.20    0.657 
  RT or No RT           1   2142.7  2142.73     4.84    0.034 
  RN/SW*AgeBin2         1    666.7   666.73     1.51    0.228 
  RN/SW*TotExpBin2      1   1283.5  1283.53     2.90    0.097 
  RN/SW*AveBin2         1    633.5   633.46     1.43    0.239 
  RN/SW*TOBin2          1    264.0   264.01     0.60    0.445 
  RN/SW*RT or No RT     1    328.4   328.39     0.74    0.395 
  AgeBin2*TotExpBin2    1     78.7    78.67     0.18    0.676 
  AgeBin2*AveBin2       1    113.8   113.77     0.26    0.615 
  AgeBin2*TOBin2        1    107.9   107.93     0.24    0.624 
  AgeBin2*RT or No RT   1    996.0   995.96     2.25    0.142 
  TotExpBin2*TOBin2     1    298.9   298.92     0.68    0.417 
  AveBin2*TOBin2        1    999.8   999.83     2.26    0.142 
  AveBin2*RT or No RT   1     12.7    12.73     0.03    0.866 
  TOBin2*RT or No RT    1     59.7    59.72     0.13    0.715 
Error                  36  15928.5   442.46 
 
General Linear Model: Heu1 versus RN/SW, RT or No RT, TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
RT or No RT  Fixed       2  No RT, RT 
TotExpBin2   Fixed       2  1, 2 
 
Analysis of Variance 
Source              DF   Adj SS   Adj MS  F-Value  P-value 
  RN/SW              1     27.9    27.88     0.07    0.799 
  TotExpBin2         1     96.4    96.41     0.23    0.636 
  RT or No RT        1   2642.8  2642.85     6.21    0.016 
  RN/SW*TotExpBin2   1    765.0   764.99     1.80    0.186 
Error               51  21713.4   425.75 
  Lack-of-Fit        3    463.9   154.65     0.35    0.790 
  Pure Error        48  21249.4   442.70 
Total               55  24991.2 
 
General Linear Model: Heu1 versus RT or No RT, AgeBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
AgeBin2      Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
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Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT           1   2480.8  2480.83     5.70    0.021 
  AgeBin2               1     79.7    79.65     0.18    0.671 
  AveBin2               1     76.7    76.74     0.18    0.676 
  TOBin2                1    238.1   238.12     0.55    0.463 
  RT or No RT*AgeBin2   1    329.1   329.11     0.76    0.389 
  AgeBin2*AveBin2       1     73.0    72.99     0.17    0.684 
  AveBin2*TOBin2        1   1036.7  1036.72     2.38    0.129 
Error                  48  20881.0   435.02 
  Lack-of-Fit          13   4296.4   330.49     0.70    0.753 
  Pure Error           35  16584.6   473.85 
Total                  55  24991.2 
 
 
General Linear Model: Heu1 versus RT or No RT  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source         DF  Adj SS  Adj MS  F-Value  P-value 
  RT or No RT   1    2436  2436.2     5.83    0.019 
Error          54   22555   417.7 
Total          55   24991 
 
Regression Equation 
Heu1 = 31.65 + 6.60 RT or No RT_No RT - 6.60 RT or No RT_RT 
 
Means 
             Fitted 
Term           Mean  SE Mean 
RT or No RT 
  No RT       38.25     3.86 
  RT          25.06     3.86 
 
Beyond the RRT effects, no other factors were determined to be of significance in the 
medium-high risk patient.  The following explores the high risk patient. 
 
General Linear Model: Heu13 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, RT or No RT  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
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Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RN/SW                 1    293.2   293.22     0.59    0.449 
  AgeBin2               1    136.0   136.02     0.27    0.606 
  TotExpBin2            1    165.4   165.37     0.33    0.569 
  AveBin2               1     63.7    63.75     0.13    0.723 
  TOBin2                1     40.5    40.50     0.08    0.778 
  RT or No RT           1   1464.6  1464.55     2.92    0.096 
  RN/SW*AgeBin2         1      0.1     0.11     0.00    0.988 
  RN/SW*TotExpBin2      1     87.4    87.41     0.17    0.679 
  RN/SW*AveBin2         1    362.5   362.46     0.72    0.401 
  RN/SW*TOBin2          1    265.8   265.84     0.53    0.471 
  RN/SW*RT or No RT     1      2.7     2.72     0.01    0.942 
  AgeBin2*TotExpBin2    1     17.9    17.94     0.04    0.851 
  AgeBin2*AveBin2       1   1841.1  1841.15     3.67    0.063 
  AgeBin2*TOBin2        1      0.7     0.74     0.00    0.970 
  AgeBin2*RT or No RT   1     75.3    75.25     0.15    0.701 
  TotExpBin2*TOBin2     1    918.1   918.12     1.83    0.184 
  AveBin2*TOBin2        1    468.8   468.77     0.94    0.340 
  AveBin2*RT or No RT   1      7.6     7.55     0.02    0.903 
  TOBin2*RT or No RT    1    193.9   193.87     0.39    0.538 
Error                  36  18041.6   501.16 
  Lack-of-Fit          12   8471.6   705.97     1.77    0.113 
  Pure Error           24   9570.1   398.75 
Total                  55  28849.2 
 
  
 
 
Figure D.3: Example of Residual Plots for GLM/ANOVA 
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When the factors closed in on the RRT for the high risk patient, the RRT when 
considered with the slight, but not significant interaction of age and work flow, created the P-
value of 0.031 earlier in this appendix.  No other factors were determined to be of significance. 
The adjustment portion of the heuristic was then examined as expert opinions were 
inserted which contradicted the RRT scores.  The medium-high patient scenario inserted a 70% 
estimate and the high risk patient scenario inserted a 5% estimate each by a hospitalist. Paired t-
tests were run to evaluate the impacts of this inserted judgement. 
 
Paired T for 1 RRT - 6 RRT 
 
             N    Mean  StDev  SE Mean 
1 RRT       28   25.06  14.63     2.76 
6 RRT       28   52.00  21.55     4.07 
Difference  28  -26.94  23.50     4.44 
95% CI for mean difference: (-36.05, -17.83) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -6.07  P-value = 0.000 
 
Paired T for 1 No RRT - 6 No RRT 
 
             N    Mean  StDev  SE Mean 
1 No RRT    28   38.25  24.93     4.71 
6 No RRT    28   52.36  25.25     4.77 
Difference  28  -14.11  13.27     2.51 
 
95% CI for mean difference: (-19.25, -8.96) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -5.63  P-value = 0.000 
 
Paired T for 13 RRT - 18 RRT 
 
             N   Mean  StDev  SE Mean 
13 RRT      28  40.38  17.99     3.40 
18 RRT      28  28.96  24.95     4.72 
Difference  28  11.42  19.02     3.59 
 
95% CI for mean difference: (4.04, 18.79) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = 3.18  P-value = 0.004 
 
Paired T for 13 No RRT - 18 No RRT 
 
             N   Mean  StDev  SE Mean 
13 No RRT   28  51.54  26.09     4.93 
18 No RRT   28  35.64  23.01     4.35 
Difference  28  15.89  17.27     3.26 
 
 
95% CI for mean difference: (9.20, 22.59) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = 4.87  P-value = 0.000 
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 After studying the effects of anchoring and adjustment, the final analysis for hypothesis 1 
would include another set of GLM/ANOVA assessments to determine if main or interaction 
effects exist. 
General Linear Model: Diff 6-1 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2               1   1453.5  1453.51     3.71    0.062 
  RT or No RT           1   1254.6  1254.58     3.20    0.082 
  AgeBin2*RT or No RT   1    129.5   129.49     0.33    0.569 
  AveBin2               1      7.5     7.45     0.02    0.891 
  RN/SW                 1     23.4    23.42     0.06    0.808 
  TotExpBin2            1   1412.8  1412.77     3.60    0.066 
  TOBin2                1    321.7   321.73     0.82    0.371 
  RN/SW*AgeBin2         1    199.1   199.12     0.51    0.481 
  RN/SW*TotExpBin2      1     11.9    11.95     0.03    0.862 
  RN/SW*AveBin2         1    326.0   325.99     0.83    0.368 
  RN/SW*TOBin2          1    176.1   176.13     0.45    0.507 
  RN/SW*RT or No RT     1     47.4    47.42     0.12    0.730 
  AgeBin2*TotExpBin2    1    692.9   692.86     1.77    0.192 
  AgeBin2*AveBin2       1    927.4   927.40     2.37    0.133 
  AgeBin2*TOBin2        1    433.3   433.29     1.11    0.300 
  TotExpBin2*TOBin2     1    121.1   121.09     0.31    0.582 
  AveBin2*TOBin2        1    963.0   963.03     2.46    0.126 
  AveBin2*RT or No RT   1    175.6   175.63     0.45    0.508 
  TOBin2*RT or No RT    1     15.9    15.88     0.04    0.842 
Error                  36  14116.1   392.11 
  Lack-of-Fit          12   4408.2   367.35     0.91    0.553 
  Pure Error           24   9707.9   404.49 
Total                  55  21967.5 
 
General Linear Model: Diff 6-1 versus AveBin2, TOBin2, RT or No RT  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
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Analysis of Variance 
Source            DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT      1   2111.5  2111.48     6.10    0.017 
  AveBin2          1     13.6    13.61     0.04    0.844 
  TOBin2           1    461.5   461.50     1.33    0.254 
  AveBin2*TOBin2   1   1776.0  1776.02     5.13    0.028 
Error             51  17653.6   346.15 
  Lack-of-Fit     11   4638.6   421.69     1.30    0.262 
  Pure Error      40  13015.0   325.37 
Total             55  21967.5 
 
Regression Equation 
Diff 6-1 = 19.12 - 6.21 RT or No RT_No RT + 6.21 RT or No RT_RT - 0.53 AveBin2_1 
           + 0.53 AveBin2_2 + 3.10 TOBin2_1 - 3.10 TOBin2_2 + 6.03 AveBin2*TOBin2_1 1 
           - 6.03 AveBin2*TOBin2_1 2 - 6.03 AveBin2*TOBin2_2 1 + 6.03 AveBin2*TOBin2_2  
 
Means 
                Fitted 
Term              Mean  SE Mean 
RT or No RT 
  No RT          12.91     3.62 
  RT             25.33     3.71 
AveBin2 
  1              18.59     4.22 
  2              19.65     3.25 
TOBin2 
  1              22.22     3.21 
  2              16.02     4.28 
AveBin2*TOBin2 
  1 1            27.72     4.66 
  1 2             9.46     7.04 
  2 1            16.72     4.39 
  2 2            22.57     4.83 
  
General Linear Model: Diff 18-13 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT           1    864.3   864.25     2.45    0.126 
  AgeBin2               1     37.7    37.71     0.11    0.745 
  AveBin2               1     14.7    14.68     0.04    0.839 
  TOBin2                1    526.7   526.75     1.49    0.229 
  AgeBin2*TOBin2        1    186.0   186.01     0.53    0.472 
  RN/SW                 1   1955.5  1955.51     5.55    0.024 
  TotExpBin2            1     88.2    88.18     0.25    0.620 
  RN/SW*AgeBin2         1    371.7   371.67     1.05    0.311 
  RN/SW*TotExpBin2      1     70.3    70.35     0.20    0.658 
  RN/SW*AveBin2         1     96.9    96.94     0.28    0.603 
  RN/SW*TOBin2          1    446.4   446.43     1.27    0.268 
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  RN/SW*RT or No RT     1    171.5   171.50     0.49    0.490 
  AgeBin2*TotExpBin2    1    183.1   183.11     0.52    0.476 
  AgeBin2*AveBin2       1    492.1   492.09     1.40    0.245 
  AgeBin2*RT or No RT   1     28.6    28.57     0.08    0.777 
  TotExpBin2*TOBin2     1    293.9   293.87     0.83    0.367 
  AveBin2*TOBin2        1     26.6    26.55     0.08    0.785 
  AveBin2*RT or No RT   1     23.1    23.14     0.07    0.799 
  TOBin2*RT or No RT    1    672.0   671.99     1.91    0.176 
Error                  36  12688.4   352.46 
  Lack-of-Fit          12   5256.0   438.00     1.41    0.226 
  Pure Error           24   7432.4   309.68 
Total                  55  18098.7 
 
General Linear Model: Diff 18-13 versus RN/SW, RT or No RT  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
RT or No RT  Fixed       2  No RT, RT 
 
 
Analysis of Variance 
Source               DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT         1    235.8   235.84     0.74    0.392 
  RN/SW               1   1320.7  1320.66     4.16    0.046 
  RN/SW*RT or No RT   1      4.3     4.33     0.01    0.907 
Error                52  16493.5   317.18 
Total                55  18098.7 
 
Model Summary 
      S   R-sq  R-sq(adj)  R-sq(pred) 
17.8096  8.87%      3.61%       0.00% 
 
 
Regression Equation 
Diff 18-13 = -13.47 - 2.05 RT or No RT_No RT + 2.05 RT or No RT_RT + 4.86 RN/SW_RN 
             - 4.86 RN/SW_SW + 0.28 RN/SW*RT or No RT_RN No RT -
 0.28 RN/SW*RT or No RT_RN RT 
             - 0.28 RN/SW*RT or No RT_SW No RT + 0.28 RN/SW*RT or No RT_SW RT 
 
Means 
                   Fitted 
Term                 Mean  SE Mean 
RT or No RT 
  No RT            -15.53     3.37 
  RT               -11.42     3.37 
RN/SW 
  RN                -8.61     3.43 
  SW               -18.33     3.31 
RN/SW*RT or No RT 
  RN No RT         -10.38     4.94 
  RN RT             -6.83     4.76 
  SW No RT         -20.67     4.60 
  SW RT            -16.00     4.76 
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General Linear Model: Diff 18-13 versus RN/SW  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor  Type   Levels  Values 
RN/SW   Fixed       2  RN, SW 
 
Analysis of Variance 
Source   DF  Adj SS  Adj MS  F-Value  P-Value 
  RN/SW   1    1362  1362.4     4.40    0.041 
Error    54   16736   309.9 
Total    55   18099 
 
Regression Equation 
Diff 18-13 = -13.48 + 4.94 RN/SW_RN - 4.94 RN/SW_SW 
 
Means 
       Fitted 
Term     Mean  SE Mean 
RN/SW 
  RN    -8.54     3.39 
  SW   -18.41     3.27 
 
To further check the main effect of RRT in the GLM/ANOVA, isolation resulted in: 
 
Coefficients 
Term           Coef  SE Coef  T-Value  P-value   VIF 
Constant     -13.65     2.43    -5.63    0.000 
RT or No RT 
  No RT       -2.24     2.43    -0.92    0.361  1.00 
 
Regression Equation 
Diff 18-13 = -13.65 - 2.24 RT or No RT_No RT + 2.24 RT or No RT_RT 
 
Means 
             Fitted 
Term           Mean  SE Mean 
RT or No RT 
  No RT      -15.89     3.43 
  RT         -11.42     3.43 
 
In order to examine the factor of certification (RN/SW), a series of additional two-sample 
t-tests were conducted. 
Two-sample T for 1 No RRT vs 6 No RRT 
 
           N  Mean  StDev  SE Mean 
1 No RRT  28  38.3   24.9      4.7 
6 No RRT  28  52.4   25.3      4.8 
 
Difference = μ (1 No RRT) - μ (6 No RRT) 
Estimate for difference:  -14.11 
95% CI for difference:  (-27.56, -0.66) 
T-Test of difference = 0 (vs ≠): T-Value = -2.10  P-value = 0.040  DF = 53 
 
Two-sample T for 1 RRT vs 6 RRT 
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        N  Mean  StDev  SE Mean 
1 RRT  28  25.1   14.6      2.8 
6 RRT  28  52.0   21.6      4.1 
 
Difference = μ (1 RRT) - μ (6 RRT) 
Estimate for difference:  -26.94 
95% CI for difference:  (-36.84, -17.04) 
T-Test of difference = 0 (vs ≠): T-Value = -5.47  P-value = 0.000  DF = 47 
 
Two-sample T for 13 No RRT vs 18 No RRT 
 
            N  Mean  StDev  SE Mean 
13 No RRT  28  51.5   26.1      4.9 
18 No RRT  28  35.6   23.0      4.3 
 
Difference = μ (13 No RRT) - μ (18 No RRT) 
Estimate for difference:  15.89 
95% CI for difference:  (2.71, 29.08) 
T-Test of difference = 0 (vs ≠): T-Value = 2.42  P-value = 0.019  DF = 53 
 
Two-sample T for 13 RRT vs 18 RRT 
 
         N  Mean  StDev  SE Mean 
13 RRT  28  40.4   18.0      3.4 
18 RRT  28  29.0   25.0      4.7 
 
Difference = μ (13 RRT) - μ (18 RRT) 
Estimate for difference:  11.42 
95% CI for difference:  (-0.27, 23.10) 
T-Test of difference = 0 (vs ≠): T-Value = 1.96  P-value = 0.055  DF = 49 
  
Two-sample T for Heu1RN vs Heu6RN 
 
         N  Mean  StDev  SE Mean 
Heu1RN  56  31.7   21.3      2.8 
Heu6RN  56  52.2   23.3      3.1 
 
Difference = μ (Heu1RN) - μ (Heu6RN) 
Estimate for difference:  -20.52 
95% CI for difference:  (-28.88, -12.17) 
T-Test of difference = 0 (vs ≠): T-Value = -4.87  P-value = 0.000  DF = 109 
 
Two-sample T for Heu13RN vs Heu18RN 
 
          N  Mean  StDev  SE Mean 
Heu13RN  56  46.0   22.9      3.1 
Heu18RN  56  32.3   24.0      3.2 
 
Difference = μ (Heu13RN) - μ (Heu18RN) 
Estimate for difference:  13.65 
95% CI for difference:  (4.86, 22.44) 
T-Test of difference = 0 (vs ≠): T-Value = 3.08  P-value = 0.003  DF = 109 
 
Two-sample T for Heu1SW vs Heu6SW 
 
         N  Mean  StDev  SE Mean 
Heu1SW  29  31.7   18.2      3.4 
Heu6SW  29  52.1   19.6      3.6 
 
Difference = μ (Heu1SW) - μ (Heu6SW) 
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Estimate for difference:  -20.41 
95% CI for difference:  (-30.37, -10.46) 
T-Test of difference = 0 (vs ≠): T-Value = -4.11  P-value = 0.000  DF = 55 
 
Two-sample T for Heu13SW vs Heu18SW 
 
          N  Mean  StDev  SE Mean 
Heu13SW  29  43.7   20.6      3.8 
Heu18SW  29  25.3   17.1      3.2 
 
Difference = μ (Heu13SW) - μ (Heu18SW) 
Estimate for difference:  18.41 
95% CI for difference:  (8.44, 28.38) 
T-Test of difference = 0 (vs ≠): T-Value = 3.70  P-value = 0.001  DF = 54 
 
 
D.2 Hypothesis 2 (Overconfidence Heuristic) 
 
A two-sided two-sample t-test was employed to test the null hypothesis to determine 
impacts on case manager estimates, and identify potential overconfidence biases. 
Two-sample T for Heu2INTNo vs Heu2INTRRT 
 
             N  Mean  StDev  SE Mean 
Heu2INTNo   28  33.7   18.0      3.4 
Heu2INTRRT  28  30.9   21.6      4.1 
Difference = μ (Heu2INTNo) - μ (Heu2INTRRT) 
Estimate for difference:  2.75 
95% CI for difference:  (-7.93, 13.43) 
T-Test of difference = 0 (vs ≠): T-Value = 0.52  P-value = 0.608  DF = 52 
 
Two-sample T for Heu14INTNo vs Heu14INTRRT 
 
              N  Mean  StDev  SE Mean 
Heu14INTNo   28  40.9   18.5      3.5 
Heu14INTRRT  28  37.7   19.4      3.7 
Difference = μ (Heu14INTNo) - μ (Heu14INTRRT) 
Estimate for difference:  3.25 
95% CI for difference:  (-6.92, 13.42) 
T-Test of difference = 0 (vs ≠): T-Value = 0.64  P-value = 0.524  DF = 53 
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Figure D.4: Check to Ensure Normal Data for Hypothesis 2 
 
Fortunately, the sample size of 28 for each group is sufficiently large that that the sample 
means being tested will approach normality regardless, when the underlying data is so close to 
being normal.  Confirmation was gained by using a simple probability plot and examining the 
AD and P values.  
Since there is no ‘gold standard’, or expected confidence interval in the scenarios, 
movement on to examine whether expert opinions could impact those intervals was conducted. 
Paired T for Heu2INTNo - Heu7INTNo 
 
             N   Mean  StDev  SE Mean 
Heu2INTNo   28  33.68  18.03     3.41 
Heu7INTNo   28  35.82  17.70     3.35 
Difference  28  -2.14  15.84     2.99 
 
95% CI for mean difference: (-8.28, 4.00) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -0.72  P-value = 0.480 
 
  
Paired T for Heu2INTRRT - Heu7INTRRT 
 
             N    Mean  StDev  SE Mean 
Heu2INTRRT  28   30.93  21.63     4.09 
Heu7INTRRT  28   43.18  23.31     4.41 
Difference  28  -12.25  19.76     3.73 
 
95% CI for mean difference: (-19.91, -4.59) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -3.28  P-value = 0.003 
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Paired T for Heu14INTNo - Heu19INTNo 
 
             N   Mean  StDev  SE Mean 
Heu14INTNo  28  40.93  18.50     3.50 
Heu19INTNo  28  34.39  18.38     3.47 
Difference  28   6.54  16.23     3.07 
 
95% CI for mean difference: (0.24, 12.83) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = 2.13  P-value = 0.042 
 
  
Paired T for Heu14INTRRT - Hue19INTRRT 
 
              N   Mean  StDev  SE Mean 
Heu14INTRRT  28  37.68  19.42     3.67 
Hue19INTRRT  28  30.75  23.66     4.47 
Difference   28   6.93  18.49     3.49 
 
95% CI for mean difference: (-0.24, 14.10) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = 1.98  P-value = 0.058 
 
In the high risk patient, a significant difference in the mean interval in the non-RRT and 
almost with RRT versions was observed.   This might be explained as patients of higher risk 
typically will see a very risk-averse judgment for readmission, and when an optimistic response 
is given there is a desire or self-recognition in the overly pessimistic assessment causing an 
adjustment. 
Exploration of potential impacts of other factors was then conducted. 
General Linear Model: Diff 7INT-2I versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RN/SW                 1      0.7     0.66     0.00    0.964 
  AgeBin2               1     10.8    10.80     0.03    0.857 
  TotExpBin2            1      3.5     3.49     0.01    0.918 
  AveBin2               1      7.8     7.84     0.02    0.878 
  TOBin2                1     64.0    64.02     0.20    0.660 
  RT or No RT           1   1058.6  1058.62     3.24    0.080 
  RN/SW*AgeBin2         1    294.9   294.90     0.90    0.348 
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  RN/SW*TotExpBin2      1     55.8    55.85     0.17    0.682 
  RN/SW*AveBin2         1     34.3    34.29     0.11    0.748 
  RN/SW*TOBin2          1      0.1     0.08     0.00    0.987 
  RN/SW*RT or No RT     1    126.9   126.86     0.39    0.537 
  AgeBin2*TotExpBin2    1    310.0   310.02     0.95    0.336 
  AgeBin2*AveBin2       1    744.7   744.72     2.28    0.140 
  AgeBin2*TOBin2        1    419.3   419.27     1.29    0.264 
  AgeBin2*RT or No RT   1    588.7   588.66     1.80    0.188 
  TotExpBin2*TOBin2     1    510.7   510.67     1.57    0.219 
  AveBin2*TOBin2        1     64.0    64.00     0.20    0.660 
  AveBin2*RT or No RT   1    228.7   228.70     0.70    0.408 
  TOBin2*RT or No RT    1   1240.7  1240.71     3.80    0.059 
Error                  36  11744.3   326.23 
  Lack-of-Fit          12   3252.4   271.03     0.77    0.678 
  Pure Error           24   8491.9   353.83 
  
General Linear Model: Diff 7INT-2INT versus RT or No RT, AgeBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
AgeBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT           1   1612.7  1612.70     5.14    0.028 
  AgeBin2               1    160.3   160.28     0.51    0.478 
  TOBin2                1     26.0    26.04     0.08    0.774 
  RT or No RT*AgeBin2   1    718.1   718.07     2.29    0.137 
  RT or No RT*TOBin2    1    528.4   528.43     1.68    0.200 
Error                  50  15683.1   313.66 
  Lack-of-Fit           2     70.6    35.32     0.11    0.897 
  Pure Error           48  15612.5   325.26 
Total                  55  18744.8 
 
Model Summary 
      S    R-sq  R-sq(adj)  R-sq(pred) 
17.7105  16.33%      7.97%       0.00% 
 
Regression Equation 
Diff 7INT-2INT = 7.70 - 5.60 RT or No RT_No RT + 5.60 RT or No RT_RT + 1.75 AgeBin2_1 
                 - 1.75 AgeBin2_2 - 0.73 TOBin2_1 + 0.73 TOBin2_2 
                 - 3.70 RT or No RT*AgeBin2_No RT 1 + 3.70 RT or No RT*AgeBin2_No RT 2 
                 + 3.70 RT or No RT*AgeBin2_RT 1 - 3.70 RT or No RT*AgeBin2_RT 2 
                 + 3.28 RT or No RT*TOBin2_No RT 1 - 3.28 RT or No RT*TOBin2_No RT 2 
                 - 3.28 RT or No RT*TOBin2_RT 1 + 3.28 RT or No RT*TOBin2_RT 2 
 
Means 
                     Fitted 
Term                   Mean  SE Mean 
RT or No RT 
  No RT                2.10     3.36 
  RT                  13.29     3.62 
AgeBin2 
  1                    9.44     3.31 
  2                    5.95     3.63 
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TOBin2 
  1                    6.97     3.11 
  2                    8.42     3.90 
RT or No RT*AgeBin2 
  No RT 1              0.15     4.72 
  No RT 2              4.05     4.98 
  RT 1                18.73     4.63 
  RT 2                 7.85     5.29 
RT or No RT*TOBin2 
  No RT 1              4.65     4.72 
  No RT 2             -0.45     4.98 
  RT 1                 9.29     4.07 
  RT 2                17.30     6.01 
 
  
General Linear Model: Diff 7INT-2INT versus RT or No RT, AgeBin2, AveBin2, 
TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
AgeBin2      Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2              1    321.2   321.23     1.03    0.316 
  AveBin2              1     55.7    55.69     0.18    0.675 
  TOBin2               1    356.5   356.51     1.14    0.291 
  RT or No RT          1   1744.5  1744.49     5.58    0.022 
  AgeBin2*AveBin2      1   1012.7  1012.73     3.24    0.078 
  RT or No RT*TOBin2   1    792.9   792.90     2.54    0.118 
Error                 49  15314.0   312.53 
  Lack-of-Fit          9   3460.3   384.48     1.30    0.269 
  Pure Error          40  11853.6   296.34 
Total                 55  18744.8 
 
 Confirmation of the main effect of the RRT in medium-high patients was very clear, and 
further removals of items were conducted to ensure a complete analysis. 
 
General Linear Model: Diff 7INT-2INT versus RT or No RT, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
TOBin2       Fixed       2  1, 2 
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Analysis of Variance 
Source                DF   Adj SS  Adj MS  F-Value  P-value 
  TOBin2               1    121.5   121.5     0.38    0.540 
  RT or No RT          1   1891.6  1891.6     5.93    0.018 
  RT or No RT*TOBin2   1    647.9   647.9     2.03    0.160 
Error                 52  16578.9   318.8 
Total                 55  18744.8 
 
 Further isolation of the age and workload factors revealed no more movements towards 
significant P-values.   As such, the effort moved to assessment of the high risk patient scenario. 
  
General Linear Model: Diff 19INT-1 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RN/SW                 1    944.8   944.77     3.09    0.087 
  AgeBin2               1     32.7    32.74     0.11    0.745 
  TotExpBin2            1      6.9     6.93     0.02    0.881 
  AveBin2               1    140.3   140.28     0.46    0.502 
  TOBin2                1    782.9   782.87     2.56    0.118 
  RT or No RT           1     74.9    74.88     0.25    0.623 
  RN/SW*AgeBin2         1    198.6   198.57     0.65    0.425 
  RN/SW*TotExpBin2      1      0.7     0.72     0.00    0.962 
  RN/SW*AveBin2         1    556.3   556.25     1.82    0.186 
  RN/SW*TOBin2          1    854.7   854.74     2.80    0.103 
  RN/SW*RT or No RT     1      9.9     9.88     0.03    0.858 
  AgeBin2*TotExpBin2    1    146.0   146.04     0.48    0.494 
  AgeBin2*AveBin2       1     42.2    42.19     0.14    0.712 
  AgeBin2*TOBin2        1    503.2   503.21     1.65    0.207 
  AgeBin2*RT or No RT   1   1076.3  1076.26     3.53    0.069 
  TotExpBin2*TOBin2     1    322.3   322.28     1.06    0.311 
  AveBin2*TOBin2        1    140.6   140.61     0.46    0.502 
  AveBin2*RT or No RT   1    737.4   737.42     2.42    0.129 
  TOBin2*RT or No RT    1      0.7     0.74     0.00    0.961 
Error                  36  10991.0   305.31 
  Lack-of-Fit          12   3784.8   315.40     1.05    0.439 
  Pure Error           24   7206.3   300.26 
 
.   General Linear Model: Diff 19INT-14INT versus RN/SW, TOBin2, AveBin2, 
AgeBin2, RT or No RT  
 
Method 
Factor coding  (-1, 0, +1) 
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Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
TOBin2       Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
AgeBin2      Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
 
Analysis of Variance 
Source                 DF   Adj SS  Adj MS  F-Value  P-value 
  RN/SW                 1    818.5  818.47     2.88    0.096 
  AgeBin2               1    266.8  266.76     0.94    0.338 
  AveBin2               1    193.3  193.29     0.68    0.414 
  TOBin2                1    835.8  835.82     2.94    0.093 
  RT or No RT           1     12.6   12.64     0.04    0.834 
  AveBin2*RT or No RT   1    370.3  370.34     1.30    0.259 
  AgeBin2*RT or No RT   1    451.8  451.78     1.59    0.214 
  RN/SW*TOBin2          1    760.2  760.23     2.68    0.109 
Error                  47  13354.4  284.14 
  Lack-of-Fit          18   4774.7  265.26     0.90    0.587 
  Pure Error           29   8579.8  295.85 
Total                  55  16349.0 
 
 
 Further analysis did not yield any P-values < .05.  No main or interaction effects were 
identified. 
D.3 Hypothesis 3 (Conjunction, or Subset Bias) 
 
 A one-sided two sample t-test would first be conducted followed by a paired t-test. 
Two-sample T for No Heu8a vs No Heu8b 
 
           N  Mean  StDev  SE Mean 
No Heu8a  28  4.46   1.64     0.31 
No Heu8b  28  4.39   1.62     0.31 
 
Difference = μ (No Heu8a) - μ (No Heu8b) 
Estimate for difference:  0.071 
95% lower bound for difference:  -0.658 
T-Test of difference = 0 (vs >): T-Value = 0.16  P-value = 0.435  DF = 53 
 
Two-sample T for RRT Hue8a vs RRT Hue8b 
 
            N  Mean  StDev  SE Mean 
RRT Hue8a  28  4.64   1.28     0.24 
RRT Hue8b  28  4.68   1.42     0.27 
 
Difference = μ (RRT Hue8a) - μ (RRT Hue8b) 
Estimate for difference:  -0.036 
95% lower bound for difference:  -0.640 
T-Test of difference = 0 (vs >): T-Value = -0.10  P-value = 0.539  DF = 53 
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Two-sample T for No Heu20a vs No Heu20b 
 
            N  Mean  StDev  SE Mean 
No Heu20a  28  4.39   1.40     0.26 
No Heu20b  28  3.79   1.69     0.32 
 
Difference = μ (No Heu20a) - μ (No Heu20b) 
Estimate for difference:  0.607 
95% lower bound for difference:  -0.086 
T-Test of difference = 0 (vs >): T-Value = 1.47  P-value = 0.074  DF = 52 
 
Two-sample T for RRT Heu20a vs RRT Heu20b 
 
             N  Mean  StDev  SE Mean 
RRT Heu20a  28  3.82   1.52     0.29 
RRT Heu20b  28  3.43   1.60     0.30 
 
 
Difference = μ (RRT Heu20a) - μ (RRT Heu20b) 
Estimate for difference:  0.393 
95% lower bound for difference:  -0.304 
T-Test of difference = 0 (vs >): T-Value = 0.94  P-value = 0.175  DF = 53 
 
Paired T for No Heu8a - No Heu8b 
 
             N   Mean  StDev  SE Mean 
No Heu8a    28  4.464  1.644    0.311 
No Heu8b    28  4.393  1.618    0.306 
Difference  28  0.071  1.676    0.317 
 
 
95% lower bound for mean difference: -0.468 
T-Test of mean difference = 0 (vs > 0): T-Value = 0.23  P-value = 0.412 
 
Paired T for No Heu20a - No Heu20b 
 
             N   Mean  StDev  SE Mean 
No Heu20a   28  4.393  1.397    0.264 
No Heu20b   28  3.786  1.686    0.319 
Difference  28  0.607  2.097    0.396 
 
 
95% lower bound for mean difference: -0.068 
T-Test of mean difference = 0 (vs > 0): T-Value = 1.53  P-value = 0.069 
 
Paired T for RRT Hue8a - RRT Hue8b 
 
             N    Mean  StDev  SE Mean 
RRT Hue8a   28   4.643  1.283    0.242 
RRT Hue8b   28   4.679  1.416    0.268 
Difference  28  -0.036  1.621    0.306 
 
 
95% lower bound for mean difference: -0.558 
T-Test of mean difference = 0 (vs > 0): T-Value = -0.12  P-value = 0.546 
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Paired T for RRT Heu20a - RRT Heu20b 
 
             N   Mean  StDev  SE Mean 
RRT Heu20a  28  3.821  1.517    0.287 
RRT Heu20b  28  3.429  1.597    0.302 
Difference  28  0.393  1.499    0.283 
 
95% lower bound for mean difference: -0.090 
T-Test of mean difference = 0 (vs > 0): T-Value = 1.39  P-value = 0.088 
 
There were no visible indicators that this cognitive bias exists across the groups.   
Demographics of the groups using a GLM/ANOVA test was next conducted. 
General Linear Model: Diff 8a-8b versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RN/SW                 1    5.961  5.96076     2.02    0.164 
  AgeBin2               1    2.883  2.88316     0.98    0.330 
  TotExpBin2            1    3.210  3.20982     1.09    0.304 
  AveBin2               1    3.411  3.41059     1.15    0.290 
  TOBin2                1    0.391  0.39083     0.13    0.718 
  RT or No RT           1    1.728  1.72840     0.59    0.449 
  RN/SW*AgeBin2         1    2.082  2.08191     0.70    0.407 
  RN/SW*TotExpBin2      1    5.022  5.02195     1.70    0.201 
  RN/SW*AveBin2         1    0.126  0.12594     0.04    0.838 
  RN/SW*TOBin2          1    0.045  0.04486     0.02    0.903 
  RN/SW*RT or No RT     1    1.936  1.93570     0.66    0.424 
  AgeBin2*TotExpBin2    1    0.051  0.05114     0.02    0.896 
  AgeBin2*AveBin2       1    0.817  0.81667     0.28    0.602 
  AgeBin2*TOBin2        1    1.279  1.27931     0.43    0.515 
  AgeBin2*RT or No RT   1    0.297  0.29749     0.10    0.753 
  TotExpBin2*TOBin2     1    4.303  4.30288     1.46    0.235 
  AveBin2*TOBin2        1    3.099  3.09864     1.05    0.313 
  AveBin2*RT or No RT   1    1.691  1.69054     0.57    0.454 
  TOBin2*RT or No RT    1    8.328  8.32769     2.82    0.102 
Error                  36  106.362  2.95449 
  Lack-of-Fit          12   27.778  2.31485     0.71    0.730 
 
General Linear Model: Diff 8a-8b versus RN/SW, TotExpBin2, TOBin2, RT or No RT  
 
Method 
Factor coding  (-1, 0, +1) 
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Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
TotExpBin2   Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                DF   Adj SS  Adj MS  F-Value  P-value 
  RN/SW                1    5.522  5.5216     2.02    0.161 
  TotExpBin2           1    1.889  1.8891     0.69    0.409 
  TOBin2               1    1.585  1.5852     0.58    0.450 
  RT or No RT          1    0.131  0.1306     0.05    0.828 
  RN/SW*TotExpBin2     1    2.784  2.7840     1.02    0.317 
  TOBin2*RT or No RT   1    4.968  4.9683     1.82    0.183 
Error                 49  133.657  2.7277 
  Lack-of-Fit          9   22.424  2.4915     0.90    0.538 
  Pure Error          40  111.233  2.7808 
Total                 55  146.982 
 
Refinement did not elicit any significant main or interaction effects for the medium-high patient. 
General Linear Model: Diff 20a-20b versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RN/SW                 1    1.912   1.9120     0.54    0.468 
  AgeBin2               1    0.014   0.0144     0.00    0.949 
  TotExpBin2            1    0.464   0.4644     0.13    0.720 
  AveBin2               1    0.035   0.0349     0.01    0.922 
  TOBin2                1    0.348   0.3484     0.10    0.756 
  RT or No RT           1    0.429   0.4293     0.12    0.730 
  RN/SW*AgeBin2         1    6.728   6.7279     1.90    0.177 
  RN/SW*TotExpBin2      1    7.830   7.8298     2.21    0.146 
  RN/SW*AveBin2         1    1.917   1.9170     0.54    0.467 
  RN/SW*TOBin2          1    2.900   2.9005     0.82    0.372 
  RN/SW*RT or No RT     1    0.883   0.8826     0.25    0.621 
  AgeBin2*TotExpBin2    1    1.576   1.5762     0.44    0.509 
  AgeBin2*AveBin2       1    0.033   0.0328     0.01    0.924 
  AgeBin2*TOBin2        1    6.860   6.8600     1.93    0.173 
  AgeBin2*RT or No RT   1    4.430   4.4300     1.25    0.271 
  TotExpBin2*TOBin2     1   19.206  19.2059     5.42    0.026 
  AveBin2*TOBin2        1    4.762   4.7618     1.34    0.254 
  AveBin2*RT or No RT   1    0.915   0.9150     0.26    0.615 
  TOBin2*RT or No RT    1    0.675   0.6745     0.19    0.665 
Error                  36  127.667   3.5463 
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General Linear Model: Diff 20a-20b versus TotExpBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
TotExpBin2  Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source               DF   Adj SS   Adj MS  F-Value  P-value 
  TotExpBin2          1    3.856   3.8559     1.23    0.272 
  TOBin2              1    0.258   0.2581     0.08    0.775 
  TotExpBin2*TOBin2   1   15.870  15.8702     5.07    0.029 
Error                52  162.628   3.1275 
Total                55  180.000 
 
 
Regression Equation 
Diff 20a-20b = 0.495 + 0.272 TotExpBin2_1 - 0.272 TotExpBin2_2 + 0.070 TOBin2_1 
               - 0.070 TOBin2_2 - 0.553 TotExpBin2*TOBin2_1 1 
+ 0.553 TotExpBin2*TOBin2_1 2 
               + 0.553 TotExpBin2*TOBin2_2 1 - 0.553 TotExpBin2*TOBin2_2 2 
 
Means 
                   Fitted 
Term                 Mean  SE Mean 
TotExpBin2 
  1                 0.768    0.320 
  2                 0.223    0.372 
TOBin2 
  1                 0.566    0.312 
  2                 0.425    0.379 
TotExpBin2*TOBin2 
  1 1               0.286    0.386 
  1 2               1.250    0.511 
  2 1               0.846    0.490 
  2 2              -0.400    0.559 
 
  
Case managers who have a low experience level will be more likely to widen the 
difference of the estimate/judgment in a non-normative manner when higher workflow exists.  
High level experience case managers generally see the primary outcome as more likely than the 
low experience case manager in conditions where work flow is low. However, as the work flow 
increases, their behavior changes in a non-normative, negative direction where they see the union 
of multiple events as more likely to occur (mean moves from 0.846 to -0.400). 
 
252 
 
D.4 Hypothesis 4 (The Unpacking Bias) 
 
Analysis begins with a two sample T-Test to examine the impacts of the RRT which are 
not expected to be the case.  
Two-Sample T-Test and CI: 5c No RRT, 5c RRT  
 
            N  Mean  StDev  SE Mean 
5c No RRT  28  22.0   28.6      5.4 
5c RRT     28  24.8   31.1      5.9 
 
Difference = μ (5c No RRT) - μ (5c RRT) 
Estimate for difference:  -2.86 
95% CI for difference:  (-18.86, 13.15) 
T-Test of difference = 0 (vs ≠): T-Value = -0.36  P-value = 0.722  DF = 54 
Both use Pooled StDev = 29.8735 
 
Two-Sample T-Test and CI: 11sum no RRT, 11sum RRT  
 
               N  Mean  StDev  SE Mean 
11sum no RRT  28  53.9   26.0      4.9 
11sum RRT     28  47.3   29.5      5.6 
 
Difference = μ (11sum no RRT) - μ (11sum RRT) 
Estimate for difference:  6.59 
95% CI for difference:  (-8.33, 21.50) 
T-Test of difference = 0 (vs ≠): T-Value = 0.89  P-value = 0.380  DF = 54 
Both use Pooled StDev = 27.8311 
 
 
Two-Sample T-Test and CI: 17c no RRT, 17c RRT  
 
             N  Mean  StDev  SE Mean 
17c no RRT  28  19.5   28.7      5.4 
17c RRT     28  4.64   8.38      1.6 
 
Difference = μ (17c no RRT) - μ (17c RRT) 
Estimate for difference:  14.82 
95% CI for difference:  (3.51, 26.13) 
T-Test of difference = 0 (vs ≠): T-Value = 2.63  P-value = 0.011  DF = 54 
Both use Pooled StDev = 21.1097 
 
  
Two-Sample T-Test and CI: 23sum no RRT, 23sum RRT  
 
               N  Mean  StDev  SE Mean 
23sum no RRT  28  42.1   20.8      3.9 
23sum RRT     28  34.6   18.3      3.5 
 
Difference = μ (23sum no RRT) - μ (23sum RRT) 
Estimate for difference:  7.50 
95% CI for difference:  (-3.00, 18.00) 
T-Test of difference = 0 (vs ≠): T-Value = 1.43  P-value = 0.158  DF = 54 
Both use Pooled StDev = 19.5873 
 
In order to verify if the hindsight bias exists, a paired T-Test analysis was conducted. 
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Paired T-Test and CI: 5c No RRT, 11sum no RRT  
 
               N    Mean  StDev  SE Mean 
5c No RRT     28   21.96  28.56     5.40 
11sum no RRT  28   53.93  26.01     4.92 
Difference    28  -31.96  19.74     3.73 
 
95% CI for mean difference: (-39.62, -24.31) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -8.57  P-value = 0.000 
 
Paired T-Test and CI: 5c RRT, 11sum RRT  
 
             N    Mean  StDev  SE Mean 
5c RRT      28   24.82  31.14     5.88 
11sum RRT   28   47.34  29.54     5.58 
Difference  28  -22.52  20.19     3.82 
 
95% CI for mean difference: (-30.35, -14.69) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -5.90  P-value = 0.000 
 
Paired T-Test and CI: 17c no RRT, 23sum no RRT  
 
               N    Mean  StDev  SE Mean 
17c no RRT    28   19.46  28.65     5.41 
23sum no RRT  28   42.14  20.79     3.93 
Difference    28  -22.68  22.59     4.27 
 
95% CI for mean difference: (-31.44, -13.92) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -5.31  P-value = 0.000 
 
  
Paired T-Test and CI: 17c RRT, 23sum RRT  
 
             N    Mean  StDev  SE Mean 
17c RRT     28    4.64   8.38     1.58 
23sum RRT   28   34.64  18.30     3.46 
Difference  28  -30.00  19.20     3.63 
 
95% CI for mean difference: (-37.44, -22.56) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -8.27  P-value = 0.000 
 
 
There is little question that the unpacking bias exists as every P-value is 0.000.  A 
GLM/ANOVA analysis was used to determine if any main or interaction effects impact the 
unpacking bias. 
General Linear Model: Diff 11sum-5 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
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TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT           1    458.5   458.54     1.09    0.303 
  AgeBin2               1    125.4   125.45     0.30    0.588 
  TotExpBin2            1     44.1    44.09     0.11    0.748 
  TOBin2                1     21.1    21.06     0.05    0.824 
  AgeBin2*TotExpBin2    1      3.9     3.88     0.01    0.924 
  AgeBin2*RT or No RT   1   1597.6  1597.56     3.81    0.059 
  TOBin2*RT or No RT    1    694.5   694.47     1.66    0.206 
  RN/SW                 1      1.2     1.21     0.00    0.958 
  AveBin2               1    397.7   397.67     0.95    0.337 
  RN/SW*AgeBin2         1      3.9     3.91     0.01    0.924 
  RN/SW*TotExpBin2      1      0.0     0.00     0.00    0.997 
  RN/SW*AveBin2         1    180.4   180.43     0.43    0.516 
  RN/SW*TOBin2          1      1.2     1.16     0.00    0.958 
  RN/SW*RT or No RT     1     74.2    74.17     0.18    0.677 
  AgeBin2*AveBin2       1    191.1   191.12     0.46    0.504 
  AgeBin2*TOBin2        1    372.5   372.49     0.89    0.352 
  TotExpBin2*TOBin2     1    124.5   124.52     0.30    0.589 
  AveBin2*TOBin2        1      1.3     1.34     0.00    0.955 
  AveBin2*RT or No RT   1    865.5   865.45     2.06    0.159 
Error                  36  15092.9   419.25 
  Lack-of-Fit          12   6341.3   528.44     1.45    0.212 
  Pure Error           24   8751.6   364.65 
Total                  55  22774.9 
 
General Linear Model: Diff 11sum-5c versus RT or No RT, AveBin2, AgeBin2  
 
Factor Information 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
AveBin2      Fixed       2  1, 2 
AgeBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                 DF   Adj SS  Adj MS  F-Value  P-value 
  RT or No RT           1    607.9   607.9     1.79    0.188 
  AgeBin2               1    259.2   259.2     0.76    0.387 
  RT or No RT*AgeBin2   1   1395.5  1395.5     4.10    0.048 
  AveBin2               1    618.0   618.0     1.82    0.184 
  RT or No RT*AveBin2   1   2122.4  2122.4     6.23    0.016 
Error                  50  17024.4   340.5 
  Lack-of-Fit           2    408.2   204.1     0.59    0.558 
  Pure Error           48  16616.2   346.2 
Total                  55  22774.9 
 
Model Summary 
      S    R-sq  R-sq(adj)  R-sq(pred) 
18.4523  25.25%     17.77%       6.61% 
 
Regression Equation 
Diff 11sum-5c = 27.47 + 3.36 RT or No RT_No RT - 3.36 RT or No RT_RT + 2.17 AgeBin2_1 
                - 2.17 AgeBin2_2 + 5.04 RT or No RT*AgeBin2_No RT 1 
                - 5.04 RT or No RT*AgeBin2_No RT 2 - 5.04 RT or No RT*AgeBin2_RT 1 
                + 5.04 RT or No RT*AgeBin2_RT 2 + 3.40 AveBin2_1 - 3.40 AveBin2_2 
                - 6.30 RT or No RT*AveBin2_No RT 1 + 6.30 RT or No RT*AveBin2_No RT 2 
                + 6.30 RT or No RT*AveBin2_RT 1 - 6.30 RT or No RT*AveBin2_RT 2 
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Means 
                     Fitted 
Term                   Mean  SE Mean 
RT or No RT 
  No RT               30.83     3.57 
  RT                  24.11     3.54 
AgeBin2 
  1                   29.64     3.42 
  2                   25.30     3.64 
RT or No RT*AgeBin2 
  No RT 1             38.03     4.91 
  No RT 2             23.62     5.13 
  RT 1                21.25     4.77 
  RT 2                26.98     5.18 
AveBin2 
  1                   30.87     3.87 
  2                   24.07     3.23 
RT or No RT*AveBin2 
  No RT 1             27.93     5.57 
  No RT 2             33.73     4.52 
  RT 1                33.81     5.36 
  RT 2                14.41     4.61 
 
 Two interaction effects were identified and plotted for further analysis.  Conduct of a 
GLM/ANOVA for the high risk patients was then conducted. 
 
General Linear Model: Diff 23sum-1 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT           1    850.1  850.143     1.64    0.209 
  AgeBin2               1    273.8  273.809     0.53    0.472 
  AgeBin2*RT or No RT   1     59.9   59.925     0.12    0.736 
  AveBin2               1     19.1   19.090     0.04    0.849 
  AveBin2*RT or No RT   1     28.3   28.289     0.05    0.817 
  RN/SW                 1    289.6  289.646     0.56    0.460 
  TotExpBin2            1    489.3  489.254     0.94    0.338 
  TOBin2                1    396.7  396.656     0.77    0.388 
  RN/SW*AgeBin2         1      0.0    0.000     0.00    1.000 
  RN/SW*TotExpBin2      1    215.6  215.554     0.42    0.523 
  RN/SW*AveBin2         1     26.3   26.273     0.05    0.823 
  RN/SW*TOBin2          1    134.4  134.354     0.26    0.614 
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  RN/SW*RT or No RT     1    286.6  286.637     0.55    0.462 
  AgeBin2*TotExpBin2    1    767.1  767.052     1.48    0.232 
  AgeBin2*AveBin2       1    304.5  304.456     0.59    0.448 
  AgeBin2*TOBin2        1     15.9   15.873     0.03    0.862 
  TotExpBin2*TOBin2     1     19.9   19.935     0.04    0.846 
  AveBin2*TOBin2        1    309.4  309.440     0.60    0.445 
  TOBin2*RT or No RT    1    215.3  215.295     0.42    0.523 
Error                  36  18663.9  518.441 
  Lack-of-Fit          12  10630.5  885.877     2.65    0.020 
  Pure Error           24   8033.3  334.722 
Total                  55  24474.6 
 
 
General Linear Model: Diff 23sum-17c versus RT or No RT, AveBin2, AgeBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
AveBin2      Fixed       2  1, 2 
AgeBin2      Fixed       2  1, 2 
 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT           1    985.2  985.189     2.15    0.149 
  AgeBin2               1    145.7  145.707     0.32    0.575 
  RT or No RT*AgeBin2   1     12.8   12.809     0.03    0.868 
  AveBin2               1      3.4    3.390     0.01    0.932 
  RT or No RT*AveBin2   1    581.9  581.918     1.27    0.265 
Error                  50  22905.4  458.108 
  Lack-of-Fit           2    385.1  192.532     0.41    0.666 
  Pure Error           48  22520.4  469.174 
Total                  55  24474.6 
 
 
 No high risk patient main or interaction effects were identified after multiple variations of 
the analysis were conducted.  
 
D.5 Hypothesis 5 (The Confirmation Bias) 
 
Prior to examining the confirmation bias, an examination of whether the RRT improves 
awareness of factor importance was conducted.  This next series of one-sample t-tests is 
measured against an expected mean if treatment of each increment from the RRT was equivalent, 
which is not the case.  In speaking with OSF Data Analytics, to acquire exact normalized figures 
of relative importance to a 7 point Likert scale was not feasible at that time.   It has been 
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maintained in this work to simply provide one way to examine how well the RRT might raise the 
relative awareness, and potential tradeoffs of the factors for the patient.  This likely presents one 
outlet for follow on research. 
 
One-Sample T: 3a noRRT  
Test of μ = 5.85 vs ≠ 5.85 
 
Variable   N   Mean  StDev  SE Mean      95% CI          T      P 
3a noRRT  28  5.786  1.397    0.264  (5.244, 6.328)  -0.24  0.809 
 
One-Sample T: 3aRRT  
Test of μ = 5.85 vs ≠ 5.85 
 
Variable   N   Mean  StDev  SE Mean      95% CI         T      P 
3aRRT     28  5.893  1.227    0.232  (5.417, 6.369)  0.18  0.855 
 
One-Sample T: 3b noRRT  
Test of μ = 6.77 vs ≠ 6.77 
 
Variable   N   Mean  StDev  SE Mean      95% CI           T      P 
3b noRRT  28  3.321  1.541    0.291  (2.724, 3.919)  -11.84  0.000 
 
One-Sample T: 3bRRT  
Test of μ = 6.77 vs ≠ 6.77 
 
Variable   N   Mean  StDev  SE Mean      95% CI           T      P 
3bRRT     28  3.536  1.598    0.302  (2.916, 4.155)  -10.71  0.000 
 
One-Sample T: 3c noRRT  
Test of μ = 4.23 vs ≠ 4.23 
 
Variable   N   Mean  StDev  SE Mean      95% CI          T      P 
3c noRRT  28  3.857  1.407    0.266  (3.312, 4.403)  -1.40  0.172 
 
One-Sample T: 3cRRT  
Test of μ = 4.23 vs ≠ 4.23 
 
Variable   N   Mean  StDev  SE Mean      95% CI          T      P 
3cRRT     28  4.036  1.503    0.284  (3.453, 4.618)  -0.68  0.500 
 
One-Sample T: 3d noRRT  
Test of μ = 2.5 vs ≠ 2.5 
 
Variable   N   Mean  StDev  SE Mean      95% CI         T      P 
3d noRRT  28  2.964  1.232    0.233  (2.487, 3.442)  1.99  0.056 
 
One-Sample T: 3dRRT  
Test of μ = 2.5 vs ≠ 2.5 
 
Variable   N   Mean  StDev  SE Mean      95% CI          T      P 
3dRRT     28  2.321  1.188    0.225  (1.861, 2.782)  -0.80  0.433 
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One-Sample T: 15a noRRT (AGE) 
Test of μ = 7 vs ≠ 7 
 
Variable    N   Mean  StDev  SE Mean      95% CI          T      P 
15a noRRT  28  6.143  0.591    0.112  (5.914, 6.372)  -7.68  0.000 
 
One-Sample T: 15a RRT  
Test of μ = 7 vs ≠ 7 
  
Variable   N   Mean  StDev  SE Mean      95% CI          T      P 
15a RRT   28  5.750  1.005    0.190  (5.360, 6.140)  -6.58  0.000 
 
One-Sample T: 15b noRRT (Emergency Admission) 
Test of μ = 6.4 vs ≠ 6.4 
 
Variable    N   Mean  StDev  SE Mean      95% CI          T      P 
15b noRRT  28  4.893  1.641    0.310  (4.257, 5.529)  -4.86  0.000 
 
One-Sample T: 15b RRT  
Test of μ = 6.4 vs ≠ 6.4 
 
Variable   N   Mean  StDev  SE Mean      95% CI          T      P 
15b RRT   28  4.893  1.397    0.264  (4.351, 5.434)  -5.71  0.000 
 
One-Sample T: 15d noRRT (Length of Stay) 
Test of μ = 4.2 vs ≠ 4.2 
 
Variable    N   Mean  StDev  SE Mean      95% CI         T      P 
15d noRRT  28  5.500  1.171    0.221  (5.046, 5.954)  5.88  0.000 
 
One-Sample T: 15d RRT  
Test of μ = 4.2 vs ≠ 4.2 
 
Variable   N   Mean  StDev  SE Mean      95% CI         T      P 
15d RRT   28  5.857  1.177    0.223  (5.401, 6.314)  7.45  0.000 
 
One-Sample T: 15c noRRT (Advanced Directive) 
Test of μ = 2.8 vs ≠ 2.8 
 
Variable    N   Mean  StDev  SE Mean      95% CI          T      P 
15c noRRT  28  2.393  1.197    0.226  (1.929, 2.857)  -1.80  0.083 
 
One-Sample T: 15c RRT  
Test of μ = 2.8 vs ≠ 2.8 
 
Variable   N   Mean  StDev  SE Mean      95% CI          T      P 
15c RRT   28  2.750  1.236    0.234  (2.271, 3.229)  -0.21  0.832 
 
The expected RRT score is derived in coordination with OSF Data Analytics as a 
weighted estimate based on the rank ordered presentation of the factors in the RRT.  These 
scores are not directly derived from the regression analysis, but from how the information is 
meant to be interpreted by the case managers.    
259 
 
Prior to the examination of the confirmation bias, knowledge of whether the RRT 
improved awareness of the patient factors in play was desired.  To do this, application of the 
RRT scores as the ‘gold standard’ in relative importance based on rank ordering as the RRT 
displays, and as the case managers would perceive that ordering.  A series of one-sided T Tests 
allowed analysis of how well the RRT improves the relative awareness of patient factors; these 
are captured in Appendix C of the report.   
Medium High Patient Assessment:  In the three factors where the null is accepted, the 
mean score moves towards the approved RRT solution in terms of rank order presentation of the 
factors.  There is some movement or slight impact in 3 of the 4.  In addition, the RRT mean score 
is nested well inside the 95% CI for each of the factors, while in the no RRT scores, the mean is 
very near the edge of the CI.   Speculation that the reason age was scored of lesser importance is 
due to the fictional patients being only 50 years old.  Since the interaction of factors is not 
explained in the RRT, the 50-year-old status in the context of the other factors perhaps is not 
perceived as impactful. 
High Risk Patient Assessment:  In the high risk patient, the judgements do not come near 
matching the RRT factor relative importance except for the advance directive which performs 
well.   The RRT was launched without formal training, and so comprehension of what the list 
truly is pointing out to the Case managers  is likely misunderstood.   
This approach to analysis will be tabled for now, but represents an area for further 
research.   A possible research question: Can the RRT patient factor listing improve case 
manager awareness of the ranking, and relative importance of those factors?   This experiment 
might be conducted between two groups ‘with training on the RRT’, and ‘without training on the 
RRT’.   
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Transition back to testing for the confirmation bias will now occur with the following 
paired t-tests to see if a confirmation bias might exist for each of the factors. 
 
Paired T-Test and CI: 3a noRRT, 9d noRRT (COPD) 
 
             N   Mean  StDev  SE Mean 
3a noRRT    28  5.786  1.397    0.264 
9d noRRT    28  5.536  1.503    0.284 
Difference  28  0.250  1.206    0.228 
 
95% CI for mean difference: (-0.218, 0.718) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = 1.10  P-value = 0.282 
 
Paired T-Test and CI: 3aRRT, 9dRRT (COPD) 
 
             N   Mean  StDev  SE Mean 
3aRRT       28  5.893  1.227    0.232 
9dRRT       28  5.893  0.786    0.149 
Difference  28  0.000  1.217    0.230 
 
95% CI for mean difference: (-0.472, 0.472) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = 0.00  P-value = 1.000 
 
Paired T-Test and CI: 3b noRRT, 9b no RRT (AGE) 
 
             N    Mean  StDev  SE Mean 
3b noRRT    28   3.321  1.541    0.291 
9b no RRT   28   4.393  1.641    0.310 
Difference  28  -1.071  1.274    0.241 
 
95% CI for mean difference: (-1.566, -0.577) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -4.45  P-value = 0.000 
 
 
Paired T-Test and CI: 3bRRT, 9bRRT (AGE) 
 
             N    Mean  StDev  SE Mean 
3bRRT       28   3.536  1.598    0.302 
9bRRT       28   4.357  1.446    0.273 
Difference  28  -0.821  1.565    0.296 
 
95% CI for mean difference: (-1.428, -0.215) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -2.78  P-value = 0.010 
 
Paired T-Test and CI: 3c noRRT, 9c noRRT (Service Line) 
 
             N    Mean  StDev  SE Mean 
3c noRRT    28   3.857  1.407    0.266 
9c noRRT    28   5.643  1.393    0.263 
Difference  28  -1.786  1.729    0.327 
 
95% CI for mean difference: (-2.456, -1.115) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -5.47  P-value = 0.000 
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Paired T-Test and CI: 3cRRT, 9cRRT (Service Line) 
 
             N    Mean  StDev  SE Mean 
3cRRT       28   4.036  1.503    0.284 
9cRRT       28   5.929  0.716    0.135 
Difference  28  -1.893  1.750    0.331 
 
95% CI for mean difference: (-2.571, -1.214) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -5.72  P-value = 0.000 
 
 
Paired T-Test and CI: 3d noRRT, 9a noRRT (OSF PCP) 
 
             N    Mean  StDev  SE Mean 
3d noRRT    28   2.964  1.232    0.233 
9a noRRT    28   4.607  1.397    0.264 
Difference  28  -1.643  1.870    0.353 
 
95% CI for mean difference: (-2.368, -0.918) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -4.65  P-value = 0.000 
 
Paired T-Test and CI: 3dRRT, 9aRRT (OSF PCP) 
 
             N    Mean  StDev  SE Mean 
3dRRT       28   2.321  1.188    0.225 
9aRRT       28   4.357  1.393    0.263 
Difference  28  -2.036  1.401    0.265 
 
95% CI for mean difference: (-2.579, -1.493) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -7.69  P-value = 0.000 
 
For the high risk patient scenario: 
Paired T-Test and CI: 15a noRRT, 21b noRRT (AGE) 
 
             N   Mean  StDev  SE Mean 
15a noRRT   28  6.143  0.591    0.112 
21b noRRT   28  5.714  0.810    0.153 
Difference  28  0.429  0.690    0.130 
 
95% CI for mean difference: (0.161, 0.696) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = 3.29  P-value = 0.003 
 
Paired T-Test and CI: 15a RRT, 21b RRT  
 
             N   Mean  StDev  SE Mean 
15a RRT     28  5.750  1.005    0.190 
21b RRT     28  5.321  1.307    0.247 
Difference  28  0.429  1.451    0.274 
 
95% CI for mean difference: (-0.134, 0.991) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = 1.56  P-value = 0.130 
 
Paired T-Test and CI: 15b noRRT, 21c noRRT (Emergency Admission) 
 
             N   Mean  StDev  SE Mean 
15b noRRT   28  4.893  1.641    0.310 
21c noRRT   28  4.714  1.243    0.235 
Difference  28  0.179  1.389    0.263 
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95% CI for mean difference: (-0.360, 0.717) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = 0.68  P-value = 0.502 
 
Paired T-Test and CI: 15b RRT, 21c RRT  
 
             N    Mean  StDev  SE Mean 
15b RRT     28   4.893  1.397    0.264 
21c RRT     28   5.250  1.456    0.275 
Difference  28  -0.357  1.545    0.292 
 
95% CI for mean difference: (-0.956, 0.242) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -1.22  P-value = 0.232 
 
Paired T-Test and CI: 15d noRRT, 21a noRRT (Ave Length of Stay) 
 
             N   Mean  StDev  SE Mean 
15d noRRT   28  5.500  1.171    0.221 
21a noRRT   28  5.393  1.315    0.248 
Difference  28  0.107  1.286    0.243 
 
95% CI for mean difference: (-0.392, 0.606) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = 0.44  P-value = 0.663 
 
 
Paired T-Test and CI: 15d RRT, 21a RRT  
 
             N   Mean  StDev  SE Mean 
15d RRT     28  5.857  1.177    0.223 
21a RRT     28  5.179  1.362    0.257 
Difference  28  0.679  1.679    0.317 
 
95% CI for mean difference: (0.028, 1.330) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = 2.14  P-value = 0.042 
 
Paired T-Test and CI: 15c noRRT, 21d noRRT (Advanced Directive) 
 
             N    Mean  StDev  SE Mean 
15c noRRT   28   2.393  1.197    0.226 
21d noRRT   28   3.250  1.838    0.347 
Difference  28  -0.857  1.508    0.285 
 
95% CI for mean difference: (-1.442, -0.272) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -3.01  P-value = 0.006 
 
Paired T-Test and CI: 15c RRT, 21d RRT  
 
             N    Mean  StDev  SE Mean 
15c RRT     28   2.750  1.236    0.234 
21d RRT     28   3.393  1.707    0.323 
Difference  28  -0.643  1.726    0.326 
 
95% CI for mean difference: (-1.312, 0.026) 
T-Test of mean difference = 0 (vs ≠ 0): T-Value = -1.97  P-value = 0.059 
 
 
 GLM/ANOVA analysis was next performed to determine any main or interaction effects 
in the confirmation bias. 
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General Linear Model: Diff 9d-3a versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT           1   2.0883  2.08826     1.37    0.249 
  AgeBin2               1   1.6844  1.68438     1.11    0.300 
  AgeBin2*RT or No RT   1   0.0118  0.01185     0.01    0.930 
  AveBin2               1   3.1979  3.19795     2.10    0.156 
  AveBin2*RT or No RT   1   0.6408  0.64080     0.42    0.520 
  RN/SW                 1   0.0047  0.00473     0.00    0.956 
  TotExpBin2            1   0.4674  0.46743     0.31    0.583 
  TOBin2                1   1.0156  1.01563     0.67    0.419 
  RN/SW*AgeBin2         1   1.0359  1.03589     0.68    0.415 
  RN/SW*TotExpBin2      1   0.8827  0.88269     0.58    0.451 
  RN/SW*AveBin2         1   4.4461  4.44610     2.92    0.096 
  RN/SW*TOBin2          1   0.7715  0.77155     0.51    0.481 
  RN/SW*RT or No RT     1   1.3080  1.30797     0.86    0.360 
  AgeBin2*TotExpBin2    1   0.6262  0.62618     0.41    0.525 
  AgeBin2*AveBin2       1   0.7596  0.75958     0.50    0.484 
  AgeBin2*TOBin2        1   4.7094  4.70940     3.10    0.087 
  TotExpBin2*TOBin2     1   3.2093  3.20928     2.11    0.155 
  AveBin2*TOBin2        1   0.0715  0.07154     0.05    0.830 
  TOBin2*RT or No RT    1   0.0000  0.00004     0.00    0.996 
Error                  36  54.7457  1.52072 
  Lack-of-Fit          12   9.4124  0.78437     0.42    0.943 
 
 
General Linear Model: Diff 9d-3a versus AveBin2, RN/SW, TOBin2, AgeBin2, 
TotExpBin2  
 
Factor Information 
Factor      Type   Levels  Values 
AveBin2     Fixed       2  1, 2 
RN/SW       Fixed       2  RN, SW 
TOBin2      Fixed       2  1, 2 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
 
Analysis of Variance 
Source               DF   Adj SS  Adj MS  F-Value  P-value 
  AgeBin2             1   3.2787  3.2787     2.24    0.141 
  AveBin2             1   3.9795  3.9795     2.72    0.106 
  RN/SW               1   0.1942  0.1942     0.13    0.717 
  TotExpBin2          1   0.6488  0.6488     0.44    0.509 
  TOBin2              1   0.6817  0.6817     0.47    0.498 
  RN/SW*TOBin2        1   0.6075  0.6075     0.41    0.523 
  TOBin2*AgeBin2      1   1.7398  1.7398     1.19    0.281 
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  TOBin2*TotExpBin2   1   0.8111  0.8111     0.55    0.461 
Error                47  68.8488  1.4649 
  Lack-of-Fit        11  12.7654  1.1605     0.74    0.689 
  Pure Error         36  56.0833  1.5579 
Total                55  80.1250 
 
***No findings; examine next match. 
General Linear Model: Diff9b-3b versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2               1    0.423  0.42329     0.10    0.753 
  AveBin2               1    4.241  4.24098     1.00    0.323 
  RN/SW                 1    1.478  1.47759     0.35    0.558 
  TotExpBin2            1    0.080  0.07981     0.02    0.891 
  TOBin2                1    0.369  0.36931     0.09    0.769 
  RN/SW*TOBin2          1    0.354  0.35373     0.08    0.774 
  AgeBin2*TOBin2        1    1.544  1.54392     0.37    0.549 
  TotExpBin2*TOBin2     1    1.049  1.04857     0.25    0.621 
  RT or No RT           1    2.703  2.70289     0.64    0.429 
  RN/SW*AgeBin2         1    0.030  0.02958     0.01    0.934 
  RN/SW*TotExpBin2      1    0.775  0.77527     0.18    0.671 
  RN/SW*AveBin2         1    0.278  0.27791     0.07    0.799 
  RN/SW*RT or No RT     1    4.432  4.43162     1.05    0.312 
  AgeBin2*TotExpBin2    1    0.708  0.70821     0.17    0.685 
  AgeBin2*AveBin2       1    2.356  2.35635     0.56    0.460 
  AgeBin2*RT or No RT   1    9.391  9.39055     2.22    0.145 
  AveBin2*TOBin2        1    0.060  0.05955     0.01    0.906 
  AveBin2*RT or No RT   1    1.637  1.63704     0.39    0.537 
  TOBin2*RT or No RT    1    2.763  2.76279     0.65    0.424 
Error                  36  152.009  4.22248 
  Lack-of-Fit          12   83.009  6.91743     2.41    0.032 
  Pure Error           24   69.000  2.87500 
Total                  55  193.429 
 
***No mean or interaction effects; move to next factor. 
 
General Linear Model: Diff 9c-3c versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
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AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2               1    2.431  2.43070     1.02    0.319 
  AveBin2               1    0.519  0.51867     0.22    0.644 
  RN/SW                 1    3.331  3.33108     1.40    0.245 
  TotExpBin2            1    3.328  3.32773     1.40    0.245 
  TOBin2                1    1.247  1.24693     0.52    0.474 
  RN/SW*TOBin2          1    2.676  2.67621     1.12    0.296 
  AgeBin2*TOBin2        1    5.831  5.83119     2.45    0.127 
  TotExpBin2*TOBin2     1    8.140  8.14001     3.41    0.073 
  RT or No RT           1    1.021  1.02097     0.43    0.517 
  RN/SW*AgeBin2         1    7.667  7.66731     3.22    0.081 
  RN/SW*TotExpBin2      1    7.671  7.67091     3.22    0.081 
  RN/SW*AveBin2         1    0.103  0.10328     0.04    0.836 
  RN/SW*RT or No RT     1    1.685  1.68499     0.71    0.406 
  AgeBin2*TotExpBin2    1    0.047  0.04674     0.02    0.889 
  AgeBin2*AveBin2       1    5.916  5.91620     2.48    0.124 
  AgeBin2*RT or No RT   1    0.300  0.29974     0.13    0.725 
  AveBin2*TOBin2        1    5.814  5.81447     2.44    0.127 
  AveBin2*RT or No RT   1    9.309  9.30935     3.90    0.056 
  TOBin2*RT or No RT    1    0.045  0.04489     0.02    0.892 
Error                  36   85.838  2.38439 
  Lack-of-Fit          12   38.338  3.19484     1.61    0.154 
  Pure Error           24   47.500  1.97917 
Total                  55  163.554 
 
General Linear Model: Diff 9c-3c versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2               1    5.998   5.9983     2.78    0.103 
  AveBin2               1    0.962   0.9621     0.45    0.508 
  RN/SW                 1    3.524   3.5244     1.64    0.208 
  TotExpBin2            1    9.148   9.1481     4.24    0.046 
  TOBin2                1    1.759   1.7595     0.82    0.371 
  AgeBin2*TOBin2        1    7.463   7.4634     3.46    0.070 
  TotExpBin2*TOBin2     1   12.915  12.9154     5.99    0.019 
  RT or No RT           1    2.099   2.0989     0.97    0.329 
  RN/SW*AgeBin2         1    9.952   9.9523     4.62    0.037 
  RN/SW*TotExpBin2      1   10.141  10.1412     4.70    0.036 
  AgeBin2*AveBin2       1   11.494  11.4944     5.33    0.026 
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  AveBin2*TOBin2        1    3.730   3.7304     1.73    0.195 
  AveBin2*RT or No RT   1    6.241   6.2409     2.90    0.096 
Error                  42   90.535   2.1556 
  Lack-of-Fit          18   43.035   2.3908     1.21    0.328 
  Pure Error           24   47.500   1.9792 
Total                  55  163.554 
 
General Linear Model: Diff 9c-3c versus TotExpBin2, TOBin2, RN/SW, AgeBin2, 
AveBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
TotExpBin2  Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
 
Analysis of Variance 
Source               DF   Adj SS  Adj MS  F-Value  P-value 
  AgeBin2             1    5.532   5.532     2.40    0.128 
  AveBin2             1    4.459   4.459     1.93    0.171 
  TOBin2              1    4.307   4.307     1.87    0.178 
  TotExpBin2          1   10.777  10.777     4.68    0.036 
  RN/SW               1    3.037   3.037     1.32    0.257 
  TotExpBin2*TOBin2   1    9.283   9.283     4.03    0.051 (null rejected) 
  TotExpBin2*RN/SW    1   12.315  12.315     5.34    0.025 
  RN/SW*AgeBin2       1    9.582   9.582     4.16    0.047 
  AgeBin2*AveBin2     1    8.208   8.208     3.56    0.065 (null conditionally 
rejected)) 
Error                46  106.031   2.305 
  Lack-of-Fit        10   27.348   2.735     1.25    0.294 
  Pure Error         36   78.683   2.186 
Total                55  163.554 
 
Regression Equation 
Diff 9c-3c = 1.817 - 0.585 AgeBin2_1 + 0.585 AgeBin2_2 + 0.315 AveBin2_1 -
 0.315 AveBin2_2 
             - 0.301 TOBin2_1 + 0.301 TOBin2_2 + 0.818 TotExpBin2_1 -
 0.818 TotExpBin2_2 
             - 0.253 RN/SW_RN + 0.253 RN/SW_SW - 0.447 TotExpBin2*TOBin2_1 1 
             + 0.447 TotExpBin2*TOBin2_1 2 + 0.447 TotExpBin2*TOBin2_2 1 
             - 0.447 TotExpBin2*TOBin2_2 2 - 0.960 TotExpBin2*RN/SW_1 RN 
             + 0.960 TotExpBin2*RN/SW_1 SW + 0.960 TotExpBin2*RN/SW_2 RN 
             - 0.960 TotExpBin2*RN/SW_2 SW + 0.802 RN/SW*AgeBin2_RN 1 
             - 0.802 RN/SW*AgeBin2_RN 2 - 0.802 RN/SW*AgeBin2_SW 1 
+ 0.802 RN/SW*AgeBin2_SW 2 
             - 0.420 AgeBin2*AveBin2_1 1 + 0.420 AgeBin2*AveBin2_1 2 
             + 0.420 AgeBin2*AveBin2_2 1 - 0.420 AgeBin2*AveBin2_2 2 
 
Means 
                   Fitted 
Term                 Mean  SE Mean 
TotExpBin2 
  1                 2.635    0.397 
  2                 0.999    0.481 
TotExpBin2*TOBin2 
  1 1               1.888    0.452 
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  1 2               3.382    0.540 
  2 1               1.145    0.573 
  2 2               0.853    0.586 
TotExpBin2*RN/SW 
  1 RN              1.423    0.560 
  1 SW              3.848    0.590 
  2 RN              1.706    0.615 
  2 SW              0.292    0.788 
RN/SW*AgeBin2 
  RN 1              1.781    0.644 
  RN 2              1.347    0.531 
  SW 1              0.683    0.720 
  SW 2              3.458    0.611 
AgeBin2*AveBin2 
  1 1               1.127    0.622 
  1 2               1.337    0.501 
  2 1               3.138    0.550 
  2 2               1.667    0.490 
 
 
 
 Further analysis was conducted, but the four interaction effects held and the main effect 
bounced just above, and just below the P-value of 0.05.  
General Linear Model: Diff 9a-3d versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2               1    1.392  1.39166     0.53    0.472 
  AveBin2               1    1.906  1.90607     0.72    0.401 
  RN/SW                 1    2.084  2.08357     0.79    0.380 
  TotExpBin2            1    2.079  2.07929     0.79    0.381 
  TOBin2                1    0.096  0.09639     0.04    0.850 
  AgeBin2*TOBin2        1    2.068  2.06790     0.78    0.382 
  TotExpBin2*TOBin2     1    0.267  0.26710     0.10    0.752 
  RN/SW*AgeBin2         1    0.004  0.00359     0.00    0.971 
  RN/SW*TotExpBin2      1    0.649  0.64933     0.25    0.623 
  AgeBin2*AveBin2       1    7.938  7.93808     3.01    0.091 
  RT or No RT           1    0.449  0.44913     0.17    0.682 
  RN/SW*AveBin2         1    1.094  1.09422     0.41    0.524 
  RN/SW*TOBin2          1    5.938  5.93847     2.25    0.142 
  RN/SW*RT or No RT     1    0.294  0.29437     0.11    0.740 
  AgeBin2*TotExpBin2    1    8.845  8.84537     3.35    0.075 
  AgeBin2*RT or No RT   1    3.746  3.74617     1.42    0.241 
  AveBin2*TOBin2        1    0.273  0.27277     0.10    0.750 
  AveBin2*RT or No RT   1    0.340  0.33982     0.13    0.722 
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  TOBin2*RT or No RT    1    0.000  0.00000     0.00    0.999 
Error                  36   94.997  2.63880 
  Lack-of-Fit          12   23.414  1.95113     0.65    0.776 
  Pure Error           24   71.583  2.98264 
Total                  55  149.554 
 
General Linear Model: Diff 9a-3d versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
 
Source                DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2              1    4.361   4.3608     1.87    0.178 
  AveBin2              1    6.746   6.7462     2.89    0.096 
  RN/SW                1    0.839   0.8386     0.36    0.552 
  TotExpBin2           1    4.196   4.1963     1.80    0.186 
  TOBin2               1    1.059   1.0595     0.45    0.504 
  AgeBin2*AveBin2      1   20.998  20.9981     9.00    0.004 
  RN/SW*TOBin2         1    3.070   3.0697     1.32    0.257 
  AgeBin2*TotExpBin2   1   12.993  12.9929     5.57    0.022 
Error                 47  109.646   2.3329 
  Lack-of-Fit         11   13.262   1.2057     0.45    0.921 
  Pure Error          36   96.383   2.6773 
Total                 55  149.554 
 
Means 
                    Fitted 
Term                  Mean  SE Mean 
AgeBin2*AveBin2 
  1 1                4.527    0.916 
  1 2                2.514    0.808 
  2 1                1.988    0.534 
  2 2                2.557    0.501 
AgeBin2*TotExpBin2 
  1 1                1.800    0.312 
  1 2                 5.24     1.61 
  2 1                2.750    0.764 
  2 2                1.795    0.334 
 
General Linear Model: Diff 9a-3d versus AgeBin2, AveBin2, TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
AgeBin2     Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
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TotExpBin2  Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS  Adj MS  F-Value  P-Value 
  AgeBin2              1    3.581   3.581     1.56    0.217 
  AveBin2              1    6.659   6.659     2.90    0.095 
  TotExpBin2           1    3.393   3.393     1.48    0.230 
  AgeBin2*AveBin2      1   17.929  17.929     7.81    0.007 
  AgeBin2*TotExpBin2   1   12.344  12.344     5.38    0.025 
Error                 50  114.740   2.295 
  Lack-of-Fit          1    1.302   1.302     0.56    0.457 
  Pure Error          49  113.438   2.315 
Total                 55  149.554 
 
Model Summary 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.51486  23.28%     15.61%           * 
 
 
Regression Equation 
Diff 9a-3d = 2.819 + 0.556 AgeBin2_1 - 0.556 AgeBin2_2 + 0.354 AveBin2_1 -
 0.354 AveBin2_2 
             - 0.536 TotExpBin2_1 + 0.536 TotExpBin2_2 + 0.580 AgeBin2*AveBin2_1 1 
             - 0.580 AgeBin2*AveBin2_1 2 - 0.580 AgeBin2*AveBin2_2 1 
             + 0.580 AgeBin2*AveBin2_2 2 - 1.023 AgeBin2*TotExpBin2_1 1 
             + 1.023 AgeBin2*TotExpBin2_1 2 + 1.023 AgeBin2*TotExpBin2_2 1 
             - 1.023 AgeBin2*TotExpBin2_2 2 
 
 
Means 
                    Fitted 
Term                  Mean  SE Mean 
AgeBin2 
  1                  3.375    0.788 
  2                  2.263    0.413 
AveBin2 
  1                  3.173    0.519 
  2                  2.466    0.462 
TotExpBin2 
  1                  2.283    0.405 
  2                  3.355    0.788 
AgeBin2*AveBin2 
  1 1                4.309    0.894 
  1 2                2.441    0.779 
  2 1                2.037    0.527 
  2 2                2.490    0.495 
AgeBin2*TotExpBin2 
  1 1                1.816    0.286 
  1 2                 4.93     1.54 
  2 1                2.750    0.757 
  2 2                1.777    0.328 
 
Further isolation did not yield other interactions. 
General Linear Model: Diff 21b-15a versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
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Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2               1   0.0476  0.04760     0.03    0.864 
  AveBin2               1   1.4471  1.44712     0.91    0.348 
  RN/SW                 1   0.6584  0.65836     0.41    0.525 
  TotExpBin2            1   0.1814  0.18137     0.11    0.738 
  TOBin2                1   0.0146  0.01464     0.01    0.924 
  AgeBin2*AveBin2       1   0.4387  0.43869     0.27    0.603 
  RN/SW*TOBin2          1   0.4675  0.46751     0.29    0.592 
  AgeBin2*TotExpBin2    1   0.0653  0.06525     0.04    0.841 
  RT or No RT           1   0.1837  0.18370     0.11    0.736 
  RN/SW*AgeBin2         1   0.5143  0.51427     0.32    0.574 
  RN/SW*TotExpBin2      1   0.6913  0.69132     0.43    0.515 
  RN/SW*AveBin2         1   0.0443  0.04427     0.03    0.869 
  RN/SW*RT or No RT     1   0.9127  0.91274     0.57    0.455 
  AgeBin2*TOBin2        1   0.2312  0.23119     0.14    0.706 
  AgeBin2*RT or No RT   1   0.0577  0.05774     0.04    0.850 
  TotExpBin2*TOBin2     1   0.1477  0.14772     0.09    0.763 
  AveBin2*TOBin2        1   0.1929  0.19290     0.12    0.730 
  AveBin2*RT or No RT   1   0.2850  0.28499     0.18    0.675 
  TOBin2*RT or No RT    1   2.4198  2.41984     1.51    0.226 
Error                  36  57.5069  1.59741 
  Lack-of-Fit          12   8.8403  0.73669     0.36    0.964 
  Pure Error           24  48.6667  2.02778 
Total                  55  69.7143 
 
***Nothing warrants further examination.  Proceed to next factor. 
 
General Linear Model: Diff 21c-15b versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2               1    0.013   0.0128     0.01    0.939 
  AveBin2               1    0.559   0.5588     0.26    0.613 
  RN/SW                 1    0.554   0.5535     0.26    0.614 
  TotExpBin2            1    0.599   0.5989     0.28    0.600 
  TOBin2                1    0.399   0.3994     0.19    0.668 
  AgeBin2*AveBin2       1    0.122   0.1221     0.06    0.813 
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  RN/SW*TOBin2          1    2.421   2.4214     1.13    0.295 
  AgeBin2*TotExpBin2    1    0.912   0.9116     0.43    0.518 
  RT or No RT           1    4.025   4.0250     1.88    0.179 
  RN/SW*AgeBin2         1    3.755   3.7554     1.75    0.194 
  RN/SW*TotExpBin2      1    1.186   1.1863     0.55    0.462 
  RN/SW*AveBin2         1    3.223   3.2230     1.50    0.228 
  RN/SW*RT or No RT     1   13.222  13.2224     6.17    0.018 
  AgeBin2*TOBin2        1    0.040   0.0401     0.02    0.892 
  AgeBin2*RT or No RT   1    8.134   8.1338     3.80    0.059 
  TotExpBin2*TOBin2     1    1.023   1.0226     0.48    0.494 
  AveBin2*TOBin2        1    2.112   2.1124     0.99    0.327 
  AveBin2*RT or No RT   1    3.191   3.1906     1.49    0.230 
  TOBin2*RT or No RT    1    0.000   0.0001     0.00    0.994 
Error                  36   77.132   2.1425 
  Lack-of-Fit          12   28.298   2.3582     1.16    0.364 
  Pure Error           24   48.833   2.0347 
Total                  55  120.554 
 
General Linear Model: Diff 21c-15b versus RN/SW, RT or No RT, AgeBin2  
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
RT or No RT  Fixed       2  No RT, RT 
AgeBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                 DF   Adj SS  Adj MS  F-Value  P-value 
  AgeBin2               1    1.036   1.036     0.54    0.467 
  RN/SW                 1    2.519   2.519     1.31    0.259 
  RT or No RT           1    3.963   3.963     2.05    0.158 
  RN/SW*RT or No RT     1   11.638  11.638     6.03    0.018 
  RT or No RT*AgeBin2   1    6.730   6.730     3.49    0.068 
Error                  50   96.452   1.929 
  Lack-of-Fit           2    5.235   2.617     1.38    0.262 
  Pure Error           48   91.218   1.900 
Total                  55  120.554 
 
Regression Equation 
 
Diff 21c-15b = 0.055 + 0.139 AgeBin2_1 - 0.139 AgeBin2_2 - 0.217 RN/SW_RN 
+ 0.217 RN/SW_SW 
               - 0.267 RT or No RT_No RT + 0.267 RT or No RT_RT -
 0.467 RN/SW*RT or No RT_RN 
               No RT + 0.467 RN/SW*RT or No RT_RN RT + 0.467 RN/SW*RT or No RT_SW No 
RT 
               - 0.467 RN/SW*RT or No RT_SW RT - 0.355 RT or No RT*AgeBin2_No RT 1 
               + 0.355 RT or No RT*AgeBin2_No RT 2 + 0.355 RT or No RT*AgeBin2_RT 1 
               - 0.355 RT or No RT*AgeBin2_RT 2 
 
Means 
                     Fitted 
Term                   Mean  SE Mean 
RN/SW*RT or No RT 
  RN No RT           -0.896    0.390 
  RN RT               0.571    0.371 
  SW No RT            0.472    0.370 
  SW RT               0.072    0.373 
 
Further analysis did not uncover a second significant interaction. 
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General Linear Model: Diff 21a-15d versus RN/SW, TotExpBin2, AgeBin2, AveBin2, 
TOBin2, ...  
 
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
TotExpBin2   Fixed       2  1, 2 
AgeBin2      Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                    DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2                  1    2.470  2.46956     0.86    0.360 
  RN/SW                    1    0.139  0.13924     0.05    0.827 
  RT or No RT              1    2.495  2.49550     0.87    0.358 
  RN/SW*RT or No RT        1    0.739  0.73864     0.26    0.615 
  AgeBin2*RT or No RT      1    0.000  0.00011     0.00    0.995 
  TotExpBin2               1    1.799  1.79864     0.63    0.434 
  AveBin2                  1    1.896  1.89564     0.66    0.422 
  TOBin2                   1    2.815  2.81542     0.98    0.329 
  RN/SW*TotExpBin2         1    1.470  1.47016     0.51    0.479 
  RN/SW*AgeBin2            1    2.548  2.54844     0.89    0.353 
  RN/SW*AveBin2            1    2.359  2.35899     0.82    0.371 
  RN/SW*TOBin2             1    0.010  0.00997     0.00    0.953 
  TotExpBin2*AgeBin2       1    1.617  1.61729     0.56    0.458 
  TotExpBin2*AveBin2       1    1.407  1.40738     0.49    0.488 
  TotExpBin2*TOBin2        1    0.288  0.28786     0.10    0.753 
  TotExpBin2*RT or No RT   1    0.025  0.02546     0.01    0.926 
  AveBin2*TOBin2           1    0.413  0.41254     0.14    0.707 
  AveBin2*RT or No RT      1    1.366  1.36550     0.48    0.495 
  TOBin2*RT or No RT       1    1.723  1.72303     0.60    0.444 
Error                     36  103.406  2.87240 
  Lack-of-Fit             12   21.073  1.75610     0.51    0.886 
  Pure Error              24   82.333  3.43056 
Total                     55  125.357 
 
No effects identified; move to the final factor analysis. 
 
General Linear Model: Diff 21d-15c versus RN/SW, TotExpBin2, AgeBin2, AveBin2, 
TOBin2, ...  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
TotExpBin2   Fixed       2  1, 2 
AgeBin2      Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
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Source                    DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2                  1    0.273  0.27264     0.08    0.781 
  RN/SW                    1    5.470  5.47011     1.58    0.217 
  RT or No RT              1    2.041  2.04141     0.59    0.448 
  RN/SW*RT or No RT        1    0.435  0.43529     0.13    0.725 
  AgeBin2*RT or No RT      1    0.645  0.64531     0.19    0.669 
  TotExpBin2               1    0.668  0.66770     0.19    0.663 
  AveBin2                  1    4.954  4.95417     1.43    0.240 
  TOBin2                   1    6.597  6.59673     1.90    0.176 
  RN/SW*TotExpBin2         1    1.679  1.67943     0.48    0.491 
  RN/SW*AgeBin2            1    1.175  1.17511     0.34    0.564 
  RN/SW*AveBin2            1    2.820  2.82049     0.81    0.373 
  RN/SW*TOBin2             1    2.663  2.66344     0.77    0.387 
  TotExpBin2*AgeBin2       1    1.874  1.87428     0.54    0.467 
  TotExpBin2*AveBin2       1    0.089  0.08937     0.03    0.873 
  TotExpBin2*TOBin2        1    1.332  1.33185     0.38    0.539 
  TotExpBin2*RT or No RT   1    0.349  0.34942     0.10    0.753 
  AveBin2*TOBin2           1    2.270  2.26985     0.65    0.424 
  AveBin2*RT or No RT      1    0.012  0.01184     0.00    0.954 
  TOBin2*RT or No RT       1    4.918  4.91848     1.42    0.241 
Error                     36  124.785  3.46624 
  Lack-of-Fit             12   38.368  3.19732     0.89    0.570 
  Pure Error              24   86.417  3.60069 
Total                     55  142.500 
 
Further analysis did not uncover any main or interaction effects.  This represents the end of work 
for hypothesis 5.  
 
D.6 Hypothesis 6 (The Planner’s Fallacy) 
 
A two-sided, two sample t-test was first conducted to examine impacts of the RRT, and provide 
for a comparison with the ANOVA. 
Two-sample T for 12 noRRT vs 24 noRRT 
 
           N   Mean  StDev  SE Mean 
12 noRRT  28   26.1   10.1      1.9 
24 noRRT  28  27.50   9.67      1.8 
 
 
Difference = μ (12 noRRT) - μ (24 noRRT) 
Estimate for difference:  -1.36 
95% CI for difference:  (-6.67, 3.95) 
T-Test of difference = 0 (vs ≠): T-Value = -0.51  P-value = 0.610  DF = 53 
 
Two-sample T for 12 RRT vs 24 RRT 
 
         N  Mean  StDev  SE Mean 
12 RRT  28  27.7   15.0      2.8 
24 RRT  28  24.5   17.3      3.3 
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Difference = μ (12 RRT) - μ (24 RRT) 
Estimate for difference:  3.21 
95% CI for difference:  (-5.46, 11.89) 
T-Test of difference = 0 (vs ≠): T-Value = 0.74  P-value = 0.461  DF = 52 
   
Two-sample T for 12 noRRT vs 12 RRT 
 
           N  Mean  StDev  SE Mean 
12 noRRT  28  26.1   10.1      1.9 
12 RRT    28  27.7   15.0      2.8 
 
 
Difference = μ (12 noRRT) - μ (12 RRT) 
Estimate for difference:  -1.54 
95% CI for difference:  (-8.42, 5.35) 
T-Test of difference = 0 (vs ≠): T-Value = -0.45  P-value = 0.656  DF = 47 
  
Two-sample T for 24 noRRT vs 24 RRT 
 
           N   Mean  StDev  SE Mean 
24 noRRT  28  27.50   9.67      1.8 
24 RRT    28   24.5   17.3      3.3 
 
Difference = μ (24 noRRT) - μ (24 RRT) 
Estimate for difference:  3.04 
95% CI for difference:  (-4.52, 10.59) 
T-Test of difference = 0 (vs ≠): T-Value = 0.81  P-value = 0.422  DF = 42 
 
After determination that there were no significant impacts of the tool on planning for educational 
resources, an ANOVA was employed to see if any of the factors might be in play 
General Linear Model: Heu12 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, RT or No RT  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT           1    19.89   19.892     0.11    0.742 
  RN/SW                 1    81.11   81.110     0.45    0.508 
  AgeBin2               1    90.93   90.933     0.50    0.483 
  TotExpBin2            1    45.49   45.489     0.25    0.619 
  AveBin2               1   195.53  195.529     1.08    0.306 
  TOBin2                1    39.61   39.611     0.22    0.643 
  RN/SW*AgeBin2         1     7.43    7.435     0.04    0.841 
  RN/SW*TotExpBin2      1    15.84   15.844     0.09    0.769 
  RN/SW*AveBin2         1    18.34   18.345     0.10    0.752 
  RN/SW*TOBin2          1     0.05    0.053     0.00    0.986 
  RN/SW*RT or No RT     1   214.34  214.345     1.18    0.284 
  AgeBin2*TotExpBin2    1   254.14  254.143     1.40    0.244 
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  AgeBin2*AveBin2       1   138.64  138.643     0.77    0.387 
  AgeBin2*TOBin2        1    38.32   38.315     0.21    0.648 
  AgeBin2*RT or No RT   1   759.77  759.775     4.20    0.048 
  TotExpBin2*TOBin2     1    34.10   34.105     0.19    0.667 
  AveBin2*TOBin2        1    25.76   25.763     0.14    0.708 
  AveBin2*RT or No RT   1     1.28    1.277     0.01    0.934 
  TOBin2*RT or No RT    1   383.25  383.250     2.12    0.154 
Error                  36  6519.27  181.091 
  Lack-of-Fit          12  2400.52  200.043     1.17    0.359 
  Pure Error           24  4118.75  171.615 
Total                  55  8884.55 
 
General Linear Model: Heu12 versus RT or No RT, TOBin2, AgeBin2, TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
TOBin2       Fixed       2  1, 2 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT           1    30.33   30.332     0.20    0.660 
  AgeBin2               1    50.94   50.942     0.33    0.569 
  TotExpBin2            1     3.77    3.775     0.02    0.877 
  TOBin2                1   210.42  210.419     1.36    0.250 
  AgeBin2*TotExpBin2    1   241.39  241.389     1.56    0.218 
  RT or No RT*AgeBin2   1   782.89  782.893     5.04    0.029 
  RT or No RT*TOBin2    1   164.86  164.863     1.06    0.308 
Error                  48  7450.32  155.215 
  Lack-of-Fit           3   165.82   55.272     0.34    0.795 
  Pure Error           45  7284.50  161.878 
Total                  55  8884.55 
 
Regression Equation 
Heu12 = 22.98 - 0.78 RT or No RT_No RT + 0.78 RT or No RT_RT - 2.21 AgeBin2_1 
        + 2.21 AgeBin2_2 + 0.59 TotExpBin2_1 - 0.59 TotExpBin2_2 + 2.11 TOBin2_1 
        - 2.11 TOBin2_2 + 4.63 AgeBin2*TotExpBin2_1 1 - 4.63 AgeBin2*TotExpBin2_1 2 
        - 4.63 AgeBin2*TotExpBin2_2 1 + 4.63 AgeBin2*TotExpBin2_2 2 
        - 3.88 RT or No RT*AgeBin2_No RT 1 + 3.88 RT or No RT*AgeBin2_No RT 2 
        + 3.88 RT or No RT*AgeBin2_RT 1 - 3.88 RT or No RT*AgeBin2_RT 2 
        + 1.90 RT or No RT*TOBin2_No RT 1 - 1.90 RT or No RT*TOBin2_No RT 2 
        - 1.90 RT or No RT*TOBin2_RT 1 + 1.90 RT or No RT*TOBin2_RT 2 
 
Means 
                     Fitted 
Term                   Mean  SE Mean 
RT or No RT 
  No RT               22.20     4.23 
  RT                  23.76     3.86 
AgeBin2 
  1                   20.77     6.58 
  2                   25.19     3.59 
TotExpBin2 
  1                   23.57     3.46 
  2                   22.39     6.59 
TOBin2 
  1                   25.09     4.16 
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  2                   20.87     3.97 
AgeBin2*TotExpBin2 
  1 1                 25.99     2.38 
  1 2                  15.5     13.0 
  2 1                 21.15     6.50 
  2 2                 29.23     2.73 
RT or No RT*AgeBin2 
  No RT 1             16.11     7.46 
  No RT 2             28.28     4.29 
  RT 1                25.43     6.52 
  RT 2                22.09     4.52 
RT or No RT*TOBin2 
  No RT 1             26.20     4.94 
  No RT 2             18.19     4.88 
  RT 1                23.97     4.48 
  RT 2                23.55     4.90 
 
 
General Linear Model: Heu12 versus RT or No RT, AgeBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
AgeBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                 DF   Adj SS  Adj MS  F-Value  P-value 
  RT or No RT           1    16.54   16.54     0.10    0.749 
  AgeBin2               1    21.54   21.54     0.14    0.715 
  RT or No RT*AgeBin2   1   542.97  542.97     3.41    0.071 
Error                  52  8287.03  159.37 
Total                  55  8884.55 
 
Model Summary 
      S   R-sq  R-sq(adj)  R-sq(pred) 
12.6240  6.73%      1.34%       0.00% 
 
Regression Equation 
Heu12 = 26.96 - 0.54 RT or No RT_No RT + 0.54 RT or No RT_RT - 0.62 AgeBin2_1 
        + 0.62 AgeBin2_2 - 3.12 RT or No RT*AgeBin2_No RT 1 
+ 3.12 RT or No RT*AgeBin2_No RT 
        2 + 3.12 RT or No RT*AgeBin2_RT 1 - 3.12 RT or No RT*AgeBin2_RT 2 
 
Means 
                     Fitted 
Term                   Mean  SE Mean 
RT or No RT 
  No RT               26.41     2.39 
  RT                  27.50     2.39 
AgeBin2 
  1                   26.33     2.30 
  2                   27.58     2.48 
RT or No RT*AgeBin2 
  No RT 1             22.67     3.26 
  No RT 2             30.15     3.50 
  RT 1                30.00     3.26 
  RT 2                25.00     3.50 
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General Linear Model: Heu24 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2, RT or No RT  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RN/SW        Fixed       2  RN, SW 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
AveBin2      Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
 
Analysis of Variance 
Source                 DF   Adj SS   Adj MS  F-Value  P-value 
  RT or No RT           1     44.3    44.26     0.22    0.639 
  AgeBin2               1    137.9   137.87     0.70    0.409 
  TotExpBin2            1    155.3   155.32     0.79    0.381 
  TOBin2                1      3.8     3.78     0.02    0.891 
  AgeBin2*TotExpBin2    1    432.5   432.53     2.19    0.147 
  AgeBin2*RT or No RT   1    199.9   199.93     1.01    0.321 
  TOBin2*RT or No RT    1    504.0   503.99     2.55    0.119 
  RN/SW                 1    661.6   661.58     3.35    0.075 
  AveBin2               1     48.6    48.65     0.25    0.623 
  RN/SW*AgeBin2         1     51.2    51.18     0.26    0.614 
  RN/SW*TotExpBin2      1      3.1     3.15     0.02    0.900 
  RN/SW*AveBin2         1    142.8   142.81     0.72    0.401 
  RN/SW*TOBin2          1     93.9    93.95     0.48    0.495 
  RN/SW*RT or No RT     1   1324.8  1324.80     6.71    0.014 
  AgeBin2*AveBin2       1      8.2     8.18     0.04    0.840 
  AgeBin2*TOBin2        1     19.6    19.56     0.10    0.755 
  TotExpBin2*TOBin2     1     71.6    71.59     0.36    0.551 
  AveBin2*TOBin2        1    277.9   277.89     1.41    0.243 
  AveBin2*RT or No RT   1     41.4    41.42     0.21    0.650 
Error                  36   7105.7   197.38 
  Lack-of-Fit          12   1664.1   138.67     0.61    0.812 
  Pure Error           24   5441.7   226.74 
Total                  55  10721.0 
 
General Linear Model: Heu24 versus AgeBin2, TotExpBin2, TOBin2, RT or No RT, 
RN/SW  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
TOBin2       Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
RN/SW        Fixed       2  RN, SW 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2              1    102.0   101.97     0.58    0.448 
  TotExpBin2           1     96.9    96.93     0.56    0.460 
  TOBin2               1     62.7    62.65     0.36    0.552 
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  RT or No RT          1     23.1    23.15     0.13    0.717 
  RN/SW                1    618.4   618.36     3.55    0.066 
  AgeBin2*TotExpBin2   1    263.5   263.47     1.51    0.225 
  TOBin2*RT or No RT   1    415.0   415.04     2.38    0.130 
  RT or No RT*RN/SW    1   1186.2  1186.19     6.80    0.012 
Error                 47   8196.8   174.40 
  Lack-of-Fit         12   1213.8   101.15     0.51    0.896 
  Pure Error          35   6982.9   199.51 
Total                 55  10721.0 
 
After iterating, it is apparent that one significant interaction effect in RN/SW and the 
RRT exists.   
 
General Linear Model: Heu24 versus AgeBin2, TotExpBin2, RT or No RT, RN/SW  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
AgeBin2      Fixed       2  1, 2 
TotExpBin2   Fixed       2  1, 2 
RT or No RT  Fixed       2  No RT, RT 
RN/SW        Fixed       2  RN, SW 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-value 
  AgeBin2              1     23.8    23.77     0.13    0.716 
  TotExpBin2           1     39.9    39.94     0.22    0.638 
  RT or No RT          1     83.6    83.58     0.47    0.496 
  RN/SW                1    596.7   596.75     3.35    0.073 
  AgeBin2*TotExpBin2   1    281.9   281.87     1.58    0.214 
  RT or No RT*RN/SW    1   1086.3  1086.34     6.10    0.017 
Error                 49   8724.5   178.05 
  Lack-of-Fit         14   1741.5   124.40     0.62    0.827 
  Pure Error          35   6982.9   199.51 
Total                 55  10721.0 
 
Model Summary 
      S    R-sq  R-sq(adj)  R-sq(pred) 
13.3435  18.62%      8.66%           * 
 
Regression Equation 
Heu24 = 21.65 - 1.43 AgeBin2_1 + 1.43 AgeBin2_2 + 1.87 TotExpBin2_1 -
 1.87 TotExpBin2_2 
        + 1.24 RT or No RT_No RT - 1.24 RT or No RT_RT + 3.37 RN/SW_RN - 3.37 RN/SW_SW 
        + 4.95 AgeBin2*TotExpBin2_1 1 - 4.95 AgeBin2*TotExpBin2_1 2 
        - 4.95 AgeBin2*TotExpBin2_2 1 + 4.95 AgeBin2*TotExpBin2_2 2 
        - 4.47 RT or No RT*RN/SW_No RT RN + 4.47 RT or No RT*RN/SW_No RT SW 
        + 4.47 RT or No RT*RN/SW_RT RN - 4.47 RT or No RT*RN/SW_RT SW 
 
Means 
                    Fitted 
Term                  Mean  SE Mean 
AgeBin2 
  1                  20.21     6.95 
  2                  23.08     3.63 
 
 
279 
 
TotExpBin2 
  1                  23.52     3.57 
  2                  19.78     7.02 
RT or No RT 
  No RT              22.88     4.50 
  RT                 20.41     4.13 
RN/SW 
  RN                 25.02     4.15 
  SW                 18.28     4.51 
AgeBin2*TotExpBin2 
  1 1                27.03     2.52 
  1 2                 13.4     13.7 
  2 1                20.00     6.67 
  2 2                26.16     2.87 
RT or No RT*RN/SW 
  No RT RN           21.78     5.25 
  No RT SW           23.98     5.13 
  RT RN              28.25     4.54 
  RT SW              12.57     5.17 
 
  
General Linear Model: Heu24 versus RT or No RT, RN/SW  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor       Type   Levels  Values 
RT or No RT  Fixed       2  No RT, RT 
RN/SW        Fixed       2  RN, SW 
 
Analysis of Variance 
Source               DF   Adj SS  Adj MS  F-Value  P-value 
  RT or No RT         1    121.2   121.2     0.70    0.408 
  RN/SW               1    513.7   513.7     2.95    0.092 
  RT or No RT*RN/SW   1   1027.5  1027.5     5.91    0.019 
Error                52   9047.1   174.0 
Total                55  10721.0 
 
Model Summary 
      S    R-sq  R-sq(adj)  R-sq(pred) 
13.1902  15.61%     10.74%       2.06% 
 
Regression Equation 
Heu24 = 25.94 + 1.47 RT or No RT_No RT - 1.47 RT or No RT_RT + 3.03 RN/SW_RN -
 3.03 RN/SW_SW 
        - 4.29 RT or No RT*RN/SW_No RT RN + 4.29 RT or No RT*RN/SW_No RT SW 
        + 4.29 RT or No RT*RN/SW_RT RN - 4.29 RT or No RT*RN/SW_RT SW 
 
Means 
                   Fitted 
Term                 Mean  SE Mean 
RT or No RT 
  No RT             27.41     2.50 
  RT                24.46     2.49 
RN/SW 
  RN                28.97     2.54 
  SW                22.90     2.45 
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RT or No RT*RN/SW 
  No RT RN          26.15     3.66 
  No RT SW          28.67     3.41 
  RT RN             31.79     3.53 
  RT SW             17.14     3.53 
 
 
D.7 Hypothesis 7 (Technology Acceptance Model GLM/ANOVA) 
 
 To begin, in Minitab 17, the SUS composite was calculated using the following accepted 
approach.  This approach was modified to fit the 7-point Likert scale as most evaluations use a 5-
point scale.   
To calculate the SUS score, first sum the score contributions from each item. Each item's 
score contribution will range from 0 to 4. For items 1, 3, 5, 7, and 9 the score contribution is the 
scale position minus 1. For items 2, 4, 6, 8 and 10, the contribution is 5 minus (7 minus in this 
research’s scale) the scale position. Multiply the sum of the scores by 2.5 (1.67 for the 7-point 
scale) to obtain the overall value of SUS (Brooke, 1996).  SUS scores have a range of 0 to 100. 
 Application of the GLM/ANOVA then was conducted. Each Minitab GLM/ANOVA is 
labelled with respective questions from the TAM model; analysis of results is captured in 
succinct tables in Chapter 5 of the dissertation. 
General Linear Model: SUS Comp versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    483.4  483.405     1.41    0.242 
  AgeBin2              1      7.4    7.413     0.02    0.884 
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  TotExpBin2           1      0.3    0.304     0.00    0.976 
  AveBin2              1    117.0  117.009     0.34    0.563 
  TOBin2               1    292.0  291.980     0.85    0.362 
  RN/SW*AgeBin2        1     31.4   31.447     0.09    0.764 
  RN/SW*TotExpBin2     1      8.7    8.684     0.03    0.874 
  RN/SW*AveBin2        1     97.1   97.089     0.28    0.598 
  RN/SW*TOBin2         1    214.7  214.702     0.63    0.434 
  AgeBin2*TotExpBin2   1    635.0  635.028     1.85    0.181 
  AgeBin2*AveBin2      1     54.9   54.867     0.16    0.691 
  AgeBin2*TOBin2       1    316.7  316.704     0.92    0.342 
  TotExpBin2*TOBin2    1      2.4    2.443     0.01    0.933 
  AveBin2*TOBin2       1     34.2   34.185     0.10    0.754 
Error                 41  14075.3  343.301 
  Lack-of-Fit          5     43.4    8.685     0.02    1.000 
  Pure Error          36  14031.9  389.775 
Total                 55  19786.3 
 
General Linear Model: SUS Comp versus RN/SW, AgeBin2, TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS  Adj MS  F-Value  P-Value 
  RN/SW                1   1604.1  1604.1     5.00    0.030 
  AgeBin2              1    112.2   112.2     0.35    0.557 
  TotExpBin2           1    214.6   214.6     0.67    0.417 
  AgeBin2*TotExpBin2   1    576.5   576.5     1.80    0.186 
Error                 51  16361.0   320.8 
  Lack-of-Fit          2    704.9   352.5     1.10    0.340 
  Pure Error          49  15656.1   319.5 
Total                 55  19786.3 
 
General Linear Model: SUS Comp versus RN/SW  
 
Method 
Factor coding  (-1, 0, +1 
 
Factor Information 
Factor  Type   Levels  Values 
RN/SW   Fixed       2  RN, SW 
 
Analysis of Variance 
Source   DF  Adj SS  Adj MS  F-Value  P-Value 
  RN/SW   1    1670  1670.4     4.98    0.030 
Error    54   18116   335.5 
Total    55   19786 
 
Model Summary 
      S   R-sq  R-sq(adj)  R-sq(pred) 
18.3161  8.44%      6.75%       1.52% 
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Regression Equation 
SUS Comp = 49.67 + 5.47 RN/SW_RN - 5.47 RN/SW_SW 
 
Means 
       Fitted 
Term     Mean  SE Mean 
RN/SW 
  RN    55.13     3.52 
  SW    44.20     3.40 
 
General Linear Model: Usf35 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    0.177  0.17746     0.09    0.769 
  AgeBin2              1    0.154  0.15430     0.08    0.784 
  TotExpBin2           1    0.099  0.09907     0.05    0.826 
  AveBin2              1    5.337  5.33672     2.64    0.112 
  TOBin2               1    2.966  2.96568     1.47    0.233 
  RN/SW*AgeBin2        1    0.542  0.54178     0.27    0.608 
  RN/SW*TotExpBin2     1    2.764  2.76350     1.37    0.249 
  RN/SW*AveBin2        1    5.274  5.27441     2.61    0.114 
  RN/SW*TOBin2         1    2.864  2.86395     1.42    0.241 
  AgeBin2*TotExpBin2   1    1.226  1.22571     0.61    0.441 
  AgeBin2*AveBin2      1    0.045  0.04480     0.02    0.882 
  AgeBin2*TOBin2       1    7.574  7.57444     3.74    0.060 
  TotExpBin2*TOBin2    1    0.986  0.98633     0.49    0.489 
  AveBin2*TOBin2       1    0.135  0.13500     0.07    0.797 
Error                 41   82.967  2.02360 
  Lack-of-Fit          5   10.184  2.03682     1.01    0.427 
  Pure Error          36   72.783  2.02176 
Total                 55  126.839 
 
General Linear Model: Usf35 versus AveBin2, RN/SW, AgeBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor   Type   Levels  Values 
AveBin2  Fixed       2  1, 2 
RN/SW    Fixed       2  RN, SW 
AgeBin2  Fixed       2  1, 2 
TOBin2   Fixed       2  1, 2 
 
Analysis of Variance 
Source            DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW            1    0.526   0.5265     0.27    0.608 
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  AgeBin2          1    0.445   0.4453     0.23    0.637 
  AveBin2          1    2.992   2.9921     1.52    0.224 
  TOBin2           1    2.202   2.2021     1.12    0.296 
  AveBin2*RN/SW    1   14.445  14.4446     7.32    0.009 
  AgeBin2*TOBin2   1   14.539  14.5389     7.37    0.009 
Error             49   96.662   1.9727 
  Lack-of-Fit      8    7.962   0.9952     0.46    0.877 
  Pure Error      41   88.700   2.1634 
Total             55  126.839 
 
 
Regression Equation 
Usf35 = 2.867 + 0.102 RN/SW_RN - 0.102 RN/SW_SW - 0.094 AgeBin2_1 + 0.094 AgeBin2_2 
        - 0.245 AveBin2_1 + 0.245 AveBin2_2 + 0.208 TOBin2_1 - 0.208 TOBin2_2 
        + 0.524 AveBin2*RN/SW_1 RN - 0.524 AveBin2*RN/SW_1 SW - 0.524 AveBin2*RN/SW_2 
RN 
        + 0.524 AveBin2*RN/SW_2 SW + 0.540 AgeBin2*TOBin2_1 1 - 0.540 AgeBin2*TOBin2_1 
2 
        - 0.540 AgeBin2*TOBin2_2 1 + 0.540 AgeBin2*TOBin2_2 2 
 
Means 
                Fitted 
Term              Mean  SE Mean 
RN/SW 
  RN             2.969    0.293 
  SW             2.765    0.267 
AgeBin2 
  1              2.773    0.279 
  2              2.961    0.282 
AveBin2 
  1              2.622    0.312 
  2              3.112    0.247 
TOBin2 
  1              3.076    0.243 
  2              2.659    0.312 
AveBin2*RN/SW 
  1 RN           3.248    0.465 
  1 SW           1.997    0.400 
  2 RN           2.691    0.343 
  2 SW           3.534    0.360 
AgeBin2*TOBin2 
  1 1            3.522    0.324 
  1 2            2.025    0.454 
  2 1            2.629    0.367 
  2 2            3.293    0.427 
 
General Linear Model: Usf36 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
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Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    0.395  0.39467     0.14    0.713 
  AgeBin2              1    0.445  0.44528     0.15    0.696 
  TotExpBin2           1    0.219  0.21876     0.08    0.784 
  AveBin2              1    5.100  5.10014     1.77    0.191 
  TOBin2               1    0.068  0.06849     0.02    0.878 
  RN/SW*AgeBin2        1    0.020  0.01969     0.01    0.935 
  RN/SW*TotExpBin2     1    2.611  2.61132     0.91    0.347 
  RN/SW*AveBin2        1    0.255  0.25484     0.09    0.768 
  RN/SW*TOBin2         1    0.586  0.58594     0.20    0.654 
  AgeBin2*TotExpBin2   1    3.176  3.17562     1.10    0.300 
  AgeBin2*AveBin2      1    1.509  1.50870     0.52    0.473 
  AgeBin2*TOBin2       1    9.183  9.18293     3.19    0.082 
  TotExpBin2*TOBin2    1    6.538  6.53799     2.27    0.140 
  AveBin2*TOBin2       1    6.101  6.10124     2.12    0.153 
Error                 41  118.124  2.88108 
  Lack-of-Fit          5    6.258  1.25155     0.40    0.844 
  Pure Error          36  111.867  3.10741 
Total                 55  170.982 
 
General Linear Model: Usf36 versus AgeBin2, TotExpBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
 
Analysis of Variance 
Source               DF   Adj SS  Adj MS  F-Value  P-Value 
  AgeBin2             1    2.092  2.0923     0.72    0.400 
  TotExpBin2          1    8.172  8.1724     2.82    0.100 
  AveBin2             1    5.291  5.2907     1.82    0.183 
  TOBin2              1    0.154  0.1540     0.05    0.819 
  AgeBin2*TOBin2      1    8.023  8.0226     2.77    0.103 
  TotExpBin2*TOBin2   1    3.750  3.7501     1.29    0.261 
  AveBin2*TOBin2      1    6.196  6.1962     2.14    0.150 
Error                48  139.196  2.8999 
  Lack-of-Fit         5    5.571  1.1142     0.36    0.874 
  Pure Error         43  133.625  3.1076 
Total                55  170.982 
 
General Linear Model: Usf36 versus AgeBin2, TotExpBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
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Analysis of Variance 
Source            DF   Adj SS   Adj MS  F-Value  P-Value 
  AgeBin2          1    3.603   3.6025     1.23    0.272 
  TotExpBin2       1   10.765  10.7653     3.69    0.061 
  AveBin2          1    5.129   5.1286     1.76    0.191 
  TOBin2           1    0.000   0.0003     0.00    0.992 
  AgeBin2*TOBin2   1    4.698   4.6976     1.61    0.210 
  AveBin2*TOBin2   1    5.601   5.6005     1.92    0.172 
Error             49  142.946   2.9173 
 
 
General Linear Model: Usf36 versus TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
TotExpBin2  Fixed       2  1, 2 
 
Analysis of Variance 
Source        DF  Adj SS  Adj MS  F-Value  P-Value 
  TotExpBin2   1   14.80  14.795     5.12    0.028 
Error         54  156.19   2.892 
Total         55  170.98 
 
Model Summary 
      S   R-sq  R-sq(adj)  R-sq(pred) 
1.70069  8.65%      6.96%       1.18% 
 
Regression Equation 
Usf36 = 3.825 - 0.522 TotExpBin2_1 + 0.522 TotExpBin2_2 
 
Means 
            Fitted 
Term          Mean  SE Mean 
TotExpBin2 
  1          3.303    0.296 
  2          4.348    0.355 
 
General Linear Model: Usf37 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    0.153  0.15258     0.05    0.821 
  AgeBin2              1    0.004  0.00435     0.00    0.970 
  TotExpBin2           1    0.142  0.14175     0.05    0.828 
  AveBin2              1    2.669  2.66935     0.90    0.348 
  TOBin2               1    1.178  1.17833     0.40    0.531 
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  RN/SW*AgeBin2        1    0.795  0.79522     0.27    0.607 
  RN/SW*TotExpBin2     1    0.001  0.00073     0.00    0.988 
  RN/SW*AveBin2        1    0.313  0.31288     0.11    0.747 
  RN/SW*TOBin2         1    0.164  0.16374     0.06    0.815 
  AgeBin2*TotExpBin2   1    2.103  2.10317     0.71    0.404 
  AgeBin2*AveBin2      1    1.187  1.18683     0.40    0.530 
  AgeBin2*TOBin2       1    5.962  5.96186     2.02    0.163 
  TotExpBin2*TOBin2    1    7.535  7.53505     2.55    0.118 
  AveBin2*TOBin2       1    1.854  1.85375     0.63    0.433 
Error                 41  121.193  2.95592 
  Lack-of-Fit          5   27.643  5.52852     2.13    0.084 
  Pure Error          36   93.550  2.59861 
Total                 55  151.714 
 
General Linear Model: Usf37 versus AgeBin2, TotExpBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source               DF   Adj SS  Adj MS  F-Value  P-Value 
  AgeBin2             1    2.838  2.8383     1.02    0.318 
  TotExpBin2          1    5.452  5.4522     1.95    0.168 
  TOBin2              1    0.391  0.3914     0.14    0.710 
  AgeBin2*TOBin2      1    3.413  3.4128     1.22    0.274 
  TotExpBin2*TOBin2   1    3.781  3.7809     1.36    0.250 
Error                50  139.508  2.7902 
  Lack-of-Fit         1    4.618  4.6183     1.68    0.201 
  Pure Error         49  134.890  2.7529 
Total                55  151.714 
 
General Linear Model: Usf37 versus TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
TotExpBin2  Fixed       2  1, 2 
 
Analysis of Variance 
Source        DF   Adj SS  Adj MS  F-Value  P-Value 
  TotExpBin2   1    3.469   3.469     1.26    0.266 
Error         54  148.245   2.745 
Total         55  151.714 
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General Linear Model: Usf38 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    1.160  1.16042     0.39    0.537 
  AgeBin2              1    0.599  0.59866     0.20    0.657 
  TotExpBin2           1    0.132  0.13194     0.04    0.835 
  AveBin2              1    1.822  1.82188     0.61    0.440 
  TOBin2               1    2.776  2.77628     0.93    0.341 
  RN/SW*AgeBin2        1    0.110  0.11013     0.04    0.849 
  RN/SW*TotExpBin2     1    0.773  0.77347     0.26    0.614 
  RN/SW*AveBin2        1    3.381  3.38132     1.13    0.294 
  RN/SW*TOBin2         1    0.019  0.01891     0.01    0.937 
  AgeBin2*TotExpBin2   1    1.301  1.30129     0.43    0.513 
  AgeBin2*AveBin2      1    0.716  0.71626     0.24    0.627 
  AgeBin2*TOBin2       1    5.022  5.02193     1.68    0.203 
  TotExpBin2*TOBin2    1    0.128  0.12760     0.04    0.837 
  AveBin2*TOBin2       1    0.230  0.23013     0.08    0.783 
Error                 41  122.765  2.99426 
  Lack-of-Fit          5    6.081  1.21625     0.38    0.862 
  Pure Error          36  116.683  3.24120 
Total                 55  160.500 
 
General Linear Model: Usf38 versus AgeBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor   Type   Levels  Values 
AgeBin2  Fixed       2  1, 2 
TOBin2   Fixed       2  1, 2 
 
Analysis of Variance 
Source            DF   Adj SS   Adj MS  F-Value  P-Value 
  AgeBin2          1    0.242   0.2418     0.09    0.767 
  TOBin2           1    4.106   4.1062     1.51    0.224 
  AgeBin2*TOBin2   1   14.479  14.4791     5.33    0.025 
Error             52  141.141   2.7142 
Total             55  160.500 
 
Model Summary 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.64750  12.06%      6.99%       0.00% 
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Regression Equation 
Usf38 = 3.733 - 0.067 AgeBin2_1 + 0.067 AgeBin2_2 + 0.278 TOBin2_1 - 0.278 TOBin2_2 
        - 0.522 AgeBin2*TOBin2_1 1 + 0.522 AgeBin2*TOBin2_1 2 + 0.522 AgeBin2*TOBin2_2 
1 
        - 0.522 AgeBin2*TOBin2_2 2 
 
Means 
                Fitted 
Term              Mean  SE Mean 
AgeBin2 
  1              3.665    0.312 
  2              3.800    0.327 
TOBin2 
  1              4.011    0.285 
  2              3.455    0.351 
AgeBin2*TOBin2 
  1 1            3.421    0.378 
  1 2            3.909    0.497 
  2 1            4.600    0.425 
  2 2            3.000    0.497 
 
General Linear Model: Usf39 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    0.976  0.97622     0.41    0.526 
  AgeBin2              1    0.571  0.57126     0.24    0.628 
  TotExpBin2           1    0.635  0.63538     0.27    0.609 
  AveBin2              1    0.168  0.16765     0.07    0.793 
  TOBin2               1    0.350  0.34981     0.15    0.704 
  RN/SW*AgeBin2        1    0.633  0.63263     0.26    0.610 
  RN/SW*TotExpBin2     1    2.098  2.09825     0.88    0.354 
  RN/SW*AveBin2        1    1.626  1.62622     0.68    0.414 
  RN/SW*TOBin2         1    0.005  0.00509     0.00    0.963 
  AgeBin2*TotExpBin2   1    3.504  3.50386     1.46    0.233 
  AgeBin2*AveBin2      1    1.730  1.73013     0.72    0.400 
  AgeBin2*TOBin2       1    9.661  9.66056     4.04    0.051 
  TotExpBin2*TOBin2    1    3.121  3.12101     1.30    0.260 
  AveBin2*TOBin2       1    0.198  0.19754     0.08    0.775 
Error                 41   98.065  2.39184 
  Lack-of-Fit          5   11.082  2.21641     0.92    0.481 
  Pure Error          36   86.983  2.41620 
Total                 55  121.554 
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General Linear Model: Usf39 versus AgeBin2, TotExpBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS  Adj MS  F-Value  P-Value 
  AgeBin2              1    1.771  1.7707     0.83    0.367 
  TotExpBin2           1    1.646  1.6463     0.77    0.384 
  TOBin2               1    0.419  0.4192     0.20    0.659 
  AgeBin2*TotExpBin2   1    8.488  8.4884     3.98    0.052 
  AgeBin2*TOBin2       1    9.478  9.4781     4.44    0.040 
  TotExpBin2*TOBin2    1    3.616  3.6160     1.70    0.199 
Error                 49  104.509  2.1328 
Total                 55  121.554 
 
General Linear Model: Usf39 versus AgeBin2, TotExpBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  AgeBin2              1    0.313  0.31332     0.14    0.705 
  TotExpBin2           1    0.307  0.30719     0.14    0.708 
  TOBin2               1    0.008  0.00800     0.00    0.952 
  AgeBin2*TotExpBin2   1    5.394  5.39449     2.49    0.121 
  AgeBin2*TOBin2       1    7.834  7.83409     3.62    0.063 
Error                 50  108.125  2.16250 
  Lack-of-Fit          1    3.616  3.61595     1.70    0.199 
  Pure Error          49  104.509  2.13284 
Total                 55  121.554 
 
General Linear Model: Usf39 versus AgeBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor   Type   Levels  Values 
AgeBin2  Fixed       2  1, 2 
TOBin2   Fixed       2  1, 2 
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Analysis of Variance 
Source            DF   Adj SS   Adj MS  F-Value  P-Value 
  AgeBin2          1    0.107  0.10710     0.05    0.826 
  TOBin2           1    0.080  0.08014     0.04    0.849 
  AgeBin2*TOBin2   1    7.048  7.04778     3.20    0.079 
Error             52  114.432  2.20061 
Total             55  121.554 
 
Model Summary 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.47054  11.05%      2.15%           * 
 
 
Regression Equation 
Usf39 = 4.390 + 0.163 AgeBin2_1 - 0.163 AgeBin2_2 - 0.164 TotExpBin2_1 
+ 0.164 TotExpBin2_2 
        + 0.012 TOBin2_1 - 0.012 TOBin2_2 - 0.686 AgeBin2*TotExpBin2_1 1 
        + 0.686 AgeBin2*TotExpBin2_1 2 + 0.686 AgeBin2*TotExpBin2_2 1 
        - 0.686 AgeBin2*TotExpBin2_2 2 + 0.390 AgeBin2*TOBin2_1 1 -
 0.390 AgeBin2*TOBin2_1 2 
        - 0.390 AgeBin2*TOBin2_2 1 + 0.390 AgeBin2*TOBin2_2 2 
 
 
Means 
                    Fitted 
Term                  Mean  SE Mean 
AgeBin2 
  1                  4.553    0.754 
  2                  4.228    0.401 
TotExpBin2 
  1                  4.226    0.395 
  2                  4.554    0.766 
TOBin2 
  1                  4.403    0.484 
  2                  4.378    0.463 
AgeBin2*TotExpBin2 
  1 1                3.703    0.287 
  1 2                 5.40     1.50 
  2 1                4.750    0.735 
  2 2                3.705    0.318 
AgeBin2*TOBin2 
  1 1                4.955    0.842 
  1 2                4.150    0.771 
  2 1                3.850    0.480 
  2 2                4.605    0.511 
 
 
General Linear Model: Usf40 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
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Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    7.307   7.3065     2.44    0.126 
  AgeBin2              1    1.411   1.4114     0.47    0.496 
  TotExpBin2           1    0.120   0.1202     0.04    0.842 
  AveBin2              1    0.011   0.0112     0.00    0.952 
  TOBin2               1    1.293   1.2934     0.43    0.515 
  RN/SW*AgeBin2        1    8.362   8.3624     2.79    0.102 
  RN/SW*TotExpBin2     1    2.970   2.9704     0.99    0.325 
  RN/SW*AveBin2        1    7.392   7.3921     2.47    0.124 
  RN/SW*TOBin2         1    0.641   0.6413     0.21    0.646 
  AgeBin2*TotExpBin2   1    0.320   0.3202     0.11    0.745 
  AgeBin2*AveBin2      1    0.194   0.1943     0.06    0.800 
  AgeBin2*TOBin2       1   10.025  10.0252     3.35    0.075 
  TotExpBin2*TOBin2    1    2.450   2.4499     0.82    0.371 
  AveBin2*TOBin2       1    1.914   1.9138     0.64    0.429 
Error                 41  122.791   2.9949 
  Lack-of-Fit          5    9.741   1.9482     0.62    0.685 
  Pure Error          36  113.050   3.1403 
Total                 55  183.982 
 
General Linear Model: Usf40 versus RN/SW, AgeBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor   Type   Levels  Values 
RN/SW    Fixed       2  RN, SW 
AgeBin2  Fixed       2  1, 2 
AveBin2  Fixed       2  1, 2 
TOBin2   Fixed       2  1, 2 
 
 
Analysis of Variance 
Source            DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW            1    6.671   6.6710     2.36    0.131 
  AgeBin2          1    6.858   6.8579     2.43    0.126 
  AveBin2          1    0.007   0.0068     0.00    0.961 
  TOBin2           1    4.299   4.2992     1.52    0.223 
  RN/SW*AgeBin2    1    7.731   7.7310     2.74    0.105 
  RN/SW*AveBin2    1   11.673  11.6728     4.13    0.048 
  AgeBin2*TOBin2   1   14.873  14.8728     5.26    0.026 
Error             48  135.663   2.8263 
  Lack-of-Fit      7   15.529   2.2185     0.76    0.626 
  Pure Error      41  120.133   2.9301 
Total             55  183.982 
 
 
General Linear Model: Usf40 versus RN/SW, AgeBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor   Type   Levels  Values 
RN/SW    Fixed       2  RN, SW 
AgeBin2  Fixed       2  1, 2 
AveBin2  Fixed       2  1, 2 
TOBin2   Fixed       2  1, 2 
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Analysis of Variance 
Source            DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW            1    7.115   7.1152     2.43    0.125 
  AgeBin2          1    7.643   7.6432     2.61    0.112 
  AveBin2          1    0.077   0.0770     0.03    0.872 
  TOBin2           1    3.461   3.4607     1.18    0.282 
  RN/SW*AveBin2    1   11.140  11.1404     3.81    0.057 
  AgeBin2*TOBin2   1   18.122  18.1222     6.19    0.016 
Error             49  143.394   2.9264 
  Lack-of-Fit      8   23.260   2.9075     0.99    0.456 
  Pure Error      41  120.133   2.9301 
Total             55  183.982 
 
 
Regression Equation 
Usf40 = 4.438 - 0.376 RN/SW_RN + 0.376 RN/SW_SW + 0.389 AgeBin2_1 - 0.389 AgeBin2_2 
        + 0.039 AveBin2_1 - 0.039 AveBin2_2 + 0.261 TOBin2_1 - 0.261 TOBin2_2 
        - 0.460 RN/SW*AveBin2_RN 1 + 0.460 RN/SW*AveBin2_RN 2 + 0.460 RN/SW*AveBin2_SW 
1 
        - 0.460 RN/SW*AveBin2_SW 2 - 0.603 AgeBin2*TOBin2_1 1 + 0.603 AgeBin2*TOBin2_1 
2 
        + 0.603 AgeBin2*TOBin2_2 1 - 0.603 AgeBin2*TOBin2_2 2 
 
Means 
                Fitted 
Term              Mean  SE Mean 
RN/SW 
  RN             4.062    0.357 
  SW             4.814    0.325 
AgeBin2 
  1              4.827    0.339 
  2              4.049    0.343 
AveBin2 
  1              4.477    0.380 
  2              4.399    0.301 
TOBin2 
  1              4.699    0.296 
  2              4.177    0.380 
AgeBin2*TOBin2 
  1 1            4.484    0.395 
  1 2            5.169    0.553 
  2 1            4.914    0.447 
  2 2            3.185    0.520 
RN/SW*AveBin2 
  RN 1           3.642    0.566 
  RN 2           4.483    0.418 
  SW 1           5.313    0.487 
  SW 2           4.315    0.438 
 
General Linear Model: Att41 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
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Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    3.202  3.20211     1.37    0.249 
  AgeBin2              1    0.021  0.02086     0.01    0.925 
  TotExpBin2           1    0.003  0.00270     0.00    0.973 
  AveBin2              1    0.675  0.67455     0.29    0.594 
  TOBin2               1    0.961  0.96071     0.41    0.525 
  RN/SW*AgeBin2        1    0.368  0.36771     0.16    0.694 
  RN/SW*TotExpBin2     1    0.119  0.11935     0.05    0.822 
  RN/SW*AveBin2        1    4.110  4.10986     1.76    0.192 
  RN/SW*TOBin2         1    2.917  2.91709     1.25    0.271 
  AgeBin2*TotExpBin2   1    2.214  2.21414     0.95    0.336 
  AgeBin2*AveBin2      1    0.347  0.34680     0.15    0.702 
  AgeBin2*TOBin2       1    7.567  7.56715     3.23    0.080 
  TotExpBin2*TOBin2    1    2.115  2.11478     0.90    0.347 
  AveBin2*TOBin2       1    0.996  0.99643     0.43    0.518 
Error                 41   95.964  2.34059 
  Lack-of-Fit          5   11.381  2.27618     0.97    0.450 
  Pure Error          36   84.583  2.34954 
Total                 55  135.982 
 
General Linear Model: Att41 versus AgeBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor   Type   Levels  Values 
AgeBin2  Fixed       2  1, 2 
TOBin2   Fixed       2  1, 2 
 
Analysis of Variance 
Source            DF   Adj SS  Adj MS  F-Value  P-Value 
  AgeBin2          1    0.362  0.3620     0.15    0.703 
  TOBin2           1    0.524  0.5238     0.21    0.646 
  AgeBin2*TOBin2   1    7.353  7.3535     2.99    0.090 
Error             52  127.904  2.4597 
Total             55  135.982 
 
General Linear Model: Att42 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, 
TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    3.616  3.61601     1.72    0.197 
  AgeBin2              1    0.032  0.03174     0.02    0.903 
  TotExpBin2           1    0.000  0.00025     0.00    0.991 
  AveBin2              1    2.137  2.13685     1.02    0.319 
  TOBin2               1    0.350  0.35003     0.17    0.685 
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  RN/SW*AgeBin2        1    1.300  1.29992     0.62    0.436 
  RN/SW*TotExpBin2     1    0.031  0.03112     0.01    0.904 
  RN/SW*AveBin2        1    1.162  1.16170     0.55    0.461 
  RN/SW*TOBin2         1    0.209  0.20866     0.10    0.754 
  AgeBin2*TotExpBin2   1    8.395  8.39490     4.00    0.052 
  AgeBin2*AveBin2      1    3.464  3.46436     1.65    0.206 
  AgeBin2*TOBin2       1    1.935  1.93484     0.92    0.343 
  TotExpBin2*TOBin2    1    0.598  0.59796     0.28    0.596 
  AveBin2*TOBin2       1    0.400  0.40010     0.19    0.665 
Error                 41   86.082  2.09956 
  Lack-of-Fit          5    5.515  1.10303     0.49    0.779 
  Pure Error          36   80.567  2.23796 
Total                 55  138.214 
 
General Linear Model: Att42 versus AgeBin2, TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  AgeBin2              1    0.214   0.2135     0.10    0.757 
  TotExpBin2           1    0.164   0.1640     0.07    0.786 
  AgeBin2*TotExpBin2   1   13.647  13.6467     6.21    0.016 
Error                 52  114.281   2.1977 
Total                 55  138.214 
 
Model Summary 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.48247  17.32%     12.55%           * 
 
 
Regression Equation 
Att42 = 2.815 + 0.133 AgeBin2_1 - 0.133 AgeBin2_2 - 0.117 TotExpBin2_1 
+ 0.117 TotExpBin2_2 
        + 1.065 AgeBin2*TotExpBin2_1 1 - 1.065 AgeBin2*TotExpBin2_1 2 
        - 1.065 AgeBin2*TotExpBin2_2 1 + 1.065 AgeBin2*TotExpBin2_2 2 
 
 
Means 
                    Fitted 
Term                  Mean  SE Mean 
AgeBin2 
  1                  2.948    0.754 
  2                  2.682    0.403 
TotExpBin2 
  1                  2.698    0.395 
  2                  2.932    0.758 
AgeBin2*TotExpBin2 
  1 1                3.897    0.275 
  1 2                 2.00     1.48 
  2 1                1.500    0.741 
  2 2                3.864    0.316 
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General Linear Model: Att43 versus RN/SW, TotExpBin2, AgeBin2, AveBin2, 
TOBin2  
 
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
TotExpBin2  Fixed       2  1, 2 
AgeBin2     Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  AgeBin2              1    0.343  0.34256     0.15    0.701 
  TotExpBin2           1    0.219  0.21862     0.10    0.759 
  TotExpBin2*AgeBin2   1    0.455  0.45536     0.20    0.658 
  RN/SW                1    0.210  0.20964     0.09    0.764 
  AveBin2              1    0.043  0.04294     0.02    0.892 
  TOBin2               1    0.065  0.06488     0.03    0.867 
  RN/SW*TotExpBin2     1    0.437  0.43724     0.19    0.664 
  RN/SW*AgeBin2        1    1.247  1.24739     0.55    0.464 
  RN/SW*AveBin2        1    8.588  8.58807     3.75    0.060 
  RN/SW*TOBin2         1    0.000  0.00004     0.00    0.997 
  TotExpBin2*AveBin2   1    0.393  0.39325     0.17    0.681 
  TotExpBin2*TOBin2    1    3.044  3.04402     1.33    0.255 
  AgeBin2*TOBin2       1    4.117  4.11675     1.80    0.187 
  AveBin2*TOBin2       1    0.122  0.12176     0.05    0.819 
Error                 41   93.808  2.28801 
  Lack-of-Fit          5    5.225  1.04501     0.42    0.828 
  Pure Error          36   88.583  2.46065 
Total                 55  131.929 
 
General Linear Model: Att43 versus RN/SW, AveBin2  
 
 
Factor Information 
Factor   Type   Levels  Values 
RN/SW    Fixed       2  RN, SW 
AveBin2  Fixed       2  1, 2 
 
Analysis of Variance 
Source           DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW           1    1.502   1.5022     0.66    0.420 
  AveBin2         1    0.109   0.1094     0.05    0.827 
  RN/SW*AveBin2   1   13.514  13.5136     5.95    0.018 
Error            52  118.110   2.2713 
Total            55  131.929 
 
Model Summary 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.50710  10.47%      5.31%       0.00% 
 
 
Regression Equation 
Att43 = 4.086 + 0.167 RN/SW_RN - 0.167 RN/SW_SW + 0.045 AveBin2_1 - 0.045 AveBin2_2 
+ 0.502 RN/SW*AveBin2_RN 1 - 0.502 RN/SW*AveBin2_RN 2 - 0.502 RN/SW*AveBin2_SW    
1 + 0.502 RN/SW*AveBin2_SW 2 
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Means 
               Fitted 
Term             Mean  SE Mean 
RN/SW 
  RN            4.253    0.300 
  SW            3.918    0.281 
AveBin2 
  1             4.131    0.317 
  2             4.040    0.262 
RN/SW*AveBin2 
  RN 1          4.800    0.477 
  RN 2          3.706    0.366 
  SW 1          3.462    0.418 
  SW 2          4.375    0.377 
 
 
General Linear Model: Int44 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    1.673  1.67265     0.70    0.409 
  AgeBin2              1    2.474  2.47362     1.03    0.316 
  TotExpBin2           1    1.833  1.83254     0.76    0.387 
  AveBin2              1    0.780  0.77975     0.32    0.572 
  TOBin2               1    0.306  0.30602     0.13    0.723 
  RN/SW*AgeBin2        1    1.751  1.75134     0.73    0.398 
  RN/SW*TotExpBin2     1    0.274  0.27442     0.11    0.737 
  RN/SW*AveBin2        1    6.426  6.42574     2.68    0.110 
  RN/SW*TOBin2         1    0.058  0.05787     0.02    0.877 
  AgeBin2*TotExpBin2   1    9.400  9.40003     3.91    0.055 
  AgeBin2*AveBin2      1    6.007  6.00711     2.50    0.121 
  AgeBin2*TOBin2       1    2.863  2.86300     1.19    0.281 
  TotExpBin2*TOBin2    1    1.840  1.84024     0.77    0.386 
  AveBin2*TOBin2       1    0.685  0.68532     0.29    0.596 
Error                 41   98.462  2.40152 
  Lack-of-Fit          5    6.462  1.29249     0.51    0.770 
  Pure Error          36   92.000  2.55556 
Total                 55  149.714 
 
 
 
General Linear Model: Int44 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
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AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    3.418   3.4177     1.34    0.253 
  AgeBin2              1    1.167   1.1668     0.46    0.502 
  TotExpBin2           1    0.797   0.7971     0.31    0.579 
  AveBin2              1    1.039   1.0386     0.41    0.527 
  TOBin2               1    0.873   0.8728     0.34    0.561 
  RN/SW*AveBin2        1    4.778   4.7777     1.87    0.178 
  AgeBin2*TotExpBin2   1   12.163  12.1626     4.77    0.034 
  AgeBin2*AveBin2      1    4.196   4.1959     1.64    0.206 
Error                 47  119.948   2.5521 
  Lack-of-Fit         11   27.948   2.5408     0.99    0.470 
  Pure Error          36   92.000   2.5556 
Total                 55  149.714 
 
 
General Linear Model: Int44 versus RN/SW, AgeBin2, TotExpBin2, AveBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS  Adj MS  F-Value  P-Value 
  RN/SW                1    3.840  3.8403     1.49    0.228 
  AgeBin2              1    0.372  0.3717     0.14    0.705 
  TotExpBin2           1    0.287  0.2867     0.11    0.740 
  AveBin2              1    1.573  1.5727     0.61    0.438 
  RN/SW*AveBin2        1    3.476  3.4762     1.35    0.251 
  AgeBin2*TotExpBin2   1    9.959  9.9591     3.87    0.055 
Error                 49  126.035  2.5721 
  Lack-of-Fit         13   34.035  2.6181     1.02    0.451 
  Pure Error          36   92.000  2.5556 
Total                 55  149.714 
 
General Linear Model: Int44 versus AgeBin2, TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  AgeBin2              1    0.042   0.0424     0.02    0.898 
  TotExpBin2           1    0.052   0.0518     0.02    0.887 
  AgeBin2*TotExpBin2   1   11.698  11.6983     4.56    0.037 
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Error                 52  133.258   2.5627 
  Lack-of-Fit         16   41.258   2.5786     1.01    0.470 
  Pure Error          36   92.000   2.5556 
Total                 55  149.714 
 
Model Summary 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.60083  10.99%      5.86%           * 
 
 
Regression Equation 
Int44 = 4.889 + 0.059 AgeBin2_1 - 0.059 AgeBin2_2 - 0.066 TotExpBin2_1 
+ 0.066 TotExpBin2_2 
        - 0.986 AgeBin2*TotExpBin2_1 1 + 0.986 AgeBin2*TotExpBin2_1 2 
        + 0.986 AgeBin2*TotExpBin2_2 1 - 0.986 AgeBin2*TotExpBin2_2 2 
 
Means 
                    Fitted 
Term                  Mean  SE Mean 
AgeBin2 
  1                  4.948    0.814 
  2                  4.830    0.435 
TotExpBin2 
  1                  4.823    0.427 
  2                  4.955    0.818 
AgeBin2*TotExpBin2 
  1 1                3.897    0.297 
  1 2                 6.00     1.60 
  2 1                5.750    0.800 
  2 2                3.909    0.341 
 
 
General Linear Model: Int45 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    0.369   0.3691     0.17    0.680 
  AgeBin2              1    1.566   1.5656     0.73    0.397 
  TotExpBin2           1    3.931   3.9311     1.84    0.182 
  AveBin2              1    1.025   1.0251     0.48    0.492 
  TOBin2               1    2.239   2.2386     1.05    0.312 
  RN/SW*AgeBin2        1    0.535   0.5350     0.25    0.619 
  RN/SW*TotExpBin2     1    0.107   0.1068     0.05    0.824 
  RN/SW*AveBin2        1    0.609   0.6093     0.29    0.596 
  RN/SW*TOBin2         1    0.791   0.7912     0.37    0.546 
  AgeBin2*TotExpBin2   1   11.442  11.4421     5.36    0.026 
  AgeBin2*AveBin2      1    1.613   1.6135     0.76    0.390 
  AgeBin2*TOBin2       1    5.551   5.5508     2.60    0.114 
  TotExpBin2*TOBin2    1    1.582   1.5817     0.74    0.394 
  AveBin2*TOBin2       1    2.084   2.0838     0.98    0.329 
299 
 
Error                 41   87.514   2.1345 
  Lack-of-Fit          5    2.864   0.5728     0.24    0.940 
  Pure Error          36   84.650   2.3514 
Total                 55  130.214 
 
General Linear Model: Int45 versus AgeBin2, TotExpBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  AgeBin2              1    0.046   0.0459     0.02    0.881 
  TotExpBin2           1    2.130   2.1299     1.06    0.309 
  TOBin2               1    5.031   5.0310     2.50    0.120 
  AgeBin2*TotExpBin2   1   13.085  13.0854     6.50    0.014 
  AgeBin2*TOBin2       1    9.259   9.2595     4.60    0.037 
Error                 50 100.627   2.0125 
  Lack-of-Fit          1    1.937   1.9373     0.96    0.332 
  Pure Error          49   98.690   2.0141 
Total                 55 130.214 
 
Model Summary 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.41864  22.72%     14.99%           * 
 
 
Regression Equation 
Int45 = 5.175 + 0.062 AgeBin2_1 - 0.062 AgeBin2_2 - 0.431 TotExpBin2_1 
+ 0.431 TotExpBin2_2 
        + 0.313 TOBin2_1 - 0.313 TOBin2_2 - 1.069 AgeBin2*TotExpBin2_1 1 
        + 1.069 AgeBin2*TotExpBin2_1 2 + 1.069 AgeBin2*TotExpBin2_2 1 
        - 1.069 AgeBin2*TotExpBin2_2 2 + 0.424 AgeBin2*TOBin2_1 1 -
 0.424 AgeBin2*TOBin2_1 2 
        - 0.424 AgeBin2*TOBin2_2 1 + 0.424 AgeBin2*TOBin2_2 2 
 
 
Means 
                    Fitted 
Term                  Mean  SE Mean 
AgeBin2 
  1                  5.237    0.728 
  2                  5.112    0.386 
TotExpBin2 
  1                  4.743    0.381 
  2                  5.606    0.739 
TOBin2 
  1                  5.487    0.467 
  2                  4.862    0.446 
AgeBin2*TotExpBin2 
  1 1                3.737    0.277 
  1 2                 6.74     1.45 
  2 1                5.750    0.709 
  2 2                4.475    0.307 
AgeBin2*TOBin2 
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  1 1                5.974    0.812 
  1 2                4.500    0.744 
  2 1                5.001    0.463 
  2 2                5.224    0.493 
 
 
General Linear Model: Int46 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    0.155  0.15545     0.06    0.810 
  AgeBin2              1    0.273  0.27301     0.10    0.751 
  TotExpBin2           1    0.154  0.15359     0.06    0.812 
  AveBin2              1    0.697  0.69739     0.26    0.612 
  TOBin2               1    0.017  0.01716     0.01    0.936 
  RN/SW*AgeBin2        1    4.534  4.53356     1.70    0.200 
  RN/SW*TotExpBin2     1    0.049  0.04889     0.02    0.893 
  RN/SW*AveBin2        1    1.368  1.36782     0.51    0.478 
  RN/SW*TOBin2         1    0.464  0.46383     0.17    0.679 
  AgeBin2*TotExpBin2   1    1.802  1.80201     0.68    0.416 
  AgeBin2*AveBin2      1    0.756  0.75565     0.28    0.598 
  AgeBin2*TOBin2       1    0.036  0.03614     0.01    0.908 
  TotExpBin2*TOBin2    1    0.013  0.01280     0.00    0.945 
  AveBin2*TOBin2       1    0.694  0.69431     0.26    0.613 
Error                 41  109.417  2.66872 
  Lack-of-Fit          5    1.234  0.24683     0.08    0.995 
  Pure Error          36  108.183  3.00509 
Total                 55  152.125 
 
General Linear Model: Int46 versus RN/SW, AgeBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor   Type   Levels  Values 
RN/SW    Fixed       2  RN, SW 
AgeBin2  Fixed       2  1, 2 
 
Analysis of Variance 
Source           DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW           1    0.014   0.0143     0.01    0.939 
  AgeBin2         1    0.965   0.9649     0.40    0.529 
  RN/SW*AgeBin2   1   25.847  25.8474    10.77    0.002 
Error            52  124.786   2.3997 
Total            55  152.125 
 
Model Summary 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.54911  17.97%     13.24%       5.31% 
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Regression Equation 
Int46 = 2.991 - 0.016 RN/SW_RN + 0.016 RN/SW_SW + 0.134 AgeBin2_1 - 0.134 AgeBin2_2 
        - 0.692 RN/SW*AgeBin2_RN 1 + 0.692 RN/SW*AgeBin2_RN 2 + 0.692 RN/SW*AgeBin2_SW 
1 
        - 0.692 RN/SW*AgeBin2_SW 2 
 
Means 
               Fitted 
Term             Mean  SE Mean 
RN/SW 
  RN            2.975    0.300 
  SW            3.008    0.296 
AgeBin2 
  1             3.125    0.289 
  2             2.858    0.307 
RN/SW*AgeBin2 
  RN 1          2.417    0.447 
  RN 2          3.533    0.400 
  SW 1          3.833    0.365 
  SW 2          2.182    0.467 
 
General Linear Model: Int47 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    2.186  2.18610     0.84    0.365 
  AgeBin2              1    0.072  0.07245     0.03    0.868 
  TotExpBin2           1    0.015  0.01485     0.01    0.940 
  AveBin2              1    0.010  0.01040     0.00    0.950 
  TOBin2               1    0.064  0.06406     0.02    0.876 
  RN/SW*AgeBin2        1    2.475  2.47539     0.95    0.336 
  RN/SW*TotExpBin2     1    0.304  0.30405     0.12    0.735 
  RN/SW*AveBin2        1    0.000  0.00029     0.00    0.992 
  RN/SW*TOBin2         1    2.114  2.11363     0.81    0.373 
  AgeBin2*TotExpBin2   1    3.393  3.39316     1.30    0.261 
  AgeBin2*AveBin2      1    1.936  1.93602     0.74    0.394 
  AgeBin2*TOBin2       1    0.206  0.20613     0.08    0.780 
  TotExpBin2*TOBin2    1    0.088  0.08817     0.03    0.855 
  AveBin2*TOBin2       1    1.108  1.10783     0.42    0.518 
Error                 41  106.975  2.60914 
  Lack-of-Fit          5    4.725  0.94498     0.33    0.890 
  Pure Error          36  102.250  2.84028 
Total                 55  150.857 
 
General Linear Model: Int47 versus AgeBin2, TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
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Factor Information 
Factor      Type   Levels  Values 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  AgeBin2              1    0.000   0.0004     0.00    0.990 
  TotExpBin2           1    0.207   0.2067     0.08    0.779 
  AgeBin2*TotExpBin2   1   10.583  10.5826     4.08    0.048 
Error                 52  134.789   2.5921 
Total                 55  150.857 
 
Model Summary 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.61000  10.65%      5.50%           * 
 
Regression Equation 
Int47 = 2.063 + 0.006 AgeBin2_1 - 0.006 AgeBin2_2 + 0.131 TotExpBin2_1 -
 0.131 TotExpBin2_2 
        + 0.938 AgeBin2*TotExpBin2_1 1 - 0.938 AgeBin2*TotExpBin2_1 2 
        - 0.938 AgeBin2*TotExpBin2_2 1 + 0.938 AgeBin2*TotExpBin2_2 2 
 
Means 
                    Fitted 
Term                  Mean  SE Mean 
AgeBin2 
  1                  2.069    0.819 
  2                  2.057    0.438 
TotExpBin2 
  1                  2.194    0.429 
  2                  1.932    0.823 
AgeBin2*TotExpBin2 
  1 1                3.138    0.299 
  1 2                 1.00     1.61 
  2 1                1.250    0.805 
  2 2                2.864    0.343 
 
 
 
General Linear Model: Int48 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    0.456  0.45574     0.19    0.661 
  AgeBin2              1    0.480  0.48022     0.21    0.653 
  TotExpBin2           1    0.078  0.07815     0.03    0.856 
  AveBin2              1    0.015  0.01467     0.01    0.937 
  TOBin2               1    3.305  3.30497     1.41    0.241 
  RN/SW*AgeBin2        1    0.586  0.58622     0.25    0.619 
  RN/SW*TotExpBin2     1    0.113  0.11343     0.05    0.827 
303 
 
  RN/SW*AveBin2        1    0.765  0.76540     0.33    0.570 
  RN/SW*TOBin2         1    1.160  1.16044     0.50    0.485 
  AgeBin2*TotExpBin2   1    2.719  2.71940     1.16    0.287 
  AgeBin2*AveBin2      1    1.646  1.64647     0.70    0.406 
  AgeBin2*TOBin2       1    0.665  0.66465     0.28    0.597 
  TotExpBin2*TOBin2    1    0.079  0.07915     0.03    0.855 
  AveBin2*TOBin2       1    0.964  0.96367     0.41    0.525 
Error                 41   95.919  2.33948 
  Lack-of-Fit          5   10.985  2.19710     0.93    0.472 
  Pure Error          36   84.933  2.35926 
Total                 55  119.554 
 
General Linear Model: Int48 versus TOBin2, AgeBin2, TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
TOBin2      Fixed       2  1, 2 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS  Adj MS  F-Value  P-Value 
  AgeBin2              1    0.555  0.5555     0.27    0.606 
  TotExpBin2           1    0.310  0.3099     0.15    0.700 
  TOBin2               1    3.062  3.0619     1.49    0.228 
  AgeBin2*TotExpBin2   1    5.727  5.7271     2.78    0.102 
Error                 51  105.021  2.0592 
  Lack-of-Fit          2    0.565  0.2823     0.13    0.876 
  Pure Error          49  104.457  2.1318 
Total                 55  119.554 
 
General Linear Model: Int48 versus AgeBin2, TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
 
 
Analysis of Variance 
Source                DF   Adj SS  Adj MS  F-Value  P-Value 
  AgeBin2              1    0.872  0.8718     0.42    0.520 
  TotExpBin2           1    0.641  0.6409     0.31    0.581 
  AgeBin2*TotExpBin2   1    4.478  4.4782     2.15    0.148 
Error                 52  108.083  2.0785 
Total                 55  119.554 
 
General Linear Model: Int49 versus RN/SW, AgeBin2, TotExpBin2, AveBin2, TOBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
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RN/SW       Fixed       2  RN, SW 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
AveBin2     Fixed       2  1, 2 
TOBin2      Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    0.126  0.12615     0.06    0.804 
  AgeBin2              1    0.715  0.71511     0.35    0.555 
  TotExpBin2           1    0.089  0.08926     0.04    0.835 
  AveBin2              1    0.050  0.05035     0.02    0.875 
  TOBin2               1    0.168  0.16838     0.08    0.774 
  RN/SW*AgeBin2        1    1.972  1.97213     0.97    0.329 
  RN/SW*TotExpBin2     1    0.470  0.46988     0.23    0.632 
  RN/SW*AveBin2        1    0.001  0.00067     0.00    0.986 
  RN/SW*TOBin2         1    3.530  3.52956     1.74    0.194 
  AgeBin2*TotExpBin2   1    2.332  2.33195     1.15    0.289 
  AgeBin2*AveBin2      1    0.060  0.06013     0.03    0.864 
  AgeBin2*TOBin2       1    1.865  1.86526     0.92    0.343 
  TotExpBin2*TOBin2    1    0.474  0.47373     0.23    0.631 
  AveBin2*TOBin2       1    0.350  0.35013     0.17    0.680 
Error                 41   82.971  2.02369 
  Lack-of-Fit          5    4.554  0.91089     0.42    0.833 
  Pure Error          36   78.417  2.17824 
 
 
General Linear Model: Int49 versus RN/SW, TOBin2, AgeBin2, TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
RN/SW       Fixed       2  RN, SW 
TOBin2      Fixed       2  1, 2 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
 
Analysis of Variance 
Source                DF   Adj SS   Adj MS  F-Value  P-Value 
  RN/SW                1    0.223  0.22271     0.12    0.730 
  AgeBin2              1    0.755  0.75455     0.41    0.525 
  TotExpBin2           1    0.162  0.16165     0.09    0.768 
  TOBin2               1    0.082  0.08185     0.04    0.834 
  RN/SW*TOBin2         1    3.699  3.69857     2.00    0.163 
  AgeBin2*TotExpBin2   1    4.294  4.29370     2.33    0.134 
Error                 49   90.407  1.84504 
  Lack-of-Fit          6    8.143  1.35717     0.71    0.644 
  Pure Error          43   82.264  1.91311 
Total                 55  105.982 
 
General Linear Model: Int49 versus AgeBin2, TotExpBin2  
 
Method 
Factor coding  (-1, 0, +1) 
 
Factor Information 
Factor      Type   Levels  Values 
AgeBin2     Fixed       2  1, 2 
TotExpBin2  Fixed       2  1, 2 
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Analysis of Variance 
Source                DF   Adj SS  Adj MS  F-Value  P-Value 
  AgeBin2              1    1.212  1.2120     0.66    0.420 
  TotExpBin2           1    0.401  0.4011     0.22    0.642 
  AgeBin2*TotExpBin2   1    3.569  3.5691     1.95    0.169 
Error                 52   95.248  1.8317 
Total                 55  105.982 
 
The following tables represent the Pearson correlation analysis of the four nodes of the 
technology acceptance model; it was proven that the nodes behave in expected directions 
(positive and negative correlations), vary in strength but are generally in the moderate to high 
range, and with the exception of two interactions between usefulness and intent to use, the P-
values indicate the correlation coefficient r is statistically significant. 
 
Correlation: SUS Comp, Usf35, Usf36, Usf37, Usf38, Usf39, Usf40  
 
          SUS Comp     Usf35     Usf36     Usf37     Usf38     Usf39 
Usf35        0.504 
             0.000 
Usf36       -0.570    -0.569 
             0.000     0.000 
Usf37        0.490     0.593    -0.550 
             0.000     0.000     0.000 
Usf38       -0.545    -0.440     0.810    -0.449 
             0.000     0.001     0.000     0.001 
Usf39        0.515     0.431    -0.502     0.588    -0.660 
             0.000     0.001     0.000     0.000     0.000 
Usf40       -0.652    -0.566     0.557    -0.577     0.624    -0.584 
             0.000     0.000     0.000     0.000     0.000     0.0 
 
Cell Contents: Pearson correlation 
               P-Value 
 
Spearman Rho: SUS Comp, Usf35, Usf36, Usf37, Usf38, Usf39, Usf40  
 
          SUS Comp     Usf35     Usf36     Usf37     Usf38     Usf39 
Usf35        0.480 
             0.000 
Usf36       -0.564    -0.578 
             0.000     0.000 
Usf37        0.481     0.618    -0.576 
             0.000     0.000     0.000 
Usf38       -0.543    -0.425     0.828    -0.483 
             0.000     0.001     0.000     0.000 
Usf39        0.492     0.451    -0.525     0.594    -0.644 
             0.000     0.000     0.000     0.000     0.000 
Usf40       -0.630    -0.543     0.564    -0.587     0.632    -0.583 
             0.000     0.000     0.000     0.000     0.000     0.000 
 
Cell Contents: Spearman rho 
               P-Value 
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Correlation: SUS Comp, Att41, Att42, Att43  
 
          SUS Comp     Att41     Att42 
Att41        0.672 
             0.000 
Att42       -0.727    -0.641 
             0.000     0.000 
Att43        0.561     0.788    -0.565 
             0.000     0.000     0.000 
 
Cell Contents: Pearson correlation 
               P-Value 
 
 
Spearman Rho: SUS Comp, Att41, Att42, Att43  
 
          SUS Comp     Att41     Att42 
Att41        0.682 
             0.00 
Att42       -0.734    -0.642 
             0.000     0.000 
Att43        0.558     0.803    -0.552 
             0.000     0.000     0.000 
 
Cell Contents: Spearman rho 
               P-Value 
 
Correlation: Usf35, Usf36, Usf37, Usf38, Usf39, Usf40, Int44, Int45, ...  
 
        Usf35   Usf36   Usf37   Usf38   Usf39   Usf40   Int44   Int45   Int46   Int47   
Int48 
Usf36  -0.569 
        0.000 
Usf37   0.593  -0.550 
        0.000   0.000 
Usf38  -0.440   0.810  -0.449 
        0.001   0.000   0.001 
Usf39   0.431  -0.502   0.588  -0.660 
        0.001   0.000   0.000   0.000 
Usf40  -0.566   0.557  -0.577   0.624  -0.584 
        0.000   0.000   0.000   0.000   0.000 
Int44   0.335  -0.531   0.420  -0.568   0.464  -0.585 
        0.012   0.000   0.001   0.000   0.000   0.000 
Int45   0.241  -0.377   0.322  -0.418   0.460  -0.441   0.771 
        0.074   0.004   0.015   0.001   0.000   0.001   0.000 
Int46  -0.321   0.539  -0.467   0.485  -0.433   0.558  -0.673  -0.655 
        0.016   0.000   0.000   0.000   0.001   0.000   0.000   0.000 
Int47  -0.220   0.485  -0.361   0.482  -0.445   0.619  -0.668  -0.695   0.858 
        0.103   0.000   0.006   0.000   0.001   0.000   0.000   0.000   0.000 
Int48   0.384  -0.356   0.447  -0.377   0.487  -0.438   0.556   0.558  -0.577  -0.623 
        0.004   0.007   0.001   0.004   0.000   0.001   0.000   0.000   0.000   0.000 
Int49   0.358  -0.522   0.486  -0.519   0.543  -0.552   0.666   0.661  -0.651  -0.726   
0.845 
        0.007   0.000   0.000   0.000   0.000   0.000   0.000   0.000   0.000   0.000   
0.000 
 
Cell Contents: Pearson correlation 
               P-Value 
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Spearman Rho: Usf35, Usf36, Usf37, Usf38, Usf39, Usf40, Int44, Int45, ...  
 
        Usf35   Usf36   Usf37   Usf38   Usf39   Usf40   Int44   Int45   Int46   Int47   
Int48 
Usf36  -0.578 
        0.000 
Usf37   0.618  -0.576 
        0.000   0.000 
Usf38  -0.425   0.828  -0.483 
        0.001   0.000   0.000 
Usf39   0.451  -0.525   0.594  -0.644 
        0.000   0.000   0.000   0.000 
Usf40  -0.543   0.564  -0.587   0.632  -0.583 
        0.000   0.000   0.000   0.000   0.000 
Int44   0.323  -0.567   0.416  -0.594   0.468  -0.583 
        0.015   0.000   0.001   0.000   0.000   0.000 
Int45   0.233  -0.382   0.347  -0.432   0.464  -0.436   0.767 
        0.084   0.004   0.009   0.001   0.000   0.001   0.000 
Int46  -0.336   0.540  -0.454   0.500  -0.403   0.541  -0.665  -0.647 
        0.011   0.000   0.000   0.000   0.002   0.000   0.000   0.000 
Int47  -0.224   0.487  -0.378   0.506  -0.406   0.616  -0.659  -0.689   0.868 
        0.097   0.000   0.004   0.000   0.002   0.000   0.000   0.000   0.000 
Int48   0.386  -0.357   0.415  -0.375   0.468  -0.406   0.553   0.574  -0.540  -0.562 
        0.003   0.007   0.001   0.004   0.000   0.002   0.000   0.000   0.000   0.000 
Int49   0.385  -0.540   0.472  -0.523   0.459  -0.528   0.682   0.652  -0.607  -0.649   
0.811 
        0.003   0.000   0.000   0.000   0.000   0.000   0.000   0.000   0.000   0.000   
0.000 
 
 
Cell Contents: Spearman rho 
               P-Value 
 
Correlation: Att41, Att42, Att43, Int44, Int45, Int46, Int47, Int48, Int49  
 
        Att41   Att42   Att43   Int44   Int45   Int46   Int47   Int48 
Att42  -0.641 
        0.000 
Att43   0.788  -0.565 
        0.000   0.000 
Int44   0.701  -0.742   0.739 
        0.000   0.000   0.000 
Int45   0.562  -0.598   0.644   0.771 
        0.000   0.000   0.000   0.000 
Int46  -0.602   0.671  -0.658  -0.673  -0.655 
        0.000   0.000   0.000   0.000   0.000 
Int47  -0.608   0.668  -0.600  -0.668  -0.695   0.858 
        0.000   0.000   0.000   0.000   0.000   0.000 
Int48   0.593  -0.510   0.487   0.556   0.558  -0.577  -0.623 
        0.000   0.000   0.000   0.000   0.000   0.000   0.000 
Int49   0.644  -0.567   0.532   0.666   0.661  -0.651  -0.726   0.845 
        0.000   0.000   0.000   0.000   0.000   0.000   0.000   0.000 
 
 
Cell Contents: Pearson correlation 
               P-Value 
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Spearman Rho: Att41, Att42, Att43, Int44, Int45, Int46, Int47, Int48, Int49  
 
        Att41   Att42   Att43   Int44   Int45   Int46   Int47   Int48 
Att42  -0.642 
        0.000 
Att43   0.803  -0.552 
        0.000   0.000 
Int44   0.714  -0.759   0.734 
        0.000   0.000   0.000 
Int45   0.552  -0.606   0.625   0.767 
        0.000   0.000   0.000   0.000 
Int46  -0.629   0.707  -0.609  -0.665  -0.647 
        0.000   0.000   0.000   0.000   0.000 
Int47  -0.613   0.684  -0.572  -0.659  -0.689   0.868 
        0.000   0.000   0.000   0.000   0.000   0.000 
Int48   0.541  -0.533   0.471   0.553   0.574  -0.540  -0.562 
        0.000   0.000   0.000   0.000   0.000   0.000   0.000 
Int49   0.604  -0.566   0.535   0.682   0.652  -0.607  -0.649   0.811 
        0.000   0.000   0.000   0.000   0.000   0.000   0.000   0.000 
 
 
Cell Contents: Spearman rho 
               P-Value 
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APPENDIX E 
Cognitive Task Analysis Summary Notes 
 
All CTA observations and interviews were conducted between 5 January and 1 February 
as listed in the table 3.1 in Chapter 3.  This appendix contains summaries of seven interviews 
with inpatient case managers, and interviews with OSF Utilization Management, Center of 
Excellence, and Care Management senior leaders.   The sequence of the interview summaries is 
shuffled to maintain confidentiality of the case managers.  
In total, the eliciting effort included: eight hours of preliminary scoping observations; 8 
hours of direct interviews/training with case manager senior leadership; four hours with OSF 
Data Analytics; 42 hours of direct contact/observation with inpatient case managers; seven 
Interdisciplinary Rounds direct observed; seven formal CDM probe interviews conducted.  56 of 
64 Case Managers conducted the questionnaire.  Three were unable to make it due to illness, 
three due to schedule conflicts, and two due to personal leave. 
Conduct of the Critical Decision Method (CDM) interviews were one on one between the 
researcher and the case manager in separate rooms at the hospital.  Notes were captured in 
writing so as to avoid hesitance associated with tape recordings or video recordings.   Notes were 
transcribed into reports within 24 hours of each interview.   A second researcher was unavailable 
for six of the seven interviews, however since the interviews coincided with extended 
observation of that case manager through interdisciplinary rounds (IDRs), confidence in 
accurately capturing the cognitive processes is high as the interview included immersion in the 
daily activities and decision making. 
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Each interview conducted contained the following methodology which is consistent with 
methods described by Klein and Hoffman (2008) and Hoffman, Crandall, and Shadbolt (1998).  
The approach was: 
1. Selection of an Incident: Each case manager was asked to recall a recent patient 
which was discharged from their hospital.  The name of the patient was captured by 
the researcher to ensure health information privacy. In each instance, the case was of 
medium-high or high risk, and relatively complex in the words of the CM.   
2. Constructing a Timeline:  Placement of the key events for the particular patient in 
mind was captured in a general timeline of all decision making events. 
3. Deepening:  Questions employed allowed the researcher to capture cognitive 
processes used up to the discharge of the patient. 
4. ‘What-if’ Questions:  Expansion of key cognitive processes was challenged where 
possible.   Questions about potential training and policies with respect to the 
Readmission Risk Tool (RRT) and future potential Decision Support Tools (DSTs) 
were evaluated. 
In capturing the responses to the questions, across both RNs and SWs, there were many 
similarities.   In order to better capture their recollections, the seven interview responses have 
been consolidated to capture similarities, and identify variability in cognitive processes when 
apparent.  Four SWs and three RNs took part in these interviews. 
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E.1 CDM Interviews  
 
Describe the decisions associated with the patient discharge in sequence. 
 In all seven cases, the case managers identified two key decisions which were made daily 
related to patient discharge: the decision to prioritize their time towards patients, and the decision 
of the actual intervention design features for patient discharge. 
The first decision was in the initial prioritization of the patients for review.  This decision 
is made generally in the first hour of each day.   The explained reason for this was due to new 
patients being admitted to inpatient floors, transfer of patients from different service lines across 
the hospital to inpatient care, and referrals made by bedside RNs or hospitalists.   To capture and 
prioritize, the general heuristic of first hour, morning reviews allowed for the best time to do this.  
The timing is motivated from best practices and not specific, directed OSF policies. 
A general approach in ‘how to prioritize’ by case managers followed three basic steps.  
Variation in these steps generally occurred in Step 3. 
1. Prioritize first to those patients where discharge is imminent. 
2. Conduct ‘new patient’ referrals (from bedside RN or RRT). 
3. Finally, conduct rounding for other patients not in the first two steps.  
Step two referrals could come in the manner of a written referral generated in Epic EHR 
by the bedside RN which is motivated by the care transition manager BOOST list of nine 
questions, or by the regression-derived risk score from the RRT in the previous days.  Prioritized 
time to Step two patients varied in that two of seven utilized the actual risk scores from the RRT 
to see those patients first, however how to splice in care transition manager BOOST referrals was 
undetermined in all cases due to the two tool conflicting cue dynamic.  The way to de-conflict 
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generally was for a quick review of the Epic EHR for those BOOST motivated referrals on the 
patient prior to splicing together the two lists. 
 Step three contains great variability based on the degree to which case managers use the 
RRT.   Use of the tool varies and in two of seven, attention to the RRT risk score is followed.   In 
all other cases, the default rule of thumb is to efficiently move through the inpatient floor in a 
room to room nature and refine follow up visits based on the initial visits as a way to prioritize 
time. 
 The second decision is the actual patient discharge designs to include, the nature of home 
or assisted care, the degree of educational preparation needed for discharge, the number of days 
needed in inpatient, or transitional care prior to discharge, the nature of Durable Medical 
Equipment (DME) needed, pharmaceutical assistance, and other social related events related to 
family coordination and patient transportation.    
 Payer system approvals, assisted living and nursing care coordination through OSF 
Center of Expertise (CoE), OSF Utilization Management (UM), internal OSF staff coordination 
and Epic captured reporting timelines create the dynamics associated with enabling the 
decisions.  In the event that a discharge plan is constructed and approved, the patient retains the 
ability to decline any or all of the intervention decision.   
 These decisions can be made at any point during the day, but the primary communication, 
coordination, and decision making conduit is the IDR.  IDRs can vary in formality from actual 
bedside meetings with the patient to formal meetings with all key stakeholders in the patient’s 
care attending.  The general approach to IDRs includes: 
1. Agenda is set by the hospital structure of bed assignments.   To facilitate the patient 
by patient review, all stakeholders in attendance us the Epic EHR or Midas system 
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hard copy.   The hospitalist or case manager leads the review with hospitalist starting 
off the discussion about the patient prospects for discharge, and then the case 
manager leading the discussion with healthcare staff stakeholders.  A decision may or 
may not be made in this meeting, or identified for follow up informal discussion.   
The agenda for the IDR is not standardized, but best practices reduce the variability.  
There is generally a patient-specific, sequenced review of: 
 Latest diagnosis for discharge (hospitalist, bedside RN and/or case manager). 
 Review of interventions for discharge, and other recovery treatments. 
(hospitalist, case manager, or bedside RN) 
 Family and social situational update (hospitalist, case manager, or bedside 
RN) 
 Payer (insurance) approval discussion. (case manager) 
 Discussion of discharge care by practice (preferred or not). (case manager, or 
bedside RN) 
 Final decision for discharge, or decisions on shaping activities for a discharge 
still days away. 
2. Stakeholder participation in these meetings is a source of great variability depending 
on hospital size.  Hospitalists may or may not attend, or be time-sequenced in for 
larger inpatient facilities to provide insights while being efficient in their time.  The 
supporting staff to include the case manager remains present throughout.   That staff 
can include, occupational/physical therapy, Palliative Care RN, pharmaceutical staff, 
bedside RNs, home health (if present at that hospital), outpatient RNs, DCFS and 
school districts in pediatric care, and anesthesiologist for acute care patients. 
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3. Timing of the IDRs can occur from 0900 to 1300, but general occur (in 5 of 7 cases) 
between 1000 and 1200.    
4. Artifacts used in the IDR include individual paper copies of the Epic EHR on which 
hand written notes (all shorthand) are transcribed daily.   Transfers of these notes to 
Epic occur at some time between IDRs and the end of the day.  Within the meetings, 
only one of seven meetings utilized a laptop with Epic as a reference.   None of the 
meetings used Epic, or the RRT on a monitor to facilitate situational awareness, or 
provide a common operational picture.  In pediatrics, the use of a speaker phone 
facilitates discussion with the local school district.   Prior to the IDR, Epic, the RRT, 
and limited white boards in patient rooms present the conduit for patient discharge 
care situational awareness. 
5. Location: In two of seven IDRs the meeting moved from the inpatient floor down to 
intensive care units in order to gather real time information from bedside RNs unable 
to break away.   Meetings are generally held in offices or in small adjacent rooms to 
the inpatient floor with little to no IT capabilities. 
Upon departing the IDR, follow on decisions for patient intervention and discharge can 
be conducted face to face as primary, Epic as first alternate, and then texting which limits patient 
health information (not generally preferred except for lower impact decisions), and phone calls. 
What were you seeing, or hearing in the decision? (Tech, Peer Expertise, Own Experience, 
outside sources) 
 The decisions for how to prioritize time in discharge, and then design interventions for 
discharge seem to be strongly influenced by: 
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1. Recent Experience with similar patients.  This indicates that the Availability heuristic can 
be influential.   Key indicating cues which were described or heard in case manager 
explanations mentioned reoccurring phrases including: 
 ‘This patient file is similar to….’ 
 ‘A recent patient of mine….’ 
 ‘The RRT factors are similar to….’ 
 ‘A fellow CM’s patient responded to…’ 
 ‘This report/article states…’ 
2. Career Experience with similar patients.  This indicates that the Representativeness 
heuristic may be influential in how patients respond to particular interventions.  More 
indicating cues described or heard include 
 ‘My experience tells me…’ 
 ‘This patient fits a normal profile responsive to…’ 
 ‘This (intervention) always performs well…’ 
 ‘Other Case managers   use this best practice…’ 
How the RRT interacts with personal, expert heuristics and other expert opinions can be 
difficult to determine.   In general, the case managers ‘see’ the Epic EHR screen and more 
frequently, the hard copy of the data which they carry all day.   Confirmation of data is in the 
form of the white boards within the rooms.   However, hearing from hospitalists and other case 
manager in the case manager offices or at the nurse station on the inpatient floor provide the 
collaborative discussion forum for these decisions to be refined.   The IDR baselines the mental 
model of each patient for the staff, but the true details get worked throughout the day.   Epic 
captures those assessments for all to see.   In the context of time constraints, the RRT residual 
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traffic light column in Epic represents the primary manner of RRT information passing, but it 
does not link direct to the system to illustrate factors in play influencing patient risk. (see 
Appendix A) 
What information did you use in making this decision? 
 The first decision is generally influenced most by personal experiences with like-patients, 
then recent experiences, and finally the Epic/RRT inputs.   The second decision is exclusively 
personal and recent experiences.  No direct influence of the RRT was observed or articulated in 
how a patient’s interventions were decided upon.   
How was that information obtained?  
 Information was gathered primarily through morning conversations and review of Epic, 
then at the IDR and nurses station in conversations, and finally bedside engagements with the 
family and patients. 
Were you reminded of any previous experience? 
 Every recollection of a patient was rooted in previous ‘similar experiences’ with patients.  
Previous patient experiences provide a start point for all individual patient assessments and 
interventions.   In every instance, the case manager is very self-aware to evaluate the patient as 
new, complex system, but there is a baseline.   When asked why case managers don’t see patients 
first prior to an Epic review, the standard response is that the cues to conduct a referral can be 
generated from multiple entities (hospitalist, bedside RN, or RRT at a minimum), and so a quick 
review is necessary which automatically creates the previous experience matching with the case 
manager.  Given the time constraints, and minimal training on the RRT, evaluation of the factors 
behind a patient’s risk is often overlooked (in all seven observations and interviews). 
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 Multiple comments were made regarding the desire to receive some sort of feedback on 
how a patient’s interventions performed.   There is currently no system of ‘real patient’ feedback 
which provides this, nor are there any simulation training curriculum s which could enable this 
request. 
What were your goals/objectives at the time of the decision? 
 Decision #1 goals: 
 To maximize time with patients of high and medium-high risk (referral or RRT) 
 To maximize touches with the patient and families in a given day. (3 out of every 
8 hours are spent with patient it is estimated) 
Decision #2 goals: 
 To optimize the discharge interventions for each particular patient. 
 To minimize the readmission risk of a patient. 
Who were the stakeholders in that decision process? 
 (See response to CDM question 1: Inter-disciplinary rounds) 
What other courses of action were considered or available for your patient? 
 Mention of the many forms of home care, assisted living, and nursing care were always 
mentioned as the one portion of the intervention design which could have been considered 
differently.   The inability to access feedback on the performance of this portion of the discharge 
can be ‘frustrating’ in case manager words.  The method of limited feedback received is in the 
form of chance events when patients who are frequently readmitted by chance are assigned the 
same case manager.  
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How was the final option selected, and others rejected?  What rule was being followed? 
With no DST type capability provided, case managers will rely on their expert judgment 
in prescribing an intervention.   This will be done in close coordination with the hospitalist and 
some key personnel who are particular to serving the patient’s needs.   In a deepening question, 
case managers were asked whether a DST type capability which would recommend an 
intervention based on the patient’s profile might assist.  In six of seven cases, there was generally 
agreement that a system is needed, but only in the context of also addressing the feedback on 
performance of interventions.    
Some rejections of interventions are in the cases of payer related constraints.   When 
particular payer systems cannot cover costs, and the patient is unable to cover, then certain home, 
assisted, and nursing care options become unavailable.  An example is Medicare might not cover 
meals delivered to the home, homemaker services or personal care, or 24-hour care at a patient’s 
home.  Medicare Part A and B require a number of conditions to be met for home health services 
to be authorized for payment.  Case managers have become adept at navigating the many 
variations of payer services and constraints despite no official training, yet their choices of what 
might actually be the best intervention are limited by these systems.    
What experience or training was necessary/helpful to make this decision? 
Training on Epic is key to case manager decisions due to Epic becoming the stand along 
artifact for situational awareness and action for a patient.   General satisfaction with Epic was 
observed.   Training on the RRT has not occurred and presented a uniform frustration with what 
the tool can do, and the expectations for use. 
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On the job training, and experience in any related social type work were mentioned as 
best for the case manager position primarily due to the types of heuristics that are demanded for 
use daily. 
What training or information might help you in future similar decisions? 
 Feedback on performance of interventions was the number one remark made.  When 
probed about the RRT, or future DSTs, once again there was mention that these tools must be 
fully understood in order for acceptance to be improved.   Training feedback is not identified as 
sufficient enough given the life/death nature of interventions for their patients.  And so training 
that would improve complete understanding of the RRT and future intervention performance via 
a DST were mentioned to some degree by all case managers. 
Are there any other constraints (to include time or policy) involved in the decision? 
 Time constraints are mentioned by everyone regardless of the size of the facility.  When 
probing into the idea of constraints on decision making, many of the factors used in the 
experimental heuristic work in this dissertation were mentioned. Case managers unanimously 
assessed that approximately three to three and a half hours out of every eight hours are spent 
with patients.  Prior to the push on EHR adoption, organizational changes, and risk tool 
adoptions, they also estimated that prior time with patients was closer to four to four and a half 
hours of every eight hours. Constraints which impact time mentioned include: 
 Mandatory, incremental inputs into Epic for follow up referrals. 
 Payer system complexities and calls to confirm what is and is not covered.  This 
includes DME, type of care, and therapy. 
 Follow up contacts with CoE and UM in pre and post discharge. 
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 Competing RRT and BOOST influenced referrals from care transition manager 
questions. 
 Nursing and Assisted Living call backs (beyond CoE contacts) - double calling. 
 Navigation of Epic; lookup of particular patient referrals not intuitive. 
 IDR lengths vary from 20-60 minutes. 
 Early identification of managed care plans not addressed create extensive delays 
in inpatient care as approvals are sought. 
 Variability in workload (patients/day), work flow (turnover or new patients/day). 
 Variability in the staff based on certifications and levels of experience and age 
can create miscommunication. 
 Inpatient case managers conduct call backs with non-OSF patients which can 
become tedious and a drain on time.   OSF patients receive callback form 
outpatient case managers and conduct a larger degree of documenting in Epic.  
The tradeoff is more time finding and calling people versus administrative duties 
in Epic. 
 Patient education has moved to bedside RNs from case managers.  While not 
responsible for this duty, ensuring bedside RNs understand and can administer 
proper patient education is another responsibility.   
Did you imagine how events would unfold with the intervention chosen? 
 Generally, all case managers attempt to visualize the intervention for the patient which is 
why there can be many calls made to facilities which already have had OSF CoE coordination.   
Ensuring the care facilities have a full story behind particular patient needs influences follow up 
calls to notify staff at those facilities prior to patient arrival.   
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What artifacts helped you in your decision; and which ones do not add value? 
 Artifacts used are few and captured in the IDR summary to Question 1. 
What mistakes are likely in this decision?   
 There are many concerns case managers will articulate to include: 
 The patient’s social factors are not fully understood.  When probed, the sub-
factors include the patient’s financial well-being to carry on the interventions, 
geographic proximity to care providers, transportation constraints, and living 
conditions. 
 Mistakes can also be made in the family support structure and its strength.  In 
particular, it was mentioned that when the family is no proximate to an elderly 
patient, agreements passed over phone conversations have a high degree of 
variability in follow up. 
 Mistakes made in discharging a patient too early can lead to ill understood 
intervention details. 
 When prioritizing time towards patients, there can be many mistakes made to 
multiple referral cues about the patient. 
What factors would have changed your decision recommendation? 
 Many of the factors mentioned in the social domain might have changed the mind of the 
case managers, and yet when asked probing questions, there is very little awareness of the RRT’s 
potential to inform those decisions.   Training on the RRT must include full and complete 
understanding of the 50 attributes used, and as importantly, what factors are not used in 
calculation of the total readmission risk score. 
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 Appendix E summary notes helped to enable a number of products identified in Chapters 
1, 2 and 3 of this dissertation.  These products include: 
 The Inpatient case manager Concept Maps 
 Decision Timeline 
 Cue Inventory Chart and Coded Protocol 
 Socio-Technical System Value Model for Patient Discharge 
 
E.2 Care Management Interview Summary 
  
 Additional interviews were compiled over time with OSF key stakeholders who directly 
influence inpatient case managers. Basic information about communication, roles, and 
technology use is captured below to facilitate creation of the CTA products in this research. 
Care Management Utilization Management (UM)  
 UM communicates all matters of consults and referrals via Epic EMR.  They confirm via 
phone calls to the case managers.    
 In matters of transitional care where one patient might come from a service line down to 
a consolidated inpatient floor, UM will conduct phone calls direct to the case manager 
and then follow up with notes in Epic.   
 UM communication can occur at different frequencies dependent on patient needs.   They 
will check charts within 24 hours of a patient’s arrival of inpatient care.  They will also 
communicate with case managers in matters of public aid – Medicare/Medicaid almost 
daily due to 72 hour constraints in inpatient coverage.    
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 Where critical access hospital consults are necessary due to a patient being in inpatient 
care more than 4 days, they communicate with case managers daily.     
 Finally, in issues of ‘Code 44’ where a patient is transferred from inpatient status to 
observation only, UM will work with case manager and hospitalists to ensure payer 
accounting is complete and timely.   
 Once a patient is discharged, there is a final accounting of the patient file by UM, and this 
could drive one final contact with the case manager on the particular patient. 
 There is no feedback related materials which OSF collects for directly.   InterQual 
provides one of the only conduits to shared practices. 
 There is no contact with RRT and UM does not receive the RRT.  UM communicates 
with the hospitalist, PCP, surgeon, or case manager depending on the issue they are 
taking care of.    
 UM is there to ensure completeness, and not make decision related inputs to the process. 
 
Center of Expertise (CoE) 
 All referrals are completed in Epic with phone calls made for transitions, or to follow up 
on details of a transition.   For any same day referrals, the time constraint is two hours 
and next day is by close of business.   
 CoE has no decision making authority, and represents primarily an accounting capability.   
They do not have any clinical skills and are not tied to critical thinking related tasks.  
 There are 11 accounting type administrators, one RN who handles Blue Cross/Shield 
readmissions for fiscal related penalties, and one RN to handle extreme complex patients 
such as non-citizens, criminal, or DCFS related issues.   
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 Any payer type issues are run through CoE.     They might be provided feedback from 
Skilled Nursing Facility (SNF) on occasion and will push to case managers, but that is all 
the feedback that occurs. 
 Their hours are the same as case managers.  They also don’t have any direct regional 
responsibility with Home Care as Home Care is the executing agent for checking on skilled 
nursing facility (SNF) or Home Care capabilities. 
 
Figure E.1: Skilled Nursing Facility Referral Process (OSF CoE, Feb 2016) 
 
Care Management 
 RRT is meant to be a DST for how to spend time during the day on patients.   30% of 
patients are in the MH and High, 11% in the ML, and the rest in Low.     
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 OSF is looking at elimination of the full Boost tool (Care Transition Manager) down to 2 
tools to be integrated into Epic.   Data Analytics and Care Management is also looking 
into integration of the RRT into Epic versus just the buttons.    
 There are little to no mentorship programs for training, and so no simulations or real 
world feedback exists currently. 
 A clinical readmission explorer feedback tool is being piloted at St Mary’s which could 
include a root cause analysis of unplanned readmissions.   
 
