ABSTRACT
INTRODUCTION
Transactions are key to structuring distributed applications. Concurrency control is one of the important building blocks of transaction management. The requirement of concurrency control arose to ensure correctness when shared data item is updated by multiple transactions at the same time. The traditional two phase locking protocol is not suitable in mobile database environment due to frequent mobility and disconnections.
Further to manage the data correctly, the support of ACID (Atomicity, Consistency, Isolation & Durability) properties of transaction should be revisited with respect to the characteristics of mobile database environment. Atomicity is guaranteed by the commit protocols, Consistency is assured by DBMS or application programs if it can ensure certain specified constraints, Isolation is guaranteed by concurrency control manager and Durability is ensured by logging.
Transaction management is characterized by the environment in which transaction gets executed. In the first group the transaction are completely or partially executed at mobile host. In this group the focus is on support of ACID properties. In the second group, transactions initiated at mobile hosts are executed at fixed host. In this group ACID properties are not compromised and the focus is on support of executing transactions successfully in presence of mobility and disconnections [1] .
The remaining part of this paper is organized as follows: Section -2 describes the architecture of mobile database system, execution modes in mobile environments and the need of mobile middleware and its architecture. Section -3 presents the concurrent access anomalies and the lists the challenges in achieving Isolation property in mobile environments. Section-4 presents the pessimistic strategies for concurrency control in mobile environments and along with issues and challenges. Section -5 describes the optimistic strategies in mobile environments followed by issues and challenges and Section -6 concludes the paper.
MOBILE DATABASE ENVIRONMENT
The following figure describes the reference architecture of Mobile Database System. It resembles C&C (Component & Connector) view style architecture. The Mobile database system consists of two major components and two major connectors. The two components are Mobile Host and Fixed Host respectively and the two connectors are Wireless and Wired Networks.
Terminals, desktops, servers are the Fixed Host which are interconnected by means of a fixed network. Large databases can run on servers that guarantee efficient processing and reliable storage of database [1] .
Mobile Hosts (MH) like Palmtops, Laptops, PDA's or Cellular phones is not always connected to the fixed network [1] . They may be disconnected for different reasons. Mobile host may differ with respect to the computing power and storage space; however MH can perform database transactions. The disconnections may be soft or hard. Hence disconnections are handled as normal situations and not as failures.
Advances in wireless technology and ubiquitous computing have created a new domain called mobile computing, where the users access the data irrespective of their physical location and movement behavior. The wireless technology provides users to logically retain the network connection even when there is a handoff i.e. when the mobile host is moving from one location to another. The geographical area covered by a base station is called a cell. Every time the mobile host communicates with the base station of the cell it belongs to. The process of entering new cell is said to be a handoff or handover.
Execution Modes
The transactions are initiated at mobile host but may be executed on mobile host or fixed host or the execution may be distributed between mobile host & fixed host [1] respectively.
• Complete Execution on the Fixed Network In this execution mode, the transaction is initiated at mobile host but is completed executed at fixed network. In this model, the mobile host acts as a thin client.
• Complete Execution on a MH In this mode, transactions are initiated at mobile host and are executed on mobile host. This approach requires mobile hosts to have processing & storage capabilities as well as managing data. However reconciliation is needed with the fixed host at some point in time.
• Distributed Execution on a MH and the Wired Network In this mode, transactions are initiated at mobile hosts and the execution is distributed among mobile host and fixed host. A sub-transaction is executed at mobile host and another one at fixed host. This helps in minimizing the communication between the fixed host and mobile hosts respectively.
• Distributed Execution among several MHs In this mode, the transaction is distributed among several mobile hosts for execution. It provides a peer-peer strategy. A mobile host acts as a server for other mobile hosts so that the execution is distributed between them. The selection of a mobile host for execution of a transaction is location based.
• Distributed Execution among MHs and FHs This mode provides a fully distributed environment where a transaction execution is distributed among several mobile hosts and fixed hosts respectively. In this transaction execution, multiple parties may be involved. For example a customer who wishes to purchase products may connect to the supermarket and as well as bank and finally the results are to be reconciled successfully on individual fixed hosts.
Mobile Middleware
Mobile Middleware is software that acts as an interface between the Mobile host and wired fixed host. The functions of Mobile Middleware are
• It must deliver the information precisely to the right place irrespective of mobility, disconnections, interface constraints etc., • It has to enable deployment of a standardized mobile application on mobile devices with varied operating systems, screen sizes etc.
• Need to secure data on devices rather than just securing data communications Figure 2 depicts the typical mobile middleware architecture. It resembles three-tier architecture and has to support cross platform characteristics. This is because the mobile devices works on different platforms and operating systems and the applications need to be accessed from any of the devices.
Mobile middleware communicates with the fixed host on behalf of the mobile hosts. The mobile middleware also helps in providing location transparency thereby reducing the overhead of hard coding the applications on mobile devices.
Figure 2. Mobile Middleware Architecture
The mobile middleware helps in managing transactions, providing middleware security and support for cross platform implementation. The Cross platform middleware helps in supporting wide range of mobile applications.
It also provides Device flexibility & Application flexibility. The transaction management in mobile environments can be implemented on the mobile middleware. The data synchronization strategies can be realized by mobile middleware.
CONCURRENT ACCESS ANOMALIES IN MOBILE ENVIRONMENTS
When multiple mobile hosts request for same data items, it may lead to concurrent access anomalies. To preserve Isolation property pessimistic and optimistic strategies are proposed in literature.
In a pessimistic strategy, the traditional database uses locking protocol to overcome the problems of concurrent access. These protocols are not suitable for preserving consistency in presence of concurrent access of mobile hosts. A transaction initiated at a mobile host locks the required data items. If another mobile host requires the same data item it needs to wait till the mobile that requested the resource first unlocks the data item. If the mobile host doesn't commit the transaction, the second mobile host waiting in a queue has to wait for invariant time. This leads to starvation. Further as the disconnections are treated as normal behaviour in mobile environments, developing an efficient concurrency control strategy is a challenging problem. In an optimistic strategy, whenever multiple sites request for same data items, they are allowed to read the data item thus tolerating conflicts to occur. However at the time of global commit, conflict resolution strategy is applied to get back the system into consistent state. In mobile database environment, the global commit operation may increase the uplink bandwidth as the mobile host has to initiate the transactions again and again.
PESSIMISTIC STRATEGIES IN MOBILE ENVIRONMENT
Pessimistic strategy works on the following principle "Don't allow any transaction to use the same shared data item, unless it is completed".
In Pessimistic strategy, the data items needed for executing a transaction are locked. Once the transaction is successfully completed, it is unlocked then the data items can be used by the transaction waiting in queue.
Since disconnections are normal in mobile environments, a mobile host may lock the data item and may not release the locks invariantly. To overcome the problem of starvation, each transaction is associated with a timer. If the results of the offline transactions are not reconciled within a stipulated timer period, the transaction may be aborted and the data items are acquired by waiting transaction.
Pessimistic strategies such as Two Phase Locking (2PL) require frequent message exchanges with fixed hosts [2] . This reduces the throughput of the system. Further unpredictable disconnections may also lead to undefined locking time.
Distributed High Priority Two Phase Locking (DHP-2L) Protocol
DHP-2L [3] is a distributed real time locking protocol based on high priority two phase locking (HP-2PL) to achieve concurrency control in mobile environments. Conventional concurrency protocols schedule transactions on equal basis. However, the HP-2PL [4] restarts a lower priority transaction if a higher priority transaction wants to set a lock which is held by higher priority transaction.
A transaction is said to be local if it access data items available at only one base station. Otherwise it is a global transaction. DHP-2PL is a blocking protocol that resolves lock conflicts based on the priority of the transactions. Let T r represents the lock requesting transaction and T h the lock holding transaction, the following table specified the process of resolving lock conflicts in DHP-2PL. 
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However DHP-2PL uses transaction restart mechanism to resolve lock conflicts between noncommitting transactions. Further Global restarts takes more time than the local restart operations.
Timeout based Mobile Transaction Commit Protocol (TCOT)
TCOT [20] works on timeout based principle to reach the final state of the transaction execution by avoiding starvation of the shared data items. It works in an offline mode where the fragment needed for executing a transaction is read onto the mobile client and later the results are integrated with the server . If the transaction can't be executed within the time period "t", the timer value can be increased by sending the request again to the fixed host. This increases the uplink bandwidth. Further at the time of request of change in timer value, the mobile host may face the connectivity issues and it faces the issue of time lag between local and global commit operation.
Other pessimistic strategies
In [21] Mobile speculative locking protocol is introduced to reduce the blocking of transaction if two phase locking is employed. This approach requires extra resources at the mobile host to carry out speculative execution. In [22] , a concurrency control scheme is proposed which in which the priority based scheme is used to serialize the transaction. Whenever a conflict occurs the priority is given to the older transaction. This is similar to the traditional locking and if the priority is given to the mobile host which cant execute the transaction for a long time, it not only suffers from starvation but the throughput decreases considerably. In [23] , a concurrency control strategy is presented which sets the validity of data items based on the number of data items required. As the data items needed to execute a transaction might be distributed over several database servers, there is a need for a middleware which could handle such situations.
Issues & Challenges
Pessimistic protocols implemented in traditional environments are not suitable to mobile environments due to the inherent characteristics like mobility and Disconnections.
Timeout based commit protocols are needed in mobile environments to avoid starvation problems as a result of indefinite locking of data items by a particular mobile host.
The timer value may vary from one transaction to another. However if the transaction is aborted after expiry of timer, the transaction is to be requested again. This increases uplink bandwidth. To overcome this drawback if the transaction is not executed within specified time period it may be rolled back and may be executed again if no other transaction is waiting for same data items in the queue. Otherwise round-robin approach is followed. The qualitative analysis of the pessimistic strategies for guaranteeing concurrency control in mobile environments is presented in table 2. 
OPTIMISTIC STRATEGIES IN MOBILE ENVIRONMENT
Optimistic strategy works on the following principle:
"First perform operations, check for conflicts later".
In Optimistic Commit Protocols, conflict is tolerated in read phase. However to get back the system into a consistent state conflict resolution technique is applied at validation phase.
In this protocol multiple users are allowed to read the same shared data item simultaneously. When the transaction commits, the data items read by other users have to be invalidated. To implement this caching techniques are presented in literature which uses broadcasting i.e. whenever a commit is done locally, an invalidation report is broadcasted to all clients to invalidate the data items.
The Concurrency Control Mechanism (CCM)
In CCM [5] , a modified form of two tier replication scheme is proposed to reduce the no of transaction rejections and transaction commit time at the mobile hosts. In this approach the number of replicas allowed for shared data items are finite. If the possible number of replicas is set to "n", only "n" mobile hosts can locally store a copy of data item for execution. The validity of a data item is control by timeout parameter. If the data item is not updated or the results are not returned within specified period of time, it can't commit the transaction. The timeout values are assumed to be multiple of broadcast cycle time. If the transaction is not committed within specified time, it is blocked and has to wait till a new value of timer is assigned to the mobile host.
It assumes that the value of timeout should be sufficiently large so that the updates can be propagated to the fixed host. However this may reduce the throughput of the system. Further in CCM if the transaction is committed within the specified time period it can update the data on fixed host without waiting for the result of base station. This increases the load on mobile host as it has to broadcast the status of data item to other mobile hosts which holds the same replica.
Further in this approach after the expiry of timer value, DBS always has to send the new values of number of replicas and time for validity of data. Further if the number of applications deployed on a mobile increases, then the cache should also increase to maintain the data item information.
Sequential Order with Dynamic Adjustment (SODA) Strategy
SODA [6] guarantees consistency of concurrent transactions in mobile P2P databases. It reduces response time by applying the concept of sequential order and reduces the abort rate by dynamically adjusting the sequential order.
SODA is a three phase commit protocol. In Read & Compute phase, transaction T reads the set of data items assigns a timestamp and stores them locally. T also computes the new values (write set) and maintains it locally. In Validation Phase, the read and write set are validated against set of committed transactions. If the transaction T passes the validation phase a new time stamp is assigned which is used as the commit time of transaction T. In Commit and Write Phase, if the transaction succeeds the validation phase, it can write values of write set into database. Otherwise it may be aborted.
In a peer-peer strategy the transaction execution is distributed among mobile hosts. In these situations, every mobile host must possess the capability of managing transaction execution and integrated successfully with the fixed hosts. Further in mobile peer-peer systems, each host has to carry its own local database which is a challenge.
Concurrency control to support update transactions (CCUD)
In mobile commerce, browsing or querying database is not sufficient as some of the applications allow users to update the database. Local validation helps in achieving shorter response time, early detection of conflicts and reduced validation load on the fixed host [7] . However the broadcast errors might lead to ambiguity in making the commit decision. If a mobile host doesn't receive commit information correctly, it couldn't determine whether the local transactions must be committed or not. These broadcast errors can be reduced using reliable transmission protocol like a typical re-transmission and acknowledgement technique.
Two types of broadcasts are used in this strategy viz. Notification broadcast for delivering the validation results of the transactions and Certification broadcast for broadcasting the invalidation information. In addition a confirmation protocol is used by mobile clients to receive the reliable results over a broadcast channel.
The throughput of this strategy is less as it has to go through one additional level in making a final commit decision. This also increases the number of certification broadcast when many mobile hosts are requesting for the same shared data item as a result the uplink bandwidth increases.
Other optimistic strategies
In a mobile environment if the transaction validation is done on the server, it may lead to delayed response causing overhead at the server [8] . An Optimistic Concurrency Control with Dynamic Time stamp Adjustment Protocol requires client side write operations. However because of the delay in execution of a transaction, it may never be executed [14] . In [10, 19] , the conventional optimistic concurrency control algorithm in enhanced with an early termination mechanism on conflicting transactions. But because of early termination a transaction need to be initiated again and again.
Optimistic concurrency control protocols (OCC) [13, 15, 17] are non-blocking and deadlock-free, which make them efficient to use in mobile computing and have been adopted in the Disconnected Operation [11] and Kangaroo Transaction model [16] . But, without locks to data items, transactions might access conflicting data items under an optimistic concurrency control protocol (OCC). Two concurrent transactions conflict if one of them performs a write on similar data items. Therefore, approaches to terminate conflicting transactions are proposed [18, 19] . In these approaches if the conflict rate increases, more and more transactions get aborted. In [14] , author proposes A Timestamp-Based Optimistic Concurrency Control for Handling Mobile Transactions. However it [9, 12, 14] needs broadcasting of messages to send the invalidation reports which might unnecessary flood the network thereby reducing the transaction throughput. The approach followed in [14] uses broadcasting which is not suitable for some of the applications because of the rise in abort rates and unnecessary flooding of invalidation reports. For example in [1] , the author proposes a scheme, to provide non-blocking protocol with restrained communication. But it faces the problem of time lag between the local and global commit. In [10] concept of non-conflicting transactions is introduced such that if a conflicting transaction is detected, it may be aborted.
Issues & challenges
Optimistic commit protocol can be implemented for transaction processing in mobile environments. However the traditional optimistic protocol doesn't give good performance if it is implemented in mobile environments
The invalidate report is sent to all the participants involved in some transaction execution. (The invalidation report may be sent only to the participants using the same shared data item and the data item is invalidated). Further in the traditional approach, once the data item becomes invalidated, a new request is to be initiated for execution of a transaction. In mobile environments this increases the uplink bandwidth.
The qualitative analysis of the optimistic strategies for guaranteeing concurrency control in mobile environments is presented in table 3. 
CONCLUSION
Concurrency control forms a basic building block for transaction management in any database environments. However as disconnections are treated as normal situations in mobile environments, there is a need for relaxation of ACID properties in mobile environments. In this paper several concurrency control strategies to achieve the Isolation is discussed. In pessimistic strategy the transaction may be blocked due to locking. However the time based strategies made an attempt to resolve the starvation issues in presence of disconnections and mobility. To overcome the problem of blocking, optimistic strategies are presented in literature. However there is a need for good conflict resolution strategies which satisfies Serializability property.
