Human eye tracking and gaze estimation is a new technology which acts as an interface between the user and the computer. Its main goal is to determine where a user is looking on the computer screen. Numerous methods have been developed to accomplish this task. However, they need expensive and proprietary hardware, or require the user to wear a device on his/her head, or place limitations on the user's head movement. In this paper, we propose an inexpensive and non-intrusive algorithm to estimate the eye gaze on the computer screen. The proposed algorithm can quickly determine the glints and pupils of the user under normal lighting conditions and estimate the gaze of the user by a pretrained scaled conjugate gradient based neural network. Extensive experimental results demonstrate the promising robustness of the algorithm on estimating the gaze of users under normal lighting conditions and with moderate head movement, regardless of whether users wear glasses or contacts.
Introduction
Human eye tracking and gaze estimation is a rapidly growing research area with many useful humancomputer interaction applications, such as video conferencing [1] and eye-typing [2] . Gaze tracking can also be used in monitoring driver alertness [3] by observing the appearance of the eyes for drowsiness or fatigue. The improvement of eye tracking and gaze estimation systems also provides a substitute means for physically impaired persons who find it difficult to, or are completely unable to, control a mouse. In this research, we focus on developing an inexpensive and non-intrusive gaze estimation system. The proposed system requires little calibration for new or return users to the system and is robust against normal lighting conditions and moderate head movements.
The existing non-intrusive research in eye detection, tracking, and gaze estimation can be classified into three categories: passive image-based approaches, active infrared-based approaches, and hybrid approaches.
The passive image-based approaches [4] [5] [6] detect and track eyes by exploiting the unique intensity distribution (e.g., dark pupil and white sclera) or shape (e.g., circular iris and eye corners) of the eyes to distinguish the human eye from other objects. Three typical methods are template-based, appearance-based, and feature-based. These traditional passive imagebased methods achieve decent eye tracking results for images with good contrast when faces are in the frontal orientations and eyes are without closure and occlusion. However, they cannot work well for different subjects under different illuminations.
Active infrared-based approaches [7] [8] [9] exploit the spectral (reflective) properties of pupils under near infrared illumination to produce the bright/dark pupil effect for eye detection and tracking. However, these methods require distinct bright/dark pupil effect to work well and heavily depend on the brightness and size of the pupils, which are often affected by eye closure and occlusion due to face rotation, external illumination interferences, and the distances of the subjects to the camera. In addition, they require a sophisticated control system and an expensive camera capable of generating interlaced images using even and odd fields.
Several systems combine both passive imagebased and active infrared-based approaches to address the aforementioned problems. Haro et al. [10] propose to perform pupil tracking using the conventional appearance-based matching method, the bright pupil effect, and the motion characteristics. However, this method cannot track the closed or occluded eyes or eyes with weak pupil intensity due to external illumination interference. Ji et al. [11] perform pupil verification based on the shape and size of pupil blobs to eliminate spurious pupil blobs after eliminating the external light interferences using the real time subtraction and a special filter.
In this paper, we propose a non-intrusive eye gaze estimation system with the aid of inexpensive equipment. The remainder of the paper is organized as follows. Section 2 presents the proposed algorithm. Section 3 shows the experimental results. Section 4 concludes the paper and summarizes the directions for future work.
Proposed Algorithm
The configuration of the proposed system is shown in Fig. 1 . We built an inexpensive hardware to facilitate the process of finding glints and pupils. This hardware consists of a digital video camera, an infrared filter, several infrared lights, and an infrared light controller board. The infrared lights are arranged in two sets: close to and away from the camera axis. The on status of the lights close to the camera axis brightens the pupils and the on status of the lights away from the camera axis brightens the glints. The off status of both lights darkens the pupils and glints, respectively. In our research, we turn on the infrared lights away from the camera axis to capture a pattern of double bright glints with a dark spot (the pupil) above them. We take a sequence of images at the rate of 1 frame per 2 seconds from the camera positioned in front of the user. Three major steps of the proposed algorithm, namely, finding the glint centers, finding the pupil centers, and extracting the features for the scaled conjugate gradient based neural network, are summarized in the following subsections. 
Find the glint centers
The algorithmic view of finding the glint centers are:
Step 1: Generate a binary image S using the saturation image in HSV color space. The threshold is empirically set to be half of the maximum intensity (i.e., any intensity smaller than the threshold is set 1).
Step 2: Generate a binary image D by converting the color image to the grayscale image and setting the threshold as 60 (i.e., any intensity smaller than the threshold is set 1). Apply the opening operation on D with a disk of one pixel radius to remove small objects. Then, apply the close operation with the same structuring element to remove noise and fill holes.
Step 3: Dilate the intersection of S and morphologically processed D with a disk of 15 pixel radii to obtain an image SD. If two relatively similar regions are found in SD (the similarity measure is summarized later in this section), go to Step 6. Otherwise, go to Step 4.
Step 4: Generate a binary image L by converting the color image to the grayscale image and setting the threshold as 130 (i.e., any intensity larger than the threshold is set 1). Remove all regions with an area greater than 70 pixels. Apply the dilation operation with a disk of 10 pixel radii, a maximum distance between a glint and a pupil in all our experiments, to get a bigger candidate region.
Step 5: Intersect the morphologically processed D and L to obtain an image DL. If two relatively similar regions are found in DL, go to Step 6. Otherwise, intersect SD and morphologically processed L to obtain an image SDL. If two relatively similar regions are found in SDL, go to Step 6. Otherwise, the glint information in the previous frames is used to update the missing glint center(s).
Step 6: Generate a binary image, which contains all pixels of the relatively bright glints, for each of two similar regions using a base threshold BT. This threshold is computed as follows: 1) Start with the initial local threshold T 1 in each of two similar regions, where T 1 equals (max+mean)/focusMeasure with max and mean respectively being the maximum and average grayscale intensity of the region, and focusMeasure being 1.7, which is experimentally determined to be optimal for a well-focused image. In our system, any intensity value smaller than T 1 is set 0. 2) If the number of 1's in the binary image obtained in 1) reaches a reasonable lower bound Num, the base threshold is set as T 1 . 3) Otherwise, compute a series of new threshold T 2 's by increasing T 1 with an accumulative increment proportional to the natural log of the number of 0's in each binary image obtained by using the previously un-incremented threshold until the number of 1's in the current binary image has reached Num. The last threshold in the series is BT.
Step 7: Generate the final glint region for each of two binary images of the similar regions using a second threshold ST to avoid excessive reflections. This threshold is initially set to BT and is simply incremented by a constant value until there are less than three small regions containing 1's or until the new threshold achieves 95% of the maximum intensity in each region. The final glint region is determined by overlapping both regions obtained by using BT and ST. If more than two glint regions are yielded due to excess reflections, two most horizontally aligned regions are chosen.
The similarity measures for comparing two regions are computed as the sum of the following:
1. The normalized differences in region area, orientation, eccentricity, and width.
2. The slope from one region to another. If the slope exceeds 0.2, the slope value is added. 3. The ratio of the distance between two regions and the expected distance if the distance is smaller than the expected. The expected distance computed from previous frames may be used to further penalize each region pair that does not comply. Smaller similarity values indicate more similarity.
Find the pupil centers
The algorithmic view of finding the pupil centers are:
Step 1: Remove the glints from the input image and fill the holes by region filling. This step ensures the proposed system functions well when the glints overlap the pupils.
Step 2: Find two subimages S 1 and S 2 , whose centers are the glint centers reflected from the left and right eyes and whose size is 65×121.
Step 3: Apply the canny edge detector to find the edges in S 1 and S 2 .
Step 4: Find the darkest region P in each small box (34×61) near each glint center. Specifically, the small box covers the region of 3 pixels above and 30 pixels below the glint center. This choice is mainly because the pupil center is always above the glint pair center when the user is looking at the screen.
Step 5: Find the pupil boundary by working outwards from the darkest pixel in each small box until an edge is found. Close the region and calculate the pupil's center in each region.
Extract features for training
Several features are extracted and fed into the scaled conjugate gradient based neural network to learn the gaze coordinates on the computer screen. These features are: two glint pair center coordinates within the subimage that contains the eye, two pupil pair center coordinates within the subimage that contains the eye, average position between glint pair centers, angle and distance from each glint center to its corresponding pupil center, and angle and distance from the left glint pair center to the other. To simplify the training process, we exclusively train the gaze coordinates on 9 positions even laid out by a 3×3 grid shown in Fig.  2 . A user friendly graphical interface is designed to instruct the users to look at each of the 9 coordinates shown as a blinking icon for approximately 40 seconds.
The same features are extracted for a new image and fed to the pretrained network to estimate any of the nine gaze coordinates on the screen.
A neural network with a conjugate gradient based training algorithm is used to alleviate the assumptions made in the strictly geometric approach. The scaled conjugate gradient based neural network is chosen in our system because of its efficiency advantage over other conjugate gradient based neural networks.
Experimental Results
To date, we have collected training data from 5 persons with or without glasses (contacts) under normal lighting conditions and with moderate head movement. We then estimate the gaze coordinates for each person to evaluate the performance of the proposed system. Specifically, each person look at any of the 9 coordinates shown in Fig. 2 at his/her will. The ground truth of each gaze coordinate is recorded to compare with the gaze estimation computed from the pretrained neural network on the same person. Fig. 3 demonstrates the intermediate results of several important steps on a person wearing a glass. It clearly shows that the proposed system can correctly extract the glint and pupil centers even with the reflected lights along the frame of the glasses. Table 1 summarizes the average accuracy of the pupil and glint detection and the gaze estimation for each person. The first column lists the characteristics of each person. The second column lists the average accuracy in detecting pupils and glints for each image. The third column lists the average accuracy in detecting pupils and glints using the glint information from the previous frame when one glint is missed. The last column lists the linear regression correlation coefficients for x-and y-coordinates between the estimation and the ground truth, the mean squared error between the estimation and the ground truth, and the standard deviation for the error in inches, respectively. The experimental results demonstrate that the proposed approach achieves 72.2% accuracy in detecting pupil and glint without using the previous frame, 92.2% accuracy in detecting pupil and glint using information from the previous frame, and 0.0017 mean squared error in gaze coordination estimation in average. The average error for the gaze estimation is within 0.4742 inches. It also shows that the proposed system performs well regardless of whether a person wears glasses or contacts. That is, the reflection caused by the glasses or contacts can be filtered out by our image processing techniques. In this paper, we propose an inexpensive and nonintrusive algorithm to estimate the eye gaze coordinate on the computer screen. It can quickly determine the glints and pupils of the user under normal lighting conditions and estimate the gaze of the user by a pretrained network. Extensive experimental results demonstrate the robustness of the algorithm under normal lighting conditions and moderate head movement, regardless of whether the user wears glasses or contacts.
Conclusions and Future Work
The current system takes about 1 second for locating the glints and pupils and extracting the features using Matlab 7.0.1 on Dell Precision 530 with Intel Xeon Processor at 3.06 GHz and 1 GB of RAM. We will further improve our prototype to make it a real-time system. We will also involve different races of subjects in our experiments and test our system under more lighting conditions and find the range of the allowable head movement. 
