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In this paper, numeration systems defined by recurrent sequences
are considered. We present a class of recurrences yielding
numeration systems for which the words corresponding to greedy
expressions for natural numbers are easily described. Those
sequences, in turn, enumerate classes of words with forbidden
substrings.
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1. Introduction
We study numeration systems having as their base a sequence defined recursively. In other words,
we express any natural number N as a combination

i diui, where the coefficients di are non-
negative integers and the base is given by an increasing sequence (un) of positive numbers satisfying
a recurrence relation of the kind
un =
m−1
i=1
aiun−i + (am + 1)un−m, (1)
with the ai non-negative integers, and starting with u0 = 1. These numeration systems were
introduced by Fraenkel in his pioneering 1985 paper [3].
Such a representation is not, in general, unique: in a given base (un), an integerNmay admit several
expressions

i diui. It is always possible to obtain a representation for a given natural N by using a
greedy approach: informally, take the largest term of the sequence that is smaller than or equal to N ,
say uk, divideN by uk obtaining the euclidean quotient dk and iterate, dividing the remainderN−dkuk
by uk−1.
E-mail addresses: gewurz@gmail.com (D.A. Gewurz), merola@mat.uniroma3.it (F. Merola).
0195-6698/$ – see front matter© 2012 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ejc.2012.03.017
1548 D.A. Gewurz, F. Merola / European Journal of Combinatorics 33 (2012) 1547–1556
In this way we get for each N a unique expression
k
i=0 diui; this expression is characterised by
the condition
diui + di−1ui−1 + · · · + d0u0 < ui+1 (2)
for each i (Theorem 1 in [3]).
Example 1. Take the sequence satisfying the recurrence un = 2un−1 + 4un−2 + 3un−3 (n > 3), with
initial conditions u0 = 1, u1 = 2, u2 = 3. The first few terms are 1, 2, 3, 17, 52, 181, . . . .
One way of writing, say, the number 121 using this sequence as a base is 14001(un), as 121 =
1 · 52+ 4 · 17+ 1 · 1. However, the greedy procedure yields the expression 21000(un), writing 121 as
2 · 52+ 1 · 17.
When the base sequence satisfies the so called Brown’s criterion
u0 + u1 + · · · + un−1 > un − 1 for each n > 1
the coefficients used in the greedy expression for anynatural numbers are just 0 and1: so eachnumber
can be written as a sum of distinct terms of (un).
A notable example of this situation is given by the Fibonacci sequence. When the base sequence
is the Fibonacci sequence (taken here with initial terms F0 = 1, F1 = 2) more can be said: each
natural number can bewritten in a uniqueway as a sumof distinct non-consecutive Fibonacci numbers
(Zeckendorf’s theorem). That is, if we use the Fibonacci sequence as the base, then for each natural
number there is a unique expression that, seen as a binary string, does not contain the substring 11: it
is easy to see that this is also the greedy expression, so it is easy to ‘‘recognise’’ strings that give greedy
expressions.
For a general sequence, while a greedy procedure is a natural way to ensure uniqueness for the
expression for natural numbers, it yields words (in the alphabet of the digits we are using) that are
not in general easily characterised.We shall show that this difficulty is overcomewhen the recurrence
has a special form, namely when the word a = a1 . . . am of the coefficients in (1) is lexicographically
greater than all of its proper cyclic shifts (i.e., we assume that a = a1a2 . . . am > aiai+1 . . . ama1 . . . ai−1
for all i > 1). This generalises a result given by Fraenkel [3], in which the condition is a1 ≥ a2 ≥
· · · ≥ am.
The above can be reformulated in enumerative terms: we use the fact that, roughly speaking, if we
know that the strings expressing all the numbers up to N are characterised by some property — such
as the absence of some assigned substring — we know as a consequence that the strings with that
property are exactly N .
For instance, the characterisation of the binary strings expressing natural numbers in the Fibonacci
base entails the well-known fact that the number of binary strings of length nwith no consecutive 1s
is Fn.
We shall show that a similar enumerative connection appears for the sequences that we shall
describe.
For a different approach to similar problems within a different framework that relies on automata
theory and β-expansions, the reader may refer to the survey [4] by Frougny. Still another approach is
contained in the notes [1] by Cameron and Fon-Der-Flaass, which concentrate on the binary case.
2. Linear numeration systems
2.1. The general set-up: notation and first examples
We describe a class of sequences yielding easily characterised expressions when used as
numeration bases, and characterise these expressions.
Let us sumup the notation and conventions thatwe use. LetU = (un)n>0 be an increasing sequence
of natural numbers with u0 = 1. Every sequence U that we shall use as a numeration base is defined
by a linear recurrence of the form un =m−1i=1 aiun−i+ (am+1)un−m, with ai ∈ N for i = 1, 2, . . . ,m:
we are only considering recurrences with non-negative coefficients. Observe that all the information
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about a sequence U is encoded in the word a = (a1, a2, . . . , am) = a1a2 . . . am: the coefficients of the
orderm recurrence are a1, a2, . . . , am−1, am+ 1, and the ‘‘right’’ initial terms that will be described in
Section 2.3 are, themselves, given in terms of a.
Without loss of generality, we shall ignore the case in which a is periodic, that is, there exists a
non-empty word b and an exponent s > 1 such that a = bs. If a = bs, the recurrence defined by a is
equivalent to that defined by b.
Given a sequence as above, we may associate a natural number with each finite word in the
alphabet N, as follows. Denote the word by w = (dk, dk−1, . . . , d0) = dkdk−1 . . . d0; the numberk
l=0 dlul corresponding, in this base, to the word w will be denoted by N(w). If dk ≠ 0, the word w
is called a U-representation, or simply a representation, for the number N = N(w). As a consequence,
the number 0 is represented by the empty word ε.
We shall use the words ‘(sub)word’ and ‘(sub)string’ interchangeably, and all our subwords will be
contiguous, i.e., u is a subword ofw only if there are possibly empty words a and b such thatw = aub.
Example 2. Let a = a1a2a3 = 312 be a word: it defines the recurrence un = 3un−1 + un−2 + 3un−3.
Take (arbitrarily, for the time being) the initial terms of a sequence satisfying this recurrence to be
u0 = 1, u1 = 4, and u2 = 14. So the first few terms of the sequence are 1, 4, 14, 49, 173, . . . . One
possible U-representation of the number 100 is the word 1321, as 100 = 1 · 49+ 3 · 14+ 2 · 4+ 1 · 1.
One U-representation is clearly singled out: the one obtained by the following greedy procedure.
Let N be the number to be represented, and let the index k be such that uk 6 N < uk+1; then the
leftmost digit dk of thewordw is set to be the quotient of the euclidean divisionN = dkuk+r (0 6 r <
uk). The next digit dk−1 is the quotient of the division ofN−dkuk by uk−1 and so on. This representation
is characterised by Eq. (2); it is called the greedy or normal U-representation, and we shall denote the
greedy U-representation of the integer N by ⟨N⟩U (as in [4]).
Example 3. In the above example, the representation given for 100 is not greedy; its greedy
representation is 2002. Indeed, 49 6 100 < 173 and 100 = 2·49+2; then, 2 = 0·14+2; 2 = 0·4+2;
and 2 = 2 · 1.
We shall see that a crucial condition for such a numeration base to have useful properties is for
the word a = a1a2 . . . am of the coefficients for the recurrence to be ‘‘anti-Lyndon’’. (Remember that
a Lyndon word is a word that is strictly smaller in the lexicographical order than each of its proper
cyclic shifts.)
Definition 4. A word a = (a1, a2, . . . , am) = a1a2 . . . am is said to be anti-Lyndon if it is
lexicographically greater than each of its proper cyclic shifts.
For instance, 312 and 3231 are anti-Lyndon, while 2131 and 3131 are not.
We shall use, as the order on words, a variation of the lexicographic order, which we call LenLex
(also called the radix order in the literature).
Definition 5 (The Order LenLex≻). Let v,w bewords in an alphabet overwhich a total order is defined
(which induces a lexicographic order on the words). Then w ≻ v if l(w) > l(v) or l(w) = l(v) and w
is greater than v in the lexicographic order.
Note that, for any given n, the greedy procedure given above yields the greatest representation in
LenLex order.
Given a sequence U , we are interested in characterising the set of (words that are) greedy
U-representations for the natural numbers. This set is called L(U) in [4].
Definition 6 (Fa-Free Words). Consider an anti-Lyndon word a = a1 . . . am. We call Fa the set of
words of length at most m lexicographically greater than a. A word is called Fa-free if it contains no
substrings belonging to Fa.
Note that, in fact, we shall use as our alphabet the set {0, 1, . . . , a1} (see Section 2.2).
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For instance, in the alphabetA = {0, 1, 2, 3}, if the word a is 312, theFa-free words are the words
not containing as substrings the strings 32, 33 and 313. Note that in the above examples the greedy
representation 2002 for 100 is Fa-free, while the non-greedy one 1321 is not.
Remark 7. The word w = aka1 . . . ar (where ak is the word consisting of a = a1 . . . am repeated
k times) is the lexicographically largest Fa-free word of its length. Indeed, w is Fa-free, and any
lexicographically larger word of the same length has a prefix aha1 . . . as in common withw, followed
by a digit b greater than as+1: so a1 . . . asb is in Fa.
Note that the greedy expressions for natural numbers in the Fibonacci base are exactly the binary
words beginning with ‘‘1’’ and with no ‘‘11’’ substring, that is, the Fa-free words for a = 10
(and beginning with ‘‘1’’). On the other hand, the nth Fibonacci number enumerates the binary
words beginning with ‘‘1’’ without ‘‘11’’ of length up to n, or equivalently, the nth Fibonacci number
enumerates all the binary words without ‘‘11’’, regardless of their leftmost digit, of length exactly
n. Generalising this well-known fact, we shall see (in Section 3.1) that, for an important class of
recurrences, the nth term un counts the Fa-free word of length n.
2.2. The dominant root of the recurrence relation
The asymptotics of a class of sequences including those arising from an anti-Lyndon word can be
described by studying the characteristic polynomial of their recurrence using classic results about
polynomials.
The sequences U = (un) that we are dealing with arise from recurrences of the form un =
b1un−1 + · · · + bm−1un−m+1 + bmun−m with non-negative coefficients and bm ≠ 0. The characteristic
polynomials of these recurrences are of the form p(x) = xm − b1xm−1 − · · · − bm−1x − bm; such
polynomials are called non-negative (this notion, further terminology and background results used
in this section come from [2, Chapter 5]). A dominant root is a root of the characteristic polynomial
having largest modulus.
Building on classical results, one finds the following useful fact.
Proposition 8. Let un = b1un−1 + · · · + bm−1un−m+1 + bmun−m be a recurrence such that b1 is
greater than or equal to all other coefficients, bi > 0 (i = 1, 2, . . . ,m − 1), and bm > 0. Let
p(x) = xm − b1xm−1 − · · · − bm−1x− bm be its characteristic polynomial. Then p has a unique dominant
root and this root lies in (b1, b1 + 1).
Proof. Let us first show that p(b1) < 0 and p(b1 + 1) > 1.
The first inequality holds because we have
p(b1) = bm1 − b1bm−11 − · · · − bm−1b1 − bm,
where the first two terms cancel out and the others are negative or zero.
The second inequality can be proved by induction on the degreem of the polynomial.
If m = 1, we have p(b1 + 1) = (b1 + 1) − b1, and this is indeed greater than or equal to 1. For
m > 1 we may write
p(b1 + 1) = (b1 + 1)m −
m−1
i=1
bi(b1 + 1)m−i − bm
= (b1 + 1)

(b1 + 1)m−1 −
m−1
i=1
bi(b1 + 1)m−i−1

− bm
> (b1 + 1)− bm > 1.
(By the induction hypothesis, we know that the expression in square brackets is greater than or equal
to 1, so we have proved that for all p the inequality p(b1 + 1) > 1 holds.)
Now Descartes’s rule of signs states in this case that p has at most one positive root; so p has a
unique positive root β . The known fact that in polynomials with coefficient signs as given here the
unique positive root is dominant (see for instance [2]) tells us that β is a dominant root.
D.A. Gewurz, F. Merola / European Journal of Combinatorics 33 (2012) 1547–1556 1551
Call a polynomial primitive if the greatest common divisor of the indices of its non-zero coefficients
is 1. This happens in particular if b1 > 0, so p is primitive. If a non-negative polynomial is primitive
then it has a unique root of largest modulus [2, p. 106], and it is real. This concludes the proof. 
Incidentally, when the largest coefficient is bi, with i different from 1, it is still true that p(b1) < 0,
while reasoning as in the proof, we can deduce that p(bi + 1) > 1 > 0. Hence the dominant root is in
(b1, bi + 1). For instance, for b = (1, 1, 2, 1), the dominant root is≈2.06599.
The uniqueness of the dominant root implies (see for instance Section 5.5 of [2]) that
lim
n→∞
un+1
un
= β.
So, when considering the greedy U-representations of natural numbers, for n large enough, the nth
digit is at most ⌊β⌋. In particular, under the hypotheses of Proposition 8, the nth digit is at most b1.
If a1a2 . . . am is an anti-Lyndonword, then the recurrence a1un−1+· · ·+am−1un−m+1+(am+1)un−m
satisfies the hypothesis of Proposition 8, so the alphabet of the relevant numeration system is
{1, 2, . . . , a1}.
2.3. Initial conditions
The fundamental step for describing the set L(U) = {⟨n⟩U : n ∈ N} consisting of the greedy
expressions for all natural numbers in baseU is understanding the greedy expressions for the numbers
un − 1, as the following lemma (which is Proposition 7.3.6 of [4]) says.
Lemma 9. The set L(U) is the set of words such that, for each n, each suffix of length n is less than or equal
to (in the lexicographic order) ⟨un − 1⟩U .
For instance, for the Fibonacci sequence, the numbers of the form un − 1 are (excluding 1 − 1)
1, 2, 4, 7, 12, 20 . . . which have greedy representations 1, 10, 101, 1010, 10101, 101010, respec-
tively. Note that these words are of the form ak, where a = 10, possibly truncated. So in this case
the lemma agrees with the known fact that, when writing numbers greedily in the Fibonacci system,
all binary words with no substring ‘‘11’’ appear. When considering the sequence of Example 2, it will
be shown that the greedy expression for un − 1 is 32132132. . . (n digits).
If the recurrence is defined by theword a = a1 . . . am, we choose initial conditions for the sequence
in such away that theword aka1 . . . ar is aU-expression for us−1, where s = km+r and so 0 6 r < m
(when r = 0, the word is just ak). It turns out that these are also the right ones for enumerative
purposes.
Lemma 10. Consider a sequence U = (un)n>0 defined by a recurrence of degree m and used as the
base for the numeration system. If we take as initial conditions the numbers u0, . . . , um−1 as follows:
u0 = 1, u1 = a1 + 1 = N(a1) + 1, u2 = N(a1a2) + 1, . . . , um−1 = N(a1a2 . . . am−1) + 1,
then for s > 0 one has
N(aka1 . . . ar) = us − 1, (3)
where s = km + r (0 6 r < m; with the convention that, when r = 0, the word a1 . . . ar denotes the
empty word).
Proof. This is easily proved by induction on k.
If k = 0, the result is given by the hypotheses. For k > 0, just note that us − 1 = mi=1 aius−i +
us−m−1 by the recurrence defining the sequence, and the induction yields for us−m−1 an expression
analogous to the one in (3), with k− 1 in place of k.
So N(aka1 . . . ar) = N(a00 . . . 0)+N(ak−1a1 . . . ar) =mi=1 aius−i+ us−m− 1 = us− 1 (where, in
N(a00 . . . 0), s−m zeros appear). 
We then have a U-representation for us − 1, namely aka1 . . . ar , since N(aka1 . . . ar) = us − 1; but
we need the greedy representation for us − 1: it turns out that the expression aka1 . . . ar is indeed the
greedy representation if (and only if) the word a is anti-Lyndon.
This choice of initial conditions is, in the present context, the only right one.When a is anti-Lyndon,
since un will count the numbers of Fa-free words, the sequence will start off this way.
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Lemma 11. If a is anti-Lyndon, then for i = 0, . . . ,m − 1, the number of Fa-free words of length i is
N(a1a2 . . . ai)+ 1.
Proof. The thesis is trivially true for i = 0 (regardless ofwhichword a is, the emptyword ε isFa-free).
Suppose we are constructing all Fa-free words of a fixed length i > 0 going from the left to the
right: if we choose as the leftmost letter any of the a1 digits 0, 1, . . . , a1 − 1, we may complete the
word with any of the ui−1Fa-free words of length i− 1 without the risk of obtaining an occurrence of
a Fa-subword. So, for the moment, we get a1ui−1 words.
Wehave still to count those beginningwith a1; if the second letter is any of the a2 digits less than a2,
theword can be completedwith any one of the ui−2Fa-freewords of length i−2.We have constructed
a2ui−2 more words, getting a1ui−1 + a2ui−2 of them so far.
We go on in the same way, by successively fixing the first k digits of the words to be constructed
in common with the first k digits of a. So we construct all of the words of length i, obtaining
a1ui−1 + a2ui−2 + · · · + ai−1u1 + (ai + 1)u0 of them (as rightmost digit, any digit from 0 to ai can
appear). 
Example 12. Continuing with the anti-Lyndon word a = 312 already discussed in the previous
examples, the initial terms u0 = 1, u1 = 4, and u2 = 14 — given without justification above —
are exactly those defined in the last two lemmas. Recall that for this word the Fa-free words are the
words in the alphabet A = {0, 1, 2, 3} not containing as substrings the strings 32, 33 and 313. So
we have the single empty Fa-free word, four Fa-free words of length 1 (0, 1, 2, and 3) and fourteen
Fa-free words of length 2 (of the sixteen possible words of length 2 in the alphabet {0, 1, 2, 3}, only
32 and 33 are excluded).
3. The main results
3.1. Existence and uniqueness
Here are the main results of this paper.
Theorem 13. Let U be a sequence defined by the recurrence un =ml=1 alun−l+un−m with a = a1 . . . am
an anti-Lyndon word and with initial conditions u0 = 1, u1 = a1u0 + 1 = N(a1) + 1, u2 =
a1u1+a2u0+1 = N(a1a2)+1, . . . , um−1 = a1um−2+a2um−3+· · ·+am−1u0+1 = N(a1a2 . . . am−1)+1.
Then each positive integer n has a unique Fa-free representation, which is the greedy one.
Moreover, considering the set of Fa-free strings not beginning with zero with the LenLex order, the nth
string represents the number n.
This theorem has an enumerative counterpart.
Corollary 14. If a = a1 . . . am is an anti-Lyndon word and U = (un)n>0 is the sequence as defined
in Theorem 13, then the number of Fa-free words of length k is uk.
To prove the theorem, we first show using Lemma 15 that there is at most one Fa-free expression
representing a given integer.
Then the greedy expression will be shown to be Fa-free, so the existence part of the theorem is
proved.
Let us start with a result about the LenLex ordering of the strings that we are working with. In
general themapN(w)mapping a string to the number that it represents in a fixed numeration system
is not order preserving: for instance 1100 ≻ 1033 (recall that≻ denotes the LenLex order) but, in the
setting of Example 2, the former represents the number 63 while the latter represents 64. Note that
the first representation is greedy andFa-free, while the second one is neither (the greedy andFa-free
representation for 64 is 1101).
The following lemma shows that, for Fa-free words, the order is preserved.
Lemma 15. Let w and v be distinct Fa-free words not beginning with zero. If w ≻ v, then N(w) > N(v).
Proof. We prove by induction on l = l(w) that N(w) > N(v).
If l = 1, this is obvious.
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Suppose first that l = l(w) is greater than l(v); consider the following chain of inequalities:
N(w) > N(100 . . . 0) (l− 1 zeros) > N((a1a2 . . . am)ka1 . . . ar) > N(v),
where l− 1 = km+ r and 0 6 r < m.
The first inequality holds becausewe are actually removing some (non-negative) summands,while
the second one follows from Lemma 10.
The last inequality holds by induction because the words (a1a2 . . . am)ka1 . . . al−1−mk and v
have length less than l, and the hypotheses of the lemma are satisfied: both words are Fa-free,
and the fact that v is Fa-free implies that v is in the LenLex order smaller than or equal to
(a1a2 . . . am)ka1 . . . al−1−mk (indeed, either the former is shorter than the latter or it is lexicographically
smaller than or equal to it by Remark 7). This concludes the proof in the case l(w) > l(v).
Suppose on the other hand that both words have length l, say,w = wl−1 . . . w0 and v = vl−1 . . . v0
with wl−1 > vl−1. Consider then the word w′ obtained by substituting wl−1 − vl−1 for wl−1 in w
and then by stripping it of the leading zeros; define analogously v′ starting from v. Now N(w′) =
N(w) − vl−1ul−1 and N(v′) = N(v) − vl−1ul−1, the new words are still Fa-free and w′ ≻ v′. If
wl−1 > vl−1, the new words have different lengths, and we may apply the argument given for words
of different length; if wl−1 = vl−1, then these new words both have length less than l, and we may
apply induction. 
This lemma implies that there is at most one Fa-free representation of a given natural number,
since different Fa-free words represent different numbers.
We can also use the last lemma to prove that the greedy expression for a number n is Fa-free: the
next lemma shows that an expression containing a subword in Fa does not satisfy the ‘‘greediness’’
condition (2).
Lemma 16. Let N =kl=0 dlul and assume that, in this expression for N, a word in Fa appears (starting
in the sth position), that is, for some index s 6 k and for some number j > 1 of digits, we have ai = ds+1−i
for i = 1, 2, . . . , j− 1, while aj < ds−j+1.
Then
s
l=0 dlul > us+1, so the given expression for N is not greedy.
Proof. The proof is by induction on s. The basis of the induction is given by the cases s = 0, 1, . . . ,
m− 1, that is, when the subword in Fa starts in one of them rightmost digits. It will be covered later.
For the inductive step, we shall consider the subword starting with ds and show that it represents
a number greater than or equal to us+1.
Now,
dsus + ds−1us−1 + · · · + d0u0 > dsus + ds−1us−1 + · · · + ds−j+1us−j+1
> a1us + a2us−1 + · · · + ajus−j+1 + us−j+1
= a1us + a2us−1 + · · · + ajus−j+1 + a1us−j + a2us−j−1 + · · ·
+ amus−j−(m−1) + us−j−(m−1), (4)
where, in the last equality, we apply the recurrence to us−j+1.
Consider now the word w = a1a2 . . . am0 . . . 0 with s − j − (m − 1) zeros after am (this word
corresponds to the terms a1us−j + · · · + amus−j−(m−1)). The word w is greater lexicographically than
aj+1aj+2 . . . ama1 . . . aj0 . . . 0 (the same number of zeros as above; the sums in the indices are taken
modulom) by the anti-Lyndon condition, so we may apply Lemma 15, finding that the last sum in (4)
is greater than or equal to
a1us + a2us−1 + · · · + ajus−j+1 + aj+1us−j + aj+2us−j−1 + · · · + amus−m+1 +
+ a1us−m + · · · + ajus−j−(m−1) + us−j−(m−1).
We carry out now the actual inductive step, by applying the result with s − m in place of s and
taking, as new digits, ds−m = a1, ds−m−1 = a2, . . . , ds−m−(j−2) = aj−1, ds−j−(m−1) = aj + 1, ds−j−m =
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0, . . . , d0 = 0. In this waywe obtain the inequality a1us−m+· · ·+ajus−j−(m−1)+us−j−(m−1) > us−m+1.
Thus, the last sum is greater than or equal to
a1us + a2us−1 + · · · + ajus−j+1 + aj+1us−j + aj+2us−j−1 + · · · + amus−m+1 + us−m+1,
which is equal to us+1, as claimed.
The basis of induction works similarly, but when we rewrite the first few terms of the sequence or
compare numbers represented using themwemust take into account the fact that the recurrence has
not yet kicked in. More precisely, as us−j+1 is one of the first m terms, it is given by the definition of
the starting terms rather than by the recurrence: a1us−j + a2us−j−1 + · · · + as−j+1u0 + 1. And when
we use the inequality derived by the anti-Lyndon condition, it involves now a word shorter than the
full a; however, the anti-Lyndon condition automatically implies that a prefix of a is lexicographically
greater than or equal to the same length prefix of each cyclic shift. 
We have now proved that each natural integer has an Fa-free expression, the greedy one. The
uniqueness was proved in Lemma 15. So Theorem 13 is completely proved.
A consequence of the theorem is Corollary 14. The proof is straightforward from the theorem,
keeping in mind that we are now counting all words.
Remark 17. Note that, while in the context of numeration systems we are generally only interested
in words without leading zeros (which in this context would be non-significant digits), when we
enumerate words with prescribed conditions, those are just ordinary words.
But counting allFa-free words of a certain length k is equivalent to counting theFa-free words not
beginning with 0 of length at most k (just pad the latter ones with leading zeros).
So we come fully round to the two parallel interpretations of these kinds of sequences that we
delineated in the introduction.
3.2. The lazy expression
When representing natural numbers in terms of a given sequence, we may act ‘‘lazily’’ rather than
‘‘greedily’’, choosing the smallest expression in the LenLex order rather than the largest one.
This will clearly yield once more a unique expression for a given integer, and if the sequence is
given by an anti-Lyndon word, then it is easy to obtain a characterisation for the strings appearing
as lazy expressions for the natural numbers, in much the same way as was shown above for greedy
expressions.
Example 18. The lazy representation of an integer using Fibonacci numbers turns out to be its
(unique) expression as a sum of distinct Fibonacci numbers without ever skipping more than one
in a row. In terms of binary strings, this corresponds to strings with no consecutive zeros.
For instance, the lazy expression for 22 is 101101 while the greedy one is 1000001 (yet another
expression is 110001).
It is easily seen that there is a simple procedure for getting the lazy expression for N , which
basically ‘‘dualises’’ the greedy one. We describe the procedure for the case studied in the paper, that
is for a recurrent sequence arising from an anti-Lyndon word a = a1 . . . am, thus using the alphabet
{0, . . . , a1}.
To obtain the lazy expression for a natural number N:
• consider the smallest k such that the number N(a1a1 . . . a1) (k digits) is greater than or equal to N;
• find the greedy expression bk−1 . . . b0 for the number N(a1a1 . . . a1)− N (padded on the left with
zeros if its length is less than k);
• subtract termwise the string bk−1 . . . b0 from a1a1 . . . a1.
Example 19. Consider oncemore the sequence arising from theword a = a1a2a3 = 312. Applying the
procedure toN = 100we find k = 4, andN(3333) = 204. The greedy expression for 204−100 = 104
is 2012; therefore the lazy expression is found from 3333− 2012 = 1321.
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When the word is anti-Lyndon, we have seen that the strings obtained with the greedy procedure
have a simple characterisation in terms of forbidden substrings. From the procedure described above it
follows easily that the same is true in the lazy case, andhere the forbidden strings are the complements
to a1a1 . . . a1. For instance, in the example above, the forbidden subwords in the greedy case are
32, 33, 313: therefore in the lazy case the strings are characterised by forbidding 01, 00, 020.
Recalling that, for an anti-Lyndon word a = a1 . . . am, the set Fa was defined as the set of words of
length at mostm lexicographically greater than a, we define F a¯ as the set of words of length at most
m lexicographically less than a¯ = (a1 − a1)(a1 − a2) . . . (a1 − am). With this notation, the above can
be summarised in the following proposition.
Proposition 20. If a = a1 . . . am is an anti-Lyndon word and (un) is the sequence determined by the
word a, the set of words that are lazy expressions for natural numbers is the set of F a¯-free words in the
alphabet {0, 1, . . . , a1}.
Note that, while this proposition mirrors clearly the situation for greedy strings, there are other
slightly less obvious parallels between the greedy and the lazy cases.
When we write numbers greedily, we immediately find the least natural number expressed with
a given number k of digits: it is simply uk, the kth term of the sequence, whose greedy representation
is given by 1 followed by k zeros. The largest k-digit expression, on the other hand, is less immediate,
and is described in Lemma 10.
For lazy expressions, on the other hand, we can immediately write down the lexicographically
largest one with k digits, which is simply a1a1 . . . a1, while the smallest one can be once more
described in terms of repetitions of the word a. For instance, as the threes’ complement of 312 is
021, the least number with a fixed number of digits in the base defined by this word has the form
1021021021. . . .
3.3. The non-anti-Lyndon case
The gist of the previous results culminatingwith Theorem13 is that,when the recurrence is defined
by an anti-Lyndonword a, the structure of the set L(U) of greedy expressions for naturals is encoded in
the greedy expression aka1 . . . ar of the terms of the form un−1, where n = mk+ r . Indeed, Lemma 9
says the greedy expression for un − 1 characterises completely L(U); if a is anti-Lyndon, the greedy
expression has this neat periodic form.
This is no longer true when a is not anti-Lyndon; if the word a defining a recurrence is not anti-
Lyndon, then aka1 . . . ar is by Lemma 10 a representation of the number un − 1 but is not its greedy
expression. For instance, if a = 3132 then the first few terms of the sequence are 1, 4, 14, 50, 179, . . .;
the word 3132 represents u4 − 1 = 178, but the greedy representation is 3200.
Lemma 21. Let a = a1 . . . am be a non-anti-Lyndon (non-periodic) word; let i + 1 (i + 1 > 1) be
the starting index of the anti-Lyndon shift of a (i.e., ai+1ai+2 . . . ama1 . . . ai is an anti-Lyndon word). Let
ai+1 . . . ai+k be the prefix of the anti-Lyndon shift such that
ai+1 = a1, ai+2 = a2, . . . , ai+k−1 = ak−1, ai+k > ak.
Then the word a1 . . . aiai+1 . . . ai+k is not the greedy representation of the number N(a1 . . . aiai+1
. . . ai+k).
Proof. It suffices to show that ai+1 . . . ai+k is not greedy. We have ai+k > ak + 1. Then,
N(ai+1 . . . ai+k) > N(a1 . . . ak)+ 1,
which is denoted greedily by 10 . . . 0 (k zeros). 
So we obtain the following characterisation.
Proposition 22. Let U be the sequence obtained with the recurrence induced by the word a and the usual
initial conditions. Then one has ⟨un − 1⟩U = aka1 . . . ar if and only if a is an anti-Lyndon word.
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