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ABSTRACT 
This report reviews four of the main approaches (two band-limited and two broadband) currently 
used for estimating the site κ0: the acceleration slope (AS) above the corner frequency, the 
displacement slope (DS) below the corner frequency, the broadband (BB) fit of the spectrum, 
and the response spectral shape (RESP) template. Using these four methods, estimates of κ0 for 
rock sites in Central Eastern North America (CENA) in the shallow crustal dataset from NGA-
East are computed for distances less than 100 km.  
Using all of the data within 100 km, the mean κ0 values are 8 msec for the AS approach 
and 27 msec for the DS approach. These mean values include negative κ estimates for some 
sites. If the negative κ values are removed, then the mean values are 25 msec and 42 msec, 
respectively. Stacking all spectra together led to mean κ0 values of 7 and 29 msec, respectively. 
Overall, the DS approach yields 2–3 times higher values than the AS, which agrees with 
previous observations, but the uncertainty of the estimates in each case is large. The AS 
approach seems consistent for magnitudes down to M3 but not below.  
There is large within-station variability of κ that may be related to differences in distance, 
Q, complexity along the path, or particular source characteristics, such as higher or lower stress 
drop. The station-to-station differences may be due to site-related factors. Because most sites 
have been assigned Vs30 = 2000 m/sec, it is not possible to correlate variations in κ0 with rock 
stiffness.  
 Based on the available profile, the individual spectra are corrected for crustal 
amplification and only affect results below 15 Hz. Since the AS and DS approaches are applied 
over different frequency ranges, we find that only the DS results are sensitive to the 
amplification correction. More detailed knowledge of individual near-surface profiles may have 
effects on AS results, too. Although κ is considered to be caused solely by damping in the 
shallow crust, measurement techniques often cannot separate the effects of damping and 
amplification, and yield the net effect of both phenomena. 
The two broadband approaches, BB and RESP, yield similar results. The mean κ0_BB is 
5±0.5 msec across all NEHRP class A sites. The κ0_RESP for the two events examined is 5 and 6 
msec. From literature, the average value of κ0 in CENA is 6 ± 2 msec. This typical value is 
similar to the broadband estimates of this study and to the mean κAS when all available 
recordings are used along with all flags. When only recordings with down-going FAS slope are 
selected from the dataset, the mean value of κAS increases by a factor of 2–3. 
To evaluate the scaling of high-frequency ground motion with κ, we analyze residuals 
from ground motion prediction equations (GMPEs) versus κ estimates. Using the κ values from 
the AS approach, the average trend of the ln(PSA) residuals for hard-rock data do not show the 
expected strong dependence on κ, but when using κ values from the DS approach, there is a 
stronger correlation of the residuals, i.e., a κ that is more consistent with the commonly used 
analytically based scaling. The κDS estimates may better reflect the damping in the shallow crust, 
while the κAS estimates may reflect a net effect of damping and amplification that has not been 
decoupled. The κDS estimates are higher than the κAS estimates, so the expected effect on the 
high-frequency ground motion is smaller than that expected for the κAS estimates. 
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An empirical hard-rock site factor model is developed that represents the combined Vs-κ0 
site factor relative to a 760 m/sec reference-site condition. At low frequencies (< 3 Hz), the 
empirical site factors are consistent with the scaling due to the change in the impedance contrast. 
At high frequencies (> 10 Hz), the residuals do not show the strong increase in the site factors as 
seen in the analytical model results. A second hard-rock dataset from British Columbia, Canada, 
is also used. This BC hard-rock residuals show an increase in the 15–50 Hz range that is 
consistent with the analytical κ0 scaling for a hard-rock κ0 of about 0.015 sec.  
The variability of the PSA residuals is also used to evaluate the κ0 scaling for hard-rock 
sites from analytical modeling. The scatter in existing κ0 values found in literature is 
disproportionately large compared to the observed variability in high-frequency ground motions. 
We compared the predicted ground-motion variability based on analytical modeling to the 
observed variability in our residuals. While the hard-rock sites are more variable at high 
frequencies due to the additional κ0 variability, this additional variability is much less than the 
variability predicted by the analytical modeling using the variability from κ0-Vs30 correlations. 
This is consistent with weaker κ0 scaling compared to that predicted by the analytical modeling 
seen in the mean residuals. 
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1 
1 Introduction 
1.1 IMPLICATIONS OF  AND ITS UNCERTAINTY ON DESIGN GROUND 
MOTIONS 
For typical rock and deep soil sites, which display an overall increase in stiffness with depth due 
primarily to increasing confining pressure, the major contribution to seismic energy dissipation 
at a site occurs over the top several km of the crust at close (< about 50 km) rupture distances 
[Anderson and Hough 1984; Silva and Darragh 1996; and Campbell 2009]. This observation was 
first recognized and subsequently characterized as a site parameter by Anderson and Hough 
[1984], specifically as kappa (κ) at zero epicentral distance (κ0). However, due to geologic 
processes, at sites which reflect significant departures from an overall increase in stiffness with 
depth such as layered basalt and sedimentary soil or rock sequences, significant contributions to 
κ may occur at depths well beyond 1– 2 km and reflect contributions from both damping as well 
as scattering. 
The damping reflected in the measurement of κ appears to be frequency independent 
(hysteretic), occurs at low strains, and is the principal site or path parameter controlling the 
limitation of high-frequency (> 5 Hz) strong ground motion at close-in (≤ 50 km) sites. As a 
result, its value or range of values is important in characterizing strong ground motions for 
engineering design. Additionally, because it is generally independent of the level of motion at 
rock or very stiff sites, small local or regional earthquakes may be used to estimate its value or 
range in values. 
Uncertainty in the estimation of κ is large [Ktenidou et al. 2014]. In practice, this may 
have significant implications for seismic risk. At rock sites, the estimation of the damping in the 
profile is important to assessing appropriate levels of high-frequency (> ~5 Hz) design motions. 
In probabilistic seismic hazard assessment (PSHA) for critical facilities, ground motion 
prediction equations (GMPEs) are often adjusted from host to target regions, typically from 
active regions for soft-rock conditions to less active regions for hard-rock conditions; for 
example, as was done by Campbell [2003; 2004], using the hybrid empirical method. The scaling 
from soft rock to hard rock is made considering the differences in Vs30 and κ0 to account for both 
site amplification, which is dominant at lower frequencies, and site attenuation, which dominates 
high frequencies [Cotton et al. 2006; Van Houtte et al. 2011]. Adjusting the GMPEs to hard-rock 
conditions is sensitive to κ0. For example, the Pegasos Refinement Project [Biro and Renault 
2012] showed that the κ0 corrections from soft-rock to hard-rock conditions can lead to 
differences up to a factor of 3 in the high-frequency part of the response spectrum, depending on 
the target κ0 value; see Figures 1.1–1.3. This can lead to a large uncertainty in the probabilistic 
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risk at nuclear facilities with safety-related equipment that is sensitive to ground shaking at 
frequencies above 20 Hz. 
 
 
Figure 1.1 Example of Vs, and κ, and combined Vs-κ0 correction functions evaluated 
for Abrahamson and Silva GMPE [2008] with respect to 0 = 0.04 sec (after 
Biro and Renault [2012]). 
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Figure 1.2 Example parameterization of Vs and 0 correction functions by fitting a 
surface to the evaluated correction functions (here for a given Vs 30 and a 
range of target 0 values) (after Biro and Renault [2012]). 
 
High-frequency ground motion (> 5 Hz) is also very important for the seismic behavior 
of small concrete dams. Their eigen-frequencies may reach 16 Hz (Figure 1.4), and peak stresses 
may be controlled by high frequencies [Muto and Duron 2015]. The concrete in old dams may be 
unreinforced or under-reinforced, and the formation of cracks may leave them vulnerable to 
failure under hydrostatic pressure. Muto and Duron [2015] studied the effect of κ0 on the hazard 
of Southern California Edison (SCE) dams when updated from assumed values of κ0, based on 
Vs30, to measured, site-specific values. In this case, the measured κ values were significantly 
larger than the assumed κ values, which reduced the 10 Hz ground motion by a factor of 2.4; see 
Figure 1.5. 
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(a) 
 
(b) 
Figure 1.3 Hazard sensitivity to different target 0 values for (a) 5 Hz and (b) 33 Hz at 
an example site in Switzerland. The host 0 is fixed as 0.04 sec with Vs30 = 
800 m/sec. The target conditions are Vs30 = 2000 m/sec with different 0 
values ranging from 0.006 sec to 0.04 sec (after Biro and Renault [2012]). 
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Figure 1.4 Eigen-frequencies of concrete dams (after Muto and Duron [2015]). 
 
 
 
Figure 1.5 Five-thousand-year Uniform Hazard Spectrum for different 0 values (after 
Muto and Duron [2015]). 
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1.2 OVERVIEW 
This report reviews most of the main approaches currently used for estimating κ (and, in 
particular, its site-specific component, κ0), makes some methodological suggestions for 
improvement, and demonstrates how subsets for which the different approaches can be used may 
be selected from large ground-motion datasets. Lastly, the report provides a preliminary estimate 
of κ0 for rock sites in Central-Eastern North America (CENA), using the shallow crustal dataset 
from NGA-East [Goulet et al. 2014]. 
Chapter 2 discusses the estimation of κ0 by four different methods: two band-limited and 
two broadband. Following the nomenclature proposed by Ktenidou et al. [2014], these are 
referred to as the acceleration spectrum approach (AS), the displacement spectrum approach 
(DS), the broadband approach (BB), and the response spectral shape approach (RESP). The AS 
approach is applied in a frequency range above the source corner frequency (fc), the DS approach 
is applied below fc, and the BB and RESP approaches use the entire usable frequency range. 
These approaches were introduced, respectively, in Anderson and Hough [1984], Biasi and 
Smith [2001], Silva et al. [1997], and Silva and Darragh [1995]. Table 1.1 outlines the 
approaches based on certain common features, such as the principle behind the approach and the 
frequency range over which κ is computed. 
We make a clear distinction between κr and κ0. The aim is to estimate κ0, the zero-
distance, site-specific attenuation factor. Some of the approaches to measure κ, such as AS and 
DS, generally start with individual measurements of κr (i.e., observations on individual spectra at 
distance r), which must then be combined, interpreted, and extrapolated to zero epicentral 
distance to obtain an estimate of κ0 for the site. Others, such as BB or RESP, yield directly the κ0 
(i.e., the site-specific, zero-distance κ derived from many observations), after having corrected 
for path attenuation  Q f  and crustal amplification. There are different ways of extrapolating κr 
values to zero distance (i.e., correcting for the path contribution); these are discussed in Chapter 
2. 
To use the band-limited approaches AS and DS, an estimate of fc must be made, to either 
estimate κ below or above this frequency. The source corner frequency depends on the moment 
magnitude—which is typically well constrained—and the event stress drop—which is usually 
unknown except for special studies of larger events. For many regions (e.g., CENA), published 
stress drop values may vary greatly, making it difficult to assign a single value. 
Every record in the NGA-East database is attributed a lowest and highest usable 
frequency, which are typically selected based on the noise level and the anti-alias filter. Data 
(Fourier amplitude spectrum or FAS) can only be used between these two values. In an 
application of either the AS or DS approach, a check is made to determine whether the source fc 
lies within the usable bandwidth of the record, and whether there is an adequate overlap between 
the usable frequency range and the frequency range in which κ can be measured. For large 
databases, instead of starting directly with data analysis for κ calculations, as a first step it is 
important to create data subsets for which each of the approaches (AS and DS) may potentially 
be used, based on fc and bandwidth considerations. For instance, in the NGA-East (CENA) 
dataset, there are many recordings for which there is no available bandwidth for κ analysis due to 
the small-to-moderate magnitude of the events and the high stress drop. The issue of data 
selection is further addressed in Chapter 2. 
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Table 1.1 Approaches used for estimating κ (adapted from Ktenidou et al. [2014]). 
Notation Principle Main references Measurement/computation  Frequency range 
κ_AS 
High-frequency 
decay of the S-
wave Fourier 
spectrum 
Anderson and Hough [1984], 
Hough and Anderson [1988] 
Direct measurement on the S-wave 
Fourier acceleration spectrum above fc, 
where it is theoretically flat 
Above fc 
κ_DS 
Small magnitudes 
(strong trade-off 
with source)  
Biasi and Smith [2001] 
Direct measurement on low-frequency 
part of the Fourier displacement 
spectrum (much below fc) where it is 
theoretically flat 
Below fc 
κ_BB 
Inversion of the 
entire frequency 
band of the 
spectrum  
Anderson and Humphrey 
[1991], Humphrey and 
Anderson [1992], Silva et al. 
[1997], Edwards et al. [2011] 
Broadband inversion of the entire 
spectrum for source, path and site terms 
(usually for moment, fc and κ0) 
Entire band  
κ_RESP 
Peak and shape of 
the normalized 
acceleration 
response 
spectrum 
Silva and Darragh [1995], 
Silva et al. [1998] 
Fitting of stochastically simulated 
response spectra (where κ is a model 
input parameter) coupled with site 
amplification to observed response 
spectra 
Entire band  
fc: source corner frequency   
 
Chapter 3 estimates κ0 for rock sites in the NGA-East dataset. The flatfile provides FAS 
for different time windows, including the entire record, pre-event noise, P -wave, S-Lg -waves, 
combined P- and S-Lg-waves, and coda. We use the S-Lg-wave-window FAS to compute κ in the 
horizontal direction—irrespective of measurement approach—to be consistent with the original 
definition of κ as S-wave attenuation, and because structural damage is usually related mostly 
shaking from S-Lg-waves in CENA. 
Chapter 4 analyzes residuals from several GMPEs versus κ0 measurements, and reviews 
other existing global datasets that could be used in future. The weak correlation between high-
frequency residuals and κ0 indicates that other correlations between parameters may exist (e.g., 
between κ0 and crustal amplification). To address the correlation, the combined effect of 
impedance (Vs) and attenuation (κ) is computed and compared with analytical modeling results. 
Chapter 5 provides a detailed research plan for moving forward in the estimation of high-
frequency ground motions at hard-rock sites, including the effects of κ. 
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2 Band-Limited versus Broadband Approaches 
for Estimating  
2.1 BACKGROUND ON  
At high frequencies, the spectral amplitude of acceleration decays rapidly. Hanks [1982] first 
introduced fmax to model the frequency above which the spectrum decreases, while Anderson and 
Hough [1984] introduced the spectral decay factor (κ) to model the rate of the decrease. κ is a 
crucial input for describing high-frequency motion in various applications, including the 
simulation of ground motion and the creation and adjustment of GMPEs from one region to 
another. There are many approaches for estimating κ [Ktenidou et al. 2014]. Anderson and 
Hough [1984] defined κ based on the observation that, above a given frequency, the amplitude of 
the FAS decays linearly if plotted in linear-logarithmic space. κ for a given record at some 
distance from the source (termed κr) can be related to the slope (λ) of the FAS (a) as follows: 
 (2.1) 
where . 
The same authors observed that measured κr values at a given station scale with distance. 
The zero-epicentral-distance intercept of the κ trend with distance (denoted κ0) corresponds to 
the attenuation that S-waves encounter when travelling vertically through the geological structure 
beneath the station. The distance dependence corresponds to the incremental increase in 
attenuation due to predominantly horizontal S-wave propagation through the crust. As a first 
approximation, the distance dependence may be considered linear and denoted by κR, so that the 
overall κ can be written as follows, in units of time: 
0 (sec)r R R      (2.2) 
This linear approximation of the path component does not always describe the distance 
dependence, but has proven to be a good approximation in many cases (e.g., Nava et al. [1999]; 
Douglas et al. [2010]; Gentili and Francheschina [2011]; and Ktenidou et al. [2013]). The κ0 
component may also have possible source contributions (e.g., Tsai and Chen [2000] and 
Purvance and Anderson [2003]); however, this may be related more to the scatter than to the 
mean value of κ0 [Kilb et al. 2012]. For more background on the debate as to source components 
in κ0 and fmax, the reader is referred to Ktenidou et al. [2014]. In current applications, κ0 is taken 
 r   
  (ln a) /f
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primarily to describe site attenuation due to local geological conditions over the top few 
hundreds of meters to several kilometers beneath the site under study [Anderson and Hough 
1984; Campbell, 2009]. 
Interest in κ0 has increased because it constitutes an important input parameter when 
adjusting GMPEs to different regions through the host-to-target method [Cotton et al. 2006; 
Douglas et al. 2006; and Biro and Renault 2012], and in constraining high frequencies for 
synthetic ground motion generated either by stochastic, physics-based, or hybrid-method 
simulations (e.g., Boore [2003]; Graves and Pitarka [2010]; and Mai et al. [2010]). The EPRI 
report [2013] outlines the use of κ for development of site-specific amplification factors for 
Ground Motion Response Spectra (GMRS) screening at facilities with limited site-
characterization data and then prioritization of nuclear power plant sites in the U.S. for additional 
analyses. Future GMPEs may also incorporate κ0 as a new predictor variable (e.g., Laurendeau et 
al. [2013]). 
2.2 THE BAND-LIMITED APPROACH ‘AS’ 
In the original definition of Anderson and Hough [1984], κr can be directly measured in log-
linear space on the high-frequency part of the FAS of the S-waves, between frequencies f1 and f2, 
where the decay is approximately linear; see Figure 2.1. We will refer to this original definition 
as κr_AS. Because a component of horizontal wave propagation, affected by Q, is present in these 
measurements, an extrapolation to zero distance (assuming frequency-independent Q) will lead 
to the site-specific attenuation component, κ0_AS. 
 
 
Figure 2.1 Example acceleration FAS for noise (grey) and S-waves (black) in log–log 
(left) and log–linear (right) scale. 
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The following three steps to compute κ0_AS starting from the individual FAS are 
proposed. 
 Step 1: choose the frequency band in which the measurement should 
be made 
 Step 2: measure κr_AS on the individual spectra or on the vector-sum 
(orientation-independent spectra) 
 Step 3: interpret all of the individual measurements to produce a κ 
model. 
These steps are described below. 
2.2.1 Step 1: Frequency Band 
As the first step, certain objective criteria define the allowable frequency range within which to 
perform κ measurements. These are expanded from the considerations outlined in Ktenidou et al. 
[2013]. 
This approach is generally used for moderate to large magnitude events, as f1 must 
exceed the source corner frequency (fc) to avoid any trade-off with the source. Furthermore, it is 
advisable not only to work above fc, but to maintain a buffer frequency range of 1.5 fc, to avoid 
trade-offs between the source and site. This factor also acknowledges some of the uncertainty in 
the fc estimate. Therefore, the frequency range in which κr_AS is measured may begin at f1_AS = 
1.5 fc [J. G. Anderson, personal communication, 2013]. However, considering the definition of 
the corner frequency, 1.5 fc corresponds to only 70% of amplitude of the plateau of the spectrum; 
a factor of 3 fc would be required to reach 90% of the plateau level. In practice, as there are 
narrow usable bandwidth concerns, Anderson’s recommendation that a factor of 1.5 fc is 
sufficient was followed to avoid rejecting many recordings. 
Each record in the database is assigned a lowest and highest usable frequency (HUF and 
LUF, respectively, see Figure 2.1), which are typically dependent on the instrument response 
(gain and anti-alias corner frequency), noise level, and sampling rate (Nyquist frequency). 
Fourier amplitude spectrum values can only be used to measure κ between these two frequency 
values. The frequency range within which κr_AS is measured must lie within the usable bandwidth 
of the record (f2_AS = HUF). Working within the usable frequency range ensures that the 
response is flat because the data have been corrected for the instrument response. For instance, it 
would be an error to compute κr_AS including frequencies where the instrument response 
(uncorrected) has begun to decay, because this decay would be interpreted as site attenuation, 
thus biasing κr_AS towards larger values. 
The data must have an acceptable signal-to-noise ratio (SNR) for a robust estimate of 
κr_AS on the FAS of the S-wave window. For recordings where there exists a pre-event noise 
window, and where it is deemed adequate in length, then the required SNR was taken as 3. For 
recordings where there is no noise window (e.g., analog recordings), or where it is too short (e.g., 
limited pre-event memory or late trigger from a distant event), the SNR may be computed with 
respect to the coda window, and its limit value can lower, for example, 2. In those cases where 
there is no coda, the P-wave window may be used. A visual inspection may also be made, as an 
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increasing trend with increasing frequency may be interpreted as the noise dominating the signal 
in the FAS. κ is computed on the S-Lg-wave windows for the horizontal components. In contrast, 
the vertical component is best computed on the combined P- and S-Lg-wave window, so the 
SNR should be computed accordingly. 
After following all of these criteria, the frequency ranges within which κr_AS is measured 
(DF = f2 - f1) must be wide enough to ensure a stable estimate of the spectral slope. Depending on 
the data available, the minimum range was set at 8–10 Hz in this study. 
2.2.2 Step 2: Individual Measurements 
After the determination of the frequency range within which κ can be measured, the second step 
is the computation of κr_AS for each individual spectrum. Here, we summarize the main 
considerations. 
Orientation 
Van Houtte et al. [2014] observed that the orientation of the horizontal components may have 
significant effects on the measured κr_AS. Typically, the two horizontal components are used 
separately and the measured κ values are then averaged. In some cases, a check is performed that 
rejects recordings for which the κ on the two horizontal components differ significantly (e.g., 
Douglas et al. [2010] and Ktenidou et al. [2013]). Van Houtte et al. [2014] found that for certain 
sites there may be a large difference between the κ values on the two components (up to 25%) 
possibly due to high-frequency site effects, while for other sites, κ measurements may be similar 
for the two components. Therefore, the vector sum (square root of the sum of the squares), which 
is orientation-independent, is suggested. A disadvantage of the vector sum method is that the 
component with the more limited bandwidth controls the DF. The vector sum is computed at 
each frequency as: 
2 2
1 2VS H H   (2.3) 
Smoothing 
κ is typically measured on unsmoothed FAS. If the available frequency range for the 
measurement is sufficiently wide, and if no significant amplification or deamplification is 
present in the spectrum’s fine structure, then the local perturbations superimposed onto the FAS 
linear decay should not bias the measurement of the slope that is representative of the overall 
high-frequency decay. Ktenidou et al. [2013] measured κr_AS on unsmoothed FAS and examined 
the difference between using a standard linear regression, where all points are weighted equally, 
and a weighed regression that lowers the weights on outliers (i.e., the points of maximum 
perturbation along the slope of the FAS). The differences in κ between the two methods were 
small (generally below 8%). One possible reason for this result was that, in that study, there was 
sufficient bandwidth (f2 - f1) to estimate κ. In some datasets, recordings may have limited usable 
bandwidth (e.g., data from the Transportable Array (TA) typically have a maximum HUF of only 
16 Hz due to low sampling rate of 40 samples per second). In these cases, it may be useful to 
explore the possibility of smoothing the spectra before measuring κ to increase the stability of 
the slope. The smoothing is best done on the entire spectrum, rather than just on the frequency 
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range f1 to f2; however, a disadvantage is that the uncertainty in the estimate of κ will now 
depend on the frequency bandwidth used for smoothing. 
Frequency Range 
In addition to smoothing, a second procedure that may help address band-limited data is the use 
of a moving frequency window. Typically, when there is sufficient usable bandwidth, κ is 
measured over the entire usable bandwidth and its mean value is considered representative, while 
the quality of the measurement may be judged by the standard deviation [Douglas et al. 2010]. 
Windows of 8 or 10 Hz are recommended, though shorter windows of 6–7 sec have also been 
used, especially with TA array data [Ktenidou et al. 2013; Kishida et al. 2014]. Recent work has 
shown that even for bandwidths greater than 10 Hz, results can be sensitive to the choice of 
frequency window [Edwards et al. 2015]. One way to quantify the sensitivity of the measurement 
to the choice of window is to perform a series of measurements for a moving window within the 
available bandwidth. The standard deviation of those measurements gives a good indication of 
the uncertainty of the mean estimated κ. 
This sensitivity analysis can be performed for a large number of windows for recordings 
with large usable bandwidth. The computed uncertainty can then be applied to band-limited 
recordings for which we are not able to apply this procedure. The NGA-east dataset includes 50 
recordings with available bandwidth above 35 Hz, 110 recordings above 30 Hz, 250 above 20 
Hz, 520 above 10 Hz, and 640 above 5 Hz. In this case, we can apply the uncertainty in κ 
estimated for DF_AS > 30 Hz to those with DF_AS > 5 or 10 Hz. This uncertainty will likely 
depend on the type of site (rock or soil) and the noise level. Because rock sites tend to be more 
variable [W. J. Silva, personal communication, 2013; Schneider et al. 1993], a grouping into soil 
and rock classes may be appropriate. For a small bandwidth of 8 Hz, four moving windows with 
a width of 5 Hz and an overlap of 4 Hz could be used. For each regression, the standard 
deviation, coefficient of correlation, and L1 norm can be computed and used later to develop 
weights for the individual measurements. 
Amplification 
Parolai and Bindi [2005] caution against measuring κ on a spectrum whose shape is strongly 
distorted in the high-frequency range by amplification effects due to shallow resonance. They 
demonstrate the possible bias in κ when measured near a strong resonant peak caused by shallow 
impedance contrast (an underestimation when measured before the peak, and an overestimation 
when measured after it). They recommend either avoiding strong resonant peaks in the frequency 
range where κ is measured, or if that is impossible, measuring it over a wide enough range so 
that it crosses over several peaks and troughs and is not biased by a single peak or trough. This is 
particularly easy if the site is soft and the fundamental frequency is low. It is more difficult at 
hard-rock sites. Recent studies have taken this into account and measured κ over large enough 
frequency ranges to average out the distortion caused by resonant peaks from shallow structure 
in the site transfer function (up to 30 Hz or more, e.g., Douglas et al. [2010]; Ktenidou et al. 
[2013]; and Van Houtte et al. [2014]). In practice, a one-dimensional (1D) model of the 
recording site Vs profile is rarely available. One approximation, for sites where there are more 
than about three recordings, is to use the empirical approach of Lermo and Chavez-Garcia [1993] 
to compute the average horizontal-to-vertical spectral ratio (HVSR) of the site, as an indicator of 
local site resonance. This has been done for the for Arizona ground-motion data by Kishida et al. 
[2014] using the both the S-wave and coda-wave FAS. The latter HVSR is assumed to give an 
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estimate of the local site amplification smoothed over azimuth angles. One can determine 
whether it is possible to achieve an unbiased estimate of κ by studying the resonance pattern 
within the usable frequency band. If strong broadband amplification or deamplification is 
observed within the usable frequency, the site can be rejected or the site resonance can be 
removed before estimating κ; however, it has been shown to be difficult to remove the site-
specific resonances, (e.g., Ktenidou et al. [2013]). As an alternative, hard-rock sites can also be 
grouped according to the shape of their average HVSR, leading to an average κ value for each 
group.  
Another possible approach for minimizing bias in κ estimates from high-frequency 
resonances would be to stack individual FAS coming from different hard-rock sites to average 
over the different amplification patterns. This method could be applied within a particular region, 
taking care to bin recordings by Vs, magnitude, and distance. To our knowledge, stacking of FAS 
to measure κ has only been used in Kishida et al. [2014]. In that study, FAS of very small 
magnitude events in Arizona were stacked, not to smooth out local resonances, but to achieve a 
larger SNR. In that case, the stacking was done using recordings at the same site, coming from a 
small swarm with similar epicenter and magnitude. 
Accounting for shallow resonance due to impedance contrasts in the first few tens or 
hundreds or meters of the site profile (assuming bedrock at about 1000 m/sec), as described 
above, is one aspect of site amplification. A second aspect is amplification from the entire crustal 
profile over several km beneath the site (assuming source Vs at 3500 m/sec). Crustal 
amplification is often computed based on a simple generic crustal profile through the square-root 
impedance method (SRI), which follows from the quarter-wavelength velocity [Boore and 
Joyner 1997] or on random vibration theory (RVT) as applied by Silva and Lee [1987] in 
RASCALS. How much these two approaches for estimating crustal amplification may differ for 
a given Vs profile depends on the method used to compute the amplification function. The SRI 
approach treats the Vs profile as given, while the RVT approach often randomizes the profile to 
capture profile (lateral) variability which broadens the site resonance. These approaches 
generally produce a transfer function that is smoother than the transfer function computed for 
surface soil layers with the reflectivity method, for example, to account for shallow resonances 
[Boore 2013]; but they still include broadband amplification trends even at high frequencies In 
the case of RASCALS, it is also possible to include a site-specific, near-surface profile on top of 
the generic crustal profile, which will include peaks from the near-surface structure as well as 
trends in the transfer function from the deeper structure. 
In summary, for estimating κ, the estimate may be biased either by individual peaks in the 
transfer function, or by a general broadband trend in the amplification, if those occur within the 
frequency range of κ measurement. The most important issue is not whether there is 
amplification or not (i.e., whether the absolute value of the transfer function is equal to 1 or not) 
over the frequency range of interest, but whether the shape of the amplification transfer function 
is flat or not within the usable bandwidth. If the transfer function is not flat over the range of 
frequencies κ is measured (f1, f2), then to avoid such bias, one approach is to correct the FAS for 
the amplification effects before there are fitted for high-frequency log–linear decay. We note that 
when the transfer function is computed for perfectly elastic media (infinite Q, or zero damping), 
this correction will only account for the distortion in the shape of the FAS that is due to 
amplification from impedance contrasts; it does not account for material damping. Therefore, the 
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κ estimated from the corrected FAS will not correspond to the base of the assumed soil profiles, 
but to the surface, as the goal is to estimate κ0. 
After correcting the FAS there are three options: (1) measure κr individually, which may 
include some bias from high-frequency resonances; (2) bin the FAS according to magnitude, Vs30 
and distance (the latter only if the FAS are not corrected for regional attenuation) and stack them 
on a logarithmic scale in order to measure an average κr that smoothes through possible 
resonance peaks; or (3) supplement the regional crustal profiles with detailed site-specific 
information for sites with measured Vs profiles. In databases where few sites have measured Vs 
profiles, this allows for a check that compares estimated κr values with and without correction 
for near-surface site conditions. 
Regional Attenuation 
The final consideration in this step is the effect of regional attenuation on κ. As shown 
schematically in Figure 2.2, κr measurements have path and site contributions to κ. The path 
component is related to the frequency-dependent anelastic attenuation,  Q f . This can either be 
taken out of the individual κr values in the current step, or it can be estimated in the next step as 
part of the interpretation for κ. Both approaches have been used in previous studies (e.g., Kishida 
et al. [2014]) and the results have been compared. Removing the regional  Q f  implies that a 
 Q f  model for the region has been proposed, and that it can be used to correct the FAS prior to 
fitting for κ. The FAS corrected for  Q f  does not yield κr values, but rather, κ0 values, because 
the distance attenuation effect is assumed to have been removed. The FAS can be corrected for 
path by deconvolving the Q model(s) considered appropriate for the region under study from the 
FAS; however, correcting the FAS with a  Q f  model will inevitably introduce some 
uncertainty into the calculation, especially because  Q f  models are generally determined at 
frequencies lower than where κ is usually measured, and using these models at higher 
frequencies may require extrapolation. 
When sufficient close-in data are available, this issue can be avoided by limiting the 
recordings used to short distances only. In Van Houtte et al. [2014], for instance, station MQZ 
recorded over 1000 events at less than 30 km. In most cases, this is not possible. In Kishida et al. 
[2014], there were only two recordings per site, so different sites were combined, and an average 
was estimated over all close-in recordings (for the DS method). The maximum distance up to 
which the effect of path attenuation is negligible depends on the region. More active regions tend 
to have lower crustal Q values, and so the effect of Q becomes apparent at shorter epicentral 
distances. For example, in northern Greece, the distance dependence in κr_DS measurements were 
observed for epicentral distances larger than about 20 km [Ktenidou et al. 2014]; in southern 
Arizona, there was no discernible distance dependence in κr_DS out to 60 km [Kishida et al. 
2014]. For WUS and CENA values of roughly 20–30 km and 50–100 km, respectively, are 
assumed for this study. 
16 
 
Figure 2.2 Schematic illustration of the path and site components of κr. 
2.2.3 Step 3: Interpretation and Models 
The third step is the interpretation of individual measurements to create an appropriate model for 
κ. The main considerations are the following. 
Depending on the size of the study area, and to interpret individual results, it may be 
necessary to regionalize them. One may group all sites for which there are κ measurements into 
zones (for instance, in CENA, a regionalization was proposed by Dreiling et al. [2014]) to study 
a large area, or one whose crustal properties are known to vary (e.g., attenuation properties, or 
type of bedrock). In this case, the objective is to analyze recordings that have ray paths within a 
single region (e.g., Goulet et al. [2014] and the CENA regions), so that the regional effects on 
attenuation are similar (anelastic Q attenuation and geometrical spreading). 
If the regional attenuation is not accounted for in the previous step (i.e., if the individual 
FAS are not corrected for  Q f  prior to fitting), and if the distance is not negligible, then it 
should be accounted for in this step. This is done based on observation of the trend of κr_AS 
values with epicentral distance. Per Equation (2.2), a linear model may be adequate [Ktenidou et 
al. 2014]; this model implies a virtually frequency-independent and depth-independent Q within 
the frequency range over which the κr_AS measurements were made. The constant Q value can be 
computed from the slope of the regression of κr_AS with distance (see Ktenidou et al. [2015] for 
details) as: 
1 RQ   (2.4) 
In other cases, it may be appropriate to modify the linear model at short distances to yield 
a constant Q value for the first 20–50 km, depending on the maximum distance up to which there 
is no observable path effect (e.g., Kishida et al. [2014]). This is referred to as bilinear or hockey-
stick model. It is based on the assumption that there may be a very high Q zone in the deep to 
mid-crustal depths where rays paths are recorded in the 30–50 km range [G. P. Biasi, personal 
communication, 2012]. With this assumption, nearby recordings can constrain κ0_AS and more 
distant recordings can constrain the path effect (the slope of the line). If a simple linear or 
hockey-stick (bilinear) model does not fit the data, then one can determine a functional form that 
best fits the data through a non-parametric inversion. Anderson [1991] proposed that any smooth 
functional form may be possible. One important consideration is that the model chosen to 
17 
describe distance dependence does not bias the estimate of κ0_AS, i.e., that the near-field 
measurements are allowed to determine κ0_AS as much as possible; however, if regional 
attenuation has been accounted for in the previous step, then κ0_AS values area already available 
to be averaged (within each zone, if zonation applies). 
In deriving the final κAS model, we may choose not to use equal weights for all of the 
individual κr_AS measurements. The statistics from any regression performed in the previous step, 
can be used to assign weights to each individual measurement. The statistic most appropriate for 
assigning weights is the error on the slope, based on which κr_AS is computed [i.e., error on λ in 
Equation (2.1)]. The goal should be not to eliminate data but to prioritize use of the more robust 
estimates, especially when data are sparse. 
In deriving κAS models when site conditions vary significantly among the stations then 
grouping recordings by site classification may be appropriate. Because soil damping is probably 
in the κr_AS measurements, it is appropriate to not treat all sites in one group (unless data paucity 
requires it). Bins based on Vs30 or NEHRP site class, or some other site parameter, can be used. If 
the excitation level varies significantly, including high-amplitude recordings, that may include 
nonlinear soil behavior, then (at least for soil sites) bins by excitation level are appropriate. 
Finally, we note that in the context of projects and applications, κ0 can be defined at 
different depths beneath the site. This process yields κ0 at the surface of the soil profile, as shown 
in Figure 2.3. This estimate does not include crustal amplification, but it does include damping 
within the soil layers, and any effects from scattering (see Ktenidou et al. [2015] for a discussion 
on scattering contribution to κ0). If we remove the damping and scattering contributions in the 
soil layers, then we estimate κ0 at the top of “rock,” in the sense that “rock” is used in some 
projects to define the depth for the input motion. If we further remove estimates of damping and 
scattering contributions to the base of the crustal model (source depth with Vs = 3500 m/sec), 
then an estimate of crustal κ0 may be obtained (e.g., 0.006 sec for CENA). It is important to 
consider which level (depth) we compute κ0_AS at in order for this approach to yield consistent 
results with the broadband approaches described later. 
 
Figure 2.3 Schematic definition of κ0 at different levels: surface, rock/input, and bedrock. 
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2.3  THE BAND-LIMITED APPROACH ‘DS’ 
The traditional approach [Anderson and Hough 1984] uses relatively large-magnitude 
earthquakes to measure spectral decay above fc. Biasi and Smith [2001] proposed an approach 
that expands the method to smaller magnitudes, where data are more abundant. They measure κr 
directly on the displacement FAS, using frequencies below the (rather high) fc, in contrast to 
using the acceleration FAS and using frequencies above the (rather low) fc. Rather than 
measuring κr as the departure of the acceleration spectrum from a horizontal line (κ = 0 sec, no 
attenuation), we use recordings from smaller earthquakes and measure κr as the departure of the 
displacement spectrum from a horizontal line (κ =0, no attenuation) over potentially the same 
frequency range. 
One advantage of this method is that the theoretical basis for assuming the displacement 
spectrum at the source as flat below fc is actually stronger than the basis for treating the 
acceleration spectrum as flat above fc, as the latter depends on the validity of the ω-2 assumption 
[J. G. Anderson, personal communication, 2013]. We use κr_DS to denote these estimates, and the 
extrapolated zero-distance site parameter as κ0_DS (also referred to as κ0_mini). 
The frequency range in which κr_DS can be measured begins at the lowest usable 
frequency (f1_DS = LUF) and extends up to fc. However, applying the same factor of safety of 1.5 
as for the AS approach, to avoid trade-off with the source, the upper frequency cut-off is at f2_DS 
= fc/1.5. The three steps in the AS approach are applicable to the DS approach apart from this 
difference in the definition of the bandwidth. 
2.4 THE BROADBAND APPROACH ‘BB’ 
Several authors have used broadband inversion schemes (using the entire useable frequency 
band) to compute κ. These methods assume a source spectral shape to estimate κr and account for 
the source, path and site effects in various ways so as to yield individual values of what we 
denote as κr_BB. These values may then be extrapolated to κ0_BB. One advantage of broadband 
inversions is that, unlike the traditional approach, they are not constrained as much by the event 
magnitude (i.e., they can also be used when the earthquake corner frequency is within the 
frequency band used for κ measurement). Therefore, they can use more of the abundant small-
magnitude earthquake data in the inversion. Numerous broadband inversion schemes are in 
literature. Anderson and Humphrey [1991] invert for fc (or stress drop), spectral level, and κr_BB, 
assuming a smooth spectral shape to partly overcome the trade-off with stress drop. Humphrey 
and Anderson [1992] perform the broadband inversion after removing the empirical or modeled 
site response from each spectrum. Based on a method by Scherbaum [1990], Edwards et al. 
[2011] use a simultaneous broadband inversion of the velocity spectrum resolving for fc, 
moment, and κr_BB. Finally, the approach introduced by Silva et al. [1997] is unique, as it yields 
either a site-specific or a site-class-specific estimate of κ0_BB. 
In this study, we use the approach of Silva et al. [1997]. This inversion method estimates 
the earthquake source, path, and site parameters through a nonlinear least-squares fit to the FAS, 
using the point-source model [Boore 1983; EPRI 1993]. The useable bandwidth is site- and 
earthquake-specific, based on a visual examination of the pre-event FAS noise levels compared 
to the windowed shear-wave FAS and with the maximum frequency constrained by either the 
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noise or the anti-alias filters in these analyses. Typically, the inversion bandwidth is magnitude 
dependent, extending to lower frequency as magnitude increases and averaged around 0.8 Hz 
above M2, and around 1.0 Hz below M2 for these CENA data. The inversion scheme treats 
multiple earthquakes and sites simultaneously with the common crustal path damping parameter 
 Q f . The parameter covariance matrix is examined to determine which parameters may be 
resolved for each dataset and asymptotic standard errors are computed at the final iteration. 
The model parameters include Rc (cutoff distance from 1/R to 1/R0.5 for geometrical 
spreading),  Q f  = Q0•fη (where Q0 is the value at 1 Hz), Δσ (the stress parameter in the point-
source ground motion model), the Brune point-source shear-wave velocity (β) and density (ρ), 
M, and linear-elastic crustal amplification. Inversion parameters that may be determined by the 
data include Q0, η, Rc, κ0_BB, M, and/or stress parameter (fc). For datasets with insufficient 
distance range, strong parameter coupling may necessitate fixing  Q f  and occasionally Rc; 
there may also be a trade-off between anelastic attenuation and geometrical spreading, so these 
two coupled parameters should be consistent with one another. 
The procedure uses the Levenberg-Marquardt algorithm [Press et al. 1986] with the 
inclusion of the second derivative. Linear-elastic crustal profile amplification is accommodated 
in the inversion scheme by incorporating the appropriate rock or soil transfer functions (shear-
wave velocity and density profile from source depth (assumed to be 8 km) to the surface) in 
estimating the point-source surface spectra. To reduce the potential for non-uniqueness inherent 
in inversion results, a suite of starting models is employed. The final set of parameters is selected 
based upon a visual inspection of the model fit to the FAS, the chi-square values, and the 
parameter covariance matrix. The stress parameter from the inversion is calculated from the 
moment using equation: 
1/3
08.44cf M
       (2.5) 
The inversions are performed on log amplitude spectra (the orientation independent 
vector average of the two horizontal components), as strong ground-motion data appear to be 
log-normally distributed. This is consistent with the model being represented as a product (rather 
than sum) of models [EPRI 1993]. A feature of the inversion scheme is the flexibility to 
distinguish between sites, for which κ0_BB is determined, and stations for which recordings are 
available. As a result, several stations may share a common site or κ0_BB estimate, for example, 
based on NEHRP classification. 
To assess the stability of κ0_BB and estimate its epistemic uncertainty, it is possible to run 
a suite of inversions, modifying some of the other model parameters by realistic amounts, such 
as the  Q f  model and crustal amplification. Note that all other inversion parameters, such as 
M and Δσ, will change along with κ0_BB. As an example, Kishida et al. [2014] showed that 
changing the  Q f  model did not have a significant impact on κ0_BB, although varying the 
frequency-independent constant Q (e.g., in the band-limited approaches AS and DS) had a 
significant impact of the estimated κ0_BB. In the same study, the sensitivity of κ0_BB to the crustal 
amplification correction was small. They found that the parameter most strongly affected by this 
20 
correction was the M. The sensitivity of κ0_BB to different parameters may be different for other 
datasets. In addition, κ0_BB may be sensitive to different parameters compared to κ0_AS (e.g., in the 
same study, κ0_AS and κ0_DS were more sensitive to variations in the crustal amplification 
correction).  
A second approach to assess the uncertainty in κ0_BB is to perform inversions with 
different subsets of the data (jackknife approach). This approach, however, requires a sufficient 
amount of data. 
A third approach is to investigate the effect of smoothing on the estimated values. 
Inversions may be done on FAS with smoothing that uses either a constant frequency increment 
(CFI) or a constant logarithmic frequency increment (CLFI). The former (CFI) produces an 
increased number of points at high frequencies. The latter (CLFI) results in a uniform 
distribution of points at both high and low frequencies. Inversions using CFI result in increased 
weighting at high frequencies, emphasizes parameters such as κ, stress parameter, and  Q f  at 
larger distances, compared to magnitude (M). Such unequal weighting is most appropriate at 
large magnitude where the point-source model tends to over-predict low-frequency motions 
[EPRI 1993; Silva et al. 1997; and Atkinson and Silva 2000]. Increased weighting at high 
frequencies for large-magnitude recordings places more emphasis over the frequency range 
where the point-source model works well, conversely decreasing the emphasis where the model 
does not perform as well. CLFI smoothing results in equal weighting across the inversion 
bandwidth and is more appropriate for small-magnitude recordings, where the point-source 
model appears to work equally well at both high and low frequencies for these small magnitude 
earthquakes. 
2.5 THE RESPONSE SPECTRAL SHAPE APPROACH 
This is a second approach that makes use of the entire frequency band. In contrast to the classical 
approach [Anderson and Hough 1984], which relates κ to the decay of the high-frequency part of 
the FAS. This approach relates it to the spectral shape of the normalized response spectrum 
(RESP) that uses stochastically generated 5% damped pseudo-acceleration response spectra 
(PSA), where κ0 is one of the point-source model input parameters (applied to the entire 
frequency range). The PSA are computed with the appropriate site amplification from the site 
profile. These point-source spectra are then normalized with respect to peak ground acceleration 
(PGA) and compared to observed response spectra. Thus we can estimate the input κ (we denote 
this one κ0_RESP) that gives the best fit between these spectra. The entire frequency band is used 
for the fitting and not just the high-frequency part. Emphasis is placed on the location of the peak 
in the spectra (which depends on the input κ) and the width (which depends on M). Trade-offs 
between κ0 and stress drop are avoided to a degree, as the PSA are normalized by PGA (spectral 
shape) and then averaged [Hiemer et al. 2011; Silva and Darragh 1996]. The use of response 
spectral shapes (5%-damped PSA/PGA) computed from recordings made at rock sites at close 
distances to estimate κ was developed by Silva and Darragh [1996] and Silva et al. [1997]. 
Differences in response spectral content or shape at different sites are significant and may be 
interpreted as primarily resulting from differences in the Vs (amplification) and damping (κ) 
beneath the site along with crustal  Q f , especially at larger distances (> about 20 km for small 
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Μ) [Boore and Atkinson 1987; Toro and McGuire 1987; Silva and Green 1989; and Silva and 
Darragh 1996]. 
Pseudo-acceleration response spectra have a strong magnitude dependence, with smaller 
earthquakes having a narrower bandwidth and higher frequency peaks than larger earthquakes. 
This is a consequence of the lower corner frequencies for smaller magnitude earthquakes [Boore 
1983; Silva and Green 1989; Silva 1991; and Silva and Darragh 1996]. Spectral shapes from 
multiple recordings at similar distances and magnitudes are averaged to reduce the frequency-to-
frequency variability and provide additional stability in κ estimates [Silva and Green 1989; Silva 
and Darragh 1996]. These factors allow estimates of κ to be made from PSA shapes by visual 
comparison with the simulated spectral shape from the point-source model. 
Silva and Darragh [1996] noted that the frequency where the PSA peaks provides an 
estimate of the site κ0 value. Figure 2.4a (adapted from Silva et al. [1998]) shows simulated PSA 
(left) and spectral shape (right) for an earthquake with M6.5 at 25 km, for the western U.S. 
(WUS) parameters (65 bar). The simulations were made with the point source stochastic model 
(per Boore [1983] as validated by Silva et al. [1997]). For κ0 = 0.04 sec (which is a typical for 
soft rock in WUS) the PSA peaks at around 5 Hz (red line). As κ0 decreases, the frequency where 
the PSA peaks increases; e.g., for I0=0.02 sec, it peaks around 10 Hz, and for κ0=0.005 sec (a 
typical value for hard rock in CENA), it peaks around 40 Hz (blue line). Silva [1991] noted that a 
factor of two in κ0 is reflected in a factor of two change in peak frequency in the response 
spectra. 
Figure 2.4b shows PSA and normalized spectral shape for CENA rock conditions (110 
bar), with unity crustal amplification and for a range of κ values appropriate for CENA rock (5–
20 m/sec). Again, the peak frequency and shape of the response spectra clearly shift to lower 
frequency as κ increases. We also note that at 100 Hz not all of the spectral shapes converge to 
1.0 (PGA), which indicates that in such conditions (hard rock and close-in distance), PGA may 
be observed at frequencies higher than 100 Hz. 
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(a) 
 
(b) 
Figure 2.4 (a) 5%-damped response spectra (left) and normalized response spectra 
(right) for M6.5 earthquake at 25 km for a suite of κ0 values using WUS 
parameters and Δ = 65 bar (adapted from Silva et al. [1998]). Red 
represents typical values for WUS, blue for CENA; and (b) 5%-damped 
normalized response spectra for M6.5 (left) and M2.0 (right) earthquake at 
20 km, for a suite of κ0 values using CENA parameters and Δσ=110 bar. 
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2.6 CHOOSING APPROPRIATE RECORDINGS FROM LARGE DATASETS FOR 
THE BAND-LIMITED APPROACHES 
Sections 2.2.1 and 2.2.2 document the constraints that apply to the frequency band that can be 
used for the AS and DS approaches pertaining to the usable data bandwidth and stress drop or 
corner frequency. Approach AS measures κ above fc, for relatively large magnitude events. 
Although typically used for magnitudes above about M4, it may be extended towards lower 
magnitudes depending on the stress drop and the available bandwidth of the data. For instance, 
studies in the 1980s often used data with M5 or above because of the relatively lower sampling 
rates and resulting lower Nyquist frequency values that afforded only a small usable bandwidth. 
Using more recent data, the minimum usable magnitude has dropped in cases where the larger 
bandwidth due to higher sampling rates compensates for higher fc values [Ktenidou et al. 2013; 
and Van Houtte et al. 2013; 2014]. The DS approach measures κ below fc, for small magnitude 
events. There are not many published studies using this approach, but the following suggest that 
it is best used for magnitudes below about M1 [Kilb et al. 2012; Biasi and Smith 2001; G. P. 
Biasi, personal communication, 2013; and Kishida et al. 2014]. 
When working with large datasets (such as NGA-West 2, NGA-East, KikNet, etc.), much 
of the data may fall between the magnitude limits of the two band-limited κ approaches. If we 
want to use only data with large magnitudes (e.g., above M5), we may assume that most 
recordings will be appropriate for the AS approach and start analyzing the data directly. 
However, if we also want to use data for magnitudes smaller than about M4, particularly for 
voluminous datasets, it is advisable before proceeding with data analysis to first scan the 
available metadata for recordings where the AS and DS approaches might be most appropriate. 
The concern is that, the lower the magnitude, the effect of the uncertainty of the stress drop on fc 
is larger. Because we require an estimate of fc in order to determine the usable bandwidth 
appropriate for each method, we propose an approach for choosing subsets for which we can 
apply each of the two approaches (AS and DS), with the goal of analyzing as much data as 
possible. 
We first defined a plausible range (minimum and maximum) of stress drops for the 
region. This can be done in a variety of ways (e.g., through literature search, or spectral analysis, 
etc.). For each approach (AS and DS), we fixed the stress drop so as to maximize the data in each 
subset. To push the AS approach to as low a magnitude as possible, we assumed the minimum 
stress drop (Δσmin) because that yields the lowest fc (fcmin). Conversely, to push the AS approach 
to as high a magnitude as possible, we assumed the maximum stress drop (Δσmax), as that yields 
the highest possible fc (fcmax). These choices generate a small subset of recordings belonging to 
both the AS subset and the DS subset. These are the recordings for which there is the highest 
uncertainty that fc may lie within the usable bandwidth, and concern over which of the two 
approaches is the most appropriate. Therefore, use of both approaches provides a range of 
possible values for κ and assists in the assessment of epistemic uncertainty. 
This procedure defines the required frequency range for the analyses, which may or may 
not be available based on the record noise, filtering (anti-alias and noise), etc. So for each of the 
two cases (fc min, fc max) we checked whether the source fc lay within the usable bandwidth of the 
record, and whether there was an adequate overlap between the usable frequency range (defined 
by the HUF and LUF) and the required frequency range in which we can measure κ. For small-
magnitude events and relatively high stress drops, frequently there is no overlap, or if there is, it 
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may be inadequate [e.g., less than 8–10 Hz (minDF)]. Therefore, for large databases it is 
important to first scan the metadata (flatfiles) based on these frequency parameters to create 
subsets for which each of the approaches (AS and DS) may be used. 
For the AS approach, we assumed Δσmin to compute fc (fcmin). To avoid any trade-off with 
the source, the frequency range in which κr_AS is measured began at f1_AS = 1.5fcmin and ended at 
the highest usable frequency. The required bandwidth for this approach was then: 
_AS minHUF-1.5 cDF f   (2.6) 
For the DS approach, we assumed Δσmax to compute fc (fcmax). Again, to avoid trade-off 
with the source, the frequency range in which κr_DS was measured began at the lowest usable 
frequency and extended up to f2_DS = fcmax/1.5. The required bandwidth for this approach was 
then: 
_DS max 1.5 LUFcDF f   (2.7) 
Fixing the stress drop and using the appropriate metadata, we computed DF_AS and 
DF_DS for every recording in the database. The required bandwidth only exists when these values 
are positive; this occurs only for large events in the first case and for small events in the second 
case. Furthermore, as discussed in Section 2.2.2, for a meaningful and robust estimate of κ, we 
require that DF_AS and DF_DS exceed a minimum value, which we designate as minDF. 
To compute fc for each of the two cases, we used the point-source stochastic model 
(PSSM) of Boore [1983]. Assuming that Brune’s [1970, 1971] 2 source model and Aki’s 
[1967] scaling law hold, then 
1/3
max6
max
0
4.9 10cf M
        (2.8) 
1/3
min6
min
0
4.9 10cf M
        (2.9) 
where  is shear-wave velocity at the source (taken as 3.5 km/sec), and M0 is the seismic 
moment, computed from moment magnitude M as follows: 
1.5 16.05
0 10 MM   (2.10) 
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3 Data Selection and κ Estimation for Rock 
Sites in the NGA-East Database: Example 
Application 
3.1 SCOPE 
The previous chapter presented a detailed methodology for estimating κ. This chapter presents an 
example application but with several of the considerations described in Chapter 2 simplified. κ0 
for recordings from the NGA-East database are estimated. For the purpose of this exercise (data 
selection), only sites with Vs30 ≥ 1500 m/sec (rock and mainly hard rock) are considered. 
Distances are also limited to a maximum epicentral distance of Re =50 km, to reduce the 
contribution of path attenuation (effect of Q discussed in Section 2.2.3). The κ0 values measured 
in this exercise will be used in the following chapters to study residuals and high-frequency 
ground motions for hard-rock sites. 
3.2 BAND-LIMITED APPROACHES ‘AS’ AND ‘DS’ 
3.2.1 Example Application for Selecting NGA-East Rock and Hard-Rock Sites 
(Vs30 ≥ 1500 m/sec) 
There are few recordings in the NGA-East dataset at large magnitudes (above M5). A significant 
amount of data lies between M2 and M4, i.e., between the magnitude limits of the two band-
limited κ approaches: AS and DS as described in Section 2.6. Furthermore, there exists large 
uncertainty as to the values of stress drop for CENA, especially for small magnitude earthquakes 
where this parameter is not commonly estimated. For magnitudes M2–M4, this translates into 
large uncertainty in fc in this application. These data restrictions make CENA a good case study 
to illustrate the necessity of the proposed pre-processing of the database flatfile prior to 
undertaking κ computations. The selection of appropriate subsets from the NGA-East flatfiles for 
estimating κ in CENA using AS and DS approaches is discussed below. 
In assigning values for Δσmin and Δσmax, the results of various studies in the CENA region 
have been considered. Given the possible differences between the studies’ input parameters, and 
particularly the path functions [Boore et al. 2010], a single mean value is unlikely; therefore, a 
range of credible values will be used. For CENA, we considered the following: 
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 According to the studies of A. Baltay and T. Hanks [2013, personal 
communication], the mean stress drop in CENA is around 100 bar (10 MPa). 
 In Boore [2012], the mean stress drop for this dataset is either 113 or 90 bar, 
depending on whether Saguenay mainshock is included or not. Some events 
have stress drops as low as 30 bar in this study. The highest value is for the 
Saguenay mainshock, and it is close to 500 bar (50 MPa). 
 According to Boore [2009], the value for use in the PSSM that is most 
consistent with Atkinson and Boore [2006] is 250 bar (25 MPa). 
 Atkinson and Boore [2014] found geometric attenuation of R-1.3 at distances 
less than 50 km, leading to higher stress drop values than the previous studies. 
Their mean value is 500–600 bar for events above M4.5. However, they also 
found some magnitude dependence to their stress drop values (which they 
consider a valid conclusion rather than an artifact). Because our dataset 
comprises mainly smaller events, we select their mean estimate as our 
maximum estimate. 
 According to Boatwright [2014], the average stress drop over their entire 
dataset is 114 bar, and the regional averages are 215, 88, and 39 bar for 
Eastern Quebec, Western Quebec, and Northeastern U.S., respectively. The 
latter two regions also include some events with stress drops as low as 20 bar 
(2 MPa). 
 In Eastern Quebec, there are indications of depth (but not magnitude) 
dependence of stress drop [Boatwright 2014]. Based on the NGA-East flatfile, 
the depth dependence in that region is investigated. The region is defined as 
north of N45° and east of W70°. Figure 3.1a shows the depths of all events in 
the entire dataset. The events located in Eastern Quebec are marked in red. 
The event depths in that region span a large range of values (5–22 km). 
Within this range, the stress drop in the region is strongly depth-dependent, as 
shown in Figure 3.1b. 
 
Based on these observations, a distinction between Eastern Quebec and the rest of CENA 
is made. For the rest of CENA, a credible range of stress drop values between 20 and 500 bar, 
log-normally distributed around a mean value of 100 bar is assumed. So Δσmin is fixed at 20 bar 
(2 MPa) and Δσmax is fixed at 500 bar (50 MPa) (see blue dashed lines in Figure 3.1) and fcmin 
and fcmax are computed accordingly, irrespective of depth. Due to the depth dependence of the 
stress drop, the envelopes for Eastern Quebec—shown as the orange dashed lines in Figure 3.1—
are followed. Δσmin ranges from 30–110 bar and Δσmax ranges from 300–1050 bar for source 
depths ranging from 5–22 km. Based on these stress drop values, fc values are calculated and the 
dataset is scanned for usable recordings for the AS and DS approaches. Figure 3.2 shows the 
assumed corner frequency with magnitude and the assumed stress drop with depth. The events 
deviating from the trends are located in Eastern Quebec. 
Figure 3.3 shows the epicenters and recording stations for the CENA dataset for all 
distances, distances less than 200 km, and distances less than 50 km. More than 85% of the data 
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come from distances greater than 200 km. The figure also uses a color code to indicate the type 
of site according to NEHRP site classification. Most NEHRP A and B sites are located in 
Canada, while the US sites are mostly NEHRP C and D classification. Table 3.1 shows that the 
number of data diminishes as constraints on the maximum distance are imposed. 
  (a) (b) 
Figure 3.1 (a) Stress drop dependence with event depth in Eastern Quebec after 
Boatwright [2014]. Dashed lines mark the chosen maximum and minimum 
credible values, Δσmin and Δσmax, for Eastern Quebec (orange) and the 
rest of CENA (blue).; and (b) magnitude-depth distribution for all events in 
the dataset, with events from Eastern Quebec shown in red. 
 (a) (b) 
Figure 3.2 (a) Corner frequency for all events in the dataset, for Δσmin (black circles) 
and Δσmax (red crosses). Those that deviate from the constant-stress-drop 
lines correspond to events in Eastern Quebec; and (b) stress drop versus 
event depth for all events in the dataset, for Δσmin (black circles) and 
Δσmax (red crosses). Those that show depth-dependence correspond to 
Eastern Quebec events. 
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Figure 3.3 Epicenters and recording stations for the CENA dataset for all distances, 
for distances less than 200 km, and for distances less than 50 km.  
 
Table 3.1 The decrease in the number of recordings, events, and stations for all 
NEHRP site classifications as various distance constraints are used. 
 All R ≤ 200 km R ≤ 50 km 
Recordings 9384 834 223 
Events 84 77 60 
Stations 1272 277 95 
 
Figure 3.4a shows the LUF (red) and HUF (black) for each record in the database versus 
magnitude and the available bandwidth between them (Figure 3.4b) for different maximum 
distance constraints. Figure 3.5 shows the LUF and HUF together with the assumed corner 
frequencies. The left panel shows fc for Δσmin (small blue squares) and their values increased by a 
All Rs < 200 km 
< 50 km 
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factor of safety of 50% (large blue squares) to avoid source effects. The right panel shows fc for 
Δσmax (cyan), which are decreased by 50% to avoid source effects. 
Figure 3.6 shows the available data for the AS approach. Figure 3.6a shows HUF and 
LUF together with 1.5*fcmin, for all recordings that have an available usable bandwidth DF_AS ≥ 
10 Hz. The minimum magnitude is M2.4. The number of recordings drops to 12% of the total 
when the maximum 200 km distance criterion is applied (moving from top to bottom). Figure 
3.6b shows the DF_AS values for all recordings (red indicates that the bandwidth is adequate). 
Figure 3.7 shows the same for the DS approach. Figure 3.7a shows LUF, HUF, and 
fcmax/1.5 values for recordings that have adequate DF_DS range (≥ 10 Hz). The maximum 
magnitude is M3.3. The number of recordings drops to 35% of the total when the distance is 
limited to 200 km or less (moving from top to bottom). Figure 3.7b shows the available 
bandwidth DF_DS (red for sufficient bandwidth). 
Figure 3.8 shows recordings that have adequate DF_AS range (≥ 10 Hz) and separates 
them into NEHRP site classes A through D. Figure 3.9 shows recordings that have adequate 
DF_DS range (≥ 10 Hz). The overlapping of the two groups is shown in red. The magnitude range 
for the overlapping recordings is M2.4–M3.2; for short distances, these recordings are from 
mostly for hard sites (NEHRP A and B). 
 
                (a)              (b) 
Figure 3.4 (a) Highest and lowest usable frequency; and (b) available bandwidth 
between these for different maximum distances. 
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In the NGA-East dataset, there is a dramatic data decrease when the maximum distance 
decreases. For large distances, the total attenuation measured (κr) is caused mostly by regional 
anelastic path attenuation  Q f    rather than site attenuation (κ0). Therefore, the choice of a 
maximum distance is critical; this distance could be e.g., 50 km (which is rather restrictive but 
avoids nearly all path attenuation issues) or 200 km (which includes more distant data with the 
caveat that there will be some trade-off with the path and κ estimate). The vertical lines in 
Figures 3.8 and 3.9 indicate that most of the data with usable bandwidth (≥ 10 Hz) are not very 
useful in estimating the site-specific component, κ0 due to distance. For those sets with adequate 
DF_AS and DF_DS, Tables 3.2 and 3.3 show the number of data available as maximum distance 
constraints are imposed. Figures 3.10 and 3.11 show the epicenter and station location for the 
recordings with available bandwidth in the AS and DS case, respectively. 
Finally, only recordings that have both horizontal components are included because the 
vector-sum (VS) of the horizontal spectrum is used to avoid the observed orientation dependence 
of the κ estimates. Problematic recordings based on flatfile flags are also rejected. These flags 
include late S-wave triggers, bad time history, poor FAS quality, high-frequency noise, or 
aftershocks in the time history. 
 
 
             (a)                 (b) 
Figure 3.5 (a) Highest and lowest usable frequency, and corner frequencies fcmin; and 
(b) fcmax (right) for minimum and maximum credible stress drop. The large 
symbols indicate the application of a factor of safety of 50%, increasing 
fcmin and decreasing fcmin. 
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(a) 
(b) 
Figure 3.6 (a) LUF, HUF, and 1.5  fcmin values for record with available DF_AS ≥ 10 Hz; 
and  (b) corresponding DF_AS values for all distances (top), and for 
distances less than 200 km (bottom). 
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(a) 
(b) 
Figure 3.7 (a) LUF, HUF, and 1.5  fcmin values for record with available DF_AS ≥ 10 Hz; 
and (b) corresponding DF_AS values (right): for all distances (top), and for 
distances less than 200 km (bottom). 
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Figure 3.8 Magnitude-distance distribution per NEHRP site class, for the recordings 
that have DF_AS ≥ 10 Hz. The recordings for which there is overlap 
between the DS and AS approach are marked in red. 
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  Re (km)            Re (km) 
Figure 3.9 Magnitude-distance distribution per NEHRP site class, for the recordings 
that have DF_DS ≥ 10 Hz. The recordings for which there is overlap 
between the DS and AS approach are marked in red. 
 
Table 3.2 AS approach for Δσmin (DF_AS ≥ 10 Hz): The decrease in the number of 
recordings, events and stations for all NEHRP site classifications as 
various distance constraints are used. 
 All R ≤ 200 km R ≤ 50 km 
Recordings 5082 635 190 
Events 81 72 54 
Stations 1037 247 82 
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Table 3.3 DS approach for Δσmax (DF_DS ≥ 10 Hz): The decrease in the number of 
recordings, events and stations for all NEHRP site classifications as 
various distance constraints are used. 
 All R ≤ 200 km R ≤ 50 km 
Recordings 458 160 50 
Events 20 17 15 
Stations 261 92 32 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10 Epicenters and recording stations for recordings with DF_AS ≥10 Hz: for 
all distances, for distances less than 200 km, and for distances less than 
50 km. 
 
All Rs  < 200 km 
< 50 km 
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Figure 3.11 Epicenters and recording stations for recordings with DF_DS ≥ 10 Hz: for 
all distances, for distances less than 200 km, and for distances less than 
50 km. 
3.2.2 Preliminary Results 
The previous section presented a distance screening example from a large dataset, in this case, 
NGA-East, to retrieve as many usable recordings as possible for the AS and (if applicable) the 
DS approach. For the example application, the main considerations are: 
 distance: a less restrictive value of Re ≤ 100 km (rather than 50 km) 
was chosen, this distance range (50–100 km) may include some 
contribution form the path attenuation, but it is assumed to be 
dominated by the site attenuation 
 site classification: sites with Vs30 ≥ 1000 m/sec are selected, to include 
some softer rock sites together with the hard-rock sites 
All Rs 
< 200 km 
< 50 km 
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 available bandwidth: the bandwidth criterion is reduced from 10 to 8 
Hz, that is, DF_AS ≥ 8 Hz and DF_DS ≥ 8 Hz. 
Based on these criteria, the available data for approaches AS and DS are shown in the last 
two columns of Table 3.4. There are 138 recordings that can be used in the AS method and 48 
for the DS. Forty of these recordings can be used in either method. The magnitude and distance 
distribution is shown in Figure 3.12. The epicenters and station locations are shown in Figure 
3.13. 
 
Table 3.4 Available data for DS and AS approach, at distances less than 100 km and 
for soft-rock and hard-rock sites (Vs30 ≥ 1000 m/sec). Comparison with the 
total number of recordings, events and stations in NGA-East. 
 Total  AS DS 
Recordings 9384 138 48 
Events 84 34 13 
Stations 1272 45 25 
 
 
 
          (a)    (b) 
Figure 3.12 Magnitude and distance for the recordings that have DF_AS ≥ 8 Hz (black) 
and DF_DS ≥ 8 Hz (red), for distances less than 100 km, and for sites with 
(a) Vs30 ≥ 1000 m/sec and (b) Vs30 ≥ 1500 m/sec. 
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(a) (b) 
Figure 3.13 Epicenters and station locations for the recordings that have DF_AS ≥ 8 Hz 
(left) and DF_DS ≥ 8 Hz (right), for distances less than 100 km, and for sites 
with Vs30 ≥ 1000 m/sec (green) and Vs30 ≥ 1500 m/sec (blue). 
A simplified procedure with respect to the detailed methodology of Section 2.2.2 is 
followed: 
 No correction is made on the FAS for amplification from shallow site 
resonances. In general, the detailed site-specific profiles are 
unavailable, so 1D transfer functions cannot be computed; however, 
the FAS is corrected for crustal amplification. More details are given 
below. 
 A correction for the path attenuation,  Q f , is not included because 
the choice of distance (≤ 100 km) may make this effect negligible for 
most recordings. For the same reason, the sites are also not 
regionalized. 
 The FAS are not smoothed, nor is a moving window applied to the 
FAS. 
 The vector sum of the FAS defined in Equation (2.3) is used to 
minimize the effect of component orientation. 
 The error on the slope of the FAS [λ in Equation (2.1)] is computed as 
an indication of the uncertainty of the κr estimate.  
 Recordings are not binned by PGA because the amplitudes are 
generally low and nonlinear effects are not a concern for these loading 
levels at these stiff to very hard sites. 
 Recordings are not binned by either Vs30 or NEHRP class A/B; 
however, the κ estimates versus Vs30 are examined. 
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 κr on individual FAS is measured. The risk of including some bias 
from unknown high-frequency resonances is noted. However, because 
the FAS per station are stacked on a logarithmic scale to measure an 
average κr; the stacking provides some smoothing through possible 
resonance peaks. 
To correct the FAS for crustal amplification, generic profile and amplification function 
computed by PEER [2015] and shown in Figure 3.14 are used, with mean Vs30 of 2032 m/sec. 
For the results of the band-limited methods AS and DS discussed in this section to be consistent 
with the results for the broadband methods BB and RESP), we adopted the same amplification 
function throughout. Note that between 5–15 Hz there is some increase in amplification for this 
generic site class; this observation will be further discussed when the results for the AS and DS 
approaches are presented below. 
After visual inspection of the recordings chosen as suitable for applying the AS approach, 
there were several recordings that have acceleration FAS for which no spectral decay (κ) can be 
observed at high frequencies; these FAS either have a significant up-going trend with increasing 
frequency or exhibit significant resonance peaks, possibly due to near-surface amplification (e.g., 
Figure 3.15a). For some recordings, little or no decrease with frequency can be seen because the 
FAS at high frequencies show no trend, i.e., it appears horizontal; see Figure 3.15b. Finally, 
several recordings exhibit a clear down-going trend with increasing frequency, as expected for κ; 
see Figure 3.15c. A flag is assigned to each record according to which FAS trend is observed at 
high frequencies in the usable bandwidth: -1 for upward trend or strong near-surface 
amplification effects, 0 for no trend (flat), and 1 for downward trend. These flag definitions are 
also shown in Table 3.5. 
 
Figure 3.14 Generic crustal profile and corresponding amplification function for class 
A1 with Vs30 = 2032 m/sec [PEER 2015]. 
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(a) 
 
(b) 
 
(c) 
Figure 3.15 (a) Example FAS for acceleration recordings with significant up-going 
trend or significant near-surface site amplification (flag -1); (b) recordings 
without significant up-going trend (flag 0); and (c) recordings with clear 
down-going trend (flag 1). 
Figure 3.16a shows the measured κr_AS values for: all recordings (flags 0,-1,1); Figure 
3.16b shows recordings without significant up-going trend (flags 0,1), and Figure 3.16c shows 
recordings with clear down-going trend (flag 1). The mean values for these groups are: 8, 15, and 
25 msec, respectively (Table 3.5). The same figure also shows the linear regression with 
distance. The extrapolated κ0 value at zero epicentral distance from the fits is 3, 8, and 18 msec, 
respectively. The three regression lines have similar slopes with distance, from which a regional 
attenuation of about 1900–2500 (assuming crustal velocity of 3.5 km/sec) can be inferred. 
However, the correlation coefficients are very low (< 10%), and the confidence intervals at zero 
distance indicate a large scatter; therefore, the increase with distance is not considered 
significant. Moreover, the blue curves indicating the confidence intervals for data out to 80–90 
km (i.e., excluding only the most distant data) show no distance dependence. 
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As observed for acceleration FAS, the displacement FAS also show different trends 
between recordings. Figure 3.17a shows example displacement FAS that have a significant up-
going trend or significant near-surface amplification (flag -1); Figure 3.17b shows recordings 
without significant up-going trend (flat; flag 0); and Figure 3.17c shows recordings with clear 
down-going trend (flag 1). 
Figure 3.18 shows the measured κr_DS values for: all recordings (top), recordings without 
significant up-going trend (middle), and recordings with clear down-going trend (bottom). The 
mean values for these groups are: 27, 35, and 42 msec; combining AS and DS results, the mean 
values are: 13, 20, and 30 msec. These mean values, along with the number of recordings per 
flag, are shown in Table 3.5. The extrapolated κ0 value at zero epicentral distance from the fit is 
16, 30, and 36 m/sec respectively, significantly larger than the κr_AS method; see Table 3.5. As 
found in the AS case, the correlation coefficients of the regressed lines are again very low (< 
10%) and the confidence interval of the mean is very wide; therefore, the increase with distance 
is not considered significant. 
  
42 
 
 
 
 
(a) 
 
(b) 
 
(c) 
Figure 3.16 (a) Measured κr_AS values for: all recordings; (b) recordings without 
significant up-going trend, and (c) recordings with clear down-going trend 
(bottom). Lines show the mean and its 95% confidence intervals. 
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(a) 
 
(b) 
 
(c) 
Figure 3.17 (a) Example FAS for displacement recordings with significant up-going 
trend or significant interference by amplification (flag -1); (b) recordings 
without significant up-going trend (flag 0); and (c) recordings with clear 
down-going trend (flag 1). 
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(a) 
(b) 
(c) 
Figure 3.18 (a) Measured κr_DS values for: all recordings; (b) recordings without 
significant up-going trend; and (c) recordings with clear down-going 
trend (bottom). Lines show the mean and its 95% confidence intervals. 
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Table 3.5 Mean κr values over the first 100 km, and extrapolated κ0 values at zero 
distance for three subsets: all recordings, recordings without significant 
up-going trend, and recordings with clear down-going trend. 
Flags Subset studied 
Number of 
recordings 
AS/DS 
Mean κr value over first 100 km (msec) Extrapolated κ0 value to R = 0 (msec) 
AS DS AS and DS κr_DS/κr_AS AS DS 
Flags -
1,0,1 All recordings 138/48 8 27 13 3.4 3 16 
Flags 
0,1 
Exclude up-
trending FAS 97/37 15 35 20 2.3 8 30 
Flags 1 Only down-trending FAS 55/26 25 42 30 1.7 18 36 
 
In Figure 3.19, the measured κr_AS and κr_DS values are plotted versus magnitude, and 
those with flag 1 are highlighted. In Figure 3.20, the measured κr_AS and κr_DS values are 
combined and plotted against magnitude for all recordings. Figure 3.20a shows results for all 
recordings, and Figure 3.20b results for recordings with flag 1. For the DS approach there is no 
significant magnitude dependence, but for the AS approach there is a trend for κr _AS to decrease 
at smaller magnitudes (below M3). This trend is probably due to the effect of the source corner 
moving into the frequency measurement band. A clear difference between the two methods is 
observed, as the DS measurements are generally larger than AS measurements. Table 3.5 shows 
that, for flag 1, the mean values for the two methods are 25 msec and 42 msec for AS and DS, 
respectively. This is a factor of 1.7 between the two methods. These factors are consistent with 
Biasi and Smith [2001] and Kilb et al. [2012] that reported values of 2, while Kishida et al. 
[2014] found a factor of about 3 using a poorer quality dataset with more limited bandwidth. 
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(a) 
 
(b) 
Figure 3.19 (a) Measured κr _AS and (b) κr _DS values versus magnitude (filled symbols 
represent data with down-trending FAS, i.e., flag 1). 
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(a) 
 
(b) 
Figure 3.20 Measured κr_AS and κr _DS values versus magnitude: (a) only down-
trending and (b) all recordings. 
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Figure 3.21 indicates that the difference between the two methods may not be as 
significant when one considers the uncertainty about the individual measured values of κr. This 
uncertainty was estimated as the standard deviation that corresponds to the error on the slope λ 
[Equation (2.1)] when fitting each individual FAS. The uncertainty decreases significantly as 
magnitude increases, and the uncertainty for the DS measurements is generally higher than for 
AS. 
Overall, no correlation of κr with Vs30 is observed. Figure 3.22 shows that nearly all sites 
have a designated Vs30 of 2000 m/sec. Some of these sites are in Canada and have been assigned 
this value by Beresnev and Atkinson [1997], and this was assumed to be the case for all hard-
rock CENA sites by Goulet et al. [2014]. Unfortunately, this is due to the lack of site 
characterization at CENA hard-rock sites in the NGA-East dataset, which is difficult and 
expensive to carry out. Therefore, the data cannot determine if part of the large dispersion of 
κr_AS and κr_DS values observed might be explained by differences in site hardness. 
As stated earlier, for the results in this section (band-limited methods AS and DS) to be 
consistent with the results in the following sections (broadband methods BB and RESP), the 
same amplification function corresponding to NEHRP class A rock (2030 m/sec) derived by 
PEER [2015, see Figure 3.14] is used to correct the individual FAS for crustal amplification. 
Because this transfer function includes some amplification between 5–15 Hz, the correction for 
crustal amplification and its effect on the measured κ values is examined. 
 
 
Figure 3.21 Measured κr _AS and κr _DS values versus magnitude for flag 1 recordings. 
Error bars show the error on the slope in the regression on the FAS. 
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Figure 3.22 Measured κr_AS and κr_DS values versus Vs30. 
 
In Figure 3.23, the comparison between measured κr_AS for corrected for crustal 
amplification and uncorrected (crustal amplification of unity) FAS (for all recordings, and for the 
subset with down-going trends) is shown. Note that although there is an increase in amplification 
between 5–15 Hz, this does not affect significantly the measurement of κr_AS. For most 
recordings, the difference in κr_AS for corrected and uncorrected FAS is less than about 5%. One 
counter-example is the case of southern Arizona project [Kishida et al. 2014], where the usable 
bandwidth extended only up to 16 Hz, and the crustal amplification at these softer sites was 
significant in this frequency range, leading to differences in κr_AS of up to 35%. In contrast, 
Figure 3.23 shows that κr_DS is affected by the correction for crustal amplification, which leads to 
a systematic increase in κr _DS of about 9 m/sec when corrected for crustal amplification. The 
reason for the different effect of the generic crustal amplification correction on the AS and DS κr 
values is explained in Figure 3.24: the AS approach mostly uses frequencies unaffected by the 
correction, i.e., frequencies above 15 Hz, while the bandwidth used by the DS approach lies 
largely within the 5–15 Hz range. 
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(a) 
 
(b) 
Figure 3.23 Comparison of measured (a) κr_AS and (b) κr__DS for site-corrected and 
uncorrected FAS. 
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Figure 3.24 Frequency bands (f1, blue cross, f2, red circle) used to measure κr_AS (thin 
symbols) and κr_DS (thick symbols), plotted against magnitude. Also 
shown, the crustal amplification function, which mainly affects the band 
for κr DS. 
 
Previously, κr was measured on vector-averaged FAS, for both acceleration and 
displacement, at the risk of including some bias from the record-specific ‘fine’ structure of the 
FAS, or from site-specific resonance patterns. In order to minimize these effects, the FAS from 
the recordings are stacked (on a logarithmic scale) in two ways: first, the FAS of all recordings 
are stacked together (separately for each approach, AS and DS), and second, the FAS of all 
available recordings per station are stacked provided the station recorded at least three events. 
The average κr on the mean FAS derived from the stacking was then estimated. This process 
yielded an overall value of κ0_AS and κ0_DS for the entire region under study (CENA), and overall 
values of κ0_AS and κ0_DS for well-recorded stations. This stacking procedure should help smooth 
through the differences between individual recordings and between individual stations. Because 
there is no significant dependence of κr_AS and κr_DS values with either parameter in this dataset, 
the use of stacking means that differences in magnitude and distance can be ignored. 
To stack the FAS, a common frequency range is selected, which allows the use of as 
many recordings as possible over as wide a frequency range as possible. After examining the 
data, the chosen frequency range (f1, f2) for the individual FAS per approach (Figure 3.24), is 15–
30 Hz for the AS approach and 5–15 Hz for the DS approach. This selection eliminates fewer 
than ten recordings overall. 
52 
Figure 3.25a and 3.25b show the mean FAS derived from stacking all FAS for the AS 
and the DS approaches, respectively. All recordings (i.e., all flags) are used. The individual FAS 
are plotted normalized as to their mean value in the 15–30 Hz interval, to accentuate the slope 
(κ). The mean κ values measured from the stacked FAS are 6.6 and 29.4 msec for the AS and DS 
approaches, respectively. These are almost the same values found from averaging the individual 
κr measurements for all flags (Table 3.5). We performed a sensitivity check, modifying the 
chosen frequency range (f1–f2) several times for each approach, e.g., from 15–30 Hz to 13–28 
Hz. The results of the frequency range variation are shown in Table 3.6. 
 
Table 3.6 Mean κ measurements from stacked FAS for the AS and DS approach, for 
various f1–f2 combinations. The chosen bandwidth is shown in bold. 
Underlined values represent windows outside the allowed bandwidth, 
which are too close to the source corner frequency. 
Frequency 
range (Hz) 21–30 19–30 17–30 15–30 15–28 15–26 15–24 13–24 13–22 11–20 9–20 
κr_AS (msec) 9 8 7.5 6.6 5.8 5.1 4.7 4.3 4.1 4 2.7 
 
Frequency 
range (Hz) 5–12 5–13 5–14 5–15 6–15 7–15 8–15 
κr_DS (msec) 24.9 26 27.4 29.4 31.2 33.1 35.1 
 
  
(a) (b) 
Figure 3.25 Mean FAS derived from stacking all recordings chosen for (a) the AS and 
(b) DS approach, and estimation of mean κ for the entire dataset. 
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For the AS method, increasing the minimum frequency limit f1 (from 15 to 17, 19, or 21 
Hz, with f2 = 30 Hz) increases κr_AS by 36% (from 6.6 to 9 msec). In contrast, decreasing the 
upper frequency limit f2 (from 30 to 28, 26, or 24 Hz, with f1 = 15 Hz) decreases κr_AS. The mean 
κr_AS from these variations in bandwidth is in good agreement with the κr_AS from the selected 
bandwidth. However, decreasing the frequency range ever further (e.g., 9–20 Hz in Table 3.6), 
causes the results to decrease significantly because the approach is no longer applied correctly as 
the source corner frequency is approached. 
Similarly, for the DS method, decreasing the maximum frequency limit f2 (from 15 to 14, 
13, or 12 Hz) decreases the estimated κr_DS. Again, increasing the minimum frequency limit f1 
(from 5 to 6, 7, or 8 Hz) increases the estimate of κr_DS. In this case, the measurements become 
less robust as the DF decreases. 
Finally, the FAS for individual sites that have recorded more than three events are 
stacked. There are nine sites for the AS method and seven for the DS that meet this requirement. 
The same chosen frequency bands (f1, f2) are used as before. Initially, recordings with any flag 
were used because of the paucity of data at each station. Figure 3.26 shows the individual and 
mean stacked FAS per station for the AS approach; Figure 3.27 shows the same for the DS. 
Tables 3.7 and 3.8 show the number of recordings per site for each method, with the flags 
attributed to the individual FAS and the computed mean site κ. The mean κr_AS is computed for: 
 All sites and recordings regardless of flag (8 msec) 
 Only sites that have flags of 0 and 1 –indicated by an asterisk- (19 
msec) 
 For all sites rejecting flags of -1 (12 msec). 
The mean κr_DS is 35 m/sec (there are no flags of -1). These values are again consistent with 
those in Table 3.5. 
In this section, consistent κ values were computed for each approach (AS or DS) for the 
ensemble of the selected dataset, measuring κ on either the individual FAS or on FAS stacked in 
two different ways. However, the scatter within stations can be large (Figures 3.26 and 3.27), and 
the scatter between sites is larger; see Figure 3.28 and Tables 3.7 and 3.8). The within-station 
scatter may be related to differences in distance, Q, complexity along the path, or particular 
source characteristics, such as higher or lower stress drop. The station-to-station differences may 
be due to site-related factors. For instance, for some sites there is a systematic trend in the FAS, 
across all events, e.g., station 15 in Figure 3.26, where all the FAS have an up-going trend with 
increasing frequency (negative κ, or κ effects at above the HUF). This may be due to shallow site 
resonance, especially broadband amplification effects, which may interfere with the 
measurement of κ. At a recent study at a site in CENA, with shallow soil and weathered rock 
over hard rock, the site resonance was observed near 60 Hz [R. B. Darragh, personal 
communication, 2015]. The FAS at this site increased, similar to the observation for several sites 
in this study, as frequency increased to the peak near the resonance frequency. Fortunately, the 
HUF at this site was 80 Hz, much larger than most of the HUF values in this dataset. Resolving 
this issue lies beyond the scope of this report; however, these results indicate that such effects 
should be investigated further and taken into account in measuring κ. Instrumentation with 
higher sampling rates (at least 200 samples per second) is also suggested, especially at hard-rock 
sites. In addition, the coupling of site amplification with site attenuation becomes a key 
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limitation in measuring and interpreting κ. Although κ is considered to be caused solely by 
damping in the shallow crust, measurement techniques often cannot separate the effects of 
damping and amplification, and yield the net effect of both phenomena. 
 
 
 
 
 
 
Figure 3.26 Mean FAS derived from stacking all recordings per station for the AS 
approach, and estimation of mean κ0_AS per site (red). Individual FAS are 
shown in black. The station number is written on the top right. 
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Figure 3.27 Mean FAS derived from stacking all recordings per station for the DS 
approach, and estimation of mean κ0_DS per site (red). Individual FAS are 
shown in black. The station number is written on the top right. 
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Table 3.7 Mean κ measurements per station from stacked FAS (AS approach).  
Station # Flag Nrec (all flags) 
κr_AS (sec): 15–30 Hz 
- (all flags) Nrec (flags 0, 1) 
κr_AS (sec): 15–30 
Hz - (flags 0, 1) 
8 -1,0,1 12 0.0088 11 0.0093 
9 -1,0,1 13 0.0041 12 0.0049 
10 1 11 0.0384* 11 0.0384 
11 -1,0,1 17 0.0085 12 0.0134 
12 0,1 15 0.0132* 15 0.0132 
13 -1,0,1 15 0.0069 12 0.0057 
15 -1 5 -0.0178 0 - 
82 -1,0,1 4 0.0003 3 0.0023 
160 1 5 0.0059* 5 0.0059 
Mean (s)  0.0075 (only *: 0.0190)  0.0116 
Standard deviation (s)  0.0146 (only *: 0.0149)  0.0149 
Standard deviation (ln)  1.33 (0.81)  0.9 
 
 
Table 3.8 Mean κ measurements per station from stacked FAS (DS approach). 
Station # Vs30 (m/sec) Nrec Flag κr_DS (s): 5–15 Hz 
8 2000 3 1 0.0573 
9 2000 4 1 0.0355 
10 2000 3 1 0.0583 
11 2000 5 0,1 0.0328 
12 2000 5 0,1 0.0155 
13 2000 5 0,1 0.0155 
15 2000 4 0,1 0.0315 
82 2000 - - - 
160 2000 - - - 
Mean (sec)  0.0352 
Standard deviation (sec)  0.0175 
Standard deviation (ln)  0.54 
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Figure 3.28 Mean κr derived from stacking all recordings per station for the AS (red) 
and DS (blue) approach, plotted against the number of stations. For the 
AS results for all flags (circles and solid line) and without -1 flags 
(crosses and dashed line) are shown. Symbols indicate station values 
and lines indicate average over stations. 
3.3 BROADBAND APPROACH  
In Chapter 3 of PEER (2015), the BB approach was applied to the NGA-East FAS data, which 
were recorded at 241 stations from 53 events (listed in Table 3.9); 1133 recordings were 
analyzed. The maximum distance was 250 km for TA data and 1000 km for all other stations. 
The stations were grouped into the five NEHRP site classes. The ten earthquake names (EQ 
Name) are followed by the indication ‘PIE,’ which are Probably Induced Earthquakes in the 
dataset [PEER 2015]. These shallow events occurred mainly in Oklahoma and Arkansas. 
Inversions were performed with and without these data. The amplification factors computed in 
PEER [2015)] for each site class have been shown in Figure 3.14. 
A total of 351 recordings came from class A from 43 events recorded at 43 stations. Q0 
and κ estimates for the five NEHRP classifications were solved for in the inversion. η and R0 
were held fixed at 0.5 and 50 km, respectively. The Brune [1970; 1971] source model parameters 
Vs and ρ were also fixed at 3.8 km/sec and 2.8 gm/cm3. For NEHRP site class A, the estimated 
mean κ0_BB is 0.0049±0.0004 sec. The results of the inversion from all the data in Table 3.9 are 
summarized in Table 3.10. The results from NEHRP site class E were not considered statistically 
significant due to the small (n = 6) recordings in the dataset. The κ0_BB estimates resulting from 
the inversion are similar for NEHRP A and B, as well for NEHRP C and D (Table 3.10).
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Table 3.9 List of class-A recordings used in BB approach. 
# EQID M 
Rh 
(km) No. recs Class A Class B Class C Class D Class E < 50 km 
50–100 
km 
100–250 
km 
> 250 
km EQ name 
1 5 5.81 21.47 19 12 3 4 0 0 0 7 8 4 Saguenay 
2 6 3.27 7.5 5 5 0 0 0 0 5 0 0 0 La Malbaie, QC 
3 7 4.29 5 6 6 0 0 0 0 5 1 0 0 La Malbaie, QC 
4 8 4.46 22 7 7 0 0 0 0 1 1 5 0 Cap-Rouge, QC 
5 9 4.44 20 5 5 0 0 0 0 0 0 0 5 Cote-Nord, QC 
6 10 4.63 13 3 3 0 0 0 0 0 0 1 2 Kipawa, QC 
7 11 3.29 11.4 6 6 0 0 0 0 5 1 0 0 La Malbaie, QC 
8 12 3.65 18 8 7 0 1 0 0 1 6 1 0 Laurentide, QC 
9 13 3.11 18 6 6 0 0 0 0 0 5 1 0 Laurentide, QC 
10 16 5 5 19 5 7 4 3 0 0 2 8 9 Au Sable Forks, NY 
11 17 3.78 2 8 8 0 0 0 0 0 0 0 8 Lac Laratelle, QC 
12 18 4.55 17 7 0 4 2 1 0 0 0 1 6 Caborn, IN 
13 24 3.56 11.1 23 12 5 4 2 0 7 1 0 15 La Malbaie, QC 
14 25 3.82 18 35 17 7 8 2 0 0 0 8 26 Bark Lake, QC 
15 28 2.87 22 6 6 0 0 0 0 0 6 0 0 La Baie, QC 
16 29 3.1 4 33 8 11 10 4 0 0 0 1 32 Prairie Center, IL 
17 30 3.1 4 28 8 10 7 3 0 1 3 15 9 Port Hope, ON 
18 32 4.6 12.3 43 23 9 10 1 0 11 4 2 26 Rivière du Loup, AS 
19 35 3.75 16 46 20 14 7 5 0 5 1 12 28 Thurso, ON 
20 36 2.59 18 16 7 4 4 1 0 1 3 7 5 Hawkesbury, ON 
21 37 3.77 25 36 21 7 6 2 0 7 4 0 25 Baie St Paul 
22 44 2.8 5 26 7 8 8 3 0 3 5 11 7 Cobourg, ON 
23 45 2.77 13.5 8 8 0 0 0 0 5 2 1 0 Baie St Paul 
24 46 5.27 14 16 0 4 8 4 0 3 3 9 1 Mt Carmel, IL 
25 47 4.64 14 14 0 3 8 3 0 2 3 8 1 Mt Carmel, IL 
26 48 4.03 15 14 0 3 8 3 0 2 3 8 1 Mt Carmel, IL 
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# EQID M 
Rh 
(km) No. recs Class A Class B Class C Class D Class E < 50 km 
50–100 
km 
100–250 
km 
> 250 
km EQ name 
27 49 3.75 13 13 0 3 7 1 0 2 3 6 2 Mt Carmel, IL 
28 50 2.97 18 24 7 7 6 3 1 3 0 6 15 Buckingham, QC 
29 51 3.6 13.3 32 17 7 5 2 1 4 2 1 25 Rivière du Loup, AS 
30 55 2.57 26.1 21 5 7 7 1 1 3 1 6 11 Constance Bay, ON 
31 56 3.84 8 22 1 1 19 1 0 1 3 18 0 Jones, OK (PIE) 
32 57 4.18 4 23 0 2 20 1 0 4 5 12 2 Lincoln,, OK (PIE) 
33 59 2.62 20.8 5 0 1 2 2 0 4 1 0 0 Lebanon, IL 
34 60 5.1 22 52 21 8 19 3 1 0 8 11 33 Val-des-Bois 
35 61 3.51 13 22 8 6 6 2 0 0 0 4 18 St. Fravien, QC 
36 63 4.48 11 8 5 2 1 0 0 0 0 3 5 Mont Laurier, QC 
37 66 4.36 14 52 1 6 42 4 0 10 6 32 4 Slaughterville, OK (PIE) 
38 67 3.86 5 10 0 3 7 0 0 2 1 7 0 Guy, AR (PIE) 
39 73 3.96 3 47 1 5 39 2 0 9 5 33 0 Arcadia, OK (PIE) 
40 74 3.23 4 44 1 6 35 2 0 9 3 32 0 Bethel Acres, OK (PIE) 
41 75 3.85 14 31 4 7 16 4 0 0 0 4 27 Greentown, IN 
42 76 3.9 5 12 0 4 7 1 0 3 1 7 1 Guy, AR (PIE) 
43 80 4.68 4 25 0 12 9 3 0 3 3 14 5 Greenbrier, AR (PIE) 
44 81 3.89 27 38 1 11 19 7 0 1 3 23 11 Sullivan, MO 
45 83 2.57 16.7 36 14 12 9 1 0 8 2 7 19 Val-des-Bois, AS 
46 84 2.37 19.9 24 9 11 2 1 1 8 1 8 7 Val-des-Bois, AS 
47 85 3.63 7 46 19 11 13 3 1 1 4 5 36 Hawkesbury, ON 
48 86 3.6 11.4 8 8 0 0 0 0 7 1 0 0 Charlevoix 
49 87 3.24 13.3 16 8 3 3 2 0 4 3 0 9 Baie St Pul 
50 90 4.73 3 43 1 9 32 1 0 3 5 21 14 Sparks, OK (PIE) 
51 91 5.68 8 24 1 5 17 1 0 4 1 15 4 Sparks, OK (PIE) 
52 116 4.19 28 6 6 0 0 0 0 0 2 4 0 Saguenay, FS 
53 117 3.5 30 6 6 0 0 0 0 0 0 6 0 Saguenay, AS 
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Table 3.10 Results for attenuation parameters from the broadband inversion. 
NEHRP 
classification κ0_BB (sec) Q(f) 
A 0.0049 ± 0.0004 630f0.5 
B 0.0049 ± 0.0005 
C 0.0134 ± 0.0005 
D 0.0111 ± 0.0009 
 
 
Figures 3.29, 3.30 and 3.31 show the fit to the FAS for three example events, shown in 
decreasing magnitude: the Rivière du Loup event (M4.6), recorded at 17 NEHRP site class-A 
sites; the Laurentide event (M3.65) recorded at 7 NEHRP site class-A sites; and Val de Bois 
(M2.57), recorded at 14 NEHRP class-A sites. The spectra are shown with both log-log and log-
lin scale to facilitate the observation of spectral characteristics such as corner frequency and κ. 
For several sites in Canada (e.g., St Simeon, La Malbaie, and others) site-resonance patterns due 
to shallow impedance contrasts are observed. These resonances were not removed when the FAS 
were corrected with the generic crustal amplification function for site classification A1 (Figure 
3.14). This again indicates the need for better site characterization in CENA. For the 
intermediate magnitude events shown in Figures 3.29 and 3.30, it is possible to observe the fc, 
plateau and κ/Q decay on most of the spectra. However, at the La Malbaie, Canada, site, only κ 
can be resolved in Figure 3.29 and fc in Figure 3.30. At the Sept Chutes site, the opposite pattern 
is observed, only fc on Figure 3.29 and κ on Figure 3.30. In contrast, for the small magnitude 
event in Figure 3.31, it is difficult to resolve fc (which most likely lies at frequencies above the 
available bandwidth), and κ. As mentioned earlier, this may also be due to shallow site 
resonance, especially broadband amplification effects, which may interfere with the 
measurement of κ. As mentioned earlier, a CENA site with shallow soil and weather rock over 
hard rock had a site resonance near 60 Hz [R. B. Darragh, personal communication, 2015]. 
Therefore, recordings from small magnitude events at these very hard sites require large high-
frequency bandwidths (high sample rates) to resolve κ and fc. The final model shown on these 
figures provides an adequate fit to the FAS data for these NEHRP A sites for distances ranging 
from about 10 to 500 km. 
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Figure 3.29 The broadband inversion fits of the FAS for Rivière du Loup event (M4.6) on log-log (top) and log-lin scale 
(bottom). 
Log‐log scale Log‐lin scale 
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Figure 3.30 The broadband inversion fits of the FAS for Laurentine event (M3.65) on log-log (top) and log-lin scale (bottom).
Log‐log scale Log‐lin scale 
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Figure 3.31 The broadband inversion fits of the FAS for Val de Bois event (M2.57) on 
log-log (top) and log-lin scale (bottom). 
Log‐log scale 
Log‐lin scale 
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3.4 SPECTRAL SHAPE APPROACH 
Figure 3.32 shows the spectral shape for two of the three example events examined previously in 
the BB method: Rivière du Loup (M4.6), and Val de Bois (M2.57). The Laurentide earthquake 
(EQID 12 in Table 3.9) was not included in this analysis because there was only one recording at 
a distance less than 50 km. As discussed in Section 2.5, for this example all NEHRP site class-A 
recordings within 50 km were averaged together. Figure 3.32 shows the average (ln), maximum 
and minimum response spectral shape. Eighteen and six horizontal components from NEHRP 
sites A were used for Rivière du Loup and Val de Bois, respectively. 
The model shape shown on the figures is from PSSM (RASCALS: Silva and Lee [1987], 
as validated in Silva et al. [1997]) with a distance of 30 km (near the average epicentral distance 
for these stations for each event),  Q f  is from the inversion (Table 3.10), and for consistency 
the other parameters [e.g., stress parameter, amplification factor (Figure 3.14), Ro, β, and ρ] are 
the same as in the inversion (Section 3.3). The PSSM model includes a low-pass filter at 40 Hz 
to approximately account for the anti-alias filter or processing filter used in the NGA-East 
dataset for these recordings. 
As discussed in Section 2.5, κ is most sensitive to the frequency and width of the peak in 
the spectral shape. For these CENA events the peak is near 20 to 30 Hz. The moment magnitude 
in PSSM controls the longer period response greater than about 0.3 sec for these two earthquakes 
(Table 3.9). The κ used in these examples provides an adequate fit. Slightly larger values may 
provide a slightly better fit. The moment magnitude for the smaller event was increased from 
2.57 to 3.0 to improve the fit at periods longer than about 0.3 sec. 
 
Figure 3.32 The mean normalized PSA (minimum and maximum) for recordings within 
50 km for events Rivière du Loup (M4.6, left) and Val de Bois (M2.57, 
right).  
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Table 3.11 Example results from the RESP approach. 
 Rivière du Loup Val de Bois 
κ0_RESP (sec) 0.005 0.006 
3.5 COMPARING APPROACHES 
Working with different approaches helps quantify epistemic uncertainty, especially for small 
events, and in the face of large stress-drop uncertainties. 
Concerning the band-limited approaches, DS has generally been observed on other 
studies to provide an upper limit to κ estimates; this is also observed with these data. Comparing 
κr_AS (above M3 to avoid source effects) and κr_DS (below M3.5), we find a difference between 
them of a factor of 1.7 for flag 1 recordings (Table 3.5). This factor doubles when all recordings 
are analyzed. The κr_DS estimates also have larger uncertainty, and are more sensitive to the 
crustal amplification correction. The mean κr_AS values for all flags, for flags 0 and 1, and for flag 
1, are: 8, 15 and 25 msec, respectively. The mean κr_DS values for these groups are: 27, 35 and 42 
msec. Combining AS and DS results, the mean values are: 13, 20, and 30 msec. The mean κ 
values measured from stacking all available FAS together (and all flags) are 6.6 and 29.4 msec 
for the AS and DS approach, respectively. Finally, when stacking the FAS for individual sites 
with more than three recordings, the mean values of κr_AS for all flags, for flags 0 and 1, and for 
flag 1, are: 8, 12, and 19 msec, respectively. The mean κr_DS is 35 msec (there are no flags -1). 
Results from individual and stacked recordings are similar. 
The two broadband approaches, BB and RESP, yield similar results in these examples. 
The mean κ0_BB is 5±0.5 msec across all NEHRP class A sites. The κ0_RESP for the two events 
examined is about 5 and 6 msec. These values are similar to the mean κr_AS values computed for 
all recordings taken together (all flags) of 6.6 msec, whether on individual or on the stacked 
FAS. 
Campbell et al. [2014] performed a literature review on κ0 values for very hard rock 
(which was defined at Vs = 3000 m/sec; in this study, Vs = 2030 m/sec was assumed for hard rock 
based on PEER [2015]). Those authors concluded that the average value of κ0 in CENA is 6±2 
msec. Table 3.12 reproduces their Table 1, and summarizes the review in Campbell et al. [2104]. 
Of the references therein, three were based on fmax, three on the κRESP method, and three on κAS 
(the DS method was not used). The value proposed is the same value given by EPRI [1993], for 
Vs = 2830 m/sec) and is consistent with other studies listed by the authors. We note that the mean 
values of Campbell et al. [2014], which represent the typical values considered for CENA very 
hard rock, are similar to the broadband estimates (κ0_RESP, κ0_BB) of this study, and to the mean 
κr_AS when all available recordings are used along with all flags. When only recordings with 
down-going FAS slope are selected from the dataset, the mean value of κr_AS increases by a 
factor of 2–3 (e.g., most recordings from the Val de Bois event are flagged as -1, and their 
presence in the analysis lowers the mean κ). 
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Finally, two issues should be emphasized: 
 The lack of site characterization (e.g., Vs profile to 30 m or greater) in 
CENA for hard-rock sites, which does not allow the determination of 
whether part of the observed dispersion of κ values might be explained 
by differences in site hardness. 
 The possible trade-off/coupling between site attenuation and site 
amplification (a possible source for the flag -1 FAS is near surface site 
amplification due to a large impedance contrast), which may 
contribute towards lower κ values. 
Table 3.12 Summary of literature review on hard-rock κ0 values in CENA (from 
Campbell et al. [2014]). 
Source Mean κ0 
(sec) 
Range κ0 (sec) Comments 
Atkinson [1984] 0.006 - Based on fmax = 50 Hz 
Atkinson [1984] 0.009 - Based on fmax = 50 Hz 
Toro and McGuire [1987] 0.008 - Based on fmax = 50 Hz 
Darragh et al. [1989] 0.006 - - 
Silva and Darragh [1985] 0.007 0.004–0.016 Including Monticello Reservoir 
Silva and Darragh [1985] 0.006 0.004–0.008 Excluding Monticello Reservoir 
Atkinson [1996] 0.002 0–0.004 4–30 Hz 
Chapman et al. [2003] 0.000 0–0.018 Monticello Reservoir 
Campbell [2009] 0.004 0–0.007 12–22 Hz [Atkinson 1996] 
Atkinson and Boore [2006] 0.005 0–0.01 Data from Atkinson [2004] 
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4 Residuals with κ0 
4.1 INTRODUCTION 
A common approach for evaluating the significance of an additional predictive parameter is to 
plot the residuals versus the parameter of interest. This chapter evaluates the residuals of the 
high-frequency ground motion at hard-rock sites as a function of the κ values estimated in 
Chapter 3. 
4.2 EMPIRICAL DATA FOR RESIDUALS FOR HARD-ROCK SITES 
A key difficulty for empirical estimates of the κ scaling has been the sparse datasets for hard-
rock sites. Furthermore, when the dataset is restricted to short distances to avoid significant 
trade-offs between Q effects and κ effects, the number of hard-rock site recordings is even more 
limited. For example, the Vs30 sampling of the NGA-West2 dataset [Ancheta et al. 2014] versus 
rupture distance is shown in Figure 4.1. Although the NGA-West2 dataset consists of over 
20,000 recordings, it only includes three recordings from sites with Vs30 > 1500 m/sec at rupture 
distances less than 50 km (Table 4.1). The recently developed NGA-East dataset has a better 
sampling of hard-rock sites at short distances, as shown in Figure 4.2. The NGA-East dataset 
includes 64 hard-rock recordings within 50 km, and 116 recordings within 100 km that are 
reliable at 20 Hz (Table 4.1). 
Table 4.1 Number of recordings included in major North American datasets for 
hard-rock sites. 
Dataset Region 
Maximum 
rupture distance 
(km) 
Number of recordings with VS30 > 1500 m/sec 
Useable at 0.05 sec (20 
Hz) 
Useable at 0.03 sec (33 
Hz) 
NGA-West2 Global 50 3 3 
NGA-East CEUS 50 64 61 
NGA-East CEUS 100 116 105 
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Figure 4.1 Distribution of rupture distance and Vs30 for the NGA-West2 dataset. 
 
 
Figure 4.2 Distribution of hypocentral distance and Vs30 for the NGA-East dataset. 
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4.3  DEPENDENCE OF RESIDUALS 
Using the NGA-East subset of hard-rock data at short distances described in the previous section, 
the residuals were computed with respect to the reference GMPE derived from the NGA-East 
data [J. Hollenback, personal communication, 2015]. The regression was conducted using the 
random-effects method, which partition the residuals into between-event and within-event 
residuals. The dependence on κ is a site term that should be part of the within-event residual; 
however, for this case, we evaluated the κ scaling using both the within-event and the total 
residual because there may be a trade-off between κ and the event term. For example, if the 
regional variations in κ extend over large regions, then the regional differences in κ may be 
mapped into the event terms (e.g., if all of the recordings from an earthquake are from a region 
with low κ sites, then the average effect of κ would be manifest in the event term). 
In the example application of Chapter 3, we estimated the κ values for rock sites in the 
NGA-East dataset with the AS and DS approaches. These κ values were used for plotting the 
residuals versus κ. For some recordings, the estimated κ was negative, indicating that there was a 
positive slope of the FAS with frequency, which suggests that there are some site response 
effects not removed from the FAS that map onto κ. In the evaluation of the κ scaling in the 
residuals, we used the three different subsets of the data described in Chapter 3 (Figure 3.16), 
with respect to the flags defined there (all flags, only flags 0 and 1, and only flag 1). 
Figures 4.3, 4.4, and 4.5 show the total residuals for hard-rock sites at high frequencies 
(10, 20, and 30 Hz), against the estimated κ0 values for sites at distances of less than 100 km. 
Figures 4.6, 4.7, and 4.8 show the corresponding between-event residuals. The residuals are 
shown for three cases, using different subsets of κ based on the FAS flags (down-trending, 
almost flat, and up-trending) and also using the AS and DS κ values. The two lines indicate the 
theoretical scaling of total residuals with κ0, as predicted from the PSSM (blue line, from 0.020 
to 0.005 sec) and from the IRVT approach (red line, from 0.020 to 0.010 sec). If the site factor 
for hard-rock sites scales strongly with κ0—as indicated by the modeling—then we would expect 
to see a strong negative correlation of the residuals versus κ0, as small κ0 values will lead to 
higher ground motions and therefore larger residuals. When it comes to the κAS values (left-hand 
panels of Figures 4.3–4.8), the residuals between κ0 of 0.020 to 0.005 sec do not show the strong 
trend that is predicted by the analytical models. Figures 4.6, 4.7, and 4.8 show the same sets of 
plots for the within-event residuals for hard-rock sites. The trends of the within-event are similar 
to those from the total residuals. 
Based on the residual plots shown in Figures 4.3–4.8, the high-frequency response 
spectral values of the NGA-East hard-rock data do not show the expected dependence on κ0, 
when that is computed with the AS approach. However, the residuals with respect to κDS 
measurements (right-hand panels of Figures 4.3– 4.8) seem to scale more strongly and more 
consistently with the theoretical scaling. 
To interpret this observation, we recall the frequency ranges in which each of the two 
approaches was applied (Figure 3.24). κAS was measured on the acceleration FAS mostly in the 
range of 15–35 Hz, while κDS was measured on the displacement FAS mostly in the range of 5–
15 Hz. Figure 3.24 also plots the crustal amplification transfer function, which was computed for 
the generic hard-rock profile in CENA, and which was used to correct all FAS before κ 
measurement. The crustal amplification according to this function takes place below 15 Hz; 
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therefore, the correction of the FAS mostly affects the results of the DS approach. It is possible 
that there is amplification above 15 Hz that is not computed by the generic profile due to lack of 
small-scale information that would affect high frequencies. In this case, it would mean that the 
κDS measurements better reflect the damping in the shallow crust, while the κAS measurements 
may reflect a net effect of damping and amplification that has not been decoupled. This would 
imply that, should we be able to correct the FAS above 15 Hz, the residuals might scale more 
strongly with κAS values, as they do with κDS values. 
 
(a) 
 
(b) 
 
(c) 
Figure 4.3 Total residuals at 10 Hz for the PEER model [2015] versus measured κr _AS 
values (left) and κr_DS values (right) for: (a) all recordings; (b) recordings 
without significant up-going trend in their FAS, and (c) recordings with 
clear down-going trend in their FAS. The blue and red lines show the 
theoretical scaling predicted from the PSSM and IRVT. 
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(a) 
 
(b) 
 
(c) 
Figure 4.4 Total residuals at 20 Hz for the PEER model [2015] versus measured κr _AS 
values (left) and κr _DS values (right) for: (a) all recordings; (b) recordings 
without significant up-going trend in their FAS; and (c) recordings with 
clear down-going trend in their FAS. The blue and red lines show the 
theoretical scaling predicted from the PSSM and IRVT. 
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(a) 
 
(b) 
 
(c) 
Figure 4.5 Total residuals at 30 Hz for the PEER model [2015] versus measured κr _AS 
values (left) and κr _DS values (right) for: (a) all recordings; (b) recordings 
without significant up-going trend in their FAS; and (c) recordings with 
clear down-going trend in their FAS. The blue and red lines show the 
theoretical scaling predicted from the PSSM and IRVT. 
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(a) 
(b) 
(c) 
Figure 4.6 Within-event residuals at 10 Hz for the PEER model [2015] versus 
measured κr_AS values (left) and κr_DS values (right) for: (a) all recordings; 
(b) recordings without significant up-going trend in their FAS; and (c) 
recordings with clear down-going trend in their FAS. The blue and red 
lines show the theoretical scaling predicted from the PSSM and IRVT. 
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(a) 
 
(b) 
 
(c) 
Figure 4.7 Within-event residuals at 20 Hz for the PEER model [2015] versus 
measured κr_AS values (left) and κr_DS values (right) for: (a) all recordings; 
(b) recordings without significant up-going trend in their FAS; and (c) 
recordings with clear down-going trend in their FAS. The blue and red 
lines show the theoretical scaling predicted from the PSSM and IRVT. 
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(a) 
 
(b) 
 
(c) 
Figure 4.8 Within-event residuals at 30 Hz for the PEER [2015] model versus 
measured κr_AS values (left) and κr_DS values (right) for: (a) all recordings; 
(b) recordings without significant up-going trend in their FAS; and (c) 
recordings with clear down-going trend in their FAS. The blue and red 
lines show the theoretical scaling predicted from the PSSM and IRVT. 
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4.4 EMPIRICALLY-BASED VS- FACTORS FOR HARD-ROCK SITES 
Given that the residuals do not show a strong trend with κ, an alternative approach is used to 
develop the combined effect of Vs and κ for hard-rock sites relative to a reference-site condition. 
A Vs30 of 760 m/sec is used as the reference-site condition because it is the upper range of Vs30 
values for which there is still adequate empirical data to reliably constrain the Vs30 scaling in the 
GMPEs. 
The mean total residual at each spectral frequency is computed giving equal weight to 
each recording. These mean residuals show the misfit in the ground motion if the site 
amplification (with respect to 760 m/sec) is assumed to be unity. Therefore, the mean residuals 
represent the empirical estimate of the combined Vs-κ0 site factor relative to a 760 m/sec 
reference-site condition. 
The mean residuals for the two subsets of the NGA-East (showing the difference between 
hard-rock sites and soft-rock sites) are shown in Figure 4.9a, and are not significantly different 
for recordings out to 50 km and 100 km. The empirical results are compared with results from 
analytical modeling in Figure 4.9b, and they are derived from simulations with the point-source 
stochastic model and adjustments with the inverse RVT approach. At low frequencies (<3 Hz), 
the residuals are in the 0.6–0.9 range, which is consistent with the scaling for the change in the 
impedance contrast. At high frequencies (>10 Hz), the residuals from the NGA-East data do not 
show the strong increase in the site factors as seen in the analytical model results. 
  
(a) (b) 
Figure 4.9 (a) Soft-rock to hard-rock empirical amplification factors on PSA using 
the NGA-East dataset, for magnitudes M3 and above, for sites in NEHRP 
class A (Vs30 ≥ 1500 m/sec), and for distances out to 50 km (orange) and 
100 km (red). Dashed lines indicate the standard error; and (b) soft-rock 
to hard-rock empirical amplification factors for distances out to 50 km 
compared with theoretical factors computed using the PSSM and the 
IRVT approaches. 
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4.5 OTHER EMPIRICAL STUDIES 
The study by Laurendeau et al. [2013] shows the Vs30 scaling from 550 m/sec to 1100 m/sec from 
Japanese surface rock stations. Our evaluation of Vs-κ0 scaling using the NGA-East data was for 
the scaling from Vs30 = 760 m/sec to hard-rock sites (Vs30 > 1500 m/sec). Because the Vs30 scaling 
is often assumed to be linear in the log Vs30 ratio, we assumed that the scaling from 550 to 1100 
m/sec given by Laurendeau et al. [2013] is equal to the factor from 760 m/sec to 1520 m/sec 
(e.g., the factor is for a doubling of the Vs30 value). With this assumption, we compared the 
scaling from Laurendeau et al. [2013] with the residuals from the NGA-East dataset, as shown in 
Figure 4.10. The Vs-κ0 scaling from Laurendeau et al. [2013] is stronger than seen in the NGA-
East residuals, and the factors at high frequencies are consistent with the analytical results for κ0 
= 0.020–0.025 sec. 
Laurendeau et al. [2013] also included κ0 scaling in their GMPE, but the values of κ0 are 
estimated from the spectral shape (frequency at which the PSA/PGA = 1.5) and not from the 
slope of the FAS. This method for calculating a conservative estimate of κ0 scaling was 
developed as part of the swissnuclear [2012] κ studies. It is conservative because it assumes that 
increased high-frequency content is due to only to κ0. Any resonances at short periods, which 
reflect Vs scaling and not κ0 scaling, are interpreted as κ0 scaling. 
The second dataset is from British Columbia, Canada. This dataset consists of hard-rock 
recordings from small earthquakes in B.C. for a total of 257 recordings with Vs30 > 1500 m/sec 
within 100 km in the magnitude range of M2.0–M4.6. Within 50 km, the number of recordings 
drops to 142. A GMPE was not developed directly for this dataset. Instead, the CY14 California 
model was used to compute the residuals with respect to a reference soft-rock site condition (Vs30 
= 760 m/sec). Therefore, the residuals represent the scaling from California soft-rock sites to BC 
hard-rock sites. The mean residuals are shown in Figure 4.11. The BC hard-rock residuals show 
an increase in the 15–50 Hz range that is consistent with the analytical κ0 scaling for a hard-rock 
κ0 of about 0.015 sec. 
 
Figure 4.10 Amplification factors on PSA by Laurendeau et al. [2013] from 550 to 1100 
m/sec. Comparison with theoretical factors computed using the PSSM 
and the IRSV approaches. 
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Figure 4.11 Soft-rock to hard-rock amplification factors on PSA using the BCHydro 
dataset, for magnitudes M3 and above, for sites in NEHRP class A (Vs30 ≥ 
1500 m/sec), and for distances out to 50 km. Dashed lines indicate the 
standard error. Comparison with theoretical factors computed using the 
PSSM and the IRSV approaches. 
4.6 VARIABILITY OF PSA FOR HARD-ROCK SITES 
The variability of the PSA residuals can also be used to evaluate the κ0 scaling for hard-rock sites 
from analytical modeling. We divided the entire dataset into two groups of sites, namely hard 
rock (Vs30 >1500 m/sec) and soil and soft rock (Vs30 < 1500 m/sec). For each group, we looked at 
data in two magnitude ranges (M3–M4 and M4–M5) and two distance ranges (out to 50 km and 
out to 100 km). We computed the standard deviation of the total residuals (see previous section) 
for each of the subsets, but only at frequencies where more than 20 recordings are available. The 
standard deviation between the hard-rock sites and non-hard-rock sites for the magnitude and 
distance ranges mentioned above is shown in Figure 4.12. The limited magnitude ranges are 
intended to minimize changes in the high-frequency spectral shape expected from the magnitude 
scaling. 
The scatter in existing κ0 values found in literature is disproportionately large compared 
to the observed variability in ground motion. Simply propagating a typical value of scatter found 
in κ0 (e.g., from empirical κ0-Vs30 correlations found in Ktenidou et al. [2014]) into ground-
motion models, using the κ0 correction process given for GMPE adjustments in Al Atik et al. 
[2014], would lead to a standard deviation in spectral acceleration at 20 Hz of 0.9 natural log 
units just due to κ0 variability. We compared this to the observed variability in in our residuals. 
In Figure 4.12, for the case of M3–M4 and R < 50 km, we observed an increase in the standard 
deviation (up to 0.2) of the hard-rock sites relative to the other sites above 10 Hz. The commonly 
used approach of independently combining the κ0 uncertainty with the GMPE variability 
corresponds to adding the variances. For the data points in Figure 4.12, this would result in a 
total standard deviation of 1.2, which is much higher than the standard deviation observed for 
hard rock (0.8–1.0 above 10 Hz). Therefore, this observation is in line with hard-rock sites being 
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more variable at high frequencies due to the additional κ0 variability; however, this additional 
variability is less than the apparent variability predicted by κ0-Vs30 correlations. This is consistent 
with weaker κ0 scaling compared to that predicted by the analytical modeling. 
 
 
 
 
Figure 4.12 Standard deviation of total residuals for NGA-East data versus frequency, 
for magnitude ranges M3–M4 and M4–M5, and distance ranges out to 50 
and 100 km. The plots compare variability between hard-rock sites (Vs30 > 
1500 m/sec) and soil and soft-rock sites (Vs30 < 1500 m/sec). Data points 
shown only for frequencies for which more than 20 recordings are 
available. 
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5 Moving Forward 
Although the number of empirical hard-rock observations at short distances is limited to about 
100 recordings, the analysis of residuals in Chapter 4 shows that there is a potential 
inconsistency between the strong κ0 scaling of high-frequency response spectral values from the 
analytical modeling and weak κ0 scaling in the empirical observations. 
Overall, the key issue is the consistent treatment of aleatory variability and epistemic 
uncertainty between GMPEs and site-specific site response, which will control hazard. For κ0 
scaling, how much of the aleatory variability and epistemic uncertainty in κ0 is captured in the 
GMPEs and what needs to be included in the site-specific hazard analysis? The objective is to 
capture the full aleatory variability and epistemic uncertainty, but without double counting. The 
results in Chapter 4 suggest that there is double-counting of epistemic uncertainty in the median 
κ0 scale factors due to correlations in the data—such as correlations between site amplification 
and the estimated κ—that were not considered in the model development. 
To address the inconsistencies between the κ0 scale factors for the analytical modeling 
and the empirical observations, we recommend that the tasks listed in Table 5.1 be conducted as 
part of a two-year κ study. 
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Table 5.1 Proposed tasks for future research on κ. 
Task Use of Results 
1 Empirical data for κ0 scale factors 
1.1 Evaluate basis for κ0 scale factors in the EPRI (1995) study using the original dataset 
Provides a check (understanding) of what the data 
available in 1995 showed.  
1.2 Add additional hard-rock data from global datasets Improves reliability of κ0 scale factors 
1.3 Add down-hole data (hard-rock at depth) Using data at depth may greatly increase the number of hard-rock recordings  
1.4 Evaluate methods to expand useable frequency range for κ0 
Using a broader frequency band provides more stable 
estimates of κ0 
2 Site characterization 
2.1 
Conduct site characterization for hard-rock sites for 
both shallow and deep parts of the profiles (not just 
the Vs30) 
Provides more accurate Vs profiles that can be used to 
constrain the site-specific crustal amplification for 
hard-rock sites 
2.2 
Evaluate uncertainty of Vs profiles estimated for 
hard-rock sites 
Estimating epistemic uncertainty of the crustal 
amplification to be sure full range is captured (expected 
to be larger than soil) 
3. Estimation of site κ0 
3.1 Evaluate correlation of κ0 with deep geologic 
structure 
Provides a methodology to regionalize κ0 based on the 
geologic maps 
3.2 Evaluate methods for estimation of κ0 using coda 
waves 
May provide a more robust estimate of κ0 because the 
coda waves capture average effects over a range of 
directions 
3.3 Use improved site characterization (Vs profile) to 
estimate amplification and the resulting κ0 
Reduce trade-offs between damping (κ0) and the site-
specific crustal amplification (impedance contrast 
effects) 
3.4 Estimate κ0 for vertical component (gets into the 
bigger issue of site amplification for vertical) 
Constrain V/H ratios for rock sites 
4. Correlation of κ0 and Vs30 effects 
4.1 Evaluate how much κ0 scaling is captured in the Vs30 
scaling 
Avoid double counting or under-estimating epistemic 
uncertainty in site-specific site amplification 
4.2 Estimate aleatory standard deviations for rock and 
hard-rock sites (correlation effects show up in 
standard deviations) 
Use to check that the combined κ0 scale factors and κ0 
variability for given Vs30 is consistent with observed 
standard deviation on hard-rock sites  
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