Introduction
[2] The recent solar minimum between sunspot cycles 23 and 24 has set record lows for many solar parameters that have been measured since the start of the space age [see reviews by Lockwood, 2010; Russell et al., 2010] . Indeed, parameters available for before the onset of space observations (for example, the annual mean sunspot number, the fraction of sunspot-free days, open solar flux derived from geomagnetic activity [Lockwood et al., 1999 [Lockwood et al., , 2009a ) show that this solar minimum has been lower than any since about 1920. By studying cosmogenic isotope records, Abreu et al. [2008] showed that the space age has been within a grand maximum of solar activity which has been unusually long in duration. From the distribution of durations of previous grand maxima over the past 9300 years, these authors predicted that the current one will soon come to an end. This conclusion is supported by Lockwood et al. [2009b] , who showed that the recent solar minimum is part of a decline in solar activity which began at a grand peak in 1985 [Lockwood and Fröhlich, 2007] .
[3] From the viewpoint of climate change studies, a return to 1920 conditions is highly significant. Both the GISS [Hansen et al., 1999] and HadCRUT3v [Brohan et al., 2006] reconstructions show that the change in global mean air surface temperature (GMAST) between 1920 and 2009 is near 0.76°C. This is a sizable fraction of the total estimated change in GMAST since preindustrial times. Thus it becomes important to quantify changes in the total solar irradiance (TSI) and UV spectral solar irradiance (SSI) in the last solar minimum compared to previous ones, as this can help to evaluate the solar contribution to both global and regional climate change since 1920. Fröhlich [2009] reports that the TSI was slightly lower in the recent minimum compared to the previous two minima. However, it must be stressed that such studies require a composite of the data from several different instruments and that these instruments require accurate intercalibration. In addition, the instruments degrade, and whereas some have been self-calibrating, earlier instruments require retrospective recalibration. The three available TSI data composites are termed PMOD [Fröhlich, 2006] , ACRIM [Willson and Mordvinov, 2003] , and IRMB [Dewitte et al., 2004] . Lockwood [2010] has studied the decadal-scale trends inherent in these three composites. For IRMB, the trend is upward and so anticorrelated with the sunspot number, R: the variation on decadal scales with R is linear and extrapolated to R = 0 gives a Maunder minimum value of the TSI that is 1.2 W m −2 higher than modern average values. This runs counter to most expectations of solar behavior during the Maunder minimum and European "Little Ice Age." The trend in the ACRIM composite bears almost no relation to R, being initially upward and then downward, whereas average sunspot numbers have declined since 1985 [Lockwood and Fröhlich, 2007] . On the other hand, the PMOD composite matches the long-term trend in R well, although the variations are not linearly related. Extrapolation using the PMOD composite suggests that TSI was lower than present-day values by 1.3 Wm −2 during the Maunder minimum, consistent with recent TSI reconstructions [Krivova et al., 2007; Wang et al., 2005] . Of the three composites, PMOD contains the largest number of detailed corrections for instrumental performance and stability and overall agrees best with the Spectral and Total Irradiance Reconstructions (SATIRE) analysis of solar magnetograph data which accounts for magnetic solar surface effects [Wenzler et al., 2009] . Recent analysis shows that the SATIRE modeling reproduces the fall in the PMOD TSI into the recent solar minimum [Krivova et al., 2011] but indicates that the previous minimum in 1996 was overestimated in the PMOD composite by roughly 0.2 Wm −2 , roughly the difference between that minima and the recent one reported by Fröhlich [2009] . This could also mean that the 1996 minimum was slightly lower than its predecessor. Thus it may be that solar minimum TSI has declined very slightly over the last three minima, but the uncertainties in the calibration of measurements remain.
[4] For solar UV spectral irradiance the situation is even more confused. The decline in UV emission during the descent into this exceptional solar minimum was monitored by the SIM and SOLSTICE instruments on board the SORCE satellite (see section 2) and revealed a larger change in the UV emissions at many wavelengths [Harder et al., 2009] than had been seen by prior instruments at the corresponding phase of previous solar cycles [Lean, 2000; DeLand and Cebula, 2008] , particularly at the wavelengths responsible for stratospheric ozone production and heating. In addition, wavelengths in visible and near-IR bands showed the opposite trend to the UV. By modeling the effect of these spectral changes, Haigh et al. [2010] found evidence that supports the SORCE data in ozone abundances measured by the Aura-MLS satellite. However, as for TSI, attention must be paid to the intercalibration of the instruments. Snow et al. [2010] and Lean [2011] use a proxy for the UV emission (the Mgii index) as a framework on which to bring the different UV data sets together. These analyses did not show any sizable change of the recent solar minima, compared to data composites covering previous minima. This is considerably different from the results obtained by Harder et al. [2009] and Haigh et al. [2010] . Lockwood et al. [2010b] used two simple intercalibration methods between the SORCE data and the composite of DeLand and Cebula [2008] and inferred that the change between the minima was somewhat smaller than in the Harder et al. [2009] and Haigh et al. [2010] studies but larger than that derived from the proxy-based reconstructions by Lean [2000] and by Snow et al. [2010] . However, these authors noted that the results depended strongly on the intercalibration procedure used.
[5] Care must be taken when using proxy reconstructions, based on one or several solar indices, to evaluate the longterm changes. Dudok de Wit et al. [2009] have studied the correlations between SSI and various proxies and found that the performance of the proxy varies with the time scale considered. Hence a good correlation over short time scales does not necessarily mean that the correlation will also apply to the long-term changes. Hence proxies that do not show long-term change and correlate well on short time scales have the potential to suppress genuine long-term changes in total or spectral irradiance.
[6] The possibility of long-term change in UV solar irradiance has considerable implications for understanding regional climate change in some parts of the world. Solar UV changes have considerable effect on the distribution of temperatures and winds in the stratosphere [see review by Gray et al., 2010] . There is growing evidence that dynamical coupling across the tropopause means that these stratospheric changes can have a disproportionate influence on the underlying troposphere ("top down" solar effects) [e.g., Matthes et al., 2006] . Tropospheric jet streams have been predicted to be particularly sensitive to the solar forcing of the stratosphere [Haigh, 2003] . Disturbances to the stratospheric polar vortex [Gray et al., 2004] , which are observed to propagate downward and evolve into perturbations to the tropospheric jets [Baldwin and Dunkerton, 1999] , have been proposed as a potential mechanism [see Gray et al., 2010] . However, the coupled nature of these stratospheric/ tropospheric disturbances means that the fact that the disturbances appear first in the stratosphere does not necessarily mean that the stratosphere changes are driving those in the troposphere below [Plumb and Semeniuk, 2003] . A second proposed mechanism is that solar-induced stratospheric changes may influence the refraction of upward-propagating tropospheric eddies [Kushner and Polvani, 2004; Simpson et al., 2009] . Modeling [Shindell et al., 2001] and observations [Perlwitz and Harnik, 2003] have indicated that perturbations can descend from the stratosphere to the surface by altering the propagation of planetary waves coming up from the surface. Definitive identification of these top-down solar influences on the troposphere is difficult; however, models show that the stratosphere has the potential to play a crucial role in regional climates. For example, Scaife et al. [2005] have demonstrated that stratospheric trends over recent decades, along with downward links to surface, are indeed strong enough to explain much of the prominent trend in the North Atlantic Oscillation (NAO) between the 1960s and the 1990s, with implications for regional climate in Europe, particularly in winter. Observational studies suggest that a secular change in UV irradiance may be having an effect on regional climates. Woollings et al. [2010] have shown that the jet stream blocking phenomenon in the mid Atlantic and over Europe, and consequent effects on surface temperatures in the Eurasian sector, is better described by solar indices that do show a secular change as well as a solar cycle variation. The same conclusion was reached by Lockwood et al. [2010b] from a multiple regression study of zonal means of tropospheric and stratospheric zonal winds and temperatures. These studies provide a potential explanation of the link between long-term solar change and European winter temperatures, as for example, discussed by Lockwood et al. [2010a] .
Solar UV Spectral Irradiance Data
[7] Figure 1 shows daily means of the available data series for one 1 nm wide wavelength (l) band. This example is the band centered on l = 164.5 nm and values for a mean solar distance of 1 astronomical unit (AU) are given in units of W m −2 nm −1 . The data sequence shown in orange is from the SUSIM (Solar Ultraviolet Spectral Irradiance Monitor) instrument on UARS (the Upper Atmosphere Research Satellite) [Brueckner et al., 1993] . This absolutely calibrated, dual-dispersion, dual-spectrometer instrument was mounted on the UARS Solar-Stellar Pointing Platform (SSPP) which normally tracked the Sun for at least 35 min in each of the sixteen 90 min UARS orbits per day. SUSIM measured over the wavelength range 115 to 411 nm. In-flight calibration used stable deuterium lamps that were periodically scanned and elements in the instrument optical path could be swapped and hence calibrated. The plot uses the level 3 data and known sources of error (in order of importance) are [Woods et al., 1996 [Woods et al., , 1998 ]: response degradation estimation, stray light, pre-flight calibration uncertainties in absolute values, wavelength assignment, pointing errors, detector gains and temperature corrections, signal measurement random error, and dark signal measurement. The SUSIM data cover the interval October 1991 to August 2005. This gives SUSIM data overlap with data from the Solar Radiation and Climate Experiment (SORCE) and the Thermosphere Ionosphere Mesosphere Energetics and Dynamics (TIMED) satellites.
[8] The Solar Stellar Irradiance Comparison Experiment (SOLSTICE) instrument on the UARS spacecraft measured solar spectral irradiance reliably from October 1991 to September 2001, covering the wavelength range l = 119-420 nm [Rottman, 2000] . The typical uncertainty of the relative irradiance is less than 1 percent for solar measurements. The green line in Figure 1 shows UARS/SOLSTICE Level 3 products which have been filtered to remove data which may be questionable due to larger than normal pointing uncertainty, contamination by the South Atlantic Anomaly or atmospheric absorption, and which are significantly outside the range of values expected over a solar cycle or observed over the last several orbits. As shown in Figure 1 , the UARS/SOLSTICE data not overlap with data from either SORCE or TIMED. In the present study these data are used before 2001 and are intercalibrated with SUSIM data over the interval 1999-2001.
[9] The two SOLSTICE instruments on board the SORCE satellite measure spectral irradiance from 115 nm to 320 nm with a resolution of 1 nm [McClintock et al., 2000; 2005a; 2005b] and the SIM (Spectral Irradiance Monitor) instrument [Harder et al., 2000; 2005a; 2005b] measures spectral irradiance from 310 nm to 2400 nm with a resolution varying from 1 to 34 nm. There is an additional SIM channel covering the 200-300 nm band which provides additional calibration of SOLSTICE. SORCE/SOLSTICE makes daily measurements and compares them to the irradiance from an ensemble of 18 stable early type stars. The SOLSTICE-A MUV (180-310 nm) channel observations have been corrected for degradation by cross-calibration to SOLSTICE-B. Only SOLSTICE-B makes stellar calibration observations, because of a known misalignment of SOLSTICE-A's slit aperture. Weekly comparisons of the data from the A and B instruments are used to correct any drift between the two. Corrections for differences in field of view between solar and stellar modes at four wavelengths have been included. This paper is concerned with the relative, rather than the absolute accuracy which for the relevant MUV band (180-310 nm) is estimated to be about 0.2-2.6% per year [McClintock et al., 2000 [McClintock et al., , 2005a [McClintock et al., , 2005b . Known uncertainties are: a scattered light correction applied to the data (a ∼1% effect at some wavelengths); the characterization of the instrument's susceptibility to detector temperature changes; and that MUV measurements made after late January 2006 exhibit a pointing-related discontinuity that is associated with an instrument mechanism anomaly (a correction has been applied but a small discontinuity remains at some wavelengths). Data were obtained prior to May 2003 but instrument artifacts related to instrument pointing mean these data have not yet been fully corrected and are not used here. The blue line in Figure 1 shows version 9 of the SORCE/SOLSTICE data. These data continue to the time of writing.
[10] The Solar EUV Experiment (SEE) on the TIMED spacecraft has been providing solar spectral irradiance products since January 2002 . This data set contains daily averaged spectral irradiance from 0.5 to 190 nm. These data provide a check on the SORCE data but only in the FUV band. They are shown in red in Figure 1 . Figure 1 . Published solar spectral irradiance S(l) data for an example 1 nm wide band around l = 164.5 nm: UARS/ SUSIM (orange), UARS/SOLSTICE (green), SORCE/ SOLSTICE (blue) and Timed/SEE (red). The figure illustrates the "SOLSTICE gap" between the end of the available UARS/SOLSTICE data and the start on SORCE/SOLSTICE observations.
[11] Figure 1 shows that, at the time of writing at least, the only available data that covers all of the "SOLSTICE gap" (between the end of available UARS/SOLSTICE data and the start of the SORCE/SOLSTICE data) comes from the SUSIM instrument: the SUSIM data are therefore unique for producing a data composite that covers both the 1996 and the 2009 minima, if one wants to avoid using proxies such as Mgii. This situation may improve as work continues to extend the UARS/SOLSTICE data analysis into the period covered by SORCE. However, there are problems with data from both UARS instruments in later years. Both the SUSIM and SOLSTICE data were affected by the failure of a tape drive in October 1999 and of a star tracker in 2002. These failures have limited the in-flight calibration possibilities and so may have introduced calibration drifts as well as discrete skips. In the present paper we consider the possible use of SUSIM as a way of combining the SORCE and UARS/SOLSTICE data sets as an alternative to the use of a proxy-based model.
Analysis
[12] Figure 1 demonstrates the various data series. To achieve intercalibration between UARS/SUSIM data and the SORCE data, we employ the overlap period of 2.22 years between May 2003 and August 2005 and intercalibrate the data for each 1 nm wide wavelength band independently. We carry out the intercalibration in four different ways (which we here term methods A, B, C and D), which are described in sections 3.1 to 3.4. Initially these methods are applied assuming that the SUSIM data are accurate and applying the adjustment to the SORCE data to extend the SUSIM data to 2010 (section 4.1). Subsequently, the SORCE data are assumed to be correct and same four methods are used to apply adjustments to the SUSIM data to extrapolate them back to the interval also covered by UARS/ SOLSTICE and the adjusted SUSIM data are the calibrated with the UARS/SOLSTICE data (section 4.2). The methods are only applied at wavelengths where various correlations meet certain criteria discussed later. Figure 2 presents an example of the results from the four methods when applied to the SORCE data, for an example wavelength of l = 171.5 nm. In this plot, the orange variation is the SUSIM data, the blue line is the uncalibrated SORCE data (at this wavelength, from the SOLSTICE instrument). The results for methods A, B, C and D and are shown in gray, black, red and cyan, respectively. (Note that the differences are so small that these results are often indistinguishable in this plot). Figure 3 shows the period of data overlap in more detail. The upper panel shows the same data as Figure 2 on an expanded timebase and reveals the strong 27 day oscillation caused by solar rotation. In many places the differences between the curves is smaller than the linewidth. To reveal the differences in more detail, the lower panel of Figure 3 shows the deviation DS of the various adjusted SORCE data from the SUSIM data, where DS = S SUSIM − f X (S SORCE ), and f X (S SORCE ) is the adjusted SORCE data using method X (discussed below). The blue line shows the linear fit to the values for method B (in black) and illustrates the upward trend of the fit residuals.
Method A
[13] This method was one of those employed by Lockwood et al. [2010b] and assumes that there is only a systematic zero-level offset between UARS/SUSIM and the SORCE data. A zero-level offset c is introduced and varied until the minimum r.m.s. deviation of the SUSIM and corrected SORCE data is found. The adjusted SORCE data are given by f A (S SORCE ) = S SORCE + c. The same offset c is then applied to all the SORCE data so the sensitivity and zerolevel offset of the SORCE instrument is assumed to be constant with time, i.e., that all instrument degradations has been correctly allowed for in the data processing of both data sets and only a systematic offset needs correcting. The variations are shown in gray in Figures 2 and 3. The deviations of the various composite series from the SUSIM data, using the same color scheme as in the top panel and in Figure 2 . The blue line is the linear fit to the deviations for method B and illustrates the upward trend in the fit residuals.
Method B
[14] This method was the other one employed by Lockwood et al. [2010b] . It is assumed that both instrument sensitivity and zero-level offset need correcting but, again, neither vary with time. A linear regression of the simultaneous daily data is taken and the SORCE data adjusted for both the best fit slope s and intercept c. The adjusted SORCE data are f B (S SORCE ) = s × S SORCE + c. The result is the black line in Figures 2 and 3. 
Method C
[15] This method aims to match the long-term trends without the influence of the 27 day variation. The method makes the same assumptions as method B but the intercalibration regression is carried out on 27 day running means of the data, as opposed to daily values, giving slope s m and intercept c m so that f C (S SORCE ) = s m × S SORCE + c m . The result is the red lines in Figures 2 and 3 which are again very similar to the results of methods B and A, such that the difference can only be seen for a few data points at this wavelength.
Method D
[16] This method uses the amplitude of the 27 day oscillations. The SUSIM and SORCE data are detrended using the 27 day running means and the sensitivity factor for the two instruments found by taking the slope, s 27 , of the regression of the detrended values. By detrending the data, information on the zero-level offset is lost. For this method we do not assume the zero-level offset is constant. It is found that the best fit is an exponential for most wavelengths (although the fitted exponent is so large in several cases that it is very close to linear). The calibrated data is therefore f D (S SORCE ) = s 27 × S SORCE + c 27 (t). The offset required is evaluated for each daily value, as shown by the gray dots in Figure 4 for the same example presented in Figures 2 and 3 (l = 171.5 nm) . The solid line is the best least squares fit exponential decay of this offset, fitted using the Nelder-Mead search method. The fitted offsets are then added to the scaled detrended data to generate the cyan variations shown in Figures 2 and 3 , which again are very similar indeed to the SUSIM data and the results from the other methods at this wavelength.
[17] It was also investigated if an exponential decay in the sensitivity factor would help to fit the two data sets. This was done by carrying out linear regressions for individual 27 day solar rotations and then fitting an exponentially decaying functional form to the variation of derived sensitivity and offset factors. In many cases, no improvement was made to the fits and the results were very similar to those obtained by methods A-D. At some wavelengths, however, this procedure was unstable and generated a radically different result, but one which we could discount because applying it to the whole of the SORCE data series shifted the time of the recent minimum appreciably (by more than 1 year). Thus we found no consistent evidence for a varying sensitivity factor (beyond the corrections already made in the analysis of the raw SSI data).
Results

Assuming the SUSIM Data Are Correct
[18] Figure 5 shows the correlations obtained from the data overlap period for the data shown in Figure 3 . The top panel shows r B , the correlation between the daily SUSIM and SORCE data (on which calibration method B is based), as a function of wavelength. The plot extends up to l = 320 nm, which means all the SORCE data were supplied by the SOLSTICE instruments on board that satellite. The analysis was also carried out at all l up to 400 nm using data from the SIM instrument (not shown), but r B was lower and hence we restricted the range of l studied. The second panel in Figure 5 shows the correlation r C between 27 day running means of the SUSIM and SORCE data (on which method C is based) and the third panel shows the correlation r D between the detrended 27 day oscillations (on which method D is based). We here require that all of r B , r C and r D exceed 0.8 for the SORCE and SUSIM data to be considered sufficiently similar that any intercalibration between the two might be valid. The choice of the 0.8 threshold is arbitrary, but Figure 5 shows that the distributions of correlation coefficients above and below this threshold are distinct for r B and r D . The 0.8 thresholds are shown by horizontal dashed lines in the top three panels of Figure 5 , and correlations which exceed this level are highlighted with a solid circle. Note that the 27 day smoothing gives r C values which generally exceed r B and r D and that, in general, r B values exceed r D . There is a band of wavelengths between 150 and 210 nm where the raw, smoothed and detrended variations from SUSIM and SORCE all correlate highly. Thus we restrict our attention to this band as we have most confidence here that SORCE can provide a valuable composite data series when combined with UARS/ SOLSTICE, using SUSIM to intercalibrate across the gap. Note that outside this band correlations can be weaker because of problems with the SUSIM data or the SORCE data, or both.
[19] To summarize the results we here integrate the data into 10 nm bands. The fourth panel of Figure 5 shows N, the number of wavelengths in 10 nm bands for which r B > 0.8, r C > 0.8 and r D > 0.8. The bottom panel shows the averages of r B , r C and r D for the N usable data sequences in those 10 nm bands. Figure 6 shows the mean variations for the N wavelengths in each band obtained by assuming the SUSIM data are correct and adjusting the SORCE data by methods B (in black) and A (in mauve). The blue curves show the corresponding average variation of the unadjusted SORCE data for the same set on N wavelengths. The green lines show the corresponding band means for UARS/SOLSTICE data. These have been intercalibrated with the SUSIM data by method A (offset only) for the interval 1999-2001. Also in each panel, the 27 day running mean of the variation obtained by method B is shown in yellow. The minimum in the 27 day means in the intercalibrated UARS/SOLSTICE data between solar cycles 22 and 23, S m1 , is marked by a horizontal dashed line in each panel.
[20] Figure 6 does not present definitive time series composites, but it does give some idea of how the variously adjusted data compare to the unadjusted data. It can be seen that for l range of 150-160 nm, the minimum value of the 27 day means between cycles 23 and 24, S m2 , is slightly higher than its predecessor for both methods A and B, i.e., d min = (S m2 − S m1 ) > 0. This difference is even more marked for 160-170 nm, for which d min again is positive. For 170-180 nm, method A gives a considerably lower second minimum (d min < 0) whereas method B gives a slightly lower one. Both methods agree that for 180-190 nm the two minima are very similar d min ≈ 0) and that for 190-200 nm the second minimum is very slightly lower than the first d min < 0). This negative d min is considerably more pronounced for 200-210 nm, particularly for method A. Note that the y axis scales in Figure 6 vary from band to band because of the shape of the UV spectrum. Table 1 . Composite time series for the six 10 nm bands in which N ≥ 5. Black shows the corrected variation for method B, S B , the 27 day running means of which, hS B i 27 , are shown in yellow. The horizontal dashed line is the minimum of hS B i 27 for the minimum between cycles 22 and 23. The raw published SORCE/SOLSTICE data are shown in blue, and data adjusted by method A (zero-level adjustment only) are shown in mauve. The best fit UARS/SOLSTICE data (using method A) are shown in green. Note that these variations rely on the SUSIM data being accurate and are included here as illustrations of the procedure used rather than as the definitive composite variations.
UARS/SOLSTICE and SUSIM data, where S max is the peak 27 day mean of solar cycle 23: again A is expressed as a percentage of S m1 . Table 1 also gives the values for 100d min /S m1 obtained if the SORCE data are used without any intercalibration with SUSIM. All calibration methods give a smaller change d min between the two minima than do the unadjusted SORCE data.
[21] The ratio d min /A was also computed for each 1 nm wavelength band individually (for which r B > 0.8, r C > 0.8 and r D > 0.8) and using all four calibration methods. The results are shown in the top panel of Figure 7 : solid gray circles, solid black circles, open triangles and solid gray diamonds show the results for calibration methods A, B, C and D, respectively. The general trend noted in Figure 6 and Table 1 is seen for all calibration methods, in that for shorter wavelengths (l < 175 nm), d min /A is consistently positive whereas it is consistently negative for l > 185 nm.
[22] The second panel of Figure 7 shows the correlation coefficients of the SUSIM data with the SORCE data after the various intercalibrations (using the same symbols as in the top panel). It can be seen that the calibration method makes very little difference to the correlation. However, in terms of evaluating any change between the two minima it is important to look at the trends in the fit residuals. The points in the four panels of Figure 8 show the residuals DS = S SUSIM − f X (S SORCE ), where f X is the calibration function, as a function of time, t. This plot is for the same example wavelength (l = 171.5 nm) as Figures 2, 3 and 4. Also shown in each case is the least squares linear regression fit of slope S r = dDS/dt. The ideal fit would have S r = 0, as then no drift between the SUSIM data and the adjusted SORCE data would have been detected over the period of overlapping data. In the example shown in Figure 8 , S r > 0 for calibration methods A, B and C: this shows that the calibrated SORCE estimates f X (S SORCE ) are increasingly too small, and hence implies that using these f X (S SORCE ) to extrapolate to the minimum between cycles 23 and 24 is likely to lead to an S m2 value that is too low and hence a d min estimate that is too low (in the case of negative d min , meaning |d min | is too large). Method D does yield a much lower value of |S r | because a time-varying offset is fitted. Figure 7c shows the values of (S r /A) as a function of wavelength, using the same symbols as in Figures 7a and  7b . Figure 7d shows the estimates of d min with a correction of y × S r made to allow for the drift in the residuals over the y = 2.95 yrs between the end of the SUSIM data and the second solar minimum. The correction allows for a linear drift in the offset, and Figure 7d shows that after this correction for the drift, methods A, B and C all give almost identical estimates of the variation between the minima. Method D, with correction, gives almost identical results to the other three at l below about 190 nm. However, at wavelengths longer than this a lower second solar minimum (giving negative d min /A) persists for method D. Given that the correction for the drift in the fit residuals is equivalent to adding a time-dependent (linearly varying) offset, the negative values for method D at l > 190 nm arise only because of the use of an exponentially varying offset.
[23] Hence, in summary, all methods agree that (d min /A) is positive at l between 155 nm and 175 nm (Figure 7a ). The fit residuals are low (Figure 7c ) and correcting for them with a linear variation does not alter this (Figure 7d ). The positive value means that the recent minimum is less deep than its predecessor. At 175-181 nm there are negative values of (d min /A) (i.e., the recent minimum is deeper than its predecessor) that are similarly seen using all methods and values become slightly more negative if the drifts in the residuals are allowed for. There are suggestions of a second band of negative (d min /A) at 183-190 nm. All of the above results are relatively clear-cut. The situation at l > 195 nm is less clear. In this range, all methods yield negative (d min /A). However, inspection of Figure 7c shows that (S r /A) is positive here, and the derived negative (d min /A) values are roughly equal to the derived (yS r /A), which means that, allowing for the drift in the residuals, we find no consistent change in the minima for the wavelength band of usable correlations at l > 195 nm.
Assuming the SORCE Data Are Correct
[24] In subsection 4.1 the correlations and linear regressions were used to adjust the SORCE data and use these adjusted data to extend the UARS SUSIM data sequence to the recent solar minimum. In this subsection, the SORCE data are taken to be correct and the SUSIM data adjusted by methods A, B, C, and D so that they can be used to extend the sequence back to the interval also covered by the UARS/ SOLSTICE data. The adjusted SUSIM data are then matched to the last 2 years of UARS/SOLSTICE data using method A to generate a composite. The composite data series at each wavelength obtained this way is then smoothed with a 27 day running mean, as in the previous subsection and (d min /A) computed for each 1 nm wavelength band for which r B > 0.8, r C > 0.8 and r D > 0.8). Table 2 compares the results of all four methods and corresponds to Table 1. In this case the comparison of the wavelength bands is made possible by expressing d min as a percentage of S m2 (as in this case S m2 rather than S m1 does not depend on the intercalibration method used). The solar cycle amplitude A = (S max − S m1 ), where S max and S m1 are taken from the combined data from the two UARS instruments, and in Table 1 A is expressed as a percentage of S m2 . Table 2 also gives the values for 100d min /S m2 obtained if the UARS/ SOLSTICE data are used without any intercalibration with SORCE. Like Table 1, Table 2 shows that the calibration methods give a smaller change d min between the two minima than do the unadjusted UARS data (the only exception to this is method D for l = 200-210 nm, which gives a similar value to the unadjusted data).
[25] As in subsection 4.1, the drift in the residuals (now defined as DS = S SORCE − f X (S SUSIM ), i.e., the SORCE data minus the best fit-adjusted UARS/SUSIM data) is evaluated and corrected for. The period of overlap between SUSIM and SORCE starts at 2003.4, and the adjusted SUSIM data are compared with the UARS SOLSTICE data (via method A) over the interval 1999-2001: taking the middle of this interval, the adjusted SUSIM data are effectively an extrapolation over y = 3.4 years, and this is the value used to correct for the residual drift to give (d min − y × S R )/A.
[26] The results are shown in Figure 9 , which corresponds to Figure 7 . The same pattern of UV spectral change between the two minima emerges. Method D is much more variable due to the use of the exponential form. This is because in the previous section we were adjusting the SORCE data for after the overlap period, whereas here we are adjusting the SUSIM data for before the overlap period. That places us on the larger-gradient part of the exponential curve, and this additional sensitivity is reflected in Figure 9 . The variations in (d min /A) are similar to those in Figure 7 , but all are shifted to lower values. This means that the positive values seen at l < 170 nm are smaller than for the previous intercalibration (compare Figures 7 and 9 ). However, it also means that the negative values seen at 175 < l < 181 nm and at l > 195 nm are of greater magnitude than before. Unsurprisingly, the drift in the fit residuals for method A is high, but methods B and C still show strong negative values after the residual drift is corrected for. The variable offset of method D has removed the drift in the residuals completely.
Discussion
[27] We have investigated using four methods to employ the UARS SUSIM data to bridge the "SOLSTICE gap" between the end of the UARS SOLSTICE data and the start of the SORCE SOLSTICE data and thereby ensure the data sequence in UV spectral irradiance is homogeneous. In addition, we have assumed SUSIM is correct and adjusted SORCE/SOLSTICE data and vice versa. The correlations are good at wavelengths up to about 200 nm.
[28] A drift in the fit residuals (S r ≠ 0), as illustrated in Figure 8 , means that there is drift within the overlap period in one data sequence relative to the other, even after the mean intercalibration for the whole period has been applied (by one of the methods A-D). Only Method D allows for such a drift because it fits a time-varying offset value. (Note, however, that because this is slowly varying, sudden jumps in either data sequence are still not allowed for.) Method D uses an exponentially varying offset, which can be seen to be effective because S r for this method is always small. Once corrected for the drift in the residuals, methods A, B and C have allowed for a linear drift in the offset.
[29] The variations of (d min /A) shown in Figures 7 and 9 are quite similar, and in all cases the changes depend on l: this is true if SUSIM is assumed to be correct and the SORCE data fitted to it, or vice versa. Thus we have evidence for a change in the shape of the UV spectrum between the two minima.
[30] The main difference between the two sets of results is that assuming SORCE/SOLSTICE is correct and adjusting SUSIM data across the "SOLSTICE gap" produces generally lower values for the recent solar minimum than for its predecessors than does the alternative procedure (i.e., assuming SUSIM data are correct and adjusting the SORCE data up to the recent solar minimum). Of the two approaches, assuming that SORCE data are correct is preferable, given that the SORCE data have higher levels of in-flight calibration available and SUSIM has a number of known uncertainties. Early degradation of the SORCE instrument may have been faster than it was later in the overlap period and may have been inadequately compensated for (this would explain the success of the exponential form in method D), but to some extent this would also be allowed for by the linear correction for the drift residuals.
[31] Figure 10 plots sunspot minima and sunspot maximum spectra. These are integrations over 1 year intervals: S m1 (l) is the spectrum during the first sunspot minimum, integrated over the interval 1995.5-1996.5 (in red); S m2 (l) is the spectrum during the second sunspot minimum, integrated over the interval 2008.5-2009.5 (in black) ; S max (l) is the spectrum during the intervening sunspot maximum, integrated over the interval 2000-2001 (in blue) . The lefthand panel shows the SOLSTICE data (S m1 being from UARS and S m2 being from SORCE) with no calibration adjustments applied. The right-hand panel shows the results of applying method D and assuming that SORCE is correct. The two plots have differences but are similar in general. This means that applying method D (applying an exponentially decaying offset drift to the SUSIM data) makes the data from SOLSTICE instruments on UARS and SORCE consistent at most wavelengths, and such a drift would mean that at the larger wavelengths where comparison is possible (195-205 nm) , the decline in the solar minimum irradiance is real.
[32] Rozanov et al. [2002] have studied the effects of different UV wavelengths on stratospheric temperature and ozone abundance. The highest sensitivity to the solar flux variations is in the spectral bands 195-215 nm (the Herzberg oxygen continuum) and 260-290 nm (the Hartley ozone band). Because the oxygen cross sections are not so large in the Herzberg continuum, the solar signal at 195-215 nm can be detected even in the lower stratosphere. In the upper stratosphere and mesosphere the ozone and temperature are the most sensitive to the solar flux variability in Lyman a These authors conclude that wavelengths around 210 nm are mostly responsible for the temperature and ozone response in the relatively dense lower stratosphere. The second important spectral band is Hartley ozone absorption band centered at 270 nm. Calibrations that we can be confident of in this paper (correlation coefficients for daily, 27 day smoothed and detrended data all exceeding 0.8) extend only up to 210 nm.
[33] Lockwood et al. [2010b] studied the variations throughout the UV band using methods A and B to intercalibrate the SORCE data. They found that method A give a large decline in MUV (200-270 nm) between the two minima but a smaller decline for method B, consistent with the findings for 195-208 nm reported here. The present study supports their view that the results of method B are the more realistic. These authors also studied the FUV band (120-200 nm) and found only a small difference between the minima by both methods. The results presented here show an increase (or no change) at shorter wavelengths and a decrease at longer wavelengths in this FUV band, and so averaging over the band may have disguised some of the changes.
[34] From the above, we conclude that there is evidence for a change in the minima at FUV wavelengths; however, its magnitude depends on the method used to intercalibrate the data. The more favored option (assuming the SORCE data to be correct) does yield significantly lower values during the recent solar minimum than during the previous minimum over much of the wavelength range studied. If method D is used to correct the SUSIM data, it gives no drift in the fit residuals and shows that applying an exponentially decaying offset in the SUSIM data makes it broadly consistent with the unadjusted UARS and SORCE SOLSTICE data sets. A difference between these two minima at l > 195 nm is significant for understanding some effects of long-term solar variability on climate, given that this would be evidence or a decline in the solar minimum UV spectral irradiance at the wavelengths responsible for stratospheric ozone production and heating. However, the results also place limits on the solar changes. Several studies show that the present minimum is a return to conditions last seen in about 1920 [Lockwood et al., 2009b; Lockwood, 2010] and from Figure 10 , the change appears to be between about 20% and 100% (depending on wavelength) of the amplitude of recent solar cycle variations in the wavelength range 195-205 nm.
Conclusions
[35] The SUSIM and SORCE UV spectral irradiances are sufficiently similar during the interval when they are both available (May 2003 to August 2005 that an attempt can be made to intercalibrate them for the wavelength range 156-208 nm. We have used four different calibration methods, all of which indicate a change in the shape of the spectrum of solar UV emission between the solar cycle minimum between cycles 22 and 23 (at which S = S m1 ) and the most recent minimum (at which S = S m2 ).
[36] The high correlations in the wavelength band studied ensure that the results obtained by assuming that the SUSIM data are correct (and adjusting SORCE) are not so greatly different from those obtained by assuming SORCE is correct (and adjusting SUSIM).
[37] All calibrations give composites with S m2 ≥ S m1 at much of the band l < 175 nm but there are indications that S m1 > S m2 at l > 195 nm where UV is most effective in generating ozone and heating the stratosphere [Rozanov et al., 2002] . This is particularly true if the SORCE data are assumed to be correct and the standard by which to correct the SUSIM data in the SOLSTICE gap.
[38] Last, an important caveat must be placed on these results. Any spurious step-function change in the SUSIM data during the SOLSTICE gap will be reflected in the derived changes between the minima, whatever calibration method is used. There are three possibilities available to investigate this. One is processing of any UARS/SOLSTICE data that can be recovered during the SOLSTICE gap. However, because some issues on UARS (e.g., spacecraft pointing accuracy) will influence both instruments, this may not always be an independent test. A second possibility at some wavelengths is to use SEE data, but sampling rate and noise level differences would have to be allowed for. The third possibility is that proxy series are used to check for sudden discontinuities, but this would not be an adequate test of gradual calibration drifts. Figure 10 . Integrated spectra over 1 year intervals at sunspot minimum and sunspot maximum. S m1 (l) is the spectrum during the first sunspot minimum, integrated over the interval 1995.5-1996.5 (in red); S m2 (l) is the spectrum during the second sunspot minimum, integrated over the interval 2008.5-2009.5 (in black); S max (l) is the spectrum during the intervening sunspot maximum, integrated over the interval 2000-2001 (in blue) . (left) The SOLSTICE data (S m1 being from UARS, and S m2 being from SORCE) with no calibration adjustments applied. (right) The results of applying intercalibration method D while assuming that the SORCE data are correct.
