Abstract-Techniques for the separate/joint optimization of error-feedback and realization are developed to minimize the roundoff noise subject to L2-norm dynamic-range scaling constraints for a class of 2-D state-space digital filters. In the joint optimization, the problem at hand is converted into an unconstrained optimization problem by using linear-algebraic techniques. The unconstrained problem obtained is then solved by applying an efficient quasi-Newton algorithm. A numerical example is presented to illustrate the utility of the proposed techniques.
I. INTRODUCTION
When implementing IIR digital filters in fixed-point arithmetic, the problem of reducing the effects of roundoff noise (RN) at the filter output is of critical importance. Error feedback (EF) is a useful tool for reducing finite-word-length (FWL) effects in IIR digital filters. Many EF techniques have been proposed for 2-D IIR digital filters [1] - [5] . Another useful approach is to construct the 2-D state-space filter structure for the RN gain to be minimized by applying a linear transformation to the state-space coordinates subject to L2-norm dynamic-range scaling constraints [6] , [7] . As a natural extension of the fore-mentioned methods, efforts have been made to develop new methods that combine EF and coordinate transformation for better performance in the RN reduction. In [8] , separately/jointly-optimized iterative algorithms have been developed for 2-D filters with EF matrix. This paper investigates the problems of separately/jointly optimizing EF and realization subject to L2-norm dynamicrange scaling constraints for 2-D state-space digital filters described by the Fornasini-Marchesini second model. The former is solved analytically and the latter iteratively by applying an efficient quasi-Newton algorithm [9] . Computer simulation results demonstrate the validity of the proposed techniques.
II. ROUNDOFF NOISE ANALYSIS AND SCALING
Consider a 2-D IIR digital filter that is described by the Fornasini-Marchesini second local state-space (LSS) model
where x(i, j) is an n x 1 local state vector, u(i, j)is a scalar input, y(i, j) is a scalar output, and A1, A2, bl, b2, c, and d are real matrices of appropriate dimensions. The LSS model in (1) is assumed to be stable, locally controllable and locally observable. Due to finite register sizes, FWL constraints are imposed on the local state vector, input, output, and coefficients in the realization (A1, A2, b1, b2, c, d)n. Assuming that the quantization is carried out before matrix-vector multiplication, the actual 2-D FWL filter of (1) with EF and error feedforward can be implemented as (5) where au denotes noise variance at the output, and Fi {zi : zj = 1} for i = 1, 2.
Let the transition matrix A(', i) be defined by
,A(' j)zi z2 (6) i=o j=o where i, j > 0. Then the following properties holds:
Substituting (6) into (4) yields 00 00
where J1(Di, D2) (7) where matrix WO is the local observability Gramian of the LSS model in (1) . In the case when there is no EF but error feedforward exists, it follows from (9) 
The LSS model in (1) is said to satisfy L2-norm dynamicrange scaling constraints provided that (Kc)ii = 1 for i= 1,2, ,n 
where 02 for i = 1, 2, , are the eigenvalues of KCV.
Therefore, we obtain
Substituting (22) 0, it is derived that for i = 1,2,,
When selecting vector h as h = c, the problem of obtaining matrices D1, D2 and T that minimize J2(D1, D2, T) in (25) subject to the scaling constraints in (17) can be converted into an unconstrained optimization problem of obtaining matrices '8) D 1, D2 and T that minimize J3(D1, D2,T) in (34). Tables I and II. VI. CONCLUSION
The separate/joint optimization of EF and realization has been investigated to minimize RN subject to L2-scaling constraints for a class of 2-D state-space digital filters. It has been shown that the problem in the joint optimization can be converted into an unconstrained optimization problem by using linear algebraic techniques. An efficient quasi-Newton algorithm has then been employed to solve the unconstrained optimization problem iteratively. Our computer simulation results have demonstrated the effectiveness of the proposed techniques. 
