Abstract. Recent advances in program verification indicate that various verification problems can be reduced to semi-algebraic system (SAS for short) solving. An SAS consists of polynomial equations and polynomial inequalities. Algorithms for quantifier elimination of real closed fields are the general method for those problems. But the general method usually have low efficiency for specific problems. To overcome the bottleneck of program verification with symbolic approach, one has to combine special techniques with the general method. Based on the work of complete discrimination systems of polynomials [32, 30] , we invented new theories and algorithms [31, 29, 33] for SAS solving and partly implemented them as a real symbolic computation tool in Maple named DISCOVERER. In this paper, we first summarize the results that we have done so far both on SAS-solving and program verification with DISCOVERER, and then discuss the future work in this direction, including SAS-solving itself, termination analysis and invariant generation of programs, and reachability computation of hybrid systems etc.
Introduction
In the last decades, since the first Modern computer was invented, the performances of the computer hardware have been multiplied by 10 13 or even more. This is a technical revolution. The immediate consequence is that the size of the programs executed on these computers has grown in similar proportions. On the other hand, neither the intellectual capacities of the programmers nor the sizes of the design and maintenance teams can grow in similar proprotions. This results that almost each of software products contains many bugs, for example, we often hear that Microsoft Company releases bug repairing programs for its merchandized products on the website of the company. Some of these errors may causes catastrophic consequences which are very costly and sometimes inadmissible (e.g., nuclear control systems). The difficulty to prevent and find errors grows faster than the size of programs which can now be really huge.
Classical software verification methods like code reviews, simulations, tests and so on do not scale up. The production of reliable software, their maintenance and their evolution over long periods of time has become a fundamental concern to computer scientists.
Exploiting mathematical methods to strictly prove a computer program does exactly what is stated in the program specification has been recognized as an effective and efficient approach to produce reliable softwares and in fact has been made lots of achievements, for example applying model-checking techniques [3] [4] [5] 23 ] to the design of hardware. Since the total program verification problem is undecidable, it is doomed to be impossible to find an universal approach to mechanically verify the correctness of programs without any simplification or restriction. This implies that the possible solution to program verification problem is either by abstract interpretation to simplify the given proof obligation, or by interactive manner to acquire some oracles during verification, or by developing specific methods for specific verification problems which are decidable. Following the above three lines, there are various techniques to program verification that have been well established so far, e.g., the abstraction-based techniques [10] such as static program analysis [11, 15] and program typing [12, 18] , theorem-proving based deductive methods [19, 20] , model-checking [3] [4] [5] 23] , etc. The main disadvantage of the abstraction-based techniques is that complicated properties cannot be dealt with well because complicated properties closely interwind with the actual executions of a program, but normally in abstract executions of the program lots of useful information will be lost. The shortcomings of theoremproving based deductive methods lie in the following three aspects. First, it is semi-automatic and we cannot get anything if theorem provers fail for the given problem. Second, theorem provers are unstable over time. Third, compatibility with other formal methods is somewhat difficult. By contrast, designing a specific full automatic computer-aided method for some specific problems will be more effective and efficient.
Recent advances in program verification indicate that various verification problems of programs, for instance, termination analysis of linear programs [27] , reachability computation of linear hybrid systems [17] , and invariant generation [8, 24, 25] , can be reduced to SAS solving. Lots of well-known real symbolic computation tools such as REDLOG [14] and QEPCAD [7] have therefore been applied to program verification [17, 8] .
Most of the well-known real symbolic computation tools for solving SASs are fundamentally based on the techniques concerning quantifier elimination of real closed fields using the cylindrical algebraic decomposition (CAD) method due to Collins [6] , and thus the complexity of the algorithms adopted in these tools is at least double exponential in the number of variables [13] . In order to improve the efficiency of such tools, special methods may be combined with the CAD for specific targets.
Based on the work in [34, 32, 30] , two kinds of specific problems of SASs are studied in [31, 29, 33] . Reference [29] presented an algorithm to isolate the real solutions of constant SASs, while references [31, 33] proposed practical algorithms for real solution classification of parametric SASs. We have partly implemented the theory and algorithms as a Maple package named DISCOVERER which has been successfully used to address many problems studied by other researchers [31, 29, 33, 28] . Specifically, when DISCOVERER is applied to program verification, we found that many verification problems can be more effectively solved. In what follows, we will report some of the results.
DISCOVERER
In this section, we will give a brief description on DISCOVERER and refer the reader to [31, 33] for details.
All the polynomials discussed in this section are in 
is called a semi-algebraic system and is denoted shortly by
where P, G 1 , G 2 and H represent the sets of polynomials {p 1 (u, x), ..., p s (u, x)}, {g 1 (u, x), ..., g r (u, x)}, {g r+1 (u, x), ..., g t (u, x)} and {h 1 (u, x), ..., h m (u, x)}, respectively. An SAS is called parametric if d > 0 and constant otherwise. Based on the theory of complete discrimination systems for polynomials [32, 30] , which is a set of explicit expressions in terms of the coefficients of a given polynomial that are sufficient for determining the numbers and multiplicities of the real and imaginary roots of the polynomial, and the RSD algorithm [34] , which enables us to transform equations into triangular form with good properties, we proposed new algorithms for solving SASs which have been implemented partly in DISCOVERER. Our algorithms and DISCOVERER have been applied to many problems such as automated theorem discovering and proving involving inequalities, computer vision, stability analysis etc., e.g., see [31, 33, 28] .
For a constant SAS, T , of the form (1), DISCOVERER can determine the number of distinct real solutions of T , say n, and compute n disjoint cubes with rational vertices. Each of the cubes contains one and only one solution to T and the width of the cubes can be less than any given positive real. The two functions are realized through calling
respectively, where w is optional and used to indicate the maximum length of the edges of the output cubes.
For a parametric SAS, T , of the form (1) and any integer N ≥ 0, DISCOV-ERER can determine the conditions on u such that T has exactly N distinct real solutions for x. The conditions can be obtained by combining two functions of DISCOVERER: tofind and Tofind. First, by calling
one obtains the border polynomial BP in u of the system T and the necessary and sufficient conditions for T to have N distinct real solutions provided BP = 0.
Second, to determine the situation when parameters are on the "boundary", i.e., BP= 0, one need to call Tofind. Suppose R is a factor of BP, one can call
to obtain conditions when the parameters are on R = 0.
The last argument of tofind and Tofind is one of the following three forms:
-a non-negative integer b, to indicate that T has exactly b distinct real solutions; -a range b..c, where b, c are non-negative integers and b < c, to indicate that T has b to c distinct real solutions; -a range b..w, where b is a non-negative integer and w a name, to indicate T has more than or equal to b distinct real solutions.
Termination Analysis and Reachability Computation with DISCOVERER
In this section, we summarize the work that we have achieved so far on termination condition generation of linear programs and reachability computation of linear hybrid systems with DISCOVERER.
Termination Criterion Generation of Linear Programs
The well-known method for establishing termination of programs is the use of well-founded domains together with so-called ranking functions that map the state space of a program to a well-founded domain. Clearly, the existence of such a ranking function implies termination. Some heuristics on generating linear ranking functions for linear programs have been proposed, e.g. [9, 22] . Generally speaking, the cost for synthesizing linear ranking functions is very high, for example, the complexity of the algorithm in [9] is exponential and that of the algorithm in [22] could be double exponential. Besides, it is not easy to characterize programs to which such an algorithm can be applied. If the algorithm fails for a given program, we can conclude nothing about the termination of the program. The ideal solution to termination problem is to establish a criterion for each class of programs whose termination problem is decidable so that for a given program contained in the class, it can be decided if the program terminates trivially by computing the criterion, although the cost for generating such a criterion is also expensive.
Reference [27] made an attempt towards the direction by showing the decidability of a class of programs of the form
by relating the termination of P 1 to the positive eigenvalues of A, where A and B are N × N and N × M matrices respectively, Bx > b represents a conjunction of linear inequalities in the program variables and x := Ax + c represents the linear assignments to each of the variables. In order to further Tiwari's work to establish criteria for termination of P 1 , theories and tools concerning root classification of parametric SASs on an interval are demanded.
Based on Tiwari's work, we used DISCOVERER and established termination conditions for programs of the following form:
For example, suppose the dimension of x is specified, say, three, setting A = (a ij ) 3×3 , we have: Theorem 1. Provided the polynomial system {(a 11 −λ)x 1 +a 12 x 2 +a 13 x 3 , a 21 x 1 + (a 22 − λ)x 2 + a 23 x 3 , a 31 x 1 + a 32 x 2 + (a 33 − λ)x 3 , c 1 x 1 + c 2 x 2 + c 3 x 3 } has no nontrivial solutions, the program P 11 terminates if and only if the following formula is satisfied: One can use various algebraic tools, such as multivariate resultant methods, to check whether a certain polynomial system has a non-trivial solution or not.
Reachability Computation of Linear Hybrid Systems
Reachability and safety are now being recognized as central problems in designing hybrid and dynamical systems. Contrast with issues of stability and controllability of hybrid systems which are well-studied in control theory, there are not many results on reachability of those systems in computer science. Known classes of hybrid systems for which the reachability problem is decidable are timed automata [2] , multirate automata [1] , rectangular hybrid automata [21, 16] , etc. Recently a most general decidability result of three families of linear hybrid systems whose differential equations of the formξ = Aξ + Bu was obtained in [17] , where ξ(t) ∈ R n is the state of the system at time t, A ∈ R n×n , B ∈ R n×m are the system matrices, and u : R → R m is a piecewise continuous function which is called the control input.
Roughly speaking, computing a reach set in [17] is via the following two steps: firstly, purely mathematically transform a problem of reachability computation to an SAS and therefore the decidability is obtained according to the famous Tarski's results [26] ; then use the well-known computer algebra programs REDLOG and QEPCAD to solve the resulting SAS.
Using DISCOVERER instead of REDLOG and QEPCAD in the second step, we found that the results reported in [17] can be much improved. This can be justified by revisiting the examples in [17] that are not dealt well with REDLOG and QEPCAD. We list two of them below.
Example 1 (Example 3.5 of [17] ). Consider the linear control vector field given by the diagonal matrix A ∈ Q 2×2 and U = {u} defined as follows:
Let the initial set be X = {(0, 0)}. Then, after mathematical transformation, we get the reach set from X forwards as:
where
Since the quantifiers in (3) cannot be eliminated using REDLOG or QEPCAD alone, reference [17] applied REDLOG to eliminate a first and then using QEP-CAD to eliminate z, and thus obtained Post(X) is
With DISCOVERER, (3) can be solved by calling first
and we get that the system has real solutions if and only if Further considering (y 1 , y 2 ) on the "boundaries" with DISCOVERER (by calling Tofind), we get that the system has real solutions if and only if
is the smallest root of R = 0 when y 1 is specified)).
The whole computation costs no more than 30 seconds.
Note that (5) is inconsistent with (4). We give the following counter-examples by DISCOVERER to show that (4) is not correct. Suppose y 2 = −1, y 1 = 2, thus y 2 < 0 ∧ y 1 + y 2 ≥ 0. It is easy to see that the system has no real solutions under a ≥ 0 and z ≥ 1. Another two counter-examples are y 2 = 1, y 1 = −1 and
Example 2 (Example 3.7. of [17] ). Consider the control linear vector field given by the matrix A ∈ Q 2×2 and U defined as follows:
, with a > 0.
Future Work
In this paper, it has been shown that the theory for isolating real solutions of a constant SAS and classifying real solutions of a parametric SAS and the tool DISCOVERER invented in [31, 29, 33] can indeed improve program verification, e.g., termination condition generation of linear programs and reachability computation of linear hybrid systems. But all what we have done up to now is just a first step, as there are still many challenging probelms left in this field from the theory on SASs itself to program verification. As for future work on program verification, we think that it is worth investigating the following issues: Firstly, it deserves to apply this method to termination condition generation for more general linear programs or even non-linear programs whose termination problems are decidable inspired by what we have successfully generated for two kinds of simple linear programs with DISCOV-ERER. Besides, it is also a challenging problem to study more complicated hybrid systems with DISCOVERER, typically, the decidability of some unknown families of hybrid systems. Finally, We believe that it is possible to produce interesting results by applying the theory and DISCOVERER to invariant generation of programs. The dominant method on finding invariants of a program is by abstract interpretation [10] , but this method suffers from the problem of overshooting invariants. With comparison to the abstract interpretation based techniques, references [8, 24, 25] proposed a new technique for invariant generation by reducing this problem to SAS solving so that the new approach can avoid weak invariant generation. However, the high complexity of the well-known techniques and tools for non-linear constraint solving limits the applicability of this approach, for example, in order to avoid producing non-linear constraints [24, 25] had to sacrifice the completeness of the method. Additionally, using the approach of [24, 25] all the resulting invariants can only consist of polynomial equations but reject polynomial inequalities, this may thus restrict the expressiveness of resulting invariants.
Regards future work on DISCOVERER itself, all theories and algorithms implemented in DISCOVERER only concern SASs with 0-dimensional solutions until now. But, in fact, many problems in program verification may be reduced to SASs with positive dimensional solutions. This demands us to extend the established theory and tool in order that SASs with positive dimensional solutions can be also well addressed. Furthermore, we shall develop special tools based on DISCOVERER for program verification.
