A new classification algorithm, called VFI5 (for Voting Feature Inter6als), is developed and applied to problem of differential diagnosis of erythemato-squamous diseases. The domain contains records of patients with known diagnosis. Given a training set of such records, the VFI5 classifier learns how to differentiate a new case in the domain. VFI5 represents a concept in the form of feature inter6als on each feature dimension separately. classification in the VFI5 algorithm is based on a real-valued voting. Each feature equally participates in the voting process and the class that receives the maximum amount of votes is declared to be the predicted class. The performance of the VFI5 classifier is evaluated empirically in terms of classification accuracy and running time.
Introduction
Researchers working on artificial intelligence have created many algorithms that successfully learn straightforward abilities. If the context is well-defined and the bounds of the problem can be correctly encoded for the computer, then these algorithms can often pick up a pattern and learn to predict it successfully. Inductive learning is a well-known approach to automatic knowledge acquisition of such patterns and classification knowledge from examples.
In several medical domains, the inductive learning systems were actually applied, e.g. two classification systems are used in the localization of a primary tumor, prognostics of recurrence of breast cancer, diagnosis of thyroid diseases, and rheumatology [10] . The CRLS system is a system for learning categorical decision criteria in biomedical domains [15] . The case-based BOLERO system learns both plans and goals states, with the aim of improving the performance of a rule-based system by adapting the rule-based system behavior to the most recent information available about a patient [13] . The DIAGAID is a program, using connectionist approach, to determine the diagnostic value of clinical data [7] .
Classification learning algorithms are composed of two components; namely, training and prediction (classification). The training phase, using some induction algorithms, forms a model of the domain from the training examples encoding some previous experiences. The classification phase, on the other hand, using this model, tries to predict the class that a new instance (case) belongs to.
The main requirement for such a system is prediction accuracy. Furthermore, a classification learning algorithm is expected to have a short training and prediction time. Such a system should be robust to noisy training instances. Also, in some real-world domains, both training and test instances may have some missing values. Features (attributes) that are used to encode instances may have different levels of relevancy to the domain. A classification learning system should be able to learn and/or incorporate information about the weights of the features. Another requirement might be the comprehensibility of the learned knowledge by human experts. The advantage of this trait is two folded. First, the human experts can check and verify the learned classification knowledge before it is put to use in real-world domains. Second, some previously unknown facts and patterns may be brought to the attention of human experts, leading to interesting discoveries in the field.
Previously developed machine learning algorithms, usually, possess some of these characteristics, and fail to satisfy the others. For example, some algorithms, (e.g. nearest neighbor and instance based learning algorithms [1, 4] ) develop a model of the domain quickly, however, it may take quite a long time to make a prediction using this model. On the other hand, some algorithms (e.g. neural networks) can make a fast prediction, however the knowledge they learn is difficult for humans to understand and verify.
The success of a classification learning algorithm, in terms of the criteria mentioned above, is directly related to the scheme used for representing the classification knowledge learned. In this paper, we present a knowledge representa-tion technique called 6oting feature inter6als (VFI). Along with the learning and classification algorithms, the whole system is called VFI5. The VFI representation is based on Feature Projections that has been used in CFP [8] and k-NNFP [2] . The VFI5, which is a non-incremental and supervised learning algorithm, is applied to differential diagnosis of erythemato-squamous diseases. Here, we show that that VFI5 algorithm, using the VFI representation, results in highly accurate predictions, has short training and classification times, is robust to noisy training instances and missing feature values, can use feature weights, and produces a human readable model of the classification knowledge.
The rationale behind VFI knowledge representation is that human experts maintain knowledge in this form, especially in medical domains. The input to VFI5 training algorithm is a set of training instances that are descriptions of patients with known diagnoses. Learning from these training examples, VFI5 constructs a representation of the classification knowledge inherent in the examples. This knowledge is represented as the projections of the training dataset by feature inter6als on each feature dimension separately. Subsequently, for each feature dimension, projection points with similar characteristics are grouped into inter6als. Therefore, an interval represents a set of feature values that yield the same classifications.
When diagnosing a new patient, each feature participates in the voting process and the diagnosis that receives the maximum amount of votes is predicted to be the diagnosis of that patient. As each feature participates in learning and classification independently, VFI enables an easy and natural way of handling missing feature values by simply ignoring them, i.e. features whose values are unknown do not participate in the voting.
The next section will describe the VFI5 algorithm in detail. In Section 3, the problem of differential diagnosis of erythemato-squamous diseases is explained. Application of the VFI5 algorithm to this domain is discussed in Section 4. Section 6 describes the weights learned for the features of this domain using a genetic algorithm. Finally, the last section concludes with some remarks and plans for future work.
The VFI5 algorithm
The VFI5 classification algorithm is an improved version of the early VFI1 algorithm [6] . Here, the VFI5 algorithm is described in detail and explained through the use of an example.
Description of the VFI5 algorithm
The VFI5 classification algorithm represents a concept description by a set of feature intervals. The classification of a new instance is based on a vote among the classifications made by the value of each feature separately. It is a non-incremental classification algorithm, i.e. all training examples are processed at once. Each training example is represented as a vector of nominal (discrete) or linear (continuous) feature values plus a label that represents the class of the example. From the training examples, the VFI5 algorithm constructs intervals for each feature. An interval is either a range or point interval. A range interval is defined on a set of consecutive values of a given feature whereas a point interval is defined a single feature value. For point intervals, only a single value is used to define that interval. For range intervals, on the other hand, it suffices to maintain only the lower bound for the range of values, since all range intervals on a feature dimension are linearly ordered. For each interval, a single value and the votes of each class in that interval are maintained. Thus, an interval may represent several classes by storing the vote for each class.
The training process in the VFI5 algorithm is shown in Fig. 1 . First, the end points for each class c on each feature dimension f are found. End points of a given class c are the lowest and highest values on a linear feature dimension f at which some instances of class c are observed. On the other hand, end points on a nominal feature dimension f of a given class c are all distinct values of f at which some instances of class c are observed. The end points of each feature f are kept in an array EndPoints [ f ] . There are 2k end points for each linear feature, where k is the number of classes. Subsequently, the list of end-points on each feature dimension is sorted for linear features. If the feature is a linear feature, then point intervals from each distinct end point and range intervals between a pair of distinct end points excluding the end points are constructed. If the feature is a nominal feature, each distinct end point constitutes a point interval. The number of training instances in each interval is counted and the count of class c instances in interval i of feature f is represented as inter6al Fig. 1 . These counts for each class c in each interval i on feature dimension f are computed by the count -instances procedure. For each training example, the interval i in which the value for feature f of that training example e (e f ) falls is searched. If interval i is a point interval and e f is equal to the lower bound (the same as the upper bound for a point interval), the count of the class of that instance (e c ) in interval i is incremented by 1. If interval i is a range interval and e f is equal to the lower bound of i (falls on the lower bound), then the count of class e c in both interval i and (i − 1) are incremented by 0.5. However, if e f falls into interval i instead of falling on the lower bound, the count of class e c in that interval is normally incremented by 1. There is no need to consider the upper bounds as another case, because if e f falls on the upper bound of an interval i, then e f is the lower bound of interval i+ 1. As all of the intervals for a nominal feature are point intervals, the effect of count -instances is to count the number of instances having a particular value for nominal feature f.
To eliminate the effect of different class distributions, the count of instances of class c in interval i of feature f is then normalized by class -count [c] , which is the total number of instances of class c.
The classification in the VFI5 algorithm is given in Fig. 2 . The process starts by initializing the votes of each class to zero. The classification operation includes a separate preclassification step on each feature. The preclassification of feature f involves a search for the interval on feature dimension f into which e f falls, where e f is the value test example e for feature f. If that value is unknown (missing), that feature does not participate in the classification process. Hence, the features containing missing values are simply ignored. Ignoring the feature about which nothing is known is a very natural and plausible approach.
If the value for feature f of example e is known, the interval i into which e; falls is found. That interval may contain training examples of several classes. The classes in an interval are represented by their votes in that interval. For each class c, feature f gives a vote equal to inter6al -6ote[ f, i, c], which is vote of class c given by interval i on feature dimension f. If e f falls on the boundary of two range intervals, the votes are taken from the point interval constructed at that boundary point. The individual vote of feature f for class c, feature -6ote [ f, c] , is then normalized to have the sum of votes of feature f equal to 1. Hence, the vote of feature f is a real-valued vote less than or equal to 1. Each feature f collects its votes in an individual vote vector 6ote f,1 ,…,6ote f,k , where 6ote f,c is the individual vote of feature f for class c and k is the number of classes. After every feature completes their preclassification process, the individual vote vectors are summed up to get a total vote vector 6ote 1 ,…,6ote k ). Finally, the class with the highest vote from the total vote vector is predicted to be the class of the test instance.
With this implementation, the VFI5 algorithm is a categorical classifier, as it returns a unique class for a test instance [11] . A unique class is predicted for the test instance in order to compare this predicted class with the actual class of the test instance. This enables us to measure the performance of our classifiers according to the most commonly used metric, which is the percentage of correctly classified test instances over all test instances. Instead,
can be used as the probability of class C j , which makes the VFI5 algorithm a more general classifier. In that case, the VFI5 algorithm returns a predicted probability distribution over all classes. Although a class is returned as the prediction of the test instance as an output of the VFI5 algorithm, the votes received by each class are also available as an output to the user enabling him/her with the level of confidence in the prediction.
An example
In order to describe the VFI5 algorithm, consider the sample training dataset in To illustrate the classification of the VFI5 algorithm with an example, let us classify the test example t = 5, 6, ?. This test example falls on point interval i 16 with lower bound 5 on feature dimension f 1 and on point interval i 26 with lower bound 6 on feature dimension f 2 , as shown in Fig. 5 with arrows. Since there are point intervals on which both t 1 = 5 and t 2 = 6 fall, the individual votes of features are taken from the corresponding point intervals.
The point interval i 16 of feature f 1 on which t 1 = 5 falls votes equal to inter6al - 
Differential diagnosis of erythemato-squamous diseases
The differential diagnosis of erythemato-squamous diseases is a difficult problem in dermatology. They all share the clinical features of erythema and scaling, with very few differences. The diseases in this group are psoriasis, seboreic dermatitis, lichen planus, pityriasis rosea, chronic dermatitis and pityriasis rubra pilaris.
These diseases are frequently seen in the outpatient dermatology departments. At first sight, all of the diseases look very much alike with the erythema and scaling. When inspected more carefully, some patients have the typical clinical features of the disease at the predilection sites (localizations of the skin which a disease prefers) while another group has typical localizations.
Patients were first evaluated clinically with 12 features. The degree of erythema and scaling, whether the borders of lesions are definite or not, the presence of itching and koebner phenomenon, the formation of papules, whether the oral mucosa, elbows, knees and the scalp are involved or not, whether there is a family history or not, are all important in differential diagnosis.
The erythema and scaling of chronic dermatitis is less than that of psoriasis, the koebner phenomenon is present only in psoriasis, lichen planus and pityriasis rosea. Itching and polygonal papules are for lichen planus, whereas follicular papules are for pityriasis rubra pilaris. Oral mucosa is a predilection site for lichen planus whilst knee, elbow and scalp involvements are for psoriasis. Family history is usually present for psoriasis and pityriasis rubra pilaris usually starts during childhood.
Some patients can be diagnosed with these clinical features only, however, a biopsy is usually necessary for a correct and definite diagnosis. Skin samples were taken for the evaluation of 22 histopathological features.
Another difficulty for differential diagnosis is that a disease may show the histopathological features of another disease at the beginning stage and may have the characteristic features at the following stages. Some samples show the typical histopathological features of the disease while some do not. Melanin incontinence is a diagnostic feature for lichen planus, fibrosis of the papillary dermis is for chronic dermatitis, exocytosis may be seen in lichen planus, pityriasis rosea and seboreic dermatitis. Acanthosis and parakeratosis can be seen in all of the diseases at different levels. Clubbing of the rete ridges, thinning of the suprapapillary epidermis are diagnostic for psoriasis. The disappearance of the granular layer, vacuolization and damage of basal layer, saw-tooth appearance of retes and a band-like infiltrate are diagnostic for lichen planus. Follicular horn plug and perifollicular parakeratosis are hints for pityriasis rubra pilaris.
In the dataset, the family history feature has a value of 1 if any of these diseases have been observed in the family, otherwise it has a value of zero. The age feature simply represents the age of the patient. Every other feature (clinical and histopathological) was given a degree in the range 0-3. Here, 0 indicates that the feature was not present, 3 indicates the largest amount possible, whilst 1, 2 indicate the relative intermediate values. The dataset used in the experiment is summarized in Table 1 .
Experiments
Currently, the dataset for the domain contains 366 instances. Firstly, we used all of these instances to obtain a description of the domain. The description consists of the feature intervals constructed for each feature. The intervals obtained for features f 6 , f 14 , f 15 , f 21 and f 34 are shown in Fig. 6 . It is clear from Fig. 6 that the nonzero values of feature f 6 (polygonal papules) indicate class C 3 (pityriasis rubra pilaris). On the other hand, the high values for f 14 would suggest class C 1 or C 2 . The feature f 15 appears to a distinguishing feature for class C 5 . However, high values of f 21 can indicate both C 1 and C 5 . Also, class C 6 appears to be a children's disease.
For a particular case, let us consider a patient with the following values for these features: f 6 =1, f 14 =0, f 15 =0, f 21 = 0, f 34 = 52. For that patient, the vote vector for f 6 would be 0. 2, 0.2, 0.01, 0.2, 0.2, 0.2, for f 14 0.04, 0.05, 0.25, 0.22, 0.25, 0. 19, etc. The votes for all classes received from all 34 features are summed and the class that receives the highest amount of votes is the class predicted.
For supervised concept learning (classification) tasks, the classification accuracy of the classifier is one measure of performance. The most commonly used metric for classification accuracy is the percentage of correctly classified test instances over all test instances. To measure the classification accuracy, a 10-fold cross-validation technique is used in the experiments, i.e. the whole dataset is partitioned into 10 subsets. The ninth subset is used as the training set, and the tenth is used as the test set. This process is repeated 10 times for each subset being the test set. Classification is the average of these 10 runs. This technique ensures that the training and test sets are disjoint. The VFI5 algorithm achieved 96.2% accuracy on the Dermatology dataset, which means that, out of 37, only 1 test instance is misclassified by the VFI5 algorithm.
Comprehensibility of VFI5
The explanation ability of a classification process is as much important as its classification accuracy. We have shown the empirical evaluation of the VFI5 classifier in Section 4 on the Dermatology dataset. However, a high prediction accuracy is not enough for a classification system; the knowledge it constructs should also be comprehensible by humans. For this purpose, we have tried to visualize the concept description learned by the VFI5 classifier. Since each feature votes for each class during classification, these votes form the concept description and give information regarding the relation between the values of each feature and the class label observed at that value.
The concept description learned by VFI5 for the Dermatology dataset is shown in Fig. 7 
where next is the next highest vote after 6ote in that interval and d =1/No -Classes. The aim of this mapping was to note the ability of the features in distinguishing between classes. When a feature value makes a class (+ ), it means that the instance is certainly of this class. Note that, at most one class can get a (+ ) evaluation. A (−) class means that the instance is certainly not of this class according to feature 1 (erythema) and a (0) means that this feature can not say anything about the class. Unlike (+ ) category, more than one class can get (− ) and (0).
In Fig. 7 , for the first feature, four range intervals and three point intervals are shown with their votes. Near the votes their discrete mapping to either (+ ), ( − ), or nothing (meaning (0)) are also shown. When there is only a ( − ) evaluation without the vote shown, it means that the vote is equal to 0. Since we know that features of the Dermatology dataset take only values 0, 1, 2, or 3, there will be no instance with a feature value less than 0 and greater than 3. However, since we wanted our visualization to be general, those first and last intervals are also shown to the user. When we look at the first point interval 6alue = 0, we see the votes 0.15, 0, 0.23, 0, 0.63, 0 for each corresponding class. This shows that feature 1 (erythema) votes more than half for class 5 (chronic dermatitis), nearly a quarter for class 3 (lichen planus), more than one-tenth for class 1 (psoriasis), and votes none for other classes. The zero value for feature 1 confirms class 5, and rejects classes 2 (seboreic dermatitis), 4 (pityriasis rosea), and 6 (pityriasis rubra pilaris). These real-valued votes participate in the overall voting process as they are, due to there being no thresholds in the voting scheme of VFI classifiers.
Being the designers of these classifiers, these real-valued votes were understandable for the authors. However, with the human experts (the doctors) who collected these data in mind, we thought we should transform this representation into a discrete language consisting of (+ ): positive, (0): neutral, (− ): negative. When the value of feature 1 is equal to 0, class 5 gets a (+ ) in the new representation, class 2, 4 and 6 (− ), and other classes (0). Note that the distinguishing labels (+ ) and (− ) are shown whereas the (0) labels are omitted in Fig. 7 . This means that the value of 0 for feature 1 positively distinguishes class 5 from other classes (i.e. according to feature 1 with value zero, this patient has diagnosis 5), negatively distinguishes class 2, 4 and 6 (i.e. this patient can not have diagnosis 2, 4 and 6), and says neither ''yes'' nor ''no'' for the other classes. Not all intervals distinguish much between classes, e.g. when the feature 1 has a value between 1 and 3 (1 B 6alue B 3), all of the classes are neutral (0), i.e. this range of values for feature 1 does not distinguish any class from others. In Fig. 7 , the 6alue=0 point interval of feature 6 (polygonal papules) negatively distinguishes class 3 from the other classes all of which receive equal votes in this interval. The range interval 0B 6alueB3 and the point interval 6alue= 3, on the other hand, positively distinguishes class 3 and rejects all other classes. The range interval 0B 6alueB 3 plus the point interval 6alue =3 correspond to values 1, 2 and 3, which are nonzero values, for feature 6. What VFI5 learns from the training examples is that a zero value (nonexistence) of feature 6 guarantees that the patient is not of class 3 and can be of any other class. On the other hand, the nonzero value (existence) of feature 6 is a very confident positive sign for class 3, whereas it is a very confident negative sign for all other classes. In Fig. 7 , the concept learned on feature 15 fibrosis of the papillary dermis is also shown. Nonzero values of feature 15 significantly distinguish class 5 (chronic dermatitis). Finally, the concept description learned for feature 20 (clubbing of the rete ridges) conveys the information that its nonzero values positively distinguish class 1 (psoriasis) whereas it reject all other classes.
The concept descriptions are learned by classifiers in order to be used in the classification of a new instance. The performance of a classifier is measured by the ratio of the number of correctly classified test instances over the total number of test instances. The explanation ability of the classification process is just as important as the classification accuracy. Does the classifier work like a black box or can it explain why and how it came up with the resulting classification? The VFI5 classifier can explain why and how the new instance is classified as the predicted class in terms of the individual votes of each feature given for that class. Looking at these individual votes of each feature, whatever level of confidence that feature confirms (high votes) or rejects (low votes), the final prediction is obvious. An example classification of a new instance (patient) drawn from the Dermatology domain is given in Fig. 8 . When these comparisons were carried out, we used 329 training instances to learn the concept descriptions. In Fig. 8 , the feature values of the instance (properties of the patient, i.e. the age of this patient is 34) and then the individual votes of each feature distributed among classes is shown. These votes are then summed up to get the total vote vector, from which the class with the highest vote is predicted as the class of the new instance. The VFI5 classifier predicts class 1 for this instance, which was the same as the human expert's diagnosis. This is a very confident prediction for VFI5, due to the fact that the next highest vote is less than the half of the vote received by the predicted class. The individual votes for class 1 are either ( + ) or neutral except for feature 14, moreover the ( +) votes almost always appear for class 1 and there is only one ( + ) received by class 3 from one feature. This table of votes shown in Fig. 8 is a very good explanation for the classification performed in the sense that everything is open to the user. For example, feature 20 (clubbing of the rete ridges) gives a vote of 1.0 for class 1 (note that votes are normalized such that the sum of votes for each class is 1.0). This means that feature 20 says that this instance must be of class 1 and reflects its individual confirmation in the total vote. At the same time, feature 20 rejects all other classes (all other classes are (− )), meaning that this instance can not be of those classes other than class 1. Feature 34 (age) with a value equal to 34 is negative for pityriasis rubra pilaris (class 6) and neutral for all other classes. This does not say anything about the class of the instance, however, it still does not reject the first class.
The classification of the VFI5 classifier may not be that confident all of the time. Let us look at another example classification in Fig. 9 . The feature values, the individual votes of features, and the total votes are shown in the figure. The instance is predicted as class 2 (seboreic dermatitis), which is the actual class predicted by the medical expert. However, the next highest vote, received by class 4 (pityriasis rosea), is not much different than the vote of class 2. Thus, this prediction is in fact not that confident, due to the classifier choosing one class rather than the other, depending on a very slight difference in the votes. If we look at the individual votes of each feature, we see that there is only one (+ ) from feature 4 (itching) for class 6 (pityriasis rubra pilaris), i.e. no feature confidently confirms class 2 or 4. There are some (−) classes with features being mostly neutral about the classes. When we compare the feature votes of class 2 with that of class 4, there is no great difference among them, with the exception of the votes of feature 5 in particular (koebner phenomenon) and 14 (PNL infiltrate). Since the votes of these features support class 2 rather than class 4, they significantly affect the final prediction to be class 2. The difference between votes for these two classes is the highest in feature 14, therefore, feature 14 with a value equal to 1 seems to be the most important feature in distinguishing between class 2 and 4. Our medical expert admitted that she also encounters the same problem distinguishing between class 2 and 4 as encountered by the VFI5 classifier. In this classification (Fig. 9) , VFI5 classified the instance correctly, however, there may be instances that will be misclassified by the VFI5 classifier. However, there has been no misclassification by the VFI5 classifier among the 37 instances that we have tested in our experiments.
The explanations generated by the VFI5 classifier give valuable information regarding the classifications such as the next possible class as well as the predicted class, the features confirming which classes and how much they confirm, the features rejecting which classes. This kind of information might help the human expert in making new classifications especially if the human expert is not experienced enough.
Although the human expert collecting the data for us is an expert in this field, our classifier detected two of her misclassifications, which made the expert change her previous diagnosis, accepting the classification made by the VFI5 classifier. Although it is very unusual, there is a possibility that a human expert can make a mistake in classification by overlooking the value of one or more features. However, a well trained mechanical classifier will consider all of the features.
In this section, we have shown that the VFI5 classifier does not work like a black box and can explain why and how it came up with the resulting classification which is humanly comprehensible. The human expert agrees with the information visualized in the concept descriptions learned by the VFI5 classifier. The classification explanations do not just display the prediction, they also show how certain that prediction is compared to other classes.
Learning feature weights using a genetic algorithm
In a real-world domain, just like the one used in this paper, all of the features used in the descriptions of instances may have different levels of relevancy. Therefore, many feature selection and feature weight learning algorithms have been developed by machine learning researchers [3, 5, 12] .
We had developed a genetic algorithm for learning the feature weights to be used with the Nearest Neighbor classification algorithm. We applied the same genetic algorithm to determine the weights of the features in our domain to be used with the VFI5 algorithm.
The weights of the 34 features, as determined by the genetic algorithm, are shown in Table 2 . According to the table, koebner phenomenon has the highest weight 0.0620. Inflammatory mononuclear infiltrate is also important in the classification, with the weight of 0.0527. On the other hand, the features acanthosis, follicular horn plug, munro microabcess, and age are found to be the least relevant.
In order to assess the impact of the feature weights learned by the genetic algorithm, we have repeated the same l0-fold cross-validation experiment incorporating these weights. Using these weights, the VFI5 algorithm has achieved 99.2% accuracy -almost perfect classification.
Conclusions
In this paper, a new classification algorithm called VFI5 has been developed and applied to differential diagnosis of erythemato-squamous diseases. Since each feature is processed separately, the missing feature values that may appear both in the training and test instances are simply ignored in VFI5. In other classification algorithms, such as decision tree inductive learning algorithms, the missing values require extra care [14] . This problem has been overcome by simply omitting the feature with the missing value in the voting process of VFI5. Also, note that the VFI5 algorithm, in particular, is applicable to concepts where each feature, independent of other features, can be used in the classification of the concept. One might think that this requirement may limit the applicability of the VFI5, since in some domains the features might be dependent on each other. Holte has pointed out that the most datasets in the UCI repository are such that, for classification, their attributes can be considered independently of each other [9] . Also, Kononenko claimed that in the data used by human experts there are no strong dependencies between features because features are properly defined [10] . Another advantage of the VFI5 classifier is that instead of a categorical classification, a more general probabilistic classification where the classifier returns a probability distribution over all classes is possible to implement with VFI5.
The genetic algorithm that we developed for learning relative feature weights determined the weights of the features in our domain of differential diagnosis of erythemato-squamous diseases. With these weight settings the VFI5 algorithm has achieved almost perfect classification. As a future work, we plan to learn and associate weights to intervals, since pure intervals representing only a single class might be more effective in classification.
