Abstract. In this paper, we establish a noncommutative analogue of Calderón's transference principle, which allows us to deduce noncommutative ergodic maximal inequalities from the special case-operatorvalued maximal inequalities. As applications, we deduce dimensionfree estimates of noncommutative Wiener's maximal ergodic inequality and noncommutative Stein-Calderón's maximal ergodic inequality over Euclidean spaces. We also show the corresponding individual ergodic theorems. To show Wiener's pointwise ergodic theorem, we construct a dense subset on which pointwise convergence holds following a somewhat standard way. To show Jones' pointwise ergodic theorem, we use again transference principle together with Littlewood-Paley method, which is different from Jones' original variational method that is still unavailable in the noncommutative setting.
Introduction
Let β r (resp. σ r ) be the normalized Lebesgue measure on the Euclidean ball {v ∈ R n ; |v| ℓ2 ≤ r} (resp. the Euclidean sphere {v ∈ R n : |v| ℓ2 = r}). Let (X, m) be a standard measure space on which R n acts measurably by measure preserving transformation π. Let π(β r ) (resp. π(σ r )) denotes the operator canonically associated to β r (resp. σ r ) on L p (X). Wiener's pointwise ergodic theorem [32] asserts that π(β r )f (x) convergence to a limit as r → ∞ for almost every x ∈ X provided f ∈ L p (X) with 1 ≤ p < ∞. The limit is given by F (f ), the projection of f to the fixed point subspace {g ∈ L p (X) : π(v)g = g, ∀v ∈ R n }. While Jones' pointwise ergodic theorem [19] asserts π(σ r )f (x) convergence to F (f ) as r → ∞ for almost every x ∈ X provided f ∈ L p (X) with n/(n − 1) < p < ∞ and n > 2 (See [21] for the case n = 2).
The main tool used in the proof of pointwise convergence is maximal inequality. In both the ball and sphere cases, the ergodic maximal inequalities are deduced, through Calderón's transference principle, from the corresponding maximal inequalities in the case X = R n and the action given by translation, that is, from the Hardy-Littlewood maximal inequality (in the ball case) and Stein's spherical maximal inequality (in the sphere case). Once the ergodic maximal inequality is available, to show the individual ergodic theorem it suffices to identify a dense subset on which pointwise convergence holds. That the method in constructing a dense subset in the ball case is now standard. However, it is usually a difficult task to identify a dense subset in the sphere case since the spherical measure is singular. See Jones' original proof [19] .
The main purpose of this paper is to establish Wiener's and Jones' results in the noncommutative setting. That means, we are going to build maximal ergodic theorems and then pointwise ergodic theorems for general W * -dynamical system (M, τ, R n , α), where (M, τ ) is a von Neumann algebra equipped with a trace τ and α : R n → Aut(M) is a continuous trace-preserving group homomorphism (also called an action) in the weak * -topology. If we take for M the algebra L ∞ (X, m) with (X, m) a measure space, τ the associated integral and α induced by an invertible measurepreserving transformation of X, we will recover Wiener's and Jones' results.
For the main purpose, we first establish a noncommutative version of Calderón's transference principle. Calderón's original arguments do not work in the present setting, since there does not exist perfect notion of "point" on the noncommutative measure spaces. We overcome this difficulty using the ideas developed in the theory of vector-valued noncommutative L p spaces. The noncommutative transference principle reduce maximal ergodic inequalities to the operator-valued maximal inequalities, which have been shown in [23] , [12] . It is worth to mention that in [23] , Mei used noncommutative Doob's inequality [15] to prove the Hardy-Littlewood maximal inequality on R n , which yields that the bounds are of order O(2 n ). While in [12] , the author show that the bounds could be taken to be independent of n by adapting Stein-Strömberg's idea [29] , which is interesting in its own right.
As in the classical setting, with maximal inequality at hand, to use density arguments to show the pointwise convergence, it suffices to find some dense subset such that pointwise convergence holds on it. In Wiener's case, we construct a dense subset following a somewhat standard way, see Section 4 below. However, since sphere measures are singular, the dense subset contructed previously does not work in Jones' case. On the other hand, Jones' original variational method remains an open problem in the noncommutative setting. Our first attempt is via spectral method. We construct dense subsets on which pointwise convergence holds only when the dimension of Euclidean spaces n ≥ 4, see Remark 6.4. Motivated by Rubio de Francia's proof of Stein's spherical maximal inequality (see for instance [26] [14]), we use Littlewood-Paley function to decompose spherical means into pieces, and use transference principle to show each piece satisfies a generalized noncommutative Wiener's ergodic theorem. Summing up all the pieces, we obtain noncommutative Jones' ergodic theorem for all n ≥ 3, see Section 5 below.
As it is well-known that in the classical setting, Wiener's ergodic theorem inspires many mathematicians to study the ball and sphere averaging problems in ergodic theory associated to more general groups, see for instance the survey paper by Nevo [24] . We expect similar story would take place in the noncommutative setting. Actually, noncommutative ergodic theory has been developed since the very beginning of the theory of "rings of operators". However at the early stage, only mean ergodic theorems have been obtained. It is until 1976 after Lance's pioneer work [20] that the study of individual ergodic theorems really took off. Lance proved that the ergodic averages associated with an automorphism of a σ-finite von Neumann algebra which leaves invariant a normal faithful state converge almost uniformly. Lance's work motivated some mathematicians to study individual ergodic theorems associated to general groups (see for instance [18] and references therein). All these results can be regarded as individual ergodic theorems in the case p = ∞, where maximal ergodic theorems hold trivially. On the other hand, Yeadon [33] obtained a maximal and pointwise ergodic theorem in the preduals of semifinite von Neumann algebras. Yeadon's theorem provides a maximal ergodic inequality which might be understood as a weak type (1, 1) inequality. In contrast with the classical theory, the noncommutative nature of these weak type (1, 1) inequalities seems a priori unsuitable for classical interpolation arguments. The breakthrough was made in the previously quoted paper [18] by Junge and Xu. They established a sophisticated real interpolation method using wellestablished noncommutative L p theory, which together with Yeadon's weak type (1, 1) inequality allows them to obtain the noncommutative DunfordSchwartz maximal ergodic theorem, thus the noncommutative individual ergodic theorem in L p spaces for all 1 ≤ p < ∞. This breakthrough motivates further reserach on noncommutative ergodic theorems including the present paper, see also [1] This paper is organized as follows. In the next section, we give some necessary preliminaries for formulating noncommutative ergodic theorems from the pointview of classical ergodic theory, such as noncommutative analogues of L p spaces, maximal norms, pointwise convergence and measure-preserving dynamical systems. In Section 3, we prove a noncommutative version of Calderón's transference principle. The noncommutative version of Wiener's ergodic theorem is shown in Section 4. Section 5 is devoted to the proof of noncommutative Jones' ergodic theorem. In the Appendix, we present the spectral method to find a dense subset, which is particularly useful when the underlying group is not amenable.
Preliminaries and framework
2.1. Noncommutative L p -spaces. Let (M, τ ) be a noncommutative measure spaces, that is, M is a von Neumann algebra and τ is a normal semifinite faithful trace. Let S + M be the set of all positive element x in M with τ (s(x)) < ∞, where s(x) is the smallest projection e such that exe = x. Let S M be the linear span of S + M . Then any x ∈ S M has finite trace, and S M is a w * -dense * -subalgebra of M. Let 1 ≤ p < ∞. For any x ∈ S M , the operator |x| p belongs to S
2 ). We define
One can check that · p is well defined and is a norm on S M . The completion of (S M , · p ) is denoted by L p (M) which is the usual noncommutative L pspace associated with (M, τ ). For convenience, we usually set L ∞ (M) = M equipped with the operator norm · M . We refer the reader to [31] for more information on noncommutative L p -spaces.
Noncommutative maximal norms.
Let us recall the definition of the noncommutative maximal norm introduced by Pisier [30] and Junge [15] . We define L p (M; ℓ ∞ ) to be the space of all sequences
which admits a factorization of the following form: there exist a, b ∈ L 2p (M) and a bounded sequence y = (y n ) in L ∞ (M) such that
where the infimum runs over all factorizations of x as above. We will follow the convention adopted in [18] that x Lp(ℓ∞) is sometimes denoted by sup
It is shown in [18] 
In this case, sup λ∈Λ + x λ p is equal to the above supremum. In the following, we omit the index set Λ when it will not cause confusion.
. All these spaces fall into the scope of amalgamated L p spaces intensively studied in [17] . The following interpolation relationship between symmetric and asymmetric maximal norms will allow the usage of square functions to control maximal norms in Section 5.
In addition to the strong maximal norms which correspond to L p -norms of maximal function, we are also concerned with the weak maximal norms which correspond to weak L p -norms of maximal function. Given a sequence (
When M is commutative, then infimum in this definition is attained at the projection
is exactly the weak L p -quasi norm of maximal function. If we define the quasi Banach space Λ p (M; ℓ ∞ ) to be the set of all sequence (x n ) n ∈ L p (M) such that its Λ p (ℓ ∞ )-quasi norm being finite, then these spaces have some nice interpolation properties. We refer the readers to [18] for more information. For general index set, Λ p (ℓ ∞ )-quasi norm and whence quasi Banach spaces can be defined similarly as in the definition of strong maximal norms.
2.3. Noncommutative pointwise convergence. We recall an appropriate substitute for the usual almost everywhere convergence in the noncommutative setting. This is the almost uniform convergence introduced by Lance [20] (see also [18] ).
Let (x λ ) λ∈Λ be a family of elements in L p (M). Recall that (x λ ) λ∈Λ is said to converge almost uniformly to x, abbreviated by x λ → x, a.u if for every ε > 0 there exists a projection e ∈ M such that τ (1 − e) < ε and lim
Also, (x λ ) λ∈Λ is said to converge bilaterally almost uniformly to x, abbreviated by x λ → x, b.a.u if for every ε > 0 there is a projection e ∈ M such that τ (1 − e) < ε and lim λ e(x λ − x)e ∞ = 0.
Obviously, if x λ → x, a.u, then x λ → x, b.a.u. On the other hand, in the commutative case, these two convergences are equivalent to the usual almost everywhere convergence in terms of Egorov's theorem. However they are different in the noncommutative setting.
As in [18] , in order to deduce the pointwise convergence theorems from the corresponding maximal inequalities, it is convenient to use the closed subspace
Similarly, for the study of the a.u convergence, we use the closed subspace
, which is defined to be the space of all sequences
The following lemma will be useful for our study of individual erogdic theorem (see [6] ).
. Group actions and related notions. We will call (M, τ, R n , α) a W * -dynamical system if (M, τ ) is a noncommutative measure space and α : R n → Aut(M) is a continuous trace-preserving group homomorphism (also called an action) in the weak * -topology. It is well-known that α is naturally extended to be isometric automorphisms of L p (M) for all 1 ≤ p ≤ ∞, which is still denoted by α. As it is well-known, the weak * -continuity of (α(u)) u∈R n on M induces the strong continuity of (α(u)) u∈R n , i.e. for each x ∈ L p (M) with 1 ≤ p < ∞, the map u → α(u)x is a continuous map from R n to L p (M), where we take the norm topology on L p (M).
Let
It is easy to show that F is a von Neumann subalgebra of M as in the semigroup case [18] , thus there exists a unique conditional expectation F : M → F . Moreover, this conditional expectation extends naturally from L p (M) to L p (F ) with 1 ≤ p < ∞, which are still denoted by F .
Let M (R n ) denote the Banach space of bounded complex Borel measures on R n . For each µ ∈ M (R n ), there corresponds an operator α(µ), with norm
This definition should be justified as follows. For any x ∈ L p (M) and y ∈ L q (M) where 1/p + 1/q = 1, the function v → α(v)x, y is continuous on R n , bounded by x p y q . Hence
It follows that the operator α(µ)x is well defined and
It can be easily checked that tha map µ → α(µ) is a norm-continuous * -representation of the involutive Banach algebra M (R n ) as an algebra of operators on L 2 (M). We recall that the product in M (R n ) is defined as convolution µ * ν(f ) = R n R n f (uv)dµ(u)dν(v), and the involution is µ
Denote by P (R n ) the subset of probability measures in M (R n ). Let t → ν t be a weakly continuous map from
We will refer to (ν t ) t>0 as a one-parameter family of probability measures. We can now formulate the following definition. Definition 2.3. A one-parameter family (ν t ) t>0 ⊂ P (R n ) will be called a global (resp. local) noncommutative pointwise ergodic family in L p if for every W * -dynamical system (M, τ, R n , α) and every x ∈ L p (M), α(ν t )x converge bilaterally almost uniformly to F (x) (resp. x) as t tends to ∞ (resp. 0).
Noncommutative Calderón's transference principle
In this section, we establish a noncommutative analogue of Calderón's transference principle. It is worth to mention that all the assertions in this section are still true for general amenable groups, and thus a general version of noncommutative Calderón's transference principle is still available. We prefer to prove them rigorously in our another work, since they are not raleted to the later applications in the present paper.
Let λ be the action of R n on the group itself by translation. Recall that an operator T is completely bounded on
; similar statements hold for a sequence of operators or completely weakly bounded. See [30] for detailed informations.
Theorem 3.1. Let (ν t ) t>0 be a family of probability measures on R n having their support contained in a Euclidean ball of radius Ct where C is an absolute constant. If the family of operators (λ(ν t )) t>0 were completely bounded from
In the rest of this section, we fix a W * -dynamical system (M, τ, R n , α). The following three lemmas are well-known in the commutative case, but not obvious in the noncommutative setting.
and further we have
for positive x t 's.
Proof. The first equation has been proved in [18] using the duality between L p ′ (M; ℓ 1 ) and L p (M; ℓ ∞ ). Let us prove the second equivalence. The left hand side controls trivially the right hand side. Non-trivial part is the reverse inequality. We start with the observation
By density we may assume that (x t ) t>0 ∈ ℓ ∞ (S M ). Now, given λ > 0 and T > 0, by definition, there exists a projection e T ∈ M such that e T x t e T ∞ ≤ λ for any t ∈ (0, T ], and the right hand side dominates modulo a constant
Recall that u is not necessarily a projection. However, recalling that (x t ) t>0 ∈ ℓ ∞ (S M ), it is straightforward to show that the exact same inequalities above apply for u instead of e T , details are left to the reader. Then, the projection e = χ [ This implies for any t ∈ (0, ∞) that ex t e ∞ ≤ 2 y * t u 2 y t 
and
Proof. We show the first equality. By the definition of L p (ℓ ∞ )-norm, for any ε > 0, there exist a factorization x t = ay t b such that
Since α is a homomorphism, we find a factorization of α(v)x t ,
Since ε is arbitrary, we obtain
The reverse inequality is shown similarly.
The second equality follows from the following observation
where we have used the facts α(v −1 )e ⊥ = (α(v −1 )e) ⊥ and α is a tracepreserving homomorphism.
{τ (e ⊥ ) : ef t e ∞ ≤ λ}.
Proof. By definition, for any ε > 0, there exists a factorization f t = ag t b such that a 2p sup
We see that for each v ∈ R n , we find a factorization f t (v) = a(v)g t (v)b(v) such that the left hand side is smaller than
Since ε is arbitrary, we obtain the desired result. Now we show the second inequality. For any ε > 0, there exists a projection e ε such that
{τ (e ⊥ ) : ef t e ∞ ≤ λ} + ε.
Observing that for each v ∈ R n , we find a projection e ε (v) such that
so the left hand side is controlled by
which yields the desired estimate since ε is arbitrary.
Now we are at a position to prove Theorem 3.1.
Proof. The case of the strong type (p, p). By Lemma 3.2, it suffices to prove for any T > 0
for any x ∈ L p (M) where C p is a constant independent of x and T . Given any S > 0, by Lemma 3.3 and Lemma 3.4, the left hand side of (3.1) equals
.
Define the L p (M)-valued function f on R n by f (u) = χ |u|≤S+CT (u)α(u)x. Then for 0 < t ≤ T , it is easy to check
Thus the left hand side of (3.1) is not bigger than
which is smaller than 1
by restricting to B S the functions appearing in the factorization of the latter norm. Then by the assumption, we finish the proof
The case of the weak type (p, p): By the fact that every x ∈ L p (M) can be written as linear combination of four positive elements, and Lemma 3.2, it suffices to prove for any λ > 0 and
for any x ∈ L + p (M) where C p is a constant independent of x and T . Now the arguments in the proof of estimate (3.1) works well for estimate (3.2) using Lemma 3.3 and 3.4.
Remark 3.5. From the proof, it is easy to observe that if we replace (ν t ) t>0 by a sequence of integrable functions (ϕ t ) t>0 with compact supports in Theorem 3.1, the same conclusion holds.
Noncommutative Wiener's ergodic theorem
In this section, we show a noncommutative version of Wiener's ergodic theorem. The main result is stated as follows.
Theorem 4.1. The sequence of normalized Lebesgue measures (β r ) r>0 on the balls in R n is a both global and local noncommutative pointwise ergodic family for all 1 ≤ p < ∞.
As in the classical setting, we use density argument to show the pointwise convergence. We need the following noncommutative Wiener's ergodic maximal inequality. Let (M, τ, R n , α) be a fixed W *-dynamical system.
, then there exists a constant C n probably depending on n such that
That is, for any λ > 0, there exists a projection e ∈ M such that eα(β r )(x)e ∞ ≤ λ, ∀r > 0 and τ (e
Let x ∈ L p (M) with 1 < p ≤ ∞, then there exists a constant C p,n probably depending on n such that
These maximal ergodic inequalities follow from the transference principleTheorem 3.1 and the operator-valued Hardy-Littlewood maximal inequalities. Note that the noncommutative version of Hardy-Littlewood maximal inequality was firstly shown by Mei in [23] , his approach is based on noncommutative Doob's inequality, yielding the O(2 n ) order of the constants C n and C p,n . It is worth to mention that C n can be at most of order O(n) and C p,n can be taken to be independent of n if we appeal to the dimension free estimates established in [12] , which are based on Junge/Xu's noncommutative DunfordSchwartz maximal ergodic theorem [18] and Stein's original arguments [29] . This type of dimension free estimates in the noncommutative setting should be interesting in its own right that we will not discuss in the present paper.
Let us finish the proof of Theorem 4.1.
Proof. (i) The global case. We begin with the definition of a dense subspace.
We claim that S is dense in (I − F )L p (M) for all 1 ≤ p < ∞. It suffices to verify the claim in the case p = 2, since it is well-known that
for any 1 ≤ p < ∞. We only need to prove that x, z = 0 ∀x ∈ S implies z ∈ F (L 2 (M)). Take x = y − α(v)y, clearly we have
n are arbitrary. Next we show the following fact: For any x ∈ S and any 1 ≤ p ≤ ∞, we have
Hence by Minkowski inequality
Then (4.3) immediately yields the mean ergodic theorem in
. Now let us show that (β r ) r>0 is a global noncommutative pointwise ergodic family in L 1 . That is, for x ∈ L 1 (M) and fixed ε > 0, we want to find a projection e such that τ (e ⊥ ) ≤ ε and e(α(β r )x − F (x))e ∞ → 0, as r → ∞. First of all, by the fact S is dense in (I − F )L 1 (M), for any δ > 0 we can find y ∈ S such that x − F (x) − y 1 ≤ δ. Now apply Theorem 4.2 to the operator x − F (x) − y, for any λ > 0, there exists a projection p such that
Take e = p and λ = Cδ/ε, we have τ (e ⊥ ) ≤ ε and
which tends to 0 as r tends to ∞ due to (4.3) and the fact that δ can be taken as small as desired.
and the maximal inequality (4.2), we are reduced to prove (α(β r )x) r>0 ∈ L p (M; c 0 ) for all x ∈ S. Fix x = y − α(v)y ∈ S, choose 1 < q < p. Let 0 < s < t, by (4.2), we have
which tends to 0 as s tends to ∞.
(ii) The local case. The dense subspace we consider in this case is the following one
The density is trivial from the fact that the action α is strong continuous in L p for 1 ≤ p < ∞. The fact (β r ) r>0 is mean ergodic (as r → 0) in L p for all 1 ≤ p < ∞ can also be deduced from the strong continuity of α. But we prefer to give a more precise estimate for x ∈ D. Fix x = α(φ)(y) ∈ D, we have
from which we can also easily deduce the mean ergodicity of (β r ) r>0 . The point we will use is that estimate (4.4) is also true when p = ∞. Now the fact that (β r ) r>0 is a local noncommutative pointwise ergodic family for all 1 ≤ p < ∞ can be shown using the similar arguments having appeared in the global case, by considering D (resp. (4.4)) instead of S (resp. (4.3) ).
Noncommutative Jones' ergodic theorem
In this section, we show a noncommutative version of Jones' ergodic theorem. The main result is stated as follows.
Theorem 5.1. The sequence of normalized Lebesgue measures (σ r ) r>0 on the spheres in R n is a both global and local noncommutative pointwise ergodic family for all n/(n − 1) < p < ∞, n ≥ 3.
As in the proof of Theorem 4.1, this pointwise ergodic theorem would be established using density argument if we could show the maximal inequality and could find a dense subset on which the pointwise convergence holds. While the maximal inequality now follows easily from the noncommutative transference principle-Theorem 3.1 and the operator-valued version of Stein's spherical maximal inequality-Proposition 4.1 of [12] , a dense subset is difficult to find since a priori the dense subset S contructed in the proof of Theorem 4.1 is not a good candidate for Jones' ergodic theorem due to the fact the sphere measures are singular.
One way to find a dense subset is via spectral method as done in the commutative setting [25] . However as we can see in the Appendix that noncommutative analogue of this approach only works for n ≥ 4. Below we present a method which covers the case n = 3 based on transference principle inspired by the observation in the commutative setting [14] .
We need the following lemma. Fix a W *-dynamical system (M, τ, R n , α).
Lemma 5.2. Let p > 1. Let ϕ be a radial smooth compactly supported function on R n . For r > 0, we define ϕ r (u) =
Proof. We only show the global case. By Lemma 2.2, it suffices to show (α(ϕ r )x− ϕ·F (x)) r ∈ L p (M; c 0 ). Since ϕ is radial, we write ϕ(u) = ϕ 0 (|u|).
Using the fact that ϕ is compactly supported, by polar decomposition and integration by parts, we have 
where the a j 's are chosen inductively so as to have ψ 0 (0) = 1 and then the required number of derivatives to vanish at 0. Let us now define for j ≥ 1,
. Note that ψ j is still the Fourier transform of a radial compactly supported function, and for every ξ ∈ R n , ∞ j=0 ψ j (ξ) = 1.
For j ≥ 0, let m j :=σψ j and σ j,1 =m j . Here σ is the normalized Lebesgue measure on the unit sphere S n−1 Define σ j,r (u) = 1 r n σ j,1 ( u r ). Using these notations, it is easy to check that for any r > 0, we have σ r = ∞ j=0 σ j,r in the distribution sense. The following estimate plays the key role in showing Theorem 5.1.
We put off its proof after we show Theorem 5.1.
Proof. Interpolating estimate (5.1) with the trivial estimate in p = ∞, we have for any n/(n − 1) < p < ∞, there exists a Q p > 0 such that
. Since σ j,1 has compact support, applying the transference principle-Remark 3.5, we have for
Fix one x ∈ L p (M). From this estimate, we see that
which tends vers 0, as J → ∞. Therefore we have (α(σ r )x − F (x)) r>0 ∈ L p (M; c 0 ) due to the fact that L p (M; c 0 ) is complete. Thus by Lemma 2.2 we show that (σ r ) r>0 is a global noncommutative pointwise ergodic family for all n/(n − 1) < p < ∞, n ≥ 3.
The assertion that (σ r ) r>0 is a local noncommutative pointwise ergodic family for all n/(n − 1) < p < ∞, n ≥ 3 can be shown similarly, just by replacing F (x) by x in the previous arguments. Now let us show Proposition 5.3. We will show estimate (5.1) by establishing the end-point estimates p = 1, 2 and then using noncommutative version of Marcinkiewicz interpolation theorem. It is worth to mention that contrary to the at most one-page proof of classical Marcinkiewicz interpolation theorem, the proof of noncommutative analogue is quite delicate. It was first shown in [18] , then was improved or further generalized in [3] [7] . Using the noncommuative Marcinkiewicz interpolation theorem, we are reduced to show the end-point estimates.
As in the commutative setting, this estimate follows essentially from the operator-valued Hardy-Littlewood maximal inequality and the fact that for any M > n, there exists C M < ∞ such that
It is worth to mention that due to noncommutativity, elementary inequalities such as |x + y| ≤ |x| + |y| do not hold, so we can not just copy the classical arguments. See for instance Theorem 4.3 of [5] .
Lemma 5.5. For any j ≥ 0 and f ∈ L 2 ((R n )⊗M)), we have
Proof. For j = 0, the method in showing Lemma 5.4 applies. We only need to show j ≥ 1. By density, it suffices to show the desired estimate for S + M -valued Schwartz function f . We consider the following two column g-functions:
By the fundamental theorem of calculus, we deduce that
Hence by triangle inequality and Hölder inequality, we have
The last inequality is due to the fact that f ε,j (x) 2 1/2 1 tends to 0 as ε tends to ∞ by Lebesgue dominated theorem. The rest of the arguments are similar to those in classical setting [26] or [14] . That is, based on the estimates
using Plancherel's theorem and the properties of ψ j to finish the proof. We omit the details.
Appendix
In this Appendix, we present the spectral method to find a dense subset in order to prove noncommutative pointwise ergodic theorems, which might be useful in other cases when the transference principle is not available, for instance, when the underlying group is not amenable.
To prove the pointwise ergodic theorem, we first need the following maximal ergodic inequality, which follows from the noncommutative transference principle-Theorem 3.1 and the operator-valued version of Stein's spherical maximal inequality-Proposition 4.1 of [12] . Let (M, τ, R n , α) be a fixed W *-dynamical system. Theorem 6.1. Let n ≥ 3 and p > n/(n − 1). Let x ∈ L p (M). Then there exists a constant C p,n such that
Let K n := SO(n) denote the rotation group. The Euclidean motion group G n := R n ⋊ K n with group law of G n given by
of M (R n , K n ). Consequently, every symmetric (self-adjoint) measure µ in M (R n , K n ) is mapped to a self-adjoint operator on L 2 (M), whose spectrum is the set {ϕ s (µ) : s ∈ Σ α }. As a consequence, we have the following spectral decomposition, α(σ r ) = s∈Σα ϕ s (r)de s . (6.2) Moreover, we need the following asymptotic estimates of spherical functions. where C ε,n is a positive constant independent of r.
The estimates follow from the standard expansion of the Bessel functions at infinity. See for instance Appendix B.7 of [9] for detailed informations. Theorem 6.3. Let n ≥ 4. Let x ∈ L p (M). The family α(σ r )x converges to F (x), b.a.u for n/(n − 1) < p < ∞ as r → ∞.
Proof. Let us first prove the case p = 2. Note that L 2 (M) is the orthogonal sum of three closed subspace: H 1 = the space of operators invariant under each α(σ r ), H Σ = the space of operators whose spectral measure is supported in the Bessel spectrum, and finally, H 0 = the space of operators in the kernel of each α(σ r ). Clearly, in the first and the third subspace we have α(σ r )x − F (x) = 0. Hence by Lemma 2.2, it suffices to prove (α(σ r )x) r>1 ∈ L 2 (M; c 0 ) for x ∈ H Σ . By the maximal ergodic theorem-Theorem 6.1, it suffices to prove (α(σ r )x) r>1 ∈ L 2 (M; c 0 ) for x in some dense set of H Σ . Indeed, suppose we have (α(σ r )y) r>1 ∈ L 2 (M; c 0 ) for all y in a dense set of H Σ . Then for fixed x ∈ H Σ , for any δ > 0, there exists a y in the dense subset of H Σ , such that x − y 2 ≤ δ. Therefore by maximal inequality (6.1) (α(σ r )x) r>1 − (α(σ r )y) r>1 L2(ℓ∞) ≤ C x − y 2 ≤ Cδ. Since δ is arbitrary, (α(σ r )x) r>1 is in the closure of L 2 (M; c 0 ), thus belongs to L 2 (M; c 0 ) because L 2 (M; c 0 ) is closed.
For ε > 0, let H ε be the subspace of operators x ∈ L 2 (M) whose spectral measure de(x), x is supported in Σ ε defined in Lemma 6.2. The dense set of H Σ we shall consider is H ε . For x ∈ H ε , by spectral decomposition (6.2) as well as the spectral estimates (6.3), we have α(σ r )x 2 ≤ sup s∈Σε |ϕ s (r)| x 2 ≤ C ε,n r For other cases p = 2, using again the maximal ergodic theorem-Theorem 6.1, it suffices to prove (α(σ r )x) r>1 ∈ L p (M; c 0 ) for x ∈ L 1 (M) ∩ M, which is a dense subset of L p (M). Without loss of generality, we assume p < 2. Find q and θ such that (2n − 1)/(2n − 2) < q < p and 1/p = (1 − θ)/q + θ/2. Let x ∈ L 1 (M) ∩ M. For any 1 < t < s, by maximal inequality (6.1), (α(σ r )x) t<r<s Lp(ℓ∞) ≤ (α(σ r )x) t<r<s x q (α(σ r )x) t<r<s θ L2(ℓ∞) , which tends to 0 when t tends to ∞ using the result in the case p = 2. Hence (α(σ r )x) r>1 is approximated by (α(σ r )x) 1<r<t 's, therefore belongs to L p (M; c 0 ).
Remark 6.4. The reason why the spectral method only works for n ≥ 4 is due to the fact that estimate (6.4) is not true for n ≤ 3.
