This paper presents the development of an artificial intelligent water demand forecasting model.
INTRODUCTION
Water demand forecasting is of crucial importance in water resource planning and management as it is a prerequisite for optimal allocation of available water resources (Qu et al. ) . City managers and water utilities often rely on water demand forecasts to guide their decision-making on infrastructure investments as well as the scheduling and operation of water distribution systems. For example, longterm forecasts are imperative in providing new water supplies and upgrading the capacity of existing water treatment plants while short-term forecasts guide day-to-day operation of treatment plants and reservoirs to meet daily demands. Accurate water demand forecasts are therefore required for both short-and long-term infrastructure planning, operation and coordination. Moreover, the importance of water demand forecasting in realizing the sustainable development goals (SDGs) has been stressed by the United Nations (UN). The UN in its 2015 water development report called for improvement of water demand models as competing demands may lead to increasingly difficult allocation decisions and restrict the growth of sectors critical to sustainable development (UNESCO ). This implies that, amidst growing demands for fresh water across the globe, sustainable development can only be achieved if competing sources of demand are well defined to enable restoration of the balance between demand and supply. Water demand forecasting therefore provides useful information for promoting a more economical use of water resources and ensuring the sustainability of water distribution systems in the short, medium and long terms. the impacts of each explanatory variable (Firat et al. ; Babel & Shinde ; Toth et al. ) . However, many city managers, consultants and water utilities still assume that water demand will evolve simply as a function of percapita demand and a prognosis of population, although the predictive power of such approaches is deficient under changing conditions (Toth et al. ) . Babel & Shinde () argue on the need to develop improved and city specific water demand models as water demand is influenced not only by population but also by various weather and socioeconomic variables as well as government policies and strategy-related factors, which are often location-based.
Therefore, the need to carefully define, evaluate, understand and model the explanatory variables that directly and indirectly influence water demand is now acknowledged as crucial in obtaining accurate demand forecast. Table 1 presents a list of some relevant studies that have considered weather and socioeconomic variables in water demand forecasting.
Over the past few decades, many techniques have been used in forecasting water demand. These techniques mainly include traditional forecasting techniques such as multivariate regression and time series analysis (Babel et al. ) , system dynamics modelling (Qi & Chang ) , and more recently, advanced computational intelligence techniques like expert systems or agent-based models (Ali et al. ) and artificial neural networks (ANNs; Bennett et al. ) . The application of ANN in water demand forecasting is becoming increasingly popular due to its superiority over traditional techniques and its ability to account for nonlinear patterns observed in real problems (Babel & Shinde ; Kofinas et al. ) .
ANN is capable of learning and analysing data attributes and, thereafter, implementing nonlinear approximation function without any initial assumption on the physics of the system being modelled or its data distributions (Faizollahzadeh Ardabili et al. ). As a result, ANN is now being adopted as an alternative to the traditional methods which are limited due to their linear pre-assumption of the form of the model (Kofinas et al. ) . A review of the capability, implementation and application of ANN in water resources modelling including water demand forecasting is available in Ghalehkhondabi et al. () and Oyebode & Stretch (a) .
Water demand forecasting using ANN is characterized by some complexities. According to Kofinas et al. () , these complexities can be summarized as: (i) inability to adequately extrapolate outside the range of primary (training) data; (ii) diminishing forecast accuracy when lagged values of target variable are used as input; and (iii) disregarding the impacts of other explanatory variables affecting water demand due to the high correlation between future water demand and its historical values. In a comprehensive review of techniques used in forecasting water demand, Oyebode & Stretch (b) noted the non-inclusion of weather-based variables as inputs in most of the studies reviewed. It was further argued that, due to the noninclusion of weather-based variables, most studies in the literature lack a climate variability perspective to water demand modelling. This jeopardizes the opportunity to put in place effective early warning systems and to implement adaptive interventions to deal with variations in water availability and the occurrence of extreme climate-linked events.
The inclusion of climate-based parameters is likely to enhance the outcome of existing water demand forecasting models. This study aims to suggest possible ways of addressing the limitations of ANN in water demand forecasting. First, 
where P is the output of each node, a i is the input value, w i is the weight, and B is the bias. The key objective of ANN training is to reduce the overall error E between the outputs and actual observations by adjusting the weights. The overall error, E, can be mathematically expressed as follows (Mafi & Amirinia ) :
where m is the total number of training patterns and E m can be expressed as follows:
where O n and P n are actual and predicted values for nth output processor, respectively. To be concise, details on the configuration of ANN and its implementation are not presented in this study; however, they are available in the lit-
The study investigates the ability of ANN to forecast monthly water demand considering the nonlinear and dynamic nature of input variables based on climate and socioeconomic factors.
DE training algorithm
DE is a population-based heuristic algorithm for global optimization over continuous spaces. Thus, it can find the optimal weights required for error minimization in ANNs (Ilonen et al. ) . According to Piotrowski (), the classic DE algorithm evolves a population of NP individuals,
A preliminary location of individuals is randomly initiated from a uniform distribution expressed as follows:
where rand j i (0, 1) creates an arbitrary value within the range [0,1] for every component of each individual.
In newer generations, each parent individual (x i,g ) generates an offspring (u i,g ) using a dual-staged approach.
The initial stage involves creating a donor vector (v i,g ) via mutation. In the second stage, a crossover operation is executed between the donor and parent vectors, resulting in an offspring. A parent and an offspring are subjected to a competition-based selection process (greedy selection) and only the superior proceeds to the succeeding generation.
DE/rand/1 mutation strategy with a scaling factor F used in implementing the classic DE can be expressed as follows:
where r 1 , r 2 , and r 3 are randomly chosen integers within the interval [1, NP], such that r 1 ≠ r 2 ≠ r 3 ≠ i, x best,g signifies the most superior individual in the present population at generation g.
A binomial crossover operation is executed on the parent and target vectors after mutation, producing an offspring (u i,g ) and, consequently, requiring the value of a crossover control parameter (CR) to be defined, whence:
The CR values are typically defined within the [0, 1] interval. j rand,i is a randomly chosen integer within the [1, D] interval, as an assurance that an offspring acquires a minimum of one element from a donor vector. Ultimately, the greedy selection between the parent and the offspring is expressed by the following equation:
The DE algorithm typically proceeds with the exploration until a predefined number of iterations is attained. DE is employed to optimize the architecture (complexity) and network parameters of ANN models developed in this study, thus pioneering the application of DE in training multilayer feed-forward ANN models in water demand forecasting.
Feature selection
To develop a model with high degree of accuracy and mini- 
Pearson correlation
Pearson correlation belongs to the class of 'filter' feature selection techniques which are founded on data pre-processing to isolate the features X 1 , …, X p that most impact the target Y . Pearson correlation provides a straightforward approach to filter features based on their correlation coefficient. The Pearson correlation coefficient between a feature X i and the target Y is expressed as follows:
where cov(X i , Y ) represents the covariance, and σ the standard deviation (Mangal & Holm ) . The coefficient is typically bounded within the interval [À1, 1] and applicable to regression and numerical classification problems. The
Pearson correlation thus serves as a quick criterion for ranking features according to the absolute correlation coefficient to the target.
Information gain
Information gain is a symmetric-based index used to rank features. The index computes the number of bits of information gained by an independent variable about a target variable (Karimi et al. ) . Given the entropy is a function of impurity in a training set S, an index, IG, denoting additional information about Y as provided by X can be defined, representing the amount by which the entropy of Y decreases. This index is mathematically expressed as follows:
Information gain is thus founded on the premise that the information gained about the target variable Y after observing an independent variable X is equal to the information gained about X after observing Y . The limitation in using information gain is in its bias towards features with more values even when they are not more informative (Phyu & Oo ).
Symmetrical uncertainty
Symmetrical uncertainty is a feature selection system that operates based on the principle of mutual information. Symmetrical uncertainty measures the correlation, SU , between the features and the target class using the following expression (Karimi et al. ):
where H (X) and H (Y ) are the entropies according to the probability associated with each feature and class value, respectively, and H (X, Y ), the mutual probabilities of all combinations of values of X and Y .
Relief-F attribute
Relief-F attribute is a feature selection technique for detecting conditional dependencies between data attributes and providing an integrated assessment on the attribute estimation in regression and classification-based problems (RobnikŠikonja & Kononenko ). It seeks to draw instances at random, calculate their nearest neighbours, fine-tune a feature weighting vector, and consequently, award additional weight to features that discriminate the instance from neighbours of different classes (Phyu & Oo ) . Mathematically, Relief-F attribute attempts to assign a weight for each feature f using a probabilistic estimate expressed as follows:
Principal component analysis Given a data set of G variables X on every n individuals, X ¼ (x 1 , x 2 , : : : , x G ) such as water consumption-explanatory variables, the aim is to find a new set of variables ξ ξ ξ ξ ξ ¼ (ξ ξ ξ ξ ξ 1 , ξ ξ ξ ξ ξ 2 , : : : , ξ ξ ξ ξ ξ G ), that are linearly related to the X's but are themselves uncorrelated with a declining variance from most significant to least significant:
To apply a condition that the modification is self-orthogonal, the requisite constraints are expressed as follows: The city management seeks to ensure that Ekurhuleni transitions from being a fragmented city to being a 'Deliver- pipes to address high water losses which were mainly due to leaks, theft and metering inaccuracies. As a result, water initially categorized as non-revenue water (i.e. real and apparent water losses) was transformed into revenue water.
MODEL DEVELOPMENT
To identify feature subsets that can describe the water consumption data of the City of Ekurhuleni as good or better than the primary data set, the five feature selection techniques described above were investigated. The feature selection algorithms were implemented by means of a Ranker search method (Witten et al. ) . The features selected by each of the techniques are presented in Table 4 .
The functional relationship between water consumption and the original data set (i.e. all the potential explanatory variables) is expressed below. This is henceforth referred to as 'baseline scenario'.
The data sets were split into two subsets of similar statistical properties with 70% of the data (61 instances) used for model training and the outstanding 30% (26 instances) for validation.
To investigate the performance of the feature selection techniques, a multilayer feed-forward ANN comprising three layers such as one input, one hidden and one output layer was developed. The feature subsets produced by each of the feature selection techniques were used as model inputs in turn. The baseline scenario was also implemented on the ANN. The optimal architecture of the models was established 
Information gain
Principal component analysis The methodological framework developed and implemented for this study is depicted in Figure 3 .
MODEL EVALUATION
To evaluate the predictive capabilities of the models developed using the baseline scenario and feature selection techniques, three statistical measures were applied, namely root-mean-square error (RMSE), Nash-Sutcliffe efficiency index (NSE) and coefficient of determination (R 2 ). The Both NSE and R 2 indicate a better model as their value approaches 1. The mathematical expression for the three statistical measures is expressed as follows:
where N is the number of instances in the set, and P i , O i ,P
and O are the predicted and observed values, and their respective average values.
RESULTS AND DISCUSSION
The performance of the ANN models developed in the study was evaluated based on learning accuracy and model complexity, and the performance evaluation results are presented in Tables 5 and 6. Table 5 compares the performance of the ANN models in reproducing the actual water consumption at the City of Ekurhuleni, while Table 6 presents the optimal model architectures, optimal DE control parameters and ranks for each of the ANN models.
The results show a highly competitive performance amongst the techniques employed in this study, with minimal errors The ANN model developed using the Relief-F attribute technique produced the second-best performance, while those developed using the information gain, principal component analysis and symmetrical uncertainty came third, fourth and fifth, respectively. It is interesting to note that all the ANN models developed using the five feature selection techniques converged better during validation than training, implying that the models do not suffer from the 'curse of dimensionality' and overfitting which typically plagues ANN models (Adeyemo et al. ) . This also suggests that the early stopping criterion was effective in preventing overfitting.
Contrastingly, the ANN developed using the baseline Table 7 shows the contribution of each potential explanatory variable. The contribution of each variable was determined by a total count across the subsets derived from the five feature selection techniques. The results
show that the number of household connections and population contributed the most to model performance, Similarly, RH appeared in the subsets of the third-and fourth-best models. These results suggest that, besides 
CONCLUSIONS AND FUTURE WORK
The capability of five feature selection techniques in finding the optimal subset of features for a water demand forecasting model has been investigated in this study. The performance of the subsets generated by the five feature selection techniques was compared to that of a baseline scenario comprising eight potential explanatory variables, totalling six scenarios. The aim was to develop an improved and reliable municipal water demand model that accounts for the impacts of weather and socioeconomic variations.
HDI was introduced for the first time in water demand forecasting as a socioeconomic variable and used alongside weather-, population-and water demand-based variables. 
