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Abstract
In this paper, we consider the following p-Laplacian multipoint boundary value problem on time scales:(
φp
(
u(t)
))∇ + a(t)f (t, u(t))= 0, t ∈ [0, T ]T,
φp
(
u(0)
)= n−2∑
i=1
aiφp
(
u(ξi)
)
, u(T ) =
n−2∑
i=1
biu(ξi ),
where φp(s) = |s|p−2s, p > 1, ξi ∈ [0, T ]T, 0 < ξ1 < ξ2 < · · · < ξn−2 < ρ(T ). By using fixed point index, we provide some
sufficient conditions for the existence of multiple positive solutions to the above boundary value problem. Especially, the nonlinear
term f (t, u) is allowed to change sign. As an application, an example is given to demonstrate our result.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The theory of time scales was initiated by Stefan Hilger [7] as a means of unifying and extending theories from
differential and difference equations. The study of time scales has lead to several important applications in the study
of insect population models, neural networks, heat transfer, and epidemic models, see, for example [1,3,10,16].
p-Laplacian problems with two-point, multipoint boundary value conditions for differential equations and finite
difference equations have already been studied extensively, for example, one can refer to [9,12,13,17,18].
However, little work has been done on the existence of positive solutions for p-Laplacian problem on time scales,
for these works, one can refer to [6,8,14,15]. But almost all of these works only considered the p-Laplacian equations
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of p-Laplacian equations with sign changing nonlinearity on time scales.
In this paper, by using different method, we will discuss the existence of multiple positive solutions for the follow-
ing p-Laplacian multipoint boundary value problem on time scales:(
φp
(
u(t)
))∇ + a(t)f (t, u(t))= 0, t ∈ [0, T ]T, (1)
φp
(
u(0)
)= n−2∑
i=1
aiφp
(
u(ξi)
)
, u(T ) =
n−2∑
i=1
biu(ξi), (2)
where φp(s) = |s|p−2s, p > 1, ξi ∈ [0, T ]T, 0 < ξ1 < ξ2 < · · · < ξn−2 < ρ(T ).
By means of fixed point index, some new results are obtained for the existence of at least two positive solutions
to the boundary value problem (1), (2) on time scales. It is noted that the nonlinear term f (t, u) is allowed to change
sign.
The remainder of the paper is organized as follows. In Section 2, we present some preliminaries for our paper.
In Section 3, we first give some lemmas which are needed throughout this paper, then we give the main results of
our paper which generalize and extend the corresponding works in the references. Lastly, we give an example to
demonstrate our results.
2. Preliminaries
For convenience, we list the following definitions and theorems which can be found in [2–4,7]. Let T be a time
scale which has the subspace topology inherited from the standard topology on R. For each interval I of R, we define
IT = I ∩ T.
Definition 2.1. Let T be a closed nonempty subset of R. For t ∈ T, the forward jump operator σ and the backward
jump operator ρ are defined, respectively, by
σ(t) = inf{τ ∈ T | τ > t} ∈ T, ρ(t) = sup{τ ∈ T | τ < t} ∈ T.
In this definition, one puts inf∅ = sup T and sup∅ = inf T. If σ(t) > t , t is said to be right-scattered, and if ρ(r) < r ,
r is said to be left-scattered. If σ(t) = t , t is said to be right-dense, and if ρ(r) = r , r is said to be left-dense. If T
has a right-scattered minimum m, define Tk = T −{m}; otherwise, set Tk = T. If T has a left-scattered maximum M ,
define Tk = T − {M}; otherwise, set Tk = T.
Definition 2.2. For x : T → R and t ∈ Tk, the delta derivative of x(t) is defined to be the number x(t) (provided that
it exists) with the property that, for any ε > 0, there is a neighborhood U ⊂ T of t such that∣∣[x(σ(t))− x(s)]− x(t)[σ(t)− s]∣∣< ε∣∣σ(t)− s∣∣,
for all s ∈ U .
For x : T → R and t ∈ Tk, the nabla derivative of x(t) is defined to be the number x∇(t) (provided that it exists)
with the property that, for any ε > 0, there is a neighborhood V ⊂ T of t such that∣∣[x(ρ(t))− x(s)]− x∇(t)[ρ(t)− s]∣∣< ε∣∣ρ(t)− s∣∣,
for all s ∈ V .
If T = R, then x(t) = x∇(t) = x′(t). If T = Z, then x(t) = x(t + 1) − x(t) is the forward difference operator,
while x∇(t) = x(t)− x(t − 1) is the backward difference operator.
Definition 2.3. If F(t) = f (t), then we define the delta integral by
t∫
f (s)s = F(t)− F(a).a
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t∫
a
f (s)∇s = Φ(t)−Φ(a).
Definition 2.4. A function is ld-continuous provided it is continuous at left-dense points in T and its right-sided limit
exists (finite) at right-dense points in T. If T = R, then f is ld-continuous if and only if f is continuous. If T = Z,
then any function is ld-continuous. It is know [2] that if f is ld-continuous, then there is a function F(t) such that
F∇(t) = f (t), in this case, we have
b∫
a
f (τ )∇τ = F(b)− F(a).
Throughout this paper, we assume T is closed subset of R with 0 ∈ Tk, T ∈ Tk.
Theorem 2.5. (See [2].) Let f : T → R, t ∈ TK, then the following hold.
(i) If f is ∇-differentiable at t , then f is continuous at t .
(ii) If f is continuous at t and t is left-scattered, then f is ∇-differentiable at t and
f ∇(t) = f (ρ(t))− f (t)
ρ(t)− t .
(iii) If t is left-dense, then f is ∇-differentiable at t if and only if the limit
lim
s→t
f (t)− f (s)
t − s
exists as a finite number. In this case, f ∇(t) = lims→t f (t)−f (s)t−s .(iv) If f is ∇-differentiable at t , then
f
(
ρ(t)
)= f (t)+ [ρ(t)− t]f ∇(t).
Theorem 2.6. (See [4].) Let K be a cone in a Banach space X. Let D be an open bounded subset of X with DK =
D ∩K 
= ∅ and DK 
= K. Assume A : DK → K is a completely continuous map such that x 
= Ax for x ∈ ∂DK . Then
the following results hold.
(1) If ‖Ax‖ ‖x‖, x ∈ ∂DK , then iK(A,DK) = 1.
(2) If there exists e ∈ K \ {0} such that x 
= Ax + λe, ∀x ∈ ∂DK and λ > 0, then iK(A,DK) = 0.
(3) Let U be open in X, such that U ⊂ DK . If iK(A,DK) = 1, iK(A,UK) = 0, then A has a fixed point in DK \UK .
Then the same result holds if iK(A,DK) = 0, and iK(A,UK) = 1, where iK(A,DK) denotes a fixed point index.
3. Main results
Let E = Cld([0, T ]T,R) be the set of all ld-continuous functions from [0, T ]T to R. For u ∈ E = Cld([0, T ]T,R),
we define the norm ‖u‖ = supt∈[0,T ]T |u(t)|, then E is a Banach space. We define two cones by
P = {u: u ∈ E, u(t) 0, t ∈ [0, T ]T}
and
P ′ = {u: u ∈ E,u is concave, nonnegative and decreasing on [0, T ]T}.
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tiable on TK ∩ TK, u∇ : TK ∩ TK → R is continuous, and u satisfies (1), (2). If u∇  0 on [0, T ]TK∩TK , then we
say u is concave on [0, T ]T.
To obtain the main results, we list the following hypotheses:
(H1) ai, bi ∈ [0,∞), ∑n−2i=1 ai < 1, 0 <∑n−2i=1 bi < 1.
(H2) f : [0, T ]T × [0,∞) → R is continuous, a ∈ Cld([0, T ]T, [0,+∞)) with
∫ ξ1
0 a(τ)∇τ > 0.
Lemma 3.1. If u ∈ P ′ and it satisfies (2), then
inf
t∈[0,T ]T
u(t) γ1‖u‖, (3)
where γ1 =∑n−2i=1 bi(1 − ξiT ).
Proof. By u ∈ P ′ and Lemma 4.1 in [5], we get
u(t) T − t
T
‖u‖, t ∈ [0, T ]T,
and so u(ξi) T−ξiT ‖u‖.
By boundary value condition u(T ) =∑n−2i=1 biu(ξi), we have
inf
t∈[0,T ]T
u(t) = u(T ) =
n−2∑
i=1
biu(ξi)
n−2∑
i=1
bi
T − ξi
T
‖u‖ = γ1‖u‖.
Thus, Lemma 3.1 is proved. 
Let K = {u: u ∈ E,u is nonnegative and decreasing on [0, T ]T, mint∈[0,T ]T u(t) γ ‖u‖}, where
γ = γ1γ2, γ2 =
∑n−2
i=1 biφq(
∫ ξi
0 a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1−∑n−2i=1 ai )(T − ξi)
(T −∑n−2i=1 biξi)φq(∫ T0 a(τ)∇τ + ∑n−2i=1 ai ∫ ξi0 a(τ)∇τ1−∑n−2i=1 ai )
.
Note that u is a solution of boundary value problem (1), (2) if and only if
u(t) =
T∫
t
φq
[ s∫
0
a(τ)f
(
τ,u(τ)
)∇τ −B]s + ∑n−2i=1 bi ∫ Tξi φq [∫ s0 a(τ)f (τ,u(τ ))∇τ −B]s
1 −∑n−2i=1 bi , (4)
where
B = −
∑n−2
i=1 ai
∫ ξi
0 a(τ)f (τ,u(τ ))∇τ
1 −∑n−2i=1 ai , φq = φ−1p ,
1
p
+ 1
q
= 1.
We define the operators F : P → E and S : K → E as follows
(Fu)(t) =
T∫
t
φq
[ s∫
0
a(τ)f
(
τ,u(τ)
)∇τ −B]s + ∑n−2i=1 bi ∫ Tξi φq [∫ s0 a(τ)f (τ,u(τ ))∇τ −B]s
1 −∑n−2i=1 bi , (5)
(Su)(t) =
T∫
t
φq
[ s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜]s + ∑n−2i=1 bi ∫ Tξi φq [∫ s0 a(τ)f+(τ, u(τ ))∇τ − B˜]s
1 −∑n−2i=1 bi , (6)
where
B˜ = −
∑n−2
i=1 ai
∫ ξi
0 a(τ)f
+(τ, u(τ ))∇τ
1 −∑n−2 a ,i=1 i
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f+
(
t, u(t)
)= max{f (t, u(t)),0}, t ∈ [0, T ]T.
Lemma 3.2. S : K → K is completely continuous.
Proof. It is easy to see that K is a cone in E. By f+  0, we get
s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜ = s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ + ∑n−2i=1 ai ∫ ξi0 a(τ)f+(τ, u(τ ))∇τ
1 −∑n−2i=1 ai  0.
Therefore,
φq
[ s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜] 0.
This together with (6) imply that (Su)(t) 0 and Su is decreasing on [0, T ]T. From
(Su)(t) = φq
(
B˜ −
t∫
0
a(s)f+
(
s, u(s)
)∇s),
we know that (Su) is decreasing on [0, T ]TK .
(1) If t is a left-scatter point, by Theorem 2.5, we have
(Su)∇(t) = (Su)
(ρ(t))− (Su)(t)
ρ(t)− t  0.
(2) If t is a left-dense point, by Theorem 2.5, we have
(Su)∇(t) = lim
s→t
(Su)(t)− (Su)(s)
t − s  0.
From (1) and (2), we have (Su)∇(t) 0, t ∈ [0, T ]TK∩TK . It is easy to check that Su satisfies (2). Hence, Lemma 3.1
implies S : K → K .
Next we shall prove that S is completely continuous.
(i) From the continuity of f and a ∈ Cld([0, T ]T, [0,+∞)), we obtain that S is continuous.
(ii) Let D be a bounded closed convex set in K , then there exists c > 0 such that ‖u‖ c for u ∈ D. This together
with the continuity of f implies
B˜ = −
∑n−2
i=1 ai
∫ ξi
0 a(τ)f
+(τ, u(τ ))∇τ
1 −∑n−2i=1 ai
is bounded, and so there exists L> 0 such that
s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜  T∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜  φp(L).
Consequently,
‖Su‖ = Su(0)
=
T∫
φq
[ s∫
a(τ)f+
(
τ,u(τ)
)∇τ − B˜]s + ∑n−2i=1 bi ∫ Tξi φq [∫ s0 a(τ)f+(τ, u(τ ))∇τ − B˜]s
1 −∑n−2i=1 bi0 0
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0
φq
[ s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜]s + ∑n−2i=1 bi
1 −∑n−2i=1 bi
T∫
0
φq
[ s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜]s
= 1
1 −∑n−2i=1 bi
T∫
0
φq
[ s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜]s  LT
1 −∑n−2i=1 bi .
(iii) Let t1, t2 ∈ [0, T ]T and u ∈ D. Then∣∣(Su)(t2)− (Su)(t1)∣∣
=
∣∣∣∣∣
T∫
t2
φq
[ s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜]s − T∫
t1
φq
[ s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜]s∣∣∣∣∣
=
∣∣∣∣∣
t1∫
t2
φq
[ s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜]s∣∣∣∣∣ L|t2 − t1|.
From (i)–(iii) together with the Arzela–Ascoli theorem, we can conclude that S : K → K is completely continuous.
The proof is completed. 
Lemma 3.3. (See [11].) Let Kρ = {x ∈ K: ‖x‖ < ρ} and Ωρ = {x ∈ K: mint∈[0,T ]T x(t) < γρ}. Then Ωρ has the
following properties:
(a) Ωρ is open relative to K ,
(b) Kγρ ⊂ Ωρ ⊂ Kρ ,
(c) x ∈ ∂Ωρ if and only if mint∈[0,T ]T x(t) = γρ,
(d) if x ∈ ∂Ωρ , then γρ  x(t) ρ, for t ∈ [0, T ]T.
Let
1
m
= φq
( T∫
0
a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1 −∑n−2i=1 ai
)
· T −
∑n−2
i=1 biξi
1 −∑n−2i=1 bi , (7)
1
M
=
∑n−2
i=1 biφq(
∫ ξi
0 a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1−∑n−2i=1 ai )(T − ξi)
1 −∑n−2i=1 bi . (8)
Remark. By (H1) we know that 0 <m,M < +∞, Mγ = Mγ1γ2 = mγ1 <m.
Lemma 3.4. If f satisfies the following condition
f (t, u) φp(mρ), (t, u) ∈ [0, T ]T × [0, ρ], u 
= Su, u ∈ ∂Kρ, (9)
then
iK(S,Kρ) = 1.
Proof. If u ∈ ∂Kρ , then from (9) we have
s∫
a(τ)f+
(
τ,u(τ)
)∇τ − B˜ = s∫ a(τ)f+(τ,u(τ))∇τ + ∑n−2i=1 ai ∫ ξi0 a(τ)f+(τ, u(τ ))∇τ
1 −∑n−2i=1 ai0 0
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s∫
0
a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τφp(mρ)
1 −∑n−2i=1 ai
= φp(mρ)
( s∫
0
a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1 −∑n−2i=1 ai
)
.
So
φq
( s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜)mρφq
( s∫
0
a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1 −∑n−2i=1 ai
)
mρφq
( T∫
0
a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1 −∑n−2i=1 ai
)
.
From (6) and (7), we get
(Su)(t) =
T∫
t
φq
[ s∫
0
a(τ)f+
(
τ,u(τ)
)∇τ − B˜]s + ∑n−2i=1 bi ∫ Tξi φq [∫ s0 a(τ)f+(τ, u(τ ))∇τ − B˜]s
1 −∑n−2i=1 bi
mρφq
( T∫
0
a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1 −∑n−2i=1 ai
)( T∫
0
s +
∑n−2
i=1 bi
∫ T
ξi
s
1 −∑n−2i=1 bi
)
= mρφq
( T∫
0
a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1 −∑n−2i=1 ai
)(
T +
∑n−2
i=1 bi
1 −∑n−2i=1 bi (T − ξi)
)
= mρφq
( T∫
0
a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1 −∑n−2i=1 ai
)
· T −
∑n−2
i=1 biξi
1 −∑n−2i=1 bi = ρ.
This implies that ‖Su‖ ‖u‖, u ∈ ∂Kρ . By Theorem 2.6(1), we have iK(S,Kρ) = 1. The proof is completed. 
Lemma 3.5. If f satisfies the following condition
f (t, u) φp(Mγρ), (t, u) ∈ [0, T ]T × [γρ,ρ], u 
= Su, u ∈ ∂Ωρ, (10)
then
iK(S,Ωρ) = 0.
Proof. Let e(t) ≡ 1, t ∈ [0, T ]T, then e ∈ ∂K1. Next we shall prove that
u 
= Su+ λe, u ∈ ∂Ωρ λ > 0.
In fact, if it is not so, then there exist u0 ∈ ∂Ωρ , λ0 > 0 such that u0 = Su0 + λ0e. Then from (10), we obtain
s∫
0
a(τ)f+
(
τ,u0(τ )
)∇τ − B˜ = s∫
0
a(τ)f+
(
τ,u0(τ )
)∇τ + ∑n−2i=1 ai ∫ ξi0 a(τ)f+(τ, u0(τ ))∇τ
1 −∑n−2i=1 ai
 φp(Mγρ) ·
s∫
0
a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τφp(Mγρ)
1 −∑n−2i=1 ai
= φp(Mγρ)
( s∫
a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1 −∑n−2i=1 ai
)
.0
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φq
( s∫
0
a(τ)f+
(
τ,u0(τ )
)∇τ − B˜)Mγρφq
( s∫
0
a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1 −∑n−2i=1 ai
)
.
From (6) and (8), we get
u0(t) = (Su0)(t)+ λ0  (Su0)(T )+ λ0 
∑n−2
i=1 bi
∫ T
ξi
Mγρφq(
∫ s
0 a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1−∑n−2i=1 ai )s
1 −∑n−2i=1 bi + λ0
=
Mγρ
∑n−2
i=1 bi
∫ T
ξi
φq(
∫ ξi
0 a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1−∑n−2i=1 ai )s
1 −∑n−2i=1 bi + λ0
= Mγρ ·
∑n−2
i=1 biφq(
∫ ξi
0 a(τ)∇τ +
∑n−2
i=1 ai
∫ ξi
0 a(τ)∇τ
1−∑n−2i=1 ai )(T − ξi)
1 −∑n−2i=1 bi + λ0 = γρ + λ0.
This together with Lemma 3.3(c) imply that
γρ  γρ + λ0,
a contradiction. Hence, it follows from Theorem 2.6(2) that iK(S,Ωρ) = 0. The proof is completed. 
Now, we state and prove our existence results for the problem (1), (2).
Theorem 3.6. Suppose that one of the following conditions holds.
(H3) There exist ρ1, ρ2 and ρ3 ∈ (0,+∞), with ρ1 < γρ2, and ρ2 < ρ3 such that
(i) f (t, u) φp(mρ1), (t, u) ∈ [0, T ]T × [0, ρ1];
(ii) f (t, u)  0 (t, u) ∈ [0, T ]T × [γρ1, ρ3], moreover, f (t, u)  φp(Mγρ2), (t, u) ∈ [0, T ]T × [γρ2, ρ2],
x 
= Sx, x ∈ ∂Ωρ2 ;
(iii) f (t, u) φp(mρ3), (t, u) ∈ [0, T ]T × [0, ρ3].
(H4) There exist ρ1, ρ2 and ρ3 ∈ (0,+∞), with ρ1 < ρ2 < γρ3, such that
(i) f (t, u) φp(Mγρ1), (t, u) ∈ [0, T ]T × [γ 2ρ1, ρ2];
(ii) f (t, u) φp(mρ2), (t, u) ∈ [0, T ]T × [0, ρ2], x 
= Sx, x ∈ ∂Kρ2 ;
(iii) f (t, u) 0, (t, u) ∈ [0, T ]T × [γρ2, ρ3], moreover, f (t, u) φp(Mγρ3), (t, u) ∈ [0, T ]T × [γρ3, ρ3].
Then (1), (2) has at least two positive solutions u1 and u2.
Proof. Assume (H3) holds, we show that S has a fixed point u1 either in ∂Kρ1 or u1 in Ωρ2 \ Kρ1 . If u 
= Su,
u ∈ ∂Kρ1 ∪ ∂Kρ3 , by Lemmas 3.4 and 3.5, we have
iK(S,Kρ1) = 1, iK(S,Ωρ2) = 0, iK(S,Kρ3) = 1.
By Lemma 3.3(b) and ρ1 < γρ2, we have Kρ1 ⊂ Kγρ2 ⊂ Ωρ2 . By Theorem 2.6(3), we have S has a fixed point
u1 ∈ Ωρ2 \Kρ1 . Similarly, S has a fixed point u2 ∈ Kρ3 \Ωρ2 . Clearly,
‖u1‖ > ρ1, min
t∈[0,T ]T
u1(t) = u1(T ) γ ‖u1‖ > γρ1.
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f (t, u1(t)). Hence,
Su1 = Fu1.
That means u1 is a fixed point of F . From u2 ∈ Kρ3 \ Ωρ2 , ρ2 < ρ3 and Lemma 3.3(b), we have Kγρ2 ⊂ Ωρ2 ⊂ Kρ3 .
Obviously, ‖u2‖ > γρ2. This implies that
min
t∈[0,T ]T
u2(t) = u2(T ) γ ‖u2‖ > γ 2ρ2.
Therefore,
γ 2ρ2  u2(t) ρ3, t ∈ [0, T ]T.
By ρ1 < γρ2 and (H3)(ii), we get f (t, u2(t)) 0, t ∈ [0, T ]T, i.e.
f+
(
t, u2(t)
)= f (t, u2(t)).
So u2 is another fixed point of F . Thus, we have proved that (1), (2) has at least two positive solutions u1 and u2.
The proof is similar when (H4) holds. The proof is completed. 
By a similar argument to that of Theorem 3.6, we can obtain the following new results on existence of at least one
positive solution of (1), (2).
Theorem 3.7. Suppose that one of the following conditions holds.
(H5) There exist ρ1, ρ2 ∈ (0,+∞) with ρ1 < γρ2 such that
(i) f (t, u) φp(mρ1), (t, u) ∈ [0, T ]T × [0, ρ1];
(ii) f (t, u) 0 (t, u) ∈ [0, T ]T × [γρ1, ρ2], moreover, f (t, u) φp(Mγρ2), (t, u) ∈ [0, T ]T × [γρ2, ρ2].
(H6) There exist ρ1, ρ2 ∈ (0,+∞) with ρ1 < ρ2 such that
(i) f (t, u) φp(Mγρ1), (t, u) ∈ [0, T ]T × [γ 2ρ1, ρ2];
(ii) f (t, u) φp(mρ2), (t, u) ∈ [0, T ]T × [0, ρ2].
Then (1), (2) has at least one positive solution.
Example 3.1. Let T = {1 − ( 12 )N0} ∪ { 13 ,1}, N0 denotes the set of all nonnegative integers. Take a1 = 23 , a2 = 14 ,
b1 = 13 , b2 = 12 , ξ1 = 13 , ξ2 = 12 , T = 1, p = q = 2 and a(t) ≡ 1, t ∈ [0, T ]T.
Consider the boundary value problem⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(
u(t)
)∇ + f (t, u(t))= 0, t ∈ [0,1]T,
u(0) = 1
4
u
(
1
2
)
+ 2
3
u
(
1
3
)
,
u(1) = 1
2
u
(
1
2
)
+ 1
3
u
(
1
3
)
.
By calculating, we obtain
γ1 =
2∑
i=1
bi
(
1 − ξi
T
)
= 17
36
,
γ2 =
∑2
i=1 biφq(ξi +
∑2
i=1 aiξi
1−∑2i=1 ai )(T − ξi)
(T −∑2i=1 biξi)φq(T + ∑2i=1 aiξi1−∑2i=1 ai )
= 468
713
,
1
m
= φq
(
T +
∑2
i=1 aiξi
1 −∑2 a
)
· T −
∑2
i=1 biξi
1 −∑2 b = 71336 ,i=1 i i=1 i
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M
=
∑2
i=1 biφq(ξi +
∑2
i=1 aiξi
1−∑2i=1 ai )(T − ξi)
1 −∑2i=1 bi = 13,
γ = γ1γ2 = 221713 , Mγ =
1
13
· 221
713
<
36
713
= m.
Let ρ1 = 1, ρ2 = 4, ρ3 = 7, then γρ1 < ρ1 < γρ2 < ρ2 < ρ3. We define a sign changing nonlinearity as follows:
f (t, u) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(u− 221713 )3 × 36713 t3, t ∈ [0, T ]T, u ∈ [0, 221713 ];
36
713 t
3 sin( 713492
π
2 u− 221492 π2 ), t ∈ [0, T ]T, u ∈ [ 221713 ,1];
36
713 t
3[ 884171 − 713171u] + 68713 [ 713171u− 713171 ], t ∈ [0, T ]T, u ∈ [1, 884713 ];
68
713 + 797843 t3(u− 884713 )2, t ∈ [0, T ]T, u ∈ [ 884713 ,4];
68
713 + 797843 t3(4 − 884713 )2[1 + (u− 4)(7 − u)], t ∈ [0, T ]T, u ∈ [4,+∞).
Then, by the definition of f , we have that
(i) f (t, u) φp(mρ1) = 36713 , (t, u) ∈ [0, T ]T × [0, ρ1];
(ii) f (t, u) 0, (t, u) ∈ [0, T ]T × [γρ1, ρ3], moreover, f (t, u) φp(Mγρ2) = 68713 , (t, u) ∈ [0, T ]T × [γρ2, ρ2];
(iii) f (t, u) φp(mρ3) = 252713 , (t, u) ∈ [0, T ]T × [0, ρ3].
By (6), we have
B˜ = −
∑n−2
i=1 ai
∫ ξi
0 f
+(τ, u(τ ))∇τ
1 −∑n−2i=1 ai = −3
1/2∫
0
f+
(
τ,u(τ)
)∇τ − 8 1/3∫
0
f+
(
τ,u(τ)
)∇τ,
(Su)(t) =
T∫
t
φq
[ s∫
0
f+
(
τ,u(τ)
)∇τ − B˜]s + ∑n−2i=1 bi ∫ Tξi φq [∫ s0 f+(τ, u(τ ))∇τ − B˜]s
1 −∑n−2i=1 bi
=
1∫
t
( s∫
0
f+
(
τ,u(τ)
)∇τ − B˜)s + 3 1∫
1/2
( s∫
0
f+
(
τ,u(τ)
)∇τ)s
+ 2
1∫
1/3
( s∫
0
f+
(
τ,u(τ)
)∇τ)s − 17
6
B˜.
Since
f (t, u) 140
713
, u ∈ [0,4], t ∈ [0, T ]T,
for u ∈ ∂K4, we have
‖Su‖ = Su(0)
=
1∫
0
( s∫
0
f+
(
τ,u(τ)
)∇τ)s + 3 1∫
1/2
( s∫
0
f+
(
τ,u(τ)
)∇τ)s + 2 1∫
1/3
( s∫
0
f+
(
τ,u(τ)
)∇τ)s − 23
6
B˜
=
1∫ ( s∫
f+
(
τ,u(τ)
)∇τ)s + 3 1∫ ( s∫ f+(τ,u(τ))∇τ)s
0 0 1/2 0
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1∫
1/3
( s∫
0
f+
(
τ,u(τ)
)∇τ)s + 23
6
[
3
1/2∫
0
f+
(
τ,u(τ)
)∇τ + 8 1/3∫
0
f+
(
τ,u(τ)
)∇τ]
 140
36
< 4 = ‖u‖.
This implies Su 
= u, for u ∈ ∂K4. Thus, (H3) of Theorem 3.6 is satisfied. Then the boundary value problem above
has two positive solutions u1, u2 satisfying
‖u1‖ 4, ‖u2‖ > 4.
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