Orities protocol [261 9 13i 9 161 7 and the mu1tiaccess protocol [25] are examples of protocols in this category.
A Window Protocol for Transmission of Time-Constrained Messages
Abstract-In this paper, we propose and study a new window protocol suitable for transmitting time-constrained messages in a multiaccess network. Our protocol differs from traditional window protocols in that it explicitly takes time constraints into account. In our protocol, the window is formed based on the latest time to send a message (LS). A major advantage of our window protocol is that a newly arriving message is immediately considered for transmission if its LS is less than that of all pending messages in the system. As a result, our new protocol closely approximates the optimal minimum-laxity-first policy. A performance evaluation through simulation shows that the new window protocol performs well in a wide range of environments, even under overloaded conditions. ate without taking past history of the channel into account. This category includes ALOHA [l] and various CSMA and CSMS/CD protocols [ 101. 2) Inference seeking protocols: These protocols make inference on the collision history, and usually solve collisions by partitioning some parameter space of the messages. Various tree, window, stack, and urn protocols [2] , [41, [5] , [71, [81, [ll] , [131, [31] -1331 belong to this category.
3) Deterministic or Collision -free protocols: These protocols work in such a way that collisions do not occur at all. The time division multiple-access protocols (TDMA), the bit-map protocol [ 121, the broadcast recognition with alternative pri-the length of the ith message being transmitted on the channel is independent of what the ith message is. In other words, the lengths of messages vary with the order in which they are transmitted. They prove that if the channel is not allowed to remain idle when there is a message waiting to be sent, the minimum-laxity-first policy is the best. Their assumptions are restrictive. In our protocol, all of above assumptions are removed. We allow messages to have arbitrary laxities, and allow message lengths to be determined at the instant they arrive, and hence to be invariant with the order in which they are transmitted.
The literature sometimes associates message priority with real-time communication [37] . That is, deadline information is mapped onto a priority. Using priorities is limited because of the fixed number of priority levels available, and because it can be quite difficult to dynamically assign priorities to accurately reflect deadlines of currently active messages.
Our protocol is a window based protocol. We have developed several extensions to the traditional window based protocols including basing the window on a message's latest time to send (LS), and managing the window such that a newly arriving message is immediately considered for transmission if its LS is less than that of all pending messages in the system. As a result, our protocol closely approximates the optimal minimum-laxity-first policy (a real-time scheduling policy). The protocol is also not constrained by arbitrary limits on the number of priority levels, nor is it necessary to perform any dynamic analysis of the relative deadlines (or equivalently laxities or latest time to send) of active messages. Our performance evaluation through simulation shows that the timeconstrained window protocol performs well in a wide range of environments.
The remainder of this paper is organized as follows. Section I1 defines the system model. Section I11 describes the new time-constrained window protocol when no two messages have the same laxity. It is shown that under these circumstances, the protocol accurately implements the minimum-laxity-first transmission policy. Section IV extends the protocol to the case where two or more messages may have the same laxity. Section V presents the results of simulation studies comparing the performance of our protocol to that of two baseline protocols-one ideal protocol, and another known as the VTCSMAICD protocol [34]. The results show that the new window protocol performs very close to the ideal protocol and it performs better than the virtual time CSMA/CD protocol most of the time. Section VI summarizes the conclusions of the paper.
MODEL
In a multiple access network, a set of nodes is connected to one communication channel. At any given time, only one message can be successfully transmitted over the channel. The maximum end-to-end delay for a bit is r . We assume that the time axis is slotted. The length of a slot is defined to be one time unit. Given that the maximum end-to-end delay is 7 , we let the length of a slot be equal to 7. A node can start transmitting a message only at the beginning of a slot. The length of a message is a multiple of the length of a slot. The normalized end-to-end delay a is defined as a = r/Mean of Message Length.
Each message M is characterized as follows:
Identification number of the message I M is a positive integer. At a given instant of time, each message waiting at a node should have a unique identification number. Length L M , which is the total number of time units needed to transmit message M, Deadline DM is the time by which message M must be received by its destination; Latest time to Send the message M , LSM, is equal to DM -L M ; Laxity at time t for message M , LAM(t), is the maximum amount of time the transmission of message M can be delayed given current time t. Therefore, When it is clear from the context, we may omit argument t as well as subscript M in the above expressions. Note that each node maintains a queue of its messages in the order of increasing LS .
From these definitions, it is clear that if we transmit messages in order of their latest time to send, it is equivalent to the maximum-laxity-first transmission policy.
III. THE TIME-CONSTRAINED WINDOW PROTOCOL

A . Problems with Traditional Window Protocols
In traditional window protocols [2], [4] , [5], [7] , [ 131, [3 11, which were not designed for time-constrained communication, each node maintains a data structure called a window. The window simply is a pair of numbers, denoted by [a, b), defining an interval on the axis of some message parameter. Different window protocols use different message parameters, such as message arrival time, node id, etc. Each node continually monitors the channel state, maintaining a current window. If a node senses that the channel is idle and it has a message in the current window, i.e., the message parameter is greater than or equal to a and less than b, it transmits the message. There are three possible outcomes for the transmission. 1) This transmission is successful if only one node transmits. In this case, the node transmitting the message continues the transmission until completion. 2) A collision results if more than one node transmits its message. In this case, all nodes sending the messages abort transmission. Then the window is partitioned or split into two or more smaller windows and the protocol deals with each of these smaller windows separately and recursively. 3) It is also possible that no message is in the current window; hence, no message is transmitted. At this point, every node notices that the channel is idle. In this case, if the wndow resulted from a previous split, the protocol uses the other window. Otherwise, a new larger window is examined. We also note that after there is a collision, most of the traditional window protocols have a policy that a newly arriving message is not allowed to join the competition. That is, a newly arriving message must wait until all the old mes-sages in the (split) windows have been transmitted. With this policy, the number of collisions and the variation in response time may be reduced, and hence it is reasonable when the communication is not time constrained. However, as we will show, this policy is not adequate for time-constrained communication. i .
Let us now consider using the window approach to implement the minimum-laxity-first transmission policy for timeconstrained communication. One may think that it is very simple: set the window along the axis of messages' LS and use the above approach to manage the window. Will this trivial method work? Let us consider the following scenario.
Example 1: Assume that at time t = 0, there are two messages M1 and M2 on different nodes in the system. LSMI = 4 and L S M~ = 16. The length of MI is one time unit and M2 is two time units. Also assume that the initial window size is 20, and hence the initial window is [0,20).
Because both messages are in the window, they are sent out at the same time, causing a collision. Assume that the collision is detected at time t = 1; the nodes abort the transmission. At t = 2, the channel is idle again. Now, with the traditional window technique, the window should be split into two small windows [2,11) and [l 1,20), and then be processed separately. Assume that the protocol deals with the window [2,11) first. Because only M1 is in this window, its transmission is now successful.
The transmission of M1 completes at t = 3 and the channel is idle at t = 4. Assume that while transmitting message M1, a new message, M3, arrives which has an LS of 4 and length 1. According to the traditional window protocol, this message would not take part in the protocol at this time. Hence, the window [ 11,20) is used next, and M2 is transmitted.
The transmission of M2 finishes at t = 6 and the channel becomes idle at t = 7. At this time, the current time t is larger than M3's LS, and hence M3 is lost.
The loss of M3 occurs because the traditional window approach cannot accurately implement the minimum-laxity-first policy if the window is set along the axis of the messages' LS. With the minimum-laxity-first policy, A43 should be transmitted before M2. In the design of our new protocol, this problem is solved. We do this by letting the lower bound of the window equal the current real time t. After a collision, we modify the window size rather than split the window. The method we use to modify the window implements the minimum-laxityfirst policy by allowing a newly arriving message to take part in the protocol immediately after an ongoing message transmission completes, if the new message has its LS in the current window. In this way, the newly arriving messages with small laxities can always be considered early, rather than waiting until all the old messages in the window have been transmitted. This is a major advantage of our protocol.
B . The Time-Constrained Window Protocol Without Laxity Ties
We now present our new protocol in detail. In our protocol, the window has the form [ t , up) where t is the current real time, and up is the upper bound of the current window. We say that a message M is in a window [t,up) if t 5 LSM < up. Messages are queued at each node according to their LS, which is the deadline of the message minus the length of the message. On each node, in addition to the message queue, there is a stack that saves the information needed to resolve contentions, making recursive execution of the protocol possible. Each item of the stack is an integer number U which is the upper bound of a (previous) window. Throughout this section, we assume that at any time t, different messages in the system have different laxities. That is, there is no tie among them. The extension to the case where two or more messages may have the same laxity is discussed in Section IV.
The pseudocode of our window protocol is presented in Fig. 1 . At the time of initialization, the upper bound of the window is set to be t + 6 where t is the current time, and 6 is the protocol parameter for the initial window size. Any node having a message in the window attempts to transmit the message.
At the beginning of each time unit, every node first drops any message from the message queue if its LS is less than the current time t. In addition, the stack on each node is cleared-any item in the stack whose value is less than or equal to the current time t is discarded. Then, each node calls a subroutine get-state to obtain the information on the state of the channel. We define five channel states: 1) channel-collision: Two or more messages are being transmitted over the channel.
2) channel-idle-after-a-collision: The channel is idle now, and there was a collision over the channel one time unit ago.
3) channel-busy: One message is being transmitted over the channel.
4) channel-idle-after-a-successful-transmission:
The channel is idle now, and a message transmission occurred one time unit ago.
5) channel-continuing-idle:
The channel is idle now, and was also idle one time unit ago.
Depending on the channel state, each node takes the following actions.
1) channel-collision: The nodes which are transmitting messages immediately abort transmission. Then, in the next time unit, each node should observe that the channel is in the state of channel-idle-a f ter-a-collision .
2) channel-idle-after-a-~llision: Procedure ContractWindow-andPSend is called. See Fig. 2 for the pseudocode. Each node realizes that two or more messages are in the current window so that the window size should be reduced to resolve the collision. Hence, the upper bound of the window, up, is reduced to t + [(up -t)/21, i.e., the middle point of the old window. Then, a node sends out the collided message again if its LS is in the reduced window.
It is possible for the old value of up to be equal to or less than the current time t.' In this case, Procedure Pop-andPSend is called. For the pseudocode, see Fig. 3 . In this procedure, if the stack is not empty, the upper bound of the window, up, is set to be the value of up which is on the top of the stack. is the parameter for the initial window size, is used. In either case, a message can be sent if its LS is in the new window.
3) channel-busy: The node transmitting the message continues the transmission. The other nodes wait until the transmission completes. A*er the transmission state is chann el-idle-a f ter-a-success f ul-transm ission .
4) channel-idle-after-a-successful-transmission:
Procedure Pop-and-Send is called (see Fig. 3 ). At this point, the message in the current window has been processed.2 That is, This would not be true if a newly arrived message has its LS in the current window. However, because the lower bound of the window is always set to the current time, the new message has a chance to be considered. if the current window resulted from a previous collision, then the protocol extends the window to its original upper bound before the collision. Otherwise, a new window is created with the additional size 6. 5) channel-continuing-idle: Procedure
Expand-Window-andPSend is called. The pseudocode for the procedure is in Fig. 4 . When the channel is in this state, there is no message in the current window. If the stack is empty, each node simply expands the window to increase its size by 6. However, by keeping additional information, we can improve the performance of the protocol. That is, a nontrivial inference can be made if the previous window information is retained. Specifically, if we know that the current window was created from a previous window because a collision occurred, and there is no message in the current window (otherwise the channel cannot be continuously idle), then there should be at least two messages in the interval [up, top(stack) ) where top(stack) indicates the upper bound of the previous window. Thus, if the window is expanded to top(stack), we are guaranteed to have a collision. Knowing this, the new value of up is set to the middle point of the current up and top(stack), i.e., [(up +top(stack))/2], rather than expanding it to the old window's upper bound which is on the top of the stack.
Note that because of the roundup effect, if the old value of up is equal to top(stack)-1, the new value of up will be the same as top(stack). In this case, the top of stack is popped out and that value is used as the new value of up.
Once the new window is determined, if a node has a message with LS in the new window, the node transmits the message.
The next example helps us better understand the general behavior of the time-constrained protocol just presented.
Example 2: Let us take the same scenario as in Example 1. Messages M1 and M2 are in the system at t = 0. M1 has its LS equal to 4 and length 1, and M2 has its LS equal to 16 and length 2. We also assume that the initial window size has been chosen to be 20, i.e., 6 = 20. At t = 0, M1 and M2 both are transmitted over the channel, causing a collision. See At t = 1, the collision is detected. The transmissions of M1 and M2 abort. At t = 2, the channel is idle after the collision. Now, the window size is reduced. The new window is [2, 11) . The old value of up is pushed onto the stack at each node. Top(stack) = 20. Because M1 is in the new window, it is transmitted. See Fig. 5 
(b).
At t = 3 , M3 arrives in the system. Transmission of M1 completes. At t = 4, the channel is idle. The protocol now goes back to the previous window [4, 20) . The stack is empty. Because both M3 and M2 are in the window, they start to be transmitted, causing a collision. See Fig. 5 (c).
At t = 5, the collision is detected. The transmissions of M3 and M2 abort. At t = 6, the channel becomes idle. The window size is reduced. The new window is [6,13). M3 is transmitted. See Fig. 5(d) . Only after the transmission of M3, will M2 be transmitted.
C . Property of the Time-Constrained Protocol Without Laxity Ties
We now show that with the protocol discussed above, the minimum-laxity-first policy is preserved.
Lemma I : At any time t, with the time-constrained window protocol without laxity ties, for any two messages M and M', LAM(t) < LAM,(t) if and only if LSM < LSM,.
Proof: This lemma follows from the definitions of LA(t) and LS.
We say that a message M is in the system at time t if at time t, M has arrived at the system, and M has neither started its successful transmission, nor has it been lost, i.e., M S arrival time 5 t 5 LSM = DM -LM where D M is the message deadline, and LM is the length.
Lemma 2: With the time-constrained window protocol without laxity ties, at any time t , if a message M starts a successful transmission, LSM is the minimum among all the LS values of messages which are in the system at time t .
MI M2
+ The new window = [6, 13) . M3 is to be transmitted.
After the transmission of M3, M2 will have a chance to be transmitted. Proofi Assume at time t, message M starts a successful transmission in a window [t,up) . From the protocol, t 5 LSw <up. If M does not have the minimum LS among all the messages in the system at t, then, there must be another message M' with t 5 LSw, < LSw. Hence, t 5 LSwt < LSM < up. This means that both M and M' are in the window [t,up) . Consequently, the transmission of M cannot be successful. This is a contradiction.
W
Theorem I : The window protocol described in this section preserves the minimum-laxity-first policy. That is, with this protocol, at any time t, if a message M starts its successful transmission, M has the minimum laxity among all the messages which are in the system at time t.
P m f i According to Lemma 2, any message successfully transmitted by the protocol has the minimum LC in the system at the time when the transmission starts. Then, following Lemma 1, this message must also have the minimum W In summary, our new window protocol differs from the traditional ones not only in the semantics given to the time axis of the window, but also in the way we manage the window. As a result, in the case where there is no tie on message laxity, the optimal minimum-laxity-first transmission policy is accurately implemented with our protocol. laxity at the time when its transmission starts.
IV. THE TIME-CONSTRAINED WINDOW PROTOCOL WITH MESSAGE LAXITY TIES
In Section 111, we presented a version of our new window protocol for the case when there is no tie on message laxity. In reality, it is possible that multiple messages (on different nodes) have the same laxity, and hence have the same LS value. Hence, such messages will always cause a collision when they are in a window whose axis is based on messages' LS. Splitting the window, as in a traditional window protocol, or reducing the window size, as we do in our new protocol, cannot break the tie. A practical window protocol must be able to recognize message ties and resolve them. In this section, we extend the time-constrained protocol to handle message laxity ties.
The idea to handle message laxity ties is as follows. At first, all the nodes should be able to recognize the tie at some point in time. Once a tie is recognized, every node involved in the tie randomly modifies its message's LS value between the earliest next channel available time, t + 2, and Dw -L M , to try and resolve the tie. In other words, the messages have their LS value reduced in time in a random fashion in order to resolve the tie. Later we discuss the impact of this policy on accurately emulating the minimum-laxity-first algorithm. 
Return true if the stack is empty.
[5, 10). Top-u(stack) still is 11. Again, no message is in the current window.
At t = 6, the channel is continuing-idle. If we were usCleGly, the messages that have collided in a window are the messages with possible laxity ties. The stack used to maintain the window history now needs to keep information of not only the upper bounds of the windows in which collision occurred, but also the identification numbers of messages which caused the collision. In this way, once a tie is recognized by all the nodes, a node is able to know which of its messages is involved in the tie if any.3 That is, a stack item now is a tuple (U, i ) where U is the upper bound of a window which had a collision and i is the identification number of the message which caused the collision. Note that on different nodes, the values of i represent different messages. In the case that a node has no message involved in a collision, the value of i is zero. The functions and procedures used for the operations on the stack are listed in Table I .
A . Recognition and Resolution of Message Laxity Ties
In a traditional window protocol, a tie is recognized when the window size is reduced to one and there is still a collision. As we will see, in our protocol, due to the style of window management, a tie can be recognized both during window contraction and during window expansion.
I) Recognition and Resolution of Message Laxity Ties During Window Expansion:
In our protocol, a tie can be recognized when a window expands to its upper limit. To help understand this, let us consider the following example.
Example 3: At t = 0, there are two messages, M1 and M2, (on different nodes) in the system. Each message has a unit length. M1 and M2 have LS of 10 (a tie!). Assume that the initial window size is 20, so the initial window is [0, 20) . M1 and M2 both start transmitting, causing a collision. See Fig. 6(a) .
At t = 1, the collision is detected. Transmission of M1 and M2 aborts. At t = 2, the channel is idleafter-the-collision. Each node pushes the old value of up onto stack. Top-u(stack) = 20. The window is reduced. The new window is [2, 11) . Because both M1 and M2 are in the window, they start transmitting, again causing a collision. See Fig. 6(b) .
At t = 3, the collision is detected. The transmission of M1 and M2 aborts. At t = 4, the channel becomes idle-after-the-collision. The old value of up is pushed onto the stacks at each of the nodes. The window is reduced to [4, 8) . Top-u(stack) = 11. No message is in the current window. See Fig. 6(c) .
The details of how this can be done will be explained in the later part of this section. Here, we concentrate on the changes to the stack. ing the version of the protocol for the case of no laxity tie, described in the last section, the window would be expanded to [6, 11) . Because both messages are in the window, they are sent, causing the collision. Then the window would be reduced and expanded as above, until time 10 passes after which both messages, M1 and M2, are lost. From this example, we see that when the channel is in the state of continuing-idle and the current window [t, up) is to be expanded to its upper limit, i.e., the old value of up = top-u(stack) -1, two or more messages may have the same laxity which is equal to top-u(stack)-1. The reason is that two or more messages were in an old window with upper bound of top-u(stack), causing a collision and forcing the upper bound of the old window to be pushed onto the stack. Now that no message is in the window [ t , up) = [ t , top-u(stack) -l), we conclude that the two or more collided messages may have their LS equal to top-u(stack) -1. Contraction or expansion of the window cannot resolve this kind of tie. We propose the following extension to Procedure Expand-Window-and-Send to resolve this kind of tie.
The pseudocode of the extended procedure ExpandWindow-andPSend is shown in Fig. 7 . In the extended Procedure Expand-Window-and-Send, if the value of up is equal to top-u(stack) -1, the expansion of the window stops. A probabilistic scheme is invoked. The messages, which collided in the window with the upper bound of top-u(stack), have their ids equal to top-i(stack) (on different nodes). If such a message exists in a node, the node draws a random real number in the interval of (0, 1). In the case that the random number drawn is larger than P, a protocol parameter, the message is sent. Otherwise, the message's LS is modified for a future consideration of transmission. This is done by assigning LS a random value between the earliest next channel available time, t + 2, and DM -L M , which is the latest time this message could be sent. It is clear that in this version of the protocol, message parameter-LS-is used for the purpose of controlling the transmission. It is initialized to D M -L M .
With the above extension, let us consider the situation in Example 3 again.
Example 3 (continued): See Fig. 8 . Assume the same scenario as described in the original Example 3 until t = 6.
At t = 6, the channel is in the state of continuing-idle. The old value of up is 10 and top-u(stack) = 11. Because top-u(stack) -1 = 10 = up, the probabilistic scheme is invoked. The nodes which have M 1 and M2 draw the random number independently. Assume that based on the random numbers drawn, the node with M1 decides to transmit again and the node with M2 decides to modify M2's LS to 9. M1 is successfully transmitted over the channel. The top of stack is popped as the new value of up. Note that although M2 is still in the window, the protocol explicitly prohibits the transmission of M2 at this time. See Fig. 8(d) .
At t = 7, the transmission of M1 completes. And at t = 8, M 1 Note that if at t = 6, it is decided that both M1 and A42 are to be retransmitted, then a collision would occur. Then, the protocol would recognize the situation and use the same random scheme to try to break the tie again. This process repeats until the tie is actually broken or the messages are lost.
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2) Recognition and Resolution of Message Laxity Ties During Window Contraction:
In our protocol, as in traditional window protocols, a tie can be recognized when the window size is reduced to one and there is still a collision.
When the channel is in the state of channel-idleafter-collision, Procedure Contract-Window-andPSend (for which, the original pseudocode is in Fig. 2 ) is called. In this procedure, the window size is reduced by letting up = t + [(up -t)/21. If two or more messages have the same laxity, the window will (eventually) be reduced to a point where up = t + 1. At this point, if up is further reduced by the formula up = t + [(up -t /21, the new value of up is equal to the old one. This means that the window has been reduced to its minimum and the messages in window [t,up) have LS equal to the current time t . Hence, a collision would occur again if the new window, which is the same as the old one, is just simply used. To resolve the tie, we extend Procedure Contract-Window-andPSend as follows (for the pseudocode, see Fig. 9 ): if up = t + 1, the protocol does not reduce the window size, but invokes the probabilistic scheme. Each node which has a message in the current window draws a random real number in the interval of (0, 1) and if the number drawn is larger than a predefined probability P (which is a parameter of the protocol), the node transmits the message. In the case that the random number is not larger than P, if the message's laxity is zero, the message is discarded because there is no chance to transmit it before its time constraint. Otherwise, if the message's LS was previously (and artificially) moved forward due to some previous execution of the protocol, then it is possible to again modify the message's LS for possible future transmission as long as the current (modified) LS is less than or equal to the original LS. Assume randomly it is decided that M1 is to be sent and M2's LS is modified to 9. The top value of the stack is popped, the new window is c6, 11). Protocol explicitly prohibits the transmission of M2 at this time although it is in the window. 
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B. Property of the Extended Protocol
For the extended protocol, the tied message's LS values are modified, and hence the maximum-laxity-first policy is not always preserved as in the case when there is no tie. However, the following theorem shows that in the extended protocol, an individual message M will still be sent according to the minimum-laxity-first policy if the tie among messages with larger laxity is resolved after message M s arrival, or if the tied messages have a smaller laxity than M .
Lemma 3: For the extended protocol, at time t , consider any two messages A4 and MI which do not have a tie. If a) MI has no laxity tie with any other messages, or b) MI does have a laxity tie with one or more other messages but the tie has not been resolved at time t then,
LSM < LSW if and only if LA,(t) < LAM,(t).
Proof: When the first condition is true, this lemma holds from Lemma 1. When the second condition is true, this lemma holds because only after a tie resolution, can an involved message's LS be reduced.
Lemma 4:
With the extended protocol, if at any time t , the protocol is not performing the tie resolution (i.e., not using the probabilistic scheme), and at the same time t, a message M starts its successful transmission, then M has the minimum LS value among all the messages which are in the system at time t.
Lemma 4 simply says that if the extended protocol is not resolving ties, then Lemma 2 is still true. The proofs of both Lemmas 2 and 4 are similar. The proof for Lemma 4 is hence omitted.
Theorem 2: Assume that a message M arrives at the system at time t l . Let t 2 ( > t l ) be the earliest time at which the channel is idle, and t 3 be the time at which message M leaves the system (either transmitted or lost). Then for any message M' transmitted in the time interval [ t 2 , t 3 ) , LAM, 5 LAM, unless M' has a laxity tie with other messages and the tie is resolved at t o < 12.
The theorem states that with the extended protocol, the minimum-laxity-first cannot always be guaranteed because of tie resolutions which modify the LS values. However, under certain conditions for an individual message M, the minimumlaxity-first policy can still be preserved. The conditions are that messages with larger laxities 1) have no laxity ties, or 2) have not resolved their ties by the time M is transmitted. The probability of our protocol deviating from the minimumlaxity-first policy is related to the probability of the occurrence of messages with equal laxity.
P m f i For any message M' without a laxity tie with other messages, according to Lemma 1 and Lemma 4, M' may be transmitted in the time interval of [ t 2 , t 3 ) only if LAM, < LAM. Hence, the theorem holds for this kind of message. Now, consider the messages with laxity tie. Let First, we show that it is impossible for the tie resolution for {MI, M2,. 9 . ,M,} to occur in the time interval of [ t 2 , t 3 ) . If this is not true, i.e., the tie is resolved at t o and t 2 5 to < t 3 , then the extended protocol, at to, uses either the extended Procedure Expand-Window-andPSend (Fig. 7) or the extended Procedure Contract-Window-and-Send (Fig. 9 ). If at t o , the extended Procedure Expand-Window-andPSend is used, then a tie on their laxity, i.e., LAM, = LAM, = .. . --LAM". the old window has the form of [to, LSM1). And there should be no message in that window. However, because t2 5 to and LSM < LSM, , message M is indeed in window [to, LSM,).
Hence, it is impossible that at to the extended procedure Expand-Window-andPSend is used. It is also not possible that at to the extended Procedure Contract-Window-and-Send is used. If the extended Procedure Contract-Window-and-Send is used, the window size must be one and the lower bound of the window, i.e., the current time t o , is equal to the original LS value of tied messages. This certainly cannot be true for M I , M2, . . . , and M,, because before the tie resolution, 
V . PERFORMANCE EVALUATION BY SIMULATION
In this section, we evaluate the performance of the new window protocol with its extensions. We first introduce two baseline protocols to be used for comparison purposes. Then, we present the simulation model and discuss the simulation results.
A . Baseline Protocols
The first baseline protocol is called Centralized Minimum Laxity message transmitted first, abbreviated as CML. In this protocol, transmission of all messages is assumed to be scheduled by a centralized controller. This controller contains perfect knowledge about the nodes and the channel and experiences no communication overhead. It schedules the transmissions of messages such that the message with the minimum laxity is transmitted first. This protocol is used to provide an upper bound on performance.
The second baseline protocol is called Virtual Time CSMA-L [34] . It has been previously shown that in terms of various performance metrics and stability, in a wide range of real-time communication environments, the virtual time CSMA-L protocol4 performs well and is better than a traditional CSMAlCD protocol. We use it here to serve as a baseline and show that the new time-constrained window protocol is even better.
In the virtual time CSMA-L protocol, each node maintains two clocks: a real-time clock and a virtual time clock. Messages waiting to be transmitted are queued in the order of their LS values. Whenever a node finds'the channel to be idle, it resets its virtual clock to equal the real clock. The virtual clock then runs at a higher rate, 7 2 1, than the real clock. A node transmits its first message waiting in the queue when the time on the virtual clock is equal to the LS value of that message. If there is a collision, a probabilistic scheme is invoked for resolution. It is clear that if there are no collisions, this protocol also implements the minimum-laxity-first transmission policy.
One may actually think of the virtual time protocol as a simplified form of the window protocol in which the "window" keeps expanding at a constant rate until either a message transmission starts, or a collision happens. In the latter case, the probabilistic resolution scheme is used immediately, rather than modifying the window.
B. Simulation Model
A simulation model is developed and used to evaluate the performance of the above protocols. The simulation program is written in Simscript 11.5, and runs in an ULTRIX environment on MicroVAX-11. The simulation model is parameterized by the distributions of message arrivals, transmission times, and laxities. In these simulations, we did not model the execution time of our protocol.
In the simulations reported in this paper, messages arrive as a Poisson process. Message lengths are exponentially distributed with mean = 100 (corresponding to a = O.Ol), or mean = 10 (corresponding to a = 0.1). Message laxities are uniformly distributed in the interval [0, 2*AL] where AL is the average laxity.
In each simulation run, statistics are reset after the transient phase. Statistics used to determine the performance are then collected after an additional (5000* mean of message interarrival time) simulation time units. We observed that with this setting for the simulation length, the collected data are within a 90% confidence interval.
We consider the case of an infinite population of nodes in the system [14] , [30] . That is, in the simulation model, it is assumed that a message always arrives at a node where no message is waiting. Note that the infinite population presents the worst case for a multiaccess network. It maximizes the number of messages in a window, and hence causes maximum number of collisions.
The system load L is defined as L = Message Arrival Rate * Mean of Message Length.
In our simulations, when the system load and the mean of message length are defined, the message arrival rate is decided by the above formula. For simplicity, in all the simulations, parameter P , the probability of immediate retransmission in the resolution of message laxity tie, takes a value of 0.5. where TNML is the total number of messages lost, and TNMT is the total number Of messages transmitted' Note that all the virtual time CSMA protocols also include collision detect (CD), but these initials are not used in describing these protocols in the original paper. A good protocol should minimize the message loss, ML, and the collision channel utilization, CCU, and maximize the effective channel utilization, ECU. A protocol which does not have a bias toward short or long messages should have its NTL close to 1. As shown in [34] and also confirmed in this simulation study, using the minimum-laxity-first policy results in NTL very close to 1. That is, the minimum-laxity-first policy has no bias based on the message length. Consequently, when using the minimum-laxity-first policy, ECU directly depends on ML and is given by (1 -ML)*L. We also find that CCU for the window protocol is very small when the ML is close to the optimal (minimum) point. Based on these facts, to save space and time, in this paper, we concentrate only on the performance metric ML. We would like to refer our enthusiastic reader to [35] for the complete set of data from the simulations.
C . Simulation Study Results
We discuss the simulation results in two parts. The first part shows the effect of the environmental parameters on the performance of the protocols, and the second shows the parameter sensitivity of the protocol. I) Environmental Parameters' Eflkct on Performance: In this part of the simulation, we study how the application environment parameters such as the average message laxity (AL), system load ( L ) , and the normalized end-to-end delays (a) affect the performance of @e baseline and the new window protocol.
Two cases of simulation studies are conducted. In the first case, a is 0.01, and in the second case, a = 0.10. In both cases, the system load changes from 0.1, to 0.5, to 1.0, and to 2.0, and the mean of message laxity changes from 1 to l@e5 in a logarithmic scale. From Figs. 10 and 11, we see that, when the laxity increases or the system load decreases, the performance of each protocol improves as expected. However, after a certain increase in laxity, the improvement is saturated, i.e., the message loss does not decrease even though the laxity is further increased.
We note that when the load is light ( L = O.l), the laxity is tight (up to l@), and (Y is small (a = 0.01), the performance of three protocols is very close. On the other hand, when the system load is heavy, the message laxity is large, or CY is large, the performance is different. Our new window protocol is usually better and never worse than the virtual time protocol.
A careful reader may further notice that the differences between CML and the window protocol, and CML and the virtual time protocol do not always decrease as the laxity increases. Actually, in many instances [see Figs. lO(c), ll(b) , ll(c), and ll(d)], it increases. Although this sounds contradictory to one's intuition, the explanation is quite simple: this phenomenon is due to the fact that when the laxity increases, the number of active messages in the system increases. The reason why increasing laxity increases the number of active messages is as follows. When the messages which have long laxities arrive, they typically wait longer in the system because the protocol favors the short laxity messages and the long laxity messages have a lot of time to still meet their time constraints. The increased number of active messages in the system causes more collisions and hence the performance of protocols such as the window and virtual time, which always takes certain time (cost) to resolve a collision, does not improve with increase in laxity as much as the ideal baseline protocol CML. We call this phenomenon the laxity abnormality in real-time scheduling. We will observe a similar phenomenon again in the next subsection.
2) Sensitivity of Protocol Parameters: In the simulations reported above, the protocol parameters-6 for the window protocol and 77 for the virtual time protocol-are selected in such a way that the best performance of the system is achieved. The sensitivity of the system performance to the selection of the protocol parameters is the subject of this subsection.
We conduct two cases of simulation studies of the window protocol to test its sensitivity to the protocol parameters. The .. first case is for a = 0.01, and the second case is for a = 0.10. In each case, the average laxity (AL) takes values of 10, 100, and 1O00, and the system loads (L) are 0.1, 0.5, 1.0, and 2.0, respectively. The value of 6, the parameter for the initial window size, changes from 10' to lo4 in a logarithmic scale. Figs. 12 and 13 show the results.
For the purpose of comparison, we also show the simulation results for the virtual time protocol in Figs. 14 and 15, where the simulation parameters are set the same as for window protocol except that instead of varying 6, we vary v, the rate at which virtual clock runs; q changes from 10' to 104.
From Fig. 12 , we notice that in the case when the normalized end-to-end delay is small, i.e., a = 0.01, the performance of our window protocol is very stable in terms of the selection of the value 6. As the 6 increases from lo', the message loss decreases and reaches its minimum no later than when 6 = Id. Then the message loss stabilizes at the minimum value up to 6 = 104. Now consider the case where a is large, i.e., equal to 0.1 (Fig. 13) . When the system load is light (L = 0.1) or medium (L = OS), the sensitivity of the window protocol with respect to the choice of 6 is almost the same as in the case where a = 0.01. When the load is high (L = 1.0), we see that the performance is stable for the values of 6 = 10 to 100. Even when the system is extremely overloaded (L = 2.0), there are still certain ranges of 6 values in which the system is stable.
The virtual time protocol has been reported to be insensitive in terms of the protocol parameter 7 [20] , [21] , [34] . However, if we compare each of corresponding cases of the two protocols, i.e., Figs. 12 and 14, and Figs. 13 and 15, we find that the new window protocol does much better. With the window protocol, the range in which the system is stable is always much greater than with the virtual time protocol.
In these sensitivity tests, we can observe another kind of the laxity abnormality. In Figs. 13(d), 14 , and 15, we see that when the laxity increases, message loss may even increase. The situation becomes worse when the system is highly loaded (L = 1) or overloaded (L = 2). We believe that the same explanation as stated in Section V-C1 still applies. As the laxity increases, the number of active messages in the system increases. Hence, the chance of collision increases which increases the overhead of these algorithms. Hence, the performance degrades with respect to the ideal baseline where it is assumed that it takes zero time to resolve a collision. A further observation is that when the protocol parameter is far from the optimal value, the system is more likely to be in an abnormal state. However, if we compare the corresponding cases of the window and the virtual time protocols, we see that at least in these simulations, the laxity abnormality is observed much less often for the window protocol than for the virtual time protocol. Indeed, in Figs. 12-15, the laxity abnormality appears only once [ Fig. 13(c From the data in Figs. 12 and 13, we also notice that for a given CY, one can always easily choose a 6 value independently from the system load and message laxities such that the performance is at or very close to the minimum value. For example, when a = 0.01, any value for 6 between I d and 104 is very good. And when a = 0.10, a 6 value around 10 may keep the system in an optimal performance stage. Because in practice, a is often a fixed parameter of the network working environment, the above fact indicates that the implementation and maintenance of the protocol would not be difficult in terms of the parameter setting.
D. Summary of the Performance Observations
We now summarize the performance observations as determined by the simulation studies. 1) Most of the time, the new window protocol performs very close to that of CML which is an unrealizable protocol that provides the upper bound on the performance.
2) The window protocol often performs better and never worse than the virtual time protocol which in turn has previously been shown to work well and be better than a general CSMA/CD protocol [34].
3) The window protocol is extremely insensitive to the choice of parameter 6. For a given a, one may identify good values of 6 independently of the system load and message laxity. Moreover, the window protocol is often much more stable than the virtual time protocol though the latter has been shown to be stable most of the time [20] , [21] , [34] .
4) The laxity abnormality, i.e., the phenomenon that when the laxity is relaxed, the system performance may not be improved, or may even become worse, is observed for both the window and virtual time protocols. However, with the window protocol, the abnormality occurs less frequently, or to a lesser degree if it does occur, than with the virtual time protocol.
VI. FINAL REMARKS
We have proposed and studied a new window protocol suited for time-constrained communication. The new protocol differs from the traditional window protocol approach in the sense that it explicitly takes messages' time constraints into account, in particular, the message deadlines. The management of the window is done in such a way that a newly arriving message always has a chance to be considered for transmission if its latest time to send (so that it reaches its destination before the deadline) is less than that of the active messages in the system. As a result, our new protocol accurately implements the optimal minimum-laxity-first policy if there is no tie among message laxities. In case there is a laxity tie among some messages, the minimum-laxity-first policy can still be preserved for an individual message M if the tied messages have a smaller laxity or if the tie has not been resolved at the time message M arrives. Simulation studies show that it performs well in a wide range of environments, even under overloaded conditions. Turning our attention to implementation support for our protocol, an exact implementation requires the synchronization of the clocks at all nodes. In a distributed system, clock synchronization is an interesting and challenging problem. However, our protocol is robust in the sense that it will continue functioning even if clocks are not perfectly synchronized. Of course, in this situation, the performance of the protocol may deteriorate because message transmission will not be exactly according to the minimum-laxity -first transmission policy. (In fact, as the protocol stands, laxity ties distort the message transmission policy.) Further studies are needed to evaluate the effect of a given maximum skew of the clocks on the desired performance metrics.
In this paper and in our previous studies [34], we have used virtual time and window protocols to implement specific transmission policies suitable for real-time communication. This method can be generalized to many other network applications. For example, in [8], a special window protocol is introduced for load balancing, and in [36], a virtual time protocol is used to implement a transmission policy suitable for distributed simulation. Currently, we are working on generalized virtual time and window protocols in which the trans-
