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For a p-dimensional normal distribution with mean vector % and covariance
matrix Ip , it is known that the maximum likelihood estimator % of % with p3 is
inadmissible under the squared loss. The present paper considers possible exten-
sions of the result to the case where the loss is a member of a general class of losses
of the form L( |$&%|Q), where L is nondecreasing and |$&%| Q denotes the
Mahalanobis distance [($&%)tQ($&%)]12 with respect to a given positive definite
matrix Q, which, without loss of generality, may be assumed to be diagonal, i.e.,
Q=diag(q1 , ..., qp), q1>q2q3 } } } qp>0. For the case where q1>q2=q3=
} } } =qp>0, L. D. Brown and J. T. Hwang (1989, Ann. Statist. 17, 252267)
showed that there exists an estimate of % universally dominates % if and only if
p4. This paper further extends Brown and Hwang’s result to the case in which
q1>q2 and at least there are two equal elements among q2 , } } } , qp&1 ; namely, we
show that, for this case, there exists an estimate of % which universally dominates
% if and only if p4. For a general Q, we gives a lower bound on p that implies
the least squares estimators is universally inadmissible.  2000 Academic Press
AMS 1991 subject classifications: 62C05, 62H12, 62J07.
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1. INTRODUCTION
In statistical decision theory, domination between statistics generally
depends on the given loss function. However, there are no universal rules
to define a loss function and thus the investigation of domination with
respect to a given class of loss functions is very important.
For the standard linear model
Xp_1=%p_1+=p_1 ,
where =tN(0, Ip) and % # R p is an unknown parameter, it is well known
that the least squares estimator % of the mean vector % is dominated by the
Stein type estimate under the squared loss |%&% |2 when p3. For a given
p_p positive definite matrix Q, denote by |$&%|Q the Mahalanobis
Article ID jmva.1999.1843, available online at http:www.idealibrary.com on
22
0047-259X00 35.00
Copyright  2000 by Academic Press
All rights of reproduction in any form reserved.
1 Project supported by the National Natural Science Foundation of China.
distance between $ and %, that is |$&%|Q=[($&%)t Q($&%)]12. Hwang
(1985) discussed the existence of the dominating estimators % , simul-
taneously for all members of the ‘‘universal’’ class of losses:
[L( |$&%|Q) : L( } ) is any nondecreasing function]. (1)
He showed in the paper that the criterion of universal domination is equiv-
alent to the criterion of stochastic domination which has attracted broad
attention among statistians (see also Cohen and Sackrowitz, 1970; Ali and
Ponnapalli, 1990; Hwang and Peddada, 1994).
In order to compare estimators of %, we consider, for an estimator %*, its
concentration probability P(%*&% # C) for some prespecified set C, where
the set C is usually taken as a convex set containing the origin as an inner
point. Intuitively, the larger the concentration probaility, the better the
estimator.
It is of interest to find the most concentrated estimators with respect to
certain class sets. Many authors proved (see, for example, Eaton, 1988;
Sinha and Drygas, 1985; Ali and ponnapalli, 1990) that among the class of
all linear unbiased estimators, the LSE is most concentratated with respect
to all ellipses, which are symmetric about the origen. this conclussion is
equivalent to the assertion that the LSE uniformly minimizes the risk func-
tions EL( |%*&%|Q) for any nonnegative definite matrix Q and any non-
decreasing real-valued function L. This conclussion is also much stronger
than that of the GaussMarkov theorem. (See, for example, Hwang, 1985;
Berk and Hwang, 1989.) This opens a question as to whether, among the
class of all estimators, there exists an estimator which universally domina-
tion % .
As pointed out in Brown and Hwang (1989), the universal admissibility
depends critically on Q used in the universal class of losses of the form
L( |$&%|Q), they proved that if Q=aI, then the LSE is universally
admissible. It is natural to ask whether the LSE is universally admissible
for a general positive definite matrix Q other than aI. Aother reason to
consider this problem for a more general matrix Q can be found in Brown
and Hwang, 1985, p. 254, the last two paragraphs of Section 1). It is well
known that for a given nonnegative definite matrix Q, there exists an
orthogonal matrix P such that Q=P$diag(*1 , *2 , ..., *p) P, where *1*2
} } } *p0. If Q{aI, then there exists a positive number n, n<p, such
that *1=*2= } } } =*n>*n+1 } } } *p . So we can always write Q as Q=
P$diag(Q1 , Q2) P, Q1=q1 In , Q2=diag(q2 , } } } , qm), where q1>q2q3
} } } qm . As for the special case n=1 and q2=q3= } } } =qp , Brown and
Hwang (1989) proved that the LSE is universally inadmissible if and only
if p4. They also presented a general result in their theorem 6 which gives
a lower bound on p that implies universal inadmissibility. However, the
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lower bound can only be determined numerically. In this paper, we proved
that the LSE is universally inadmissible if and only if p4 when n=1 and
when there are at least two equal elements among q2 , ..., qp&1 . For general
case (n>1), a lower bound on p&n that implies universal inadmissibility
is 3 (see Theorem 2).
2. MAIN RESULTS AND THE PROOFS
For the universal class of losses (1), without loss of generality, we can
assume that Q is a diagonal matrix. Then we have the following theorems.
Theorem 1. Assume Q=diag(q1 , q2 , ..., qp) and q1>q2q3 } } } 
qp>0, with qi=qj for some i and j, 1<i< j<p. There exists an estimator
universally dominating X if and only if p4.
Theorem 2. Assume Q=( Q10
0
Q2 ), where Q1=q1In and Q2=diag(q2 , ...,
qm) with q1>q2q3 } } } qm>0. If q i=qj for some i and j satisfying
1<i< j<m, then there exists an estimator universally dominating X.
Remark. From Theorem 2, a lower bound on p&n that implies univer-
sal inadmissibility is 3, i.e., p3+n.
Some lemmas will be need in the proof the two theorems. Before estab-
lishing these lemmas, we first introduce some symbols for convenience of
our statements. Partition X, % and Q as
X t=(X1 , X t(2)), where X
t
(2)=(X2 , ..., Xp);
%t=(%1 , % t(2)), where %
t
(2)=(%2 , ..., %p);
Q2=diag(q2 , ..., qp), a 7 b=min(a, b).
and let
LIc(S)={
/(c, ) ( |s|Q2),
|
|s|Q 2 7 c
0
t(1&t2c2)&12 et22q1 dt,
0<c1,
c>1.
(2)
The following lemma was proved in Brown and Hwang (1989)
Lemma 1. If for every c0, $2 (X(2)) has everywhere smaller risk than
X(2) under LIc , then $(X)=(X1 , $
t
2 (X (2)))
t universally dominates X with
respect to Q.
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For the proof of Theorem 1, by Lemma 1, it is enough to show that
there exists an estimator $(X(2)) dominating X(2) with respect to the losses
Wc ($2&%(2)), where
Wc ( } )=LIc( } )tr Dc , (3)
Dc=EoL Ic (X(2)) X(2)X
t
(2) , (4)
L Ic=L
I
c( } )&Eo L
I
c(X(2)). (5)
It is easy to check that Dc is diagonal and positive definite. Denote the
(i,i)th element of the diagonal matrix Dc by dc (i+1), that is, Dc=
diag(dc (2), dc (3), } } } , dc ( p)).
Lemma 2. Assume Q=diag(q1 , q2 , } } } , qp) and q1>q2=q3 } } } 
qp>0. Then dc (2)=dc (3)dc (4) } } } dc ( p), for any c>0.
Proof. For c>1, let f (x(2)) be the density function of X(2) . From (4),
we have
dc (i)=| _ |
|x(2)|Q2 7 c
0
t(1&t2c2)&12 et22q1 dt& (x i2&1) f (x (2)) dx(2) .
By Fubini’s theorem,
dc (i)=M |
c
0 _ | |x(2)|2Q 2>t2 (x
2
i &1) e
&|x(2)|
22 dx(2)& t(1&t2c2)&12 et22q1 dt
=M |
c
0 _ | |x(2)|2Q 2t2 (1&x
2
i ) e
&|x(2)|
22 dx(2)& t(1&t2c2)&12 et22q1 dt,
(6)
where M>0 is a constant number. For c1, dc (i) can be written as
dc (i)=E0 [/[0, c] ( |X(2) |Q2)]&E0 [/[0, c]( |X(2) |Q2) x
2
i ]
=M |
|x(2)|
2
Q 2
c2
(1&x i2) e&|x(2)|
22 dx(2) . (7)
The positivity of dc (i) can be seen from (6) and (7). Also, from (6), (7)
and an integral transformation, it is easy to show that dc (2)=dc (3), if
q2=q3 . Now we prove that dc (3) } } } dc ( p). From (6) and (7), we only
need to show that for a>b>0 and \t>0
||
ax2+by 2t2
x2e&(x2+ y 2)2 dx dy||
ax2+by2t2
y2e&(x2+ y 2)2 dx dy. (8)
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Write
||
ax2+by 2t2
x2e&(x2+ y 2)2 dx dy
=||
01
x2e&(x2+ y 2)2 dx dy+||
02
x2e&(x2+ y2)2 dx dy,
||
ax2+by 2t2
y2e&(x2+ y 2)2 dx dy
=||
01
y2e&(x2+ y2)2 dx dy+||
02
y2e&(x2+ y2)2 dx dy,
where
01=[(x, y) : ax2+by2t2, ay2+bx2t2],
02=[(x, y) : ax2+by2t2, ay2+bx2>t2].
By symmetry we have
||
01
x2e&(x2+ y2)2 dx dy=||
01
y2e&(x2+ y2)2 dx dy.
On the other hand, for (x, y) # 02 , y2>x2, we have
||
02
x2e&(x2+ y2)2 dx dy<||
02
y2e&(x2+ y2)2 dx dy.
Therefore, (8) is satisfied for every t>0 and a>b>0. K
Lemma 3. Assume Q=diag(q1 , q2 , ..., qp), q1>q2=q3q4 } } } 
qp>0 and p4. Then there exists a constant =>0 independent of c and such
that
;tDc; } [ |;| 2 } tr(Dc)]&1 12&= (9)
for all ; # R p&1, ;{0 and every c>0.
Proof. By Lemma 2, we have for every c>0, ;tDc; } [ |;|2 } tr(Dc)]&1
dc (2)(2dc (2)+dc (4)). Thus, to complete the proof of the lemma, we need
only to show that
inf
c # (0, )
dc (4)dc (2)>0. (10)
By (6), dc (i) is positive and continuous for c # [1, ) (extend the definition
to c=1).
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Note that, for i=2, 3, ..., p,
lim
c  +
dc (i)=q1 (E0Xi2e |X(2)|
2
Q 2 2q1&E0e |X(2)|
2
Q2 2q1)
=(2?)&(p&12) | (x i2&1) e&|X(2)|22+|X(2)|
2
Q 2 2q1 dx (2)
=(2?)&(p&1)2 | (x i2&1) exp_&12 
p
j=2 \1&
q j
q1+ xj2& dx (2)
=M \ q1q1&q i &
q1
q1&qi +
>0,
where M>0 is a constant. This implies that
inf
c # [1, )
dc (4)dc (2)>0. (11)
Define V(c)=M |x(2)|2Q2c2 1 dx(2) . From (7), one sees that dc (i)V(c) is
positive, continuous for c # (0, 1] and
dc(i)
V(c)
 {
d1 (i)
V(1)
,
1,
as c  1,
as c  0.
This shows that
inf
c # (0, 1]
dc (4)dc (2)>0.
This, together with (11) proves our assertion (10) and thus completes the
proof of the lemma. K
Proof of Theorem 1. According to Theorem 3 of Brown and Hwang
(1989), we only need to show the ‘‘if ’’ part of the Theorem 1.
Without loss of generality, we assume q2=q3 . Define $2 (X(2))=
(1&1b(a+|X(2) |2)) X (2) . By Lemma 4 in Brown and Hwang (1989), there
exists a constant K>0 independent of c such that
2#E(Wc (X(2)&%(2))&Wc ($2 (X(2))&%(2)))

1
b(a+|%(2) |2) \1&
2% t(2) Dc%(2)
|%(2) |2 trDc
&
K( p&1)
2b ++o\
1
a+|%(2) | 2+
for every c>0, where o(x) satisfies o(x)x  0,when x  0.
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By Lemma 3, there exists =>0 so that
2#E(Wc (X(2)&%(2))&Wc ($2 (X(2))&%(2)))

1
b(a+|%(2) | 2) \2=&
K( p&1)
2b ++o\
1
a+|%(2) | 2+
and then 2>0 for large a and b. Hence there exists an estimator $2 (X(2))
whose risk is everywhere smaller than that of X(2) with respect to [Wc].
This, together with Lemma 1, establishes the theorem.
To prove Theorem 2, we partition % and X as
%t=(% t(1) , %
t
(2)),
with % t(1)=(%1 , ..., %n) and %
t
(2)=(%n+1 , ..., %p);
X t=(X t(1) , X
t
(2) ),
with X t(1)=(X1 , ..., Xn) and X
t
(2)=(Xn+1 , ..., Xp).
Let
L I(n)c (S)={
/(c, )( |S|Q2),
|
|S|Q2 7 c
0
t \1& t
2
c2+
(n&2)2
et22q1 dt,
0<c1,
c>1,
and let W nc( } )=L
I(n)
c ( } )trD
(n)
c , where D
(n)
(c)=E0L
I(n)
c (X(2))X(2)X
t
(2) , L
I(n)
c ( } )
=L I(n)c ( } )&E0L
I(n)
c (X(2)).
It can be proved that D (n)c is diagonal and positive definite.
The following lemma is a simple generalization of Lemma 1, and its
proof is omitted.
Lemma 4. If $2 (X(2)) has a risk everywhere smaller risk than that of X (2)
under LI(n)c , c>0, then $(X)=(X(1) , $
t
2(X(2)))
t universally dominates X with
respect to Q
Proof of Theorem 2. Without loss of generality, we assume q2=q3 .
Corresponding to Lemma 3, similarly, we can show that there exists a con-
stant =>0 independent of c, such that
;tD (n)c ; } [ |;|
2 } tr(D (n)c )]
&1 12&=
for any ;{0 and every c>0.
It can also be shown that [W nc( } ), c>0] satisfies the conditions of
Lemma 4 of Brown and Hwang (1989). A similar method in the proof of
Theorem 1 can be employed to show that there exists an estimator $2 (X(2))
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universally dominates X(2) under [W nc( } ), c>0]. Then, $2(X(2)) universally
dominates X(2) . According to Lemma 4, (X(1) , $ t2 (X(2)))
t universally
dominates X with respect to Q. The proof of Theorem 2 is completed. K
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