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Résumé
Nous présentons ici une nouvelle axiomatique des systèmes de racines infinis, comme ceux
intervenant dans l’étude des algèbres de Kac–Moody–Borcherds, qui ne fait aucune référence à une
base du système. Ceci est une nouvelle réponse au problème posé en 1979 par R. Moody [Adv. Math.
33 (1979) 144] et pour lequel J.G. Bliss a déjà proposé deux définitions : les « systèmes de racines
géométriques » et les « systèmes de racines rationnels ». La théorie développée ici utilise de façon
essentielle celle des systèmes générateurs de racines exposée dans [N. Bardy, Mém. Soc. Math. Fr.
(N.S.) 65 (1996)] qui elle-même était compatible avec celle proposée par Moody et Pianzola [Trans.
Amer. Math. Soc. 315 (1989) 661].
 2004 Published by Elsevier Inc.
Abstract
This paper presents an axiomatic description in a base free way of infinite root systems as those
found in the study of Kac–Moody–Borcherds’ algebras. In 1979, R. Moody [Adv. Math. 33 (1979)
144] posed the problem of finding such a description. In [Comm. Algebra 23 (1995) 4791], J.G. Bliss
has already presented two answers to this question with his notions of “geometric root systems” and
“rational root systems.” This new answer to Moody’s question fits into the framework of the earlier
axiomatic theory of the « systèmes générateurs de racines » developed in [N. Bardy, Mém. Soc. Math.
Fr. (N.S.) 65 (1996)].
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Concernant les systèmes de racines infinis intervenant dans les algèbres de Kac–Moody,
plusieurs axiomatisations ont déjà été proposées (cf. [MP,Bli,Bar]). Celle de Moody et
Pianzola concernant en particulier les racines réelles a mis en lumière la nécessité, pour
avoir une notion cohérente de sous-systèmes, de ne pas se restreindre au cas d’une base
libre. L’intérêt de cette généralisation apparaît également dans le cadre des algèbres
étudiées par Borcherds (cf. [Bo1]). Dans [Bar], cette axiomatisation a été généralisée
pour pouvoir d’une part admettre des racines imaginaires dans la base (ceci permettant de
considérer aussi les systèmes de racines obtenus dans le cas des algèbres de Kac–Moody–
Borcherds [Bo1]) et d’autre part autoriser des racines réelles multipliables (c’est-à-dire des
racines réelles dont le double est encore une racine, cas que l’on rencontre en particulier
dans les formes réelles presque-déployées des algèbres de Kac–Moody [B3R]).
Cependant, cette axiomatique des systèmes générateurs de racines (en abrégé SGR) que
nous allons rappeler rapidement dans la suite (cf. Section 1.3), est essentiellement fondée
sur la notion de base de racines et reste donc bien éloignée d’une présentation des systèmes
infinis analogue à celle de Bourbaki [Bbki] dans le cadre des systèmes de racines finis.
Bliss (cf. [Bli]) a, lui, proposé une définition des systèmes de racines étudiés par
Moody et Pianzola sans recours à la notion de base. Néanmoins, sa définition repose
essentiellement sur l’existence de « bonnes propriétés » du cône de Tits permettant de faire
de la géométrie de chambres et ainsi de retrouver une base.
L’objet de cet article est de présenter une nouvelle axiomatique de systèmes de racines
qui concerne des systèmes presque aussi généraux, dans le cas du corps des réels, que
ceux, associés à des matrices symétrisables étudiés dans [Bar], mais qui ne fait aucune
référence à la base du système. Les racines imaginaires permettent d’éviter les hypothèses
concernant le cône de Tits développées par Bliss et de ne considérer que des propriétés du
système de racines lui-même (voir en particulier Proposition 7.1).
Le cadre est ici celui d’un R-espace vectoriel muni d’une forme bilinéaire symétrique,
dont la restriction au système de racines est à valeurs rationnelles. Ceci reste une contrainte
importante par rapport au cadre plus naturel d’un Q-espace vectoriel dans lequel était
développée la théorie des systèmes générateurs de racines.
Ce choix est cependant relativement adapté lorsque l’on s’intéresse aux algèbres
de Kac–Moody généralisées considérées par Borcherds dans [Bo2] et dites ici de
Kac–Moody–Borcherds (en abrégé KMB). Dans cet article, Borcherds propose une
caractérisation des algèbres de Kac–Moody–Borcherds basée sur des propriétés du système
de racines ; essentiellement : une algèbre de Lie dont le système de racines ressemble à
celui d’une algèbre de KMB est une algèbre de KMB.
Plus précisément, Borcherds démontre le résultat suivant :
Théorème 1. Toute algèbre de Lie g satisfaisant aux conditions suivantes est une algèbre
de KMB.
(1) g possède une forme bilinéaire symétrique invariante et non dégénérée (. , .).
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que g soit la somme des sous-espaces propres sous l’action de h, ces sous-espaces
propres étant tous de dimensions finies.
(3) h a un élément régulier H ; ce qui signifie que le centralisateur de H est exactement
h et que, pour tout réel M > 0, il y a seulement un nombre fini de racines α telles
que |α(H)|<M . Une racine α est dite positive (respectivement négative) si α(H) est
positif (respectivement négatif ), elle est dite réelle si (α,α) > 0 et imaginaire sinon.
(4) La norme des racines de g est bornée supérieurement.
(5) Deux racines imaginaires α, β simultanément positives ou négatives sont telles
que (α,β)  0 et si elles sont orthogonales, les espaces radiciels correspondants
commutent.
Ce résultat invite à une meilleure connaissance des systèmes de racines des algèbres de
KMB. Il semble en effet intéressant d’approfondir comment on peut traduire le fait qu’un
système de racines soit « analogue » à celui d’une algèbre de KMB.
La plupart des caractérisations actuelles de ces systèmes de racines sont fondées sur la
notion de base du système et dans les propriétés énoncées par Borcherds, celle concernant
l’élément régulier joue, en ce sens, un rôle fondamental. En effet, cet élément permet non
seulement de définir le signe des racines, mais aussi de déterminer celles qui sont dans la
base (et qui correspondent aux générateurs dans la présentation de l’algèbre par générateurs
et relations).
Contrairement à cela, la définition des systèmes de racines proposée ici ne suppose
aucune connaissance préalable de la base (ou de l’ensemble des racines positives). Nous
discuterons plus loin des liens entre les propriétés énoncées dans le théorème et les axiomes
donnés ici.
Notons cependant d’ores et déjà que l’hypothèse d’existence sur l’algèbre (et sur la
sous-algèbre de Cartan h) d’une forme bilinéaire symétrique invariante non dégénérée
entraîne l’existence sur h∗ d’une forme bilinéaire symétrique, hypothèse choisie dans cette
axiomatique.
Dans cet article, la définition d’un système de racines est la suivante.
Définition. Soit V un espace vectoriel surR, muni d’une forme bilinéaire symétrique (. , .).
Une partie ∆ non vide de V est un système de racines si et seulement si elle satisfait aux
conditions :
(S1) la partie ∆ est dénombrable et la restriction de (. , .) à ∆×∆ est à valeurs dans Q ;
(S2) si α est un élément de ∆, alors −α aussi ; l’élément 0 n’est pas dans ∆ ;
(S3) si α et β sont dans ∆, non Q-proportionnels et si (α,β) < 0, alors α+ β est dans ∆ ;
(S4) si α ∈∆ est tel que (α,α) > 0, les propriétés suivantes sont vérifiées :
(a) pour tout β dans ∆, on a 2(β,α)/(α,α) ∈ Z/2 ;
(b) s’il existe β ∈∆ tel que (β,α) /∈ Z(α,α)/2, alors α/2 ∈∆ et β /∈Qα ;
(c) la transformation Rα définie dans V par Rα(x) = x − [2(x,α)/(α,α)]α
stabilise ∆ ;
(d) pour tout élément β de ∆, l’intersection de β +Zα et ∆ est finie ;
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Z∗α +Z∗β 
⊂∆ ;
(S6) le R-sous-espace vectoriel V∆re engendré par {α ∈ ∆; (α,α) > 0} est de dimension
finie ;
(S7) pour tout β ∈∆ tel que (β,β) 0, l’ensemble {q ∈Q∗+; qβ ∈∆} est minoré par une
constante strictement positive qβ .
Cette définition, bien sûr très abstraite, est cependant relativement satisfaisante puisque :
– tout-à-fait similaire à celle de Bourbaki [Bbki] lorsque V est de dimension finie et que
la forme bilinéaire est définie positive (cf. Section 1.1) ;
– assez proche des propriétés naturellement vérifiées par un système de racines d’une
algèbre de KMB. À la section 1.1, nous établirons, par exemple que, pour le système
de racines d’une algèbre vérifiant les propriétés du théorème de Borcherds cité plus
haut, seule la seconde partie de l’axiome (S1) n’est pas forcément vérifiée.
Cette condition est en effet liée au travail fait sur les SGR dans [Bar] et sur lequel est
basée cette nouvelle définition.
Dans la caractérisation des algèbres de KMB précitée, l’élément régulier fournit
naturellement une « fonction hauteur » sur l’ensemble des racines, analogue à celle que
l’on a considérée dans un SGR vérifiant la condition (BN) (cf. [Bar] ou Section 1.3).
L’intérêt principal de la définition proposée ici est la possibilité en ne connaissant que
le système de racines lui-même :
– d’une part, de reconnaître les racines positives (et de vérifier en particulier la condition
(α,β) 0 pour deux racines imaginaires de même signe) ;
– et d’autre part de déterminer les racines réelles de la base grâce à une « fonction
hauteur » fournie par une des racines du système.
Cette nouvelle connaissance des systèmes de racines nous permet en particulier de
proposer au Théorème 10.1 une nouvelle caractérisation pour certaines des algèbres de
KMB.
Théorème 2. Toute algèbre de Lie g satisfaisant aux conditions suivantes est une algèbre
de KMB.
(1) g possède une forme bilinéaire symétrique invariante et non dégénérée (. , .).
(2) g a une sous-algèbre abélienne maximale h (appelée sous-algèbre de Cartan), telle
que g soit la somme des sous-espaces propres sous l’action de h, ces sous-espaces
propres étant tous de dimensions finies.
(3) 0 n’est pas point d’accumulation de l’ensemble des valeurs de (α,β) où α et β sont des
racines. (Les racines sont des éléments non nuls de h∗ qui est naturellement muni d’une
forme bilinéaire symétrique puisque la restriction à h de (. , .) est non dégénérée.)
(4) Le système de racines ∆ de (g,h) vérifie les axiomes (S1), (S3), (S4)(d), (S5), (S7).
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(6) Dans h∗, 0 n’est pas adhérent à ∆.
On montrera que ∆ est un système de racines au sens développé ici. La condition (3)
ne nous permet de nous intéresser qu’au cas où, dans la matrice de Cartan associée à
l’algèbre, l’ensemble des coefficients non nuls n’admet pas 0 pour point d’accumulation ;
contrairement aux propriétés (5) et (6), elle n’est pas forcément vérifiée dans le cadre
étudié par Borcherds. Par contre, nos conditions n’imposent pas forcément l’existence d’un
élément régulier (ou d’une fonction hauteur définie sur tout ∆), ce qui justifie l’intérêt de
cet énoncé.
Cependant, le principal attrait de ce travail est de fournir une axiomatique sans base
des systèmes de racines assez satisfaisante et c’est donc à cela qu’est consacré la majeure
partie de cet article.
Les axiomes de système de racines donnés ci-dessus sont discutés et commentés dans
la première partie de l’article, on indique en particulier à quelles conditions le système
de racines provenant d’un système générateur de racines (au sens de [Bar]) fournit un tel
système de racines.
Notre objectif est alors de montrer que réciproquement tout système de racines au sens
défini ici provient d’un SGR et la suite de l’article est consacrée l’obtention du résultat
essentiel que constitue la première partie du Théorème 9.1 :
Théorème 3. Si ∆ est une partie non vide de V satisfaisant aux axiomes (S1)–(S7), alors
on peut construire un SGR (A,V,V 〈. , .〉,Π,Πˆ, (Nα)α∈Π) dont le système de racines
est ∆.
Nous commençons par établir un certain nombre de propriétés qui résultent des axiomes
et qui permettront de mieux comprendre la structure d’un tel système ∆. Ceci nous permet,
dès la troisième partie, de nous assurer que, dans le cas où la forme bilinéaire est strictement
positive sur le système ∆ (c’est-à-dire que toutes les racines sont réelles), il s’agit, comme
on s’y attend, d’un système de racines de type fini (autrement dit un système de racines
au sens de Bourbaki ou un système de type G×2 cf. [Bar, fin de 4.4]). Ce résultat (pour ∆
indécomposable) est l’objet du Théorème 3.4 qui résulte d’une construction effective d’un
système générateur de racines correspondant à ∆.
De même, si la forme bilinéaire est positive (non strictement positive) et non
identiquement nulle sur le système et s’il est « essentiellement indécomposable » (cf.
Section 4), nous montrons au Théorème 4.6 que c’est un système de racines affine à base
réelle indécomposable dont le diagramme de Dynkin correspond à celui d’une matrice de
Kac–Moody relative indécomposable de type affine (normalisée ou non au sens de [Bar] ;
cf. [Bar, p. 47–50]), ou un système de type G(1)×2 . Dans ces deux cas, nous utiliserons pour
déterminer la base du SGR des arguments géométriques en déterminant les racines simples
comme celles qui correspondent aux murs d’une chambre fixée.
Dans les Sections 2 et 5, sont définies des relations d’équivalence sur les racines réelles
d’une part et sur les racines imaginaires d’autre part. La relation d’équivalence sur les
racines imaginaires est analogue (Définition 5.3) à celle définie dans [Bar, 5.2.6]. Les
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les « composantes connexes » du système de racines considéré (c’est-à-dire les parties
maximales pouvant être engendrées par une partie indécomposable, au sens usuel, de la
base).
Pour chacune de ces « composantes », nous abordons ensuite le problème de la
détermination de la base permettant de définir un SGR correspondant. Pour les systèmes
indécomposables de type fini ou de type affine, cette détermination est réglée grâce
aux Théorèmes 3.4 et 4.6. Pour les « composantes » de type indéfini ne contenant que
des racines imaginaires, cette détermination sera relativement facile et conduira aux
Propositions 6.7 et 6.10. Pour celles qui sont de type indéfini contenant des racines réelles
(c’est-à-dire des systèmes admettant des racines α telles que (α,α) > 0 et d’autres telles
que (α,α) < 0), l’argument clé sera l’existence d’une racine imaginaire δ telle que (δ,α)
est non nul si α est réelle (Lemme 8.1). Ce résultat est hélas assez difficile à obtenir et nous
devons d’abord démontrer un résultat plus partiel (Lemme 7.4) dans le cas d’un système
de type indéfini « engendré » par ses racines réelles, pour être en mesure, au préalable, de
construire une base d’un tel système.
À la section 9, nous faisons la synthèse des résultats obtenus dans le cas des différents
types de classes et explicitons la construction du système générateur de racines pouvant
être associé au système de racines ∆ tout entier.
Enfin rappelons que, dans le cas où l’espace engendré par les racines réelles est de
dimension finie, nous avons obtenu dans la théorie axiomatique présentée dans [Bar],
le théorème de conjugaison des bases sous l’hypothèse supplémentaire (BN) qui nous
permettait de normaliser le système générateur de racines considéré. Dans le cadre de
ce travail, la propriété (BN) ne se traduit pas facilement au niveau du système de racines.
Cependant, nous pouvons montrer (cf. deuxième partie du Théorème 9.1) que si le système
est « normal » (c’est-à-dire vérifie la condition (SN) de la Section 1.2), alors il est possible
de le normaliser et que l’on peut modifier le théorème de conjugaison des bases de
[Bar, 5.2.9] pour que ce théorème soit vrai (toujours dans le cas indécomposable) dans
le cadre étudié ici en supposant seulement l’hypothèse (SN). Nous achevons ce travail
par le Théorème 10.1 consacré aux algèbres de KMB et énoncé ci-dessus en démontrant
que sous les hypothèses de ce théorème, on peut, sans l’hypothèse (SN) et grâce aux
racines imaginaires, définir une fonction hauteur sur l’ensemble des racines qui ne sont
pas orthogonales à toutes les racines.
Un index placé à la fin de l’article pour en faciliter la lecture.
1. Axiomes
1.1. Notion de système de racines
Sans rappeler ici la définition des systèmes de racines proposée dans l’introduction,
nous allons motiver notre choix des axiomes en considérant des cas de systèmes de racines
connus.
Lorsque V est de dimension finie et (. , .) définie positive, les axiomes se réduisent à
(S1)–(S4) et, à condition de montrer que ∆ est fini, ce qui est fait dans le Lemme 3.3, sont
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En fait (cf. Section 3), le seul système de racines indécomposable alors admis ici et non
dans Bourbaki est le système G×2 de [Bar, 4.4]. Notre définition est donc en ce sens
cohérente avec celle existant en dimension finie.
Remarque. À l’opposé, notons que si (. , .) est identiquement nulle, les seules conditions
sont la dénombrabilité (S1) et la symétrie de ∆ (S2).
La théorie des systèmes de racines proposée ici a été en particulier fondée sur l’étude des
systèmes de racines des algèbres de KMB. Même si l’on ne peut espérer pouvoir admettre
dans cette théorie tous les cas rencontrés dans l’étude générale de ces algèbres, nous allons
montrer que pour une algèbre vérifiant les propriétés du Théorème 1, le système de racines
associé vérifie la plupart de nos axiomes. L’énoncé de la proposition qui suit est en fait
beaucoup plus détaillé car nous aurons besoin de ces résultats à la section 10.
Proposition 1.1. Soit g une algèbre de Lie satisfaisant aux conditions (1) et (2) du
Théorème 1.
(1) ∆(g,h) vérifie les axiomes (S2) et (S6).
(2) Si ∆(g,h) satisfait à (S4)(d), alors l’axiome (S4) est vérifié ; pour toute racine réelle
α, l’espace radiciel gα est de dimension 1 et Zα ∩∆(g,h)= {−α,α}.
(3) Si l’on suppose l’existence d’un élément régulier (au sens de la condition (3) du
Théorème 1), alors les axiomes (S5), (S7) et la première partie de (S1) sont vrais.
(4) Si toutes les conditions du Théorème 1 sont satisfaites, alors ∆(g,h) vérifie (S4)(d) et
(S3).
Remarque. 1. Finalement, seule la seconde partie de (S1) n’est pas un « axiome naturel »
pour un système associé à une algèbre de KMB. Cette condition supplémentaire réduit
l’étude aux cas où la matrice de Cartan est à coefficients rationnels.
2. Dans l’assertion (2) de la proposition, on peut de plus affirmer que les coefficients
considérer dans l’axiome (S4) sont entiers (et pas seulement demi-entiers).
Démonstration. (1) La propriété d’invariance et la non dégénérescence de la forme
bilinéaire symétrique assurent le fait que si α et β sont deux racines non opposées les
espaces radiciels sont orthogonaux et la dualité des sous-espaces radiciels gα et g−α .
En particulier, (S2) est vérifié. Quant-à (S6), il est ici évident puisque h est supposé de
dimension finie.
(2) D’après la dualité précédente, si (α,α) 
= 0, on peut construire un sl2-triplet
(X,Y,H) où X ∈ gα et Y ∈ g−α .
Si α est réelle, (S4)(d) impose à g d’être somme de représentations de dimension finie
de cette sous-algèbre sl2. Pour toute autre racine β , le nombre 2(β,α)/(α,α) doit donc
être un entier et l’axiome (S4) est vérifié.
Si de plus gα était de dimension supérieure à 2, on pourrait construire deux sl2-triplet
(X,Y,H) et (X′, Y ′,H ′) où X et X′ seraient linéairement indépendants dans gα et Y et
Y ′ le seraient dans g−α (mais H et H ′ proportionnels). Par invariance de (. , .), on aurait
N. Bardy / Journal of Algebra 271 (2004) 108–178 115[X,Y ′] = 0 donc 2α serait une racine. Le (X,Y,H)-moduleC[X,X′]⊕gα⊕CH ⊕g−α⊕
C[Y,Y ′] devrait être irréductible puisque l’espace de poids 0 correspondant est réduit à
CH ce qui contredit le fait que la dimension de gα puisse être différente de 1. De même,
si Zα ∩∆(g,h) contenait d’autres racines que ±α, d’après (S4)(d), on pourrait considérer
un plus grand entier N > 1 tel que Nα soit dedans et CH ⊕ (⊕−NjNgjα ) serait un
(X,Y,H)-module irréductible ; ce qui est absurde.
(3) La dénombrabilité de ∆ et l’axiome (S7) résultent trivialement de l’existence de
l’élément régulier. De plus, le théorème de Dirichlet permet d’affirmer que si α et β sont
deux racines imaginaires, soit (N∗α+N∗β)(H) soit (N∗α−N∗β)(H) admet 0 pour point
d’accumulation. La présence d’un tel élément impose donc à ∆(g,h) de vérifier (S5).
(4) Si g satisfait à la condition (4) du Théorème 1 (« la norme des racines est majorée »),
on voit que si α est une racine réelle et β une racine quelconque, l’intersection de β +Zα
et ∆ est finie. Par contre, dans le cas de deux racines imaginaires, la démonstration n’est
pas triviale. Cependant, d’après Borcherds l’algèbre g est une algèbre de KMB donc son
système a des propriétés connues et l’on peut utiliser [Bar, 3.2.8] pour conclure. ✷
1.2. Notations et définitions supplémentaires
Une telle partie ∆ étant donnée, ses éléments sont appelés des racines et plus
précisément :
– ceux tels que (α,α) > 0 sont les racines réelles ;
– ceux tels que (α,α) 0 sont les racines imaginaires ;
– les éléments isotropes étant de plus qualifiés de racines affines.
On note classiquement ∆re l’ensemble des racines réelles et ∆im celui des racines
imaginaires. Si Φ est une partie de ∆, on note 〈Φ〉 le R-sous-espace vectoriel de V
engendré par Φ .
Deux racines α et β sont dites fortement orthogonales si elles ne sont pas Q-
proportionnelles et si ni α − β ni α + β n’est une racine. Compte tenu de (S2) et de (S3),
il est clair que deux racines fortement orthogonales sont orthogonales.
Une partie Φ d’un système de racines est :
– décomposable si elle est réunion de deux parties non vides Φ1 et Φ2 telles que si
α ∈ Φ1 et β ∈ Φ2 alors α et β sont fortement orthogonales (cette notion est plus
restrictive que celle de [Bar, 5.2]) ;
– indécomposable, sinon.
Remarque. Nous serons obligé de définir une autre notion dans le cas des systèmes
de type affine à la Section 4 car nous verrons que dans le cas d’un système affine,
l’indécomposabilité du système ainsi définie, n’implique pas l’indécomposabilité de la
base du système générateur de racines que nous devons lui associer.
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respecte (. , .), que nous appelons le groupe de Weyl et notons W . Enfin, si α est une racine
réelle, sa coracine est par définition αˇ = 2α/(α,α).
On a ainsi :
(∀x ∈ V ) Rα(x)= x − (x,αˇ)α.
Pour une racine imaginaire α, sa coracine est ici αˇ = α.
Un système de racines ∆ est dit :
– de type fini si (. , .) est strictement positive sur ∆, nous verrons que cette notion est
compatible avec celle de [Bar] ;
– de type affine si (. , .) est positive (non strictement positive) sur ∆ ;
– entier si pour toute racine réelle α et toute racine β , 2(β,α)/(α,α) est entier et non
demi-entier ;
– classique s’il est de type fini et entier ; c’est alors un système de racines au sens de
Bourbaki ;
– réduit réellement si aucune racine réelle n’est multipliable. Il est clair qu’un système
réduit réellement est entier ;
– normal s’il vérifie de plus l’axiome :
(SN) Il existe une application Q-linéaire θ définie sur ∆fore
Q
(le Q-espace vectoriel
engendré par l’ensemble ∆fore des racines fortement orthogonales aux racines
réelles) à valeurs dans R et telle que 0 n’est pas adhérent à θ(∆fore).
Définition. Une partie Φ non vide de ∆ est un sous-système de racines si elle satisfait aux
conditions suivantes :
(SS1) si α est dans Φ , alors −α aussi ;
(SS2) si α et β sont des racines de Φ non Q-proportionnelles et si (α,β) < 0, alors α+ β
appartient à Φ ;
(SS3) si α ∈Φ ∩∆re, alors Rα stabilise Φ ;
(SS4) si α ∈Φ ∩∆re, et s’il existe β ∈Φ telle que (β,α) /∈ ((α,α)/2)Z, alors α/2 ∈Φ .
N.B. Il est clair qu’une telle partie Φ est elle-même un système de racines. De plus, si Ψ
est une partie de ∆, il est clair que ∆∩ (∑α∈Ψ Qα) est un sous-système de ∆ ; il en est de
même de ∆∩ (∑α∈Ψ Zα) si ∆ est entier.
1.3. Retour à la théorie des SGR
Nous allons justifier ce choix d’axiomes en montrant que, sous des conditions assez
raisonnables, le système de racines correspondant à un système générateur de racines (un
SGR) au sens de [Bar], dont nous rappelons d’abord la définition, satisfait à ces conditions.
Définition (cf. [Bar, 4.1 et fin de 4.4]). Un système générateur de racines est un 7-uplet
(A,V,V ˆ, 〈. , .〉,Π,Πˆ, (Ni)i∈I ) où :
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matrice de Kac–Moody–Borcherds relative, i.e. vérifiant les axiomes :
(B1) aij ∈Q pour tout (i, j) ∈ I 2 ;
(B2) aij ∈Q− pour tout (i, j) ∈ I 2 tel que i 
= j ;
(B3) si aii > 0, alors aii ∈ {1,2}, et pour tout j ∈ I , 2aij /aii ∈ Z ; et si aii = 1, alors
pour tout j ∈ I , aij 
= −1/2 ;
(B4) si aij est nul, alors aji l’est aussi ;
(lorsque aii > 0, l’indice i est dit réel, on note i ∈ Ire. Si aii  0, alors i appartient à
Iim et i est dit imaginaire).
• (V ˆ,V , 〈. , .〉,Π = (αi)i∈I ,Πˆ = (αiˆ )i∈I ) est une réalisation de la matrice (au sens
où V ˆ et V sont deux espaces vectoriels sur R munis d’une forme bilinéaire 〈. , .〉
définie de V ˆ × V dans R, et contenant respectivement des familles Πˆ = (αiˆ; i ∈ I )
et Π = (αi; i ∈ I ) telles que pour tout i ∈ I , on ait aij = 〈αj ,αiˆ 〉) pour laquelle les
racines simples αi ne sont pas Q-proportionnelles et vérifient la propriété :
(N-liberté) toute combinaison linéaire à coefficients entiers positifs non tous nuls des
racines simples est non nulle.
• Pour chaque i ∈ I , Ni est une partie de Q∗+ satisfaisant aux conditions suivantes :
(a) Ni admet comme plus petit élément 1, ou bien ne contient pas sa borne inférieure
mais est minorée par 3/4 et contient 1 ;
(b) si aii = 1, on a Ni = {1,2} ;
(c) si aii = 2, on a Ni = {1} ;
(d) si i ∈ I et j ∈ Ire, alors 2Niaji/ajj ⊂ Z.
Un tel SGR étant donné, on note :
• Ni,ind les éléments de Ni qui ne s’écrivent pas comme somme d’éléments de cet
ensemble ;
• Mi la plus petite partie de Q+ contenant Ni ∪ {0} et stable par addition ;
• I1 = {i ∈ I ; aii = 2} et I2 = {i ∈ I ; aii = 1}, Ire = {i ∈ I ; aii > 0} = I1 ∪ I2 ;
• αiˇ = αiˆ la coracine de αi si i ∈ I1 et αiˇ = 2αiˆ si i ∈ I2 ;
• QQ =∑i∈I Qαi le Q-sous-espace de V engendré par Π ;
• pour une partie J de I , Π(J )= {αi; i ∈ J } et A(J )= (aij )(i,j)∈J 2 .
Les familles Π et Πˆ sont la base et la cobase du SGR.
Enfin, nous appellerons base généralisée du SGR la partie
⋃
i∈I Niαi .
Remarques. 1. Rappelons que si A est une matrice de KMB, on lui associe un diagramme
de Dynkin (cf. [Kac, 4.7], [Bar, 2.1]), elle est indécomposable si et seulement si celui-ci
est connexe.
2. La matrice A est dite symétrisable (respectivement de Cartan relative) s’il existe des
coefficients rationnels strictement positifs εi pour lesquels la matrice B = (bij )(i,j)∈I 2 avec
bij = εiaij est symétrique (respectivement symétrique définie positive).
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que V ˆ= V et pour lequel 〈. , .〉 est une forme bilinéaire symétrique (. , .) sur V invariante
sous l’action du groupe de Weyl [Bar, p. 85] telle que (αi , αj ) = bij . Alors, sachant que
la famille Πˆ n’intervient dans le système de racines que par son plongement dans V ∗
(cf. [Bar, 4.1.1]), on peut supposer que pour tout i ∈ Ire, αiˇ = 2αi/(αi, αi) (Rαi stabilise
l’orthogonal de αi pour (. , .)).
Dans [Bar], le système générateur de racines est la structure à partir de laquelle peut être
défini un système de racines. Nous rappelons comment, selon que la famille Π est libre ou
non dans V , est caractérisé ce système de racines associé au SGR S.
1.3.1. Le cas libre (cf. [Bar, 2.2])
Si Π = (αi; i ∈ I) est libre, le système de racines associé est l’ensemble :
∆ =W(Π(Ire)) unionsqW(2Π(I2)) unionsq±W
( ⋃
i∈Iim
Niαi
)
unionsq±W(K ′) où
K ′ =
{
α ∈
⊕
j∈I
Mjαj
∖(⊔
i∈I
Q+αi
)
; Sα est connexe et 〈α,αiˆ 〉 0 (∀i ∈ Ire)
}
,
où Sα (appelé support de α, qui est l’ensemble des indices i tels que la composante de
α selon αi soit non nulle) est dit connexe si et seulement si le diagramme de Dynkin de
A(Sα) l’est.
Le système de racines associé à S est alors l’unique sous-ensemble ∆ de QQ vérifiant
les axiomes suivants :
(SR1b) ∆=∆+ unionsq (−∆+) où ∆+ =∆∩QQ+ ;
(SR2b) ∀i ∈ I Q+αi ∩∆=Niαi ;
(SR3b) ∀i ∈ Ire ∀α ∈∆ \ Zαi
{
α + sαi; s ∈ Z, −〈α,αiˇ 〉 s  0
}⊂∆ si 〈α,αiˇ 〉 0 ;{
α + sαi; s ∈ Z, −〈α,αiˇ 〉 s  0
}⊂∆ si 〈α,αiˇ 〉 0 ;
(SR4b) ∀i ∈ Iim ∀α ∈∆+ \Q+αi
〈α,αiˆ 〉< 0 ⇔ α +Miαi ⊂∆+ ;
〈α,αiˆ 〉 = 0 ⇒ α + niαi /∈∆+ si ni ∈Ni,ind ;
(SR5b) pour tout α ∈∆+ \⊔i∈I Q+αi , il existe i ∈ I et ni ∈Ni,ind tels que α− niαi soit
dans ∆.
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Lorsque Π = (αi; i ∈ I) n’est pas libre, on introduit la notion de revêtement du SGR
qui est une réalisation (V˜ ∗, V˜ , 〈. , .〉; Π˜; Π˜ˆ) où :
– 〈. , .〉 est la dualité usuelle ;
– les familles Π˜ˆ = (α˜iˆ ) et Π˜ = (α˜i) sont indexées par I , sont libres dans V˜ ∗ et V˜
respectivement et vérifient bien sûr : 〈α˜i , α˜jˆ 〉 = 〈αi,αjˆ 〉.
On note ψ l’applicationQ-linéaire du sous-espace Q˜Q =⊕i∈I Qα˜i de V˜ dans∑I Qαi
qui envoie α˜i sur αi pour chaque i ∈ I . Le système de racines ∆ est alors l’image par ψ
du système de racines ∆˜ obtenu dans le revêtement. (Une présentation plus axiomatique
de ce système de racines est donnée dans [Bar, 4.2.15], ∆ y apparaît comme le saturé de
Π sous les conditions de chaînes définies en fin de [Bar, 4.1]).
Ces définitions étant rappelées, indiquons à présent la terminologie utilisée dans cet
article à propos de ces systèmes de racines associés à des SGR.
Si A est une matrice de Cartan relative (i.e. une matrice de type fini au sens de [Kac,
4.3], [Bar, 1.1]), le système de racines associé au SGR est fini, nous dirons ici qu’il est de
type fini au sens de [Bar]. Nous savons que les systèmes de racines de type fini sont en fait
les systèmes de racines au sens de Bourbaki et le système de type G×2 (cf. [Bar, 4.4]).
Si A est de type affine (respectivement indéfini, proindéfini) ([Kac, 4.3] et [Bar, 1.1]),
le système associé au SGR sera dit de type affine (respectivement indéfini, proindéfini) au
sens de [Bar].
Rappelons qu’une matrice de Borcherds relative d’ordre infini est (cf. [Bar, 1.1,
Remarque 4]) :
– de type profini si toute matrice extraite principale de A d’ordre fini est de type fini ;
– de type proindéfini, sinon ; dans ce cas, elle admet une matrice extraite indécomposable
d’ordre fini et de type indéfini.
Dans cet article, les systèmes de racines associés à des SGR considérés ne seront jamais
de type profini puisque l’espace engendré par les racines réelles est supposé de dimension
finie (S6).
Dans [Bar], nous avons eu parfois besoin d’hypothèses supplémentaires concernant le
SGR considéré, nous en retiendrons principalement trois :
(BN) Il existe un élément ε > 0 deR et une applicationQ-linéaire θ de QQ dansR telle
que pour tout i ∈ I , on a θ(αi) > ε. L’application θ est alors appelée une hauteur.
Quitte à multiplier θ par une constante positive, on peut supposer θ(αi) 1 pour
tout i ∈ I ; on a alors θ(∆+)⊂ ]3/4;+∞[.
(Hypothèse de rang fini) A(Ire) est de rang fini.
(SGRN) Le SGR est normalisé c’est-à-dire vérifie la condition : si i ∈ Iim, ni ∈ Ni et
niαi =∑j∈S njαj où pour tout j ∈ S on a nj ∈M∗j et où S est une partie connexe
de I , alors S = {i}.
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d’une réalisation où Π est libre dans V puisqu’il suffit de considérer la notion usuelle de
hauteur. La condition (BN) permet de démontrer l’existence d’un SGR normalisé admettant
pour système de racines le même que celui du système générateur initial (cf. [Bar, 4.3.8]) ;
la base de ce SGR normalisé est alors (essentiellement) unique, et, en un certain sens,
minimale [Bar, 4.3.11].
Cette même condition permet (cf. [Bar, 4.3.10]) de « presque » caractériser les racines
réelles.
L’hypothèse de rang fini est essentielle dans le théorème de conjugaison des bases [Bar,
5.2.4], où (BN) est d’ailleurs également utilisée.
Cependant, on verra (cf. Proposition 8.2 et Section 9) qu’on peut normaliser le SGR
obtenu si le système de racines est normal (vérifie (SN)) ; cette hypothèse suffit aussi pour
le théorème de conjugaison des bases.
1.4. Commentaires concernant les axiomes, lien avec les SGR
Les axiomes (S1) à (S4) sont vérifiés dans tous les systèmes de racines associés à des
SGR symétrisables relevant de la théorie de [Bar] et sont assez naturels.
La propriété (S5) est vraie pour tout SGR satisfaisant à la condition (BN) de [Bar]
(voir la démonstration de [Bar, 5.2.7]). Elle va nous permettre de définir une relation
d’équivalence sur les racines imaginaires (relation analogue à celle de [Bar, 5.2.6]) dont
les classes sont deux-à-deux opposées.
L’axiome (S6) nous permettra, dans le cas des systèmes de type fini ou affine (à base
réelle) de déterminer un SGR associé et en particulier une base du système de racines. On
pourrait aussi se contenter de l’axiome suivant qui équivaut à l’hypothèse «A(Ire) de rang
fini » de [Bar] :
(S6′) l’image de V∆re dans (V∆re)∗ est de dimension finie, c’est-à-dire la restriction à V∆re
de (. , .) est de rang fini.
Quant à (S7), il est vérifié dans tout SGR vérifiant (BN) et est de manière évidente
nécessaire dans cette axiomatisation.
Enfin, la propriété supplémentaire (SN) correspond clairement à un affaiblissement de
(BN).
En définissant ici la notion de décomposabilité, nous avons remarqué qu’elle était plus
restrictive que celle définie dans [Bar] puisque deux racines fortement orthogonales sont
orthogonales. Contrairement à ce qui se passe avec la définition choisie dans [Bar] (cf.
[Bar, 5.2.7]), ici, l’indécomposabilité de la base généralisée (cf. Section 1.3) d’un SGR
implique l’indécomposabilité du système de racines. Par contre, un SGR dont la base est
décomposable peut être indécomposable par exemple si les différentes composantes de la
base sont toutes de type affine et si les racines imaginaires correspondantes sont toutes
Q-proportionnelles.
Notons enfin que si les notions d’indécomposabilité définies dans [Bar] et ici diffèrent
au niveau des systèmes de racines, elles coïncident en ce qui concernent les bases (et les
bases généralisées) d’un SGR dans le cas libre et ne diffèrent dans le cas général qu’à cause
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affines orthogonales (mais pas fortement orthogonales) à toutes les racines du système.
Nous allons dans cet article construire un SGR à partir d’un système de racines. Nous
devrons déterminer le diagramme de Dynkin associé et donc en particulier les différentes
composantes connexes de ce diagramme. De ce point de vue, la notion d’indécomposabilité
au sens de [Bar] de la base était plus adaptée. Nous introduisons ici une nouvelle
terminologie.
Définition. Une composante connexe de la base d’un SGR est une partie non vide de
la base, maximale parmi celles qui ne sont pas réunion de deux parties non vides et
orthogonales.
Une composante connexe de la base généralisée d’un SGR est un ensemble constitué
des éléments de la base généralisée du SGR qui sont Q-proportionnels aux racines d’une
composante connexe de la base.
Une composante connexe d’un système de racines associé à un SGR est un sous-système
engendré par une composante connexe de la base généralisée.
1.5. Les limites de cette axiomatisation
On a vu que la plupart des axiomes donnés ici sont vérifiés par un SGR symétrisable
satisfaisant à (BN) et à « l’hypothèse de rang fini » de [Bar]. Cependant si, ici, l’hypothèse
d’existence d’une forme bilinéaire symétrique est absolument indispensable, l’axiomatique
de [Bar] était elle valable même dans le cadre d’une matrice non symétrisable.
Les autres limites sont bien sûr celles déjà rencontrées et discutées dans [Bar] ; à savoir
le fait que la restriction à ∆ de la forme bilinéaire doit être à valeurs dansQ ; que 0 ne doit
pas être adhérent à l’intersection de ∆ et d’une demi-droite rationnelle (S7) (cf. [Bar, 4.1])
et que l’espace engendré par les racines réelles doit être de dimension finie (cf. [Bar, 5.2]).
1.6. Situation choisie dans cet article
Dans un R-espace vectoriel V muni d’une forme bilinéaire (. , .), on suppose donné
un ensemble ∆ vérifiant les 7 axiomes précédents. Nous nous proposons de démontrer
qu’il s’agit d’un système de racines associé à un SGR symétrisable. Pour mener cela
à bien, nous supposons dorénavant choisie dans V , une base de 〈∆〉⊥ relativement à
laquelle nous considérerons en temps utile l’ordre lexicographique. Dans les Sections 3
et 4, nous étudierons des systèmes de racines possédant des propriétés supplémentaires
d’indécomposabilité de ∆ et de positivité de (. , .).
2. Propriétés immédiates
Nous allons démontrer ici un certain nombre de petits résultats concernant essentiel-
lement des propriétés de « chaînes de racines » et d’inclusions de systèmes associés à des
SGR dans l’ensemble ∆ et indiquer, pour α et β des racines réelles, la structure de la
chaîne Ch∆(β,α) (cf. Lemme 2.2 et Proposition 2.8). Nous définirons ensuite une relation
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support dans la même composante connexe de Ire dans le diagramme de Dynkin ».
Lemme 2.1. Si α est une racine réelle de ∆, alors Qα ∩∆ est l’un des trois ensembles
{±α}, {±α/2,±α} ou {±α,±2α}.
Une racine α ∈ ∆re, est dite multipliable si ±2α ∈ ∆, non multipliable dans le cas
contraire, elle est dite divisible, si α/2 ∈∆, non divisible dans le cas contraire.
Démonstration. On a évidemment, pour α ∈∆re, l’inclusion Qα ∩∆⊂∆re.
Par (S4)(a) et (b) si pour q ∈Q, on a qα ∈∆, alors 2(qα,α)/(α,α) et 2(qα,α)/(qα, qα)
sont des entiers d’où 2/q ∈ Z et 2q ∈ Z. Ainsi, on a q ∈ {±1/2,±1,±2}. Notons enfin
que α/2 et 2α ne sont pas simultanément des racines puisque 2((1/2)α,2α)/(2α,2α) =
1/2. ✷
Lemme 2.2. Soient α ∈∆re et β ∈∆ nonQ-proportionnelle à α. L’ensemble (β+Zα)∩∆
est une chaîne [β − pα, . . . , β + qα], où (p, q) ∈N sont tels que q − p = (β,αˇ).
N.B. Cette chaîne (β + Zα) ∩ ∆ sera notée Ch∆(β,α) et nous appellerons d’autre part
chaîne issue de β et de direction α que nous noterons Ch(β,α) le sous-ensemble de
Ch∆(β,α) des racines β + kα où k est un entier compris entre 0 et −(β,αˇ).
Démonstration. On peut supposer (β,αˇ)  0. Considérons p ∈ N maximum tel que
β − pα ∈ ∆ (un tel p existe par (S4)(d)). On a alors (β − pα,αˇ ) = 0 si et seulement
si p = 0 et (β,αˇ) = 0 ; auquel cas Ch∆(β,α) = {β} car si q > 0 avoir β + qα ∈ ∆
contredirait la maximalité de p par Rα .
On peut donc supposer (β−pα,αˇ) < 0. Par récurrence sur (S3), on voit que β− kα ∈
∆ pour tout entier positif k inférieur à p et de même β + kα ∈∆ pour tout entier k > 0 tel
que (β + (k − 1)α,αˇ) < 0. Par (S4)(c), on a alors inclusion de l’autre partie de la chaîne
(jusqu’à β + qα avec q − p = (β,αˇ)) dans ∆.
Enfin si k > q , on sait que β + kα ne peut être une racine car ceci contredirait par Rα
la maximalité de p. ✷
Lemme 2.3. Soient α et β deux racines non Q-proportionnelles et non divisibles de ∆re
telles que (α,β) < 0.
(1) La donnée Sred(α,β) = (Ared(α,β),V ,V, (. , .), (α,β), (αˇ, βˇ), Nα = {1}, Nβ = {1}), où
Ared(α,β) est la matrice (
2 (β,αˇ)
(α,βˇ ) 2
)
,
est un SGR symétrisable dont le système de racines ∆red(α,β) est inclus dans ∆.
(2) Posons nα = 1 et αˆ = αˇ (respectivement nβ = 1 et βˆ = βˇ) si α (respectivement
β) n’est pas multipliable et nα = 2, αˆ= αˇ/2 (respectivement nβ = 2, βˆ= βˇ/2) sinon.
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{1, nβ}), où
A(α,β) =
( 2
nα
(β,αˆ)
(α,βˆ) 2
nβ
)
est un SGR symétrisable dont le système de racines ∆(α,β) est inclus dans ∆ sauf si
nα = nβ = 2 et (β,αˇ)= (α,βˆ )=−1.
Dans ce dernier cas, le système ∆(β,α−β) engendré par β et α − β (qui n’est ni
multipliable ni divisible) est de typeG×2 (cf. [Bar, 4.4]). Il correspond au SGR symétrisable
(A(β,α−β),V ,V, (. , .), (β,α−β)(β ,ˆ (α−β)ˇ), Nβ = {1,2},Nα−β = {1}) oùA(β,α−β) est
la matrice (
1 (α − β,βˆ)
(β, (α− β)ˇ) 2
)
=
(
1 − 32
−1 2
)
et est inclus dans ∆ (il contient α, 2α, β et 2β).
Démonstration. La structure de SGR de chacune de ces données est évidente à condition
de montrer (dans le cas (2)) que la matrice considérée vérifie bien (B3), c’est-à-dire n’a
pas de coefficient égal à −1/2 excepté dans le cas annoncé.
Il s’agit de voir que, quitte à échanger α et β , si nβ = 2 et (α,βˇ ) = −1, alors on a
forcément nα = 2 et (β,αˇ)=−1. Sous les hypothèses précédentes, comme (α,βˇ ) < 0 et
que 2β est une racine, nous savons que α+2β (et par Rβ) α−β sont des racines. A priori,
(β,αˇ) = 2(α,β)/(α,α) = −n où n ∈ N∗/2 et (α,βˇ) = −1, donc −2(α,β) = (β,β).
La racine α − β est donc réelle puisque (α − β,α − β) = (α,α) − 2(α,β) + (β,β) =
−2(α,β)(2+ 1/n) > 0.
Ainsi, nous avons :
(
β, (α− β)ˇ)= 2(α,β)− 2(β,β)
(α − β,α − β) =
6(α,β)
−2(α,β)(2+ 1/n) =
−3
2+ 1/n .
Ce nombre devant être demi-entier, la seule valeur possible est alors n= 1. On a ainsi
(β,αˇ)= (α,βˇ)=−1, d’où α =Rβ ◦Rα(β) donc nα = 2.
Enfin (α − β,βˇ)=−3 et (β, (α − β)ˇ) =−1 et la racine α − β n’est ni divisible, ni
multipliable car :
– comme α + 2β = rβ(α − β) est une racine et que (α − β,α + 2β) = −(β,β) +
(α,β) < 0, si 2(α − β) était une racine, alors 2(α − β) + α + 2β = 3α serait une
racine réelle ; ce qui contredit le Lemme 2.1 ;
– si (α−β)/2 était une racine, comme ((α−β)/2, β) < 0, alors (α+β)/2 serait racine,
ce qui est absurde puisque α + β est multipliable.
A part cela, il s’agit alors de démontrer le résultat concernant le système de racines ;
ceci résulte de la caractérisation de ∆red et ∆(α,β) comme saturés sous les conditions(α,β)
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Lemme 2.2. ✷
Lemme 2.4. 1. Soient α ∈ ∆ et β ∈∆im non Q-proportionnelle à α. Si (α,β) < 0, alors
α +N∗β ⊂∆ et pour n assez grand α+ nβ est imaginaire non affine.
Si, de plus, α est imaginaire, alors N∗α +N∗β ⊂∆im.
2. Soient α et β deux racines non Q-proportionnelles, supposées non divisibles si elles
sont réelles, telles que (α,β) < 0. Alors, Sred(α,β) = (Ared(α,β);V ;V ; (. , .); (α,β); (αˇ, βˇ);
Nα = {1}; Nβ = {1}) où Ared(α,β) est la matrice(
(α,αˇ) (β,αˇ)
(α,βˇ) (β,αˇ)
)
est un SGR dont le système de racines ∆red(α,β) est inclus dans ∆.
Démonstration. Le résultat 1 est trivial par récurrence sur (S3). Ceci nous permet
d’affirmer que le Lemme 2.3 est encore vrai si l’on suppose les racines α et β quelconques
sachant que l’on a posé αˇ = α si α est une racine imaginaire. ✷
Utilisant les notions introduites dans [Bar], nous généralisons la définition de chaîne de
racines en posant :
Définition 2.5. Soient β ∈∆ et α ∈∆im, la chaîne issue de β de direction α notée Ch(β,α)
est :
• β +Nα si (α,β) < 0 et β 
=Qα ;
• {β} si (α,β)= 0 ou β ∈Qα ;
• β −Nα si (α,β) > 0 et β 
=Qα.
Un ensemble de racines Ω est saturé pour les conditions de chaînes si pour tout couple
(α,β) de racines de Ω , la chaîne Ch (α,β) est incluse dans Ω .
N.B. Cette chaîne est contenue dans ∆ d’après le Lemme 2.4.
Remarque 2.6. Il est clair qu’une partie non vide Ω de ∆ symétrique (c’est-à-dire telle
que si α est dans Ω , alors −α aussi) et saturée pour les conditions de chaînes est un sous-
système de racines de ∆.
On peut encore généraliser le résultat précédent :
Lemme 2.7. Supposons donnée une famille (γi)1in où n ∈ N∗ de racines indivisibles
vérifiant les conditions suivantes :
• si i 
= j , alors (γi, γj ) 0 ;
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Alors, le 7-uplet Sred
(γi , 1in) = (Ared(γi , in),V ,V, (. , .), (γi)in, (γ iˇ )in, (Nγi = {1}in))
oùAred
(γi;(1in)) = (γi, γ jˇ )i,jn est un SGR dont le système de racines∆red(γi , in) est inclus
dans ∆.
Démonstration. D’après [Bar, 4.2.18], le système de racines ∆red
(γi; in) correspondant à
ce SGR est le saturé pour les conditions de chaînes au sens de [Bar, fin de 4.1] de {±γi;
i  n} qui est compatible ici à la Définition 2.5 car les Nγi sont réduits à {1}. Or,∆ contient
{±γi; i  n} et est bien stable sous les conditions de chaînes. ✷
Si α et β sont deux racines réelles, nous aurons besoin de connaître la structure de
la chaîne Ch∆(β,α), il est clair que l’on peut toujours se ramener au cas où α n’est pas
divisible et où (β,αˇ) 0.
Proposition 2.8. 1. Soient α et β deux racines réelles telles que (β,αˇ) 
= 0.
Si (α,βˇ ) est demi-entier (non entier), alors α est indivisible et (β,αˇ) est pair. En
particulier, on a toujours (β,αˇ)(α,βˇ) ∈N∗.
2. Soient α et β deux racines réelles telles que α n’est pas divisible et (β,αˇ) < 0.
Si (β,αˇ)=−1, alors la chaîne Ch∆(β,α) n’est formée que de racines réelles.
Si (β,αˇ)(α,βˇ) < 4, alors la chaîne Ch∆(β,α) n’est formée que de racines réelles.
Si (β,αˇ)(α,βˇ)  4 et (β,αˇ) 
= −1, la chaîne Ch∆(β,α) contient au moins une
racine imaginaire.
Enfin, si (β,αˇ)(α,βˇ) 4 et (β,αˇ)=−1, alors la racine α n’est pas multipliable.
Dans tous les cas, le nombre de racines réelles de la chaîne Ch∆(β,α) est inférieur ou
égal à 4 et les racines réelles sont situées de part et d’autre aux extrémités de la chaîne.
3. Soient α et β deux racines réelles telles que (β,αˇ) (α,βˇ)  0, alors α + β est
une racine réelle si et seulement si l’une des conditions suivantes est vérifiée :
(1) (α,βˇ) ∈ {−1/2,−1} ;
(2) (α,βˇ)= 0 et α + β ∈∆ ;
(3) (α,βˇ )=−3/2 et (β,αˇ)=−2 ; autrement dit, α et β/2 engendrent un système de
type D×2 (cf. [Bar, 4.4]).
N.B. Les paires de racines réelles (α,β) telles que α+β est une racine réelle sont appelées
paires de Morita dans [BP] et y sont déjà classifiées dans le cas des systèmes réduits
réellement.
Démonstration. 1. Si (α,βˇ) est demi-entier, alors β/2 est une racine et α ne peut pas
être divisible ((α/2, βˇ) ne serait ni demi-entier ni entier). Ainsi, (β/2, αˇ) doit être entier,
le scalaire (β,αˇ) est alors pair.
2. Remarquons que si α ∈∆re est indivisible et si δ ∈∆im avec (α, δ) < 0, alors δ + α
qui est une racine par (S3) est imaginaire : (δ + α, δ + α) = (δ, δ) + 2(α, δ) + (α,α) =
(δ, δ)+ (α,α)(1 + (δ,αˇ) 0) car (δ,αˇ) est entier.
Montrons à présent le point concernant le nombre de racines réelles et leur position dans
la chaîne.
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k0α,αˇ ) 0 est minimal. (Un tel k0 existe car Rα(β) ∈∆∩ (β +Nα).)
On a alors, pour k ∈N∗ tel que γ + kα ∈∆re, (γ + kα,γ )= (γ, γ )+ k(α, γ ) > 0. Par
(S3), appliqué à γ + kα et −γ , on a kα ∈∆ d’où k ∈ {1,2}. Ceci permet d’affirmer que la
chaîne contient au plus quatre racines réelles dans le cas où α n’est pas multipliable, et au
plus six lorsque 2α est une racine.
Une racine réelle ρ de la chaîne telle que (ρ,α)  0 ne peut donc être que γ ,
γ + α ou γ + 2α. La remarque précédente concernant les racines imaginaires montre
que si n ∈ Z et β + nα est une racine imaginaire telle que (β + nα,α) < 0, alors
[β + nα,β + (n + 1)α, . . . ,Rα(β + nα)] ne contient que des racines imaginaires. Les
racines réelles sont donc bien aux extrémités des chaînes.
Montrons qu’en réalité le nombre de racines réelles est toujours limité à quatre.
Supposons l’existence d’une chaîne de direction α contenant 5 ou 6 racines réelles
et choisissons γ ′ la racine de la chaîne pour laquelle (γ ′, αˇ) est minimum (donc en
particulier négatif), il s’agit d’une racine située à une extrémité de la chaîne donc réelle.
D’après ce qui précède, la racine α est multipliable (i.e., 2α ∈∆), γ ′ + 2α est une racine
réelle et (γ ′ + 2α,αˇ)  0. En particulier, (γ ′, αˇ) est entier et l’on a (γ ′, αˇ) 
= −1 et
(γ ′, αˇ) 
= −2.
– On a (α, γ ′ˇ) ∈ {−1/2,−1,−3/2}, sinon (α + γ ′, αˇ)  0 et (α + γ ′, γ ′ˇ)  0 donc
α+ γ ′ est une racine imaginaire de ∆(α,γ ′) donc de ∆, la chaîne contient au plus deux
racines réelles.
– Supposons (α, γ ′ˇ) = −1/2. On peut considérer la chaîne Ch∆(−γ ′, γ ′ + α) qui
contient les racines réelles −γ ′, α et γ ′ + 2α.
Si (γ ′ + 2α, (γ ′ + α)ˇ)  0, alors cette chaîne contient au moins cinq racines réelles
donc γ ′ + α est multipliable. Ainsi, 2γ ′ + 2α est une racine réelle et (2γ ′ + 2α, (2α)ˇ)=
2(γ ′ + α, (2α)ˇ) < 0 donc par (S3), 2γ ′ + 4α est une racine ; ce qui est absurde puisque
γ ′/2+ α en est une.
Ainsi, doit on avoir (γ ′ + 2α, (γ ′ + α)ˇ) > 0. La racine γ ′ + α n’est pas divisible car
l’inégalité (γ ′/2+α, (γ ′ +α)ˇ) > 0 impliquerait γ ′/2+α− (γ ′/2+α/2)= α/2 ∈∆. Le
scalaire (γ ′ + 2α, (γ ′ + α)ˇ)= 2+ (α, (γ ′ + α)ˇ) > 0 est donc un entier pair ; d’où encore
une contradiction.
– Supposons (α, γ ′ˇ)=−1, alors (γ ′ + 2α,γ ′ˇ)= 0 et par hypothèse (γ ′ + 2α,αˇ) 0
donc (γ ′ + 2α,γ ′) = 0 et (γ ′ + 2α,α)  0 d’où (γ ′ + 2α,γ ′ + 2α)  0 ; ce qui est
absurde puisque cette racine est supposée réelle.
– Supposons (α, γ ′ˇ)=−3/2, alors (γ ′ +2α,γ ′ˇ)=−1, doncR′γ (γ ′ +2α)= 2γ ′+2α.
On a encore (2γ ′ + 2α,2αˇ) < 0 donc 2γ ′ + 4α est une racine réelle ce qui, de
nouveau, est absurde.
Enfin si (β,αˇ)=−1, toute racine de la chaîne Ch∆(β,α) est plus extérieure que β et
Rα(β) donc est réelle. Si α est multipliable, alors β + 2α donc β − α sont racines et β
ne peut pas être divisible ; si on avait (α,βˇ )  −4, la chaîne Ch(2α,β) contiendrait au
moins les six racines réelles distinctes 2α, 2α+β , 2(α+β) et leurs images par Rβ ; ce qui
est impossible. Si (β,αˇ)(α,βˇ ) < 4, on a (β,α)2 < (α,α)(β,β), donc la forme bilinéaire
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racines réelles. Si (β,αˇ) (α,βˇ) 4 et (β,αˇ) 
= −1, la racine α + β est imaginaire sauf
si (α,βˇ ) ∈ {−1/2,−1,−3/2}. Si (α,βˇ) = −1/2, la racine β + 4α est imaginaire ; si
(α,βˇ) = −1, la racine β + 2α est imaginaire ; si (α,βˇ) = −3/2, alors (β,αˇ) est pair
donc inférieur ou égal à −4 et la racine β + 2α est imaginaire.
3. Si (α,βˇ )−2 et (β,αˇ)−2, alors (α + β,βˇ) 0 et (α + β,αˇ) 0, la racine
α + β est donc imaginaire puisque (α + β,α)  0 et (α + β,β) 0. Ce cas étant exclu,
regardons les autres éventualités.
Si (α,βˇ)= 0, il est clair que si α + β est une racine, alors elle est plus extérieure à la
chaîne donc est réelle ; d’où (2).
Si (α,βˇ )=−1, le résultat est évident par Rβ .
Si (α,βˇ)=−1/2, α et α+ β/2 sont au centre de la chaîne et α + β qui est une racine
est donc réelle.
Si (α,βˇ)=−3/2, alors (β,αˇ) est entier pair et par Rβ , la racine α+ β est conjuguée
à α + β/2 qui est telle que (α+ β/2, βˇ)=−1/2 et (α+ β/2, αˇ)= 2+ (β/2, αˇ). Cette
racine est donc imaginaire si (β/2, αˇ) −2. Il reste le cas (3) où (β/2, αˇ) = −1 d’où
RβRα(β/2)=Rβ(α + β/2)= α + β qui est donc bien réelle. ✷
Lemme 2.9. Si δ est une racine imaginaire affine et α une racine réelle multipliable, alors
(δ,αˇ) 
= −1.
Démonstration. Supposons qu’au contraire il existe une racine affine δ et une racine
réelle multipliable α telles que (δ,αˇ)=−1. Par (S3), δ+ 2α est une racine qui est réelle
car (δ + 2α, δ + 2α)= 4(α, δ)+ 4(α,α)= 2(α,α)((δ,αˇ)+ 2)= 2(α,α) > 0. L’élément
δ− α =Rα(δ+ 2α) est aussi une racine réelle avec (δ− α, δ− α)= 2(α,α). Or,
(
α, (δ− α)ˇ)= 2(α, (δ− α))
(δ− α, δ − α) =
2(α, (δ− α))
2(α,α)
= ((δ− α)αˇ)
2
= −3
2
.
Les racines δ − α et δ + 2α doivent donc être divisibles. Mais si α + δ/2 est une racine,
l’égalité (α + δ/2, αˇ)= 3/2 conduit à une contradiction puisque α est multipliable. ✷
2.1. Relation d’équivalence sur ∆re
Définition 2.10. Soient α, β deux racines réelles, α et β sont liables si et seulement si il
existe n ∈ N∗ et des racines αk , 0  k  n réelles telles que α0 = α et αn = β , avec pour
tout 0 k < n, (αk,αk+1) 
= 0. Une telle famille (αk; 0 k  n) est un chemin de α à β .
Ces classes de racines réelles sont stables sous le passage à l’opposé. Par (S6), on voit
que le nombre de telles classes d’équivalence de racines réelles est fini car majoré par la
dimension de l’espace engendré par les racines réelles. En effet si α1, α2, . . . , αN sont dans
des classes distinctes de racines réelles, elles sont deux à deux orthogonales donc forment
une famille libre.
Lemme 2.11. Si deux racines réelles α et β sont liables, alors on peut trouver N racines
(αk ; 0 k N) réelles, où N  2 dim(V∆re), telles que :
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• pour tout 0 k < N − 2, (αk,αk+1) < 0 et (αN−1, αN) 
= 0 ;
• si h > 1 est tel que k + hN , alors (αk,αk+h)= 0.
De plus, dans une telle famille, la sous-famille (αj ; 0 j N − 1) est N-libre.
Plus précisément, si (αN−1, αN) < 0, et si la famille (αj ; 0 j N) n’est pas N-libre,
alors (αj ; 0  j  N − 1) l’est et les racines indivisibles Q+-proportionnelles aux αj ,
j  N − 1, engendrent un système réduit réellement qui est un système de type fini (au
sens de [Bar]).
Démonstration. Les racines α et β de ∆re étant liables, on sait qu’il existe n ∈ N
et des racines (αk; 0  k  n) réelles telles que α0 = α et αn = β , avec pour tout
0  k < n, (αk,αk+1) 
= 0. Quitte à éventuellement changer certaines racines αk en −αk
pour 0< k < n, on peut supposer que pour tout 0 k  n− 2, (αk,αk+1) < 0.
Étant donné un tel chemin, si pour un entier i  n, il existe h > 1 tel que i + h n et
(αi , αi+h) 
= 0, on peut obtenir un chemin plus court extrait de ce chemin en éliminant les
racines αk+1, . . . , αh−1, et ainsi, par réductions successives, quitte à encore changer des
signes, un chemin tel que celui annoncé dans le lemme.
Si un tel chemin fait intervenir plus de 2 dim(〈∆re〉) + 1 racines αi , alors la famille
formée de dim(〈∆re〉)+ 1 racines réelles (α0, α2, . . . , α2 dim(〈∆re〉)) serait libre ; ce qui est
absurde.
Pour démontrer le dernier résultat, quitte à diviser certaines de ces racines par 2, on se
ramène au cas où elles sont indivisibles. Modifions alors légèrement nos notations, posons
αN = β si (αN−1, β) < 0 et αN = −β sinon. Supposons ∑j=Nj=0 njαj = 0 pour des nj
entiers positifs. Alors, pour tout k,
∑j=N
j=0 nj (αj ,αk)ˇ= 0. La matrice ((αi , αkˇ))(i,kN) est
une matrice de Cartan généralisée indécomposable. Si de tels coefficients ni  0 existent,
alors (en raisonnant dans une réalisation libre de la matrice) d’après [Kac, 4.3], soit les ni
sont tous nuls, soit la matrice est de type affine.
Si la matrice n’est pas de type affine, la famille (αj ; 0  j  N) est N-libre. Si
elle est de type affine, alors toute sous-matrice principale est de type fini et donc (αj ;
0 j N − 1) est N-libre. ✷
3. Système de racines indécomposable et de type fini
Nous allons démontrer dans cette section que lorsque la forme bilinéaire est strictement
positive sur ∆, le système de racines est de type fini au sens de [Bar] (c’est-à-dire est
associé à un SGR symétrisable dont la matrice est de type fini [Kac, 4.3]) autrement dit
est, dans le cas indécomposable, soit un système de racines au sens de Bourbaki, soit un
système de type G×2 (cf. [Bar, 4.4]).
Dans cette section, ∆ est un système de racines indécomposable sur lequel la forme
bilinéaire est supposée strictement positive. Toutes les racines de ∆ sont donc réelles.
L’hypothèse d’indécomposabilité entraîne que ∆ est une classe d’équivalence pour la
relation sur les racines réelles ; il est clair en effet que deux racines situées dans des classes
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est définie positive sur 〈∆〉.
Dans le cas plus général d’un système décomposable, il est maintenant clair que V est
somme directe orthogonale des espaces euclidiens engendrés par les classes de racines
réelles (qui fournissent donc des systèmes indécomposables) et de l’espace orthogonal au
système qui ne contient pas de racines.
Lemme 3.1. L’ensemble {(α,α); α ∈∆} est une partie finie de R.
Démonstration. Soient α et β deux racines indivisibles de ∆ telles que (α,β) 
= 0. Quitte
à changer β en −β , on peut supposer (α,β) < 0. Le système ∆red(α,β) engendré par ces deux
racines est un système de racines au sens de Bourbaki de rang 2 (d’après la nature de ∆ et
le Lemme 2.3, ∆red(α,β) ne doit pas contenir de racine imaginaire). Le quotient (β,β)/(α,α)
ne peut donc prendre qu’un nombre fini N0 de valeurs.
D’après le Lemme 2.11, une racine β de ∆ est liable à α par un chemin contenant moins
de 2 dim(〈∆re〉) racines (αk; 0 k N) réelles indivisibles telles que α0 = α, avec pour
tout 0 k < N , (αk,αk+1) 
= 0 et où chacun des quotients (αk+1, αk+1)/(αk,αk) ne peut
prendre que N0 valeurs données.
Le quotient (β,β)/(α,α) ne peut donc prendre qu’un nombre fini de valeurs. ✷
Si α et γ sont deux racines de ∆, on a forcément (α, γ ˇ)(γ,αˇ) < 4 : sinon, quitte à
diviser α ou γ par 2 pour les rendre indivisibles, il y a, avec les notations du Lemme 2.3,
une racine imaginaire dans le système de racines ∆red(α,γ ) (ou ∆red(α,−γ )) donc dans ∆.
Lemme 3.2. Il existe une base (γi ; 1 i  dim(〈∆〉)) de l’espace vectoriel 〈∆〉 formée de
racines réelles indivisibles telles que :
– si i 
= j , on a (γi, γi) 0 ;
– pour tout j 
= 1, existe un indice i < j tel que (γj , γi) < 0.
N.B. De plus, avec les notations du Lemme 2.7, ∆red(γi; 1in) est un système de racines au
sens de Bourbaki inclus dans ∆.
Démonstration. Considérons 〈∆〉, le R-sous-espace vectoriel engendré par ∆. Par (S6), il
est de dimension finie. Nous allons construire par récurrence sur k  dim(〈∆〉), une famille
libre de ce sous-espace vectoriel notée (γj )1jk formée de racines réelles indivisibles
telles que :
– si i 
= j , on a (γj , γi) 0 ;
– pour tout j 
= 1, il existe un indice i < j tel que (γj , γi) < 0.
Si la dimension de 〈∆〉 est 1, l’assertion est vide, on peut donc supposer cet espace
de dimension strictement supérieure à 1. Choisissons dans ∆, une racine indivisible γ1
quelconque et une seconde γ2 ∈ ∆ indivisible telle que (γ2, γ1) < 0. (Un tel choix est
possible puisque −∆=∆).
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racines réelles indivisibles possédant les deux propriétés voulues.
D’après le Lemme 2.7, ∆red(γi; 1in) est inclus dans ∆ et est un système de racines au
sens de Bourbaki (sinon (. , .) ne serait pas strictement positive sur ∆.)
Comme n < dim(〈∆〉) et que ∆ est formé de racines liables, il existe dans ∆, une racine
indivisible γ qui n’est pas dans l’espace engendré par (γj )1jn et pour laquelle il existe
i  n tel que (γ, γi) 
= 0.
D’après la théorie des systèmes de racines finis classiques, on sait qu’il existe un
élément w du groupe de Weyl correspondant 〈Rγi ; 1  i  n〉 tel que (wγ,γi) 0 pour
tout i  n. La racine wγ ne pouvant être orthogonale à (ni être dans) l’espace engendré
par (γj )1jn puisque γ ne l’était pas, on peut choisir γn+1 = wγ . D’où la construction
de la famille à n+ 1 éléments cherchée.
On obtient donc au rang dim(〈∆〉), une base (γi; 1  i  dim(〈∆〉)) de 〈∆〉 telle que
∆red(γi; 1idim(〈∆〉)) qui est inclus dans ∆ (Lemme 2.7), est de type fini au sens de [Bar] et
engendre 〈∆〉. ✷
La forme bilinéaire symétrique de V restreinte à 〈∆〉 induit forcément (à un scalaire
strictement positif près) la forme définie positive associée au système ∆red
(γi; idim(〈∆〉)) (qui
est de type fini) sur 〈∆〉. Par conséquent, toutes les réflexions Rα pour α ∈ ∆, sont des
réflexions orthogonales sur 〈∆〉 par rapport aux hyperplans α⊥ = kerα∗ où α∗, située dans
le dual de 〈∆〉, est définie par α∗(x)= (α, x).
Lemme 3.3. Le système d’hyperplans de l’espace 〈∆〉 associés aux racines de ∆ est fini.
Démonstration. Supposons la famille des hyperplans infinie, on peut trouver une suite
d’hyperplans Hαn = α⊥n (avec αn indivisible) et donc lui associer la suite des formes
linéaires α∗n dans 〈∆〉∗. On peut alors en extraire une suite pour laquelle (α∗n,α∗n) =
(αn,αn) est constant (puisque, d’après le Lemme 3.1, cette norme ne peut prendre qu’un
nombre fini de valeurs) et en extraire à nouveau une suite (α∗nk ) qui converge dans 〈∆〉∗
vers une certaine forme linéaire α∗. Pour toute racine β de ∆, la suite de terme général
2α∗nk (β)/(α
∗
nk
, α∗nk ) = (β,αnˇk ) converge vers 2α∗(β)/(α∗, α∗) ∈ Z (avec (α∗nk , α∗nk ) =
(α∗, α∗)) ; il existe donc un rang à partir duquel α∗nk (β) est constant. La partie ∆ engendre〈∆〉, donc, dans le dual, la suite (α∗nk ) est stationnaire.
On en déduit facilement que (α∗n) ne peut prendre qu’un nombre fini de valeurs,
l’ensemble des hyperplans est donc fini. ✷
3.1. Construction de la base
Le Lemme 3.3 nous permet de faire de la géométrie dans 〈∆〉 et de déterminer une
base du système de racines correspondant à la classe considérée en choisissant comme
racines simples les racines indivisibles associées à des hyperplans qui sont les murs d’une
même chambre. On définit pour i ∈ J , l’ensemble Ni = {1} si αi n’est pas multipliable et
l’élément αiˆ = αiˇ (respectivement Ni = {1,2} et αiˆ = αiˇ/2 si αi est multipliable).
SiNi = {1,2}, le scalaire (αj ,αiˇ ) n’est jamais égal à −1 ; sinon (cf. Lemme 2.3) αi−αj
et αj engendrent un système de type G× et les hyperplansHαi et Hαj ne peuvent donc pas2
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Cartan relative (les termes diagonaux sont égaux à 1 ou 2) ; les racines étant indivisibles,
la matrice A est à coefficients entiers et nous pouvons ainsi énoncé le résultat suivant.
Théorème 3.4. Le 7-uplet S(∆) = (A,V,V, (. , .), (αi; i ∈ J ), (αiˇ; i ∈ J ), (Ni; i ∈ J ))
est un système générateur de racines dont le système de racines qui est de type fini au sens
de [Bar] est exactement l’ensemble ∆.
4. Système de racines de type affine réel essentiellement indécomposable
Dans cette section nous nous proposons de démontrer que si∆ est un système de racines
sur lequel la forme bilinéaire est positive (mais ni strictement positive, ni identiquement
nulle) et qui est « essentiellement indécomposable » au sens expliqué plus loin, alors ∆ est
un système de type affine au sens de [Bar] possédant une base indécomposable et formée
de racines réelles, c’est pourquoi nous parlerons dans ce cas de système de racines de type
affine réel essentiellement indécomposable.
Comme indiqué en Section 1.4, la notion d’indécomposabilité du système n’est pas tout
à fait adaptée dans le cas affine puisque pour une réalisation non libre, on peut avoir un
système indécomposable qui possède une base décomposable (voir aussi la Remarque 4.7).
C’est pourquoi nous devons nous intéresser à une propriété un peu plus fine ici.
Si ∆ est un système de racines sur lequel la forme bilinéaire est positive (mais ni
strictement positive, ni identiquement nulle), ∆ admet des racines imaginaires et celles-ci
sont nécessairement affines, orthogonales à toute racine réelle et deux à deux orthogonales
(Lemme 2.4).
Définition 4.1. Un tel système de racines est dit essentiellement indécomposable si les
deux propriétés suivantes sont vérifiées :
– ∆ possède une seule classe de racines réelles (au sens de la relation d’équivalence
définie précédemment) : c’est ∆re ;
– aucune racine de ∆im n’est fortement orthogonale à ∆re.
N.B. Le système est alors indécomposable.
Dans la suite de cette section, ∆ est un tel système de racines. Supposons donnée β une
racine imaginaire de ∆, on considère :
Lβ =
{
q ∈N∗; q−1β ∈∆ et ∃α ∈∆re q−1β − α ∈∆}.
Cet ensemble non vide, majoré d’après (S7), admet un plus grand élément n0. Quitte à
changer β en n−10 β , on peut supposer que l’ensemble Lβ est réduit à {1} ; ce que nous
ferons dans la suite de cette section.
Choisissons alors une racine réelle α telle que β − α ∈ ∆. La connaissance des
chaînes de direction une racine réelle, nous permet de supposer (quitte à remplacer α
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(β − α,β − α)= (β,β)+ (α,α)= (α,α).
D’après le Lemme 2.3, le système de racines réduit réellement de rang 2 de base
(α,β − α) est inclus dans ∆ donc Nβ ⊂∆ et Nβ ± α ⊂∆.
Lemme 4.2. Il existe un entier strictement positif r tel que si γ est dans ∆re, alors
Nrβ ± γ ⊂∆.
Démonstration. Il suffit de montrer qu’il existe une partie E finie de N∗ telle que si γ est
dans ∆, il y a un élément m de E tel que Nmβ ± γ ∈ ∆ ; le plus petit multiple commun
des éléments de E satisfait à la propriété indiquée.
(1) Montrons d’abord ce résultat dans le cas où (γ,α) 
= 0. On peut alors supposer
(α, γ ) < 0. Si γ =−α ou −2α, le résultat est clair dans le système de rang deux considéré
précédemment. On peut donc imposer à α et γ de ne pas être proportionnelles.
On a (γ,αˇ)(α, γ ˇ)  4 puisque sinon (d’après le Lemme 2.3), quitte à remplacer γ
par γ /2, le système de racines réduit réellement de base (α, γ ) contiendrait une racine
imaginaire non orthogonale à sa base ; ce qui contredirait la positivité de (. , .) sur ∆ (étant
donné le Lemme 2.8).
Sachant que la racine α n’est pas divisible, le scalaire (γ,αˇ) est un entier strictement
négatif. Notons que (α, γ ˇ) est un entier ou demi-entier strictement négatif.
On sait que Nβ + α ⊂∆re et si n ∈N, on a pour tout ρ ∈ V ,
Rα ◦Rnβ+α(ρ)= ρ − (ρ,αˇ)nβ.
Par stabilité de ∆ sous ces transformations, on a pour tout n, γ − (γ,αˇ)nβ ∈∆ et par Rγ
l’inclusion de γ ± (γ,αˇ)Nβ dans ∆ où (γ,αˇ) ∈ {−1,−2,−3,−4,−6,−8}.
(2) Cas où γ est une racine réelle quelconque. Grâce au Lemme 2.11, quelle que soit la
racine γ située dans ∆, α et γ peuvent être reliées par un chemin de longueurN inférieure
à 2 dim(〈∆re〉) formé de racines (αk; 0 k N) réelles telles que α0 = α et αN = γ , avec
pour tout 0 k < n, (αk,αk+1) 
= 0.
Par récurrence sur k, on montre par l’argument précédent qu’il existe un entier rk tel
que Nrkβ ± αk ⊂∆ avec rk ∈ {rk−1,2rk−1,3rk−1,4rk−1,6rk−1,8rk−1}. ✷
Lemme 4.3. Toute racine imaginaire de ∆ est Z∗-proportionnelle à β et Z∗β est inclus
dans ∆.
Démonstration. Soit δ une racine imaginaire supposée nonQ-proportionnelle à β . On sait
par hypothèse qu’elle n’est pas fortement orthogonale à ∆re, elle est donc située dans une
chaîne Ch(δ − γ, γ ) où γ ∈∆re et δ − γ ∈∆re, elle est orthogonale à ∆ (vu la positivité
de (. , .) sur ∆).
Sous ces hypothèses, δ = γ + (δ− γ ) (où δ− γ ∈∆re) est affine et on voit comme pour
β que N∗δ± γ ⊂∆. D’après le Lemme 4.2, on peut choisir r ∈N∗ tel que Nrδ± γ ⊂∆.
Soient n, m deux entiers strictement positifs, on a :
• (mδ+ γ,nrβ + γ )= (γ, γ ) > 0, donc mδ− nrβ est une racine et
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On a ainsi N∗δ ± N∗(rβ) ⊂ ∆, ce qui contredit par (S5) notre hypothèse de non Q-
proportionnalité de δ et β . On a ainsi obtenu le :
Résultat intermédiaire. Si δ est une racine imaginaire de∆, il existe q ∈Q tel que δ = qβ .
Reste à montrer que q est forcément entier.
D’après le raisonnement précédent, on peut choisir r ∈ N∗ tel que N∗δ ± N∗(rβ)⊂∆
et r et q sont multiples entiers d’un même rationnel c tel que cβ est un générateur de
Zrβ +Zqβ (cf. (S7)).
Nous allons montrer qu’avec ces notations, cβ est une racine obtenue par conditions de
chaînes à partir de ∆re (donc qu’il existe une racine γ ∈∆re telle que cβ − γ ∈∆). Nous
montrerons ensuite que c−1 ∈N ce qui, d’après le choix de β , imposera c= 1.
Par définition de c, il existe deux entiers a, b tels que c= ar + bq . On sait que arβ± γ
et bqβ ± γ sont des racines réelles.
Considérons le système de racines admettant pour base (arβ + γ , bqβ − γ ), il est de
type A(1)1 (avec les notations de [Kac]). L’ensemble de ses racines imaginaires est Z∗cβ , il
est inclus dans ∆. L’élément cβ est donc une racine et il existe une racine ρ ∈∆re telle que
cβ ± ρ ∈∆re.
Les racines α et ρ sont liables, d’après le Lemme 2.11, on peut trouver un entierN et des
racines (αk; 0 k N) réelles telles que α0 = α et αN =±ρ, avec pour tout 0 k < N ,
(αk,αk+h)= 0 pour tout 1< hN −k et (quitte à changer à αN en −αN ) (αk,αk+1) < 0.
Ainsi, on montre par récurrence sur k  N − 1, l’inclusion de Nβ + α0 + α1 + · · · + αk
dans ∆ (en effet, (Nβ + α0 + α1 + α2 + · · · + αh,αh+1) ⊂ Q∗− et ces racines ne sont
pas proportionnelles puisque (Nβ + α0 + α1 + α2 + · · · + αh,αh+2) = 0). On a donc
Nβ+α0+α1+α2+· · ·+αN−1 ⊂∆. Soit n ∈N, on a (nβ+α0+α1+· · ·+αN−1, αN) < 0,
donc nβ + α0 + α1 + α2 + · · ·+ αN ∈∆ sauf si nβ + α0 + α1 + · · ·+ αN−1 =−αN . On a
ainsi finalement l’inclusion :
N∗β + α0 + α1 + α2 + · · · + αN ⊂∆∪ {0}
(et même l’inclusion dans ∆ si α0 + α1 + α2 + · · · + αN est une racine réelle ou n’est pas
une racine c’est-à-dire est nulle).
De la même façon (en parcourant le chemin de αN à α0) :
N∗cβ + αN + αN−1 + · · · + α1 + α0 ⊂∆∪ {0}
(et même l’inclusion dans ∆ si α0 + α1 + α2 + · · · + αN est une racine réelle ou n’est pas
une racine c’est-à-dire est nulle).
(a) Si α0 + α1 + α2 + · · · + αN est réelle, Ncβ − (αN + αN−1 + · · · + α1 + α0)⊂∆ et
de même Nβ − (α0 + α1 + α2 + · · · + αN)⊂∆.
Ainsi :
(
Ncβ + (αN + αN−1 + · · · + α1 + α0), Nβ + α0 + α1 + α2 + · · · + αN
)⊂Q∗+ et
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Ncβ − (αN + αN−1 + · · · + α1 + α0), Nβ + α0 + α1 + α2 + · · · + αN
)⊂Q∗−
donc, par le même argument que celui concernant précédemment les racines β et δ, les
racines cβ et β sont multiples entiers d’une même racine c′β qui est imaginaire positive
minimale dans un système de type A(1)1 dont les générateurs sont dans ∆re. Donc il existe
une racine γ ′ ∈∆re telle que c′β − γ ′ ∈∆re.
Comme β est supposée telle que Lβ soit réduit à {1}, on a forcément c′ = 1 et cβ est
donc un multiple entier de β (i.e., c ∈N∗).
(b) Si α0 + α1 + · · · + αN = 0, alors Nβ ± (α0 + α1 + · · · + αN−1)=Nβ ± αN ⊂∆ et
Ncβ ± αN ⊂∆, on peut donc faire le même raisonnement que dans le (a).
(c) Si α0 + α1 + · · · + αN est imaginaire, elle est affine et non fortement orthogonale à
toute racine de∆re, d’après le résultat intermédiaire, on a donc (α0+α1+α2+· · ·+αN)=
q ′β avec q ′ ∈Q et q ′β − α ∈∆. Par les raisonnements précédents, on voit que q ′ et 1 sont
multiples d’un même rationnel 1/n tel que (1/n)β ∈∆ et pour lequel il existe une racine
γ ′′ ∈∆re telle que (1/n)β − γ ′′ ∈∆. Le choix de β impose alors 1/n= 1 ; autrement dit
α0 + α1 + · · · + αN ∈Nβ .
Considérons alors δ d’une part et α0 + α1 + α2 + · · · + αN d’autre part.
– On a Nδ ± αN ⊂ ∆ et, par des arguments de chaînes analogues à ceux faits
précédemment Nδ ± (αN + αN−1 + · · · + α1)⊂ ∆, donc Nδ ± (αN + αN−1 + · · · +
α1 + 2α0)⊂∆.
– Comme α0 + α1 + α2 + · · ·+ αN ∈Nβ , Nβ + (α0 + α1 + α2 + · · · + αN)⊂Nβ donc
Nβ+(2α0+α1+α2+· · ·+αN)⊂Nβ+α0 ⊂∆. La racine (2α0+α1+α2+· · ·+αN)
étant réelle, on retrouve l’étude (a) précédente. ✷
Considérons alors l’espace vectoriel quotient 〈∆re〉/Rβ . Si α ∈ 〈∆re〉, on note α¯ sa
projection dans l’espace quotient. Comme β est isotrope et orthogonale à toute racine de
∆re, la forme bilinéaire symétrique (. , .) induit sur cet espace quotient une forme bilinéaire
symétrique encore notée (. , .), pour laquelle
∀α,γ ∈ 〈∆re〉 (α¯, γ¯ )= (α, γ ).
Soient γ1 et γ2 deux racines non proportionnelles de ∆re telles que (γ1, γ2) < 0. On
sait qu’alors (γ1, γ 2ˇ)(γ2, γ 1ˇ)  4 et que l’on peut trouver (cf. Lemme 4.2) deux entiers
strictement positifs r1 et r2 tels que Nr1β ± γ1 ⊂ ∆ et Nr2β ± γ2 ⊂ ∆. De plus, si
(γ1, γ 2ˇ)(γ2, γ 1ˇ)= 4, le système de rang 2 engendré par ces deux racines admet une racine
affine positive minimale N-proportionnelle à ±β .
En se ramenant au cas où (γ1, γ 2ˇ) (γ2, γ 1ˇ), on a (cf. Lemme 2.8) :
• si (γ1, γ 2ˇ)= (γ2, γ 1ˇ)=−2, alors γ1 + γ2 ∈ Zβ , donc γ¯1 =−γ¯2 ;
• si (γ1, γ 2ˇ)=−4 et (γ2, γ 1ˇ)=−1, alors γ1 + 2γ2 ∈ Zβ , donc γ¯1 =−2γ¯2.
Finalement, dans le quotient 〈∆re〉/Rβ , on a :
Lemme 4.4. Si γ¯1 et γ¯2 ne sont pas proportionnelles, alors (γ¯1, γ¯ 2ˇ)(γ¯2, γ¯ 1ˇ) < 4.
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Rα¯(x)= x − (x,2α¯/(α,α))α¯.
Notons que ∆re est stable sous l’action des Rα¯ (qui correspondent au passage au
quotient de l’action des Rα sur 〈∆re〉). De plus, le Lemme 4.4 permet d’affirmer que
toutes les chaînes engendrées par des « racines » de ∆re sont formées de racines réelles
situées dans ∆re . L’ensemble ∆re est saturé pour les relations de chaînes, c’est donc
un système de racines (au sens défini ici) de l’espace quotient 〈∆re〉 = 〈∆re〉/Rβ formé
uniquement de racines réelles deux à deux liables, (donc indécomposable et sur lequel la
forme bilinéaire est strictement positive). Il s’agit donc d’un système de type fini dont on
sait (cf. Théorème 3.4) déterminer une base (γ¯i).
Considérons, dans le sous-espace affine V = {u ∈ 〈∆re〉∗; u(β) = 1} de 〈∆re〉∗, les
hyperplans Hα = {u ∈ V; u(α)= 0} définis pour α ∈∆re.
Lemme 4.5. L’espace V est muni d’une structure euclidienne, les Rα y induisent des
réflexions orthogonales et le système des hyperplans Hα est localement fini.
Démonstration. Sur 〈∆re〉, la forme bilinéaire symétrique est définie positive (propor-
tionnelle à celle correspondant au système de racines fini). Sur 〈∆re〉, la forme bilinéaire
symétrique est donc positive dégénérée de noyau de dimension 1. D’après ce qui précède
∆re est fini et l’on sait de plus (Lemme 4.2) que pour toute racine α ∈ ∆re, il existe un
entier r tel que Nrβ ± α ⊂∆.
Soit ∆re0 un ensemble de représentants de ∆re moduloRβ , on a donc ∆re ⊂∆re0 +Zβ
car si α et γ sont dans ∆re et telles que α¯ = γ¯ , alors γ − α ∈ Rβ . Alors (α − γ,α) = 0
et donc (γ,α) > 0 ; ce qui permet d’affirmer que γ − α est une racine engendrée par ∆re.
D’après le Lemme 4.3, on a γ − α ∈ Zβ .
L’hyperplan affine V admet pour direction {u ∈ 〈∆re〉∗; u(β) = 0} qui correspond à
(〈∆re〉/Rβ)∗, donc est euclidien par dualité. On peut alors considérer l’action duale de Rα¯
(noté encore Rα¯) pour laquelle : Rα¯(u) = u− u(α¯ˇ)uα¯ où, dans (〈∆re〉/Rβ)∗, l’élément
uα¯ correspond à l’action par le produit scalaire par α¯ sur 〈∆re〉/Rβ et où α¯ˇ = 2α¯/(α¯, α¯).
On a alors :
(
Rα¯(u),Rα¯(v)
)= (u, v)− u(α¯ˇ)(uα¯, v)− v(α¯ˇ)(uα¯, u)+ u(α¯ˇ)v(α¯ˇ)(uα¯, uα¯)
= (u, v)− 2u(α¯ˇ)v(α¯)+ 2u(α¯ˇ)v(α¯)
(en se ramenant au cas de la forme bilinéaire associée au système de racines fini).
Ainsi, Rα¯ est une réflexion orthogonale de (〈∆re〉/Rβ)∗.
Montrons à présent que l’ensemble des hyperplans est localement fini dans V .
Nous avons l’inclusion ∆re/Zβ ⊂∆re où ∆re est un ensemble fini. Soit K un compact
de V , pour toute racine α¯ de ∆re, seul un nombre fini de représentants α dans ∆re sont tels
que Hα ∩K 
= ∅. Comme ∆re est fini, on a le résultat. ✷
4.1. Construction de la base
Dans V , on peut encore faire de la géométrie de chambres et trouver une base de ∆
en prenant la famille des racines indivisibles (αi)i∈J associées aux murs d’une chambre
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n’est pas multipliable et l’élément αiˆ = αiˇ (respectivement Ni = {1,2} et αiˆ = αiˇ/2 si αi
est multipliable). Comme au Théorème 3.4, si Ni = {1,2}, on voit que (αj ,αiˇ ) n’est jamais
égal à −1. La matrice A= ((αi , αjˆ )) est une matrice de Kac–Moody relative (i.e. de Kac–
Moody–Borcherds relative ayant des termes diagonaux égaux à 1 ou 2). On définit encore,
pour i ∈ J , l’ensemble Ni = {1} si αi n’est pas multipliable (respectivement Ni = {1,2} si
αi est multipliable). On peut alors affirmer le résultat suivant.
Théorème 4.6. La donnée S(∆) = (A,V,V, (. , .), (αi ; i ∈ J ), (αiˇ ; i ∈ J ), (Ni ; i ∈ J ))
est un SGR indécomposable dont la base est formée de racines réelles et dont système de
racines qui est type affine est exactement ∆.
N.B. Nous disons dans ce cas que ∆ est un système de racines de type affine réel
essentiellement indécomposable.
Remarque 4.7. Nous avons déjà signalé qu’un système affine peut être indécomposable
sans être essentiellement indécomposable. Le cas le plus évident est celui d’un système
dont la base contient des composantes de type affine telles que les racines imaginaires
correspondantes soient Q-proportionnelles. Mais on peut aussi rencontrer des situations
plus compliquées comme la présence dans la base :
– de deux composantes de type affine formées de racines réelles telles que les racines
imaginaires correspondantes ne sont pas Q-proportionnelles ;
– et de racines imaginaires dans la base rendant les deux systèmes affines précédents non
fortement orthogonaux.
5. Classes d’équivalence de racines
Nous introduisons d’abord dans cette section une relation d’équivalence sur l’ensemble
des racines imaginaires ; le Lemme 5.1 constitue l’argument clé permettant sa définition.
Nous distinguons ensuite plusieurs sortes de classes d’équivalence ( pour les deux relations
définies dans cet article) et en étudions certaines propriétés. Dans les sections suivantes,
nous devrons étudier cas par cas chaque type de classes décrit dans les Définitions 5.6
et 5.7, le Lemme 5.2 sera en particulier utile pour l’étude des classes de racines
imaginaires. Ces résultats nous permettront de reconnaître les composantes connexes de
∆ et leurs structures.
Lemme 5.1. Soient α, β , γ trois racines imaginaires. Si (α,β) < 0 et (β, γ ) < 0, alors
(α, γ ) 0.
Démonstration. 1. Montrons qu’il suffit de démontrer ce résultat si (α,α) < 0. Supposons
en effet le lemme démontré dans ce cas.
• Si (α,α)= 0 et (γ, γ ) < 0, on aura le résultat en échangeant α et γ .
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racines.
– Si (α,β) < (β,γ ), on considère les racines α˜ = α − γ et γ˜ = γ , on a (α˜, α˜) < 0
et (α˜, β) < 0 et (β, γ˜ ) < 0, donc (α˜, γ˜ )  0. Or (α˜, γ˜ ) = (α, γ ), d’où une
contradiction.
– Si (α,β) > (β,γ ), on considère les racines α˜ = γ − α et γ˜ = α, on a (α˜, α˜) < 0
et (α˜, β) < 0 et (β, γ˜ ) < 0, donc (α˜, γ˜ )  0. Or (α˜, γ˜ ) = (γ,α), d’où une
contradiction.
– Enfin, si (α,β) = (β, γ ), on considère les racines α˜ = 2γ − α et γ˜ = α, on a
(α˜, α˜) < 0 et (α˜, β) < 0 et (β, γ˜ ) < 0, donc (α˜, γ˜ )  0 ; ce qui de même est
impossible.
2. Considérons à présent le cas où (α,α) < 0 et supposons (α, γ ) > 0. Les racines α et
−γ étant imaginaires et nécessairement non Q-proportionnelles, l’ensemble N∗α − N∗γ
est (cf. Lemme 2.4) inclus dans ∆im.
Comme (α,β) et (γ,β) sont des rationnels strictement négatifs, il existe deux entiers
strictement positifs n0 et m0 tels que (n0α −m0γ,β)= 0 où l’on peut de plus supposer
n0  2. On a alors ((n0 − 1)α−m0γ,β) > 0, et les deux racines (n0 − 1)α−m0γ et β ne
sont pas Q-proportionnelles (car d’autre part ((n0 − 1)α−m0γ,α) < 0 et (β,α) < 0), on
a ainsi :
N∗
(
(n0 − 1)α−m0γ
)−N∗β ⊂∆im.
De plus, comme ((n0−1)α−m0γ,α) et (α,β) sont des rationnels strictement négatifs,
il existe deux entiers strictement positifs s0 et k0 tels que la racine δ = s0((n0 − 1)α −
m0γ )−k0β soit orthogonale à α. La racine δ n’est pas affine (en effet (δ,β)=−s0(α,β)−
k0(β,β) > 0 et (δ, γ ) = s0(n0 − 1)(α, γ )−m0(γ, γ )− k0(β, γ ) > 0 donc (δ, δ) < 0) et
d’après ce qui précède N∗δ ⊂∆.
Nous allons à présent montrer que pour tout k  2 entier, l’élément kδ − α
(respectivement kδ + α) est une racine. Nous aurons ainsi des racines nous permettant
de montrer grâce aux conditions de chaînes que pour k assez grand N∗(kδ)+ Z∗α ⊂∆ ;
ce qui contredira (S5).
Situé dansN∗α−N∗γ , l’élément ks0[(n0 −1)α−m0γ ]−α (respectivement ks0[(n0 −
1)α − m0γ ] + α) est donc une racine imaginaire et on a encore (ks0[(n0 − 1)α −
m0γ ] − α,β)=−(ks0 + 1)(α,β) > 0 (respectivement (ks0[(n0 − 1)α −m0γ ] + α,β)=
−(ks0 − 1)(α,β) > 0 et (ks0[(n0 − 1)α −m0γ ] ± α,α) < 0 ce qui interdit toute relation
de Q-proportionnalité donc
N∗
(
ks0
[
(n0 − 1)α−m0γ
]− α)−N∗β ⊂∆,
N∗
(
ks0
[
(n0 − 1)α −m0γ
]+ α)−N∗β ⊂∆
ce qui assure l’inclusion de N∗(kδ± α) dans ∆.
On a alors dans le plan engendré par α et δ, les racines α, −α, kδ − α et kδ + α.
Avec de plus (kδ + α,α) < 0, (kδ + α, kδ − α) = k2(δ, δ)− (α,α). Pour k assez grand,
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(kδ− α, δ) < 0. Montrons alors que, pour une telle valeur de k, on a N∗(kδ)+Z∗a ⊂∆.
Soit (n,m) ∈N∗ ×Z∗,
– si m> n, alors nkδ+mα = n(kδ+α)+ (m−n)α est une racine à cause de l’inégalité
(kδ+ α,α) < 0 ;
– si m= n, alors nkδ+mα = n(kδ+ α) ∈∆, d’après ce qui précède ;
– si n > m > 0, alors nkδ +mα =m(kδ + α)+ (nk −mk)δ est une racine à cause de
l’inégalité (kδ+ α, δ)= (δ, δ) < 0 ;
– si n >−m> 0, alors nkδ +mα =−m(kδ − α)+ (nk +mk)δ est une racine à cause
de l’inégalité (kδ− α, δ)= (δ, δ) < 0 ;
– si −m= n, alors nkδ+mα = n(kδ− α) ∈∆, d’après ce qui précède ;
– si −m > n, alors nkδ + mα = n(kδ − α) + (mk + nk)α est une racine à cause de
l’inégalité (kδ− α,−α) < 0.
Ceci étant en contradiction avec l’axiome (S5), nous pouvons ainsi affirmer que (α, γ )
est négatif ou nul. ✷
Lemme 5.2. Soit β une racine imaginaire affine et α une racine réelle orthogonale à β
telle que β − α ∈ ∆. Si δ est une racine imaginaire non affine telle que (α, δ) < 0, alors
(β, δ) n’est pas nul.
Démonstration. Sous ces hypothèses, β = (β − α)+ α et le système ∆(α,β−α) est affine
de type A(1)1 , donc Nβ ± α est inclus dans ∆. Supposons (β, δ)= 0. Alors, tout élément
de α +N∗δ, de Nβ + α+Nδ ou encore de Nβ − α −Nδ est une racine.
Si k et n sont des entiers strictement positifs, on a :
(α + kδ,nβ − α− kδ)= (α,nβ − α)+ (kδ, nβ − α)− (kδ,α)− (kδ, kδ)
=−(α,α)− 2k(α, δ)− k2(δ, δ).
Ce nombre est strictement positif pour un entier k assez grand (indépendamment de n)
qu’on peut de plus supposé choisi tel que α+ kδ et β ne soient pas proportionnelles et que
α + kδ soit imaginaire non affine. On a alors N∗β − N∗(α + kδ) ⊂ ∆. D’autre part, par
récurrence sur n ∈N, on a N∗β +n(α+ kδ)⊂∆ et donc l’inclusion N∗β+N∗(α+ kδ)⊂
∆ ; d’où une contradiction (avec (S5)). ✷
5.1. Relations sur ∆im
Définition 5.3. Soient α,β ∈∆im, on dit que :
– les racines α et β sont liées si et seulement si (α,β) < 0 ou β ∈Q+α ;
– α et β sont liables (et on note αRβ) si et seulement s’il existe n ∈ N∗ et des racines
(αk; 0  k  n) imaginaires telles que α0 = α et αn = β , et pour tout 0  k < n, les
racines αk et αk+1 sont liées. Dans ce cas, (α0, α1, . . . , αn) est un chemin de α0 à αn.
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symétrique « être liées ».
(2) Notons que si β /∈Q+α, alors αRβ si et seulement si il existe n ∈N∗ et des racines
(αk; 0  k  n) imaginaires telles que α0 = α et αn = β , avec pour tout 0  k < n,
(αk,αk+1) < 0 et αk /∈Q+αk+1.
Lemme 5.4. (a) Soient α et β deux racines imaginaires. Elles sont liables si et seulement
s’il existe une racine imaginaire γ liée à la fois à α et β .
(b) La relation d’équivalence R partitionne ∆im en classes d’équivalence deux-à-deux
opposées : c’est-à-dire que si C est une classe, alors −C en est une autre (différente).
Démonstration. (a) Supposons α et β liables et non liées, alors il existe n ∈ N∗ et des
racines (αk; 0  k  n) imaginaires telles que α0 = α et αn = β , avec pour 0  k < n,
(αk,αk+1) < 0 et αk /∈ Q+αk+1. Nous pouvons supposer de plus n minimal pour ces
propriétés.
On montre alors par récurrence sur k  2 que pour k  n :
• α1 + · · · + αk−1 est une racine imaginaire ;
• (α0, α1 + · · · + αk−1) < 0 ;
• (αk,α1 + · · · + αk−1) < 0.
Au rang 2, on a bien (α0, α1) < 0, α1 est une racine imaginaire et (α2, α1) < 0.
Supposons la condition vraie au rang k  2, on a alors :
– comme (α0, α1+· · ·+αk−1) < 0 et (αk,α1+· · ·+αk−1) < 0, alors par le Lemme 5.1,
on a (α0, αk) 0, d’où (α0, α1 + · · · + αk−1 + αk) < 0 ;
– compte tenu de (αk,α1 + · · · + αk−1) < 0 et de la minimalité de n, l’élément
α1+· · ·+αk est une racine imaginaire. (Il est clair en effet que si αk et α1+· · ·+αk−1
étaientQ+-proportionnelles pour k < n on pourrait trouver un chemin plus court entre
α et −α).
Puisque (αk,αk+1) est strictement négatif, on a de même (αk+1, α1 + · · · + αk−1) 0,
d’où (αk+1, α1 + · · · + αk−1 + αk) < 0. D’où le résultat au rang k + 1. Ce qui en posant
γ = α1 + · · · + αn−1, nie la minimalité de n si n > 2.
(b) Il est clair par (S2) que si C est une classe, alors −C est aussi une classe ; il s’agit
donc de montrer que si α ∈∆im, alors α et −α ne peuvent pas être dans la même classe.
Supposons ceci possible ; d’après le (a), on peut trouver une racine imaginaire γ telle
que (γ,α) < 0 et (−α,γ ) < 0 ; ce qui est absurde. ✷
Lemme 5.5. Soient α et β deux racines imaginaires non Q-proportionnelles liables non
liées et γ une racine imaginaire liée à α et β . La famille (α, γ,β) est N-libre.
Démonstration. Les racines α et β étant supposées liables non Q-proportionnelles,
l’existence d’une telle racine γ résulte du Lemme 5.4. Posons α0 = α, α1 = γ et
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à coefficients négatifs ou nuls et possédant l’usuelle symétrie des zéros. D’après [Kac,
Théorème 4.3], la matrice ne peut être que de type indéterminé ou affine. L’existence d’une
relation
∑
i niαi = 0, avec des ni ∈ N non tous nuls, impose à la matrice d’être de type
affine, ce qui est absurde puisque α et β sont imaginaires non proportionnelles. ✷
5.2. Les types de classes d’équivalence
Soient α ∈ ∆re et β ∈ ∆, on dit que α et β sont liées si et seulement si (α,β) 
= 0.
Rappelons que deux racines imaginaires α, β sont dites liées si (α,β) est strictement
négatif ou si elles sont Q+-proportionnelles.
Nous pourrons ainsi dire que deux classes de racines sont liées si et seulement si elles
ne sont pas orthogonales.
Définition 5.6. Soit C une classe d’équivalence de racines imaginaires, C est dite de type :
CILR (classe imaginaire liée à des racines réelles) si :
∃α ∈∆re ∃δ ∈ C (δ,α) 
= 0
autrement dit si C n’est pas orthogonale à ∆re ;
CIAAR (classe imaginaire affine associée à des racines réelles) si :
{∀α ∈∆re ∀δ ∈ C (δ,α)= 0,
∃α ∈∆re ∃δ ∈ C δ− α ∈∆
autrement dit si toute racine de C est orthogonale à toute racine réelle mais il
existe une racine de C non fortement orthogonale à toute racine réelle ;
CIP (classe imaginaire pure) si :
{∀α ∈∆re ∀δ ∈ C (δ,α)= 0,
∀α ∈∆re ∀δ ∈ C δ− α /∈∆
autrement dit si toute racine de C est fortement orthogonale à toute racine réelle.
Remarques. 1. Notons qu’une classe et son opposée sont de même type et que cette
classification est exhaustive.
2. Nous verrons (Lemme 6.5) que, dans le cas CIAAR, toute racine de C est affine et
orthogonale à ∆.
3. Notre but ici est de déterminer un SGR dont le système de racines est ∆. En ce sens
nous appelons composantes connexes de ∆ les composantes connexes (cf. Section 1.4) du
SGR qui lui sera associé. Nous montrerons dans la suite les résultats suivants.
– Toute classe de type CILR correspond aux racines imaginaires d’une composante
connexe du système (cf. Section 1.4) de type indéfini dont la base contient des racines
réelles et éventuellement des racines imaginaires.
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racines imaginaires.
– Toute classe de type CIAAR correspond aux racines imaginaires d’une (ou plusieurs)
composante connexe qui est un système de type affine réel essentiellement indécom-
posable et éventuellement en plus à une composante indécomposable de type affine à
base imaginaire.
De la même façon, on classifie les classes d’équivalence de racines réelles.
Définition 5.7. Soit C une classe d’équivalence de racines réelles, C est dite de type :
CRLI (classe réelle liée à des racines imaginaires) si :
∃α ∈ C ∃δ ∈∆im (δ,α) 
= 0
autrement dit si C n’est pas orthogonale à ∆im ;
CRA (classe réelle affine) si :
{
∀α ∈C ∀δ ∈∆im (δ,α)= 0,
∃α ∈C ∃δ ∈∆im δ− α ∈∆
autrement dit si toute racine de C est orthogonale à toute racine imaginaire mais
il existe une racine de C non fortement orthogonale à toute racine imaginaire ;
CTF (classe de type fini) si :
{
∀α ∈C ∀δ ∈∆im (δ,α)= 0,
∀α ∈C ∀δ ∈∆im δ− α /∈∆
autrement dit si toute racine de C est fortement orthogonale à toute racine
imaginaire.
Remarques. (1) Une classe de type CRLI est toujours liée à une classe imaginaire de type
CILR.
(2) Une classe de type CRA correspondra à un ensemble indécomposable de racines
réelles associé à une classe de type CIAAR.
(3) Nous montrerons à la Section 6 qu’une classe de type fini correspond à une com-
posante connexe de type fini du système.
(4) Dans la suite, nous distinguerons encore plusieurs genres de classes parmi les classes
de type CRLI :
– les classes saturées sous les conditions de chaînes (cf. Définition 2.5) nous parlerons
de classes saturées notées CRLIS ;
– les classes n’engendrant par conditions de chaînes que des racines affines, notées
CRLIA ;
142 N. Bardy / Journal of Algebra 271 (2004) 108–178– les classes engendrant par conditions de chaînes des racines imaginaires non affines,
notées CRLINA.
Dans les deux premiers cas les racines de ces classes seront dans un système de racines
dont la base Π contient des racines imaginaires et des racines réelles ; une composante
connexe deΠre de type fini (respectivement de type affine) engendrant la classe des racines
réelles considérée.
5.3. Propriétés des classes pour les deux relations d’équivalence
Lemme 5.8. Les classes d’équivalence de racines réelles ou imaginaires précédemment
définies sont stables sous l’action du groupe de Weyl.
Démonstration. Il est clair qu’un élément w transforme une classe d’équivalence de
racines réelles (respectivement imaginaires) en une classe d’équivalence de racines réelles
(respectivement imaginaires) puisque pour tous α β , on a (wα,wβ)= (α,β).
Reste à voir que W stabilise chacune des classes d’équivalence. Il suffit bien sûr de
considérer le cas d’une réflexion par rapport à une racine réelle Rα .
(a) Soit δ ∈ ∆im, on peut supposer (α, δ) 
= 0, auquel cas Rα(δ) n’est pas Q-proportion-
nelle à δ et (Rα(δ), δ) = (δ, δ) − 2(α, δ)2/(α,α) < 0. Donc δ et Rα(δ) sont dans la
même classe.
(b) Soit β ∈∆re, on peut de même supposer (α,β) 
= 0, auquel cas α et β sont liables et
α et Rα(β) aussi, ce qui prouve que β et Rα(β) sont dans la même classe. ✷
Le résultat qui suit sera très utile lors de l’étude des classes de racines. Il nous
permettra en particulier de montrer que si une classe de racines réelles n’est pas fortement
orthogonale à une classe de type CIAAR, alors elle est de type CRA et que seules deux
classes (opposées) de racines de type CILR peuvent être liées à une même classe de type
CRLI.
Lemme 5.9. Deux racines réelles situées dans une même classe C de type CRLI sont
toujours liées à une même racine imaginaire, qu’on peut de plus supposer non affine.
Remarque. Nous améliorerons nettement ce résultat en Lemme 7.4.
Démonstration. On sait qu’il existe une racine imaginaire δ non orthogonale à une racine
indivisible (notée ρ) de C, montrons d’abord qu’on peut la supposer non affine. En
effet, on peut supposer ( ρ, δ) < 0 et si δ est affine ( ρ + δ,ρ + δ) = 2(ρ, δ) + (ρ,ρ) =
(ρ,ρ)((δ, ρˇ)+ 1) 0 donc :
– si (δ, ρˇ) 
= −1, ρ + δ est imaginaire non affine et (ρ + δ, δ) < 0 donc ρ + δ ∈ C′ (où
C′ est la classe de δ) ;
– si (δ, ρˇ)=−1, ( ρ + δ, δ) < 0 et 2δ + ρ est imaginaire non affine et (ρ + 2δ, δ) < 0
donc ρ + δ ∈C′.
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à C.
Soient α et γ deux racines de C, elles sont liables, nous allons montrer que s’il existe
une racine imaginaire non affine non orthogonale α, alors on peut en trouver une non
orthogonale à chacune des deux racines. Ceci sera suffisant puisque l’on sait qu’il existe
une racine imaginaire non affine non orthogonale à une racine de C et que toutes les racines
de C sont liables (alors, en particulier, on aura une racine imaginaire non orthogonale à α).
Supposons donc l’existence d’une racine δ imaginaire non affine non orthogonale à α.
On peut de plus supposer que l’on a (δ,α) < 0 et donc α + N∗δ ⊂ ∆ et que (δ, γ ) = 0
(sinon le résultat est trivial). Les racines α et γ sont liables, il existe un chemin minimal
(cf. Lemme 2.11) entre ces deux racines. Nous avons ainsi des racines (αk; 0  k  N)
réelles telles que :
• α0 = α et αN = γ ;
• pour tout 0 k < N , (αk,αk+1) 
= 0 ;
• si h > 1 tel que k + hN , alors (αk,αk+h)= 0.
Notons qu’on peut changer une racine αk par −αk sans changer ces propriétés. Nous
choisissons toutes les racines αk telles que (αk, δ)  0 et telles que (αk−1, αk) < 0 si
(αk, δ) = 0. De plus, étant donné ce chemin de racines réelles, nous pouvons prendre à
la place de δ n’importe quelle racine imaginaire de α +N∗δ. Ceci nous permet de choisir
δ tel que quel que soit k, l’élément αk + · · · + α0 ne soit pas Q-proportionnel à δ.
Supposons l’existence, pour un certain k  0, d’un entier mk non nul tel que :
• αk + · · · + α0 +N∗mkδ ⊂∆im ;
• (α,αk + · · · + α0 +mkδ) < 0.
Pour p > 0 entier, on a (αk + · · · + α0 + pmkδ,αk+1) = (αk,αk+1)+ pmk(δ,αk+1).
Il existe forcément une valeur de p pour laquelle ce nombre est strictement négatif, la
racine αk+1 + αk + · · · + α0 + pmkδ est imaginaire non affine liée à δ (car δ n’est pas
affine) et pour laquelle on a aussi (α,αk+1 + αk + · · · + α0 + pmkδ) < 0. Comme par
hypothèse αk+1 + · · ·+ α0 n’est pas Q-proportionnelle à δ, on a encore αk+1 + αk + · · ·+
α0 + pmkN∗δ ⊂ ∆im. La propriété considérée est donc vraie au rang k + 1 en posant
mk+1 = pmk .
Notons que l’on peut initialiser la récurrence puisque α + Nδ n’est pas formé que de
racines réelles ou affines car δ n’est pas affine.
Finalement pour k = N − 1, on obtient l’existence d’une racine αN−1 + · · · + α0 +
mN−1δ imaginaire non affine, telle que (αN−1 + · · · + α0 +mN−1δ,α0) < 0 et telle que
(αN,αN−1 + · · · + α0 +mN−1δ)= (αN ,αN−1) 
= 0. ✷
Remarque 5.10. Dans un SGR nous avons défini dans [Bar] (cf. 5.2.6) une relation
d’équivalence sur les racines imaginaires à partir de la relation symétrique αRβ si et
seulement si (N∗α +N∗β ⊂∆ ou bien α et β sont Q+-proportionnelles).
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implique N∗α + N∗β ⊂ ∆. La relation d’équivalence définie ici est donc a priori plus
fine que celle de [Bar].
En réalité dans un SGR si deux racines imaginaires sont liables (au sens de [Bar]) alors :
– soit il s’agit de racines imaginaires de même signe obtenues dans une composante
indécomposable du SGR engendré par une composante indécomposable de la base ;
– soit chacune d’elles est affine et orthogonale à toute racine.
(En effet, si α est une racine imaginaire, on peut, par action du groupe de Weyl qui ne
change pas sa classe d’équivalence, supposer ±α dans la chambre de Weyl correspondant
à la base du SGR. Si la racine α est non orthogonale à au moins une racine αi de la base,
et si β , racine imaginaire lui est liée, elle doit avoir une bonne décomposition dans la
composante connexe de la base contenant αi .)
Dans le premier cas, les deux racines sont liables au sens défini ici. Dans le second,
elles ne le sont que si elles sont Q+-proportionnelles. Par contre, si l’on est en présence
de racines affines α (respectivement β) non Q+-proportionnelles et orthogonales à toute
racine, telles que pour tout couple (n,m) non nul d’entiers positifs nα + mβ soit une
racine, alors elles sont liables au sens de [Bar] mais pas pour la relation définie ici. Notons
néanmoins que, d’après l’étude des classes qui va suivre, comme le nombre de classes
de type CRA doit ici être fini, dans un tel cas, pour presque tout couple (n,m) non nul
d’entiers positifs (i.e. sauf un nombre fini) nα+mβ doit être une racine située dans la base
du SGR (non normalisé) défini en fin de la Section 6.
6. Classes de type CTF, CRA, CIAAR et CIP
Nous allons étudier ici certaines classes de racines qui vont correspondre aux
racines réelles ou aux racines imaginaires de certains sous-systèmes dont nous pourrons
déterminer des bases, bases qui seront des composantes de la base du SGR global
associé au système de racines quelconque ∆. Nous montrerons en particulier les résultats
suivants :
– une classe de racines réelles de type fini ou une classe de type CRLI saturée (i.e.
saturée sous les conditions de chaînes) est en fait l’ensemble des racines d’un système
de racines de type fini ;
– (à la Proposition 6.4) une classe de racines réelles de type CRA ou de type CRLIA
(n’induisant par conditions de chaînes que des racines affines), est l’ensemble des
racines réelles d’un système de racines associé à un SGR de type affine et de plus si
la classe est de type CRA (respectivement CRLIA), l’ensemble des racines imaginaires
Nδ de ce système est bien sûr inclus dans ∆ et fait partie d’une classe de type CIAAR
(respectivement CILR).
Nous établirons ensuite que pour une classe de racines imaginaires de type CIAAR donnée :
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– toute classe de racines réelles non fortement orthogonale à cette classe est de type
CRA (Lemme 6.6) ;
– certaines des racines de la classe considérée, proviennent de SGR affines du genre
précédent (Lemme 6.6) ;
– toutes les autres proviennent d’un SGR affine imaginaire.
Enfin, si C une classe de type CIP c’est-à-dire une classe de racines imaginaires
orthogonales et fortement orthogonales à toute racine réelle. Nous allons montrer que
C ∪ −C est un système de racines associé à un SGR dont la base est indécomposable et
formée de racines imaginaires.
6.1. Classe de racines réelles de type CTF
D’après la caractérisation des classes de type CTF, il est clair que si α et β sont dans
une telle classe C, la chaîne Ch∆(β,α) ne contient que des racines réelles qui bien sûr
sont dans C. Cette classe est donc un ensemble saturé pour les conditions de chaînes et
symétrique ; c’est donc (cf. Remarque 2.6) un sous-système de racines sur lequel la forme
bilinéaire est strictement positive. Il s’agit donc d’un système de racines indécomposable
et de type fini et on peut comme en Théorème 3.4 en déterminer une base. Nous pouvons
ainsi affirmer :
Proposition 6.1. Une classe de type fini est un système de racines indécomposable et de
type fini au sens de [Bar], c’est-à-dire associé à un système générateur de racines dont la
matrice est une matrice de Cartan relative et indécomposable.
6.2. Classe de racines réelles de type CRA ou de type CRLIA
Si C est une classe de type CRA, on a :
(1) ∀α ∈ C ∀δ ∈∆im (δ,α)= 0 ;
(2) ∃α ∈ C ∃β ∈∆im β − α ∈∆.
Supposons donnée β une racine imaginaire comme dans (2), on considère l’ensemble
{q ∈ N∗; q−1β ∈ ∆ et ∃α ∈ C q−1β − α ∈ ∆} qui est non vide, majoré (cf. (S7)), donc
admet un plus grand élément n0. Quitte à changer β en n−10 β , on peut supposer, dans la
suite de cette section, que :{
q ∈N∗; ∃α ∈ C tel que q−1β ∈∆ et q−1β − α ∈∆}= {1}.
Lemme 6.2. Soit C une classe de type CRA. Si δ est une racine imaginaire qui n’est
pas fortement orthogonale à C (i.e. pour laquelle il existe une racine α de C telle que
δ− α ∈∆), alors δ est affine et orthogonale à ∆.
Démonstration. Par hypothèse, la racine δ est orthogonale à toute racine de C et l’on
peut trouver une racine réelle α ∈ C telle que δ − α ∈ ∆. On a donc δ = (δ − α) + α et
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nous permet de supposer (quitte à remplacer α par α/2) que α n’est pas divisible.
La racine δ − α ne peut être imaginaire car l’inégalité (α, δ − α)= (α, δ)− (α,α) < 0
contredit le type de la classe C. Elle est donc réelle et appartient à C (car (δ − α,α) < 0).
Ainsi, l’égalité δ = (δ − α) + α implique (δ, δ) = 0, la racine δ est affine. Elle est
orthogonale à C par hypothèse et aux autres classes de racines réelles (d’après sa
décomposition δ = α + (δ − α) avec α et δ − α dans C), elle est donc orthogonale à ∆re.
Elle est également orthogonale à ∆im sinon C ne pourrait être de type CRA. ✷
La racine β choisie précédemment est donc affine et orthogonale à∆. Quitte à changer β
en−β , on peut supposer dans la suite que β est positive pour l’ordre lexicographique choisi
sur 〈∆〉⊥ (cf. Section 1.6). (Ce choix nous permettra à la Section 9 d’obtenir la condition
de N-liberté (SGR6a de [Bar, 4.1]) dans le système générateur de racines construit).
Dorénavant C désigne une classe de type CRA ou de type CRLIA. Dans ce deuxième
cas, (2) est vrai par contre (1) n’est valable que si l’on ne considère que les racines
imaginaires β obtenues à partir de C par conditions de chaînes. Dans ce cas, considérons
β une racine obtenue à partir de C par conditions de chaînes et pour laquelle (2) est
vraie. Comme dans le raisonnement du début de la section, on peut se ramener à une
racine β « minimale ». La racine β ainsi choisie n’est pas orthogonale à toute racine (cf.
Lemmes 5.2 et 5.9) donc on ne peut pas imposer à β d’être lexicographiquement positive.
Nous expliquerons (dans le cadre de l’étude générale des classes CRLI et CILR) comment
nous devrons choisir β (entre β et −β) dans ce cas.
Choisissons de plus une racine réelle α telle que β − α ∈ ∆. Comme dans la
démonstration précédente, la connaissance des chaînes de direction une racine réelle, nous
permet de supposer (quitte à remplacer α par α/2) que α n’est pas divisible. On a alors :
(β−α,αˇ )=−2 et (α, (β−α)ˇ)=−2 puisque (β−α,β−α)= (β,β)+ (α,α)= (α,α).
D’après le Lemme 2.3, le système de racines de rang 2 de base (α,β − α) est inclus
dans ∆ donc N∗β ⊂∆ et Nβ ± α ⊂∆.
Lemme 6.3. Si δ est une racine imaginaire obtenue à partir de C par conditions de
chaînes, alors δ est dans Z∗β ; en particulier au plus deux classes (Nβ et −Nβ) de racines
imaginaires sont non fortement orthogonales à C.
De plus C ∪ Z∗β est un système de racines de type affine réel essentiellement
indécomposable.
Démonstration. S’il existe une racine imaginaire δ non Q-proportionnelle à β obtenue à
partir de C par conditions de chaînes, il est clair qu’elle est orthogonale à C (vu la nature
de C) et à β qui s’écrit comme somme de racines de C.
On peut se ramener au cas où δ est une racine imaginaire située dans une chaîne ayant
ses extrémités dans C ∪ Z∗β et de direction une racine de C ∪ Z∗β . (Si ce cas n’apparaît
pas, alors le saturé de C par les conditions de chaînes ne fait apparaître pour racines
imaginaires que Z∗β .) Or, les chaînes issues de Z∗β de direction réelle sont extraites de
chaînes d’extrémités dans C et les chaînes issues d’une racine réelle de C de direction
dans Zβ ne sont formées que de racines réelles. On peut donc supposer que δ est une
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racine de C. Nous allons montrer que toute racine imaginaire située dans une telle chaîne
est forcément dans Z∗β , en prouvant que C ∪Z∗β est exactement le saturé de C pour les
relations de chaînes.
Notons C′ l’ensemble des racines imaginaires (affines d’après le Lemme 6.2) qui
apparaissent dans des chaînes Ch(γ,α) où α et γ sont des racines de C. Ces racines
affines étant orthogonales à C et deux à deux orthogonales, l’ensemble C ∪ C′ est
symétrique et saturé pour les conditions de chaînes. C’est donc (cf. Remarque 2.6) un
sous-système de racines sur lequel la forme bilinéaire est positive (non strictement positive
ni identiquement nulle) ; de plus, par construction même de C′, aucune racine de C′ n’est
fortement orthogonale à C. L’ensemble C ∪ C′ est donc un système de racines de type
affine réel essentiellement indécomposable. L’ensemble de ses racines imaginaires est donc
forcément Z∗β (par minimalité de β). ✷
Nous pouvons donc, d’après le Théorème 4.6, déterminer une base du système de
racines et un SGR symétrisable associé. D’où le résultat :
Proposition 6.4. Une classe de type CRA est l’ensemble des racines réelles d’un système
de racines de type affine réel essentiellement indécomposable, c’est-à-dire associé à un
système générateur de racines dont la matrice est une matrice de Kac–Moody relative de
type affine et indécomposable.
N.B. La base du système engendré par la classe de type CRA est une famille de racines
réelles fortement orthogonales à toutes les racines (réelles ou imaginaires) non situées dans
ce système de type affine réel essentiellement indécomposable. Ce système sera donc une
composante connexe (cf. Section 1.4) du système de racines ∆.
6.3. Classe de racines imaginaires de type CIAAR
Considérons à présent une classe C de type CIAAR c’est-à-dire telle que :
(1) ∀α ∈∆re ∀δ ∈C (δ,α)= 0 ;
(2) ∃α ∈∆re ∃β ∈ C β − α ∈∆.
Supposons choisie une racine β ∈ C pour laquelle l’assertion (2) est satisfaite.
Lemme 6.5. La racine β est affine et C ⊂Q+β ; en particulier C ⊂ 〈∆〉⊥.
Démonstration. Soit α ∈∆re telle que β − α est une racine, alors par Rα,α+ β est aussi
dans ∆. Supposons β − α imaginaire. Comme (β − α,β) = (β,β)− (β,α) = (β,β), la
racine β est forcément affine (sinon β − α est dans ±C donc doit être orthogonale à toute
racine réelle ; ce que contredit l’égalité (β − α,α) = (α,α)). L’égalité (β − α,β − α) =
(β,β)+ (α,α)= (α,α) est alors en contradiction avec notre hypothèse.
La racine β − α est donc réelle. Ainsi, on a β = (β − α) + α donc (β,β) = 0, β est
affine.
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(β, δ) < 0. Or toute racine de C est orthogonale à toute racine réelle et β est somme des
racines réelles α et β − α. L’existence d’une telle racine est donc impossible. ✷
D’après ce lemme, quitte à considérer −C, on peut supposer que la classe C est formée
de racines positives pour l’ordre lexicographique choisi (cf. Section 1.6) ; ce que nous
ferons dans la suite.
Lemme 6.6. Si qβ (où q ∈Q∗+) est une racine de C et si α ∈∆re est telle que qβ − α ∈∆,
alors la classe de racines réelles contenant α est de type CRA.
Démonstration. Sous ces hypothèses, la classe de α n’est pas de type fini puisque qβ−α
est dans ∆ et plus exactement dans la classe C′ de α, c’est-à-dire que C′ engendre qβ par
conditions de chaînes.
Supposons C′ de type CRLI. Alors, cette classe n’est pas orthogonale aux racines
imaginaires et (cf. Lemme 5.9) il existe une racine imaginaire δ non affine orthogonale
à β telle que (α, δ) 
= 0. Le Lemme 5.2 permet alors d’affirmer que (δ, qβ) 
= 0, ce qui
contredit nos hypothèses. La classe est nécessairement de type CRA. ✷
6.4. Construction de la base
Posons Mβ = {q ∈ Q∗+; qβ ∈ ∆im}, d’après (S7), cet ensemble est minoré par une
constante strictement positive, on peut donc trouver un multiple β ′ de β , tel que l’ensemble
Mβ ′ = {q ∈ Q∗+; qβ ′ ∈∆im} admette 1 pour plus petit élément ou soit minoré par 3/4 et
contienne 1. La base du SGR correspondant à cette classe est alors réduite à l’élément β ′,
la matrice est réduite à un coefficient qui est nul et on peut prendre pour Nβ ′ l’ensemble
Mβ ′ = {q ∈Q∗+; qβ ′ ∈∆im}.
Nous avons ainsi montré :
Proposition 6.7. Une classe de type CIAAR est un système de racines de type affine au sens
de [Bar] ; plus précisément, il est associé à un SGR S = (A,V,V, (. , .), (β ′), (β ′ˇ), (Nβ ′))
dont la base est réduite à une racine imaginaire β ′, la matrice est formée d’un seul
coefficient égal à 0 et pour lequel Nβ ′ = {q ∈Q∗+; qβ ′ ∈∆im}.
Remarque 6.8. En procédant comme proposé ci-dessus, on place dans les ensembles Nαα
des éléments multiples de β ′ (comme β par exemple) qui peuvent être obtenus dans une
composante de type CRA (Lemme 6.6) et nous ne pouvons espérer obtenir ainsi en général
un système normalisé. Cependant, le nombre de classes de type CRA est fini (cf. (S6)) et
on peut, ayant déterminé ces classes, voir celles qui fournissent comme racines imaginaires
des multiples de β . Pour chacune, on sait déterminer, comme en Proposition 6.4 et
Lemme 4.5, une base pour laquelle les racines imaginaires positives sont dans Q+α. On
pourra, si l’on veut normaliser le système, remplacer dans l’argument précédent Mβ par
l’ensemble Rβ des rationnels q > 0 tels que qβ est une racine qui n’est pas située dans
le système engendré par une classe de type CRA. Si l’ensemble Rβ est vide, toutes les
racinesQ-proportionnelles à β proviennent de systèmes de type affine réel essentiellement
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pourra choisir alors la racine β ′ parmi les racines situées dans Rββ telles que Rβ ′ admette
1 pour plus petit élément ou soit minoré par 3/4 et contienne 1 et poser alors Nβ ′ = Rβ ′ .
Ceci évitera en particulier, l’apparition de racines imaginaires dans la base dans le cas d’un
système de type affine réel.
6.5. Classe de racines imaginaires de type CIP
Soit C une classe imaginaire pure c’est-à-dire formée de racines imaginaires fortement
orthogonales aux racines réelles.
Lemme 6.9. La classe C est dénombrable et formée d’une famille N-libre de racines.
Démonstration. Par (S1), C est dénombrable.
Pour α et β deux racines de C, on a (α,β)  0. Supposons
∑
α∈C nαα = 0 où
(nα)α∈C est une famille d’entiers positifs presque tous nuls. Pour tout β ∈ C, on a∑
α∈C nα(α,β)= 0. Ainsi pour toute racine β ∈C non affine, nβ = 0.
Supposons β ∈C affine.
– Si C n’est pas incluse dans Qβ , il existe une racine imaginaire γ liée à β et qui ne lui
est pas Q-proportionnelle. Alors, l’égalité
∑
α∈C nα(α, γ ) = 0 entraîne en particulier
nβ = 0.
– Si C est incluse dans Qβ , alors C ⊂Q+β et l’égalité∑α∈C nαα = 0 implique encore
la nullité de tous les coefficients.
Dans tous les cas, la classe C est donc une famille N-libre. ✷
Pour des raisons de cohérence dans le système de racines global, nous supposerons,
lorsque la classe C n’est formée que de racines affines (donc toutes Q+-proportionnelles),
que l’on a choisi C positive pour l’ordre lexicographique choisi sur 〈∆〉⊥ (cf. Section 1.6)
pour y déterminer la base.
Pour toute racine imaginaire β de C, l’ensemble des rationnels q tels que qβ ∈ ∆ est
minoré par une constante strictement positive (cf. (S7)). Si cet ensemble admet un plus
petit élément, on le note qβ ; sinon, on choisit qβ tel que qβq ′β ∈∆ (où q ′ ∈Q) implique
q ′ > 3/4.
Soit C un ensemble de représentants de C/Q+ dans C. Posons Π(C′) = {qββ;
β ∈ C} et considérons la matrice A(Π) dont les coefficients sont donnés par αβ1,β2 =
(qβ1β1, qβ2β2) où β1 et β2 parcourent C.
On obtient ainsi une matrice de Borcherds (dont les termes diagonaux sont tous négatifs
ou nuls) et l’on voit aisément que : S(C) = (A(Π),V,V, (. , .),Π(C),Π(C), ({q ∈ Q∗+;
qβ ∈ C})β∈Π(C)) est un SGR de système de racinesC. On a ainsi montré le résultat suivant.
Proposition 6.10. Une classe de type CIP est un système de racines indécomposable de
type indéfini au sens de [Bar]. Plus précisément, il est associé à un système générateur S =
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diagonaux tous négatifs ou nuls.
Remarque 6.11. En l’absence de toute hypothèse supplémentaire sur le système de
racines ∆, nous ne pouvons espérer réduire la taille de la base obtenue ici. Ceci met en
évidence l’intérêt de la propriété (SN) (cf. Section 1.2) qui, quand elle est vérifiée, se
traduit au niveau d’une classe de type CIP par une condition de type (BN) pour le SGR
obtenu ici, qu’il est donc possible de le normaliser (cf. [Bar, 4.3.8]).
7. Classe de type CRLI
Étant donnée C une classe de type CRLI, nous allons montrer que C est l’ensemble
des racines réelles d’un SGR correspondant à une matrice de Kac–Moody relative qui
peut être de type fini (si C est saturée pour les conditions de chaînes, i.e., de type
CRLIS) de type affine (si seules des racines affines sont obtenues à partir de C par les
conditions de chaînes, i.e., si C est de type CRLIA) ou de type indéfini. Au Lemme 7.3,
nous montrons tout d’abord que seules deux classes de racines imaginaires (opposées)
sont liées à C. Nous établissons au Lemme 7.4 l’existence d’une racine imaginaire δ pour
laquelle l’ensemble {α ∈ C; (δ,α)= 0} est un système de racines de type fini. Cette racine
jouera en quelque sorte le rôle de « hauteur » pour nous permettre de construire la base
du SGR correspondant. (Le Lemme 7.3 sera alors fondamental pour pallier au fait que
certaines racines sont nulles contre δ). La construction de la base permet finalement
(Remarque 7.14) d’assurer l’existence d’une racine imaginaire non nulle contre toute
racine de C. Nous commençons dans cette section par établir d’une part une nouvelle
caractérisation des racines situées dans le cône de Tits [Bar, 4.4.5] dans le cas d’un SGR
symétrisable correspondant à une matriceA telle queA(Ire) est de rang fini, et d’autre part
le fait que dans un tel SGR la condition (T) de [Bar, 4.4] est toujours vérifiée. Notons que
sous quelques hypothèses supplémentaires, nous obtenons également en Corollaire 7.2, la
caractérisation du cône de Tits « fermé » grâce aux racines imaginaires, analogue à celle
de [Kac, Proposition 5.8].
Proposition 7.1. Soit (A,V,V, (. , .),Π,Πˆ, (Ni)i∈I ) un SGR sur R symétrisable possé-
dant une base indécomposable éventuellement infinie mais de rang fini et formée de racines
réelles, de type indéfini ou proindéfini (cf. [Bar, 1.1, Remarque 4]) et ∆(S) le système de
racines associé.
(1) Il existe une racine δ ∈∆im+ (S) telle que : ∀α ∈∆+(S), (δ,α) ∈ −N∗. De plus, dans
le SGR S, la propriété (T) de [Bar, 4.4] est vérifiée.
(2) Si β ∈ V est tel que (β,Πˇ)⊂ Z (où Πˇ= {αˇ; α ∈Π}) et (β,∆im+ (S))⊂R+, alors
β est dans le cône de Tits « fermé » (cf. [Bar, 4.4.5]) correspondant à ∆(S).
Démonstration. 1. La matrice A est par hypothèse indécomposable et de type indéfini
ou éventuellement de type proindéfini mais de rang fini. La transposée de A a les mêmes
propriétés. D’après l’argument développé dans la démonstration de [Bar, 5.2.4 (3)], on peut
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engendre l’image de l’espace engendré par Πˇ dans l’espace dual de (∑α∈Π Rα)= 〈∆re〉.
L’ensemble Π1 ainsi choisi, il existe un élément δˇ =∑α∈Π1 nααˇ (où les nα sont des
entiers strictement positifs) tel que pour toute racine γ ∈Π ′ on a (γ, δˇ) ∈ −N∗. Mais on
a alors :
δˇ=
∑
α∈Π1
nααˇ =
∑
α∈Π1
nα
2α
(α,α)
les scalaires (α,α) étant dans Q. On peut trouver un entier m strictement positif tel que
mδˇ soit dans ∑α∈Π1 N∗α et comme pour toute racine γ ∈ Π , on a (γ,mδˇ) ∈ −N∗,
l’élément δ = mδˇ est une racine (cf. [Bar, 2.3.2 et 4.2.20]) possédant la propriété an-
noncée.
Enfin, la propriété (T) est vérifiée puisque la famille (−δ,−α/(2(α,α));α ∈ Π1) est
dans la chambre fondamentale ouverte.
2. Soit β un élément de V tel que (β,Πˇ) ⊂ Z et (β,∆im+ (S)) ⊂ R∗+. Considérons
l’ensemble Φ = {α ∈∆re+(S); (β,α) < 0 et α/2 /∈∆(S)}, il s’agit de montrer que Φ est
vide ou fini. Soit γ ∈ Φ (supposé non vide) et comme au 1, δ une racine imaginaire telle
que pour toute racine α ∈∆+(S) on a (δ,α) ∈ −N∗. On sait que Rγ (δ) est aussi une racine
imaginaire positive, on a donc (β,Rγ (δ)) 0.
Par invariance de (. , .) sous l’action du groupe de Weyl, cette inégalité s’écrit aussi
(Rγ (β), δ)  0 soit encore (β, γ ˇ)(γ, δ)  (δ,β). Par hypothèse, (β, γ ˇ) est un entier
strictement positif. On a donc nécessairement
(γ, δ) (δ,β) pour γ ∈Φ (∗)
ce qui signifie que la hauteur d’une racine γ ∈Φ est majorée indépendamment de γ . Reste
qu’a priori nous n’avons aucune information sur le support dans le cas où Π est infini, ce
qui ne nous permet pas, pour l’instant, de conclure à la finitude de Φ .
Considérons sur Φ la relation d’ordre partiel usuelle :
(α  γ ) ⇔ (γ − α) ∈
∑
α∈Π
Nα.
Notons en particulier que si α et γ sont distinctes et si α  γ , alors (−δ,α) (−δ, γ )+1.
Ceci nous permet d’assurer que toute racine α de Φ est majorée par une racine γ maximale
dans Φ ; en effet, d’après (∗), la fonction qui à ρ associe (−δ,ρ) est majorée sur Φ donc
toute suite croissante non stationnaire est finie. De plus, dans ce cas le support de α est
inclus dans celui de γ .
Si γ est une racine maximale de Φ , alors pour toute racine α située dans Φ , on a
(γ,α)  0 : sinon γ + α ou (γ + α)/2 serait une racine et appartiendrait à Φ . Si γ + α
était dansΦ , cela contredirait la maximalité de γ . D’autre part, si on avait (γ +α)/2 ∈Φ et
(γ,α) < 0 alors soit (3γ +α)/2 serait dans Φ contredisant encore la maximalité de γ , soit
((γ +α)/2, γ ˇ) 0 donc (α, γ ˇ)−2 ce qui est encore impossible puisque (α, γ ˇ)=−2
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α + γ = rγ (α), interdit à (γ + α)/2 d’être une racine.
On en déduit immédiatement que si γ1 et γ2 sont deux racines maximales distinctes
de Φ , alors (γ1, γ2)= 0 (ces racines sont même fortement orthogonales).
Les racines maximales de Φ étant réelles et deux à deux orthogonales, elles sont en
nombre fini (S6) et les supports des racines de Φ sont inclus dans la réunion des supports
de ces racines maximales (qui ne font donc intervenir qu’une partie finie Π0 de Π ). La
hauteur d’une racine située dans Φ étant majorée, la partie Φ est nécessairement finie. ✷
Remarquons que ceci nous permet, sous réserve de conditions supplémentaires d’établir
l’intéressante caractérisation du cône de Tits suivante.
Corollaire 7.2. Soit (A,V,V, (. , .),Π,Πˆ, (Ni)i∈I ) un SGR sur R symétrisable tel que
A(Ire) est de rang uni et tel que l’espace vectoriel des relations linéaires entre les éléments
de Π est engendré par les relations linéaires à coefficients dans Q. Le cône de Tits
« fermé » est exactement l’ensemble des éléments β de V tel que (β,∆im+ (S))⊂R+.
Démonstration. Soit Π1 une famille extraite de Πre qui forme une base du R-espace
vectoriel engendré par Πre. D’après les hypothèses, c’est aussi une base du Q-espace
vectoriel engendré par Πre et tout élément de Π s’écrit donc comme combinaison
linéaire à coefficients dans Q de cette base. La famille Π 1ˇ est une base du même
Q-espace vectoriel dont l’orthogonal (〈Π 1ˇ〉Q)⊥ est de codimension finie. Notons VQ =
{v ∈ V ; (v,Π 1ˇ)⊂ Q}/(〈Π 1ˇ〉Q)⊥. Comme la famille Π1 est finie, si VZ désigne {v ∈ V ;
(v,Π 1ˇ) ⊂ Z}/{v ∈ V ; (v,Π 1ˇ ) = {0}}, on a VQ = VZ ⊗ Q. On peut ainsi se ramener à
montrer que si β est un élément de V tel que (β,Πˇ)⊂ Z et (β,∆im+ (S)) ⊂ R∗+, alors β
est dans le cône de Tits « fermé » (cf. [Bar, 4.4.5]) correspondant à ∆(S). Ceci résulte alors
de ce qui précède car dans chaque composante de la base contenant des racines réelles, on
raisonne comme dans la Proposition 7.1 si la base est de type indéfini ou proindéfini et de
manière classique si elle est de type fini ou affine. ✷
Lemme 7.3. Soit C une classe de type CRLI. Si δ1 et δ2 sont deux racines imaginaires
non orthogonales à C, alors les classes de δ1 et δ2 sont égales ou opposées. Autrement dit,
seules deux classes de racines imaginaires sont liées à C.
Démonstration. Soient δ1 et δ2 comme dans l’énoncé, seul le cas où (δ1, δ2) = 0 n’est
pas trivial. Choisissons, dans ce cas, deux racines de C, α et β telles que (α, δ1) < 0 et
(β, δ2) < 0.
D’après le Lemme 5.9, il existe une racine imaginaire δ3 liée à α et à β . Il suffit de
montrer que δ1 et δ3 (respectivement δ2 et δ3) sont dans la même classe ou dans des
classes opposées. Traitons par exemple le cas de δ1. Si (δ1, δ3) 
= 0, le résultat est évident.
Si (δ1, δ3) = 0, on sait que δ1 et son image par Rα sont dans la même classe et comme
(Rα(δ1), δ3) 
= 0, on voit que δ1 et δ3 sont bien liables. ✷
Lemme 7.4. Soit C une classe de type CRLI. Il existe une racine imaginaire δ telle que
l’ensemble {α ∈C; (δ,α)= 0} est un système de racines de type fini.
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(1) SiC est saturée, elle est déjà de type fini (cf. Théorème 3.4), il n’y a rien à démontrer.
(2) Si C n’engendre par conditions de chaînes que des racines affines, i.e. est de type
CRLIA, on sait (cf. Théorème 4.6) déterminer une base Π(C) du système de racines
(affine) engendré par C. Le cône de Tits est un demi-espace et C étant CRLI, on peut
trouver une racine imaginaire ρ non affine (cf. le Lemme 5.9) non orthogonale à C. Il
existe donc α ∈ C telle que (α,ρ) < 0. Il existe une racine δ1 affine engendrée par C telle
que (δ1, α) = 0 et δ1 − α ∈ ∆. D’après le Lemme 5.2, on a (δ1, ρ) 
= 0, donc quitte à
échanger ρ et −ρ, ρ est dans le cône de Tits négatif et il existe alors un élément du groupe
de Weyl correspondant à C tel que :
(a) pour toute racine β ∈Π(C), on a (w(ρ),β) 0 ;
(b) il existe une racine α ∈Π(C), telle que (w(ρ),α) < 0.
La forme bilinéaire restreinte à 〈C〉 est positive. Comme dans la démonstration du
Lemme 5.9, on peut supposer la racine ρ non affine, elle n’est donc pas dans cet espace.
La famille formée de Π(C) et de la racine ρ est donc N-libre et engendre un système de
racines réduit réellement de type indéfini et indécomposable. Ce système admet une racine
δ telle que pour toute racine β de Π(C)∪ {ρ}, on ait (β, δ) < 0. La racine δ est imaginaire
et correspond à ce que nous cherchons.
(3) Si C engendre par relations de chaînes des racines imaginaires non affines, nous
allons montrer qu’on peut trouver un système de racines de type indéfini dont la base est
dans C.
Reprenons le genre de construction par récurrence de la base de l’espace engendré par
C effectuée dans le cas d’un système de type fini (à la Section 3).
Au rang 0, on choisit γ0 ∈C indivisible.
On construit par récurrence une famille libre de ce sous-espace vectoriel notée
(γj )1jk formée de racines réelles indivisibles telles que :
– si i 
= j , on a (γj , γi) 0 ;
– pour tout j 
= 1, il existe un indice i < j tel que (γj , γi) < 0 ;
– la famille (γj )1jk est libre ;
– ∆red(γj )1jk est de type fini.
Supposons la construction menée à bien au rang k  0, au rang k + 1, on cherche s’il
existe une racine γk+1 indivisible telle que :
– d’une part, γk+1 /∈ 〈γ0, . . . , γk〉 et γk+1 /∈ 〈γ0, . . . , γk〉⊥ (il en existe car C est une
classe d’équivalence). Par le groupe de Weyl correspondant à ∆red(γj )1jk , on peut alors
supposer que pour i 
= k, on a (γi, γk+1) 0 ;
– d’autre part, le système ∆(γj )1jk+1 obtenu est de type fini.
Le processus s’arrête lorsque l’on ne peut plus trouver une telle racine.
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pour l’inclusion. On a N < dim〈C〉, sinon la forme bilinéaire serait sur 〈C〉 proportionnelle
à celle naturellement associée à ∆(γj )1jN qui est de type fini et serait donc définie
positive, ce qui n’est pas possible.
Il existe alors γN+1 indivisible telle que γN+1 /∈ 〈γ0, . . . , γN 〉 et γN+1 /∈ 〈γ0, . . . , γN 〉⊥
(car C est une classe d’équivalence). Par le groupe de Weyl correspondant à ∆(γj )1jN , on
peut supposer que pour i N , on a (γi, γN+1) 0. Le système ∆(γj )1jN+1 ainsi obtenu
n’est pas de type fini et deux cas sont à envisager.
Cas 1. Si on peut trouver γN+1 de telle sorte que ∆(γj )1jN+1 soit de type affine, on a
forcément l’inégalité N + 1< dim〈C〉 (sinon la forme bilinéaire symétrique serait positive
sur 〈C〉).
On peut donc encore trouver une racine γN+2 indivisible telle que γN+2 /∈ 〈γ0, . . . ,
γN+1〉 et γN+2 /∈ 〈γ0, . . . , γN 〉⊥ (car C est une classe d’équivalence stable sous la réflexion
par rapport à γN+1). Par le groupe de Weyl correspondant à ∆(γj )1jN+1 et quitte à
considérer −γN+2, on peut supposer que pour i  N + 1, on a (γi, γN+2)  0. Alors,
le système ∆(γj )1jN+2 est de type indéfini. Il possède une racine ρ strictement négative
contre tous les éléments de sa base.
Cas 2. Sinon, ∆(γj )1jN+1 est de type indéfini, on peut trouver une racine ρ imaginaire
strictement négative contre tous les éléments de la base.
Nous avons donc, dans les deux cas, déterminé un système de racines de type indéfini
indécomposable, dont la base est dans C et possédant ρ une racine imaginaire strictement
négative contre tous les éléments de la base considérée.
Nous allons alors continuer la construction par récurrence d’une famille libre de 〈C〉
notée (γj )1jk (pour k  N + 2 dans le cas 1 et k  N + 1 dans le cas 2) formée de
racines réelles indivisibles telles que :
– si i 
= j , on a (γj , γi) 0 ;
– pour tout j 
= 1, il existe un indice i < j tel que (γj , γi) < 0 ;
– la famille (γj )1jk est libre ;
– ∆red(γj )1jk est de type indéfini (on note encore ρ une racine imaginaire strictement
négative contre tous les (γj )).
Supposons la construction faite jusqu’au rang k (tel que k  N + 2 dans le cas 1 et
k  N + 1 dans le cas 2). Il est clair que 〈(γj )1jk〉⊥ ∩ 〈C〉 ∩ ∆ est une partie de ∆
qui vérifie les axiomes (S1) à (S7). En tant que système de racines, elle est munie d’une
relation d’équivalence sur ses racines réelles (relation qui correspond à la restriction de la
relation d’équivalence sur ∆re ). Les classes ainsi obtenues sont en nombre fini.
Soit C0 une telle classe rencontrantC donc contenue dans C, elle est bien sûr liée à une
racine réelle β ∈C non orthogonale à ∆red(γj )1jk et telle que (β,ρ) < 0. Soit α une racine
de C0 telle que (α,β) < 0, on peut comme dans le cas de C construire une famille libre
(maximale pour les propriétés qui suivent) (β = α0, α = α1, . . . , αq) (q  0) où les racines
indivisibles αi pour i  1 sont choisies dans C0 de telle sorte que :
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(αi , αj ) 
= 0 ;
– ∆red(αj )0jq est de type fini.
Supposons la classe C0 infinie, on peut mener la construction précédente (choix de β et
des αi ) de telle sorte que, comme dans le cas de C, on puisse trouver une racine αq+1 telle
que (αi , αj ) soient négatifs tels que pour i  1, il existe j < i tel que (αi , αj ) 
= 0 et telle
que ∆(αj )1jq+1 soit de type affine ou indéfini (c’est en particulier le cas si ∆(α,β) est de
type indéfini). Alors, il existe une racine imaginaire positive µ de ce système de racines
dont le support contient α0 = β . On a (ρ,µ) < 0 donc les deux racines sont dans la même
classe.
Dans ce cas, β est négative contre toutes les racines imaginaires positives de
∆red(αj )0jq+1 . En effet, si λ ∈∆red im(αj )0jq+1 est telle que (λ,β) > 0, on a donc (λ,µ) > 0 et
d’autre part (λ,ρ) < 0 ce qui impose que ρ et −µ soient dans la même classe ; d’où une
contradiction.
D’après le Lemme 7.1, ceci nous permet d’affirmer que β est dans l’opposé du cône de
Tits correspondant à ∆red(γj )1jk et (cf. [Bar, 4.4.9]) qu’il existe un élément w du groupe
de Weyl associé qui le ramène dans l’opposée de la chambre fondamentale. Posons alors
γk+1 = w(β), nous agrandissons ainsi la famille libre tout en conservant les propriétés
voulues (en particulier, la famille est N-libre).
Nous pouvons ainsi nous ramener au cas où toute classe C0 rencontrant C est finie.
Achevons la démonstration en prouvant que dans ce cas, on peut trouver une racine
imaginaire non orthogonale à toute racine de C sauf au plus un système de type fini.
Considérons δ une racine du système engendré par les racines (γi) et strictement
négative contre la base (γi). Notons ∆0(δ) l’ensemble des racines de ∆ obtenues par
conditions de chaînes à partir des racines de C orthogonales à δ et supposons l’existence
dans ∆0(δ) d’une racine imaginaire µ.
– S’il existe un indice j0 tel que (µ,γj0) < 0, alors pour un entier k assez grand
δ′ = γj0 + kµ est une racine imaginaire liée à µ et à δ ; donc δ et µ sont dans la
même classe.
– De même, s’il existe un indice j0 tel que (µ,γj0) > 0, alors pour un entier k assez
grand δ′ = γj0 − kµ est une racine imaginaire liée à −µ et à δ ; donc δ et −µ sont
dans la même classe.
Les deux cas précédents ne peuvent pas se produire simultanément, autrement dit
±µ est dans la chambre de Weyl fermée correspondant aux γi . Or, on a (µ, δ) = 0 et
±µ ∈∑Nγi .
Dans tous les cas, la racine µ est donc orthogonale aux racines γi . Comme µ est suppo-
sée dans ∆0(δ) qui est l’ensemble des racines de ∆ obtenues par conditions de chaînes à
partir des racines de C orthogonales à δ ; on peut de plus supposerµ située dans une chaîne
Ch (α,β) où α et β sont orthogonales à δ telles que (α,β) < 0 et où β est indivisible.
Si α est indivisible et (α,βˇ )(β,αˇ) > 4, le système de racines ∆(α,β) engendré par α
et β est de type indéfini et Rα +Rβ est engendré par ∆im qui est formé de racines qui,(α,β)
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classe C0 qui doit être infinie ; ce qui est contraire à nos hypothèses.
Si α est divisible et si (α,βˇ)(β,αˇ) > 4, le même argument est valable en remplaçant
α par α/2.
Reste le cas où (α,βˇ)(β,αˇ)= 4, la racineµ est alors nécessairement affine, et on peut
supposer µ= α + β . Comme le système de racines ∆(α,β) (ou ∆(α/2,β) si α est divisible)
est infini, il ne peut pas être inclus dans une classe C0. L’une au moins des deux racines
α, β n’est pas orthogonale aux γi . Supposons qu’il existe j tel que (β, γj ) 
= 0, on obtient
alors une contradiction puisque, d’après le Lemme 2.9, (µ,γj ) ne doit pas être nul.
L’ensemble ∆0(δ) est donc uniquement formé de racines réelles qui donc sont dans C,
il est saturé pour les conditions de chaînes donc stable sous les réflexions par rapport
aux racines qu’il contient et il est alors clair qu’il s’agit d’un système de racines de type
fini. ✷
Dans la suite de cette section, C désigne une classe de type CRLI et δ est une racine
supposée choisie comme dans le Lemme 7.4 ; on note ∆0 le système de racines de type fini
{α ∈ C; (δ,α) = 0} et W0 le sous-groupe du groupe de Weyl engendré par les réflexions
par rapport aux racines situées dans ∆0. De plus, on fixe Π0 une base de ce système et on
note ∆+0 l’ensemble des racines positives correspondantes.
Lemme 7.5. Soient α et γ deux racines de C telles que :
• (δ,αˇ)= (δ, γ ˇ) < 0 ;
• quelle que soit β ∈Π0, (α,β) 0 et (γ,β) 0.
Si α − γ ∈ ∆, alors la racine α − γ est réelle et quitte à échanger α et γ , seuls trois
cas sont possibles :
– soit (α, γ ˇ)= 1/2 (en particulier, l’une des deux racines est divisible) ;
– soit (α, γ ˇ)= 3/2 et (γ,αˇ)= 2 (en particulier, l’une des deux racines est divisible) ;
– soit (α, γ ˇ)= 1 et (γ,αˇ) 2 (en particulier, Rα(γ ) ∈∆+0 et Rγ (α) /∈∆0).
Démonstration. (a) Si (α, γ )  0, d’après le Lemme 2.8, la racine α − γ est réelle et,
comme (α − γ )+ γ est réelle, on a forcément (puisque (α − γ, γ ˇ) 2) :
• soit (γ, (α− γ )ˇ)=−1 ;
• soit (γ, (α− γ )ˇ)=−1/2 ;
• soit (γ, (α− γ )ˇ)=−3/2 et (α − γ, γ ˇ)=−2.
Le premier cas est impossible car il implique Rγ−α(γ ) = α donc (γ, γ ) = (α,α).
L’égalité (δ,αˇ) = (δ, γ ˇ) donne alors (δ,α − γ ) = 0 ; ainsi α − γ ∈ ∆0. Comme
(γ, (α − γ )ˇ) = −1, on a, d’après les hypothèses, α − γ ∈ ∆+0 ; d’où une contradiction
puisque (α, (α − γ )ˇ)= (α − γ, (α− γ )ˇ)+ (γ, (α− γ )ˇ)= 1.
Montrons que, de même, les deux autres cas ne peuvent avoir lieu.
Si (γ, (α − γ )ˇ)=−1/2, alors (α, (α − γ )ˇ)= 2− 1/2 = 3/2 et α − γ est divisible.
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Rγ−α(α)= α + 3/2(γ − α)= (3/2)γ − α/2 et
Rγ−α(αˇ)= αˇ+ 2(γ − α)ˇ = αˇ+
(γ − α
2
)ˇ
=−αˇ/2+ γ ˇ/2.
Donc δ est orthogonale à Rγ−α(α) ; d’où une nouvelle contradiction puisque
(α,Rγ−α(αˇ)) = −1 et (γ,Rγ−α(αˇ)) = +1 (Rγ−α(α) ne peut être ni positive ni
négative dans ∆0).
– Si (α, γ ) < 0, α+γ ∈∆, et comme α+γ =Rα−γ (2γ ), cette racine est réelle et γ est
multipliable. Les racines γ − α, γ et γ + α sont donc trois racines réelles de la chaîne
Ch(γ,α). La racine α ne peut être divisible, sinon la chaîne Ch(γ,α/2) contiendrait
au moins 5 racines réelles. La racine α n’étant pas divisible ((γ + α)/2, αˇ) est un
entier strictement positif ce qui est impossible.
De même on ne peut avoir (γ, (α − γ )ˇ) = −3/2 et (α − γ, γ ˇ) = −2 puisque, en
échangeant γ et α, on retrouve le cas où l’on a considéré un système de type G×2 étudié
précédemment.
(b) Nous avons donc nécessairement (α, γ ˇ) > 0 et deux cas sont à étudier.
Cas 1. Si α − γ est une racine réelle, d’après le Lemme 2.8, quitte à échanger α et γ , on
est dans l’un des cas suivants :
• soit (α, γ ˇ)= 1 ;
• soit (α, γ ˇ)= 1/2 ;
• (α, γ ˇ)= 3/2 et (γ,αˇ)= 2.
Les deuxième et troisième cas, correspondent à des cas admis dans l’énoncé.
Le premier cas impose Rα(γ ˇ) = γ ˇ − αˇ et δ est donc orthogonale à Rα(γ ). Nous
aurons encore une contradiction si α et γ ne sont pas de même signe contre cette racine.
Or (α,Rα(γ ˇ))=−1 (donc Rα(γ ) ∈∆+0 ) et (γ,Rα(γ ˇ))= 2− (γ,αˇ). On trouve comme
seul possible, le cas décrit dans l’énoncé du lemme.
Cas 2. Si α−γ ∈∆im, alors il résulte du Lemme 2.8 que (α, γ ˇ) 3/2 et (γ,αˇ) 3/2 et
l’un des deux au moins est strictement supérieur à 2 (sauf si tous les deux sont égaux à 2).
Supposons (α,α) (γ, γ ), alors l’hypothèse (δ,αˇ)= (δ, γ ˇ) implique (δ,α) (δ, γ ) <
0 donc (δ,α − γ ) 0.
• Si (δ,α − γ )= 0, alors (δ, γ )= (δ,α) donc (α,α)= (γ, γ ) donc (α, γ ˇ)= (γ,αˇ).
Si (α, γ ˇ) > 2, l’élément kδ+ α pour un entier k assez grand, est une racine imaginaire
située dans la classe de δ et de même kδ+ γ est une racine imaginaire située dans la classe
de δ. Or (kδ+ γ,α− γ ) > 0 et (kδ+ α,α − γ ) < 0 donc α − γ devrait être à la fois dans
la classe de δ et dans son opposée ; ce qui est absurde.
Si (α, γ ˇ)= 2, le système ∆(γ,−α) est de type A(1)1 ; comme (δ, γ ) < 0, le Lemme 5.2
permet d’affirmer que (δ, γ − α) 
= 0 ; d’où une contradiction.
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donc dans la classe de δ (cf. Lemme 5.8). On a alors :
0
(
δ,Rγ (α)+ γ
)= (α,α)
2
(
δ,Rγ (α)ˇ
)+ (γ, γ )
2
(δ, γ ˇ)
= (α,α)
2
(
(δ,αˇ)− (γ,αˇ)(δ, γ ˇ))+ (γ, γ )
2
(δ, γ ˇ)
= (δ, γ ˇ)
2
(
(α,α)
(
1− (γ,αˇ))+ (γ, γ )).
Si (γ,αˇ)= 3/2, on sait que (α, γ ˇ) 5/2 et est pair (Lemme 2.8), donc (α, γ ˇ) 4.
Ceci implique l’inégalité (α,α)  (8/3)(γ, γ ) et donc aussi (δ,Rγ (α) + γ ) > 0, ce qui
conduit à une contradiction.
Si (γ,αˇ) > 2, dans le calcul précédent le dernier membre est strictement positif, d’où
la même contradiction.
Enfin, si (γ,αˇ)= 2, on a le même résultat sauf si (α,α)= (γ, γ ). Dans ce dernier cas,
on a (δ, γ − α)= 0 ; ce qui, d’après ce qui précède, est impossible. ✷
7.6. Construction d’une base. Nous allons construire une base du système de racines
engendré par conditions de chaînes à partir C qui dépend des choix de δ et de Π0 une base
de ∆0 = {α ∈ C; (δ,α) = 0}. (Notons cependant que si C est saturée ou n’engendre par
conditions de chaînes que des racines affines, on peut procéder comme on l’a fait avant).
On note ∆+0 l’ensemble des racines positives de ∆0 relativement à la base Π0. Pour
n 1, on définit ∆+n = {α ∈C; α/2 /∈∆, 0> (δ,αˇ)−n} ∪∆+0 .
Au rang n  0, on suppose construite une famille Πn (compatible avec notre choix si
n= 0) telle que :
(1) Π0 ⊂Πn ⊂∆+n ;
(2) ∀(α,β) ∈Π2n , α − β /∈∆ (en particulier (α,β) 0 si α 
= β) ;
(3) Si ρ ∈∆+n alors :
(a) ρ s’écrit comme une somme d’éléments de Πn ;
(b) si ρ /∈Πn, alors il existe α ∈Πn telle que (ρ,αˇ ) > 0 ;
(c) si α ∈Πn \Π0 est telle que (ρ,αˇ) > 0, alors Rα(ρ) ∈∆+n−1.
Au rang n+ 1, posons :
Π ′n+1 =
{
α ∈∆+n+1 \∆+n ; ∀γ ∈Πn α − γ /∈∆
} ;
Π ′′n+1 =
{
α ∈∆+n+1 \∆+n ; ∀γ ∈Π0 (α, γ ) 0
}
.
On a Π ′n+1 ⊂Π ′′n+1.
Lemme 7.7. Si α, β sont dans Π ′′n+1 et telles que Rβ(α) ∈∆+0 , alors (α,α) > (β,β). De
plus, si γ est aussi une racine située dans Π ′′n+1 telle que Rγ (β) ∈ ∆+0 , alors Rγ (α) est
aussi dans ∆+.0
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et pour toute racine µ ∈ Π0, on a (α,µ)  0, (β,µ)  0. Sous les hypothèses de ce
lemme, il est clair que (α,β) > 0, donc β − α est une racine et le Lemme 7.5 nous
indique que (β,αˇ)= 1 et que (α,βˇ) > 1. La racine α est donc (strictement) plus longue
que β . Si γ est aussi une racine située dans Π ′′n+1 telle que Rγ (β) ∈ ∆+0 , alors β est
(strictement) plus longue que γ . Notons β0 ∈ ∆+0 l’image de β par Rγ ; on a alors
0 < (α,βˇ ) = (α,Rγ (β0)ˇ) = (α,β 0ˇ) − (α, γ ˇ)(γ,β 0ˇ) ce qui impose à (α, γ ˇ) d’être
strictement positif. L’élément γ − α ; est donc une racine et d’après le Lemme 7.5, deux
cas sont envisageables :
– soit (γ,αˇ)= 1 (et Rγ (α) ∈∆+0 ) et (α, γ ˇ) > 1 ;
– soit (α, γ ˇ)= 1 (et Rα(γ ) ∈∆+0 ) et (γ,αˇ) > 1.
Or, le rapport des longueurs de ces racines interdit le second cas, ce qui établit le
lemme. ✷
Posons alors :
Π1 =Π0 ∪
(
Π ′1
∖( ⋃
α∈Π ′′1
(
Rα
(
∆+0
)∩Π ′1)
))
et de même en supposant Πn construit,
Πn+1 =Πn ∪
(
Π ′n+1
∖( ⋃
α∈Π ′′n+1
(
Rα
(
∆+0
)∩Π ′n+1)
))
.
Au rang 0, il est clair que les propriétés (1)–(3) sont satisfaites. Reste à montrer que au
rang n+ 1, elles sont encore vérifiées, notons que (1) est immédiat.
Soient α et γ deux racines de Πn+1, montrons que α − γ n’est pas une racine. Si les
deux racines sont dans Πn, cela résulte de l’hypothèse de récurrence. Si l’une est dans Πn
et l’autre dans Πn+1 \Πn, cela résulte de la construction de Π ′n+1.
Reste le cas où les deux racines sont dansΠn+1 \Πn, le Lemme 7.5 permet de conclure.
La propriété (2) est ainsi vérifiée au rang n+ 1.
Considérons ρ ∈ ∆+n+1 \Πn+1. Si ρ ∈ ∆+n , la propriété (3) est vraie par hypothèse de
récurrence. Dans le cas général, la démonstration de la propriété (3) va être un peu plus
technique et nous allons procéder par étapes.
Lemme 7.8. Soit ρ ∈Π ′n+1 \Πn+1, il existe α ∈Π ′′n+1 telle que :
• Rα(ρ) ∈∆+0 ;
• ∀γ ∈Π ′′n+1 Rγ (α) /∈∆+0 .
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γ ∈Π ′′n+1, on a soit (α, γ ) 0 soit Rα(γ ) ∈∆+0 avec (γ,αˇ) > 1 et (α, γ ˇ)= 1 et que α
est dans Πn+1 ou dans Π ′′n+1 \Π ′n+1.
Démonstration. Comme ρ n’est pas dansΠn+1, il existe γ ∈Π ′′n+1 telle queRγ (ρ) ∈∆+0 .
ConsidéronsLρ = {γ ∈Π ′′n+1; Rγ (ρ) ∈∆+0 } et L′ρ = {γ ∈ Lρ; ∃µ ∈Π ′′n+1 Rµ(γ ) ∈∆+0 }.
Il s’agit de montrer que l’inclusion de L′ρ dans Lρ est stricte. Notons que l’ensemble
{(γ, γ ); γ ∈ L′ρ} est fini puisque ∆+0 l’est. Si l’ensemble {(γ, γ ); γ ∈ Lρ} n’est pas fini,
il est clair que L′ρ et Lρ ne peuvent être égaux. S’il est fini, on peut considérer dans Lρ
une racine α de longueur minimale. Dans ce cas, si l’on suppose l’existence d’une racine
γ ∈Π ′′n+1 telle que Rγ (α) ∈∆+0 , le Lemme 7.7 permet alors d’affirmer que Rγ (ρ) ∈∆+0
et que γ est plus courte que α ; ce qui contredit la minimalité de α. La racine α n’est donc
pas dans L′ρ . ✷
Lemme 7.9. Soit ρ ∈ ∆+n+1 \ ∆+n . S’il existe α ∈ Πn+1 \ Π0, distincte de ρ, telle que
(ρ,α) > 0, alors Rα(ρ) ∈∆+n .
Démonstration. Soit α une racine de Πn+1 \ Π0 telle que (ρ,αˇ) > 0. Les racines ρ
et α ne sont pas divisibles et l’on a (δ, ρˇ) = −(n + 1). Fixons les notations en posant
(δ,αˇ)=−k (où 1 k  n+ 1), (ρ,αˇ)= b ∈N∗ et (α,ρˇ)= a ∈N∗.
On a alors (δ,Rα(ρˇ)) = (δ, ρˇ − aαˇ) = −(n + 1) + ak > −(n + 1). On voit que
Rα(ρ) ∈∆+n si et seulement si ak  n ou ak = n+ 1 et Rα(ρ) ∈∆+0 . Nous devons donc
montrer que tout autre cas est impossible.
Si ak = n+ 1, alors δ est orthogonale à la racine réelle Rα(ρ) qui est donc dans ∆0 (et
même dans ∆+0 car (α,Rα(ρ))=−(α,ρ) < 0) donc bien dans ∆+n .
Si l’on suppose n + 2  ak < 2(n+ 1), alors −Rα(ρ) ∈ ∆+n et (−Rα(ρ),αˇ) > 0 (et
l’on a a  2, k < n+ 1 et α ∈Πn \Π0). Par hypothèse de récurrence −Rα(ρ) est envoyé
par Rα dans ∆+n−1 d’où −ρ ∈∆+n+1 ; ce qui est absurde.
Reste à exclure le cas ak  2(n+ 1).
(1) Supposons qu’il en soit ainsi et que de plus k < n+ 1, donc α ∈Πn \Π0. On a alors
en particulier a  (2n+ 2)/k > 2, donc a  3.
(a) Si b = 1, alors (δ,−Rρ(αˇ)) = (δ,−αˇ + ρˇ) = −(1 + n) + k ∈ [−n,0[, donc
−Rρ(α) est dans ∆+n . D’autre part, comme a  3, on a l’égalité (α,−Rρ(αˇ))= (α,−αˇ+
ρˇ) = a − 2  1 et donc l’inégalité (−Rρ(α),αˇ) > 0. Par hypothèse de récurrence,
l’image de −Rρ(α) par Rα est dans ∆+n−1. Or, Rα(ρˇ)= ρˇ− aαˇ donc,
(
δ,Rα
(−Rρ(αˇ)))= (δ,Rα(−αˇ+ ρˇ))= (δ, (1− a)αˇ+ ρˇ)
=−(n+ 1)+ (a − 1)k −(n+ 1)+ 2n+ 2− k = n+ 1− k > 0,
d’où une contradiction.
(b) Les cas restant à étudier ici sont tels que a  3 et b  2 (avec toujours ak  2n+ 2
et k < n+ 1).
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indécomposable de type indéfini. Dans ce système de racines, la restriction de la relation
d’équivalence sur les racines imaginaires définie ici nous donne (cf. [Bar, 5.2.7]), deux
classes de racines opposées l’une située dans N∗α −N∗ρ et l’autre dans −N∗α +N∗ρ.
La racine bα− aρ est imaginaire et l’on a :
(δ, bα− aρ)= b (α,α)
2
(δ,αˇ)− a (ρ,ρ)
2
(δ, ρˇ)= (ρ,ρ)a
2
[
(δ,αˇ)− (δ, ρˇ)]
= a(ρ,ρ)
2
[−k + (n+ 1)].
Comme k < (n+1), la racine bα−aρ est dans la même classe que δ. Par suite toute racine
imaginaire de ∆(α,−ρ) située dans N∗α −N∗ρ doit être dans la classe de −δ. Or, ∆(α,−ρ)
est de type hyperbolique donc (cf. [Kac, Proposition 5.10]) :
∆im(α,−ρ) =
{
λ ∈ Z∗α +Z∗ρ; (λ,λ) 0}
(car à une constante strictement positive près (. , .) est unique sur Zα + Zρ). Ici, tout
élément λ de N∗α − N∗ρ pour lequel (λ,λ) est négatif doit être dans la classe de −δ.
Autrement dit, pour tout rationnel strictement positif r , on doit avoir :
(α− rρ,α − rρ) 0 ⇒ (δ,α − rρ) 0.
On aura donc une contradiction si on trouve dans Q∗+ une solution commune aux deux
inéquations :
(α − rρ,α − rρ) 0, (1)
(δ,α − rρ) < 0. (2)
– Or, (1) est équivalent à
(α,α)− 2r(ρ,α)+ r2(ρ,ρ)= (ρ,ρ)(a − rab+ br2)/b 0
et donc à
r ∈
[
ab−√a2b2 − 4ab
2b
,
ab+√a2b2 − 4ab
2b
]
.
– Et (2) est équivalent à :
(δ,α − rρ)= (α,α)
2
(δ,αˇ)− r (ρ,ρ)
2
(δ, ρˇ)= (ρ,ρ)
2
[a
b
(δ,αˇ)− r(δ, ρˇ)
]
= (ρ,ρ)
2
[−ka
b
+ r(n+ 1)
]
< 0
autrement dit à r < ak/(b(n+ 1)).
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ab−√a2b2 − 4ab
2b
<
ak
b(n+ 1) .
Or, on a :
ab−√a2b2 − 4ab
2b
<
ak
b(n+ 1) ⇔ ab−
√
a2b2 − 4ab < 2ak
(n+ 1)
⇔ b−
√
b2 − 4b
a
<
2k
(n+ 1)
⇔ b2 − 4b
a
>
(
b− 2k
(n+ 1)
)2
⇔ b2 − 4b
a
> b2 − 4b k
(n+ 1) + 4
k2
(n+ 1)2
⇔ b
a
< b
k
(n+ 1) −
k2
(n+ 1)2
⇔ 1< a k
(n+ 1) −
k2a
b(n+ 1)2 .
Ce qui finalement équivaut à
1<
ka
n+ 1
[
1− k
(n+ 1)b
]
.
Or, ak  2n+ 2 et k < n+ 1, nous avons donc
k
n+ 1a
[
1− k
(n+ 1)b
]
> 2(1− 1/b) 1.
Le système étudié admet donc des solutions et nous avons ainsi la contradiction cherchée.
(2) Considérons à présent le cas où k = n + 1 donc α ∈ Πn+1 \ Πn (avec toujours
ak  2n+ 2).
Le système ∆0 étant de type fini, il existe un élément w du groupe de Weyl fini
correspondant tel que :
∀β ∈Π0
(
w(ρ),β
)
 0.
On sait alors que ρ =w(ρ)+µ où µ est une combinaison linéaire à coefficients entiers
positifs d’éléments de Π0 et (δ,w(ρ))= (δ, ρ) donc w(ρ) ∈∆+n+1 \∆+n . On a forcément
(w(ρ),α) > 0. La racinew(ρ) ne peut donc pas être dansΠn+1 et pas non plus dansΠ ′n+1 :
sinon il existe une racine γ de Π ′′ comme au Lemme 7.8 telle que Rγ (w(ρ)) ∈∆+ etn+1 0
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d’après le choix de γ et le Lemme 7.5 imposeRγ (α) ∈∆+0 , ce qui contredit l’appartenance
de α à Πn+1 \Πn.
Montrons alors que (w(ρ),β)  0 pour toute racine β de Πn. En effet, d’après la
partie (1), si (w(ρ),β) > 0 avec β ∈Πn, alors Rβ(w(ρ)) ∈ ∆+n donc s’écrit comme une
combinaison à coefficients positifs d’éléments de Πn et il en est donc de même de w(ρ) et
de ρ qui ne peut donc pas être positif contre la racine α de Πn+1.
Ainsi toute racine β ∈Πn+1 telle que (w(ρ),βˇ ) > 0 est, comme α, dans Πn+1 \Πn
(en particulier si γ ∈Π0, alors (ρ, γ ˇ) 0). D’après le Lemme 7.5, les racines α et ρ étant
indivisibles, on a avec les notations précédentes (a = 1 et b 2) ou (b = 1 et a  2). Dans
le premier cas on voit qu’on a bien ak  n+ 1, dans le second Rρ(α) ∈∆+0 . La racine α
étant dans Πn+1 et ρ dans Π ′′n+1, on a une contradiction. ✷
Nous sommes à présent contraints de considérer plus particulièrement une propriété de
certaines racines de ∆+n+1. Notons Φn+1 l’ensemble des racines ρ de ∆
+
n+1 \ ∆+n telles
que : pour toute racine γ ∈Πn pour laquelle ρ − γ ∈∆, on a :
γ ∈Π0 ; (γ,ρ)= 0 ; (γ, γ )= (ρ,ρ) ; (ρ − γ )/2 ∈∆.
Nous avons bien sûr Π ′n+1 ⊂Φn+1, et l’on peut voir que si ρ ∈Φn+1, alors :
– soit ρ ∈Πn+1 ;
– soit il existe une racine β ∈ ∆+n+1 \ ∆+n telle que (β,β) < (ρ,ρ), Rβ(ρ) ∈ ∆+0 ,
(ρ,βˇ) > 0.
(En effet si ρ ∈ Π ′n+1 \Πn+1, cela résulte du Lemme 7.7, si ρ ∈ Φn+1 \Π ′n+1, on peut
trouver une racine γ ∈Πn telle que ρ − γ ∈∆, alors la racine β = (ρ − γ )/2 convient.)
Lemme 7.10. Si ρ appartient à ∆+n+1 \Φn+1 sans être dans ∆+n , alors :
(1) il existe α ∈Πn+1 telle que (ρ,α) soit strictement positif ;
(2) si de plus ρ /∈ W0.Φn+1, alors ρ s’écrit comme combinaison linéaire à coefficients
entiers positifs d’éléments de Πn+1.
Démonstration. 1. Comme ρ n’appartient pas à Φn+1, il existe une racine γ ∈Πn, telle
que ρ − γ ∈∆. Si (ρ, γ ) > 0, alors on a le résultat.
Sinon, la racine ρ − γ est plus extérieure à la chaîne de direction γ que ρ, elle est donc
réelle et le Lemme 2.8 permet d’affirmer (sachant que (ρ− γ, γ ˇ)−2) que l’on est dans
l’un des cas suivants (avec toujours (ρ, γ ) 0) :
(a) (γ, (ρ − γ )ˇ)=−1/2 ;
(b) (γ, (ρ − γ )ˇ)=−1 ;
(c) (γ, (ρ − γ )ˇ)=−3/2 et (ρ − γ, γ ˇ)=−2.
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(ρ,βˇ) > 0. Par hypothèse de récurrence β s’écrit comme une somme de racines de Πn
donc on peut trouver une racine α dans Πn telle que (ρ,α) > 0.
• Supposons que l’on puisse choisir γ telle que la condition (a) soit vraie. On sait que
ρ − γ est réelle et divisible et que (ρ, ((ρ − γ )/2)ˇ)= 2(2− 1/2)= 3. On a alors :
(
δ,Rγ−ρ(−ρˇ)
)= 2
(ρ,ρ)
(
δ,Rγ−ρ(−ρ)
)= 2
(ρ,ρ)
(
δ,
ρ
2
− 3γ
2
)
= (δ, ρ − 3γ )
(ρ,ρ)
= 1
2
(δ, ρˇ)− (δ,3γ )
(ρ,ρ)
 1
2
(δ, ρˇ)= −(n+ 1)
2
.
D’autre part, on a :
(
ρ, (ρ − γ )ˇ)= 2((ρ,ρ)− (ρ, γ ))
(ρ − γ,ρ − γ ) = 3/2 =−3
(
γ, (ρ − γ )ˇ)= −6((γ,ρ)− (γ, γ ))
(ρ − γ,ρ − γ ) .
On en déduit l’égalité (ρ,ρ)− (ρ, γ )=−3((γ,ρ)− (γ, γ )) ; ce qui nous donne : (ρ,ρ)=
3(γ, γ )− 2(γ,ρ) 3(γ, γ ). D’où l’inégalité :
(
δ,Rγ−ρ(−ρˇ)
)= 1
2
(δ, ρˇ)− (δ,3γ )
(ρ,ρ)
 1
2
(δ, ρˇ)− 1
2
(δ, γ ˇ) 0.
Finalement, comme γ ∈Πn, la racine Rγ−ρ(−ρ) est dans ∆+n et
(
ρ,Rγ−ρ(−ρ)
)= (ρ, ρ
2
− 3γ
2
)
= (ρ,ρ)
2
− 3(ρ, γ )
2
> 0.
• Supposons que l’on puisse trouver γ telle que la condition (c) soit vraie, alors γ et
(ρ − γ )/2 engendrent un système de type G×2 dans lequel (ρ, γ )= 0 et 3(ρ,ρ)= (γ, γ ).
On a ainsi (ρ, (3ρ − γ )/2) > 0 et comme la racine (3ρ − γ )/2 est longue, le scalaire
(
δ,
(
3ρ − γ
2
)ˇ )
= 2
(γ, γ )
(
δ,
3ρ − γ
2
)
= (δ, ρˇ)
2
− (δ, γ ˇ)
2
est strictement négatif et strictement plus grand que (δ, ρˇ).
Donc (3ρ − γ )/2 est dans ∆+n .
• Reste le cas où, pour tout γ ∈ Πn telle que ρ − γ ∈ ∆, on est dans le cas (b), en
particulier Rρ−γ (γ )= ρ donc (ρ,ρ)= (γ, γ ), et l’on a :
(
δ, (ρ − γ )ˇ)= 2
(2(ρ,ρ)− 2(ρ, γ ))
(
(δ, ρ)− (δ, γ ))
= (γ, γ ) [−(n+ 1)− (δ, γ ˇ)].
(2(γ, γ )− 2(ρ, γ ))
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(
δ, (ρ − γ )ˇ) (γ, γ )
2(γ, γ )
[−(n+ 1)− (δ, γ ˇ)] −(n+ 1)
2
.
Sachant que ρ n’est pas dans Φn+1, deux cas sont à étudier.
– Si l’on peut choisir γ telle que (ρ − γ )/2 n’est pas dans ∆, on a ρ − γ ∈ ∆+n et
(ρ,ρ − γ ) > 0.
– Si l’on peut choisir γ telle que (ρ − γ )/2 est une racine, et si (ρ, γ ) 
= 0 ou
γ /∈Π0, alors les deux inégalités précédentes ne sont pas simultanément des égalités.
Alors, (δ, ((ρ − γ )/2)ˇ)  −n et est négatif. Donc (ρ − γ )/2 est dans ∆+n et
(ρ, (ρ − γ )/2) > 0.
2. D’après les résultats précédents, les propriétés (3)(b) et (3)(c) sont vraies pour ρ. Si
l’on peut trouver α ∈Πn+1 \Π0 telle que (ρ,α) > 0, alors (3)(a) est vraie par hypothèse
de récurrence appliquée à Rα(ρ) ∈∆+n .
Sinon toute racine de Πn+1 positive contre ρ est dans Π0. Le système ∆0 étant de type
fini, il existe un élément w du groupe de Weyl fini W0 correspondant tel que :
∀β ∈Π0
(
w(ρ),β
)
 0.
On sait alors que ρ =w(ρ)+µ où µ est une combinaison linéaire à coefficients entiers
positifs d’éléments de Π0. La racine w(ρ) est soit dans Πn+1 (et le résultat cherché est
démontré) soit dans ∆+n+1 \ Φn+1 et négative contre toute racine de Π0. D’après, les
lemmes précédents on peut trouver α ∈ Πn+1 \Π0 telle que (w(ρ),α) > 0, donc (3)(a)
est vraie par l’argument précédent pour w(ρ) et donc aussi pour ρ. ✷
Il nous reste à montrer l’analogue du Lemme 7.10 dans le cas où la racine ρ est dans
Φn+1, nous allons pour cela utiliser les propriétés déjà établies dans les autres cas.
Lemme 7.11. Si ρ ∈W0.Φn+1 , la racine ρ a les deux propriétés suivantes :
(1) ρ s’écrit comme combinaison linéaire à coefficients entiers positifs d’éléments de
Πn+1 ;
(2) il existe α ∈Πn+1 telle que (ρ,α) soit strictement positif.
Démonstration. S’il existe un élémentw deW0 tel quew(ρ) ∈Φn+1, alors ρ =w(ρ)+µ
où µ est combinaison linéaire à coefficients positifs des éléments de Π0. Il suffit donc de
démontrer le résultat annoncé dans le cas où ρ ∈Φn+1.
Nous savons alors que :
– soit ρ ∈Πn+1 (et il n’y a rien à démontrer),
– soit il existe une racine β ∈ ∆+n+1 \ ∆+n telle que (β,β) < (ρ,ρ), Rβ(ρ) ∈ ∆+0 ,
(ρ,βˇ) > 0.
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combinaison linéaire à coefficients positifs des éléments de Π0, reste à voir que β est
combinaison linéaire à coefficients positifs des éléments de Πn+1 (car alors l’inégalité
(ρ,β) > 0 implique l’existence d’une racine α ∈Πn+1 telle que (ρ,α) > 0).
(a) Si β ∈∆+n+1 \W0.Φn+1, alors on a le résultat grâce au Lemme 7.10.
(b) De même, ceci est vrai si β ∈Πn+1.
(c) Reste donc le cas où β ∈W0.Φn+1. On se ramène comme précédemment à l’hypothèse
β ∈Φn+1 (par conjugaison sous W0 donc sans changer la longueur de β).
Alors, il existe une racine β ′ ∈ ∆+n+1 \ ∆+n telle que (β ′, β ′) < (β,β), Rβ ′(β) ∈ ∆+0 ,
(β,β ′ˇ) > 0.
On a β = Rβ ′(β) + (β,β ′ˇ)β ′, par hypothèse de récurrence, Rβ ′(β) s’écrit comme
combinaison linéaire à coefficients positifs des éléments de Π0, reste à voir que β ′ est
combinaison linéaire à coefficients positifs d’éléments de Πn+1.
Sachant que ∆0 est un système de type fini, les différentes longueurs de ses racines sont
en nombre fini. En itérant la discussion précédente, nous ne pourrons donc rencontrer le
cas (c) qu’un nombre fini de fois (puisque qu’à chaque étape on obtient une racine de ∆0
de plus en plus courte). Nous arriverons forcément à un cas où les racines en jeu seront,
d’après les résultats qui précèdent, des combinaisons linéaires à coefficients positifs des
éléments de Πn+1. ✷
Ceci achève la démonstration de la propriété (3) au rang n + 1. Nous pouvons ainsi
construire par récurrence, la famille Πn pour tout entier naturel n et considérer finalement
Π(C)=⋃n∈NΠn.
Comme dans le cas des autres classes de racines réelles, pour chaque racine α de Π(C),
on pose nα = 2 et Nα = {1,2} (respectivement nα = 1 et Nα = {1}) si α est multipliable
(respectivement si α n’est pas multipliable) et αˆ= αˇ/nα .
Notons que si α et β sont deux racines de Π(C) (avec (δ,αˇ)= n et (δ, (βˇ) =m) et
si 2β ∈∆, alors (α,βˆ) 
= −1. En effet, sinon d’après le Lemme 2.3, α − β est une racine
donc :
– si n <m, β ne peut pas être dans Π ′m ;
– si n >m, α ne peut pas être dans Π ′n ;
– si n =m, on a Rα(β) ∈∆+0 ou Rβ(α) ∈ ∆+0 d’après le Lemme 7.5 ; les deux racines
ne peuvent pas être simultanément dans la base.
Ainsi, la matrice A(Π(C)) la matrice dont les coefficients sont les (α,βˆ ) pour α et β
parcourant Π(C) est une matrice de Kac–Moody relative indécomposable.
Proposition 7.12. Le 7-uplet S(C) = (A(Π(C)),V,V, (. , .),Π(C),Πˆ(C), (Nα)α∈Π(C))
est un SGR, son système de racines ∆(Π(C)) est inclus dans ∆ et C est exactement
l’ensemble des racines réelles de ∆(Π(C)).
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β ∈ C est une racine non divisible, alors ±β ∈∆+n pour un certain entier n. Il suffit donc
de montrer par récurrence sur n, que pour tout entier n, ∆+n est inclus dans ∆(Π), ce qui
est clair grâce aux propriétés (3)(b) et (3)(c) de la Construction 7.6. Enfin, si β ∈ C est
une racine divisible, la racine β/2 est dans ∆(Π) et est sous l’action du groupe de Weyl
conjuguée à une racine de la base qui est multipliable donc β est aussi dans ∆(Π). ✷
Corollaire 7.13. Dans la classe C de type CRLI, il existe une racine imaginaire δ vérifiant :
∀α ∈ C (δ,α) ∈ Z∗ (en particulier, l’ensemble {α ∈C; (δ,α)= 0} est vide).
De plus, si ρ est une racine imaginaire de ∆ située dans la même classe que δ et dans
l’opposée de la chambre fondamentale correspondant à ∆(Π(C)) (i.e. tous les scalaires
(δ,α) sont négatifs ou nuls pour α ∈Π(C)) et telle qu’il existe une racine α de Π(C) telle
que (ρ,α) 
= 0, alors (ρ, δ)−1.
Démonstration. L’espace
∑
α∈Π(C)Rα est de dimension finie, donc même si la matrice
de Kac–Moody relative indécomposableA(Π(C)) est de type proindéfini, on peut trouver
une partie finie Π1 de Π(C) telle que Π1 soit une famille indécomposable et Π1 engendre∑
α∈Π(C)Rα. Ainsi choisie, Π1 peut être :
(1) de type fini (auquel casΠ1 =Π(C) puisqu’alors la forme bilinéaire est définie positive
sur
∑
α∈Π1 Rα donc Π(C) est de type fini donc est une famille libre) ;(2) de type affine (auquel cas Π1 =Π(C) d’après la construction à la Section 4) ;
(3) de type indéfini.
Dans le cas (3), il existe (cf. démonstration de la Proposition 7.1) une racine imaginaire
δ située dans (
∑
α∈Π1 N
∗α) ∩ (∑α∈Π1 N∗αˇ) telle que :
– pour toute racine β ∈Π1, on a (δ,β) ∈−N∗ ;
– pour toute racine β ∈∆, on a (δ,β) ∈ Z.
De plus, aucune racine de Π(C) n’est orthogonale à Π1 donc :
– pour toute racine β ∈Π(C), on a (δ,β) ∈−N∗.
Enfin, soit ρ une racine imaginaire située dans l’opposée de la chambre fondamentale
correspondant à ∆(Π(C)) et telle qu’il existe une racine α de Π(C) telle que (ρ,α) 
= 0.
Comme α s’écrit comme combinaison linéaire des racines de Π1, il existe une racine
β ∈ Π1, pour laquelle (ρ,β) 
= 0. De plus, comme le signe de (ρ,β ′) est le même pour
toutes les racines β ′ ∈Π1 et que δ est combinaison à coefficients tous strictement positifs
des racines de Π1, le scalaire (ρ, δ) est non nul et donc (ρ, δ) ∈−N∗.
Dans les cas (1) et (2), la matrice A(Π(C)) est de type fini ou affine, ∆(Π(C)) est
inclus dans ∆ et la nature de C assure l’existence d’une racine imaginaire δ1 de ∆
non orthogonale à C. On peut (cf. Proposition 7.1) par l’action du groupe de Weyl (et
quitte à considérer −δ1), ramener cette racine imaginaire dans l’opposée de la chambre
fondamentale correspondant à ∆(Π).
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adjoignant δ1 à Π . Nous associons à cette famille la matrice des (α,βˇ) où α et β
parcourent Π ′. C’est une matrice de Borcherds indécomposable de type indéfini, donc
il existe une racine imaginaire δ ∈ ((∑α∈Π(C)N∗α)+N∗δ1)∩ ((∑α∈Π(C)N∗αˇ)+N∗δ1)
telle que pour toute racine β ∈Π(C), on a (δ,β) ∈−N∗ et (δ, δ1) < 0.
De plus, si ρ est une racine imaginaire située dans la même classe que δ et dans
l’opposée de la chambre fondamentale correspondant à ∆(Π(C)), pour laquelle il existe
une racine α de Π(C) telle que ( ρ,α) < 0. Alors, ρ et δ1 sont dans la même classe
donc ( ρ, δ1)  0 et comme δ est combinaison linéaire à coefficients entiers strictement
positifs de δ1 et de toutes les coracines situées dans Π(C)ˇ (en particulier αˇ), on a
( ρ, δ)−1. ✷
Remarque 7.14. Notons qu’une fois l’existence d’une telle racine établie, on peut
« reconstruire » la base Π par une récurrence analogue à celle de la Construction 7.6 mais
où n’intervient plus de système ∆0 ; ce qui simplifie cette construction.
8. Classe de type CILR
Étant donnée une classe C de racines imaginaires de type CILR, il est clair que toute
racine réelle α non orthogonale à C est dans une classe C(α) de type CRLI. D’après
le Lemme 7.3, C ∪ −C contient toutes les racines imaginaires non orthogonales aux
C(α). Nous allons en fait montrer qu’alors C n’est orthogonale à aucune racine de C(α).
Plus précisément, nous établirons (en Lemme 8.1) l’existence dans C d’une racine non
orthogonale à toute racine de la réunion des classes de racines non orthogonales à C et
qui n’est pas orthogonale à toute racine de C. (Notons que d’après les Lemmes 5.9 et 7.3,
C ne contient pas que des racines affines). Cette racine pourra alors jouer, comme dans la
section précédente, le rôle de « hauteur » pour toutes les classes de racines réelles C(α)
simultanément et nous permettra de déterminer une base du SGR correspondant.
Remarquons tout d’abord que, comme les classes de racines réelles, les classes de
type CILR sont en nombre fini. Le Lemme 7.3 permet en effet d’affirmer que l’existence
de n classes de types CILR entraîne l’existence d’au moins n/2 classes de types CRLI
distinctes.
Supposons à présent donnée C une classe de type CILR. Les classes de racines réelles
liées à C qui sont en nombre fini seront notées C1, . . . ,CN où N  1. D’après ce qui
a été fait à la Section 7, on peut, pour chaque i  N , supposer choisie une base Πi
correspondant à Ci (les choix étant fait comme en le Corollaire 7.4 en supposant de plus la
racine imaginaire δi située dans la classe C, ce qui est possible d’après la Remarque 7.3).
De plus (cf. Corollaire 7.13 et Remarque 7.14), pour chaque i , on a pu choisir δi ∈ C telle
que pour toute racine α ∈Πi on a (δi , α) ∈−N∗.
Si δ est une racine imaginaire de C, elle est dans la même classe que chacune des
racines δi choisies pour construire les bases Πi , donc dans la même classe que toute racine
de ∆+im(Πi) (lorsqueΠi n’est pas de type fini). Ainsi doit-on avoir pour tout i N et toute
racine β ∈∆+im(Πi), l’inégalité (δ,β) 0. D’après la Proposition 7.1, δ est dans l’opposé
du cône de Tits « fermé » correspondant.
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Il existe alors un élément w du groupe de Weyl correspondant à Πj tel que :
pour toute racine α ∈Πj , on a (w.δi , α)  0 et (par orthogonalité des classes C1,C2,
. . . ,CN) w.δi possède les mêmes propriétés que δi par rapport à Πi et les Πk pour
k 
= j .
Le nombre de classes de type CRLI concernées étant fini, on peut finalement supposer
que les racines δi sont telles que pour toute racine α ∈⋃jN Πj , on ait (δi, α) 0.
Lemme 8.1. Il existe une racine imaginaire µ située dans C telle que :
(1) pour toute racine α ∈⋃jN Πj , on a (µ,α)−1 ;
(2) pour toute racine imaginaire ρ de C non orthogonale à ⋃jN Πj , située dans
l’opposée de la chambre fondamentale correspondant à ⋃jN Πj , on a (µ,ρ)−1.
Démonstration. Nous allons montrer par récurrence sur k  N qu’il existe une racine
imaginaire µk ∈ C telle que pour toute racine α ∈⋃jk Πj , on a (µk,α) < 0 et pour toute
racine α ∈⋃jN Πj , on a (µk,α) 0.
Au rang k = 1, la racine µ1 = δ1 choisie convient.
Supposons acquis le résultat au rang k où 1 k < N . Les racines µk et δk+1 sont liables
car toutes deux dans C.
Soit elles sont liées, et l’on peut poser µk+1 = µk + δk+1 ; soit (Lemme 5.4) elles
sont toutes deux liées à une racine même racine imaginaire γ ∈ C. Si cette racine γ est
strictement positive contre une partie Πj , où j  N , on peut remplacer γ par γ + nj δj
où nj ∈ N∗ est tel que γ + nj δj soit négatif ou nul contre toute racine de Πj . Comme
les δj sont négatives contre toute racine de
⋃
kN Πk , on peut faire cela pour toutes les
partiesΠj pour lesquelles c’est nécessaire et obtenir une nouvelle racine γ vérifiant encore
(µk, γ ) < 0 et (δk+1, γ ) < 0 mais aussi (α, γ )  0 pour toute racine α ∈⋃kN Πk . En
posant finalement µk+1 = µk + γ + δk+1, la racine µk+1 vérifie la propriété attendue au
rang k + 1.
La racine µ = µN satisfait aux conditions du lemme, la démonstration de la seconde
propriété étant analogue à celle faite pour le Corollaire 7.13. ✷
8.1. Construction de la base
Nous allons à présent construire une base d’un système générateur de racines
indécomposable dont le système correspondant sera exactement ±C ∪ (⋃iN Ci).
Supposons toujours fixée Πre =⋃iN Πi où les basesΠi sont les bases respectives des
Ci choisies comme expliqué précédemment. Soit δ une racine imaginaire de C possédant
les propriétés indiquées au Lemme 8.1.
Considérons à présent une racine β de C, il existe un élément w du groupe de Weyl (et
plus précisément de celui engendré par les réflexions par rapport aux racines de Πre) tel
que :
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En effet, la racine β étant supposée dans C, β doit être négative contre toute racine
imaginaire positive du système engendré par Πre. D’après la Proposition 7.1, la racine
β est située dans l’opposé du cône de Tits correspondant au système de base Πre ([Bar,
4.4.5]). La Proposition 4.4.9 de [Bar] permet alors d’affirmer l’existence de l’élément du
groupe de Weyl cherché.
Considérons alors les ensembles :
K = {β ∈C; ∀α ∈Πre (β,αˇ) 0} ;
K ′′ = {β ∈K; ∃α ∈Πre (β,αˇ)=−1 et 2α ∈∆}.
Posons K ′(C) = K \ (⋃β∈K ′′ Nβ) et notons K ′ un ensemble de représentants de
K ′(C)/Q choisis dans K ′(C) de telle façon que :
si β ∈K ′, alors l’ensemble {q ∈Q; qβ ∈∆} admet 1 pour plus petit élément ou n’a pas
de plus petit élément mais contient 1 et est minoré par 3/4 (l’axiome (S7) assurant la
possibilité d’un tel choix).
On note alors Π l’ensemble Πre ∪K ′ (respectivement Πˆ =Π rˆe ∪K ′) et A la matrice
indexée par Π avec, pour chaque α ∈Π :
• aα,β = (α,βˇ) si β ∈Πre et 2β /∈∆ ;
• aα,β = (α,βˇ)/2 si β ∈Πre et 2β ∈∆ ;
• aα,β = (α,β) si β ∈K ′.
Ainsi définie, la matrice A est une matrice de Borcherds relative. Pour β une racine de
Πre ∪K ′, on pose :
• βˆ = βˇ si β ∈Πre et 2β /∈∆ ;
• βˆ = βˇ/2 si β ∈Πre et 2β ∈∆ ;
• βˆ = β si β ∈K ′.
Proposition 8.2. La donnée S = (A,V,V, (. , .),Π,Πˆ, ({q ∈Q∗+ ; qβ ∈∆})β∈Πre∪K ′) est
un SGR dont le système de racines ∆(Πre ∪K ′) est ±C ∪ (⋃iN Ci).
Démonstration. Il résulte en effet de la Section 7 que l’ensemble des racines réelles de ce
système est exactement
⋃
iN Ci . Soit à présent β ∈ C, montrons que β ∈∆(Πre ∪K ′).
Grâce à l’action du groupe de Weyl qui stabilise les deux systèmes de racines, on peut se
ramener au cas où β est dans K . D’après la construction de la base, il suffit de vérifier
que les multiples entiers d’une racine de K ′′ se trouvent bien dans ∆(Πre ∪K ′). On peut
alors poser, pour chaque entier positif n, ∆imn = {β ∈ C; −n  (δ,β)  0} et montrer
par récurrence sur n que si β ∈ K ′′ ∩∆imn alors N∗β ⊂∆(Πre ∪K ′). Supposons en effet
données β ∈ K ′′ et α une racine réelle multipliable telles que (β,αˇ)=−1 alors β + 2α
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classe que β + 2α donc que β et δ. Ainsi, si β ∈∆im0 , β − α est forcément réelle donc β
est dans le système de racines engendré par α et β − α donc dans ∆(Πre ∪K ′) et toute
racine de N∗β aussi. Si β ∈ ∆imn et si β − α est réelle, alors par le même raisonnement
N∗β ⊂∆(Πre ∪K ′) ; si β − α est imaginaire, elle est dans ∆(Πre ∪K ′) par hypothèse de
récurrence et de même N∗β est inclus dans le système engendré par α et β − α donc dans
∆(Πre ∪K ′). ✷
N.B. Comme dans le cas des classes de type CIP, nous ne pouvons espérer normaliser
le système sans condition supplémentaire et la partie de la base formée des racines
imaginaires est très (trop !) volumineuse. Connaissant les parties de la base formées de
racines réelles, nous pouvons dans tous les cas retirer les racines imaginaires obtenues
dans les sous-systèmes de type indéfini correspondants et en particulier retirer ainsi de la
base les racines affines obtenues dans des composantes de type affine de la base réelle.
Nous notons Π la base du SGR ainsi obtenu. La réduction effectuée est cependant loin
d’être optimale ; notons par exemple que pour α et β imaginaires, on peut avoir dans la
base toute racine γn,m = nα + mβ où n et m sont des entiers premiers entre eux avec
Nγn,m =N∗, alors que si (α,β) < 0, la présence de α et β dans la base suffit.
Remarque 8.3. Il est donc intéressant de constater que si le système de racines satisfait à
l’axiome (SN), il est alors possible de normaliser le système générateur de racines de base
Π obtenu par la construction précédente. En effet, si l’on note Ψ l’ensemble
⋃
α∈Π Nαα et
Ψ fore l’ensemble des racines de Ψ fortement orthogonales aux racines réelles, le système
générateur de racines de base Π vérifie alors les deux propriétés suivantes :
(H1) Il existe un réel ε1 > 0 et une formeQ-linéaire ϕ définie sur
∑
αi∈Π Qαi et à valeurs
dans R telle que :
– pour toute racine α ∈Π , le scalaire ϕ(α) est positif ou nul ;
– si de plus α ∈ Π est liée à une racine réelle ou est elle-même réelle, alors on a
ϕ(α) > ε1.
(H2) Il existe un réel ε2 > 0 et une formeQ-linéaire θ définie sur
∑
α∈Ψ fore Qα et à valeurs
dans R telle que pour toute racine α située dans
∑
α∈Ψ fore Qα, on a |θ(α)|> ε2.
En effet, la fonction ϕ est donnée par le produit des racines contre la racine δ obtenue
au Lemme 8.1. La forme θ est donnée par l’axiome (SN) qui est un peu plus fort car une
racine fortement orthogonale aux racines réelles de
⋃
Ci est fortement orthogonale à ∆re.
Notons que la partie Ψ fore est dans
⋃
α∈Π Nαα, on peut donc considérer le système
de racines associé à cette partie. Il n’est formé que de racines imaginaires et on peut
considérer les classes d’équivalences de racines (au sens actuel ou au sens de [Bar]). Alors,
si deux racines β1 et β2 sont liables θ(β1) et θ(β2) sont de mêmes signes. En effet, il suffit
de montrer ce résultat dans le cas où β1 et β2 sont liées, mais alors (N∗β1 + N∗β2) ⊂
∆ ∩ (∑α∈Ψ fore Qα) donc quels que soient n,m ∈ N∗, on sait que |θ(nβ1 +mβ2)|> ε2 ce
qui (cf. [Bar, p. 148]) impose à θ(β1) et θ(β2) d’être de même signe.
Sous les hypothèses (H1) et (H2), on peut normaliser le système de racines obtenu.
En effet, il est possible de démontrer l’analogue de la Proposition 4.3.8 de [Bar] dans ce
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telles que ϕ(α)  ε1, puis de normaliser la base comme dans la démonstration de [Bar,
4.3.8] en adjoignant à Πre dans Ψ (n) pour n  2 (avec les notations de [Bar, 4.3.8]), la
famille normalisée obtenue lors de la première étape.
9. Système générateur associé à ∆
Nous pouvons à présent conclure cette étude en énonçant le résultat attendu.
Théorème 9.1. Si ∆ est une partie non vide de V vérifiant (S1)–(S7), alors on peut
construire un SGR (A,V,V ˆ, 〈. , .〉,Π,Πˆ, (Nα)α∈Π) dont le système de racines est ∆.
De plus, si ∆ satisfait à la condition (SN), alors on peut normaliser le SGR associé (au
sens de [Bar, 4.3.11]).
Démonstration. Pour chaque classe de type CTF et CRA, CIAAR, CIP et CILR
du système de racines ∆, construisons la base correspondante comme expliqué aux
Théorèmes 3.4, 4.6, Lemme 6.5, Propositions 6.10 et 8.2. Considérons alors la réunion
des bases notée Π ainsi obtenue et la réunion des cobases notée Πˆ (où comme à la
Proposition 8.2 pour β ∈Π , on pose : βˆ = βˇ si β ∈∆re et 2β /∈∆; βˆ = βˇ/2 si β ∈∆re
et 2β ∈∆; βˆ = β si β ∈∆im). NotonsA la matrice indexée parΠ avec : aα,β = (α,βˆ ) où
α,β ∈Π . Pour β ∈Π , définissons encore comme précédemment Nβ = {q ∈Q; qβ ∈∆}.
Les choix des racines de Π sont tels que :
• Nβ = {1} si β ∈Π ∩∆re et 2β /∈∆ ;
• Nβ = {1,2} si β ∈Π ∩∆re et 2β ∈∆ ;
• Nβ admet 1 pour plus petit élément ou n’a pas de plus petit élément mais contient 1 et
est minoré par 3/4 si β ∈Π ∩∆im.
Notons que deux racines de la base ne peuvent être Q+-proportionnelles :
– pour deux racines réelles ou imaginaires non affines, ceci résulte des choix déjà faits
puisque ces racines sont alors dans la même classe ;
– pour deux racines affines δ et δ′ deux cas sont à considérer, soit elles sont liées à une
racine réelle et elles sont dans la même classe de type CILR, soit elles sont dans la
même classe de type CIP ; dans les deux cas par construction, on a interdit la Q+-
proportionnalité des racines de la base.
Il est alors facile de vérifier que S = (A,V,V, (. , .),Π,Πˆ, (Nα)α∈Πim) est un système
générateur de racines au sens de [Bar].
Seule la condition de N-liberté mérite une justification. Elle est équivalente ici à
(SGR6a′) (cf. [Bar, 4.2.3]). Il s’agit donc de vérifier qu’une combinaison à coefficients
dans N∗ de racines imaginaires simples affines isolées ou de racines qui sont les plus
petites racines imaginaires positives d’une composante de type CRA n’est pas nulle. Mais
les choix effectués (à la Section 6), font que toutes ces racines imaginaires sont positives
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peut être nulle. Enfin, ∆ coïncide avec ∆(S), le système de racines associé. En effet
à chacune des classes de type CTF et CRA, CIAAR, CIP et CILR, on a associé une
composante indécomposable de la base du SGR qui assure l’inclusion de ces classes dans
∆(S) (Propositions 6.1, 6.4, 6.7, 6.10 et 8.2). Chaque classe CRLI est également incluse
dans ∆(S) puisqu’elle l’est dans le système engendré par la composante indécomposable
de la base du SGR associée à la classe de type CILR à laquelle elle est liée.
Enfin, sous l’hypothèse (SN), on peut normaliser le SGR associé à A. On a vu en effet
en Remarques 6.8, 6.11 et 8.3 qu’il est possible normaliser les différentes composantes
du système, il reste à vérifier que le système tout entier ainsi obtenu est alors normalisé.
Notons encore Φ = (αi; i ∈ I) la base du SGR obtenu et les ensembles Ni et Mi
correspondants, et supposons que pour une racine simple imaginaire αi , il existe ni ∈ Ni
tel que niαi =∑j∈S njαj où pour tout j ∈ S, on a nj ∈M∗j et où S est une partie connexe
de I . Seul le cas où les racines αj pour j dans S ne sont pas liables à αi n’a pas déjà
été traité. Ceci suppose en particulier que αi soit affine et orthogonale à toutes les autres
racines, donc située dans une classe de type CIAAR et que S soit également une partie de
type affine isolée dans la base. Ce cas a en fait déjà été réglé par l’étude faite en Lemme 6.5,
nous pouvons ainsi affirmer que le système obtenu est normalisé. ✷
Remarque finale. La démonstration du Théorème 9.1 fournit, avec les résultats des
sections précédentes, une méthode pour déterminer la base Π et la famille (Nα)α∈Π .
L’obtention du second résultat du Théorème 9.1 justifie pleinement l’intérêt accordé à
l’axiome supplémentaire (SN). Pour un système de racines ne contenant que des racines
imaginaires, (SN) implique l’hypothèse (BN) de [Bar]. Dans le cas d’un système de racines
formé d’une seule composante connexe de type indéfini contenant des racines réelles (une
classe de type CILR et les racines réelles qui lui sont liées), la propriété (SN) permet de
montrer que les conditions (H1) et (H2) de la Remarque 8.3 sont vérifiées.
On a vu qu’il est possible, sous ces deux conditions, de généraliser la Proposition 4.3.8
de [Bar] qui permet la normalisation du SGR. Sous les mêmes hypothèses, on peut
redémontrer aussi le théorème crucial de conjugaison des bases dans le cas indécomposable
(par une méthode analogue à celle suivie dans [Bar]). En effet, l’argument clé permettant
la démonstration de ce théorème est que, dans le cas normalisé, la base généralisée (i.e., la
partie notée
⋃
i∈I Niαi ) est entièrement caractérisée par l’ensemble des racines positives
du système.
10. Caractérisation de certaines algèbres de KMB par leur système de racines
Comme annoncé dans l’introduction, nous sommes à présent en mesure de démontrer
le résultat suivant.
Théorème 10.1. Toute algèbre de Lie g satisfaisant aux conditions suivantes est une
algèbre de KMB.
(1) g possède une forme bilinéaire symétrique invariante et non dégénérée (. , .).
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que g soit la somme des sous-espaces propres sous l’action de h, ces sous-espaces propres
étant tous de dimensions finies.
(3) 0 n’est pas point d’accumulation de l’ensemble des valeurs de (α,β) où α et β sont
des racines. (Les racines sont des éléments de h∗ qui est naturellement muni d’une forme
bilinéaire symétrique puisque la restriction à h de (. , .) est non dégénérée).
(4) Dans h∗, le système de racines ∆ de (g,h) vérifie les axiomes (S1), (S3), (S4)(d),
(S5), (S7).
(5) Si deux racines imaginaires α, β sont orthogonales, les espaces radiciels corres-
pondants commutent.
(6) Dans h∗, 0 n’est pas adhérent à ∆.
N.B. L’hypothèse choisie à la condition (3) peut paraître trop restrictive, notons qu’on
peut envisager, si cela se révèle utile, d’autres énoncés de résultats analogues dans des
conditions un peu plus larges. La condition (6) peut par exemple être remplacée par une
modification de (S7) :
(S7′) pour tout β ∈ ∆ tel que (β,β)  0, l’ensemble {q ∈ R∗+; qβ ∈ ∆} est minoré par
une constante strictement positive qβ .
Bien sûr le théorème analogue peut être démontré en remplaçant (3) et (6) par la
condition (SN) sur le système de racines ; mais le résultat obtenu est alors essentiellement
le même que celui de Borcherds.
Pour la démonstration de ce théorème, notons d’abord que ∆ vérifie les axiomes (S2),
(S4) et (S6) d’après la Proposition 1.1 et donc est un système de racines au sens de cet
article. Nous allons maintenant établir que, dans du cadre de travail précédent, si l’on
suppose V de dimension finie, alors on a :
Lemme 10.2. Dans toute classe C de type CIP (non réduite à des racines affines) ou CILR,
on peut trouver une racine imaginaire µ dans C qui n’est orthogonale à aucune racine de
cette classe.
Démonstration. Pour toute racine µ de C, on note Vµ le sous-espace vectoriel engendré
par les racines de C orthogonales à µ.
Si µ est une racine de C telle que dimVµ 
= 0, alors si l’on considère α une racine de
C ∩ Vµ, on peut d’après le Lemme 5.4, déterminer une racine β située dans C et telle que
(α,β) < 0 et (µ,β) < 0. Ainsi µ+ β est une racine de C et dimVµ+β < dimVµ. Par une
récurrence descendante sur la dimension de Vµ, on obtient le résultat annoncé. ✷
Démonstration du théorème. Il s’agit de montrer que g admet une présentation par
générateurs et relations caractéristique des algèbres de KMB. On considère ∆ le système
de racines de (g,h) et on suppose choisis :
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Théorème 3.4, la Proposition 6.1 et le Théorème 4.6, la Proposition 6.4) ;
– l’ensemble des racines imaginaires positives (voir à la Section 6, le choix fait pour les
classes ne contenant que des racines affines).
Notons ΠKMA la réunion des bases des classes de type CTF ou CRA et gKMA
l’algèbre engendrée par h et les espaces radiciels (de dimension 1 d’après Section 1.1)
correspondants à ces racines. De manière évidente, gKMA est une somme d’algèbres de
Kac–Moody affines et d’algèbres semi-simples.
Soit ∆0,0 l’ensemble des racines affines orthogonales à ∆. Comme ∆ est dénombrable,
∆0,0 l’est également. Notons αN pour N ∈ N∗ des représentants de ∆0,0 \ R dans ∆+0,0.
D’après la propriété (6), pour chaque j ∈N∗, il existe un réel εj > 0 tel que si 0< x < εj ,
alors xαj /∈∆.
Notons g0 la sous-algèbre de g engendrée par gKMA et les gα où α ∈∆0,0. Pour montrer
que cette algèbre est une algèbre de KMB, nous proposons une démonstration analogue à
celle de Borcherds. Pour cela, nous considérons la filtration de ∆0,0 suivante.
Soit ∆n0,0 =∆0,0 ∩ (
⋃
1jn[εj , (n− j + 2)εj [αj ) et g(n) la sous-algèbre engendrée
par gKMA et les gα où α ∈∆n0,0. Par récurrence, montrons que pour tout n 1, g(n) est une
algèbre de KMB (on voit que g0 est la réunion croissante des g(n)).
Pour passer du rang n au rang n+ 1, nous choisissons les générateurs à ajouter à ceux
de g(n) de la manière suivante :
– pour chaque racine positive α ∈∆n+10,0 \∆n0,0, on prend comme vecteurs ei les vecteurs
d’une base de gα ∩ g⊥(n) ;
– les vecteurs fi sont choisis de manière analogue par dualité : (ei, fj )= δi,j (ceci est
possible car on sait d’après [Bo2,Kac] que la restriction de (. , .) à g(n) ∩ (gα ⊕ g−α)
est non dégénérée).
La vérification du fait que pour tout n, g(n) est de KMB est essentiellement la même
que celle de Borcherds [Bo2].
L’algèbre g0 est donc de KMB et son système de racines correspond exactement aux
composantes de ∆ de type fini ou affine.
Pour chacune des autres composantes du système de racines ∆ (qui sont en nombre fini
par orthogonalité), il y a une classe (et une seule) de racines imaginaires positives (non
toutes affines) c’est-à-dire de type CIP ou CILR. D’après le lemme, pour chacune de ces
classes, on peut trouver une racine strictement négative contre toutes les racines. Dans le
cas d’une classe de type CILR, on peut de plus supposer (quitte à lui ajouter la racine
considérée au Lemme 8.1) cette racine non orthogonale à toute racine réelle liée à cette
classe.
Notons alors µ la somme des racines imaginaires ainsi obtenues ; les racines orthogo-
nales à µ sont celles de g0. D’après la condition (3), il existe un réel ε > 0, tel que pour
toute racine α non orthogonale à µ, on a |(µ,α)|> ε. On peut alors considérer la filtration
de ∆ :
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⋃
n∈N
∆n où ∆n =
{
α ∈∆; ε  ∣∣(µ,α)∣∣< (n+ 1)ε}.
Comme précédemment, considérons à présent pour n ∈ N∗, la sous-algèbre gn
engendrée par g0 et les gα où α ∈∆n.
Pour prouver que g est une algèbre de KMB, nous montrons, par récurrence, que pour
tout n 0, gn en est une.
Pour passer du rang n au rang n+ 1, nous choisissons les générateurs à ajouter à ceux
de gn de la manière suivante :
– pour chaque racine positive α ∈∆n+1 \∆n on prend comme vecteurs ei les vecteurs
d’une base de gα ∩ g⊥n ;
– les vecteurs fi sont choisis de manière analogue par dualité.
La démonstration est alors tout à fait analogue à celle du théorème de Borcherds
[Bo2]. ✷
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