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Purpose/Objective: We routinely use entrance point In vivo 
dosimetry (IVD) for electron boost in breast treatments. From 
the histogram of differences between measured and 
predicted doses in 158 patients, we found a shift of 1.6% and 
observed that 10% of the results were out of tolerance (>7%). 
We studied whether breast shape and lung could explain this 
histogram shift and the outliers.  
Materials and Methods: We used 9 and 16 MeV electron 
beams delivered by a Clinac 2100C/D (Varian). We calibrated 
a set of Electron QED diodes (Sun Nuclear) against the dose 
measured at the depth of dose maximum zcal (entrance 
dose) for both energies for a 10x10 cm2 applicator and 
SSD=100cm. We applied correction factors (CF) for the 
applicator when needed. Entrance IVD consisted of 
comparing diode dose measurements with the dose 
calculated by the TPS at central axis and zcal. Dose 
calculations were performed with Eclipse eMC algorithm, 
v.8.9 (Varian). To evaluate lung tissue impact on IVD, we 
performed entrance IVD for a set of phantoms combining 
water equivalent slabs (CIRS) simulating different thicknesses 
of chest wall, followed by lung equivalent slabs (CIRS). The 
distance from zcal to tissue lung interface (d) characterized 
each phantom. All results were referenced to those of a 
homogeneous plastic water phantom (d= 40cm). A 10x10cm2 
applicator was used. To evaluate the impact of breast shape, 
we used a QUASARTM phantom (Modus Medical Devices). We 
measured entrance doses on the phantom’s flat surface 
keeping angle gantry at 00 and on its curved surface keeping 
angle gantry at 2700. This was performed for 6x6 and 10x10 
cm2 applicators. Using the same geometry, we calculated the 
entrance dose under the flat and curved surfaces (accuracy 
1%).  
Results: Diode dose measurements on the top of the 
phantoms with lung slabs did not differ more than 0.5% from 
measurements on the top of the plastic water phantom. 
However, calculated entrance doses for all phantoms varied 
up to 25%. Figure I shows how entrance calculated doses 
decreased with d. These results indicate that differences 
between measured and calculated entrance doses will be 
larger than 10% when zcal falls within lung tissue, without any 
other cause. When placed on the top of the flat and curved 
surfaces, diode dose measurements did not differ more than 
0.4%. Entrance dose calculation under the curved surface 
was, on average, 2% lower than calculations under the flat 
surface.Table 1 shows there was a slight dependence on 
energy and the applicator. These findings show that without 
any other cause the diode will overestimate entrance dose in 





Conclusions: Lung study results explain most histogram 
outliers. A CFlung, function of d, could be applied to diode 
readings before they are compared with predicted doses. The 
2% overestimation of entrance dose when measuring on a 
curved surface is related to histogram shift, but it is difficult 
to determine patient’s CFshape and further studies must be 
done. 
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Purpose/Objective: The purpose of this study was to 
evaluate the surface and superficial dose for patients 
requiring postmastectomy radiation therapy(PMRT) with 
different treatment techniques 
Materials and Methods: Computed tomography images were 
acquired for the phantom(I`mRT, IBA) consisting of tissue 
equivalent material. Hypothetical chestwall and lung were 
outlined and modified. Five treatment techniques(Wedged 
Tangential; WT, 4-field IMRT, 7-field IMRT, TOMO DIRECT, 
TOMO HELICAL) were evaluated using only 6MV photon beam. 
GafChromic EBT3 film was used for dose measurements at 
the surface and superficial dose. The surface dose was 
measured by placing film onto the phantom surface and 
profiles around the phantom were obtained for each 
treatment technique. For superficial dose measurements, 
film were used inside the phantom and analyzed superficial 
region for depth from 1-6mm. 
Results: TOMO DIRECT showed the highest surface dose by 
47~70% of prescribed dose, while 7-field IMRT showed the 
lowest by 35~46% of prescribed dose. For the WT, 4-field 
IMRT and 7-field IMRT, superficial dose were measured over 
60%, 70%, and 80% for 1mm, 2mm, and 5mm depth, 
respectively. In case of TOMO DIRECT and TOMO HELICAL, 
over 75%, 80%, and 90% of prescribed dose was measured, 
respectively. Surface and superficial dose range were uniform 
in overall chestwall for the 7-field IMRT and TOMO HELICAL. 
In contrast, Because of the dose enhancement effect with 
oblique incidence, The dose was gradually increased toward 
the obliquely tangential angle for the WT and TOMO DIRECT.  
Conclusions: For PMRT, Superficial doses are affected by the 
treatment technique.TOMO DIRECT and TOMO HELICAL 
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deliver the higher surface and superficial doses than 
treatment techniques based linear accelerator. It showed 
adequate dose(over 75% of prescribed dose) at 1mm depth in 
skin region. 
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Purpose/Objective: The aim of this study was two folds: (i) 
to implement a software that automatically assess multileaf 
collimator (MLC) performance in dynamic mode (ii) to analyse 
MLC performance over a long period of continuous operation.  
Materials and Methods: This study was carried out with a 
Trilogy linac performing Rapidarc® treatments equipped with 
a Millenium 120 MLC (Varian) . Qualimagiq software solution 
was used (v5.4.1, Qualiformed, La Roche-Sur-Yon, France). 
Tests were as follows : (i) four sliding window at gantry 0°, 
90°, 270° and 180° (CQ1); (ii) four picket fence at gantry 0°, 
90°, 270° and 180° (CQ2) ; (iii) two picket fence with gantry 
rotation with and without intentional errors (CQ3 and CQ4) ; 
(iv) dose rate versus gantry speed (CQ5) ; (v) dose rate versus 
leafs velocities (CQ6). Images were acquired at 6MV with an 
AS1000 portal imager (EPID) and transferred to the software 
for data processing and analysis. All these tests were 
performed once a week for 9 months. Images were corrected 
from EPID mechanical slack. Acceptable tolerance levels and 
their uncertainties were taken from publications, 
manufacturer recommendations, repeatability and short-term 
reproducibility study. 
Results: Weekly images acquisition and associated analysis 
take about 25 min and 5 min respectively. CQ1, CQ2, CQ4, 
CQ5 and CQ6 agreed with recommendations. For CQ3, leafs 
positions were over 0.2mm limit. Further investigations 
showed that both leaf bank shifted during gantry rotation 
(0,74mm±0,04mm, clockwise and counter clockwise). 
Conclusions: A simple tool to understand and to master for 
assessing periodically MLC performance in dynamic mode was 
implemented. Apart from the CQ3 test, they were all within 
tolerances. Thanks to this tool, we have understood why CQ3 
was out of tolerance. A sag in MLC carriage due to the gravity 
effect happens during gantry rotation. This phenomenon 
would not have been detected with log files analysis and will 
be further investigated on other accelerators (2100C/D and 
True Beam, Varian). 
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Purpose/Objective: A 4D CT-simulation is becoming a widely 
accepted imaging modality for the management of target 
motion in radiotherapy. As it revolves around slow CT 
acquisition, it raised questions about the dose patient 
receives during this procedure. We measured 4D CT dose 
using radiochromic films on Rando phantom. 
Materials and Methods: Pieces of XR-QA2 GafChromicTM film 
were placed at the surface and between the slabs of the 
Rando phantom (chest and abdomen region, Fig.1.a). A 
Pulmonary (retrospective) 4D CT protocol was used on Philips 
Big Bore CT-simulator to scan both Rando phantom (for dose) 
and Catphan (for image quality) using 3 different mA 
settings: 80, 133 (default), and 199. The dynamic Thorax 
Phantom (CIRS) and the Philips Bellows system were used to 
trigger the 4D acquisition with a period of 4 seconds. 
Response of radiochromic film (change in reflectance using 
red color channel of scanned tiff images on Epson expression 
10000 XL document scanner) was calibrated in terms of air 
kerma in air by irradiating film pieces in the air. Dose to 
water at the surface of Rando phantom was obtained by 
multiplying air kerma in air values (derived from measured 
response of film pieces and strips) by the ratio of mass 
energy-absorption coefficients water-to-air at a given beam 
quality following TG-61 protocol. 
Results: Fig.1.b shows the basic image quality parameters: 
image noise and low contrast detectability (LCD), at 0.5% 
contrast level obtained for 3 tube current settings from 
uniformity and low contrast sections within Catphan. As 
expected, with the increased mA setting the image noise 
decreases while the LCD increases showing the visibility of 15 
mm, 6 mm and 5 mm contrast pins at 0.5% contrast level at 
80, 133, and 199 mA setting respectively.Fig.1.c represents 
horizontal (black) and vertical (red) dose profiles through the 
chest area for default mA setting of 133 mA. Insets indicate 
the positions of film strips. Fig.1.d shows results of surface 
dose measurements for three different mA settings at two 
anatomical levels; chest (solid bars) and abdomen (slashed 
bars). Doses to ANT-POST aspects are slightly larger than to 
lateral aspects due to the smaller separation. Also, doses to 
pelvis region appear to be slightly higher than in the chest 
region (particularly in ANT-POST direction) due to smaller 
separation. The highest measurement uncertainty was 
estimated to be 6%. 
Conclusions: For a default 4D CT-simulation mA setting of 
133 mA, surface dose ranges from 11 cGy (lateral aspect) to 
13 cGy for AP/PA aspect. The highest dose observed was 17 
cGy at the anterior aspect of the abdomen region for the 199 
mA setting. Doses during the 4D CT-simulation appear 
elevated, particularly in comparison to diagnostic CT image 
protocols within the same anatomic regions (2 - 6 cGy). Such 
dose increase has to be weighted against the benefit of 
reduced target margins and more accurate dose delivery in 
the course of radiotherapy of moving targets. 
