The loss function of deep networks is known to be non-convex but the precise nature of this nonconvexity is still an active area of research. In this work, we study the loss landscape of deep networks through the eigendecompositions of their Hessian matrix. In particular, we examine how important the negative eigenvalues are and the benefits one can observe in handling them appropriately.
Introduction and related work
Although deep learning has had many successes, the optimization of deep models remains difficult and slow. One of the main reasons is that the loss landscape of such networks is non-convex. While there is a good understanding of the optimization of convex functions (Bottou et al., 2018) , or even specific non-convex functions such as PCA (De Sa et al., 2014) , the theory about general non-convex functions is still poorly understood despite a lot of recent theoretical progress (Tripuraneni et al., 2017; Allen-Zhu, 2017) . Most of these last advances focus on dealing with saddle points, either through random perturbations of the gradient or cubic regularization (Nesterov & Polyak, 2006) . This focus on saddle point stems in part from past analyses detailing their omnipresence in the loss landscape of deep networks (Dauphin et al., 2014; Choromanska et al., 2015) , as well as the fact that many local minima are of such high quality that we do not need to worry about not having the global minimum. Although explicitly handling saddle points is appealing, it has its own issues. In particular, most of these methods need to solve an inner-loop when close to a saddle point, either to find the direction of most negative curvature (Allen-Zhu, 2017) or to solve the cubic regularized problem (Tripuraneni et al., 2017) . This increases the practical complexity of these methods, potentially limiting their use.
The Hessian of the loss has been the topic of many studies. In addition to the work of Dauphin et al. (2014) , Papyan (2018) studied the spectrum of the Hessian and other matrices at a stationary point while Sagun et al. (2016) analyzed the evolution of the spectrum of the Hessian during the optimization. Guy Gur-Ari & Dyer (2018) went further and also analyzed the eigenvectors. In particular, they showed that the Hessian was almost low-rank and that the subspace spanned by the top eigenvectors remained relatively stable during optimization.
Having as ultimate goal to design efficient optimization methods for deep networks, we focus on studying properties of the loss that would affect such methods and explore several questions.
First, we study how quickly the Hessian changes during optimization. Rather than tracking the top subspace as done by Guy Gur-Ari & Dyer (2018), we compute the top and bottom eigenvectors of the Hessian at a given point and track the curvature in these directions. The goal is to assess whether second-order methods which slowly update their approximation of the Hessian can correctly capture the current geometry of the loss.
Second, we explore the accuracy of the second order approximation of the loss. We observe that, while this approximation closely matches the true loss in directions of positive curvature, this is far from the case in the directions of negative curvature. This raises the question of the scale at which we should build this approximation for efficient optimization.
Third, we focus on the directions of negative curvature. We study how much of the potential decrease in training loss is contained in these directions of negative curvature, hoping to understand how important it is to design optimizers which can make use of them. We also study the relationship between the curvature ρ in a direction and the stepsize α * maximizing the gain in that direction. We find that while we roughly have α * = 1/|ρ| in directions of positive curvature, this relationship does not hold in the directions of negative curvature.
A curvature analysis

Experimental setup
With the flurry of architectures, optimization methods and datasets currently available, every experimental study is bound to be incomplete. Ours is no exception and we focus on one architecture, one optimizer and one dataset. While we make no claim that our results remain valid across all possible combinations, we believe that them being true for the combination tested already offers some insights.
Another limitation of our results is our focus on the training loss. We know the relationship between the training loss and the generalization loss to depend on all three aspects mentioned above (Zhang et al., 2016) . While a discussion on the joint properties of the training and generalization loss would definitely be of interest, it is outside the scope of this study.
Architecture: We used a LeNet architecture (LeCun et al., 1989) with ReLU as activation function. It has two convolutional layers, two fully connected layers, and a softmax on the last layer, for a total number of approximately d = 3.3 × 10 6 parameter coefficients. While this is a network of reasonable size, far larger networks exist, some of them built specifically to make optimization easier (He et al., 2016) .
Optimizer: To compute an optimization trajectory, we used RMSProp (Hinton et al., 2012 ) with a batch size of 32, and an initial learning rate of 0.00036 with exponential decay at every training step for a combined decay of 0.75 at every epoch. The RMSProp decay rate is 0.95 and its momentum is 0.22.
Dataset:
We performed experiments with MNIST (LeCun & Cortes, 1998) . While there have been attempts at estimating Hessians in very high dimensions, for instance by Adams et al. (2018) , they tend to suffer from either even higher computational costs or large variance.
Since all the eigenvalues are real-valued because of the symmetry of the Hessian, they can be ordered as It is well-known that, in the noiseless strongly convex case, the convergence rate of the excess error when using a first-order algorithm is linear with a speed that depends on the condition number of the Hessian, i.e. the ratio of largest to smallest eigenvalue. One can view the condition number as a "spatial spread" in that it describes the spread of eigenvalues in different directions. Reducing that spread, and thus increasing convergence, can be done by preconditioning the parameters, i.e. by updating the parameters using
In the noiseless quadratic case, the optimal preconditioner is M = H −1 , giving rise to Newton method. The use of H −1 reduces the spread from the condition number to 1, effectively achieving convergence in one step.
If the function is not quadratic, one can still use the Hessian computed at one point to precondition the gradients at another point. In that case, the convergence rate will not depend on the condition number of the Hessian at the current point but rather at the discrepancy between the Hessian at the current point and the Hessian used for preconditioning. In other words, it is the variation of the Hessian through time which impacts the convergence, which we denote "temporal spread"
1 . Figure 1 shows the evolution of the largest positive and negative eigenvalues of the Hessian during training on both the MNIST and CIFAR-10 datasets. These results resemble those of Dauphin et al. (2014) and Guy Gur-Ari & Dyer (2018), among others. From that figure, it might seem the Hessian stabilizes after a few iterations and second-order methods should be efficient, even when the approximation to the Hessian is built over many timesteps to reduce the noise.
It it possible, however, for the Hessian to change despite the spectrum being stable. In that case, second-order methods which slowly update their approximation to the Hessian will be less efficient. To assess the significance of that temporal spread, we compute the top eigenpair (λ 1 , v 1 ) at different stages t 0 of the optimization, then we plot the curvature v 1 (t 0 ) H(t)v 1 (t 0 ) in that direction for all values of t. That way, we can observe whether, even though the spectrum itself is stable, the associated eigenvectors change, making efficient preconditioning difficult. Figure 2d presents the same analysis using the bottom eigenvector v d at t 0 = 2500. While the curvature in this direction is negative at t 0 , it is positive for many other values of t. In particular, it varies far more than the smallest eigenvalue of the Hessian shown in Figure 2a . This suggest that the subspace defined by the negative eigenvalues is less stable than the one defined by the positive ones.
In conclusion, while it appears feasible to estimate the subspace spanned by the largest eigenvectors of the Hessian over many timesteps, the same cannot be said to the subspace spanned by the smallest eigenvectors.
Having observed that the Hessian changes throughout the optimization trajectory, we might wonder how accurate the quadratic approximation is. We explore this idea in the next section.
Locality of negative curvature
Figure 3: Comparison between the true loss and the quadratic approximation for a deep network at small (left) and large (right) scale. We see that, in the direction of largest positive curvature, the quadratic approximation is accurate even for large values of the stepsize α. In the direction of largest negative curvature, however, the approximation is wildly inaccurate for larger values of α.
The first question one may ask is whether the Hessian is a good representation of the local loss function. Indeed, blindly assuming that the function is quadratic when there is a direction of negative curvature would mean that the minimum is at infinity. As the unregularized loss is bounded below, any amount of 2 regularization ensures that the loss L(θ) goes to infinity as θ increases, proving the quadratic approximation is only valid locally. Cubic regularization is one way to address this issue by locally approximating the loss with a third-degree polynomial.
One way of understanding the spectral decomposition of the Hessian is by saying that the loss taken along each eigenvector v i is locally quadratic with curvature λ i where λ i is the eigenvalue associated with v i . We thus compute the full eigenspectrum, i.e. all (λ i , v i ) pairs, of the Hessian during optimization, then compute the true loss along the If the function were a true quadratic, all points would be on the y = x line. We see that the global curvature is always larger than the local one but the effect is much more pronounced for the directions associated with negative eigenvalues.
We use the scaling factor g(θ) v i to represent what would happen should we move in the direction v i by computing the gradient then projecting it on that direction. Since we observed a common behaviour along the entire trajectory, we show here the results for an arbitrary iteration (t = 50).
From the previous section, we can expect the function to be approximately quadratic in the directions of large positive curvature but to contain higher-order components in the directions of negative curvature. Figure 3 shows both the true loss (solid range curve) and the quadratic approximation (dashed blue/green curve) for (λ 1 , v 1 ), the eigenpair associated with the largest eigenvalue (top), and (λ d , v d ), the eigenpair associated with the smallest eigenvalue (bottom). We used α between -0.1 and +0.1 on the left and α between -1 and +1 on the right. The solid orange line is the true loss while the dotted green-blue line is the quadratic approximation. We observe a very different behaviour for the two eigenpairs. For the pair (λ 1 , v 1 ), while the quadratic approximation overestimates the change in loss for large values of α, its quality remains acceptable. For the pair (λ d , v d ), however, the quadratic approximation is reasonable for small values of α but quickly falls apart as soon as 0.05 < |α|.
To better quantify the difference between the local curvature as defined by the spectrum of the Hessian and a more global curvature as defined by a quadratic fit of the true loss along each direction, we first compute the second-order term y i in such a quadratic fit of the true loss for α ∈ [−0.1, 0.1] and for α ∈ [−1, 1]. We then perform a scatterplot of each pair (λ i , y i ) with one point per direction defined by the i-th eigenvector where λ i is the corresponding eigenvalue and y i is the second-order term of the quadratic fit. The results can be seen in Figure 4 . We see that all points are above the line, meaning the Hessian consistently underestimates the true curvature, and that the effect is more pronounced for directions of negative curvature.
In our experiments, the effective stepsize was much smaller than 0.1, hence corresponding to a scale where the quadratic approximation was correct. One might wonder if we could have used a larger stepsize with a proper treatment of these directions.
Since our tools for convex optimization fall apart in the directions of negative curvature, one might wonder what happens in these directions during the optimization. This is what we explore in the next section.
Minimizing loss in directions of negative curvature 2.4.1 Theoretically optimal step sizes
A strongly-convex loss function f has a positive-definite Hessian matrix H everywhere in the space, that is all its eigenvalues will be strictly greater than zero.
To perform an update with Newton's method, we update the parameters θ t according to
where g(θ t ) is the gradient of f (θ) and α is the learning rate.
In the special case when f (θ) is quadratic, the Hessian is constant and we can use one Newton update with α = 1 to jump directly to the optimum. We can compute what that means in terms of the optimal step size to update θ along the direction of one of the eigenvector v i .
Let {(λ 1 , v 1 ), . . . , (λ d , v d )} be the eigendecomposition of the Hessian matrix. If we project the gradient in the basis of eigenvectors, we get
λi v i , so we have that
Thus, when minimizing a strongly-convex quadratic function f (θ), the optimal step size along the direction of an eigenvector is given by
If we are dealing with a strongly-convex function that is not quadratic, then the Hessian is not constant and we will need more than one Newton update to converge to the global minimum. However, we still obtain superlinear convergence in a ball around the optimum as the Hessian stabilizes.
In contrast, there is no result on the optimal step size for general functions. We can however measure optimal step sizes experimentally, as we do in the next section.
Empirically optimal step sizes
While the quadratic approximation prescribes the use of a stepsize in the case of positive curvature, namely a stepsize of 1/ρ when moving in a direction with curvature ρ, there is no prescribed value for the stepsize in the case of negative curvature. The main reason for this is that we know the quadratic approximation can only be trusted locally and so the update needs to be regularized toward a small value, as achieved by the addition of a third-order term in cubic regularization. some authors proposed heuristics. For instance, Dauphin et al. (2014) advocate for the use of a stepsize of 1/|ρ|.
We perform here an empirical study of the optimal stepsize for various curvatures. More specifically, we compute all eigenpairs {(λ i , v i )} then perform a greedy line search in the direction of each v i to extract the optimal empirical 
with g the gradient at θ t . Figure 5 shows that we indeed have α * i ≈ 1/λ i for positive eigenvalues λ i but the relationship falls apart for negative eigenvalues. We also do not have α * i ≈ 1/|λ i | but rather the optimal stepsize seems to be decorrelated from the eigenvalue. This result hints at the fact that we might need extra information to deal with negative curvature, for instance the third derivative. A potential consequence of this poor estimate of the optimal stepsize is that we do not extract all the value from directions of negative curvature. To evaluate how much of the value lies in each direction, we compute the maximum loss improvement, i.e. the largest possible decrease, along each direction v i using the α * i computed before. Figure 6 shows that the most improvement is obtained when optimizing in the directions of negative curvature. However, since there are far more directions of positive curvature than directions of negative curvature, the total gain is still larger for directions of positive curvature. We can also note that, in directions of positive curvature, blue points are on average lower than green points, meaning that there is less improvement to be had later in training, which is to be expected. In directions of negative curvature, however, the potential improvement remains stable throughout optimization, confirming that current optimizers do a poor job at exploiting directions of negative curvature. Since we are using numerical methods that report eigenvalues with the largest magnitude |λ|, those figures are missing more than 99.99% of the eigenvalues with very small magnitude. This is why they do not have any points shown around the origin.
Jacobian Vector Product
We now cover technical details regarding the computation of the spectrum of the Hessian.
With d = 3.3 × 10 6 , the storage required to store the symmetric Hessian matrix with float32 coefficients is approximately 20 terabytes, which makes it close to impossible to store in RAM. The task of computing all the d eigenvalues is absolutely out of reach, but by using the "Jacobian Vector Product" trick (Townsend, 2017), along with Scipy (Jones et al., 2014; Lehoucq et al., 1998) , we can compute the k largest or smallest eigenpairs (λ i , v i ).
The Scipy library function sparse.linalg.eigsh is able to accept either a symmetric matrix, or a function that computes the product v → H(θ)v. We define a Python function that makes many internal calls to Tensorflow to iterate over the whole training set (or a fixed subset thereof). We aggregate the results and return them. This enables a Scipy library function to make calls to Tensorflow without being aware of it.
Following again the notation Section 2.1, we order the eigenvalues as λ 1 ≥ λ 2 ≥ . . . ≥ λ d . They are all realvalued because the Hessian matrix is symmetric and contains only real coefficients.
We are mainly interested in the eigenvalues closest to ±∞, so we define the following notation to refer to the k most extreme eigenpairs on each side.
Note that the costs of computing those sets depends a lot of the magnitude of the eigenvalues. In practice we observed that the LA eigenvalues have a much larger magnitude than the SA. This leads to the task of computing LA(20) being much cheaper than SA(3), despite the fact that it involves more eigenvalues.
For reasons of computational costs, we resorted to using a fixed subset of the training set when we performed the eigendecompositions (done after training).
Conclusion and future work
Building on previous analyses of the Hessian of deep networks, we studied the quality of the quadratic approximation as well as the impact of directions of negative curvatures. We emphasized the importance of handling them differently than the directions of positive curvature.
In particular, we assessed how quickly the quadratic approximation falls apart and how the "global" curvature differs from the "local" one. We also provide an empirical answer to the question of the optimal stepsize in directions of negative curvature, further showing how a better treatment of these directions could lead to further gains in the training loss.
We hope our study provides insights into the specific nonconvexity of the loss of deep networks and will ultimately guide the design of tailored optimizers. 
A Optimal step sizes
A strictly-convex loss function f (θ) has a positive-definite Hessian matrix H(θ) for all values of θ. That is, all its eigenvalues will be strictly greater than zero.
Thus, when minimizing a strictly-convex quadratic function f (θ), the optimal step size along the direction of an eigenvector is given by
If we are dealing with a strictly-convex function that is not quadratic, then the Hessian is not constant and we will need more than one Newton update to converge to the global minimum. We can still hope that a step size of 1/λ i would be a good value to use.
With a deep neural network, we no longer have any guarantees. We can still measure optimal step sizes experimentally, which is what we have done in Section 2.4. We saw in Figure 5 that the optimal step sizes in directions v i of positive curvature matched rather well with the value of 1/λ i . It has been suggested in Dauphin et al. (2014) that in directions of negative curvature, the optimal step size could be 1/ |λ i |, but our empirical results are much larger than that. Again, we have to keep in mind that a general theory cannot be extrapolated from only one model and one dataset.
B On estimating the Hessian
Given that the full Hessian matrix has more than 10 13 coefficients, and that the entire training set has 50000 * 28 2 coefficients, we might be concerned about whether the value of the Hessian is possible to estimate statistically.
In a way, much like the loss
is an exact quantity defined over the whole training set, the Hessian is the same. The notion of an estimator variance would come into play if we estimated H(θ) from a minibatch instead.
Given the computational costs of evaluating L(θ) and H(θ) on the whole training set every time that the Scipy function scipy.sparse.linalg.eigsh wants us to evaluate the Jacobian vector product, we tried to see if it was possible to get away with only using 5% of the training set for that purpose. That 5% has to always contain the same samples, or otherwise we violate assumptions made by Scipy (in a way similar to how the usual quicksort implementation would fail if comparisons were no longer deterministic). Now H 5% (θ) is an estimator of H(θ), and we have verified experimentally that the first elements of the eigenspectrum of those two matrices are close enough for the purposes of our analysis. We did this by comparing LA(10) and SA(10) in both cases, checking the differences between eigenvalues and the angles between the eigenvectors. It was important to check to see if we would have numerical instabilities with a regime using less data.
C Suggestion for new optimization method
Considerable work was required for us to extract negative eigenvalues for every checkpoint of training. This is not a practical thing to do during training, so we want to introduce here the idea of keeping a running approximation of the smallest eigenvector of the Hessian.
We know that the Jacobian vector product H(θ)v can be evaluated on a minibatch at the same time that we compute the gradient. Some people report an overhead of 4× the computational costs, but we have not measured any benchmarks in that regards.
The smallest eigenvector is a unit vector v that minimizes the value of m(v) = v H(θ)v. This is a quadratic in the coefficients of v (along with a constraint on the norm of v), and it's something that we can minimize using a method similar to SGD. We can easily see that ∇ v m(v) = 2H(θ)v, so we can minimize simultaneously m(v) and the usual model loss L(θ). This means that we can keep a running estimate (λ,ṽ) of (λ d , v d ), and we can alternate between one update to θ with the usual RMSProp/Adam optimizer, and then one update in the direction of g(θ) ṽ ṽ. Different learning rates could be used for those updates. If we wanted to minimize the overhead, we could also scale back to do those updates less frequently. This is not something that we have tried in practice, but it would be the most direct way to implement a training method based on the ideas of this paper.
