Abstract-A joint source-channel coding has attracted substantial attention with the aim of further exploiting the residual correlation residing in the encoded video signals for the sake of improving the reconstructed video quality. In our previous paper, a first-order Markov process model was utilized as an error concealment tool for exploiting the intra-frame correlation residing in the Wyner-Ziv (WZ) frame in the context of pixel-domain distributed video coding. In this contribution, we exploit the interview correlation with the aid of an inter-view motion search in distributed multi-view video coding (DMVC). Initially, we rely on the system architecture of WZ coding invoked for multiview video. Then, we construct a novel mesh-structured pixelcorrelation model from the inter-view motion vectors and derive its decoding rules for joint source-channel decoding. Finally, we benchmark the attainable system performance against the existing pixel-domain WZ coding based DMVC scheme, where the classic turbo codec is employed. Our simulation results show that substantial bitrate reductions are achieved by employing the proposed motion-aware mesh-structured correlation modelling technique in a DMVC scheme.
I. INTRODUCTION
M ULTI-VIEW Video Coding (MVC) [1] has recently attracted substantial attention in the context of both sophisticated 3D-TV and low-complexity wireless sensor network scenarios. A number of video coding techniques [2] - [4] have been developed for MVC, which typically rely on a high-complexity encoder and a low-complexity decoder. The constraint of the inter-view prediction based MVC is that all cameras of the MVC must exchange their monoscopic views with each other for inter-view prediction. What is even more challenging is that the communication between cameras must have a low-latency in delay-sensitive lip-synchronized interactive applications. These requirements are unrealistic in many applications, such as wireless video sensor networks (WVSN) [5] for example, where both the energy and the computational complexity are constrained [6] . Hence it is necessary to shift the computationally complex tasks from the sensor to the base station (BS) or the server of the network, in addition to limiting the data exchange among the sensors. In theory, the Wyner-Ziv (WZ) [7] video coding philosophy, also known as distributed video coding (DVC) [8] , is capable of assisting the sensors in relocating the computational burden to the BS, whilst simultaneously limiting the data exchange among themselves. Below, we will firstly review the WZ coding techniques for monoscopic video and for multi-view video, followed by the motivation of our proposed algorithm. Two basic types of WZ coding structures [8] have been proposed for monoscopic video. In [9] - [11] , the authors advocated a WZ codec, which is composed of an inner turbocode-based [12] Slepian-Wolf (SW) codec [13] concatenated with an outer quantization-reconstruction component pair. More specifically, the odd-indexed video frames, namely the so-called key frames are intra-coded, while the even frames, namely the WZ frames are encoded by the WZ codec. At the receiver, the side information of the WZ frames will be estimated from their adjacent key frames for joint inter-frame decoding. However, a specific impediment of this structure is that the turbo decoder has to invoke a "request-anddecode" [9] process for the transmission of the WZ frames' parity bits, which precludes its application in delay-sensitive services. Low density parity check (LDPC) codes were employed for distributed source coding in [14] , which were the so-called rate-adaptive LDPC accumulate (LDPCA) codes and the sum-LDPC-accumulate (SLDPCA) codes. It was shown in [14] that the LDPCA codes are capable of approaching the capacity of a variety of communication channels more closely -including that of the virtual channel in DVC -than the family of turbo codes. Based on the WZ video coding structure of [11] , in the European project DIStributed COding for Video sERvices (DISCOVER) [15] the transform-domain of the WZ frames was encoded by the LDPCA code of [14] at the transmitter. A so-called unsupervised motion learning technique was proposed in [16] , which estimates the Motion Vectors (MVs) of the next video frame during the decoding of the current frame with reference to the previous reconstructed frame. This technique may be readily applied for both pixeldomain and transform-domain coding. The authors of [17] proposed a more realistic WZ video coding approach, which performs online estimation of the channel-induced noise (CN) model parameters at the decoder, which can be invoked for both pixel-domain and for transform domain WZ video codecs. Moreover, three levels of granularity were proposed by Brites and Pereira for pixel-domain WZ (PDWZ) video coding in [17] , namely frame-, block-and pixel-level granularity, while both DCT-band and DCT-coefficient level granularity was proposed for transform-domain WZ (TDWZ) video coding. Then in [18] the same authors proposed an efficient encoder rate control (ERC) solution for feedback free transformdomain WZ (TDWZ) video coding. The approch of multiple side information (SI) components was proposed in [19] for improving the accuracy of SI using a single estimation mode. As a further advance, a more accurate parity rate estimator (PRE) is employed for more closely estimating the parity rate necessitated. A context-adaptive Markov random field reconstruction algorithm was proposed in [20] , which exploits the spatio-temporal correlation by modelling the WZ frames. The so-called optical flow was proposed in [21] to improve the side information generation, which is exploited at the decoder side to compensate for weaknesses of block-based methods. A successive bit-plane-by-bit-plane refinement of the SI estimation algorithm was investigated in [22] , leading to successively improved SI. The same authors proposed a motion-compensated multi-hypothesis prediction technique for medical imaging applications. Moreover, techniques conceived for multiple SI generation were proposed in [23] , [24] , where additional information may be used for improving the estimated SI of WZ frames. Apart from the WZ coding architecture mentioned above, another DVC architecture was proposed in [25] , which allows the flexible sharing of complexity between the encoder and decoder.
Below, we review the WZ coding techniques designed for multi-view video sequences. In [26] , the authors proposed a novel framework for the distributed compression of multiview images, which was based on a tree-structured compression algorithm that guaranteed an optimal rate-distortion performance for specific video signals. Yeo and Ramchandran extended their previous PRISM framework detailed in [25] into distributed MVC in [27] , [28] , where the achievable errorresilience was studied in wireless scenarios. Two alternative models were proposed for exploiting the inter-view correlation, namely the view-synthesis-based correlation model and the disparity-based correlation model. The view-synthesis-based correlation model requires at least two other camera views and relies on both disparity estimation and view interpolation, while the disparity-based correlation model requires only a single additional camera view. In [29] , the authors extended the WZ framework proposed in [11] into distributed MVC. At the encoder side, a wavelet-based WZ scheme was proposed for compressing each camera's view independently, where all coefficients were organized as proposed in the SPIHT scheme of [30] on a bitplane by bitplane basis. At the decoder side, a flexible prediction technique was proposed for generating the required SI, which jointly exploited both the temporal and inter-view correlations. The common benefit of the frameworks advocated in [28] , [29] is that inter-camera communication is completely avoided and the computational complexity of the encoder was shifted to the decoder.
The iterative source-channel decoding (ISCD) [31] principle can be utilized for improving the system's performance by exploiting the residual correlation within the source signals. Moreover, a first-order Markov model based error concealment technique was developed in our previous work [32] , where the intra-frame correlation was exploited for achieving an improved reconstructed video quality. However, the ISCD principle has not been conceived for family of the WZ multiview video codecs. Since the inter-view correlation is not removed by the WZ multi-view video encoder, it is beneficial to exploit the residual correlation at the receiver for the sake of reducing the required bitrate. In this treatise, we develop a novel mesh-structured source model (MSSM) based decoder for exploiting the correlation among the inter-view pixels, which will be combined with a turbo codec for performing iterative source-channel decoding (ISCD) in the context of DMVC for the sake of achieving a reduced bitrate. Against this background, our novel contributions are:
1) We conceive a novel mesh-structured trellis exemplified in Fig. 7 for exploiting the inter-view correlations inherent in the video signal. Furthermore, the corresponding decoding rules of this trellis are derived for the sake of performing turbo-like iterative decoding, again, by exploiting the inter-view correlations. 2) We apply the new-trellis based proposed technique in a DMVC system, which results in a substantial bitrate reduction. This rest of this paper is organized as follows. Section II briefly reviews the first-order Markov modelling technique used for exploiting the intra-frame correlation. We present our DMVC system architecture in Section III. In Section IV we detail our mesh-structured source model conceived for exploiting the correlation among the inter-view pixels, which is applied in the distributed MVC system of Section III. The performance of the proposed scheme is quantified with the aid of simulations in Section V. Finally, we offer our conclusions in Section VI.
II. FIRST-ORDER MARKOV PROCESS MODEL
The a-posteriori probability determination technique conceived for first-order Markov processes was detailed in [31] - [33] . In this section, we will briefly introduce the technique of first-order Markov process aided decoding. Let us commence by stipulating the following assumptions:
• x i : an m-bit pattern of pixels scanned from the original video pixels at time instant i , which is expressed as trellis state at time instant i and the probability p (x i+1 |x i ) indicates the transition from state x i to state x i+1 . At the receiver, the a-posteriori probability of the m-bit pattern x i , x i ∈ X m conditioned on the specific received frame of m-bit patterns y 0 , . . . , y t may be expressed as
where the joint probability p x i ∧ y t 0 of the m-bit pattern x i and of the received frame y t 0 may be further formulated as [32] 
It was shown in [32] that the bit-based a-posteriori LLR L x i (k) |y t 0 can be formulated as
where the components α, β, χ are derived in [32] .
III. WYNER-ZIV CODING FOR MULTI-VIEW VIDEO: SYSTEM MODEL
Again, WZ compression techniques designed for monoscopic video have attracted substantial research attention [8] - [11] , [14] - [18] , [20] , [25] , [34] , [35] . A number of contributions have also been proposed for DMVC [26] - [29] . In this section, we will detail the WZ compression philosophy shown in Fig. 2 , which is invoked for distributed MVC employing our proposed MSSM-Turbo decoder. In the system of Fig. 2 , there are N cameras capturing N views, respectively. We consider an array of N cameras, which employ N identical low-complexity video encoders for encoding the N camera-views independently at the transmitter and a potentially high-complexity video decoder for jointly decoding the N camera-views at the receiver. Each group of pictures (GOP) of each of the N camera views consists of a single I frame followed by a fixed number of WZ frames. The architecture of the investigated pixel-domain Wyner-Ziv coding system is displayed in Fig. 3 , where the MSSM exploits the inter-view correlations, which cannot be removed by the multi-view Wyner-Ziv encoder, regardless, whether a pixel-domain architecture or a transform-domain architecture is employed. Hence the proposed MSSM is not limited to the family of pixel-domain architectures. The residual inter-view correlation encountered in transform-domain systems may potentially be exploited by appropriately designing the MSSM techniques, which may be part of our future research.
Generally, this treatise focuses on the MSSM-Turbo decoder of Fig. 3 , while the rest of the techniques, including the WZ encoder, the motion-compensated frame interpolation (MCFI) etc., are detailed in [35] . Below, we will briefly introduce the system of Fig. 3 , while the MSSM-Turbo decoder will be detailed in Section IV.
A. Transmitter
For each view, the frames are classified into two categories, namely the so-called key frames U 1 , . . . , U N of Fig. 3 and the WZ frames V 1 , . . . , V N of Fig. 3 . The key frames U 1 , . . . , U N , also referred to as I frames, are intra-frame-coded by the H.264/AVC encoder and then transmitted to the receiver. Below we consider the monoscopic WZ frame V i (1 ≤ i ≤ N) for introducing the encoding process of the WZ frames in Fig. 3 . The encoding process is encapsulated in the following steps.
• The monoscopic frame V i is quantized by a uniform quantizer at the transmitter of Fig. 3 generating the resultant m-bit monoscopic frame q i .
• Each pixel of the m-bit quantized monoscopic frame q i is decomposed into m bits. Then the bits from the same position of q i constitute the most significant bit (MSB) 
B. Receiver
The behavior of the receiver is described in Fig. 4 , which will be further detailed in Section IV. At the receiver, the received bitstreams of the key frames representing the N camera views may be independently decoded for reconstructing the key framesÛ 1 , . . . ,Û N , which will then be utilized for estimating the SI for the corresponding WZ frames. Then the decoding process is listed as follows.
• For each monoscopic WZ frame, two temporally adjacent monoscopic key frames may be utilized for predicting the related soft-bit information. A number of algorithms have been proposed for this estimation process, such as for example the MCFI framework [35] shown in Fig. 3 , which is invoked in our system for predicting the SI in the temporal direction.
• As observed from Fig. 4 , the SI generated for the WZ frames and the received parity bits of the MSB planes related to the WZ frames will be used by the MSSMTurbo decoder of Fig. 3 for reconstructing the WZ frameŝ
• The flow-chart of Fig. 4 shows that when the MSSMTurbo decoder fails to perfectly recover a MSB plane, the receiver will send a feedback flag to the transmitter for requesting more parity bits for this particular MSB plane. Again, this process is referred to as "request-anddecode" 2 process [9] in Fig. 4 . The MSSM-Turbo decoder will be detailed in Section IV.
• As observed from Fig. 4 , the "request-and-decode" process will terminate, when the bit error ratio (BER) of the MSB plane becomes lower than a preset threshold. Once all MSB planes have been decoded, the current multi-view frame may be readily reconstructed.
IV. INTER-VIEW CORRELATION MODELLING
The maximum a-posteriori probability (MAP) determination technique conceived for first-order Markov processes was briefly reviewed in Section II, where the intra-frame correlation was exploited using both horizontal and vertical Markov processes. However, the first-order Markov processes cannot be readily applied for modelling the inter-view correlation. In this section, we introduce the techniques invoked for exploiting the inter-view correlation of the N cameras by designing a novel trellis representation and derive its decoding rules. Below we focus on a specific multi-view WZ frame, which consists of N monoscopic video frames, whose SI is estimated by the MCFI of Fig. 3 . Moreover, the trellis generation, MSSM-Turbo decoding and "request-and-decode" processes are illustrated in the flow-chart of Fig. 4 . Let us commence by introducing the following notations:
• N: the number of camera views in the multi-view video;
• V i : the original monoscopic frame of the camera view i ; • F i : the SI of the frame V i , which is estimated by the MCFI block of Fig. 3 ; • x i, j : the j th pixel 3 in V i , namely the pixel at position (i, j );
the k th bit of the pixel x i, j . 3 The pixels of a 2D frame are indexed using a one-dimensional formulation, assuming that the 2D image is scanned into a single-dimensional vector. • y i, j : the SI of the pixel x i, j , which is at position j of • L N i, j,1 : notation for the set
A. Mesh-Structured Trellis Representation
Again, each multi-view frame consists of N monoscopic camera view frames. Since the current multi-view WZ frame is not available at the receiver, the inter-view MVs of the current WZ frame are estimated from the adjacent key frames. Note that all the key frames are available at the receiver after the "H.264/AVC intra decoder" block of Fig. 3 . Here we consider the scenario of GOP=2, but this technique may be readily extended to larger GOP scenarios. Specifically, the (i − 1) st and (i +1) st key frames are utilized for estimating the MVs of the i th WZ frame, as illustrated in the flow-chart of Fig. 4 . The inter-view MVs of the WZ multi-view frames are generated as follows.
• The inter-view MVs of the (i − 1) st and (i + 1) st key frames are readily estimated using the traditional macroblock (MB) based motion search techniques [36] , which is indicated by the "Motion Search" blocks of Following the inter-view motion estimation process at the receiver, the pixels of a given MB of Fig. 5 may be linked to other pixels in the same position of the predicted MBs in the other views, as exemplified in the inter-view pixel correlation graph of Fig. 6 . Specifically, the graph of Fig. 6 , indicated by the "Link Pixels" block of Fig. 4 , may be created using the following steps:
• The pixels of Based on the two-dimensional Markov-modelling based trellis representation developed in [32] , the mesh-structured trellis of Fig. 7 may be derived from the correlation graph of Fig. 6 . This trellis generation process is also indicated in Fig. 4 , which is completed using the following steps:
• Each m-bit pixel has a value in the range of [0, 2 m ), which we refer to as the Legitimate Markov States (LMS). Then each pixel in Fig. 6 has 2 m LMS. Hence by introducing the z axis indicating the LMS, Fig. 7 may be created, where the x axis and y axis indicate the MVI and IFPI, respectively.
• Each pair of pixels connected by a direct link in Fig. 6 represents pixels in Fig. 6 . Specifically, for the pixel x i, j within view i , the transition probability from state x i, j to the correlated successor state x i+1, j +1 within view (i + 1) is represented by p x i+1, j +1 |x i, j , which is the state transition of the related Markov process. Hence all nodes in Fig. 7 associated with identical MVI belong to the same view, while the nodes having both an identical MVI and SII values are Markov states for a same corresponding pixel. Furthermore, the trellis representation seen in Fig. 7 may be readily generalized both for arbitrary m-bit pixel multi-view signals and for an arbitrary number of views, which leads to 2 m LMS.
B. Trellis Decoding
Section III detailed how the SI of a multi-view WZ frame can be generated. The SI consists of floating-point values indicating the reliability of specific pixel values, which is estimated by the MCFI block of Fig. 3 . For example, the SI of the bit x i, j (k) may be expressed in the log-
, while the reliability of the pixel x i, j can be represented by L x i, j (0) , . . . , L x i, j (m − 1) . In Section IV-A, the pixel correlations of a multi-view WZ frame are modelled by the mesh-structured trellis of Fig. 7 . Hence the SI of the multiview WZ frame may be refined by decoding the trellis of Fig. 7 , where the classic Bahl-Cocke-Jelinek-Raviv (BCJR) [37] decoding principle may be applied.
Given the SI of the current multi-view WZ frame F 1 , . . . , F N , the pixel x i, j may be estimated by the a-posteriori probability (APP) p x i, j |F 1 , . . . , F N . Furthermore, by employing our proposed MSSM detailed in Section IV-A, we have
where Y N i, j,1 includes the SI of the pixels L N i, j,1 , which are correlated with x i, j . Consider the trellis of Fig. 7 for example, where we have
In the Appendix, we show that the log-
where β x i, j , χ x i, j , α x i, j are defined in Eqs. (16), (10) (15). Specifically, β x i, j , α x i, j indicate the backward and forward oriented probability of the pixel x i, j , while χ x i, j is the channel information of the pixel x i, j .
C. Iterative MSSM-Turbo Decoding
A limitation of the formulas provided in Section IV-B is that they cannot be directly used for iterative decoding, since they cannot exploit the a-priori LLR L[x i, j (k)], which was generated from the extrinsic information gleaned from the other decoder components. To make use of the a-priori LLR L[x i, j (k)], the combined bit-wise LLR may be expressed as [31] , [32] 
where the symbol-based m-bit information γ is the combination of the bit-wise a-priori
We note in this context that γ of Eq. (6) contains more valuable information than the channel information χ. Hence Eq. (17) may be used for iterative joint source-channel decoding by replacing χ with γ in Eq. (6) . Similar to the BCJR decoding technique of classic turbo codes [38] where the extrinsic information component γ [ext] x i, j (k) may be expressed as
Based on the above, the MSSM-Turbo decoding architecture of Fig. 3 is shown in Fig. 8 , which terminates after I iter iterations of extrinsic information exchange. Moreover, the MSSM-turbo decoding process is also detailed in the flow-chart of Fig. 4 .
D. Training for Mesh-Structured State Transition
Again, the mesh-structured trellis of Fig. 7 is utilized for modelling the inter-view correlation at the receiver. Specifically, the component p x i+1,z |x i, j of Eqs. (15), (16) 
E. Complexity Analysis
The complexity of our proposed MSSM can be attributed to the calculation of γ (
As shown in Fig. 7 , the trellis size is (2 m · S · N), where S is the number of pixels in each monoscopic view. Similar to the BCJR decoding rules proposed in [37] , the decoding of the (2 m · S · N)-state trellis of Fig. 7 may be generalized into the following two stages:
• Calculation of γ , α and β: These operations are carried out across the entire trellis of Fig. 7 , which imposes the complexity of m, 2 m , 2 m for each trellis state, as suggested by Eqs. (6), (15), (16), respectively. Hence the associated computational costs are on the order of
This operation is carried out for all the (S · N · m) bits of a multi-view frame, which imposes a complexity of 2 m for each bit. Hence the computational cost is on the order of O (2 m · S · N · m). Therefore, the overall complexity imposed by our proposed decoder is O 2 · 2 2m · S · N + 2 · 2 m · S · N · m , when decoding a multi-view frame.
V. PERFORMANCE STUDY
In this section, we present our simulation results for benchmarking the scheme introduced in Section III. Firstly, in Section V-A we will introduce the parameters of the scenario considered in our experiment. Then we will discuss our numerical results in Section V-B.
A. Scenario
In this section, we present our experimental parameters used for characterizing the convergence behavior of the proposed scheme introduced in Section III. Multi-view video sequences having 8 camera views represented in (352 × 288)-common intermediate format (CIF) 4 and 4:2:0 YUV representation are employed. Moreover, the bitrate/PSNR of both the WZ and the key frames was taken into account in our average results. The distributed WZ coding scheme conceived for the multi-view video scheme of Fig. 3 operates on the basis of (352 × 288)-pixel blocks. More specifically, a specific MSB plane of each view is input to the turbo encoder, which consists of (352 × 288) bits. In other words, the interleaver length of our turbo codec is (352 × 288) bits. In [35] , each bitplane of the MSB was transmitted separately and each bitplane was then refined based on the previously decoded bitplanes [39] . However, in our system, all MSB planes were transmitted together, which allowed us to reduce the number of "request-and-decode" processes defined in [8] . We employ a recursive systematic convolutional (RSC) encoder relying on the generator polynomials of g 1 = 11011, g 2 = 10011, which are represented as G = [1, g 2 /g 1 ], where g 1 is a feedback input and g 2 is feed-forward output. Moreover, two identical RSC encoders are employed for the turbo codec and the puncturing matrix of [1 1; 0 1; 1 0] is employed for the turbo code. The parameters employed are listed in Table I . The remaining parameters of our system were identical to those in [17] , [35] . Let us now compare the proposed MSSM-Turbo decoder to the classic turbo decoder. The turbo decoder is invoked for each MSB plane of each monoscopic frame, which carries (352 × 288) bits, scanned into a one-dimensional vector. Let n MSB be the number of MSB planes. The MSSM-Turbo decoder is invoked for all MSB planes of each multi-view frame, which carries (352 × 288 × 8 × n MSB ) bits and it is arranged into I = 8 scanlines or vectors. Furthermore, the MSSM-Turbo scheme relies on the corresponding MSSTT, which has (2 n MSB × 2 n MSB ) elements. Specifically, for the Table II . Note that the MSSTT may be estimated from the adjacent I frames of the current WZ frame.
B. Numerical Results
In this section, we present our numerical results for benchmarking the proposed MSSM-PDWZ scheme's performance against that of the PDWZ system of [17] Fig. 3 were parameterized by the number of WZ coded bitplanes for m =1, 2, 3 or 4 MSB planes, because this configuration has been widely adopted in the pixel-domain WZ video coding literature [17] . This was arranged by invoking the uniform quantizers shown in Fig. 3 . The RD results of the test sequences coded by the H.264/AVC codec [42] are provided below as usual, both in the associated intra-frame encoding mode and in the motion compensation dispensed mode in conjunction with GOP periods of 2 and 4. Both these modes were selected by appropriately adjusting the encoding parameters of the H.264/AVC reference software JM [43] . Furthermore, the performance of the multi-view video codec JMVC operating without motion estimation and using GOP periods of 2 and 4 was also provided.
1) BER Characteristics:
The BER comparison of the MSSM-turbo and turbo codec schemes is displayed in Fig. 9 , where the x axis represents the bitrate of the multi-view WZ frame. Note that the bitrate of a video sequence consists of the bitrate of the WZ frames and the bitrate of the key frames. Here we only count the bitrate of the WZ frames for the sake of providing further insights into our system's behavior.
For the MSSM-turbo decoder, the BERs of both the MSSM and of the turbo decoder components are provided. More specifically, multiple BER values are plotted for the MSSMturbo decoder for each "Bitrate" abscissa value in Fig. 9 . This results in a wave-shaped, fluctuating curve for the MSSMturbo decoder. Alternatively, for each "Bitrate" value, the MSSM-turbo is capable of further reducing the BER upon the turbo codec during the ISCD process. Observe from Fig. 9 that BER of the WZ frame using the MSSM-turbo decoder becomes vanishingly low at about 850 Kbps, while that of the turbo decoder vanishes at 1920 Kbps. The MSSM-turbo decoder requires 1070 less Kbps for achieving a BER of 10 −4 . This observation is due to the fact that MSSM is capable of further reducing the BER by exploiting the residual redundancy within the WZ frame by iteratively exchanging extrinsic information with the turbo decoder.
2) Rate-Distortion Characteristics: The simulation results recorded for the four sequences are displayed in Fig. 10 , while the Bjntegaard comparison of the MSSM-PDWZ versus the PDWZ schemes for the four multi-view sequences considered and organized in GOPs of 2 and 4 is provided in Table  III . For the MSSM-PDWZ, Fig. Fig. 10 shows that the GOP = 4 scenarios outperforms the GOP = 2 regime for the Newspaper, Leavinglaptop and Outdoor sequences, while the opposite trends were observed for the Ballroom sequence. This is due to the fact that less bits are required for reconstructing the WZ frames than that of the key frames, when the SI for the WZ frames can be accurately estimated. Table III shows that the bitrate reduction ratio increases in the sequence order of Newspaper, Leavinglaptop, Outdoor and Ballroom. Similar trends are observed in terms of the PSNR reduction attained. The reason for this trend is that the receiver is more unlikely to be able to estimate the SI frame accurately from the received key frames, while our MSSM-PDWZ scheme is capable of effectively concealing the errors, which is an explicit benefit of our MSSM-Turbo decoder.
The comparison of the original frames to the corresponding estimated SI frames is displayed in Fig. 11 for the Newspaper, Leavinglaptop, Outdoor and Ballroom sequences, respectively. Observe that the receiver fails to estimate the SI frames of the higher-motion sequences, namely of the Outdoor and the Ballroom sequences, as precisely as for the lower-motion sequences, namely for the Newspaper and the Leaving-laptop sequences. We may conclude that our proposed MSSM technique is capable of reducing the bitrate more substantially for the higher-motion sequences, where the SI of key frames cannot be accurately estimated at the receiver.
VI. CONCLUSION
In this paper, we firstly extended the WZ coding techniques for monoscopic video into a Wyner-Ziv coded multi-view video system. Then we conceived the techniques for constructing a novel mesh-structured pixel correlation model from the inter-view MVs and derived its decoding rules. Furthermore, by incorporating the MSSM scheme into WZ video coding of multi-view video, we were able to substantially reduce the bitrate compared to that of the PDWZ benchmarker systems.
Our future work will focus on developing techniques for exploiting both the pixel correlation among different views and the pixel correlation within camera views for the sake of further reducing the required bitrate. 
In Eq. (9), the symbol-based channel information χ x i, j = p y i, j |x i, j may be calculated from the bit-based channel information as
where C χ i, j is a normalization factor, which solely depends on y i, j . Furthermore, similar to the forward recursion calculation in the BCJR algorithm, the component α x i, j in Eq. (9) 
Furthermore, by assuming the pixels are independent to each other the item p x i, j |L i, j,i−1 in Eq. (13) may be approximated as follows 
Then by substituting Eq. (14) into the Eq. 
Similar to α x i, j , the backward recursion calculation β x i, j in Eq. (9) can be formulated as 
where the Jacobian logarithm [38] can be readily applied for deriving the log-domain representation of our algorithm.
