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Abstract
Clay minerals are ubiquitous in nature and the manner in which they interact with
their surroundings has important industrial and environmental implications. Conse-
quently, a molecular level understanding of the adsorption of molecules on clay surfaces
is crucial. In this regard computer simulations play an important role, yet the accu-
racy of widely used empirical force field (FF) and density functional theory (DFT)
exchange-correlation functionals is often unclear in adsorption systems dominated by
weak interactions. Herein we present results from quantum Monte-Carlo (QMC) for
water and methanol adsorption on the prototypical clay kaolinite. To the best of our
knowledge, this is the first time QMC has been used to investigate adsorption at a com-
plex, natural surface such as a clay. As well as being valuable in their own right, the
QMC benchmarks obtained provide reference data against which the performance of
cheaper DFT methods can be tested. Indeed using various DFT exchange-correlation
functionals yields a very broad range of adsorption energies, and it is unclear a pri-
ori which evaluation is better. QMC reveals that in the systems considered here it is
essential to account for van der Waals (vdW) dispersion forces since this alters both
the absolute and relative adsorption energies of water and methanol. We show, via FF
simulations, that incorrect relative energies can lead to significant changes in the inter-
facial densities of water and methanol solutions at the kaolinite interface. Despite the
clear improvements offered by the vdW-corrected and the vdW-inclusive functionals,
absolute adsorption energies are often overestimated, suggesting that the treatment of
vdW forces in DFT is not yet a solved problem.
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1 Introduction
The accurate treatment of the adsorption of molecules on surfaces is a major challenge of
materials modelling, with important applications in nanotechnologies and science: hetero-
geneous catalysis, sensors, corrosion, lubrication, friction and coatings, to name but a few.
An important case to study is that of clays. Clay minerals are natural aluminosilicates that
find uses in a wide variety of fields such as medicine, adhesives, paints and oil drilling.1–9
They also act as catalysts to ice nucleation in the atmosphere10 and help cleanse soils and
groundwater through adsorption of pollutants. A clear understanding of how molecules in-
teract with the surfaces of clays is of the utmost importance to understand, improve and
control such processes.
Reliable reference data from theory and simulation is of intrinsic value and often im-
portant as a complement to experiments.11,12 Computer simulations of water-surface inter-
actions, at the molecular level, are often based on force fields (FF) and density functional
theory (DFT) approaches.13–15 Although these techniques are incredibly powerful and use-
ful, there are cases where their accuracy is not satisfactory. FF potentials have parameters
that have to be fit in order to reproduce experimental results or higher lever theoretical
benchmarks, and this is not always straightforward. DFT is traditionally more accurate
than FFs but at a larger computational cost. Unfortunately, DFT results are highly sen-
sitive to the choice of the exchange-correlation (XC) functional used and nowadays there
are countless XC functionals to choose from.16,17 In the field of materials science, the de-
scription of weak bonding interactions, and in particular London dispersion forces, is one of
the most important challenges. Immense progress has been made in this area recently,18,19
however, there is no rigorous way to systematically improve XC functionals and as a result
validation with alternative methods is needed. Of the various high level reference methods
available,20–28 quantum Monte-Carlo (QMC) is a powerful approach for obtaining bench-
mark values for solids, surfaces and large molecular systems. QMC, within the fixed node
diffusion Monte-Carlo (DMC) approach has already been used to tackle interesting materials
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Figure 1: Representation of the kaolinite structure. The hydrogens are sketched in white,
the oxygens in red, the silicons by yellow tetrahedra, and the aluminiums by pink octahedra.
The conventional unit cell is indicated by the blue line. The figure on the left illustrates
the layered bulk. The figures on the right are the hydroxyl-terminated face (top), and the
silicate-terminated face (bottom). Various adsorption sites on the hydroxyl- and silicate-
terminated face are labeled.
science problems that have been beyond the reach of DFT (see e.g. Refs. 29–42). This has
provided reference data which has exposed shortcomings in existing FF models and DFT
XC functionals, which in turn aids the development of such approaches.
In this paper we will use two QMC approaches to investigate molecular adsorption on
a clay surface, namely DMC and lattice regularized diffusion Monte Carlo27,28 (LRDMC).
The particular clay we will examine is kaolinite (Al4Si4O10(OH)8), as shown in Fig. 1. Since
the first outline of the kaolinite crystal structure by Pauling in 1930,43 numerous structural
studies using X-ray and neutron powder diffraction,44–47 X-ray single crystal,48 and electron
diffraction methods,49 as well as theoretical studies50–53 have been carried out on kaolinite.
Consequently it is one of the most suitable aluminosilicate clays to assess the performance of
various theoretical methods. In addition, when looking at adsorption processes on kaolinte,
cleavage along the (001) basal plane leads to exposure of either aluminate and silicate faces
(Fig. 1). The aluminate (AlOH) face is terminated in hydroxyl groups and as a result
is regarded as hydrophilic, whereas the silicate (SiO2) face which exposes saturated Si−O
4
groups, is considered to be hydrophobic. The distinct chemical nature of these two surfaces
means that adsorbates will interact differently with them, making kaolinite an interesting case
study for understanding the role of vdW forces on the adsorption at clay mineral surfaces.
In what follows, we will provide benchmark values for the adsorption of water and
methanol molecules at the pristine hydroxyl- and silicate-terminated (001) faces of kaoli-
nite, by using DMC and LRDMC. Then, we probe DFT XC functionals by considering a
range of generalized gradient approximation (GGA) functionals, hybrid functionals and dis-
persion corrected density functionals which account for vdW forces. In the case of molecules
adsorbed on kaolinite we find that the bare GGAs and hybrids are quite unreliable: as ex-
pected adsorption energies are underestimated, but more importantly, the relative adsorption
energies of water versus methanol do not even agree with QMC. Moreover, on the silicate-
terminated face the molecules hardly bind at all and move quite far from the surface during
geometry optimizations. Accounting for vdW forces improves adsorption energies signifi-
cantly and stabilizes the structures. However most of the vdW-corrected and vdW-inclusive
functionals predict adsorption energies which are slightly too large compared to QMC. This
indicated that there remains room for improvement in terms of how vdW forces are handled
in DFT.
The remainder of this paper is organized as follows. In Section 2 we outline the key com-
putational details of our simulations. Since a range of techniques has been used, for brevity
the more detailed descriptions of the computational setups are provided in the Supporting
Information. QMC and DFT evaluations of the adsorption of water and methanol at both
(001) faces of kaolinite are reported and discussed in Section 3. Finally, we summarize our
results and draw conclusions in Section 4.
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2 Methods and Computational Setup
2.1 Adsorption Energy Evaluation
Adsorption was examined on a single layer of kaolinite, a system with 2D periodicity along
the A and B axes as indicated in Fig. 1. The simulated supercell was 1× 2 the conventional
unit cell of bulk kaolinite (ca. 10.38 A˚ × 9.01 A˚) and comprises of 8 aluminiums, 8 silicons,
36 oxygens and 16 hydrogens for the kaolinite slab, plus the atoms of the adsorbed molecule.
Note that with ca. 300 electrons the simulations are large for QMC calculations.
The adsorption energy, EM@Xads , of the molecule M at the face X of the kaolinite layer,
whereM can either be the water (H2O) or the methanol (MeOH), andX can be the hydroxyl-
terminated (AlOH) face or the silicate-terminated (SiO2) face, can be evaluated in two ways:
the first method, hereafter called complex-minus-fragments, is computed as
EM@Xads = Eslab+M@X − EM − Eslab (1)
where Eslab+M@X is the total energy for the system with M at the X-face of the kaolinite
slab, and Eslab and EM are the total energies of the isolated slab and the isolated molecule
M , respectively; the second method, hereafter called complex-minus-far, is computed as
EM@Xads = Eslab+M@X − Eslab−M (2)
where Eslab−M is the total energy of a system where the kaolinite slab and the molecule M
are far enough apart that their interaction is negligible. The two methods are equivalent if
and only if: (i) the size-effects due to the periodicity of the system are negligible; and (ii) the
electronic structure calculations are performed with methods that are exactly size-consistent.
If these conditions are not satisfied in general we have that Eslab−M 6= EM + Eslab, meaning
that Eqs. 1 and 2 provide different evaluations of the adsorption energies. In particular,
whenever size-effects are detected, the complex-minus-far method usually benefits from a
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larger error cancellation. On the other hand, in cases where size-effects are negligible and
electronic structure methods are size-consistent, there are no residual interactions between
the molecule and the periodic partners, then the complex-minus-fragments method is usually
to be preferred. The reason for that is the computational cost: for a system with N electrons
the computation is proportional to Nγ, with γ > 1 (e.g., in DFT γ is typically between 2 and
3, and in QMC between 3 and 4), so the cost for calculations of Eslab and EM are cheaper
than Eslab−M. Moreover, when several adsorption energies need to be evaluated, Eslab is
calculated only once, whereas a different calculation of Eslab−M has to be performed for each
molecule M.
2.2 QMC calculations
The two QMC approaches used are DMC and LRDMC. They are both projection Monte
Carlo methods: they can access the electronic ground state energy of the system by iteratively
projecting an initial trial wave function ψT into the ground state, with the constraint that
the projected wave function Φ has the same nodal surface of an appropriately chosen guiding
function ψG (fixed node approximation).
20,54 Both the trial and the guiding wave functions
are parametrized functions, and they have to be the best approximation of the ground state
that we can provide (given the constraint of their ansatz). Thus, usually they are taken such
that ψT = ψG = ψVMC, where ψVMC is the best function obtained within a variational Monte
Carlo approach, with the variational parameters optimized in order to minimize either the
variational energy or the variance. Whenever ψG has the exact nodal surface, the approach
is exact, otherwise it gives the best approximation of the ground state given the fixed node
constraint.
In projection Monte Carlo approaches there is a second approximation in how the pro-
jection is performed, and it is different in DMC and LRDMC. The projection in DMC comes
from the imaginary time Scro¨dinger equation; it is implemented as an imaginary time evo-
lution, where a time-step τ has to be chosen. The chosen τ is a trade-off between accuracy
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and computational cost: exact results are obtained for τ → 0, but the computational cost
is ∝ 1/τ . The finite time-step error can be controlled by performing several calculations
with different values of τ and finally extrapolating to the continuum limit τ → 0. However,
in big systems like those considered here, the extrapolation is impractical and sometimes
unfeasible or unreliable,55 but it is sufficient to consider the results for a τ small enough that
the expected finite-time error is smaller than the required accuracy. Here, we have chosen τ
in order to have an expected time-step error smaller than the stochastic error of the evalu-
ations, see Section SI in the Supporting Information. On the other hand, LRDMC is based
on the spatial discretization of the molecular Hamiltonian on a lattice of mesh size a, and it
resorts to the projection scheme used also in the Green function Monte Carlo algorithm.56,57
The error induced by the finite mesh size a is analogous to the time-step error appearing in
standard DMC calculations. LRDMC preserves the variational principle even when used in
combination with nonlocal pseudopotentials27 (PPs), and it is size-consistent for any value
of the mesh a, maintaining its efficiency even for systems with a large number of electrons.28
Both DMC and LRDMC provide excellent benchmark values for weakly interacting sys-
tems, as established in a number of studies.29–36,39,58,59 We used here a standard setup,
described in detail in the Supporting Information. The stochastic error associated with the
QMC evaluations of the adsorption energy is ca. 20 meV. The systems under consideration
are too large for a QMC-based structural optimization, even at the variational level, so the
reference structures were those obtained from the PBE-D3 functional, as described in Sec-
tion 3.1. As we will see in Section 3, PBE-D3 configurations are in good agreement with
those obtained by all the other vdW-inclusive functionals, thus the bias given by the use of
PBE-D3 configurations is expected to be small compared to the stochastic error of the DMC
evaluation.
There is one aspect of QMC simulations that deserves special care in this specific system,
namely the finite-size errors (FSEs).60–64 QMC is a many-body method, and in contrast to
(effective) one-particle methods such as DFT, QMC cannot simply exploit Bloch’s theorem
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in calculations for extended periodic systems. FSEs can be taken into account by perform-
ing simulations in larger periodic supercells, through the twist-average method,60 through
corrections to the Ewald energy,61 or the Kwee, Zhang, Krakauer (KZK) method.62 In this
work we have used the KZK method (see Section S3 in the Supporting Information).
2.3 DFT calculations
There is by now an almost limitless variety of DFT XC functionals that we could exam-
ine.65 Here we restrict ourselves to: LDA functional;66 two GGA functionals, PBE,67,68
RPBE;69 two hybrid functionals, PBE0,70 B3LYP;71–74 three vdW-corrected PBE function-
als: PBE-D275, PBE-D376 (both from Grimme, D3 correction with “zero-dampling”77),
and PBE+vdW(TS) from Tkatchenko and Scheffler;78 two vdW-corrected hybrid func-
tionals, PBE0-D3, B3LYP-D376 (both from Grimme76); and four self-consistent non-local
functionals (often called vdW-inclusive functionals), the original vdW-DF from Dion (also
named revPBE-vdW),79,80 the second generation vdW-DF2,81 as well as optPBE-vdW82 and
optB86b-vdW83 from Klimesˇ et al. We stress that the latter four vdW-inclusive functionals
are actually based on GGAs and basically differ from the vdW-corrected GGA function-
als (e.g., PBE-D2, PBE-D3 and PBE+vdW(TS)) only in the way the dispersion energy
is approximated.18,19 Other functionals and vdW-corrections have been tested, and results
obtained using a comprehensive set of approaches is reported in Table S1 of the Support-
ing Information. Adsorption energies were evaluated using the complex-minus-fragments
method, see Eq. 1, but the results are the same as those obtained with the complex-minus-
far method, as expected. Further details about the setup of the DFT calculations are reported
in Section S4 of the Supporting Information.
2.4 Molecular Dynamics Simulations
We also performed a series of molecular dynamics simulations using classical force fields for
aqueous water-methanol solutions on kaolinite. The kaolinite slab was modeled as a single
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sheet of kaolinite (approx. 31 × 36 A˚) using the CLAYFF force field,84 and the OH bond
lengths were constrained using the P-LINCS algorithm.85 Above this slab 538 TIP4P/200586
water and 230 OPLS/UA methanol87 molecules were randomly placed in order to create a
liquid film on the kaolinite surface. The standard Lorentz-Berthelot mixing rules were used
to compute cross-interactions, except to adjust the adsorption energies as detailed below.
Using the GROMACS 4.5 simulation package,88 constant volume and temperature dynamics
were propagated using a leap-frog integrator and a Nose`-Hoover chain thermostat, along
with replica-exchange amongst eight replicas with temperatures ranging from 275–310 K in
5 K intervals. Real-space interactions were truncated at 9 A˚ with corrections to the energy
applied and particle-mesh Ewald was used to account for long-ranged electrostatics89,90 with
the corrections for the slab geometry of the system.91 A time step of 2 fs was used and
molecular dynamics simulations performed for at least 11 ns, with the first nanosecond being
disregarded as equilibration.
Adsorption energies were computed after geometry optimization using the complex-minus-
fragments method. This was done in three ways: First, the adsorption energy was computed
by applying the standard mixing rules. This yielded adsorption energies of 642 meV and
640 meV for water and methanol, respectively, and ∆Eads = −2 meV; Second, the strength
of the Lennard-Jones interaction between the CH3 group of methanol and the oxygen atoms
of the kaolinite OH groups was adjusted such that ∆Eads matched that of PBE; Finally, the
same was done to match ∆Eads obtained by DMC.
3 Results
3.1 Reference structures for water and methanol adsorbed on
kaolinite
Water adsorption on the hydroxyl-terminated face of kaolinite has been studied experimen-
tally92–94 and theoretically,95–101 whereas adsorption on the silicate-terminated face is less
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well studied. Very little is known about methanol adsorption on either face. In the following,
the most stable adsorption structures identified for water and methanol on the two kaolinite
surfaces are presented.
On each surface a range of adsorption sites was considered, as indicated in Fig. 1.
According to the number of H-bonds formed between the adsorbate and the surface, the
adsorption sites can be classified into three categories: threefold, twofold and onefold sites.
The most stable configurations obtained, using DFT with the PBE-D3 functional, are shown
in Figs. 2A–2H. These structures have been taken as the reference for DMC, LRDMC and
the other DFT calculations. In addition, starting from the reference PBE-D3 structures,
we have relaxed the geometries for each of the different functionals considered, as shown in
Figs. 3A–3D. Fig. 3E compares the distance of the molecules from the slab as obtained with
different functionals.
Concerning water at the hydroxyl-terminated face (H2O on AlOH), all structures initially
put in twofold and onefold sites (A5-A8) moved to the threefold site A1. This preference for
the A1 site agrees with previous DFT studies with local99 and semi-local96 XC functionals.
In the most stable configuration, shown in Figs. 2A and 2E, the C2 axis of the water molecule
lies almost parallel to the plane of the surface. The water molecule donates one H-bond (OH-
distance of 1.69 A˚) to and accepts two H-bonds (2.01 and 2.04 A˚) from the surface (PBE-D3
values).
Let us now consider the adsorption of methanol at the hydroxyl-terminated face (MeOH
on AlOH). One way of viewing methanol is as a water molecule with one of its hydrogen
atoms replaced by a methyl group. This leads to two possible types of interaction with the
surface: (i) hydrogen bond formation with the hydroxyl functional group; and (ii) dispersion
interactions arising from the −CH3 group. All calculations in which the methanol began
parallel to the surface ended with the methanol perpendicular to the surface, maximizing
the distance between the −CH3 group and the kaolinite. The −CH3 group can therefore be
considered a ‘spectator group’ that does not participate directly in the adsorption on the
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Figure 2: Adsorption of water and methanol on the hydroxyl-terminated and the silicate-
terminated faces of kaolinite (side view in first row, top view in second row). Geometries
are relaxed using the PBE-D3 functional and have been taken as reference for the other
calculations. The adsorbed molecule on kaolinite is depicted in cyan and gray and the
H-bonds are represented by the blue dashed lines.
surface. The adsorption of methanol is therefore very similar to that of water and indeed,
we find that A1 is the most favorable site, with the methanol donating one H-bond to and
accepting two from the surface. As was the case for the water structure, the H-bond donated
by the methanol is much stronger than the two H-bonds it accepts: 1.68 vs. 1.97 and 2.03 A˚,
respectively, with the PBE-D3 functional. The most stable configuration is shown in Figs. 2B
and 2F.
As noted above, adsorption of water at the silicate-terminated face (H2O on SiO2) is less
well studied than adsorption at the hydroxyl-terminated face.98–101 Of the six adsorption
sites (S1-S6) considered here, the onefold S5 site turned out to be the most stable at the
GGA level, and the twofold S1 generally is the most stable for the vdW-corrected and vdW-
inclusive functionals. The PBE-D3 structure is depicted in Figs. 2C and 2G.
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The most stable structure found for methanol at the silicate-terminated face (MeOH on
SiO2) using the PBE-D3 functional is shown in Figs. 2D and 2H. The leading interaction
here is dispersion; there is no H-bond-like interaction because the OH group of the methanol
is parallel to the surface of the slab.
3.2 Benchmark results from DMC and LRDMC
Table 1: DMC and LRDMC evaluations (in meV) of the adsorption energy of
water and methanol molecules on the hydroxyl- and silicate-terminated faces of
kaolinite, and the water minus methanol difference, ∆Eads = E
H2O
ads − EMeOHads , for
each face of kaolinite (∆Eads is positive when methanol is more strongly adsorbed,
negative otherwise). As discussed in the text, bare DMC and LRDMC results
are affected by finite-size errors (see Section S3 and Table S2 in the Supporting
Information) that we have estimated and corrected the adsorption energies for
accordingly. In addition, bare LRDMC evaluations are affected by an unphysical
dipole-dipole interaction between the periodic slabs (because in this case 2D
periodicity was not available and we had to use 3D periodicity), thus we have
included a dipole interaction correction. LRDMC simulations have not been
performed for adsorption on the SiO2 face.
hydroxyl-terminated face silicate-terminated face
H2O MeOH ∆Eads H2O MeOH ∆Eads
bare DMC (Eq. 2) -632±18 -677±18 45±25 -172±23 -236±18 64±29
FSE correction -16 -17 +1 -12 -14 +2
corrected DMC -648±18 -694±18 46±25 -184±23 -250±18 66±29
bare LRDMC (Eq. 1) -674±14 -736±13 64±13
FSE correction +35 +73 -38
dipole correction -36 -38 +2
corrected LRDMC -675±14 -701±13 26±13
The DMC and LRDMC results for water and methanol adsorption on the two faces of
kaolinite are reported in Table 1. As mentioned in the previous section, “bare” DMC and
LRDMC evaluations have to be corrected for finite-size effects and in our LRDMC simula-
tions there is also an unphysical dipole interaction between slabs due to the 3D periodicity
employed. The DMC calculations have been performed with 2D periodicity and so do not
suffer from the latter problem. The bare and corrected results are reported in Table 1.
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Figure 3: Panels A, B, C and D show the most stable DFT structures for the adsorption of
water and methanol on the hydroxyl- and silicate-terminated faces of kaolinite, provided by
the different XC functionals considered. The color scheme for the various functionals is: blue
for PBE, cyan for RPBE, white for PBE-D2, black for PBE-D3 (that is also the reference for
QMC calculations), pink for PBE+vdW(TS), violet for vdW-DF, green for vdW-DF2, gray
for optPBE-vdW, and yellow for optB86b-vdW. Panel E shows the height of the center-of-
mass of the adsorbed molecules from the average surface plane defined by the surface oxygens
for the different XC functionals. The four dashed horizontal lines correspond to the values
for the reference PBE-D3 structures.
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From this it can be seen that our best estimates of the adsorption energy of water on the
hydroxyl-terminated face are −648± 18 meV with DMC and −675± 14 meV with LRDMC.
For methanol our best estimates of the adsorption energy are −694 ± 18 meV with DMC
and −701± 13 meV with LRDMC. We notice that we are in the chemisorption regime both
for water and for methanol, although the adsorption energy of methanol is slightly larger.
Note that for both molecules the DMC and LRDMC evaluations are in good agreement,
with the differences falling within the stochastic error of the evaluations. This shows that
fixed-node projection QMC schemes are robust approaches: they are only slightly affected
by the actual computational setup and implementation. Nonetheless, two slightly different
adsorption energies for each case are obtained, and we should choose only one of them to use
as our benchmark. We feel that in the specific case considered here the DMC values are likely
to be more reliable since they have been obtained in 2D; as opposed to the LRDMC results
which have been corrected for the dipole in the 3D cell. Moreover, the reported LRDMC
evaluations use Eq. 1, which has larger FSE than the reported DMC evaluations, which use
Eq. 2.
Having compared the results of the two QMC approaches on the hydroxyl-terminated
face, we have only performed a DMC evaluation on the silicate-terminated face. The DMC
adsorption energy at the silicate-terminated face is −184 ± 23 meV for water and −250 ±
18 meV for methanol. The methanol adsorbs more strongly than water, as for the hydroxyl-
terminated face, but in this case the adsorption is weaker, and we are in the physisorption
regime.
3.3 Evaluation of DFT XC functionals: Adsorption energies and
structures
We now examine how the various DFT XC functionals considered in this study perform for
water and methanol adsorption on the two faces of kaolinite.
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Table 2: Adsorption energy of water, E
H2O
ads , and of methanol, E
MeOH
ads , on the
hydroxyl-terminated face of kaolinite, and adsorption energy difference, ∆Eads =
E
H2O
ads −EMeOHads , between water and methanol, obtained with DMC and several DFT
XC functionals. The best performing functional is indicated in bold. All energy
values are in meV. Energies have been obtained on PBE-D3 optimized structures
but in parenthesis we also report the adsorption energies when geometries are
fully relaxed consistently for each GGA and GGA+vdW functional.
hydroxyl-terminated face
Method E
H2O
ads E
MeOH
ads ∆Eads
DMC -648±18 -694±18 46±25
LDA -1102 -1138 36
GGA functionals
PBE -607(-608) -614(-616) 7(8)
RPBE -360(-381) -354(-380) -6(-1)
hybrid functionals
PBE0 -599 -615 16
B3LYP -524 -528 4
GGA+vdW functionals
PBE-D2 -822(-826) -879(-882) 57(56)
PBE-D3 -767 -829 62
PBE+vdW(TS) -769(-764) -841(-833) 72(69)
vdW-DF -530(-566) -597(-635) 66(69)
vdW-DF2 -616(-641) -658(-686) 42(44)
optPBE-vdW -689(-699) -767(-779) 78(80)
optB86b-vdW -751(-752) -835(-836) 84(85)
hybrid+vdW functionals
PBE0-D3 -768 -840 72
B3LYP-D3 -776 -849 72
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I. Water adsorption on the hydroxyl-terminated face of kaolinite: In Table 2 and
Fig. 4 we summarize the adsorption energies obtained with the different density functionals.
At the GGA level PBE and RPBE give significantly different adsorption energies, with RPBE
providing a value that is roughly 50% that of PBE. In line with the smaller adsorption energy
we also see that the bonds the molecule makes with the surface with the RPBE functional
are considerably longer than what is obtained with PBE. Specifically, with RPBE the two
H-bonds accepted from the surface are 2.30 A˚ and 2.36 A˚, and the one donated is 1.81 A˚,
versus 2.03 A˚, 2.06 A˚ and 1.70 A˚ with PBE. Including dispersion interactions does not
drastically change the geometry of the adsorbed water monomer at the hydroxyl-terminated
face: the bond lengths at the PBE-D2, PBE-D3, PBE+vdW(TS) and opt-B86b-vdW level
are slightly shortened, but they remain within 0.05 A˚ of the PBE structure. PBE-D2 predicts
the shortest distance from the surface, and the shortest H-bonds. The other functionals give
H-bond lengths between the values provided by PBE and RPBE. From the shortest to the
longest interaction distance, the functionals are ranked in the following order: PBE-D2 <
PBE-D3 ∼ optb86b-vdW ∼ PBE+vdW(TS) < PBE < optPBE-vdW < vdW-DF2 < vdW-
DF < RPBE. This trend roughly follows the sequence of adsorption energy predicted by the
functionals and is also consistent with previous studies of DFT XC functionals for hydrogen
bonded systems.58,102–104 Relaxation from the PBE-D3 geometry (performed for all the GGA
and GGA+vdW functionals) results in rather small increases in adsorption energies. The
maximum difference is observed for vdW-DF, with an increase of 36 meV upon relaxation.
A comparison with the QMC adsorption energies shows that vdW-DF2 and optPBE-vdW
yield the best agreement, with the former providing a slightly underestimated adsorption en-
ergy (by −32 ± 18 meV) and the latter a slightly overestimated one (by 41 ± 18 meV). It
also appears that the two GGA functionals (PBE and RPBE), the two hybrid function-
als (PBE0 and B3LYP), and vdW-DF underestimate the interaction energy, whereas all
the other functionals (PBE-D2, PBE-D3, PBE+vdW(TS), optB86b-vdW, PBE0-D3 and
B3LYP-D3) overestimate the interaction. In particular, evaluations of the adsorption us-
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ing vdW-corrected hybrid functionals do not seem to improve significantly compared to the
GGA+vdW approaches.
Figure 4: Adsorption energies on kaolinite obtained by various XC functionals and DMC, for
water on the hydroxyl-face (H2O on AlOH, blue upper triangles), methanol on the hydroxyl-
face (MeOH on AlOH, red squares), water on the silicate-face (H2O on SiO2, cyan lower
triangles), and methanol on the silicate-face (MeOH on SiO2, orange diamonds). Filled
points represent the values with the reference structures (obtained using PBE-D3) and empty
points (reported only for GGA and GGA+vdW functionals) correspond to relaxed structures
for the specific functional. The solid lines are the reference DMC adsorption energies and
the shaded areas show the stochastic error.
II. Methanol adsorption on the hydroxyl-terminated face of kaolinite: A careful
investigation shows that the ordering of the functionals according to the H-bond lengths and
to the adsorption energy is almost the same as that observed for water. The only exception
is vdW-DF, which for methanol gives a larger adsorption energy than that obtained with
PBE. The comparison with DMC confirms, as for water, that the best performing functionals
are vdW-DF2 and optPBE-vdW. Again the GGA functionals and vdW-DF underestimate
the adsorption energy, while all the other functionals (PBE-D2, PBE-D3, PBE+vdW(TS),
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Figure 5: Difference in adsorption energy, between water and methanol on the hydroxyl-
terminated (left panel) and silicate-terminated (right panel) faces of kaolinite, as obtained
from various XC functionals and DMC. Positive values mean that methanol binds more
strongly than water. Filled points represent the values for the configurations optimized using
PBE-D3 and empty points (reported only for GGA and GGA+vdW functionals) correspond
to relaxed structures for the specific functional. The solid lines are the reference DMC
adsorption energies and the shaded areas show the stochastic error.
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optB86b-vdW, PBE0-D3 and B3LYP-D3) overestimate the interaction. As for the previous
system, vdW-corrected hybrid functionals do not seem to improve significantly with respect
the GGA+vdW approaches.
Before discussing adsorption on the silicate face of kaolinite, we briefly compare water
and methanol adsorption. An important finding from the results presented in Table 2 is
that, with the GGA functionals the adsorption energies of water and methanol are similar
(e.g. E
H2O
ads,PBE = −608 meV and EMeOHads,PBE = −616 meV), but upon inclusion of dispersion
interactions methanol is stabilized to a greater extent (e.g. E
H2O
ads,optPBE−vdW = −699 meV and
EMeOHads,optPBE−vdW = −779 meV). This is apparent in Fig. 5, where the difference in adsorption
between water and methanol is plotted. Therefore, even though the methyl group is con-
sidered a spectator, its vdW interaction with the surface is non-negligible and it is clearly
desirable to properly account for dispersion interactions in these systems. DMC confirms the
reliability of the vdW-inclusive functionals on this issue as DMC also finds that methanol
binds more strongly than water.
III. Water adsorption on the silicate-terminated face of kaolinite: In Table 3
we present the results from all the functionals for adsorption on the silicate-terminated
face. Irrespective of which functional is used the adsorption energies obtained are in the
physisorption regime. Consequently, the inclusion of vdW forces is expected to have a more
obvious impact than on the hydroxyl-terminated face.
As on the hydroxyl-terminated face, RPBE gives an adsorption energy that is notice-
ably less exothermic than PBE. In the case of the vdW-DFs we see an across-the-board
stabilization relative to the GGA functionals. Like at the hydroxyl-terminated face, vdW-
DF and vdW-DF2 give the weakest adsorption energy of the vdW-DFs. The PBE-D2 and
PBE+vdW(TS) functionals give the strongest overall adsorption energy, with 276 meV and
273 meV respectively, followed by optPBE-vdW, PBE-D3 and optB86b-vdW with values
close to 250 meV. Overall, the spread of the vdW-based evaluations is much smaller than
for the hydroxyl-terminated face. Whereas at the hydroxyl-terminated face the adsorption
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Table 3: Adsorption energy of water, E
H2O
ads , and of methanol, E
MeOH
ads , on the
silicate-terminated face of kaolinite, and adsorption energy difference, ∆Eads =
E
H2O
ads − EMeOHads , between water and methanol, obtained with DMC and several
DFT XC functionals. The best performing functionals are indicated in bold. All
energy values are in meV. Energies have been obtained on PBE-D3 optimized
structures but in parenthesis we also report the adsorption energies when ge-
ometries are fully relaxed consistently for each GGA and GGA+vdW functional.
silicate-terminated face
Method E
H2O
ads E
MeOH
ads ∆Eads
DMC -184±23 -250±18 66±29
LDA -295 -315 20
GGA functionals
PBE -85( -92) -93(-118) 8( 27)
RPBE 25( -41) 21(-185) 4(144)
hybrid functionals
PBE0 -75 -86 11
B3LYP -24 -19 -5
GGA+vdW functionals
PBE-D2 -262(-276) -331(-340) 69( 64)
PBE-D3 -248 -314 66
PBE+vdW(TS) -271(-273) -356(-362) 85( 89)
vdW-DF -183(-193) -297(-303) 115(110)
vdW-DF2 -210(-214) -292(-295) 82( 81)
optPBE-vdW -248(-252) -369(-372) 121(121)
optB86b-vdW -236(-238) -350(-358) 115(119)
hybrid+vdW functionals
PBE0-D3 -241 -311 69
B3LYP-D3 -273 -345 71
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structure was altered only moderately upon inclusion of vdW, at the silicate-terminated
face more significant changes are observed. Specifically, the GGA functionals predict the
molecule to be much further away from the surface than of the vdW inclusive functionals do.
This difference is also reflected in Fig. 4, if we consider the difference between the adsorp-
tion energies of the GGA functionals at the PBE-D3 geometry and when the structures are
relaxed. On the other hand, the geometries provided by the vdW-inclusive approaches are
in very good agreement with PBE-D3, so Eads evaluated on either the PBE-D3 geometry or
on the relaxed structures are similar.
Comparison with DMC supports the general reliability of the vdW-corrected and vdW-
inclusive approaches over the bare GGA and hybrid functionals. However, it also shows that
almost all the GGA+vdW and the two hybrid+vdW functionals overestimate the adsorption
energy. Similar overestimates have been seen recently for physisorbed water on hexagonal
boron-nitride.33 On this surface the best performance is seen for the vdW-DF and the vdW-
DF2 functionals, both of them being in agreement with DMC, given the DMC stochastic
error. It is also interesting to note that even though water still binds preferentially to the
hydroxyl-terminated face, the relative adsorption strengths are significantly altered: the ratio
E
H2O@AlOH
ads /E
H2O@SiO2
ads is 6.6 for PBE, 9.3 for RPBE, ca. 3 for the vdW-inclusive functionals,
and 3.5± 0.5 at the DMC level.
IV. Methanol adsorption on the silicate-terminated face of kaolinite: Similar
to water, we again expect dispersion interactions to play more of a role at the silicate-
terminated than at the hydroxyl-terminated face. Indeed, we again observe big differences
between functionals including or not the vdW interaction. In the most stable structure
found using the PBE-D3 functional there is no hydrogen bond-like interaction and methanol
is parallel to the surface of the slab (see Fig. 2D). The geometry at the GGA level has the
methanol molecule found at a much larger distance from the surface, as depicted in Fig. 3D.
As on the hydroxyl-terminated face, the degree of stabilization due to dispersion inter-
actions is greater for methanol than it is for water. At the GGA level, water and methanol
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bind with similar interaction strengths (methanol binds more strongly by 27 meV at the
PBE level), but when vdW is accounted in the functional we observe that methanol binds
more strongly by 64 meV (for PBE-D2) to 121 meV (for optPBE-vdW), as shown in Fig. 5.
The comparison with DMC shows that in this case the GGA functionals underestimate
the adsorption energy, and that all the GGA+vdW and hybrid+vdW functionals overesti-
mate Eads. The best agreement is again obtained for the vdW-DF and vdW-DF2 functionals,
the former overestimating the interaction by 47 ± 18 meV and the latter by 42 ± 18 meV.
The ratio EMeOH@AlOHads /E
MeOH@SiO2
ads is 5.2 for PBE, 2.1 for RPBE, between 2.1 and 2.6 for
the vdW-corrected and vdW-inclusive functionals, and 2.8± 0.2 at the DMC level.
4 Discussion and Conclusions
In this paper we have used QMC to examine the adsorption of water and methanol on
the hydroxyl- and silicate-terminated (001) faces of kaolinite. The QMC results on the
hydroxyl-terminated face have been obtained independently with two different fixed-node
projection QMC methods: DMC and LRDMC. The two methods differ in terms of algorithms
(DMC is based on a time-discretization approximation, LRDMC on a space-discretization
approximation), implementation (DMC calculations have been performed using the CASINO
code; LRDMC using the TurboRVB code) and setup (for instance, different PPs, basis
sets and Jastrow terms). Nonetheless both approaches produce results in good agreement,
with the small differences between the approaches coming within the stochastic error of the
evaluations.
QMC results indicate that both water and methanol adsorb on the hydroxyl-terminated
face, forming three H-bonds, with an interaction energy larger than 0.6 eV. The adsorption on
the silicate-terminated face is much weaker, smaller than 0.3 eV. In both cases the methanol
binds slightly more strongly than water.
As discussed, the QMC results provide a benchmark that can help to further understand-
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Figure 6: Molecular dynamics simulations of a water methanol mixture on the hydroxyl-
terminated face of kaolinite. Panel A: Snapshot of the simulation system, where the methanol
molecules are shown in red and the water molecules as glassy blue circles, and the kaolinite
slab is the same as in Fig. 1. The black lines show part of the periodic simulation cell
boundaries. Panel B: Density profiles of methanol above the kaolinite surface, for the eight
replicas with temperatures ranging from 275–310 K, obtained for values of ∆Eads (namely,
the difference between adsorption energy of water and methanol, see text) corresponding to
Lorentz-Bethelot, PBE and DMC. “z” is the distance from the average position of the top
layer of oxygen atoms in the kaolinite surface. It is clear that an appropriate choice of ∆Eads
can significantly affect the density of the water-methanol solution at the interface.
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ing of how other computationally cheaper methods perform for adsorption. Specifically, we
have compared them with the results provided by a selection of commonly used XC func-
tionals in DFT (covering GGA, hybrid, vdW-corrected GGA, vdW-corrected hybrid, and
vdW-inclusive functionals). This shows that the vdW-corrected and vdW-inclusive func-
tionals predict adsorption energies that are considerably larger than those calculated using
the bare GGA or hybrid functionals, but the degree of stabilization is system dependent.
As discussed, in the systems under consideration in this work the QMC references indicate
that bare GGA and hybrid based predictions are often underestimated, whereas approaches
that account for the vdW interaction yield results in qualitative agreement with QMC, al-
though the absolute value of the adsorption energy can be overestimated, particularly on
the silicate-terminated face. Overall, the best results are provided by vdW-DF2, and among
the vdW-corrected approaches we notice good performance from PBE-D3. Inclusion of exact
exchange does not appear to lead to any improvement for the systems considered here, for in-
stance results from PBE-D3 and PBE0-D3 are almost identical. The GGA+vdW functionals,
although based on GGA, perform better than the bare GGAs also in terms of geometries.
Indeed, on the silicate-terminated face (where the interaction is weaker) structure relax-
ation performed with the vdW-corrected and vdW-inclusive functionals leads to very similar
configurations, whereas with the GGAs the adsorbates sometimes strayed away from the
surface. Looking forward there certainly still seems to be scope for further improvements in
the treatment of these systems with DFT. Of the functional considered vdW-DF2 offers the
best performance but it does not convincingly deliver chemical accuracy for all four adsorp-
tion scenarios considered. Approaches such as Hamada’s revised vdW-DF2 functional105 or
Tkatchenko’s many body dispersion106 would be interesting to explore.
The comparison between the adsorption of water and methanol is also interesting. At the
GGA level there is very little difference in adsorption energies, whereas methanol becomes
more strongly bound when vdW interactions are accounted for. As clay minerals can cleanse
ground water through the uptake of pollutants, the relative adsorption energies with respect
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to water is a highly important quantity. Even for methanol, which is one of the simplest
organic molecules able to form a hydrogen bond, we see that including vdW interactions can
significantly alter the adsorption energy relative to water; on the hydroxyl-terminated face,
water and methanol bind with similar energies, but inclusion of dispersion forces tips the
balance in favor of methanol.
Before closing we note that we have examined the consequences of altering the relative
interaction strength of water and methanol with kaolinite through a series of classical molec-
ular dynamics simulations of liquid water-methanol solutions on kaolinite. The results of
these simulations are shown in Figs. 6A–6B. Specifically in Fig. 6B we show results obtained
with water and methanol interaction parameters that use standard Lorentz-Berthelot mix-
ing rules, values matching PBE or values matching DMC. As can be seen Fig. 6B, with the
DMC value of ∆Eads the adsorption of methanol yields a density profile with a much more
pronounced first peak compared to the ∆Eads corresponding to PBE or standard Lorentz-
Berthelot mixing rules. Thus we see that the standard approach for exploring aqueous
solutions at a clay surface with force fields leads to a rather poor description of the interface.
This effect is likely to become even more significant as the size of the organic tail of the
adsorbate increases and demonstrates the importance of an accurate modeling of dispersion
interactions when exploring wet interfaces of environmental relevance. The ability to accu-
rately incorporate non-local dispersion interactions is therefore extremely important if one
aims to model environmentally relevant adsorption processes on kaolinite and other clays.
Supporting Information Available
The following files are available free of charge. In Supporting Information we report
a detailed descriptions of the computational setups for the calculations performed in this
work. Moreover, in Table S1 of the Supporting Information we report the adsorption energy
obtained using a larger set of DFT functionals (including LDA, GGA, meta-GGA and hybrid
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type) and of vdW corrections. Finally, we report the structures, in .cif file format, used for
the DMC and LRDMC calculations.
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Supporting Information
We report here a detailed descriptions of the computational setups for the calculations per-
formed in this work. In particular, Section S1 is about DMC, Section S2 about LRDMC,
Section S3 about the finite-size effects in QMC, and Section S4 about DFT.
Moreover, in table S1 we report the adsorption energy obtained, for the reference PBE-D3
optimized structures (used for QMC), using several DFT functionals, including LDA, GGA,
meta-GGA and hybrid type. GGA functionals used include the Perdew-Burke-Ernzerhof
(PBE)67,68, RPBE69 and Becke-Lee-Yang-Parr (BLYP)107,108. SCAN is a meta-GGA func-
tional109. Hybrid functionals considered are the PBE070, HSE06110 and B3LYP71–74 func-
tionals. Van der Waals corrections were accounted in several different schemes. The first is
the D2 and D3 corrections of Grimme111,112, and in parenthesis BJ indicates a Becke and
Johnson damping (instead of the zero-dampling)77 and ATM indicates the use of a nonaddi-
tive three-body dispersion term of Axilrod-Teller-Muto type. The second is the corrections of
Tkatchenko and Scheffler (+vdW(TS))113, also with the self consitent screening (+vdW(TS-
scs))106. Results for the van der Waals functionals vdW-DF, vdW-DF2, optPBE-vdW and
optB86b-vdW are also reported79,80,82,83.
Finally, we provide the structures, in .cif file format, used for the DMC and LRDMC
calculations. As described in the main paper, these structures have been obtained through
a DFT-base relaxation, using the PBE-D3 functional.
S1 DMC setup
DMC calculations were performed using the CASINO code.114,115 A Slater-Jastrow wave-
function ansatz is used as a guiding function for the importance sampling DMC calculations.
Trail and Needs PPs116–118 are used for all atoms in the system. The Slater determinant is
obtained from DFT-LDA plane-wave calculations using PWSCF119 with a 600 Ry energy
cutoff. The resulting molecular orbitals were expanded in terms of B-splines.120 The Jas-
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Table S1: Adsorption Energy [meV] of water (W) and methanol (M) molecules
on the hydroxyl-terminated (AlOH) and silicate-terminated (SiO2) faces of kaoli-
nite. All evaluations have been performed on the reference structures obtained
from PBE-D3 based relaxation, and used also for the DMC calculations. Func-
tionals are defined in the text.
W@AlOH M@AlOH W@SiO2 M@SiO2
LDA -1102 -1138 -295 -315
PBE -607 -614 -85 -93
PBE-D2 -822 -879 -262 -331
PBE-D3 -767 -828 -248 -314
PBE-D3(ATM) -757 -814 -241 -300
PBE-D3(BJ) -766 -827 -245 -313
PBE-D3(BJ,ATM) -757 -812 -237 -299
PBE+vdW(TS) -769 -841 -271 -356
RPBE -360 -354 25 21
RPBE-D3 -697 -749 -261 -328
RPBE-D3(ATM) -688 -735 -253 -314
RPBE-D3(BJ) -721 -783 -266 -343
RPBE-D3(BJ,ATM) -712 -768 -258 -330
BLYP -470 -463 10 24
BLYP-D2 -815 -888 -273 -357
BLYP-D3 -764 -830 -293 -368
BLYP-D3(ATM) -755 -816 -285 -354
BLYP-D3(BJ) -756 -832 -276 -359
BLYP-D3(BJ,ATM) -747 -817 -268 -345
vdW-DF -530 -597 -183 -297
vdW-DF2 -616 -658 -210 -292
optPBE-vdW -689 -767 -248 -369
optB86b-vdW -751 -835 -236 -350
SCAN -707 -728 -160 -181
SCAN-D3 -777 -838 -226 -284
SCAN-D3(ATM) -768 -823 -218 -270
SCAN-D3(BJ) -805 -866 -258 -322
SCAN-D3(BJ,ATM) -796 -852 -250 -308
PBE0 -599 -615 -75 -86
PBE0-D2 -771 -827 -217 -277
PBE0-D3 -768 -840 -241 -311
PBE0-D3(ATM) -759 -825 -233 -297
PBE0-D3(BJ) -750 -823 -233 -307
PBE0-D3(BJ,ATM) -741 -808 -225 -293
PBE0+vdW(TS-scs) -784 -869 -255 -333
HSE06 -596 -608 -70 -73
HSE06-D3 -716 -776 -203 -255
HSE06-D3(ATM) -707 -762 -195 -242
HSE06-D3(BJ) -736 -809 -221 -294
HSE06-D3(BJ,ATM) -727 -794 -213 -280
HSE06+vdW(TS) -758 -835 -255 -335
B3LYP -524 -528 -24 -19
B3LYP-D2 -826 -900 -272 -352
B3LYP-D3 -776 -849 -273 -345
B3LYP-D3(ATM) -767 -834 -265 -331
B3LYP-D3(BJ) -764 -840 -265 -343
B3LYP-D3(BJ,ATM) -755 -826 -257 -330
B3LYP+vdW(TS-scs) -799 -893 -278 -343
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trow factor contains electron-electron, electron-nucleus, and electron-electron-nucleus terms,
which have been optimized, within a variational Monte Carlo (VMC) scheme, via minimiza-
tion of the VMC variance. The DMC calculations were performed within the fixed-node
approximation and non-local terms in the PPs were handled by using the locality approxi-
mation. Umrigar et al.’s scheme121 for the branching-drift-diffusion process is adopted, with
a time-step τ of 0.005 a.u. The adsorption energies were evaluated using the complex-minus-
far method, see Eq. 2 in main paper. For the calculation of Eslab+M@X and Eslab−M we used
2D periodicity (Ewald summation in two dimensions), as implemented in CASINO, and
the Eslab−M has been evaluated with the molecule M > 16 A˚ from the slab of kaolinite.The
reliability of this setup for evaluations of weak interactions in similar systems has already
been assessed in previous studies.29–36,39,58,59
This choice of the complex-minus-far method is explained by two considerations: (i)
DMC calculations (as well as any many-body electronic structure method) are affected by
size-effects due to the periodicity of the system that are much larger that those of DFT, and
they are sizeable also in the big supercells considered here;60–63 and (ii) DMC simulations
with finite time step τ , with the commonly adopted Umrigar et al.’s modifications121 of the
Green function in the proximity of the nodal surface, will result in a violation of the size-
consistency, that is recovered only in the limit of τ → 0.1 A complete τ → 0 extrapolation
is out of the reach for the big systems considered here, but we verified in a model subsystem
that τ = 0.005 a.u. gives a finite time-step error on the estimated EM−Xads that can be
considered as negligible. In particular, the finite time-step error on EM−Xads is negligible in
comparison with the ca. 20 meV stochastic error of the evaluation, provided that we use the
complex-minus-far method, which benefits from an almost perfect error cancellation. The
complex-minus-fragments method is instead much more affected by the finite time-step bias,
so it would require a τ that is at least one order of magnitude smaller.
1 It is worth mentioning that in a recent work55 the size-consistency issue of DMC at finite τ has been
considerably improved by introducing an improved branching-drift-diffusion algorithm, so that now much
larger τ can be used. However, the calculations presented here were performed before the aforementioned
developments.
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For each configuration considered, we used a target population of 204,800 walkers across
20,480 physical nodes (1280 computational nodes on Titan supercomputer) and we simulated
more that 15,000 DMC time steps: the first 1,000 for equilibration; the remaining averaged
using the “blocking” method122 with a bin of 512. This setup guarantees evaluations of the
absolute energy of each configuration with an associated stochastic error of ∼ 13 meV, giving
an error of ∼ 20 meV on the adsorption energies.
S2 LRDMC setup
The LRDMC results reported have been obtained with the TurboRVB package developed
by Sorella and coworkers.123 The setup for the LRDMC calculations slightly differs from that
of the DMC calculations as a consequence of the different implementations of the algorithms
in TurboRVB and CASINO. The main differences are in the variational wave function:
orbitals in TurboRVB are expressed in terms of localized basis functions (of Gaussian,
Slater and other types), and the Jastrow factor is parametrized differently. The wave function
ansatz implemented in TurboRVB is the Jastrow Antisymmetrized Geminal Power, which
includes the Slater-Jastrow ansatz as a special case.124 Moreover, the parameters of the
variational wave function (to be used as the guiding function for the LRDMC calculation)
are optimized in order to minimize the variational energy. For a more detailed description
of the wave function implemented in TurboRVB see Ref. 124.
In this work we have used a Slater-Jastrow wave function. Core electrons of C, O, Al
and Si atoms have been described via scalar-relativistic energy-consistent Hartree-Fock PPs
of Burkatzki et al.125 Consistent with the choice of the PP, the basis set has been obtained
starting from the Burkatzki et al. VTZ basis set.126 For use in the TurboRVB package,
we have uncontracted the basis set and removed the almost redundant exponents and those
too small or too large in value (keeping these would imply a much slower and inefficient
optimization of the wave-function parameters, with an almost negligible energy gain), ob-
31
taining (7s,2p) for the H atoms, (11s,11p,2d) for C, (10s,11p,2d) for O, (11s,11p,2d,1f) for
Al and Si. The coefficients of the molecular orbitals have then been optimized by performing
a DFT-LDA calculation, using the DFT code included in the TurboRVB package.127 The
Jastrow factor used here consists of both homogeneous and non-homogeneous terms that ac-
count for the electron-electron, electron-nucleus and electron-electron-nucleus interactions.
The non-homogeneous terms are expressed in terms of atomic orbitals, which are expanded
in terms of (2s,2p) basis for H atoms, (3s,2p,1d) for C and O atoms, (3s,2p,2d) for Al and Si
atoms. The exponents of the Jastrow atomic orbitals have been fixed to the values obtained
from the optimization in a smaller model system. All the other parameters of the Jastrow
factor have been optimized for each specific configuration. In the LRDMC we used a mesh
a of 0.4 a.u.
Since we are evaluating the adsorption energy in weakly interacting systems, we expect
that the above setup leads to unbiased results, in particular with respect to the choice of
the basis set and the LRDMC mesh a. See e.g. Ref. 39 for results on the water dimer.
However, here we have also checked directly whether the above setup leads to unbiased
results for the kaolinite plus water/methanol system, by performing tests on model systems
(i.e., a molecule bound to a cluster representing kaolinite). We observed that the adsorption
energies obtained with a = 0.4 a.u. are the same, within error bars, as those obtained with
a = 0.1 and 0.2 a.u. Moreover, by performing additional calculations with different basis
sets, we ascertained that with the chosen setup we have no basis-set bias at the LRDMC
level.
TurboRVB allows one to perform calculations with open conditions or with 3D pe-
riodic boundary conditions. Unfortunately, 2D periodic boundary conditions are not yet
implemented in the code. This makes the use of the complex-minus-far evaluation of the
adsorption energy problematic. On the other hand, LRDMC is size consistent for any mesh
a. Thus, we have chosen the complex-minus-fragments approach here, see Eq. 1 in the main
paper. As described in Section S3, we have used the KZK method to evaluate the finite-size
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effects (Table S2) and LRDMC evaluations have been corrected accordingly. The effect of the
dipole interactions perpendicular to the slab have been corrected on the basis of DFT-based
estimates of the effect. Namely, in the reported LRDMC calculations there is a vacuum be-
tween the slabs of ∼ 15 A˚, for which DFT predicts that the adsorption energy without dipole
correction would result in a 36 meV underestimation for water on the hydroxyl-terminated
face, and a 38 meV underestimation for methanol.
S3 Finite-size effects in QMC
FSEs in our QMC evaluations have been evaluated using the KZK method.62 This method
is pretty simple and computationally cheap: we have to perform two DFT calculations for
each complex considered, the first with the LDA functional and the second with the KZK
functional (which mimics the FSE in many-body electronic structure calculations). The
difference between the two evaluations provides an estimate of the FSE in QMC. KZK
corrections have been calculated using the implementation in PWSCF119 due to E. Sola, as
reported in Ref. 128, with the setup previously described to generate the Slater determinant
of the guiding function. In this way we have seen that FSEs are relatively large in the
absolute energy of the complexes (KZK predicts an underestimation of ∼ 1.3 eV on the
absolute energy), but there is a huge error cancellation in the evaluation of the adsorption
energy: according to KZK the QMC evaluation with the complex-minus-far method leads
to an underestimate
∣∣EM@Xads ∣∣ of 12 - 17 meV, depending on the surface and on the molecule
considered (Table S2). On the other hand, if the complex-minus-fragments method is used,
error cancellation is slightly worse and the correction has the opposite sign:
∣∣∣EH2O@Xads ∣∣∣ is
overestimated by ∼ 35 meV (X being either the hydroxyl-terminated face, AlOH, or the
silicate-terminated face, SiO2), whereas
∣∣EMeOH@Xads ∣∣ is overestimated by ∼ 75 meV. Thus,
the complex-minus-far method is to be preferred in terms of FSEs.
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Table S2: The following table summarizes the KZK62 evaluations of the FSE on
the adsorption energy of the different systems considered, either by using the
complex-minus-fragments evaluation, Eq. 1 in the main paper, or the complex-
minus-far, Eq. 2 in the main paper. Here, a positive value implies that the
absolute value of EM@Xads is overestimated if the bare QMC value is taken; a
negative value indicates an underestimation.
complex-minus-
fragments far
Eq. 1 Eq. 2
H2O@AlOH +35 -16
MeOH@AlOH +73 -17
H2O@SiO2 +38 -12
MeOH@SiO2 +76 -14
S4 DFT setup
DFT calculations were performed using the plane-wave code VASP 5.4.129–132 Calculations
using the van der Waals density functionals were carried out self-consistently using the
approach of Roma´n-Pe´rez and Soler133 as implemented in VASP by Klimesˇ et al..83 Electron-
core interactions were described using the projector-augmented wave134,135 (PAW) potentials
supplied with VASP. PBE PAW potentials for all functionals were used, with the exception
of LDA where LDA PAW was used. It has been shown on a range of systems for the vdW
functionals that this approximation with the PAW potentials does not introduce significant
errors in the energies and structures.83,136
Adsorption energies were evaluated using the complex-minus-fragments method, see Eq. 1
in the main paper, because we have close-shell systems, where DFT is exactly size-consistent,
and the system is large enough to have negligible size-effects. EM was calculated at the Γ-
point by isolating a single molecule in a 20 × 20 × 20 A˚ box. For the calculation of Eslab
and Eslab+M@X we used three dimensional periodicity with a vacuum region between slabs
of ca. 15 A˚, and the dipole interaction across the slab was corrected with the scheme of
Neugebauer and Scheffler,137,138 in order to mimic a 2D system, and Γ-point sampling of
reciprocal space. For all adsorption calculations, a plane-wave energy cut-off of 500 eV
34
was used. During structure optimizations all atoms were fully relaxed until the forces were
reduced below 10−3 eV/A˚.
35
# water molecule
data_water
_symmetry_Int_Tables_number 1
_cell_length_a 20.000000
_cell_length_b 20.000000
_cell_length_c 20.000000
_cell_angle_alpha 90.000000
_cell_angle_beta 90.000000
_cell_angle_gamma 90.000000
loop_
_symmetry_equiv_pos_site_id
_symmetry_equiv_pos_as_xyz
1 x,y,z
loop_
_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_occupancy
O1 O 0.16139 0.22133 0.33630 1.0000
H1 H 0.14296 0.20583 0.37851 1.0000
H2 H 0.14227 0.19157 0.30298 1.0000
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# methanol molecule
data_methanol
_symmetry_Int_Tables_number 1
_cell_length_a 20.000000
_cell_length_b 20.000000
_cell_length_c 20.000000
_cell_angle_alpha 90.000000
_cell_angle_beta 90.000000
_cell_angle_gamma 90.000000
loop_
_symmetry_equiv_pos_site_id
_symmetry_equiv_pos_as_xyz
1 x,y,z
loop_
_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_occupancy
O1 O 0.15721 0.22210 0.33789 1.0000
H1 H 0.14581 0.19214 0.30141 1.0000
H2 H 0.06137 0.21459 0.38181 1.0000
H3 H 0.12872 0.24160 0.43372 1.0000
H4 H 0.12187 0.15537 0.41185 1.0000
C1 C 0.11476 0.20696 0.39355 1.0000
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# Kaolinite slab
data_KAOslab
_symmetry_Int_Tables_number 1
_cell_length_a 10.384527
_cell_length_b 9.011475
_cell_length_c 22.250826
_cell_angle_alpha 90.000000
_cell_angle_beta 90.000000
_cell_angle_gamma 90.000000
loop_
_symmetry_equiv_pos_site_id
_symmetry_equiv_pos_as_xyz
1 x,y,z
loop_
_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_occupancy
Al1 Al 0.14470 0.49573 0.15530 1.0000
Al2 Al 0.14194 0.83066 0.15527 1.0000
Al3 Al 0.39470 0.99573 0.15530 1.0000
Al4 Al 0.39194 0.33066 0.15527 1.0000
Al5 Al 0.64470 0.49573 0.15530 1.0000
Al6 Al 0.64194 0.83066 0.15527 1.0000
Al7 Al 0.89470 0.99573 0.15530 1.0000
Al8 Al 0.89194 0.33066 0.15527 1.0000
Si1 Si 0.06153 0.34406 0.03339 1.0000
Si2 Si 0.06981 0.67178 0.03336 1.0000
Si3 Si 0.31153 0.84406 0.03339 1.0000
Si4 Si 0.31981 0.17178 0.03336 1.0000
Si5 Si 0.56153 0.34406 0.03339 1.0000
Si6 Si 0.56981 0.67178 0.03336 1.0000
Si7 Si 0.81153 0.84406 0.03339 1.0000
Si8 Si 0.81981 0.17178 0.03336 1.0000
O1 O 0.04590 0.35865 0.10686 1.0000
O2 O 0.08879 0.66353 0.10683 1.0000
O3 O 0.09137 0.50668 0.00490 1.0000
O4 O 0.17404 0.22476 0.01699 1.0000
O5 O 0.17675 0.78321 0.00480 1.0000
O6 O 0.29590 0.85865 0.10686 1.0000
O7 O 0.33879 0.16353 0.10683 1.0000
O8 O 0.34137 0.00668 0.00490 1.0000
O9 O 0.42404 0.72476 0.01699 1.0000
O10 O 0.42675 0.28321 0.00480 1.0000
O11 O 0.04652 0.96964 0.10954 1.0000
O12 O 0.45538 0.16288 0.19990 1.0000
O13 O 0.98712 0.47498 0.19984 1.0000
O14 O 0.98506 0.84663 0.20102 1.0000
O15 O 0.29652 0.46964 0.10954 1.0000
O16 O 0.20538 0.66288 0.19990 1.0000
O17 O 0.23712 0.97498 0.19984 1.0000
O18 O 0.23506 0.34663 0.20102 1.0000
O19 O 0.54590 0.35865 0.10686 1.0000
O20 O 0.58879 0.66353 0.10683 1.0000
O21 O 0.59137 0.50668 0.00490 1.0000
O22 O 0.67404 0.22476 0.01699 1.0000
O23 O 0.67675 0.78321 0.00480 1.0000
O24 O 0.79590 0.85865 0.10686 1.0000
O25 O 0.83879 0.16353 0.10683 1.0000
O26 O 0.84137 0.00668 0.00490 1.0000
O27 O 0.92404 0.72476 0.01699 1.0000
O28 O 0.92675 0.28321 0.00480 1.0000
O29 O 0.54652 0.96964 0.10954 1.0000
O30 O 0.95538 0.16288 0.19990 1.0000
O31 O 0.48712 0.47498 0.19984 1.0000
O32 O 0.48506 0.84663 0.20102 1.0000
O33 O 0.79652 0.46964 0.10954 1.0000
O34 O 0.70538 0.66288 0.19990 1.0000
O35 O 0.73712 0.97498 0.19984 1.0000
O36 O 0.73506 0.34663 0.20102 1.0000
H1 H 0.08797 0.05188 0.08919 1.0000
H2 H 0.45862 0.16200 0.24326 1.0000
H3 H 0.98379 0.47943 0.24316 1.0000
H4 H 0.43751 0.75333 0.20231 1.0000
H5 H 0.33797 0.55188 0.08919 1.0000
H6 H 0.20861 0.66200 0.24326 1.0000
H7 H 0.23379 0.97944 0.24315 1.0000
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H8 H 0.18751 0.25333 0.20231 1.0000
H9 H 0.58797 0.05188 0.08919 1.0000
H10 H 0.95860 0.16200 0.24326 1.0000
H11 H 0.48379 0.47943 0.24316 1.0000
H12 H 0.93751 0.75333 0.20231 1.0000
H13 H 0.83797 0.55188 0.08919 1.0000
H14 H 0.70861 0.66200 0.24326 1.0000
H15 H 0.73380 0.97942 0.24316 1.0000
H16 H 0.68751 0.25333 0.20231 1.0000
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# Kaolinite slab + 1 water at AlOH
data_AlOH+W
_symmetry_Int_Tables_number 1
_cell_length_a 10.384527
_cell_length_b 9.011475
_cell_length_c 22.250826
_cell_angle_alpha 90.000000
_cell_angle_beta 90.000000
_cell_angle_gamma 90.000000
loop_
_symmetry_equiv_pos_site_id
_symmetry_equiv_pos_as_xyz
1 x,y,z
loop_
_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_occupancy
Al1 Al 0.14572 0.49631 0.15560 1.0000
Al2 Al 0.13591 0.83014 0.15686 1.0000
Al3 Al 0.38792 0.99569 0.15503 1.0000
Al4 Al 0.39838 0.32793 0.15529 1.0000
Al5 Al 0.64615 0.49650 0.15677 1.0000
Al6 Al 0.63612 0.83040 0.15517 1.0000
Al7 Al 0.88697 0.99664 0.15555 1.0000
Al8 Al 0.89416 0.32876 0.15696 1.0000
Si1 Si 0.06027 0.34270 0.03414 1.0000
Si2 Si 0.06643 0.67123 0.03420 1.0000
Si3 Si 0.30754 0.84349 0.03416 1.0000
Si4 Si 0.31668 0.17140 0.03359 1.0000
Si5 Si 0.56059 0.34305 0.03344 1.0000
Si6 Si 0.56681 0.67089 0.03381 1.0000
Si7 Si 0.80777 0.84363 0.03385 1.0000
Si8 Si 0.81709 0.17168 0.03405 1.0000
O1 O 0.04871 0.35378 0.10797 1.0000
O2 O 0.08554 0.66233 0.10762 1.0000
O3 O 0.08838 0.50611 0.00604 1.0000
O4 O 0.17215 0.22484 0.01549 1.0000
O5 O 0.17297 0.78273 0.00531 1.0000
O6 O 0.28947 0.85954 0.10744 1.0000
O7 O 0.33241 0.16435 0.10721 1.0000
O8 O 0.33885 0.00574 0.00560 1.0000
O9 O 0.42033 0.72372 0.01851 1.0000
O10 O 0.42509 0.28198 0.00579 1.0000
O11 O 0.04181 0.97011 0.11110 1.0000
O12 O 0.45249 0.15700 0.20115 1.0000
O13 O 0.99614 0.46321 0.20134 1.0000
O14 O 0.97613 0.84603 0.20082 1.0000
O15 O 0.29793 0.46861 0.11091 1.0000
O16 O 0.20064 0.66425 0.20058 1.0000
O17 O 0.22945 0.98055 0.20185 1.0000
O18 O 0.24370 0.34713 0.20337 1.0000
O19 O 0.31793 0.50780 0.29778 1.0000
O20 O 0.54903 0.35564 0.10711 1.0000
O21 O 0.58739 0.66159 0.10711 1.0000
O22 O 0.58838 0.50623 0.00503 1.0000
O23 O 0.67242 0.22441 0.01561 1.0000
O24 O 0.67300 0.78324 0.00500 1.0000
O25 O 0.79036 0.85898 0.10722 1.0000
O26 O 0.83312 0.16477 0.10758 1.0000
O27 O 0.83922 0.00624 0.00580 1.0000
O28 O 0.92044 0.72405 0.01810 1.0000
O29 O 0.92484 0.28278 0.00613 1.0000
O30 O 0.54084 0.96827 0.10913 1.0000
O31 O 0.94273 0.15777 0.20305 1.0000
O32 O 0.49242 0.46912 0.20034 1.0000
O33 O 0.47755 0.84342 0.19956 1.0000
O34 O 0.79856 0.47105 0.11157 1.0000
O35 O 0.70418 0.66798 0.20153 1.0000
O36 O 0.72581 0.98081 0.20041 1.0000
O37 O 0.74310 0.35774 0.20324 1.0000
H1 H 0.08347 0.05041 0.08963 1.0000
H2 H 0.54442 0.14179 0.20692 1.0000
H3 H 0.97003 0.50916 0.23850 1.0000
H4 H 0.43035 0.74998 0.20012 1.0000
H5 H 0.33870 0.55206 0.09103 1.0000
H6 H 0.22698 0.65502 0.24237 1.0000
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H7 H 0.24703 0.96039 0.24386 1.0000
H8 H 0.20421 0.24999 0.20838 1.0000
H9 H 0.30872 0.46548 0.33763 1.0000
H10 H 0.28393 0.43190 0.26859 1.0000
H11 H 0.58085 0.04622 0.08564 1.0000
H12 H 0.02510 0.14579 0.22270 1.0000
H13 H 0.46928 0.49269 0.24163 1.0000
H14 H 0.92584 0.75488 0.20258 1.0000
H15 H 0.84016 0.55412 0.09188 1.0000
H16 H 0.68596 0.66634 0.24419 1.0000
H17 H 0.73951 0.96439 0.24297 1.0000
H18 H 0.70795 0.27353 0.22449 1.0000
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# Kaolinite slab + water at SiO2
data_SiO2+W
_symmetry_Int_Tables_number 1
_cell_length_a 10.384527
_cell_length_b 9.011475
_cell_length_c 22.250826
_cell_angle_alpha 90.000000
_cell_angle_beta 90.000000
_cell_angle_gamma 90.000000
loop_
_symmetry_equiv_pos_site_id
_symmetry_equiv_pos_as_xyz
1 x,y,z
loop_
_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_occupancy
Al1 Al 0.34494 0.47202 0.59779 1.0000
Al2 Al 0.34550 0.80745 0.59805 1.0000
Al3 Al 0.59946 0.97205 0.59703 1.0000
Al4 Al 0.59381 0.30859 0.59651 1.0000
Al5 Al 0.84692 0.47407 0.59645 1.0000
Al6 Al 0.84800 0.80630 0.59697 1.0000
Al7 Al 0.09764 0.97474 0.59829 1.0000
Al8 Al 0.09436 0.30672 0.59685 1.0000
Si1 Si 0.26537 0.31908 0.47519 1.0000
Si2 Si 0.27234 0.64832 0.47582 1.0000
Si3 Si 0.51447 0.81984 0.47540 1.0000
Si4 Si 0.52354 0.14750 0.47476 1.0000
Si5 Si 0.76535 0.32042 0.47501 1.0000
Si6 Si 0.77299 0.64823 0.47498 1.0000
Si7 Si 0.01538 0.81978 0.47575 1.0000
Si8 Si 0.02332 0.14733 0.47520 1.0000
O1 O 0.25025 0.33147 0.54851 1.0000
O2 O 0.29007 0.64073 0.54925 1.0000
O3 O 0.29484 0.48295 0.44711 1.0000
O4 O 0.37890 0.20231 0.45758 1.0000
O5 O 0.37943 0.75908 0.44717 1.0000
O6 O 0.49910 0.83520 0.54896 1.0000
O7 O 0.54280 0.14029 0.54824 1.0000
O8 O 0.54531 0.98223 0.44686 1.0000
O9 O 0.62708 0.70068 0.45972 1.0000
O10 O 0.63063 0.25932 0.44584 1.0000
O11 O 0.25004 0.94710 0.55250 1.0000
O12 O 0.15629 0.14351 0.64189 1.0000
O13 O 0.18757 0.44910 0.64315 1.0000
O14 O 0.19238 0.83436 0.64502 1.0000
O15 O 0.49790 0.44779 0.55153 1.0000
O16 O 0.40536 0.63911 0.64270 1.0000
O17 O 0.44354 0.95207 0.64190 1.0000
O18 O 0.43704 0.32191 0.64224 1.0000
O19 O 0.51495 0.47869 0.34562 1.0000
O20 O 0.74774 0.33569 0.54828 1.0000
O21 O 0.79290 0.64013 0.54852 1.0000
O22 O 0.79543 0.48300 0.44667 1.0000
O23 O 0.87738 0.20049 0.45888 1.0000
O24 O 0.87996 0.76057 0.44725 1.0000
O25 O 0.00181 0.83324 0.54934 1.0000
O26 O 0.04070 0.13964 0.54872 1.0000
O27 O 0.04530 0.98220 0.44716 1.0000
O28 O 0.12658 0.69931 0.45869 1.0000
O29 O 0.13021 0.25905 0.44674 1.0000
O30 O 0.75217 0.94813 0.55227 1.0000
O31 O 0.66236 0.14095 0.64267 1.0000
O32 O 0.68890 0.45446 0.64117 1.0000
O33 O 0.69055 0.82226 0.64212 1.0000
O34 O 0.99969 0.44678 0.55111 1.0000
O35 O 0.91385 0.63793 0.64223 1.0000
O36 O 0.94427 0.94201 0.64450 1.0000
O37 O 0.93427 0.32447 0.64144 1.0000
H1 H 0.43587 0.49030 0.36860 1.0000
H2 H 0.56271 0.40337 0.36764 1.0000
H3 H 0.29371 0.03197 0.53517 1.0000
H4 H 0.64106 0.14224 0.68505 1.0000
H5 H 0.13288 0.53615 0.64680 1.0000
H6 H 0.64211 0.72970 0.64444 1.0000
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H7 H 0.53957 0.53111 0.53199 1.0000
H8 H 0.40122 0.63497 0.68605 1.0000
H9 H 0.43696 0.95803 0.68512 1.0000
H10 H 0.38879 0.22929 0.64480 1.0000
H11 H 0.79145 0.02621 0.52857 1.0000
H12 H 0.15692 0.14701 0.68527 1.0000
H13 H 0.68856 0.45203 0.68458 1.0000
H14 H 0.14078 0.75647 0.66274 1.0000
H15 H 0.03868 0.52300 0.52633 1.0000
H16 H 0.89666 0.64275 0.68496 1.0000
H17 H 0.89743 0.01709 0.66646 1.0000
H18 H 0.87914 0.23718 0.64143 1.0000
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# Kaolinite slab + 1 methanol at AlOH
data_AlOH+M
_symmetry_Int_Tables_number 1
_cell_length_a 10.384527
_cell_length_b 9.011475
_cell_length_c 22.250826
_cell_angle_alpha 90.000000
_cell_angle_beta 90.000000
_cell_angle_gamma 90.000000
loop_
_symmetry_equiv_pos_site_id
_symmetry_equiv_pos_as_xyz
1 x,y,z
loop_
_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_occupancy
Al1 Al 0.14576 0.49695 0.15682 1.0000
Al2 Al 0.13620 0.83081 0.15827 1.0000
Al3 Al 0.38826 0.99635 0.15634 1.0000
Al4 Al 0.39861 0.32858 0.15643 1.0000
Al5 Al 0.64618 0.49724 0.15812 1.0000
Al6 Al 0.63646 0.83107 0.15645 1.0000
Al7 Al 0.88729 0.99738 0.15689 1.0000
Al8 Al 0.89426 0.32946 0.15834 1.0000
Si1 Si 0.06062 0.34334 0.03547 1.0000
Si2 Si 0.06664 0.67194 0.03554 1.0000
Si3 Si 0.30782 0.84413 0.03548 1.0000
Si4 Si 0.31704 0.17200 0.03483 1.0000
Si5 Si 0.56096 0.34371 0.03471 1.0000
Si6 Si 0.56711 0.67158 0.03511 1.0000
Si7 Si 0.80806 0.84432 0.03514 1.0000
Si8 Si 0.81747 0.17235 0.03538 1.0000
O1 O 0.04890 0.35433 0.10929 1.0000
O2 O 0.08555 0.66311 0.10898 1.0000
O3 O 0.08872 0.50681 0.00742 1.0000
O4 O 0.17255 0.22559 0.01678 1.0000
O5 O 0.17323 0.78338 0.00665 1.0000
O6 O 0.28976 0.86018 0.10877 1.0000
O7 O 0.33273 0.16493 0.10845 1.0000
O8 O 0.33918 0.00632 0.00687 1.0000
O9 O 0.42057 0.72427 0.01984 1.0000
O10 O 0.42551 0.28255 0.00704 1.0000
O11 O 0.04222 0.97089 0.11252 1.0000
O12 O 0.94257 0.15853 0.20438 1.0000
O13 O 0.99667 0.46313 0.20290 1.0000
O14 O 0.97623 0.84676 0.20219 1.0000
O15 O 0.29802 0.46932 0.11210 1.0000
O16 O 0.20059 0.66472 0.20193 1.0000
O17 O 0.23000 0.98091 0.20323 1.0000
O18 O 0.24377 0.34761 0.20436 1.0000
O19 O 0.32008 0.50831 0.29792 1.0000
O20 O 0.54933 0.35624 0.10837 1.0000
O21 O 0.58776 0.66230 0.10841 1.0000
O22 O 0.58878 0.50692 0.00633 1.0000
O23 O 0.67284 0.22510 0.01692 1.0000
O24 O 0.67326 0.78397 0.00629 1.0000
O25 O 0.79074 0.85963 0.10852 1.0000
O26 O 0.83342 0.16546 0.10892 1.0000
O27 O 0.83959 0.00693 0.00712 1.0000
O28 O 0.92066 0.72467 0.01936 1.0000
O29 O 0.92521 0.28342 0.00744 1.0000
O30 O 0.54113 0.96887 0.11040 1.0000
O31 O 0.45282 0.15774 0.20242 1.0000
O32 O 0.49249 0.46964 0.20156 1.0000
O33 O 0.47790 0.84405 0.20088 1.0000
O34 O 0.79878 0.47179 0.11299 1.0000
O35 O 0.70450 0.66866 0.20291 1.0000
O36 O 0.72596 0.98140 0.20166 1.0000
O37 O 0.74314 0.35863 0.20455 1.0000
H1 H 0.08411 0.05156 0.09137 1.0000
H2 H 0.02361 0.14725 0.22523 1.0000
H3 H 0.96819 0.51351 0.23872 1.0000
H4 H 0.43056 0.75071 0.20132 1.0000
H5 H 0.33868 0.55257 0.09204 1.0000
H6 H 0.22846 0.65515 0.24354 1.0000
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H7 H 0.24753 0.96106 0.24527 1.0000
H8 H 0.20417 0.25066 0.20974 1.0000
H9 H 0.28518 0.43487 0.26800 1.0000
H10 H 0.21075 0.42564 0.37009 1.0000
H11 H 0.35398 0.52546 0.38850 1.0000
H12 H 0.36530 0.34050 0.35995 1.0000
H13 H 0.58113 0.04688 0.08693 1.0000
H14 H 0.54484 0.14278 0.20802 1.0000
H15 H 0.46691 0.49571 0.24238 1.0000
H16 H 0.92549 0.75595 0.20387 1.0000
H17 H 0.84027 0.55464 0.09310 1.0000
H18 H 0.68550 0.66707 0.24550 1.0000
H19 H 0.73942 0.96524 0.24424 1.0000
H20 H 0.70816 0.27500 0.22623 1.0000
C1 C 0.31163 0.44589 0.35679 1.0000
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# Kaolinite slab + methanol at SiO2
data_SiO2+M
_symmetry_Int_Tables_number 1
_cell_length_a 10.384527
_cell_length_b 9.011475
_cell_length_c 22.250826
_cell_angle_alpha 90.000000
_cell_angle_beta 90.000000
_cell_angle_gamma 90.000000
loop_
_symmetry_equiv_pos_site_id
_symmetry_equiv_pos_as_xyz
1 x,y,z
loop_
_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_occupancy
Al1 Al 0.34955 0.47089 0.55292 1.0000
Al2 Al 0.33739 0.80651 0.55226 1.0000
Al3 Al 0.58833 0.97216 0.55153 1.0000
Al4 Al 0.59787 0.30477 0.55258 1.0000
Al5 Al 0.84959 0.47072 0.55322 1.0000
Al6 Al 0.83727 0.80591 0.55265 1.0000
Al7 Al 0.08856 0.97223 0.55199 1.0000
Al8 Al 0.09794 0.30455 0.55286 1.0000
Si1 Si 0.26199 0.31881 0.43025 1.0000
Si2 Si 0.26742 0.64674 0.43099 1.0000
Si3 Si 0.50895 0.81930 0.43005 1.0000
Si4 Si 0.51872 0.14741 0.43012 1.0000
Si5 Si 0.76207 0.31888 0.43029 1.0000
Si6 Si 0.76823 0.64626 0.43126 1.0000
Si7 Si 0.00841 0.81955 0.43081 1.0000
Si8 Si 0.01850 0.14735 0.43042 1.0000
O1 O 0.25044 0.33115 0.50393 1.0000
O2 O 0.28811 0.63702 0.50416 1.0000
O3 O 0.28960 0.48238 0.40186 1.0000
O4 O 0.37418 0.20115 0.41176 1.0000
O5 O 0.37304 0.75923 0.40177 1.0000
O6 O 0.48983 0.83684 0.50348 1.0000
O7 O 0.53460 0.14089 0.50365 1.0000
O8 O 0.54067 0.98186 0.40207 1.0000
O9 O 0.62086 0.69680 0.41740 1.0000
O10 O 0.62669 0.25856 0.40221 1.0000
O11 O 0.24211 0.94516 0.50666 1.0000
O12 O 0.15131 0.13346 0.59892 1.0000
O13 O 0.19536 0.44591 0.59762 1.0000
O14 O 0.17864 0.82003 0.59666 1.0000
O15 O 0.50091 0.44657 0.50747 1.0000
O16 O 0.40646 0.64289 0.59711 1.0000
O17 O 0.42875 0.95814 0.59760 1.0000
O18 O 0.44601 0.32930 0.59951 1.0000
O19 O 0.53310 0.74667 0.28620 1.0000
O20 O 0.75040 0.33127 0.50399 1.0000
O21 O 0.79015 0.63654 0.50446 1.0000
O22 O 0.79041 0.48215 0.40200 1.0000
O23 O 0.87392 0.20046 0.41214 1.0000
O24 O 0.87348 0.75926 0.40212 1.0000
O25 O 0.99098 0.83578 0.50410 1.0000
O26 O 0.03460 0.14058 0.50393 1.0000
O27 O 0.04050 0.98162 0.40230 1.0000
O28 O 0.12105 0.69936 0.41525 1.0000
O29 O 0.12673 0.25782 0.40233 1.0000
O30 O 0.74257 0.94466 0.50671 1.0000
O31 O 0.65107 0.13335 0.59860 1.0000
O32 O 0.69512 0.44573 0.59758 1.0000
O33 O 0.67798 0.81970 0.59641 1.0000
O34 O 0.00125 0.44609 0.50782 1.0000
O35 O 0.90633 0.64258 0.59769 1.0000
O36 O 0.92880 0.95775 0.59786 1.0000
O37 O 0.94605 0.32902 0.59978 1.0000
H1 H 0.44174 0.76998 0.28705 1.0000
H2 H 0.49894 0.52906 0.31796 1.0000
H3 H 0.64986 0.56473 0.28257 1.0000
H4 H 0.50820 0.54735 0.23768 1.0000
H5 H 0.28284 0.02341 0.48362 1.0000
H6 H 0.74209 0.11675 0.60619 1.0000
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H7 H 0.19087 0.44386 0.64096 1.0000
H8 H 0.63078 0.72613 0.59762 1.0000
H9 H 0.54115 0.52922 0.48681 1.0000
H10 H 0.40334 0.64038 0.64051 1.0000
H11 H 0.44478 0.94044 0.63992 1.0000
H12 H 0.40963 0.23682 0.61370 1.0000
H13 H 0.78268 0.02213 0.48300 1.0000
H14 H 0.24224 0.11661 0.60668 1.0000
H15 H 0.68946 0.44500 0.64089 1.0000
H16 H 0.13153 0.72642 0.59796 1.0000
H17 H 0.04187 0.52978 0.48809 1.0000
H18 H 0.90463 0.63977 0.64110 1.0000
H19 H 0.94440 -0.05969 0.64023 1.0000
H20 H 0.90959 0.23694 0.61434 1.0000
C1 C 0.54639 0.58874 0.28079 1.0000
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