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CONVERGENCE OF THE ALLEN-CAHN EQUATION
WITH A ZERO NEUMANN BOUNDARY CONDITION
ON NON-CONVEX DOMAINS
TAKASHI KAGAYA
Abstract. We study a singular limit problem of the Allen-Cahn equation with a homogeneous
Neumann boundary condition on non-convex domains with smooth boundaries under suitable as-
sumptions for initial data. The main result is the convergence of the time parametrized family of
the diffused surface energy to Brakke’s mean curvature flow with a generalized right angle condition
on the boundary of the domain.
1. Introduction
The Allen-Cahn equation was introduced to model the motion of phase boundaries by surface
tension [2]. In this paper, we consider the Allen-Cahn equation with a homogeneous Neumann
boundary condition
∂tuε = ∆uε − W
′(uε)
ε2
in Ω× (0,∞),(1.1)
〈∇uε, ν〉 = 0 on ∂Ω× (0,∞),(1.2)
uε(x, 0) = uε,0(x) for x ∈ Ω,(1.3)
where Ω ⊂ Rn is a bounded domain with smooth boundary, ε is a small positive parameter, ν is
the outer unit normal to ∂Ω, W is a bi-stable potential with two wells of equal depth at ±1 and uε
is a real-valued function indicating the phase state at each point. This equation is the L2 gradient
flow of
(1.4) Eε[u] :=
∫
Ω
ε|∇u|2
2
+
W (u)
ε
dx
sped up by the factor 1/ε. Heuristically, for a given family of functions {uε}0<ε<1 with supεEε[uε] <
∞, uε is close to a characteristic function, with a transition layer of width approximately ε and
slope approximately C/ε. Thus Ω is mostly divided into two regions {uε ≈ 1} and {uε ≈ −1} for
sufficiently small ε. With this heuristic picture, one may expect that the following diffused interface
energy
(1.5) µtε :=
(
ε|∇uε(·, t)|2
2
+
W (uε(·, t))
ε
)
LnbΩ
behaves more or less like surface measures of moving phase boundaries. Furthermore, one may
also expect that the motion of the “transition layer” is a mean curvature flow with the right angle
condition on ∂Ω because a formal L2 gradient flow of the surface area is its mean curvature flow. A
rigorous proof was given by Mizuno and Tonegawa [20] in the most general setting, which requires
extensive use of tools from the geometric measure theory. Those authors proved that the family of
limit measures of µtε is Brakke’s mean curvature flow with a generalized right angle condition on ∂Ω
(see [5] for the details of Brakke’s mean curvature flow). However, they assumed that the domain
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2 TAKASHI KAGAYA
is convex. Accordingly, we consider the singular limit of (1.1)–(1.3) without the assumption of
convexity.
The singular limit problem of the Allen-Cahn equation without a boundary has been studied by
many researchers with different settings and assumptions. Here, we focus on some results related
to the Brakke flows. Ilmanen [12] proved that the family of the diffused surface energy converges
to a Brakke flow, and this strategy was extended by [18, 24] for the singular limit problem of an
Allen-Cahn type equation with a transport term. One of the keys to analyzing this singular limit
problem is to examine the vanishing of the discrepancy measure
dξε :=
(
ε|∇uε(x, t)|2
2
− W (uε(x, t))
ε
)
dLnbΩ(x)dt.
Mizuno and Tonegawa [20] use the convexity of the domain essentially in this step, in particular,
to prove the uniform boundedness of the discrepancy ε|∇uε|2/2 − W (uε)/ε from above. In the
present paper, we give a modified estimate of the upper bound of the discrepancy in the case that
the domain is not necessarily convex, and show the vanishing of the discrepancy measure along the
line of [18, 24] to prove that the limit of diffused surface measures is Brakke’s mean curvature flow
with a generalized right angle condition.
For the singular limit problem of (1.1)–(1.3) from a different perspective, we refer to [3, 4, 16].
Those authors basically proved the connection of the singular limit of (1.1)–(1.3) to the unique
viscosity solutions of a level set formulation of the mean curvature flow with right angle boundary
conditions studied in [9, 22]. In [16], in order to analyze the asymptotic behavior of the solution of
(1.1)–(1.3) as ε → 0, they apply the comparison principle. However, the convexity of the domain
is essential for constructing super- and sub-solutions even in their proofs. On the other hand,
Barles and Da Lio [3] and Barles and Suganidis [4] analyzed the connection without the convexity
assumption on the domain by introducing a new definition of the generalized propagation of fronts
in Rn. We also note that in [3, 4, 16] we do not know whether or not the particular individual
level set obtained as a singular limit of (1.1)–(1.3) satisfies the mean curvature flow equation or
the boundary conditions in the sense of measure.
We refer to more results related to ours. Tonegawa [26] extended Ilmanen’s work [12] in bounded
domains and proved that the limit measures have integer density a.e. modulo division by a constant.
This result can be applied to our problem, and thus the limit measures of (1.5) satisfy the integrality
in the interior of the domain, whereas we do not know the integrality of the limit measures on the
boundary of the domain. If the densities are equal to 1 a.e. in the domain, the interior regularity
follows from [5, 15, 27]. For the Brakke flow with a generalized right angle condition, Edelen [7]
proved the existence theory (by using a different construction from ours), the compactness theory,
the regularity theory associated to tangent flows and so on. In order to consider the contact angle
of the “transition layer” on the boundary of the domain, we mention contact angle conditions in
the sense of measure. A right angle condition for rectifiable varifolds was studied by Gru¨ter and
Jost [11], and general angle conditions for general varifolds were considered by the author and
Tonegawa [13]. The contact angle of varifolds can be discussed by using outer unit normal vector of
the boundary of the domain and the generalized co-normal vector of the varifolds as in [13], and we
will consider this kind of discussion after the main results in this paper. For a better understanding
of the “phase separation”, we refer to [14, 21, 25] in singular limit problems for critical points of
(1.4) under the constraint of the total mass of u.
The paper is organized as follows. Section 2 lists basic notations and recalls some notions related
to varifolds. Section 3 lists assumptions and the main theorems of the present paper. In section
4, we fix some notations related to the reflection argument and recall the boundary monotonicity
formula proved in [20]. Section 5 shows that the growth rate of the discrepancy with respect to ε
is bounded by a negative power of ε. We estimate the density ratio of the diffused surface measure
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in section 6 and prove the vanishing of the discrepancy energy in section 7. Finally, we prove the
main theorems in section 8.
2. Notations and basic definitions
2.1. Basic notations. In this paper, n refers to positive integers. For 0 < r <∞ and a ∈ Rn let
Br(a) := {x ∈ Rn : |x− a| < r}.
We denote by Lk the Lebesgue measure on Rk and by Hk the k-dimensional Hausdorff measure on
Rn for positive integers k. The restriction of Hk to a set A is denoted by HkbA. We let
ωk := Lk({x ∈ Rk : |x| < 1}).
For x, y ∈ Rn and s > t, we define the backward heat kernels
(2.1) ρ(y,s)(x, t) :=
1
(4pi(s− t))n−12
e
− |x−y|2
4(s−t) .
For any Radon measure µ on Rn, φ ∈ Cc(Rn) and µ measurable set A, we often write
µ(φ) :=
∫
Rn
φ dµ, µ(A) :=
∫
A
dµ.
Let the support of µ be
sptµ := {x ∈ Rn : µ(Br(x)) > 0 for r > 0}.
2.2. Homogeneous maps and varifolds. Let G(n, n − 1) be the space of (n − 1)-dimensional
subspace of Rn. For S ∈ G(n, n− 1), we identify S with the corresponding orthogonal projection
of Rn onto S. For two elements A and B of Hom(Rn,Rn), we define a scalar product as
A ·B :=
∑
i,j
AijBij .
The identity of Hom(Rn,Rn) is denoted by I.
We recall some notions related to varifold and refer to [1, 23] for more details. Let X ⊂ Rn
be open in the following and Gn−1(X) := X ×G(n, n − 1). A general (n − 1)-varifold in X is a
Radon measure on Gn−1(X) and Vn−1(X) denotes the set of all general (n− 1)-varifold in X. For
V ∈ Vn−1(X), let ‖V ‖ be the weight measure of V, namely,
‖V ‖(φ) :=
∫
Gn−1(X)
φ(x) dV (x, S) for φ ∈ Cc(X).
We say that V ∈ Vn−1(X) is rectifiable if there exists an Hn−1 measurable countably (n − 1)-
rectifiable set M ⊂ X and a locally Hn−1 integrable function θ defined on M such that
(2.2) V (φ) =
∫
M
φ(x,TanxM)θ(x) dHn−1(x) for φ ∈ Cc(Gn−1(X)),
where TanxM ∈ G(n, n− 1) is the approximate tangent space that exists Hn−1-a.e. on M . Addi-
tionally, if θ ∈ N Hn−1-a.e. on M , we say that V is integral. A rectifiable (n−1)-varifold is uniquely
determined by its weight measure through the formula (2.2). For this reason, we naturally say a
Radon measure µ on X is rectifiable (or integral) if there exists a rectifiable (or integral) varifold
such that the weight measure is equal to µ. The set of all rectifiable and integral (n− 1)-varifolds
in X is denoted by RVn−1(X) and IVn−1(X), respectively.
For V ∈ Vn−1(X), let δV be the first variation of V , namely,
δV (g) :=
∫
Gn(X)
∇g(x) · S dV (x, S) for g ∈ C1c (X;Rn).
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Let ‖δV ‖ be the total variation when it exists, and if ‖δV ‖ is locally bounded, we may apply
the Riesz representation theorem and the Lebesgue decomposition theorem (see [8, Theorem 1.38,
Theorem 1.31]) to δV with respect to ‖V ‖. Then, we obtain a ‖V ‖measurable function h : X → Rn,
a Borel set Z ⊂ X such that ‖V ‖(Z) = 0 and a ‖δV ‖bZ measurable function νsing : Z → Rn with
|νsing| = 1 ‖δV ‖-a.e. on Z such that
(2.3) δV (g) = −
∫
X
〈h, g〉 d‖V ‖+
∫
Z
〈νsing, g〉 d‖δV ‖ for g ∈ C1c (X;Rn).
The vector field h is called the generalized mean curvature vector of V , the vector field νsing is
called the (outer-pointing) generalized co-normal of V and the Borel set Z is called the generalized
boundary of V (see also [19] for more details about varifolds with boundary).
3. Assumptions and main result
3.1. Assumptions and a previous result. In the following, we assume that Ω ⊂ Rn is a bounded
domain with smooth boundary ∂Ω. Suppose W ∈ C3(R) satisfies the following:
(W1) W (±1) = 0 and W (s) > 0 for all s 6= ±1,
(W2) for some −1 < γ < 1, W ′ < 0 on (γ, 1) and W ′ > 0 on (−1, γ),
(W3) for some 0 < α < 1 and β > 0, W ′′(s) ≥ β for all α ≤ |s| ≤ 1.
A typical example of such W is (1− s2)2/4, for which we may set α = √2/3, β = 1 and γ = 0.
For a given sequence of positive numbers {εi}∞i=1 with limi→∞ εi = 0, suppose uεi,0 ∈ C1(Ω)
satisfies
‖uεi,0‖L∞(Ω) ≤ 1,(3.1)
sup
i
sup
x∈Ω, 0<r
ω−1n−1r
1−n
∫
Br(x)∩Ω
εi|∇uεi,0(y)|2
2
+
W (uεi,0(y))
εi
dx ≤ D0,(3.2)
sup
i
max
x∈Ω
εi|∇uεi,0| ≤ c1,(3.3)
max
x∈Ω
εi|∇uεi,0(y)|2
2
− W (uεi,0(y))
εi
≤ c2ε−λi for i ∈ N,(3.4)
〈∇uεi,0(x), ν〉 = 0 for x ∈ ∂Ω, i ∈ N,(3.5)
where D0, c1, c2 and λ ∈ [3/5, 1) are some universal constants. We note that the boundedness of
the domain Ω and the assumption (3.2) imply
(3.6) sup
i
Eεi [uεi,0] ≤ c3
for some constant c3 depending only on n,D0 and the diameter of Ω. The conditions (3.1) and (3.6)
are assumed in [20]. (3.1) may be dropped if we assume a suitable growth rate upper bound on W
as Mizuno and Tonegawa commented in [20]. We need the additional assumptions (3.2)–(3.5) to
apply the argument for the vanishing of the discrepancy measure in [13, 18].
Remark 3.1. We note that for a surface Γ with 90 degree contact angles on ∂Ω it is possible
to construct diffuse approximations that satisfy the assumptions (3.1)–(3.5) as the following. Our
construction is standard as in [12, 21]. Let Ωd be
Ωd := {(y1, y′) ∈ Rn : y1 ∈ R, |y′| < d}
for d > 0 and define Γ˜ := Ωd ∩ {y1 = 0}. By the standard existence theory for ordinary differential
equations, we may choose the unique function q ∈ C4(R) such that
q(0) = 0, lim
s→±∞ q(s) = ±1, q
′(s) =
√
2W (q(s)) in R.
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Then it is easy to see that the C4 function vεi(y) := q(y1/εi) defined on Ωd satisfies
(3.7)
∫
Br(y0)∩Ωd
εi|∇vεi |2
2
+
W (vεi)
εi
dy ≤ σωn−1rn−1 for r > 0, y0 ∈ Rn,
εi|∇vεi(y)| ≤ max|s|≤1
√
2W (s),
εi|∇vεi(y)|2
2
=
W (vεi(y))
εi
for y ∈ Ωd,
〈∇vεi , νd〉 = 0 on ∂Ωd,
where σ :=
∫ 1
−1
√
2W (s) dx and νd is the out ward unit normal to ∂Ωd. Now we assume that U˜ is
a neighborhood of Γ˜ and that φ is a bijective C1 map from U˜ onto U := φ(U˜) such that
φ(Ωd ∩ U˜) = Ω ∩ U, φ(∂Ωd ∩ U˜) = ∂Ω ∩ U, sup
x∈U
‖∇φ−1(x)‖ ≤ 1, sup
y∈U˜
‖∇φ(y)‖ ≤ C
for a suitable d > 0 and a constant C > 0, where ‖ · ‖ is the operator norm. By using this
mapping, (3.7) implies that uεi,0(x) := vεi ◦ φ−1(x) satisfies the assumptions (3.1)–(3.5) with a
positive constant D0 depending only on σ, n and C, c1 = 1 and c2 = 0 on the set Ω ∩ U . By
expanding uεi,0 as a mostly constant function to satisfy the assumptions outside of U , we may see
the possibility of the initial assumptions in the present paper. In this construction, the diffused
interface energy for uεi,0 should behave like the surface measure of the surface Γ := φ(Γ˜) and Γ
intersects ∂Ω with 90 degrees.
By the standard parabolic existence and regularity theory, for each i, there exists a unique
solution uεi with
(3.8) uεi ∈ C([0,∞);C1(Ω)) ∩ C∞(Ω× (0,∞)).
By the maximum principle and (3.1),
(3.9) sup
x∈Ω,t>0
|uεi | ≤ 1,
and due to the gradient structure and (3.6),
(3.10) Eεi [uεi(·, T )] +
∫ T
0
∫
Ω
εi(∂tuεi)
2 dxdt = Eεi [uεi,0] ≤ c3
for any T > 0.
The convergence of the diffused interface energy measures is proved in [20]. The proof is based
on the gradient structure and dose not require the convexity of Ω.
Proposition 3.2 ([20, Proposition 5.2]). Under the assumptions (W1)-(W3), (3.1) and (3.6), let
uεi be the solution of (1.1). Define µ
t
εi as in (1.5). Then there exists a family of Radon measures
{µt}t≥0 on Rn and a subsequence (denoted by the same index) such that µtεi converges to µt as
i→∞ for all t ≥ 0 on Rn.
By the definition (1.5) and Proposition 3.2, we see sptµt ⊂ Ω for all time t ≥ 0.
3.2. Main results. In this paper, our goal is to extend the convergence theory in [20] to remove
the convexity assumption on Ω as the following.
Theorem 3.3. Under the assumptions (W1)-(W3) and (3.1)-(3.5), let uεi be the solution to (1.1).
Define µtεi as in (1.5). Let εi be the subsequence such that Proposition 3.2 holds and µ
t be the limit
of µtεi for all t ≥ 0. Then, µt is rectifiable on Rn for a.e. t ≥ 0.
Theorem 3.3 shows that the rectifiability of µt holds up to (and including) the boundary ∂Ω for
a.e. t ≥ 0. By Theorem 3.3, we may define rectifiable varifolds V t ∈ RVn−1(Rn) as ‖V t‖ = µt if
µt is rectifiable. If µt is not rectifiable, we define V t ∈ Vn−1(Rn) to be an arbitrary varifold with
‖V t‖ = µt (for example V t(φ) := ∫Rn φ(·,Rn−1 × {0}) dµt for φ ∈ Cc(Gn−1(Rn))).
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Remark 3.4. As we mention in Section 1, the integrality of the limit varifolds in the interior of
Ω follows from [26]. That is, σ−1V tbΩ∈ IVn−1(Ω) for a.e. t ≥ 0, where σ =
∫ 1
−1
√
2W (s) ds.
Theorem 3.5. Let V t be defined as above. Then ‖δV t‖(Rn) = ‖δV t‖(Ω) is finite for a.e. t ≥ 0
and
∫ T
0 ‖δV t‖(Ω) dt is finite for all T > 0.
By Theorem 3.5, we can apply the Riesz representation theorem and the Lebesgue decomposition
theorem as in (2.3) for a.e. t ≥ 0, and thus the generalized mean curvature vector of V t is well
defined for a.e. t ≥ 0. However, to prove that the set of the limit varifolds is a Brakke flow with a
generalized right angle condition on the boundary, we have to define the tangential component of
the first variation on ∂Ω. For t ≥ 0, define
(3.11) δV tb>∂Ω(g) := δV tb∂Ω(g − 〈g, ν〉ν) for g ∈ C1c (Rn;Rn).
Theorem 3.6. Let V t be defined as above. Also define δV tb>∂Ω as in (3.11). Then the varifolds V t
satisfy the following:
(A1) For a.e. t ≥ 0, ‖δV tb>∂Ω+δV tbΩ‖  ‖V t‖ and there exists htb ∈ L2(‖V t‖) such that
δV tb>∂Ω+δV tbΩ= −htb‖V t‖.
(A2) htb satisfies ∫ ∞
0
∫
Ω
|htb|2 d‖V t‖dt ≤ c3.
(A3) For φ ∈ C1(Ω× [0,∞);R+) with 〈∇φ(·, t), ν〉 = 0 on ∂Ω and for any 0 ≤ t1 < t2 <∞,
(3.12) ‖V t‖(φ(·, t))
∣∣∣t2
t=t1
≤
∫ t2
t1
∫
Ω
−φ|htb|2 + 〈∇φ, htb〉+ ∂tφ d‖V t‖dt.
Remark 3.7. From (A1) of Theorem 3.6 and the Radon-Nikodym theorem as in (2.3), for a.e. t
and any g ∈ C1c (Rn;Rn) with 〈g, ν〉 = 0 on ∂Ω, we obtain by the definition of δV tb>∂Ω
−
∫
〈htb, g〉 d‖V t‖ = δV tb>∂Ω(g) + δV tbΩ(g) = δV t(g) = −
∫
〈ht, g〉 d‖V t‖+
∫
Zt
〈νtsing, g〉 d‖δV t‖,
where the generalized mean curvature vector ht, the generalized co-normal νtsing and the generalized
boundary Zt of V t is defined as in (2.3). In particular, the absolute continuity in (A1) of Theorem
3.6 implies ‖δV tbΩ‖  ‖V tbΩ‖, and hence we see the last term of the equality is zero for g ∈
C1c (Ω;Rn). In other ward, we can see that (1) htb coincides with ht ‖V t‖-a.e. in Ω; and (2) Zt
is a subset of ∂Ω (or Zt ∩ Ω is empty). Furthermore, applying the properties (1) and (2) for the
equality, we have
−〈g, htb〉‖V t‖b∂Ω= −〈g, ht〉‖V t‖b∂Ω+〈g, νtsing〉‖δV t‖bZt
for g ∈ C(∂Ω;Rn) with 〈g, ν〉 = 0 on ∂Ω and a.e. t ≥ 0. Thus, from ‖V t‖(Zt) = 0, we can also
see that (3) νtsing is perpendicular to ∂Ω ‖δV t‖-a.e. on Zt; and (4) htb is the projection of ht to the
tangent space of ∂Ω ‖V t‖-a.e. on ∂Ω. Hence (A1) of Theorem 3.6 corresponds to the 90 degree
angle condition of V t (see also [13]). For the classical sense, see Figure 1 and we note that the
divergence theorem on a smooth and oriented hypersurface M ⊂ Rn implies
δVM (g) =
∫
M
∇g(x) · TanxM dHn−1(x) = −
∫
M
〈hM , g〉dHn−1 +
∫
∂M
〈νM , g〉 dHn−2
for any g ∈ C1c (Rn;Rn), where the varifold VM is defined by
VM (φ) :=
∫
M
φ(x,TanxM) dHn−1(x) for φ ∈ Gn−1(Rn),
TanxM is the tangent space of M at x ∈ M , hM is the mean curvature vector of M , ∂M is the
boundary of M and νM is the co-normal vector of M .
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Figure 1. Picture of hM , ∂M
and νM when VM satisfies the
conditions for V t of (A1) in The-
orem 3.6.
Figure 2. Picture of ξ(x), x˜ and B˜r(a).
4. Monotonicity formula
One of the key tools for analyzing the singular limit problem of the Allen-Cahn equation is
the Huisken or Ilmanen type monotonicity formula. The boundary monotonicity formula can be
derived by using the reflection argument as in [20]. To present the statement, we need some more
notations associated with the reflection argument. Define κ as
(4.1) κ := ‖principal curvature of ∂Ω‖L∞(∂Ω).
For s > 0, define a subset Ns of Rn by
Ns := {x ∈ Rn : dist(x, ∂Ω) < s}.
There exists a sufficiently small
(4.2) c4 ∈ (0, (6κ)−1]
depending only on ∂Ω such that all points x ∈ N6c4 have a unique point ξ(x) ∈ ∂Ω such that
dist(x, ∂Ω) = |x− ξ(x)| (see also Figure 2). By using this ξ(x), we define the reflection point x˜ of
x with respect to ∂Ω as
x˜ := 2ξ(x)− x
and the reflection ball B˜r(x) of Br(a) with respect to ∂Ω as
B˜r(a) := {x ∈ Rn : |x˜− a| < r}.
We also fix a function η ∈ C∞(R) such that
0 ≤ η ≤ 1, dη
dr
≤ 0, sptη ⊂ [0, c4/2), η = 1 on [0, c4/4].
For s > t > 0 and x, y ∈ Nc4 , we define the truncated version of the (n− 1)-dimensional backward
heat kernel and the reflected backward heat kernel as
ρ1,(y,s)(x, t) := η(|x− y|)ρ(y,s)(x, t), ρ2,(y,s)(x, t) := η(|x˜− y|)ρ(y,s)(x˜, t),
where ρ(y,s) is defined as in (2.1). For x ∈ N2c4 \Nc4 and y ∈ Nc4/2, we have
|x˜− y| ≥ |x˜− ξ(y)| − |ξ(y)− y| > c4 − c4
2
=
c4
2
.
Thus we may smoothly define ρ2,(y,s) = 0 for x ∈ Rn \ Nc4 and y ∈ Nc4/2. We also define the
(signed) discrepancy measure ξtεi as
ξtεi :=
(
εi|∇uεi(·, t)|2
2
− W (uεi(·, t))
εi
)
LnbΩ.
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Proposition 4.1 (Boundary monotonicity formula [20]). There exist constants 0 < c5, c6 < ∞
depending only on n, c3 and ∂Ω such that
(4.3)
d
dt
(
ec5(s−t)
1
4
∫
Ω
ρ1,(y,s)(x, t) + ρ2,(y,s)(x, t) dµ
t
εi(x)
)
≤ ec5(s−t)
1
4
(
c6 +
∫
Ω
ρ1,(y,s)(x, t) + ρ2,(y,s)(x, t)
2(s− t) dξ
t
εi(x)
)
for all s > t > 0, y ∈ Nc4/2 and i ∈ N,
(4.4)
d
dt
(
ec5(s−t)
1
4
∫
Ω
ρ1,(y,s)(x, t) dµ
t
εi(x)
)
≤ ec5(s−t)
1
4
(
c6 +
∫
Ω
ρ1,(y,s)(x, t)
2(s− t) dξ
t
εi(x)
)
for all s > t > 0, y ∈ Rn \Nc4/2 and i ∈ N.
The proof of Proposition 4.1 in [20] does not require the convexity of Ω, thus we refer to [20]
for the details. We also remark that the reflected monotonicity formula in [20] can be expand for
outside points y of Ω as (4.3) because the condition y ∈ Ω is not used in the proof in [20].
5. Upper bound for the discrepancy
In this section, we estimate the growth rate of the discrepancy as follows.
Proposition 5.1. There exists a constant c7 depending only on n, κ, c1, c2, c4,W and Ω such that
(5.1) sup
Ω×[0,∞)
εi|∇uεi |2
2
− W (uεi)
εi
≤ c7ε−λi
for any 0 < εi < 1, where λ is the constant in the assumption (3.5).
In order to prove Proposition 5.1, we have to control the normal derivative of |∇uεi |2 at the
boundary of Ω.
Lemma 5.2. Let Ω′ be an arbitrary domain with smooth boundary and Ax be the second funda-
mental form of ∂Ω′ at x ∈ ∂Ω′. Suppose that v ∈ C2(Ω′) satisfies 〈∇v, ν ′〉 = 0 on ∂Ω′, where ν ′ is
the unit normal to Ω′. Then
∂
∂ν ′
|∇v|2
2
= Ax(∇v,∇v)
at x ∈ ∂Ω′.
This control has been used in a number of papers (for example, see [6, 20, 25]), thus we refer to
these papers for the proof.
From Lemma 5.2, we have to estimate |∇uεi | on the time-space domain Ω× (0,∞) to control the
normal derivative of |∇uεi |2 at the boundary of Ω. In the following, we use a parabolic re-scaling.
Let
(5.2) Ωεi = {y ∈ Rn : εiy ∈ Ω}
and we define the function
(5.3) vεi(y, τ) := uεi(εiy, ε
2
i τ) for y ∈ Ωεi , τ ∈ [0,∞).
We note that
(5.4) κεi := ‖principal curvature of ∂Ωεi‖L∞(∂Ωεi ) = εiκ
holds and vεi satisfies
(5.5)
{
∂τvεi = ∆vεi −W ′(vεi) in Ωεi × (0,∞),
〈∇vεi , νεi〉 = 0 on ∂Ωεi × (0,∞),
where νεi is the outward unit normal to ∂Ωεi .
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Lemma 5.3. There exists a constant c8 depending only on c1, c4 and W such that
(5.6) sup
Ω×[0,∞)
εi|∇uεi | ≤ c8
for all 0 < εi < 1.
Proof. Let Ωεi and vεi be defined in (5.2) and (5.3), respectively. By the assumption (3.3) and the
property (3.9), we can see that
(5.7) ‖vεi‖L∞(Ωεi×(0,∞)) ≤ 1, sup
y∈Ωεi
|∇vεi(y, 0)| ≤ c1.
By a standard gradient estimate (see [17, Theorem 7.2 of Chapter 5]), we obtain the bounded-
ness of supΩεi×(0,∞) |∇vεi | depending only on ‖vεi‖L∞(Ωεi×(0,∞)), supy∈Ωεi |∇vεi(y, 0)|,W and the
second fundamental form of ∂Ωεi . Applying (5.4) and (5.7), we have the uniform boundedness of
supΩεi×(0,∞) |∇vεi | for 0 < εi < 1. This implies the conclusion by the definition of vεi . 
If we assume the convexity of the domain Ω, the normal derivative of the discrepancy εi|∇uεi |2/2−
W (uεi)/εi is non-positive at any boundary point of Ω since all principal curvatures of ∂Ω are non-
positive and Lemma 5.2 holds, hence the maximum principle for the discrepancy works well as in
[20]. In the following proof for Proposition 5.1, we apply the distance function from the boundary
∂Ω to control the normal derivative of the discrepancy on the boundary ∂Ω and argue a modified
maximum principle.
Proof of Proposition 5.1. For simplicity we omit the subscript i. Let Ωε and vε be defined as (5.2)
and (5.3), respectively. For G ∈ C∞(R) and φ ∈ C∞(Ωε) to be chosen latter, define
(5.8) ξ˜ε(y, τ) :=
|∇vε(y, τ)|2
2
−W (vε(y, τ))−G(vε(y, τ)) + εφ(y)
for y ∈ Ωε and τ ∈ [0,∞). We compute ∂τ ξ˜ε −∆ξ˜ε and obtain
∂τ ξ˜ε −∆ξ˜ε = 〈∇vε,∇∂τvε〉 − (W ′ +G′)∂τvε − |∇2vε|2 − 〈∇vε,∇∆vε〉
+ (W ′ +G′)∆vε + (W ′′ +G′′)|∇vε|2 − ε∆φ
for y ∈ Ωε and τ ∈ (0,∞). Substituting the equation (5.5), we have
(5.9) ∂τ ξ˜ε −∆ξ˜ε = W ′(W ′ +G′)− |∇2vε|2 +G′′|∇vε|2 − ε∆φ.
Differentiating (5.8) with respect to yj and by using the Cauchy-Schwarz inequality, we have
(5.10)
|∇vε|2|∇2vε|2 ≥
n∑
j=1
(
n∑
i=1
∂yivε∂yiyjvε
)2
=
n∑
j=1
(∂yj ξ˜ε + (W
′ +G′)∂yjvε − ε∂yjφ)2
≥ 2〈(W ′ +G′)∇vε − ε∇φ,∇ξ˜ε〉+ (W ′ +G′)2|∇vε|2
− 2ε(W ′ +G′)〈∇vε,∇φ〉.
On {|∇vε| 6= 0}, divide (5.10) by |∇vε|2 and substitute into (5.9) to obtain
(5.11)
∂τ ξ˜ε −∆ξ˜ε ≤ − (G′)2 −W ′G′ − 2〈(W
′ +G′)∇vε − ε∇φ,∇ξ˜ε〉
|∇vε|2
+
2ε(W ′ +G′)
|∇vε|2 〈∇vε,∇φ〉+G
′′|∇vε|2 − ε∆φ.
Now we choose G as
G(s) := ε1−λ
(
1− 1
8
(s− γ)2
)
,
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where γ is as in the assumption (W2). Deu to the choice of G, the properties
(5.12) 0 < G < ε1−λ, G′W ′ ≥ 0, G′′ = −ε
1−λ
4
hold. Next, in oder to choose φ, we define ψ ∈ C∞([0,∞);R+) as
ψ(s) = s for s ∈ [0, c4/2], ψ′(s) = 0 for s ∈ [c4,∞), |ψ′| ≤ 1, |ψ′′| ≤ 4/c4.
Let φ be defined by φ(y) := κ(c28 + 1)ψ(dist(∂Ωε, y)) and νε be the outward unit normal to Ωε. For
ε < 1, we note the distance function is smooth on
Nε := {y ∈ Ωε : dist(∂Ωε, y) ≤ c4}
and
|∇dist(Ωε, y)| = 1, ∆dist(Ωε, y) ≤ (n− 1)κε
1− c4κε ≤
6(n− 1)κ
5
ε
for y ∈ Nε since c4 ∈ (0, (6κ)−1] and (5.4) holds (see [10] for the details). Furthermore, we may see
∂
∂νε
dist(Ωε, y) = −1 on ∂Ωε. Hence φ is smooth and satisfies
(5.13) 0 < φ ≤M1, |∇φ| ≤M1, ∆φ ≤M1
on Ωε and
∂
∂νε
φ = −κ(c28 + 1) on ∂Ωε, where M1 is a positive constant depending only on n, κ, c4
and c8. By applying the inequalities (5.12) and (5.13) for (5.11), we obtain
(5.14) ∂τ ξ˜ε −∆ξ˜ε ≤ −2〈(W
′ +G′)∇vε − ε∇φ,∇ξ˜ε〉
|∇vε|2 +
M2ε
|∇vε| −
ε1−λ
4
|∇vε|2 +M1ε
for any point y such that |∇vε(y)| 6= 0, where M2 is a positive constant depending only on M1 and
sup|s|≤1 |W ′(s)|. Now we fix an arbitrarily large T˜ > 0 and suppose for a contradiction that
(5.15) max
y∈Ωε,τ∈[0,T˜ ]
ξ˜ε(y, τ) ≥ Cε1−λ
for ε < 1 and some positive constant C to be chosen. By the positivity of W and G, the boundedness
(3.4), (5.13) and the definition of ξ˜ε, we see that ξ˜ε does not attain the maximum on Ωε × {0} if
C > c2 + M1. Furthermore, by Lemma 5.2, (1.2), (5.4), (5.6) and the choice of ξ˜ε and φ, we also
see that
〈∇ξ˜ε, νε〉 = Ax,ε(∇vε,∇vε)− εκ(c28 + 1) ≤ εκ|∇vε|2 − εκ(c28 + 1) < 0
on ∂Ωε × (0, T˜ ], where Ax,ε is the second fundamental form of ∂Ωε. Hence the maximum point
(y˜, τ˜) of the left hand side of (5.15) is in Ωε × (0, T˜ ], and we also see
(5.16) ∇ξ˜ε(y˜, τ˜) = 0, ∆ξ˜ε(y˜, τ˜) ≤ 0, ∂τ ξ˜ε(y˜, τ˜) ≥ 0.
By (5.13) and (5.15), we obtain
(5.17) |∇vε(y˜, τ˜)|2 ≥ 2Cε1−λ − 2εM1 ≥ 2ε1−λ(C −M1).
For sufficiently large C so that the right hand side of (5.17) is positive, we must have |∇vε| > 0 in
the neighborhood of (y˜, τ˜), thus we can apply (5.16) and (5.17) for (5.14) to obtain
0 ≤ ε
1
2
+λ
2M2√
2(C −M1)
− ε
2−2λ(C −M1)
2
+ εM1.
We note that 2−2λ ≤ (1+λ)/2 < 1 from λ ∈ [3/5, 1). Thus choosing C sufficiently large depending
only on M1 and M2, we obtain a contradiction. Hence we proved
max
y∈Ωε,τ∈[0,T˜ ]
ξε(y, τ) ≤ Cε1−λ
for ε < 1 and sufficiently large C depending only on n, κ, c1, c2, c4,W and Ω. Since G ≤ ε1−λ, φ is
nonnegative and T˜ is arbitrary, we obtain (5.1) by choosing c7 = C + 1. 
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6. Density ratio upper bound
In this section, we prove the upper density ratio bound for diffused interface energy. Define
Dεi(t) := max
 sup
y∈Nc4/2∩Ω, 0<r<c4
µtεi(Br(y)) + µ
t
εi(B˜r(y))
ωn−1rn−1
, sup
y∈Ω\Nc4/2, 0<r<c4
µtεi(Br(y))
ωn−1rn−1

for t ∈ [0,∞). Estimates in this section are similar to [18, 24]. We note that [18, 24] study the
singular limit problem of an Allen-Cahn type equation with a transport term on Tn := (R/N)n
or Rn, thus we have to expand their argument for our Neumann problem. In order to apply the
reflection argument for the argument in [18, 24], we consider not only the second density ratio but
also the first density ratio of Dεi(t).
Proposition 6.1. For any T > 0, there exist c9 and 0 < 1 < 1 depending only on T , n, D0, α,
W , λ, κ, c1, c2, c4 and Ω such that
(6.1) Dεi(t) ≤ c9
for all t ∈ [0, T ] and εi ∈ (0, 1).
Remark 6.2. Proposition 6.1 and Proposition 3.2 show the boundedness of the density ratio for
µt, thus we can say “µt behaves as an (n − 1)-dimensional measure”. We also note that for any
(n− 1)-dimensional C1 embedded submanifold M ⊂ Ω such that ∂M ⊂ ∂Ω the (n− 1)-dimensional
density
Θn−1∗ (x;µM ) :=

limr↓0
µM (Br(x)) + µM (B˜r(x))
ωn−1rn−1
if x ∈ Nc4/2
limr↓0
µM (Br(x))
ωn−1rn−1
ifx 6∈ Nc4/2
of the measure µM := Hn−1bM satisfies
Θn−1∗ (x;µM ) = 1 for x ∈M ∪ ∂M, Θn−1∗ (x;µM ) = 0 for x 6∈M ∪ ∂M
since the usual (n − 1)-dimensional density limr↓0 µM (Br(x))/(ωn−1rn−1) is 1/2 at x ∈ ∂M and
B˜r(x) is the reflected ball of Br(x) with respect to ∂Ω.
In order to prove Proposition 6.1, we have to control the reflection ball, thus we cite the following
lemma.
Lemma 6.3 ([13, Lemma 4.2]). Assume a ∈ N2c4 and r > 0 satisfy dist(a, ∂Ω) ≤ r and Br(a) ⊂
N3c4. Then
(6.2) B˜r(a) ⊂ B5r(a).
By the assumption (3.2) and Lemma 6.3, it is easy to see
(6.3) Dεi(0) ≤ (1 + 5n−1)D0.
From now until Lemma 6.7, we assume that
(6.4) sup
[0,T1]
Dεi(t) ≤ D1
holds for some constants T1 > 0 and D1 > 0. Here, D1 > Dεi(0) is a constant depending only on T ,
n, D0, α, W , λ, κ, c1, c2, c4, Ω and not on εi, which will be determined in the proof of Proposition
6.1. Hereafter, to be careful that we do not end up in a circular argument, the dependence of any
constant is written in detail. We also note that Dεi(t) is continuous because of the regularity of uεi
as in (3.8). Hence T1 > 0 follows from D1 > Dεi(0) and the continuity of Dεi(t). For the following
argument, we also define
λ′ := (1 + λ)/2 ∈ (λ, 1).
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Lemma 6.4. Assume (6.4). Then there exist c10 > 1, 0 < c11 < 1 and 0 < 2 < 1 depending
only on n, D1, α, W , λ, κ, c1, c2, c4 and Ω with the following property: Assume εi ∈ (0, 2) and
|uεi(y, s)| < α with y ∈ Ω and s ∈ (0, T1]. Then for any max{0, s− 2ε2λ
′
i } ≤ t ≤ s,
c11 ≤

1
Rn−1
(
µtεi(BR(y)) + µ
t
εi(B˜R(y))
)
if y ∈ Nc4/2,
1
Rn−1
(
µtεi(BR(y))
)
if y 6∈ Nc4/2
where R = c10(s+ ε
2
i − t)1/2.
Remark 6.5. As we mention in Section 1, the domain is mostly divided into two regions {uεi ≈ 1}
and {uεi ≈ −1} for sufficiently small εi and the diffused interface energy should concentrate on
the domain {|uεi | < α}, hence the estimate as in Lemma 6.4 holds. For the concentration of the
energy, we will discuss in Remark 7.6.
Proof of Lemma 6.4. For simplicity we omit the subscript i. First, we fix an arbitrary point y ∈
Nc4/2 ∩ Ω. Let γ0 be a positive constant to be chosen. For x ∈ Bγ0ε(y) ∩ Ω, we obtain by (5.6)
(6.5) |uε(x, s)| ≤ γ0 sup
x∈Ω
ε|∇uε(y, s)|+ |uε(y, s)| ≤ c8γ0 + α ≤ 1 + α
2
< 1
for sufficiently small γ0 depending only on α and c8. Due to the assumption (W1), there exists a
constant c > 0 such that W (u(x, s)) ≥ c for x ∈ Bγ0ε(y) ∩ Ω, hence we have
(6.6)
∫
Bγ0ε(y)
ρ1,(y,s+ε2)(x, s) dµ
s
ε(x) ≥
c
(4pi)
n−1
2 εn
∫
Bγ0ε(y)∩Ω
e−
|x−y|2
4ε2 dx ≥M3,
where M3 is a positive constant depending only on n, α, c8, c and Ω. Since B˜r(y) ∩ Ω = ∅ if
r < dist(y, ∂Ω) and (6.2) with a = y holds if r ≥ dist(y, ∂Ω), we obtain
(6.7)∫
Ω
ρ1,(y,s+ε2)(x, τ) + ρ2,(y,s+ε2)(x, τ) dx
=
1
(4pi(s+ ε2 − τ)n−12
∫ 1
0
Ln
({
x ∈ Ω : e−
|x−y|2
4(s+ε2−τ) ≥ l
})
+ Ln
({
x ∈ Ω : e−
|x−y|2
4(s+ε2−τ) ≥ l
})
dl
=
1
(4pi(s+ ε2 − τ)n−12
∫ 1
0
Ln
(
B
(−4(s+ε2−τ) log l) 12 (y) ∩ Ω
)
+ Ln
(
B˜
(−4(s+ε2−τ) log l) 12 (y) ∩ Ω
)
dl
≤ (1 + 5
n)ωn
√
4pi(s+ ε2 − τ)
pi
n
2
∫ 1
0
(− log l)n2 dl
=
(1 + 5n)ωn
√
4pi(s+ ε2 − τ)
pi
n
2
∫ ∞
0
a
n
2
+1e−a da = (1 + 5n)
√
4pi(s+ ε2 − τ)
for 0 < τ < s + ε2. Here we use the change of variables l = e−a. Combining (4.3) where s, t
substituted by s+ ε2, τ ∈ [t, s] respectively, (5.1) and (6.7), we have
(6.8)
d
dτ
(
ec5(s+ε
2−τ) 14
∫
Ω
ρ1,(y,s+ε2)(x, τ) + ρ2,(y,s+ε2)(x, τ) dµ
τ
ε
)
≤ ec53
1
4
(
c6 + c7ε
−λ(1 + 5n)
√
pi√
s+ ε2 − τ
)
.
Here s− t ≤ 2ε2λ′ ≤ 2 is used. Integrating (6.8) over [t, s], we have by (6.6)
(6.9) M3 ≤M4
∫
Ω
ρ1,(y,s+ε2)(x, t) + ρ2,(y,s+ε2)(x, t) dµ
t
ε +M4(ε
2λ′ + ελ
′−λ),
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where M4 is a positive constant depending only on c5, c6, c7 and n. We estimate the integral part of
(6.9). Let R = C(s+ ε2 − t)1/2, where C is a constant to be chosen latter. From sptρ1 ⊂ Bc4/2(y)
and sptρ2 ⊂ B˜c4/2(y), for sufficiently small ε so that R < c4/2, we obtain by the assumption
sup[0,T1]Dε ≤ D1
(6.10)
∫
Ω
ρ1,(y,s+ε2)(x, t) + ρ2,(y,s+ε2)(x, t) dµ
t
ε
≤ C
n−1
(
√
4piR)n−1
(∫
Ω∩Bc4/2(y)
e−
C2|x−y|2
4R2 dµtε +
∫
Ω∩B˜c4/2(y)
e−
C2|x˜−y|2
4R2 dµtε
)
≤ C
n−1
(
√
4piR)n−1
(
µtε(BR(y)) + µ
t
ε(B˜R(y))
)
+
Cn−1
(
√
4piR)n−1
∫ e−C24
0
µtε
({
x ∈ (Ω ∩Bc4/2(y)) \BR(y) : e−
C2|x−y|2
4R2 ≥ l
})
+ µtε
({
x ∈ (Ω ∩ B˜c4/2(y)) \ B˜R(y) : e−
C2|x˜−y|2
4R2 ≥ l
})
dl
≤ C
n−1
(
√
4piR)n−1
(
µtε(BR(y)) + µ
t
ε(B˜R(y))
)
+
ωn−1D1
pi
n−1
2
∫ e−C24
0
(− log l)n−12 dl
=
Cn−1
(
√
4piR)n−1
(
µtε(BR(y)) + µ
t
ε(B˜R(y))
)
+
2
n+1
2 ωn−1D1
pi
n−1
2
∫ ∞
C2
8
a
n−1
2 e−2a da
≤ C
n−1
(
√
4piR)n−1
(
µtε(BR(y)) + µ
t
ε(B˜R(y))
)
+ 2
n+1
2 D1e
−C2
8 .
Here we use the change of variables l = e−2a. Now, we fix a sufficiently large C > 0 to satisfy
M42
n+1
2 D1e
−C2
8 ≤M3/4. Setting
c10 = C, c11 =
(4pi)
n−1
2 M3
2Cn−1M4
and choosing sufficiently small 2 to satisfy M4(
2λ′
2 +
λ′−λ
2 ) ≤M3/4 and R ≤ C(2λ
′
2 +
2
2)
1/2 < c4/2,
we obtain the conclusion from (6.9) and (6.10). The case of y ∈ Ω \ Nc4/2 may be proved using
(4.4). 
Lemma 6.6. Assume (6.4). Then there exist 0 < 3 ≤ 2 and c12 depending only on n, D1, α, W ,
λ, κ, c1, c2, c4 and Ω with the following property: For any εi ∈ (0, 3], y ∈ Ω, r ∈ (ελ′i , c4/2) and
t ∈ [2ε2λ′i ,∞) ∩ [0, T1],
(6.11)∫
Br(y)∩Ω
(
εi|∇uεi |2
2
− W (uεi)
εi
)+
dx+
∫
B˜r(y)∩Ω
(
εi|∇uεi |2
2
− W (uεi)
εi
)+
dx ≤ c12ελ′−λrn−1
if y ∈ Nc4/2 and ∫
Br(y)∩Ω
(
εi|∇uεi |2
2
− W (uεi)
εi
)+
dx ≤ c12ελ′−λrn−1
if y 6∈ Nc4/2.
Proof. For simplicity we omit the subscript i. We only need to prove the claim when T1 ≥ 2ε2λ′
since the claim is vacuously true otherwise. Let y ∈ Ω, r ∈ (ελ′ , c4/2) and t ∈ [2ε2λ′ ,∞)∩ [0, T1] be
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arbitrary and fixed. We define
A1 := {x ∈ B10r(y) ∩ Ω : for some t˜ with t− ε2λ′ ≤ t˜ ≤ t, |u(x, t˜)| ≤ α},
A2 := {x ∈ B10r+2c10ελ′ (y) ∩ Ω : dist(A1, x) < 2c10ελ
′}.
By Vitali’s covering theorem applied to F = {B2c10ελ′ (x) : x ∈ A1}, there exists a set of pairwise
disjoint balls {B2c10ελ′ (xi)}Ni=1 such that
(6.12) xi ∈ A1 for each i = 1, · · · , N, and A2 ⊂ ∪Ni=1B10c10ελ′ (xi).
By the definition of A1, for each xi there exists t˜i such that
t− ε2λ′ ≤ t˜i ≤ t, |u(xi, t˜i)| ≤ α.
Thus, the assumption of Lemma 6.4 is satisfied for s = t˜i, y = xi, t = t − 2ε2λ′ and R = Ri :=
c10(t˜i + ε
2 − (t− 2ε2λ′)) 12 if ε < 2. Hence we may conclude that
c11R
n−1
i ≤ µt−2ε
2λ′
ε (BRi(xi)) + µ
t−2ε2λ′
ε (B˜Ri(xi)) for i = 1, · · · , N,
where here and in the following we set B˜Ri(xi) = ∅ if xi 6∈ Nc4/2. Due to the definition of Ri and
−ε2λ′ ≤ t˜i − t ≤ 0, we obtain
c10(ε
2λ′ + ε2)
1
2 ≤ Ri ≤ c10(2ε2λ′ + ε2) 12 ≤ 2c10ελ′ ,
which shows
(6.13) c11c
n−1
10 ε
λ′(n−1) ≤ µt−2ε2λ
′
ε (B2c10ελ′ (xi)) + µ
t−2ε2λ′
ε (B˜2c10ελ′ (xi)).
Note that if y 6∈ N11c4/2 and ε is sufficiently small so that 2c10ελ
′
< c4/2, we can regard B˜2c10ελ′ (xi)
as the empty set for all i. Since {B2c10ελ′ (xi)}Ni=1 and {B˜2c10ελ′ (xi)}Ni=1 are pairwise disjoint, re-
spectively, B2c10ελ′ (xi) ⊂ B10r+2c10ελ′ (y) and B˜2c10ελ′ (xi) ⊂ B˜10r+2c10ελ′ (y), (6.13) gives
(6.14) Nc11c
n−1
10 ε
λ′(n−1) ≤ µt−2ε2λ
′
ε (B10r+2c10ελ′ (y)) + µ
t−2ε2λ′
ε (B˜10r+2c10ελ′ (y))
provided B˜10r+2c10ελ′ (y) = ∅ if y 6∈ N11c4/2 and ε is sufficiently small so that 2c10ελ
′
< c4/2. Thus,
the n-dimensional volume of A2 is estimated by (3.10), (6.12) and (6.14)
(6.15) Ln(A2) ≤ Nωn(10c10ελ′)n ≤ 10
nc10ωnε
λ′
c11
2c3 =: M5ε
λ′ .
Hence by (5.1) and (6.15)
(6.16)
∫
A2∩Br(y)
(
ε|∇uε|2
2
− W (uε)
ε
)+
dx ≤ Ln(A2)c7ε−λ ≤M5c7ελ′−λ
if y 6∈ Nc4/2 and
(6.17)
∫
A2∩Br(y)
(
ε|∇uε|2
2
− W (uε)
ε
)+
dx+
∫
A2∩B˜r(y)
(
ε|∇uε|2
2
− W (uε)
ε
)+
dx ≤ 2M5c7ελ′−λ
if y ∈ Nc4/2.
Next we estimate the diffused surface energy on the intersection of B˜r(y) and the complement
of A2 with y ∈ Nc4/2 which decays very quickly. Define φ ∈ Lip(B˜2r(y)) such that
φ(x) :=
{
1 if x ∈ B˜r(y) \A2,
0 if dist(x, B˜r(y) \A2) ≥ ελ′ ,
|∇φ| ≤ 2ε−λ′ , 0 ≤ φ ≤ 1.
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Note that B˜2r(y)∩Ω ⊂ B10r(y)∩Ω since B˜2r(y)∩Ω = ∅ if dist(y, ∂Ω) > 2r and (6.2) replaced a, r
by y, 2r, respectively, holds if dist(y, ∂Ω) ≤ 2r. By r ≥ ελ′ , 2c10ελ′ > ελ′ and the definitions of A1
and φ, we have sptφ ∩A1 = ∅, hence
(6.18) |uε(x, s)| ≥ α, for x ∈ sptφ ∩ Ω, s ∈ [t− ε2λ′ , t].
For each j differentiate the equation (1.1) with respect to xj , multiply φ
2∂xjuε, sum over j and
integrate to obtain
(6.19)
d
dt
∫
Ω
|∇uε|2
2
φ2 dx =
∫
Ω
(
〈∇uε,∆∇uε〉 − W
′′(uε)
ε2
|∇uε|2
)
φ2 dx.
By integration by parts, the Cauchy-Schwarz inequality and the Neumann boundary condition
(1.2), (6.19) gives
(6.20)
d
dt
∫
Ω
|∇uε|2
2
φ2 dx ≤
∫
Ω
|∇φ|2|∇uε|2 dx−
∫
Ω
W ′′(uε)
ε2
|∇uε|2φ2 dx.
From (6.18), the assumption (W3) and the definition of φ, we have by (6.20)
(6.21)
d
dt
∫
Ω
|∇uε|2
2
φ2 dx ≤ 4ε−2λ′
∫
sptφ∩Ω
|∇uε|2 dx− β
ε2
∫
Ω
|∇uε|2φ2 dx.
Integrating (6.21) over [t− ε2λ′ , t], we obtain
(6.22)
∫
Ω
|∇uε|2
2
φ2(x, t) dx ≤ e−βε2(λ
′−1)
∫
Ω
|∇uε|2
2
φ2(x, t− ε2λ′) dx
+
∫ t
t−ε2λ′
e−
β
ε2
(t−s)4ε−2λ
′
(∫
sptφ∩Ω
|∇uε|2 dx
)
ds.
By sptφ ⊂ B˜2r(y), r ≤ c4/2 and (6.4) we have
(6.23) sup
s∈[t−ε2λ′ ,t]
∫
sptφ∩Ω
|∇uε|2
2
(x, s) dx ≤ D1ωn−1(2r)n−1.
Combining (6.22), (6.23), λ′ < 1 and λ′ − λ < 2(1− λ′), we obtain
(6.24)
∫
(B˜r(y)∩Ω)\A2
|∇uε(x, t)|2
2
dx ≤
∫
Ω
|∇uε|2
2
φ2(x, t) dx
≤ D1ωn−1(2r)n−1
(
e−βε
2(λ′−1)
+
8
β
ε2(1−λ
′)
)
≤ 9D1ωn−1(2r)
n−1
β
ελ
′−λ
for sufficiently small ε depending only on β. Similarly, we may obtain
(6.25)
∫
(Br(y)∩Ω)\A2
|∇uε(x, t)|2
2
dx ≤ 9D1ωn−1(2r)
n−1
β
ελ
′−λ
for all y ∈ Ω by replacing φ as φ ∈ Lip(B2r(y)) such that
φ(x) =
{
1 if x ∈ Br(y) \A2,
0 if dist(x,Br(y) \A2) ≥ ελ′ ,
|∇φ| ≤ 2ε−λ′ , 0 ≤ φ ≤ 1.
By (6.16), (6.17), (6.24) and (6.25), we obtain the conclusion with an appropriate choice of 3 and
c12. 
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Lemma 6.7. Assume (6.4). There exists a constant c13 depending only on n, D1, α, W , λ, κ, c1,
c2, c4 and Ω such that for εi < 3, y ∈ Ω, t ∈ [0, T1] and t ≤ s,
(6.26)∫ t
0
∫
Ω
ρ1,(y,s)(x, τ) + ρ2,(y,s)(x, τ)
2(s− τ)
(
εi|∇uεi |2
2
− W (uεi)
εi
)+
dxdτ ≤ c13ελ′−λi (1 + | log εi|+ (log s)+)
if y ∈ Nc4/2 and
(6.27)
∫ t
0
∫
Ω
ρ1,(y,s)(x, τ)
2(s− τ)
(
εi|∇uεi |2
2
− W (uεi)
εi
)+
dxdτ ≤ c13ελ′−λi (1 + | log εi|+ (log s)+)
if y 6∈ Nc4/2.
Proof. Omit the subscript i. First, we show
(6.28)
∫ t
0
∫
Ω
ρ2,(y,s)(x, τ)
2(s− τ)
(
ε|∇uε|2
2
− W (uε)
ε
)+
dxdτ ≤ Cελ′−λ(1 + | log ε|+ (log s)+)
for a constant C to be chosen latter in the case of y ∈ Nc4/2. If t ≤ 2ε2λ
′
then by using (5.1) and
the similar argument for (6.7) we have
(6.29)
∫ t
0
∫
Ω
ρ2,(y,s)(x, τ)
2(s− τ)
(
ε|∇uε|2
2
− W (uε)
ε
)+
dxdτ ≤
∫ t
0
5n
√
pic7ε
−λ
√
s− τ dτ ≤ 2 · 5
n
√
2pic7ε
λ′−λ.
By the similar argument, if s ≥ t ≥ s− 2ε2λ′ then we have
(6.30)
∫ t
s−2ε2λ′
∫
Ω
ρ2,(y,s)(x, τ)
2(s− τ)
(
ε|∇uε|2
2
− W (uε)
ε
)+
dxdτ ≤ 2 · 5n
√
2pic7ε
λ′−λ.
Hence we only need to estimate integral over [2ε2λ
′
, t] with t ≤ s − 2ε2λ′ . First we estimate on
B˜ελ′ (y) ∩ Ω. We compute using Lemma 6.3, (5.1) and s− t ≥ 2ε2λ
′
that
(6.31)
∫ t
2ε2λ′
∫
B˜
ελ
′ (y)∩Ω
ρ2,(y,s)(x, τ)
2(s− τ)
(
ε|∇uε|2
2
− W (uε)
ε
)+
dxdτ
≤
∫ t
2ε2λ′
5nc7ωnε
nλ′ε−λ
2(
√
4pi)n−1(s− τ)n+12
dτ ≤ 5
nc7ωn
(n− 1)(√8pi)n−1 ε
λ′−λ.
On Ω \ B˜ελ′ (y), by (6.11), s− t ≥ 2ε2λ
′
and computations similar to (6.10), we have
(6.32)
∫ t
2ε2λ′
∫
Ω\B˜
ελ
′ (y)
ρ2,(y,s)(x, τ)
2(s− τ)
(
ε|∇uε|2
2
− W (uε)
ε
)+
dxdτ
≤
∫ t
2ε2λ′
dτ
2(
√
4pi)
n−1
2 (s− τ)n+12∫ 1
0
{∫
((Ω∩B˜c4/2(y))\B˜ελ′ (y))∩{x:e
− |x˜−y|2
4(s−τ)≥l}
(
ε|∇uε|2
2
− W (uε)
ε
)+
dx
}
dl
≤ c12c(n)ελ′−λ
∫ t
2ε2λ′
1
s− τ dτ ≤ c12c(n)ε
λ′−λ(2λ′ log(ε−1) + log s).
By (6.29)–(6.32), we obtain (6.28) with a constant C depending only on n, c7 and c12. Similarly,
we obtain
(6.33)
∫ t
0
∫
Ω
ρ1,(y,s)(x, τ)
2(s− τ)
(
ε|∇uε|2
2
− W (uε)
ε
)+
dxdτ ≤ Cελ′−λ(1 + | log ε|+ (log s)+)
for y ∈ Ω. Hence (6.28) and (6.33) imply the conclusion by choosing c13 = 2C. 
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Proof of Proposition 6.1. Omit the subscript i. For T > 0, we choose c9 as
c9 := max
(4pi)
n−1
2 · ec5(T+ c
2
4
16
)
1
4 ((1 + 5n−1)D0 + c6T + 1)
e−
1
4
,
4n−1 · 2c3
cn−14
 .
Note that this choice of c9 does not depend on D1 and let D1 := c9 + 1. For this c9, assume the
conclusion (6.1) was false. Then, by the continuity of Dε(t), there exist y ∈ Ω, t˜ ∈ (0, T ], 0 < r ≤ c4
and sufficiently small ε such that
(6.34)
µt˜ε(Br(y)) + µ
t˜
ε(B˜r(y))
ωn−1rn−1
> c9 if y ∈ Nc4/2,
µt˜ε(Br(y))
ωn−1rn−1
> c9 if y 6∈ Nc4/2
and supt∈[0,t˜]D(t) ≤ D1. First, we consider the case of y ∈ Nc4/2. For r′ ≥ c4/4, we have by (3.10)
and the choice of c9
(6.35)
µtε(Br′(y)) + µ
t
ε(B˜r′(y))
ωn−1r′n−1
≤ 4
n−1 · 2c3
cn−14
≤ c9.
By (6.34) and (6.35), we may see that 0 < r < c4/4. Integrating (4.3) over t ∈ (0, t˜) with s = t˜+ r2
and applying (6.26), we obtain by t˜ ≤ T and s ≤ T + c2416
(6.36)
ec5(s−t)
1
4
∫
Ω
ρ1,(y,s)(x, t) + ρ2,(y,s)(x, t) dµ
t
ε(x)
∣∣∣t˜
t=0
≤
∫ t˜
0
ec5(s−t)
1
4
(
c6 +
∫
Ω
ρ1,(y,s)(x, t) + ρ2,(y,s)(x, t)
2(s− t) dξ
t
ε(x)
)
dt
≤ ec5(T+
c24
16
)
1
4
{
c6T + c13ε
λ′−λ
(
1 + | log ε|+
(
log
(
T +
c24
16
))+)}
.
By s ≤ T + c2416 , (6.3) and computations similar to (6.10), we obtain
(6.37) ec5s
1
4
∫
Ω
ρ1,(y,s)(x, 0) + ρ2,(y,s)(x, 0) dµ
0
ε(x) ≤ ec5(T+
c24
16
)
1
4 ((1 + 5n−1)D0).
By s = t˜+ r2, r < c4/4, η = 1 on Bc4/4 and (6.34), we have
(6.38)
ec5(s−t˜)
1
4
∫
Ω
ρ1,(y,s)(x, t˜) + ρ2,(y,s)(x, t˜) dµ
t˜
ε(x)
≥
∫
Ω∩Br(y)
e−
|x−y|2
4r2
(4pir2)
n−1
2
dµt˜ε +
∫
Ω∩B˜r(y)
e−
|x˜−y|2
4r2
(4pir2)
n−1
2
dµt˜ε
≥ e
− 1
4
(4pi)
n−1
2 rn−1
(µt˜ε(Br(y)) + µ
t˜
ε(B˜r(y))) >
e−
1
4
(4pi)
n−1
2
c9.
Now, we choose 0 < 1 ≤ 3 so that
c13ε
λ′−λ
(
1 + | log ε|+
(
log
(
T +
c24
16
))+)
≤ 1
for ε ∈ (0, 1). Then, by combining (6.36)–(6.38) and the choice of c9, we obtain a contradiction
for ε ∈ (0, 1). In the case of y 6∈ Nc4/2, we may obtain a contradiction by similar computations as
above. 
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7. Vanishing of the discrepancy
In the following, we define the Radon measure µεi and |ξεi | on Rn × [0,∞) as
dµεi := dµ
t
εidt, d|ξεi | :=
∣∣∣∣εi|∇uεi |2 − W (uεi)εi
∣∣∣∣ dLnbΩdt.
From the boundedness (3.10), we obtain subsequence limits µ and |ξ| of µεi and |ξεi | on Rn× [0,∞),
respectively. Since µtεi(Ω) is bounded uniformly with respect to εi and t ∈ [0,∞), the dominated
convergence theorem shows dµ = dµtdt, where µt is the limit measure of µtεi obtained by Proposition
3.2. On the other hand, we note that sptµ may not be the same as ∪t≥0sptµt × {t}. Though the
following lemma can be proved as [24, Lemma 5.1], we include the proof for the convenience of the
reader.
Lemma 7.1. For all t ≥ 0,
sptµt ⊂ {x ∈ Ω : (x, t) ∈ sptµ}.
Proof. Suppose x ∈ sptµt and assume for a contradiction that (x, t) 6∈ sptµ. Then there exists
r > 0 such that µ(Br(x) × (t − r2, t + r2)) = 0. Take φ ∈ C2c (Br(x);R+) with φ = 1 on Br/2(x).
Since x ∈ sptµt, we have µt(φ) > 0. By using integration by parts and the Neumann boundary
condition (1.2), we obtain
(7.1)
d
dt
µtεi(φ) =
∫
Ω
−εiφ(∂tuεi)2 − εi〈∇φ,∇uεi〉∂tuεi dy
=
∫
Ω∩sptφ
−εiφ
(
∂tuεi +
〈∇φ,∇uεi〉
2φ
)2
+ εi
(〈∇φ,∇uεi〉)2
4φ
dy ≤ c(‖φ‖C2 , c3),
where c(‖φ‖C2 , c3) is a constant depending only on ‖φ‖C2 and c3. Here we have used |∇φ|
2
2φ ≤ ‖φ‖C2
and (3.10). Integrating (7.1) over [s, t] and taking the limit i→∞, we see that µs(φ) > µt(φ)/2 > 0
if s is sufficient close to t. Thus, we obtain∫∫
Ω×(t−r2,t+r2)
φ(x) dµ(y, s) > 0
from dµ = dµtdt, which contradicts µ(Br(x)× (t− r2, t+ r2)) = 0. 
In this section, our aim is to prove the vanishing of |ξ|.
Proposition 7.2. |ξ| = 0 on Rn × (0,∞).
The proof of the vanishing of ξ in this paper is similar to that of [20]. However, Mizuno and Tone-
gawa [20] used the inequality |x− y˜| ≥ |x−y| for any two interior points x and y of convex domains
(such that y˜ is well-defined) to control ρ2,(x,s)(y, t) as ρ2,(x,s)(y, t) ≤ ρ1,(x,s)(y, t) = ρ1,(y,s)(x, t).
In this paper, we modify [12, Lemma 3.4] (and other related arguments) to include the reflection
argument and apply an inequality between |x− y˜| and |x˜−y| to control ρ2,(x,s)(y, t) by ρ2,(y,s)(x, t).
For all t ≥ 0 and the limit measure µt, we define
µtr,y :=

∫
Ω
η(|x− y|)e− |x−y|
2
4r2 + η(|x˜− y|)e− |x˜−y|
2
4r2
(2
√
pir)n−1
dµt(x) if y ∈ Nc4/2,∫
Ω
η(|x− y|)e− |x−y|
2
4r2
(2
√
pir)n−1
dµt(x) if y 6∈ Nc4/2.
Lemma 7.3. For any T > 0 and δ > 0, there exist 0 < c14 < 1 and c15 depending only on T , n,
D0, α, W , λ, κ, c1, c2, c4 and Ω with the following properties:
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(1) For 0 < r ≤ c4/2, y, y0 ∈ Ω with |y − y0| ≤ c14r and 0 ≤ t ≤ T ,
µtr,y ≤ µtr,y0 + δ.
(2) For 0 < r,R with 1 ≤ R/r ≤ 1 + c15, y ∈ Ω and 0 ≤ t ≤ T ,
µtR,y ≤ µtr,y + δ.
Proof. In order to prove (1), assume |y − y0| ≤ c14r, where c14 ∈ (0, 1) is a constant to be chosen
later. First, we estimate
(7.2)
∫
Ω
η(|x˜− y|)e− |x˜−y|
2
4r2
(2
√
pir)n−1
dµt(x)
in the case of y, y0 ∈ Nc4/2. For any x ∈ N6c4 , let
f(y) := η(|x˜− y|)e− |x˜−y|
2
4r2 .
By the Taylor expansion, we obtain
(7.3)
f(y) = f(y0) + e
− |x˜−y′|2
4r2
(
η(|x˜− y′|)
2r2
〈y′ − x˜, y − y0〉+ η′(|x˜− y′|)
〈
y′ − x˜
|y′ − x˜| , y − y0
〉)
≤ f(y0) + e−
|x˜−y′|2
4r2
(
c14η(|x˜− y′|) |y
′ − x˜|
2r
+ c14r
∣∣η′(|x˜− y′|)∣∣) ,
where y′ = θy + (1− θ)y0 with some θ ∈ (0, 1). From |x˜− y′|2 ≥ 23 |x˜− y0|2 − c214r2 and se−
s2
2 ≤ c
for some constant c and any 0 ≤ s <∞, (7.3) gives
(7.4) f(y) ≤ f(y0) + cc14e
c214
8 e−
|x˜−y0|2
12r2
(
η(|x˜− y′|) + r ∣∣η′(|x˜− y′|)∣∣) .
Since η and |η′| are bounded, |x˜−y0| ≤ |x˜−y′|+θ|y−y0| < c4 if |x˜−y′| < c4/2 and spt(η(|˜·−y′|)) ⊂
B˜c4/2(y
′), (7.4) gives
(7.5)
∫
Ω
η(|x˜− y|)e− |x˜−y|
2
4r2
(2
√
pir)n−1
dµt(x) ≤
∫
Ω
η(|x˜− y0|)e−
|x˜−y0|2
4r2
(2
√
pir)n−1
dµt(x)
+ c(c4)c14e
c214
8
∫
Ω∩B˜c4 (y0)
(1 + r)e−
|x˜−y0|2
12r2
(2
√
pir)n−1
dµt(x),
where c(c4) is a positive constant depending only on c4. For the last integral of (7.5), by applying
Proposition 6.1, r ≤ c4/2 and computations similar to (6.10), we obtain
(7.6)
∫
Ω
η(|x˜− y|)e− |x˜−y|
2
4r2
(2
√
pir)n−1
dµt(x) ≤
∫
Ω
η(|x˜− y0|)e−
|x˜−y0|2
4r2
(2
√
pir)n−1
dµt(x) + c(c4, c9)c14e
c214
8
for y, y0 ∈ Ω ∩ Nc4/2, where c(c4, c9) is a positive constant depending only on c4 and c9. By the
similar argument as above, we obtain
(7.7)
∫
Ω
η(|x− y|)e− |x−y|
2
4r2
(2
√
pir)n−1
dµt(x) ≤
∫
Ω
η(|x− y0|)e−
|x−y0|2
4r2
(2
√
pir)n−1
dµt(x) + c(c4, c9)c14e
c214
8
for y, y0 ∈ Ω. Since spt(η(|˜· − y′|)) ∩ Ω = ∅ if y 6∈ Nc4/2, we can regard the integral (7.2) as zero,
and hence (7.6) and (7.7) imply the conclusion of (1) with an appropriate choice of c14.
We may prove (2) by the similar argument by using Taylor expansion for e−
|x−y|2
4R2 with respect
to R around r and applying the inequality r ≤ R for the denominator of the integral function of
µtr,y. 
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The following lemma is needed when exchanging the center and the space variable of the reflected
backward heat kernel ρ2.
Lemma 7.4. (1) For x ∈ N6c4 and b ∈ ∂Ω,
(7.8) |x˜− b| ≤
(
1 +
2κ|x− b|
1− κ|x− b|
)
|x− b|.
(2) For x, y ∈ Ω with |x− y˜| ≤ c4/2 and y ∈ Nc4/2,
(7.9) |x˜− y| ≤ 2|x− y˜|, |x˜− y| ≤ (1 + 12κ|x˜− y|)|x− y˜|,
where κ is the constant defined by (4.1).
Proof. (1) is proved in [11], thus we refer to [11] for the details. For x, y ∈ Ω with |x − y˜| ≤ c4/2
and y ∈ Nc4/2, since x ∈ Ω and y˜ 6∈ Ω, we may fix a boundary point b ∈ ∂Ω such that
(7.10) |x− y˜| = |x− b|+ |b− y˜|.
By (7.10) and |x− y˜| ≤ c4/2, we obtain
(7.11) |x− b|, |b− y˜| ≤ c4
2
.
From c4 ∈ (0, (6κ)−1], (7.8) and (7.11) imply
(7.12) |x˜− b| ≤ (1 + 3κ|x− b|)|x− b|, |y − b| ≤ (1 + 3κ|y˜ − b|)|y˜ − b|.
Since |x˜− y| ≤ |x˜− b|+ |b− y|, we obtain by (7.10), (7.12) and |x− b|, |y˜ − b| ≤ |x− y˜|
(7.13) |x˜− y| ≤ |x− y˜|+ 3κ(|x− b|2 + |y˜ − b|2) ≤ |x− y˜|+ 6κ|x− y˜|2.
Thus we obtain the first inequality of (7.9) from |x − y˜| ≤ (12κ)−1. We also note that the first
inequality of (7.9) and |x− y˜| ≤ c4/2 imply |x˜− y| ≤ c4, thus we may obtain
(7.14) |x− y˜| ≤ 2|x˜− y|
by the similar argument using a boundary point b′ ∈ ∂Ω such that |x˜−y| = |x˜−b′|+ |b′−y| instead
of b. By combining (7.13) and (7.14), we have the second inequality of (7.9). 
The statement of the following lemma is exactly the same as [20, Lemma 6.1] without the
convexity assumption on Ω. However they used the convexity of Ω at some technical points, thus
we give a new proof for the following lemma.
Lemma 7.5. For any (y, s) ∈ sptµ with y ∈ Ω and s > 0, there exists a sequence {xi, ti}∞i=1 and
a subsequence εi (denoted by the same index) such that ti > 0, xi ∈ Ω, (xi, ti) → (y, s) as i → ∞
and |uεi(xi, ti)| < α for all i ∈ N.
Remark 7.6. From Lemma 7.5 and Lemma 7.1, we can see that sptµt ∩ {x : (x, t) ∈ A} is empty
if |uεi | ≥ α for any sufficiently small εi in an open set A ⊂ Ω × [0,∞). Roughly speaking, this
means that the diffused interface energy concentrate on the domain {|uεi | < α}.
Proof of Lemma 7.5. For simplicity we omit the subscript i. For a contradiction, assume that there
exists 0 < r0 <
√
s such that
(7.15) inf
(Br0 (y)∩Ω)×(s−r20 ,s+r20)
|uε| ≥ α
for all sufficiently small ε > 0. Fix φ ∈ C1c (Br0(y)) such that
|∇φ| ≤ 3
r0
, φ ≡ 1 on Br0/2(y).
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Multiplying (1.1) by εφ2W ′(uε), integrating on Ω, integrating by parts and applying the Neumann
boundary condition (1.2), the assumptions (W3) and (7.15) imply
(7.16)
ε
d
dt
∫
Ω
φ2W (uε) dx =
∫
Ω
εφ2W ′(uε)∆uε − (W
′(uε))2
ε
dx
≤ −
∫
Ω
εβφ2|∇uε|2 + ε2φW ′(uε)〈∇uε,∇φ〉+ (W
′(uε))2
ε
dx
for s− r20 < t < s+ r20. By applying the Young inequality and rearranging terms, (7.16) implies∫
Ω
φ2
(
εβ|∇uε|2 + (W
′(uε))2
2ε
)
dx ≤ 2ε3
∫
Ω
|∇φ|2|∇uε|2 dx− ε d
dt
∫
Ω
φ2W (uε) dx
for s − r20 < t < s + r20. Integrating from s − r20 to s + r20 with respect to t, we have by the
boundedness (3.9) and (3.10)
(7.17)
∫ s+r20
s−r20
∫
Br0/2(y)
ε|∇uε|2 + (W
′(uε))2
ε
dxdt→ 0 as ε→ 0.
By the continuity of uε and (7.15), we may assume α ≤ uε ≤ 1 on (Br0(y) ∩ Ω) × (s − r20, s + r20)
without loss of generality. Otherwise we have −1 ≤ uε ≤ −α and we may argue similarly. From the
assumption (W1), there exists a positive constant c(W ) such that W (s) ≤ c(W )(s− 1)2 for all s ∈
[α, 1]. Furthermore, the assumptions (W1) and (W3) imply W ′(s) = W ′(s)−W ′(1) ≤ β(s−1) ≤ 0
for all s ∈ [α, 1]. Thus, the inequality
(7.18)
∫ s+r20
s−r20
∫
Br0/2(y)
W (uε)
ε
dxdt ≤ c(W,β)
∫ s+r20
s−r20
∫
Br0/2(y)
(W ′(uε))2
ε
dxdt
holds for some positive constant c(W,β). Hence we conclude by combining (7.17) and (7.18)
µ(Br0/2(y)× (s− r20, s+ r20)) = 0,
which contradicts (y, s) ∈ sptµ. 
Lemma 7.7. For any T > 0, there exist δ0, r1, c16 > 0 depending only on T , n, D0, α, W , λ, κ,
c1, c2, c4 and Ω such that the following holds: For 0 < t < s < min{t+ r21, T} and y ∈ Ω, assume
(7.19) µsr,y < δ0,
where r =
√
s− t. Then (y′, t′) 6∈ sptµ for all y′ ∈ Bc16r(y) ∩ Ω, where t′ = 2s− t.
Proof. First, we argue in the case of y′ ∈ Nc4/2. Let us assume (y′, t′) ∈ sptµ for a contradiction.
From Lemma 7.5, there exists a sequence {yi, ti}∞i=1 such that (yi, ti) → (y′, t′) as i → ∞ and
|uεi(yi, ti)| < α for all i ∈ N. Note that yi ∈ Nc4/2 for sufficiently large i. Put ri := γ0εi and
Ti := ti + r
2
i , where γ0 > 0 is the constant satisfying (6.5) with y = yi. By the similar argument
for (6.6), we obtain
(7.20)
∫
Bri (yi)
ρ1,(yi,Ti)(x, ti) dµ
ti
εi(x) ≥M6,
where M6 is a constant depending only on α,W,Ω and c8. Substituting yi and Ti for y and s in
(4.3), respectively, integrating the substituted inequality over t ∈ (s, ti) and applying Lemma 6.7,
we obtain by (7.20)
M6 ≤ ec5(Ti−s)
1
4
∫
Ω
ρ1,(yi,Ti)(x, s) + ρ2,(yi,Ti)(x, s) dµ
s
εi
+ ec5(Ti−s)
1
4
(
c6(Ti − s) + c13ελ′−λ(1 + | log εi|+ (log Ti))
)
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for sufficiently small εi. Letting i→∞, we have
(7.21) M6 ≤ ec5(t′−s)
1
4
∫
Ω
ρ1,(y′,t′)(x, s) + ρ2,(y′,t′)(x, s) dµ
s + ec5(t
′−s) 14 c6(t′ − s)
Since t′ − s = s− t = r2, (7.21) is equivalent to
(7.22) M6 ≤ ec5r
1
2 µsr,y′ + e
c5r
1
2 c6r
2.
Now, we choose sufficiently small r1 ∈ (0, c4/2) such that s− t = r2 < r21 implies
(7.23) ec5r
1
2 ≤ 2, ec5r
1
2 c6r
2 ≤ M6
2
.
Furthermore, by setting c16 = c14, where c14 is in Lemma 7.3 with δ = M6/8, (7.22), (7.23) and
Lemma 7.3 imply
(7.24)
M6
8
≤ µsr,y.
Here s ≤ T is used. Letting δ0 < M6/8, we have a contradiction from (7.24) and (7.19). In the
other cases, y′ 6∈ Nc4/2, we may obtain a contradiction as above with the same constants δ0, r0 and
c16. 
Corollary 7.8. For 0 ≤ t ≤ T , there exists c17 depending only on T, n,D0, α,W, λ, κ, c1, c2, c3, c4, c8
and Ω such that
Hn−1(sptµt) ≤ c17.
Proof. For any (y, t) ∈ sptµ such that y ∈ Nc4/2 and t ∈ [0, T ], we obtain by the similar argument
for (7.22)
(7.25)
M6
4
≤
∫
Ω
ρ1,(y,t+r2)(x, t) + ρ2,(y,t+r2)(x, t) dµ
t+r2(x)
for any r ∈ (0, r1), where r1 is a constant given in Lemma 7.7 and M6 is a constant depending only
on α,W,Ω and c8. For 0 < L ≤ c4/(2r), using Proposition 6.1 and the similar argument for (6.10),
we have
(7.26)
∫
Ω\B5Lr(y)
ρ1,(y,t+r2)(x, t) dµ
t+r2(x) +
∫
Ω\B˜Lr(y)
ρ2(y,t+r2)(x, t) dµ
t+r2(x)
≤ c9ωn−1
pi
n−1
2
(∫ ∞
25L2
4
a
n−1
2 e−a da+
∫ ∞
L2
4
a
n−1
2 e−a da
)
.
Thus by choosing sufficiently large L depending only on T, n,D0, α,W, λ, κ, c1, c2, c4, c8 and Ω,
(7.25) and (7.26) show
M6
8
≤
∫
Ω∩B5Lr(y)
ρ1,(y,t+r2)(x, t) dµ
t+r2(x) +
∫
Ω∩B˜Lr(y)
ρ2(y,t+r2)(x, t) dµ
t+r2(x).
From ρi,(y,t+r2)(·,t) ≤ (4pi)−(n−1)/2r−(n−1) for i = 1, 2 and Lemma 6.3, we obtain
(7.27)
(4pi)
n−1
2 M6
8
rn−1 ≤ 2µt+r2(B5Lr(y)).
In the case of y 6∈ Nc4/2, we have (7.27) by the similar argument. Now we fix t ∈ [0, T ]. Let
B = {B5Lr(y) : (y, t) ∈ sptµ} which is a covering of {y ∈ Ω : (y, t) ∈ sptµ}. By the Besicovitch
covering theorem, there exist a finite sub-collection B1, · · · ,BB(n) such that each Bi is a pairwise
disjoint family of closed balls and
(7.28) {y ∈ Ω : (y, t) ∈ sptµ} ⊂ ∪B(n)i=1 ∪B5Lr(yj)∈Bi B5Lr(yj).
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Let Hn−1δ be defined as in [23], so that Hn−1 = limδ↓0Hn−1δ . By the definition, (3.10), (7.27) and
(7.28) we obtain
Hn−110Lr({y ∈ Ω : (y, t) ∈ sptµ}) ≤
B(n)∑
i=1
∑
B5Lr(yj)∈Bi
ωn−1(5Lr)n−1
≤
B(n)∑
i=1
16ωn−1(5L)n−1
(4pi)
n−1
2 M6
∑
B5Lr(yj)∈Bi
µt+r
2
(B5Lr(yj))
≤
B(n)∑
i=1
16ωn−1(5L)n−1
(4pi)
n−1
2 M6
µt+r
2
(Ω) ≤ c17,
where c17 is a constant depending only on T, n,D0, α,W, λ, κ, c1, c2, c3, c4, c8 and Ω. Letting r ↓ 0,
we obtain the boundedness of Hn−1({y ∈ Ω : (y, t) ∈ sptµ}) and hence Lemma 7.1 implies the
conclusion. 
Lemma 7.9. For T > 0, let δ0(T ) be the constant given in Lemma 7.7. Then µ(Z
−(T )) = 0,
where
Z−(T ) =
{
(y, t) ∈ sptµ : lim sup
s↓t
µs√
s−t,y < δ0(T ), 0 < t < T
}
.
Remark 7.10. We consider the meaning of µs√
s−t,y in a simple case. Let µ
t be described as
µt = Hn−1bMt for a smooth and proper (n − 1)-dimensional mean curvature flow {Mt} in Ω with
the right angle condition. For an interior point (y, t′) of M := ∪tMt × {t}, we consider the re-
scaling operator Dr : (x, t) 7→ (r−1(x − y), r−2(t − t′)) for r > 0. Then we can see that DrM
converges to the tangent flow M′ of M at (y, t′) and µt′+r2r,y converges to the integration∫
M ′1
1
(4pi)
n−1
2
e−
|z|2
4 dHn−1(z)
as r ↓ 0, where M′ = ∪τ∈(−∞,∞)M ′τ × {τ}. In this case, M ′τ is identically the tangent space of
Mt′ at y, thus the Gaussian density is equal to 1 and coincides with the Gaussian density of M′.
We also note that some properties of tangent flows and Gaussian densities are studied by Edelen
[7] for Brakke flows with a generalized right angle condition and by White [28] for classical mean
curvature flows without boundary conditions.
Proof of Lemma 7.9. We do not write out the dependence on T in the following for simplicity.
Corresponding to T , let δ0, r1 and c16 be constants given in Lemma 7.7. For 0 < τ < r
2
1 define
Zτ :=
{
(y, t) ∈ sptµ : µs√
s−t,y < δ0 for 0 < t < s < min{t+ τ, T}
}
.
If we take a sequence τm > 0 with limm→∞ τm = 0, then Z− ⊂ ∪∞m=1Zτm . Hence we only need to
show µ(Zτ ) = 0.
Let (y, t) ∈ Zτ be fixed and we define
P (y, t) := {(y′, t′) ∈ Ω× [0, T ) : 2c−216 |y′ − y|2 < |t′ − t| < 2τ}.
We claim that P (y, t) ∩ Zτ = ∅. Indeed, suppose for a contradiction that (y′, t′) ∈ P (x, t) ∩ Zτ .
Assume t′ > t and put s = (t+t′)/2. Then s < T, t < s < t+τ, |y−y′| < c16
√
(t′ − t)/2 = c16
√
s− t
and µs√
s−t,y < δ0. Hence by Lemma 7.7, (y
′.t′) 6∈ sptµ, which contradicts (y′, t′) ∈ Zτ . If t′ < t, by
the similar argument, we obtain (y, t) 6∈ sptµ which is a contradiction. This proves P (y, t)∩Zτ = ∅.
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For a fixed (y0, t0) ∈ Ω× [0, T ), define
Zr,y0,t0 := Zτ ∩
(
B c16
2
√
τ (y0)× (t0 − τ, t0 + τ)
)
.
Then Zτ is a countable union of Zτ,ym,tm with (ym, tm) spaced appropriately. Hence we only need
to show that µ(Zr,y0,t0) = 0. For 0 < ρ ≤ c4, we may find a covering of piΩ(Zr,y0,t0) := {y ∈ Ω :
(y, t) ∈ Zr,y0,t0} by a collection of balls {Bri(yi)}∞i=1, where (yi, ti) ∈ Zr,y0,t0 , ri ≤ ρ so that
(7.29)
∞∑
i=1
ωnr
n
i ≤ c(n)Ln(B c16
2
√
τ (x0)).
For such a covering, we find
(7.30) Zr,y0,t0 ⊂ ∪∞i=1Bri(yi)× (ti − 2r2i c−216 , ti + 2r2i c−216 ).
Indeed, if (y, t) ∈ Zr,y0,t0 , then y ∈ Bri(yi) for some i ∈ N. Since P (y, t) ∩ Zτ = ∅, we have
|t− ti| ≤ 2|x− xi|2c−216 < 2r2i c−216 .
Combining Proposition 6.1, (7.29), (7.30) and ri ≤ ρ ≤ c4, we obtain
µ(Zr,y0,t0) ≤
∞∑
i=1
µ(Bri(yi)× (ti − 2r2i c−216 , ti + 2r2i c−216 )) ≤
∞∑
i=1
c9ωn−1rn−1i · 4c−216 r2i
≤ 4ρc9c−216 ωn−1ω−1n c(n)Ln(B c16
2
√
τ (x0)).
Since 0 < ρ < c4 is arbitrary, we have µ(Z
r,y0,t0) = 0. This concludes the proof. 
Proof of Proposition 7.2. It is enough to prove |ξ| = 0 on Rn× (0, T ) for all 0 < T . In the following
we fix T . Note that spt|ξ| ⊂ Ω×[0,∞) by the definition of |ξεi |. For y ∈ Nc4/2∩Ω and 0 ≤ t < s < T ,
since (7.9) holds and η is a monotone decreasing function, we have
(7.31)
∫∫
Ω×(0,s)
η(|x− y|)e−
|x−y|2
4(s−t) + η(|x− y˜|)e−
|x−y˜|2
4(s−t)
2npi
n−1
2 (s− t)n+12
d|ξεi |(x, t)
≤
∫∫
Ω×(0,s)
η (|x− y|) e−
|x−y|2
4(s−t) + η
( |x˜−y|
2
)
e
− |x˜−y|2
(1+12κ|x˜−y|)24(s−t)
2npi
n−1
2 (s− t)n+12
d|ξεi |(x, t)
=
∫∫
Ω×(0,s)
η (|x− y|) e−
|x−y|2
4(s−t) + η(|x˜− y|)e−
|x˜−y|2
4(s−t)
2npi
n−1
2 (s− t)n+12
d|ξεi |(x, t)
+
∫∫
Ω×(0,s)
{
η
( |x˜−y|
2
)
− η (|x˜− y|)
}
e
− |x˜−y|2
(1+12κ|x˜−y|)24(s−t)
2npi
n−1
2 (s− t)n+12
d|ξεi |(x, t)
+
∫∫
Ω×(0,s)
η (|x˜− y|)
(
e
− |x˜−y|2
(1+12κ|x˜−y|)24(s−t) − e−
|x˜−y|2
4(s−t)
)
2npi
n−1
2 (s− t)n+12
d|ξεi |(x, t) =: I1 + I2 + I3.
We estimate each integration Ii(i = 1, 2, 3) on the right hand side of (7.31). By integrating (4.3)
over t ∈ (0, s), we obtain by (6.3), (6.26) and s < T
(7.32)
I1 =
∫ s
0
∫
Ω
ρ1,(y,s)(x, t) + ρ2,(y,s)(x, t)
2(s− t)
∣∣∣∣εi|∇uεi |22 − W (uεi)εi
∣∣∣∣ dxdt
≤ Tec5T
1
4 + ec5T
1
4 (1 + 5n−1)D0 + 2c13ελ
′−λ
i (1 + | log εi|+ (log T )+).
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From the definition of η, c4 ≤ (6κ)−1, |ξεi | < µεi , (3.10) and s < T , we obtain
(7.33) I2 ≤
∫∫
{x∈Ω:|x˜−y|≥ c4
4
}×(0,s)
∣∣∣η ( |x˜−y|2 )− η(|x˜− y|)∣∣∣ e− c2482 · 14(s−t)
2npi
n−1
2 (s− t)n+12
d|ξεi |(x, t)
≤ cµεi(Ω× (0, s)) ≤ cc3T,
where c is a constant satisfying 2−npi−
n−1
2 l−
n+1
2 e−
c24
82 ≤ c for l ∈ (0,∞). By the Taylor expansion
for e
− |x˜−y|2
(1+12κr)24(s−t) with respect to r around 0, we have
(7.34) e
− |x˜−y|2
(1+12κ|x˜−y|)24(s−t) − e−
|x˜−y|2
4(s−t) =
6κ|x˜− y|3
(1 + 12θκ|x˜− y|)3(s− t)e
− |x˜−y|2
(1+12θκ|x˜−y|)24(s−t)
for some constant θ ∈ (0, 1). Applying (7.34), sptη ⊂ [0, c4/2) ⊂ [0, 1/(12κ)), |ξεi | < µεi , the
uniform boundedness of r3e−
r2
32 with respect to r ∈ [0,∞), Proposition 6.1 and computations
similar to (6.10), we obtain
(7.35)
I3 ≤
∫∫
Ω×(0,s)
3κ|x˜− y|3η(|x˜− y|)
2n−1pi
n−1
2 (s− t)n+32
e
− |x˜−y|2
16(s−t) d|ξεi |(x, t)
≤
∫ s
0
∫
Ω
c(n, κ)η(|x˜− y|)
(s− t)n2 e
− |x˜−y|2
32(s−t)dµtεi(x)dt ≤
∫ s
0
c(n, κ, c9)
(s− t) 12
dt ≤ c(n, κ, c9, T ),
where c(n, κ, c9, T ) is a positive constant depending only on n, κ, c9 and T . Combining (7.31)–(7.33)
and (7.35), we have
(7.36)
∫ s
0
∫
Ω
η(|x− y|)e−
|x−y|2
4(s−t) + η(|x− y˜|)e−
|x−y˜|2
4(s−t)
2npi
n−1
2 (s− t)n+12
∣∣∣∣εi|∇uεi |22 − W (uεi)εi
∣∣∣∣ dxdt
≤ c(n, κ, c3, c5, c9, c13, T,D0)
(
1 + ελ
′−λ
i (1 + | log εi|+ (log 4T )+)
)
,
where c(n, κ, c3, c5, c9, c13, T,D0) is a positive constant depending only on n, κ, c3, c5, c9, c13, T and
D0. For y ∈ Ω\Nc4/2, the similar argument using (4.4) and (6.27) in place of (4.3) and (6.26) gives
the same estimate with the second term in the integral being zero. Taking i → 0 and integrating
the limit of (7.36) over (y, s) ∈ Ω× (0, T ), we obtain
(7.37)
∫ T
0
ds
∫
Ω
dµs(y)
∫∫
Ω×(0,T )
η(|x− y|)e−
|x−y|2
4(s−t) + η(|x− y˜|)e−
|x−y˜|2
4(s−t)
2npi
n−1
2 (s− t)n+12
d|ξ|(x, t) <∞.
By the Fubini theorem, (7.37) is turned into∫∫
Ω×(0,T )
d|ξ|(x, t)
∫ T
t
1
2(s− t)µ
s√
s−t,x ds <∞.
Thus we have
(7.38)
∫ T
t
1
2(s− t)µ
s√
s−t,x ds <∞
for |ξ| almost all (x, t) ∈ Ω× (0, T ). We next prove that for |ξ| almost all (x, t),
(7.39) lim
s↓t
µs√
s−t,x = 0.
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We fix a point (x, t) satisfying (7.38) and assume x ∈ Nc4/2 in the following. For t < s, we define
l := log(s− t) and h(s) := µs√
s−t,x. Then (7.38) is translated into
(7.40)
∫ log(T−s)
−∞
h(t+ el) dl <∞.
Let 0 < θ < 1 be arbitrary for the moment. Due to (7.40), we may choose a decreasing sequence
{lj}∞j=1 such that lj → −∞, lj − lj+1 < θ and h(t + elj ) < θ for all j. For any −∞ < l < l1, we
may choose j ≥ 2 such that lj ≤ l < lj−1. By applying (4.3) and (6.26), we obtain
(7.41)
h(t+ el) =
∫
Ω
ρ1,(x,t+2el)(y, t+ e
l) + ρ2,(x,t+2el)(y, t+ e
l) dµt+e
l
(y)
≤ ec5(2el−elj )
1
4
∫
Ω
ρ1,(x,t+2el)(y, t+ e
lj ) + ρ2,(x,t+2el)(y, t+ e
lj ) dµt+e
lj
(y)
= ec5R
1
2
j µt+e
lj
Rj ,x
,
where Rl =
√
2el − elj . Let rj =
√
elj . Since l ≥ lj , we have Rl ≥ rj . Furthermore, l − lj <
lj−1 − lj < θ implies R2l /r2j < 2eθ − 1 which may be made arbitrarily close to 1 by restricting θ to
be small. For arbitrary δ > 0, we restrict θ so that Rl/rj < 1 + c15, where c15 is given by Lemma
7.3 corresponding to δ. Then (7.41) implies
(7.42) h(t+ el) ≤ ec5R
1
2
l µt+e
lj
Rl,x
≤ ec5R
1
2
l (µt+e
lj
rj ,x + δ) = e
c5R
1
2
l (h(t+ elj ) + δ) < ec5R
1
2
l (θ + δ).
In the case of x ∈ Ω \ Nc4/2, we may prove (7.42) by the similar argument. Since δ and θ are
arbitrary and liml→−∞Rl = 1 for any θ, (7.42) shows
lim sup
l→−∞
h(t+ el) = 0 for |ξ| almost all (x, t) ∈ Ω× (0, T )
as well as (7.39). This proves that |ξ|((Ω × (0, T ) \ Z−(T )) = 0, since otherwise, we have
lim sups↓t µs√s−t,x ≥ δ0(T ) on a set of positive measure with respect to |ξ|. Lemma 7.9 shows
µ(Z−(T )) = 0, and since |ξ| ≤ µ by the definitions of these measures, we have |ξ|(Ω×(0, T )) = 0. 
8. Proof of the main theorems
In order to prove the main theorems, we have to analyze an associated varifold with the diffused
surface energy as in [20]. Thus, for the solution uεi of (1.1), we associate a varifold as
V tεi :=
∫
Ω∩{|∇uεi |6=0}
φ
(
x, I − ∇uεi|∇uεi |
⊗ ∇uεi|∇uεi |
)
dµtεi(x) for φ ∈ C(Gn−1(Rn)).
Note that ‖V tεi‖ = µtεib{|∇uεi |6=0}. We derive a formula for the first variation of V tεi up to the
boundary.
Remark 8.1. We note that I − ∇uεi (x,t)|∇uεi (x,t)| ⊗
∇uεi (x,t)
|∇uεi (x,t)| is the orthogonal projection of R
n onto the
tangent space of the level set {y ∈ Ω : uεi(y, t) = uεi(x, t)} at x. Roughly speaking, since we may
expect that uεi(·, t) converges to ±1 almost everywhere on Ω, all level sets {y ∈ Ω : uεi(y, t) = s}
should converge to a hypersurface except for s = ±1. Thus, by the concentration of the diffused
surface energy as in Remark 7.6, we may expect I − ∇uεi (·,t)|∇uεi (·,t)| ⊗
∇uεi (·,t)
|∇uεi (·,t)| converges to the tangent
space of the limit surface on the support of the limit measure µt.
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Lemma 8.2. For g ∈ C1(Rn;Rn) and all t ∈ [0,∞),
(8.1)
δV tεi(g) =
∫
Ω
εi∂tuεi〈g,∇uεi〉 dx+
∫
Ω∩{|∇uεi |6=0}
∇g ·
( ∇uεi
|∇uεi |
⊗ ∇uεi|∇uεi |
)
dξtεi
+
∫
∂Ω
〈g, ν〉
(
εi|∇uεi |2
2
+
W (uεi)
εi
)
dHn−1 −
∫
Ω∩{|∇uεi |=0}
W (uεi)
εi
divg dx.
Proof. Omit the subindex i. By the definition of the first variation of varifolds, we have
(8.2) δV tε (g) =
∫
Ω∩{|∇uε|6=0}
∇g ·
(
I − ∇uε|∇uε| ⊗
∇uε
|∇uε|
)
dµtε.
Using the boundary condition (1.2) and integration by parts, we have
(8.3)
∫
Ω
|∇uε|2
2
divg dx =
∫
∂Ω
〈g, ν〉 |∇uε|
2
2
dHn−1 +
∫
Ω
∇g · (∇uε ⊗∇uε) + 〈g,∇uε〉∆uε dx.
Also by integration by parts,
(8.4)
∫
Ω∩{|∇uε|6=0}
W (uε)divg dx = −
∫
Ω∩{|∇uε|=0}
W (uε)divg dx−
∫
Ω
〈g,∇uε〉W ′(uε) dx
+
∫
∂Ω
〈g, ν〉W (uε) dHn−1.
Substituting (8.3) and (8.4) into (8.2), applying the equation (1.1) and recalling the definition of
ξtε, we obtain (8.1). 
Lemma 8.3. There exists a constant c18 depending only on n, c3, c4, κ and Ω such that
(8.5)
∫
∂Ω
εi|∇uεi |2
2
+
W (uεi)
εi
dHn−1 ≤
∫
Ω
εi(∂tuεi)
2 dx+ c18
for all t ∈ [0,∞).
Proof. Let φ ∈ C2(Ω) be a positive function so that φ(x) = dist(x, ∂Ω) near ∂Ω and smoothly
becomes a constant function on Ω \ Nc4 . We may construct such a function so that ‖φ‖C2(Ω) is
bounded depending only on n, c4, κ and Ω. We also note that 〈∇φ, ν〉 = −1 on ∂Ω. By substituting
∇φ into (8.1), applying Young’s inequality and using ξtεi ≤ µtεi , (3.10) and the definition of the first
variation δV t, we obtain
(8.6)
∫
∂Ω
εi|∇uεi |2
2
+
W (uεi)
εi
dHn−1
=
∫
∂Ω
〈∇φ, ν〉εi|∇uεi |
2
2
+
W (uεi)
εi
dHn−1
=
∫
Ω∩{|∇uεi |6=0}
∇2φ ·
(
I − ∇uεi|∇uεi |
⊗ ∇uεi|∇uεi |
)
dµtε −
∫
Ω
εi∂tuεi〈∇φ,∇uεi〉 dx
−
∫
Ω∩{|∇uεi |6=0}
∇2φ ·
( ∇uεi
|∇uεi |
⊗ ∇uεi|∇uεi |
)
dξtεi +
∫
Ω∩{|∇uεi |=0}
W (uεi)
εi
∆φ dx
≤ c(‖φ‖C2(Ω))µtεi(Ω) + c(‖φ‖C1(Ω))
∫
Ω
εi|∇uεi |2
2
dx+
∫
Ω
εi(∂tuεi)
2 dx
≤ c(‖φ‖C2(Ω), c3) +
∫
Ω
εi(∂tuεi)
2 dx,
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where c(‖φ‖C2(Ω), c3) is a positive constant depending only on ‖φ‖C2(Ω) and c3. Here, we have used
the boundedness of the operator norm of I and
∇uεi
|∇uεi | ⊗
∇uεi
|∇uεi | . From the dependence of ‖φ‖C2(Ω),
(8.6) implies the conclusion. 
Proposition 8.4. Assume V tεij
converges to V˜ t ∈ Vn−1(Rn) and
(8.7) lim inf
j→∞
∫
Ω
εij (∂tuεij )
2 dx <∞, lim
j→∞
∫
Ω
∣∣∣∣∣εij |∇uεij |
2
2
−
W (uεij )
εij
∣∣∣∣∣ dx = 0
for a subsequence εij and a time t ≥ 0. Then
(8.8) |δV˜ t(g)| ≤
(
2 lim inf
j→∞
∫
Ω
εij (∂tuεij )
2 dx+ c3 + c18
)
sup
Ω
|g|
for g ∈ C1c (Rn;Rn), µt is rectifiable and V˜ t is the rectifiable varifold associated to µt.
Proof. We note that ‖V tεij ‖ converges to µ
t from the second assumption on (8.7), thus it is enough
to prove the rectifiability of V˜ t from the uniqueness of the rectifiable varifold. Let
c(t) := lim inf
j→∞
∫
Ω
εij (∂tuεij )
2 dx.
Since limj→∞ δV tεij = δV˜
t, it is easy to see by (3.10), (8.1), (8.5) and Young’s inequality
|δV˜ t(g)| ≤ (2c(t) + c3 + c18) max
Ω
|g|
for g ∈ C1c (Rn;Rn). This shows that the total variation ‖δV˜ t‖ is a Radon measure. Thus, Allard’s
rectifiability theorem [1, 5.5. (1)] shows V˜ tb{x:lim supr↓0 ‖V˜ t‖(Br(x))/(ωn−1rn−1)>0}×G(n,n−1) is rectifi-
able. On the other hand, a standard measure theoretic argument (see for example [23, 3.2(2)]) and
Corillary 7.8 show
µt
({
x ∈ sptµt : lim sup
r↓0
‖V˜ t‖(Br(x))
ωn−1rn−1
< l
})
≤ 2n−1lHn−1(sptµt) ≤ 2n−1lc17
for any l > 0, thus we obtain
µt
({
x ∈ sptµt : lim
r↓0
‖V˜ t‖(Br(x))
ωn−1rn−1
= 0
})
= 0.
This equality and ‖V˜ t‖ = µt imply
V˜ tb{x:lim supr↓0 ‖V˜ t‖(Br(x))/(ωn−1rn−1)>0}×G(n,n−1)= V˜
t
and hence we have the conclusion. 
Proof of Theorem 3.3 and Theorem 3.5. From (3.10) and Proposition 7.2, we may see
(8.9) lim inf
i→∞
∫
Ω
εi(∂tuεi)
2 dx <∞ and lim
i→∞
∫
Ω
∣∣∣∣εi|∇uεi |22 − W (uεi)εi
∣∣∣∣ dx = 0
for a.e. t ≥ 0. We fix a time t satisfying (8.9). By the boundedness of the diffused surface energy
(3.10), the definition of V tεi and (8.9), there exist a subsequence εij such that
(8.10) lim
j→∞
∫
Ω
εij (∂tuεij )
2 dx = lim inf
i→∞
∫
Ω
εi(∂tuεi)
2 dx
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and V tεij
converges to a varifold V˜ t. Then we can apply Proposition 8.4 and hence we have the
conclusion except for the boundedness of
∫ T
0 ‖δV t‖(Ω) dt. Since the right hand side of (8.8) is
locally uniformly integrable, Fatou’s lemma shows this boundedness. 
Proof of Theorem 3.6. We fix a time t satisfying (8.9) and take a subsequence εij such that (8.10)
holds and V tεij
converges to V t. By (8.1), we have
|δV t(g)| ≤
(∫
Ω
|g|2 d‖V t‖
) 1
2
lim inf
i→∞
(∫
Ω
εi(∂tuεi)
2 dx
) 1
2
for g ∈ C1c (Ω;Rn). This shows ‖δV tbΩ‖  ‖V tbΩ‖ and δV tbΩ= −ht‖V tbΩ‖ for ht ∈ L2(‖V tbΩ‖).
Now, for given arbitrary δ > 0, let νδ ∈ C1(Ω;Rn) be such that νδb∂Ω= ν, |νδ| ≤ 1 and spt νδ ⊂ Nδ.
For g ∈ C1(Ω;Rn), define g˜ := g − 〈g, νδ〉νδ. Then 〈g˜, ν〉 = 0 on ∂Ω thus δV tb>∂Ω(g) = δV tb∂Ω(g˜).
By (8.1), (8.9) and |g˜| ≤ |g|, we have
(8.11)
δV tb>∂Ω(g) + δV tbΩ(g) = δV t(g˜) + δV tbΩ(g − g˜)
≤
(∫
Ω
|g|2 d‖V t‖
) 1
2
lim inf
i→∞
(∫
Ω
εi(∂tuεi)
2 dx
) 1
2
+ δV tbΩ(g − g˜).
Since spt νδ ⊂ Nδ, we have
(8.12) |δV tbΩ(g − g˜)| ≤ sup |g|
∫
Ω∩Nδ
|ht| d‖V t‖ → 0
as δ → 0. Combining (3.10), (8.11) and (8.12), we conclude (A1) by letting
htb :=
−
δV tb>∂Ω
‖V t‖ on ∂Ω
− δV tbΩ‖V t‖ on Ω.
Furthermore, we may carry out an approximation argument (see [24, Proposition 8.1] for detail) to
obtain
(8.13)
∫
Ω
φ|htb|2 d‖V t‖ ≤ lim inf
i→∞
∫
Ω
εi(∂tuεi)
2φ dx
for general φ ∈ Cc(Rn;R+). Integrate (8.13) with φbΩ≡ 1 over t ∈ (0,∞) and apply Fatou’s Lemma
and (3.10) to conclude (A2).
Next, we prove (A3). It is enough to prove (3.12) for φ ∈ C2(Ω×[0,∞);R+) with 〈∇φ(·, t), ν〉 = 0
on ∂Ω. From (1.1) and (1.2), we have
(8.14)
∫
Ω
φ dµtεi
∣∣∣t2
t=t1
=
∫ t2
t1
(∫
Ω
−εi(∂tuεi)2φ− εi∂tuεi〈∇φ,∇uεi〉 dx+
∫
Ω
∂tφ dµ
t
εi
)
dt
for all 0 ≤ t1 < t2 < ∞. Since µtεi converges to ‖V t‖ for all t ≥ 0, the left hand side of (8.14)
converges to that of (3.12), and so is the last term of the right hand side. Thus we may finish the
proof if we prove
(8.15) lim
i→∞
∫ t2
t1
∫
Ω
εi(∂tuεi)
2φ+ εi∂tuεi〈∇φ,∇uεi〉 dxdt ≥
∫ t2
t1
∫
Ω
φ|htb|2 − 〈∇φ, htb〉 d‖V t‖dt.
Here, we note that (8.14) also implies by Ho¨lder’s inequality and (3.10)
(8.16)
lim
i→∞
∫ t2
t1
∫
Ω
εi(∂tuεi)
2φ+ εi∂tuεi〈∇φ,∇uεi〉 dxdt
= µt(φ)
∣∣∣t2
t=t1
−
∫∫
Ω×[t1,t2]
∂tφ dµ ≤ c(c3, t1, t2, ‖φ‖C1(Ω×[t1,t2])),
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where c(c3, t1, t2, ‖φ‖C1(Ω×[t1,t2])) is a constant depending only on c3, t1, t2 and ‖φ‖C1(Ω×[t1,t2]). From
|∇φ(·,t)|2
2φ(·,t) ≤ ‖φ(·, t)‖C2(Ω) for any t ≥ 0 and (3.10), we obtain∫
Ω
εi(∂tuεi)
2φ+ εi∂tuεi〈∇φ,∇uεi〉 dx
=
∫
Ω
εiφ
(
∂tuεi +
〈∇φ,∇uεi〉
2φ
)2
− εi〈∇φ,∇uεi〉
2
4φ
dx ≥ −c3‖φ(·, t)‖C2(Ω)
for any t ≥ 0. Thus by Fatou’s lemma,
(8.17)
lim
i→∞
∫ t2
t1
∫
Ω
εi(∂tuεi)
2φ+ εi∂tuεi〈∇φ,∇uεi〉 dxdt
≥
∫ t2
t1
lim inf
i→∞
∫
Ω
εi(∂tuεi)
2φ+ εi∂tuεi〈∇φ,∇uεi〉 dxdt.
By (8.16), (8.17) and Proposition 7.2, for a.e. t ∈ (t1, t2), we can choose a subsequence εij (depend-
ing on t) such that
(8.18)
lim
j→∞
∫
Ω
εij (∂tuεij )
2φ+ εij∂tuεij 〈∇φ,∇uεij 〉 dx = lim infi→∞
∫
Ω
εi(∂tuεi)
2φ+ εi∂tuεi〈∇φ,∇uεi〉 dx <∞
lim
j→∞
∫
Ω
∣∣∣∣∣εij |∇uεij |
2
2
−
W (uεij )
εij
∣∣∣∣∣ dx = 0
and V tεij
converges to some varifold V˜ t ∈ Vn−1(Rn). We fix such t and subsequence εij . By (3.10)
and Young’s inequality, we obtain∫
Ω
εij (∂tuεij )
2φ+ εij∂tuεij 〈∇φ,∇uεij 〉 dx ≥
1
2
∫
Ω
εij (∂tuεij )
2φ dx− c(c3, ‖φ‖C2),
hence (8.18) implies
lim sup
j→∞
∫
Ω
εij (∂tuεij )
2φ dx <∞.
Arguing as the proof of Proposition 8.4, we may prove V˜ tb{x:φ(x,t)>0}×G(n,n−1) is rectifiable and
V˜ tb{x:φ(x,t)>0}×G(n,n−1)= V tb{x:φ(x,t)>0}×G(n,n−1). For φ˜ ∈ C2c ({φ > 0};R+) with 〈∇φ˜, ν〉 = 0 on
∂Ω and φ˜ ≤ φ, we obtain by the definition of htb and (8.1)
(8.19) −
∫
Ω
〈∇φ˜, htb〉 d‖V t‖ = δV (∇φ˜) = lim
j→∞
∫
Ω
εij∂tuεij 〈∇φ˜,∇uεij 〉 dx.
From htb ∈ L2(‖V t‖) and∫
Ω
εij∂tuεij 〈∇φ˜−∇φ,∇uεij 〉 dx ≤
(∫
Ω
εij (∂tuεij )
2φ dx
) 1
2
(∫
Ω
|∇φ˜−∇φ|2
φ− φ˜ εij |∇uεij |
2 dx
) 1
2
≤ 2c
1
2
3
(∫
Ω
εij (∂tuεij )
2φ dx
) 1
2
‖φ˜− φ‖C2 ,
we may obtain
(8.20) −
∫
Ω
〈∇φ, htb〉 d‖V t‖ = lim
j→∞
∫
Ω
εij∂tuεij 〈∇φ,∇uεij 〉 dx
by letting φ˜ → φ in C2 for (8.19). Hence we conclude (8.15) from (8.13), (8.17), (8.18) and
(8.20). 
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