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Abstract
The formulation of the on-surface radiation condition (OSRC) is extended to handle wave scat-
tering problems in the presence of multiple obstacles. The new multiple-OSRC simultaneously
accounts for the outgoing behavior of the wave fields, as well as, the multiple wave reflections
between the obstacles. Like boundary integral equations (BIE), this method leads to a reduction
in dimensionality (from volume to surface) of the discretization region. However, as opposed to
BIE, the proposed technique leads to boundary integral equations with smooth kernels. Hence,
these Fredholm integral equations can be handled accurately and robustly with standard numerical
approaches without the need to remove singularities. Moreover, under weak scattering condi-
tions, this approach renders a convergent iterative method which bypasses the need to solve single
scattering problems at each iteration.
Inherited from the original OSRC, the proposed multiple-OSRC is generally a crude approxi-
mate method. If accuracy is not satisfactory, this approach may serve as a good initial guess or as
an inexpensive pre-conditioner for Krylov iterative solutions of BIE.
Key words: Multiple obstacles, wave scattering, on surface radiation condition, absorbing
boundary condition, Helmholtz equation
1. Introduction
Multiple scattering problems emerge in many applications dealing with wave phenomena in
acoustics, electromagnetism, elastodynamics or hydrodynamics. We restrict our attention to prob-
lems governed by the Helmholtz equation which is one of the most useful models for such wave
phenomena. However, analogous ideas can be explored for the Maxwell system and the equa-
tions of elasticity. We consider a finite number of disjoint impenetrable obstacles embedded in
a homogeneous isotropic medium. A given incident wave impinges upon the obstacles, and the
problem amounts to calculate the scattered field. From the computational point of view, this is a
very challenging problem. Difficulties are encountered due to the unboundedness of the medium,
the appropriate satisfaction of the outgoing radiation condition at infinity, the number of obstacles
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and their location, their unavoidable interaction, and the geometrical characteristics of each one of
them. An excellent resource for the study of these problems is the book by Martin [1].
When the obstacle’s boundary conforms to simple shapes such as spheres or ellipsoids, then
methods based on separation of variables and Fourier expansions render a good approach [1, 2,
3, 4]. Otherwise, one is generally forced to consider numerical methods based on discretization.
These methods typically belong to two main categories: volume and surface discretizations.
In the first category, we find the finite element (FEM) and the finite difference (FDM) methods
among others. FEM and FDM lead to sparse matrix problems. However, their major drawback
is the appropriate handling of the unboundedness of the medium. Many nonreflecting boundary
conditions have been produced to truncate the physical domain while ensuring the outgoing behav-
ior of the scattered wave. Some of these absorbing boundary conditions include local conditions,
global conditions, infinite elements, and perfectly matched layers. These techniques have been
extensively reviewed in the following articles and books [5, 6, 7, 8, 9].
The second category is based on boundary integral equations (BIE) leading to surface dis-
cretizations. Here we find the boundary element method (BEM), the null-field equations and the
T-matrix method. See [1] for an excellent review. They enjoys a reduction in dimensionality (from
volume to surface) of the discretization region and the automatic satisfaction of the radiation condi-
tion at infinity. Moreover, the formulation of BIE is indifferent to the number of obstacles making
it well suited for multiple scattering. However, BIE may become quite costly since they lead to
singular integral kernels, and dense and possibly ill-conditioned matrices. Another technique lead-
ing to surface discretization is the method of on-surface radiation conditions (OSRC) originally
developed by Kriegsmann, Taflove and Umashankar [10]. It is an approximate method that applies
local absorbing conditions directly on the surface of the obstacle. As originally proposed, in the
presence of a single obstacle, the OSRC leads to an explicit formula (up to numerical integration)
avoiding the costly linear system obtained from BEM. However, the OSRC approximation is gen-
erally crude since the application of a local absorbing condition directly on the surface renders
a low order method independent of mesh refinement. It is understood in the pertaining literature
that the OSRC is designed to sacrifice accuracy in favor of computational speed. Therefore, the
OSRC should not be employed if a high degree of accuracy is needed. For studies on high-order
absorbing boundary conditions, we refer the reader to [5, 11, 12] and references therein.
Until recently, all of the volume discretization methods for scattering problems were exclu-
sively formulated to handle a single scatterer. If several obstacles are present, the common prac-
tice is to ignore the multiple-component nature of the scatterer and enclose all obstacles with a
sufficiently large artificial boundary. This has changed through the work of Grote, Kirsch and
Sim [13, 14, 15] who formulated appropriate nonreflecting boundary conditions on artificial sub-
boundaries each one enclosing a separate obstacle. An analogous work has been carried out by
Jiang and Zheng [16] for the PML approach. Similarly, the main objective of the present Article
is to derive an OSRC for multiple scattering problems which brings the absorbing condition to the
surface of each obstacle. The naive implementation of the original OSRC to multiple scattering
leads to an erroneous solution which neglects the unavoidable interaction between the obstacles.
Therefore, we propose a multiple-OSRC formulated to simultaneously account for the outgoing
behavior of the wave fields and the multiple reflections between the obstacles. We may summa-
rize the advantages of the proposed method as follows.
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1. In common with BIE, the multiple-OSRC leads to a reduction in dimensionality (from vol-
ume to surface) of the discretization region and the automatic satisfaction of the radiation
condition at infinity.
2. As opposed to BIE, the multiple-OSRC leads to integral equations with smooth kernels.
These Fredholm integral equations of the second kind can be handled accurately and robustly
with standard numerical approaches such as Nystro¨m, Galerkin and collocation methods,
without the need to remove singularities. In addition, integral operators with analytic kernels
can be approximated with spectrally accurate low-rank operators using separable expansions
of the kernels. See for instance [17, Thm. 2] or [1, Ch. 2-3].
3. Under appropriate conditions, the multiple-OSRC leads to convergent Neumann series or
so-called orders of scattering. However, as opposed to BIE, at each iteration there is no
need to solve a single-scattering problem for each obstacle because the OSRC renders an
explicit formula. Thus, after discretization, there is no need to build or invert a matrix. See
details in Section 5.
4. If the accuracy of the proposed method is not satisfactory, the multiple-OSRC approach may
serve as an inexpensive pre-conditioner for Krylov iterative solutions of BIE [18, 19], or as
an extraordinarily good initial guess for such iterative techniques. The multiple-OSRC may
also be employed as a fast approximate method to explore parameter-spaces for optimization
procedures and the construction of reduced bases [20].
The proposed multiple-OSRC has a major drawback inherited from the original OSRC. In
contrast with BIE, the multiple-OSRC is only an approximate method whose accuracy cannot
be improved by grid refinement and no error bounds are available. In many cases, as seen in
the literature [10, 21, 22, 23, 24], the OSRC method leads to crude approximations of the exact
solution. In addition, the OSRC performance deteriorates even more for non-convex obstacles, or
rapid changes in the boundary curvature including corners or edges.
However, impressive advances have been accomplished by Antoine, Barucq, Bendali and oth-
ers with the incorporation of surface curvature information into the absorbing condition. See
[21, 22, 25, 26, 27] and references therein. Using pseudo-differential calculus, they perform a
careful derivation of local absorbing conditions for surfaces of arbitrary shape. See also [28] for
the use of geometrical optics for non-convex obstacles.
2. Formulation of the problem
In this section we setup the mathematical formulation of the scattering problem and review the
well-known Green’s integral representation of the solution. We shall work on three-dimensional
scenarios, but the formulation in Sections 2-4 is also valid in two dimensions with obvious modi-
fications.
The scatterer consists of J disjoint obstacles each occupying a simply connected bounded
domain Ω−j with respective smooth boundary Γ j for j = 1, 2, ..., J. The open region external to Γ j
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is denoted by Ω+j . We also define
Ω− =
J⋃
j=1
Ω−j , Ω
+ =
J⋂
j=1
Ω+j and Γ =
J⋃
j=1
Γ j.
As usual, an incident wave uinc impinges upon the J obstacles. The total field ut is decomposed
as ut = uinc + usc in Ω+ where usc represents the scattered field induced by the presence of the
obstacles. For simplicity we assume a Dirichlet condition ut = 0 on Γ so that the outgoing scattered
field usc satisfies,
∆usc + k2usc = 0 in Ω+, (1)
usc = −uinc on Γ, (2)
lim
r→∞ r
(
∂usc
∂r
− ikusc
)
= 0. (3)
The limit in (3) is known as the Sommerfeld radiation condition where r = |x| for x ∈ R3. The well-
posedness of the BVP (1)-(3) is studied in [29, 30, 31]. In the derivation of the multiple-OSRC we
shall rely on the following Green’s integral representation of the scattered field [29, 30, 31]. The
scattered wave usc satisfies the following identity,
usc(x) =
∫
Γ
[
usc(y)
∂Φ(x, y)
∂n(y)
− ∂u
sc
∂n
(y)Φ(x, y)
]
dS (y), x ∈ Ω+, (4)
where n denotes the unit normal vector to the boundary Γ directed into Ω+ and Φ is the outgoing
fundamental solution for the Helmholtz equation given by
Φ(x, y) =
1
4pi
eik|x−y|
|x − y| , x , y. (5)
The BVP (1)-(3) is well-posed in appropriate spaces. So one may define the exterior Dirichlet-
to-Neumann (DtN) operator Λ mapping usc|Γ 7→ ∂nusc|Γ. Since Γ is the union of several sub-
boundaries Γ j, we will refer to Λ as the multiple-DtN map. In view of the Green’s identity (4)
and the Dirichlet boundary condition (2), the knowledge of the multiple-DtN map Λ renders an
explicit formula for the scattered field in terms of the incident field,
usc(x) = −
∫
Γ
[
uinc(y)
∂Φ(x, y)
∂n(y)
− (Λuinc)(y)Φ(x, y)
]
dS (y), x ∈ Ω+, (6)
Of course, the application of the multiple-DtN operator Λ amounts to solve the full multiple scat-
tering problem in the first place. Hence, expression (6) has little practical use in its current form.
Many explicit approximations of the DtN operator have been developed in the past. They can
be derived using pseudo-differential calculus and analytic expansions. For instance, one may use
the well-known Engquist-Majda [32], Bayliss-Gunzburger-Turkel [33] or Higdon [34] conditions
to find applicable approximations of the DtN operator. For details, see the work of Antoine et al.
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[25, 22, 23], Atle and Engquist [24] and references therein. The main idea in the original formu-
lation of the OSRC [10] is to simply replace the DtN operator in (6) by one of its approximations,
and use the resulting formula as an explicit approximation for the scattered field.
Unfortunately, these approximations are based on the assumption that the scattered field ra-
diates from a single boundary in the outgoing direction. This is the case when Ω− consists of a
single connected component. However, for the multiple scattering problem, the scatterer Ω− is
disconnected since it is the union of several disjoint sub-scatterers Ω−j for j = 1, 2, ..., J. As a
result, the scattered field bounces back and forth between obstacles inducing a complicated reflec-
tion pattern. As pointed out in the Introduction, the naive implementation of the original OSRC to
multiple scattering problems leads to an erroneous solution which neglects the unavoidable inter-
action between the obstacles. In the remainder of this Article, we shall derive a multiple-OSRC
which simultaneously accounts for the outgoing behavior of the scattered field and the multiple
reflections between the obstacles.
3. Derivation of the multiple-OSRC
Our derivation of the multiple-OSRC rests upon the following fundamental decomposition
theorem for multiple scattering problems. This theorem was explicitly proven in [13] and [16]
for the two- and three-dimensional settings, respectively. In both cases, it was assumed that the
obstacles are well-separated and conform to canonical shapes. Another proof was presented by
Balabane [35] without assumptions on the shape or distance between of the obstacles as long as
they are disjoint. See also [36, 37, 38, 39] for alternative proofs and similar applications of this
decomposition theorem.
Theorem 1. Let usc be the solution to the BVP (1)-(3). Then, usc can be uniquely decomposed into
purely outgoing wave fields u j for j = 1, 2, ..., J such that
usc =
J∑
j=1
u j, in Ω+, (7)
where u j radiates purely from Γ j, that is,
∆u j + k2u j = 0 in Ω+j , and limr→∞ r
(∂u j
∂r
− iku j
)
= 0, (8)
First of all, notice from (8) that the purely outgoing field u j is a radiating solution to the
Helmholtz equation on all of Ω+j , including the interior of the other obstacles Ω
−
i for i , j. This is
precisely what we mean by a purely outgoing field with respect to the radiating boundary Γ j. Also
notice that the purely outgoing field u j is completely determined by its Dirichlet boundary data on
Γ j. So once this data is fixed, the purely outgoing field u j is completely oblivious to the presence
of the other obstacles.
Now, we turn our attention to the following problem: Find the Dirichlet boundary data of each
purely outgoing field v j on its respective radiating boundary Γ j. Again, we rely on the Green’s
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integral representation to obtain,
u j(x) =
∫
Γ j
[
u j(y)
∂Φ(x, y)
∂n j(y)
− ∂u j
∂n j
(y)Φ(x, y)
]
dS (y), x ∈ Ω+j , for all j = 1, 2..., J. (9)
Here we pause to emphasize the fundamental difference between (9) and (4). Notice that in repre-
sentation (9), we only integrate over a single boundary Γ j from which u j radiates. Therefore, from
the well-posedness of exterior Dirichlet problems, we may define a Dirichlet-to-Neumann opera-
tor Λ j mapping u j|Γ j 7→ ∂n ju j|Γ j . We will refer to Λ j as the single-DtN map since it is associated
only with a single sub-boundary Γ j. The knowledge of the single-DtN map Λ j renders an explicit
formula for this purely outgoing field u j in terms of its Dirichlet data,
u j(x) =
∫
Γ j
[
u j(y)
∂Φ(x, y)
∂n j(y)
− (Λ ju j)(y)Φ(x, y)
]
dS (y), x ∈ Ω+j , for all j = 1, 2..., J. (10)
As opposed to (6), the expression above now has great practical value since the single-DtN map Λ j
is associated with a single-radiation problem and it can be explicitly approximated by the standard
absorbing boundary conditions [5, 6, 8, 9, 10, 32, 33, 34].
Keeping in mind that each single-DtN map Λ j can be suitably approximated by a single-OSRC,
then one can setup a system of linear integral equations for the Dirichlet data of each purely
outgoing field u j. This is accomplished by enforcing the decomposition (7) on Γ = ∪Jj=1Γ j in
combination with Dirichlet boundary condition (2) for usc. This leads to the following system,
u j(x) +
∑
i, j
∫
Γi
[
ui(y)
∂Φ(x, y)
∂ni(y)
− (Λiui)(y)Φ(x, y)
]
dS (y) = −uinc(x), x ∈ Γ j, (11)
for all j = 1, 2..., J. Conceptually, the system (11) represents the proposed multiple-OSRC.
In order to simplify the derivation of the multiple-OSRC, we have purposely avoided the spec-
ification of normed spaces to which the wave fields belong. However, at this point we begin to
setup the multiple-OSRC in operator notation and analyze its properties. Hence, it is convenient to
state spaces and norms with precision. From the derivation above, we are lead to consider spaces
on which the single-DtN operator Λ j is bounded. We have the choice of the classical Ho¨lder
spaces [29, Ch. 3] or the Sobolev space setting [31, Ch. 4]. We have chosen the latter. From the
well-posedness of the weak formulation of exterior Dirichlet radiating problems [31], we have the
following regularity properties for s ∈ R,
Incident field uinc ∈ H s+1/2loc (R3)
Scattered field usc ∈ H s+1/2loc (Ω+)
Purely outgoing field u j ∈ H s+1/2loc (Ω+j )
Trace operator for Ω+j denoted by γ j : H
s+1/2
loc (Ω
+
j )→ H s(Γ j)
Single-DtN operator for Γ j denoted by Λ j : H s(Γ j)→ H s−1(Γ j)
We also define the inner product on H0(Γ j) by
〈w, v〉 j =
∫
Γ j
w(y)v(y) dS (y), (12)
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which is also generalized to coincide with the duality pairing between a functional w ∈ H−s(Γ j)
and a vector v ∈ H s(Γ j) for s ≥ 0. We also generalize the complex conjugate w ∈ H−s(Γ j) of the
functional w ∈ H−s(Γ j) by 〈w, v〉 j = 〈w, v〉 j for all v ∈ H s(Γ j).
Now we define the wave propagation operators Pi j : H s(Γ j)→ H s(Γi) given by
(Pi jv)(x) := 〈∂nΦ(x, ·), v〉 j − 〈Λ jv,Φ(x, ·)〉 j, x ∈ Γi, i , j. (13)
So the operator Pi j represents the propagation of the wave field from surface Γ j to surface Γi.
It is now clear that the system of equations (11) can be written in operator notation as follows,
I P1,2 · · · P1,J
P2,1 I · · · P2,J
...
...
. . .
...
PJ,1 PJ,2 · · · I


γ1u1
γ2u2
...
γJuJ
 = −

γ1uinc
γ2uinc
...
γJuinc
 . (14)
Defining P :
∏J
j=1 H
s(Γ j)→∏Jj=1 H s(Γ j) given by
P =

0 P1,2 · · · P1,J
P2,1 0 · · · P2,J
...
...
. . .
...
PJ,1 PJ,2 · · · 0
 , (15)
we can express (14) in compressed notation as
(I + P)u = f , (16)
where u = (γ1u1, ..., γJuJ) ∈ ∏Jj=1 H s(Γ j) and f = −(γ1uinc, ..., γJuinc) ∈ ∏Jj=1 H s(Γ j). The product
space
∏J
j=1 H
s(Γ j) is made a Banach space when equipped with the Sobolev norm on each product
space H s(Γ j) composed with any norm on CJ. So we equip
∏J
j=1 H
s(Γ j) with the following norm,
‖u‖ := max
j=1,...,J
‖u j‖Hs(Γ j), where u = (u1, ..., uJ) ∈
J∏
j=1
H s(Γ j) (17)
The well-posedness of the system (16) is summarized in the following theorem.
Theorem 2. The operator (I + P) :
∏J
j=1 H
s(Γ j)→∏Jj=1 H s(Γ j) is boundedly invertible.
Proof. Since the obstacles are disjoint then Φ(x, y) is smooth for all x ∈ Γi and y ∈ Γ j whenever i ,
j. Notice that the first term in (13) is an integral operator with kernel ∂nΦ(x, y). The second term in
(13) is the composition of Λ j and an integral operator with kernel Φ(x, y). Hence, the propagator
operator Pi j defined by (13) is compact because the single-DtN operator Λ j : H s(Γ j) → H s−1(Γ j)
is bounded and the integral operators are highly smoothing since the arguments of Φ(x, y) belong
to disjoint surfaces. This makes the operator matrix P compact and (I+P) bounded. Therefore the
Riesz-Fredholm theory [31, 40] applies to the operator (I + P). The well-posedness of the BVP
(1)-(3) and Theorem 1 imply that the system (11) or equivalent equation (16) has a solution for all
f ∈ ∏Jj=1 H s(Γ j). This implies that (I + P) is surjective, and by the Riesz-Fredholm theory then it
is also injective and its inverse is bounded.
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The multiple-OSRC is obtained by replacing the single-DtN operator Λ j by an explicit approx-
imation, which we denote by Λ˜ j. So the precise definition of a multiple-OSRC operator is given
as follows.
Definition 1 (Multiple-OSRC). Given a suitable approximation Λ˜ j of the single-DtN operator Λ j
for each j = 1, 2, ..., J, the multiple-OSRC operator is defined to be (I + P˜) where P˜ is given by
(13) and (15) with Λ j replaced by Λ˜ j.
4. The adjoint Dirichlet-to-Neumann operator
For practical purposes, it is convenient to formulate the multiple-OSRC in terms of the adjoint
of the single-DtN map Λ j. We denote the adjoint operator by Λ∗j : H
1−s(Γ j) → H−s(Γ j) such that
〈Λ jv,w〉 j = 〈v,Λ∗jw〉 j = 〈Λ∗jw, v〉 j for all v,w ∈ H s(Γ j). In that case, the propagation operators,
Pi j : H s(Γ j)→ H s(Γi) given by (13) can be equivalently defined as
(Pi jv)(x) = 〈∂nΦ(x, ·) − Λ∗jΦ(x, ·), v〉 j, x ∈ Γi, i , j. (18)
Notice that in (18), as opposed to (13), no operator is acting on the field v ∈ H s(Γ j). This is
advantageous in the sense that the field v in (18) represents one of the components of the unknown
solution for the multiple-OSRC system (14). Instead, we are left to compute Λ∗jΦ(x, ·), the action
of the adjoint single-DtN operator Λ∗j on the complex-conjugate of the well-known fundamental
solution Φ(x, ·).
Now, it remains to characterize the adjoint single-DtN operator in order to obtain useful ap-
proximations of it such as the well-known absorbing boundary conditions already discussed in
Sections 1 and 2. We accomplish this by explicitly expressing the adjoint DtN operator Λ∗j in
terms of the original DtN operator Λ j as follows.
Theorem 3. Let Λ∗j : H
1−s(Γ j)→ H−s(Γ j) be the adjoint of Λ j. Then, Λ∗jv = Λ jv for all v ∈ H s(Γ j).
Proof. Let w, v ∈ H s(Γ j) be arbitrary. Let W,V ∈ H s+1/2loc (Ω+j ) be the unique generalized solutions
of the following problems,
∆W + k2W = 0 ∆V + k2V = 0
γ jW = w γ jV = v
∂rW − ikW = O(1/r2) ∂rV + ikV = O(1/r2)
Notice from the last two conditions that W is outgoing and V is incoming. Also notice that V is an
outgoing solution of the Helmholtz in Ω+j satisfying the Dirichlet condition γ jV = v on Γ j.
An application of Green’s second identity [31, 29] to both outgoing fields W and V yields,∫
Γ j
∂nW γ jV dS =
∫
Γ j
∂nV γ jW dS .
8
Now, from the definition of the DtN map, we have that Λ jw = ∂nW and Λ jv = ∂nV . So in terms of
the sesquilinear form, we obtain
〈Λ jw, v〉 j = 〈Λ jv,w〉 j = 〈w,Λ jv〉 j for all w, v ∈ H s(Γ j),
which reveals that Λ∗jv = Λ jv for all v ∈ H s(Γ j) as desired.
Remark 1. From the proof of Theorem 3 we see that the adjoint DtN map is associated with
incoming fields in the same manner as the DtN map is associated with the outgoing counterparts.
More precisely, using the notation in the proof above, notice that Λ∗jv = Λ jv = ∂nV = ∂nV .
Therefore, it follows that the adjoint operator Λ∗j maps the Dirichlet data γ jV into the Neumann
data ∂nV of the incoming wave field V .
From (18) and Theorem 3, we see that the propagation operator Pi j can be expressed as a
surface integral operator as follows
(Pi jv)(x) =
∫
Γ j
Ki j(x, y)v(y) dS (y), x ∈ Γi
Ki j(x, y) =
∂Φ(x, y)
∂n(y)
− Λ jΦ(x, y), x ∈ Γi, y ∈ Γ j.
(19)
Here the DtN map Λ j associated with a single-radiation problem can be explicitly approxi-
mated by the standard absorbing boundary conditions [5, 6, 8, 9, 10, 32, 33, 34]. Recall that most
of these absorbing boundary conditions involve tangential and/or normal derivatives. The order
of these derivatives usually increases to obtain better performance [11]. Hence, it is often the
case that the approximate DtN map Λ˜ j yields an unbounded operator in the normed spaces under
consideration.
However, the representation (19) renders another advantage, coming from the fact that the DtN
operator Λ j acts on the fundamental solution Φ, and not on the unknown function v. Recall that
Φ = Φ(x, y) is smooth (analytic) for arguments x ∈ Γi and y ∈ Γ j with i , j. Hence, the ap-
proximation Λ˜ jΦ(x, y) simply yields another smooth integral kernel which leaves the boundedness
(and actually compactness) of the propagation operator Pi j intact. This represents a tremendous
advantage from both theoretical and practical points of view.
Notice that the true solution u of the system (16) is approximated by the solution u˜ of the
perturbed system according to the Def. 1 of the multiple-OSRC method. To ensure that u˜ exists
and that ‖u − u˜‖ is sufficiently small, we may resort to either one of the following options:
(a) Enforce that ‖Λ j − Λ˜ j‖ is sufficiently small in the operator norm.
(b) Enforce that ‖Λ jΦ − Λ˜ jΦ‖ is sufficiently small in some appropriate norm.
Notice that option (a) cannot be enforced in general since Λ˜ j may be an unbounded operator as
explained above. And even if the approximate DtN operator Λ˜ j is chosen to map boundedly into
the appropriate space, it is much easier to ensure the smallness of a vector-norm, such as in option
(b), than the smallness of an operator-norm, such as option (a) above. Again, this second option is
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possible because we have proposed to apply the DtN operator to a fixed function Φ as opposed to
the unknown function v. In other words, the operator Λ˜ j must be chosen to act satisfactorily only
on the fundamental solution Φ rather than the whole space H s(Γ j) which may possible contain
highly oscillatory or non-smooth functions.
5. Orders of Scattering
When the obstacles are sufficiently small or far away from each other (with respect to the
wavelength), we may show that the propagation operator P, defined in (19), has a sufficiently
small norm so that (16) can be solved using the Neumann series. This is easily seen from the
following estimates,
∂Φ(x, y)
∂n(y)
=
eik|x−y|
4pi|x − y|
(
(x − y) · n(y)
|x − y|2 − ik
(x − y) · n(y)
|x − y|
)
, x ∈ Γi, y ∈ Γ j
|Λ jΦ(x, ·)| ≤ Cdist(x,Γ j)
where the constant C = C(k) is independent of x and grows with k. For disjoint obstacles, a simple
calculations shows that
‖Pi j‖ ≤ C(k) |Γi|
1/2|Γ j|1/2
dist(Γi,Γ j)
, (20)
for some other constant C = C(k) which grows as ∼ k. For a fixed wavenumber k, if the distance
between Γi and Γ j is sufficiently large, or the surface measures of Γi and Γ j are sufficiently small,
then the norm of Pi j will be less than 1. If the smallness in the norm of Pi j is uniform for all
i, j = 1, ..., J then we have that ‖P‖ < 1 as well. In that case, we have that the solution of (16) is
given by
u =
∞∑
n=0
(−1)nPn f
with convergence in the norm of
∏J
j=1 H
0(Γ j) defined in (17). Unfortunately, the constant C ap-
pearing in (20) is non-trivially dependent on the geometry of the obstacles which makes it difficult
to estimate a-priori. This renders inequality (20) hard to use in practice as a precise way to verify
the smallness of the propagation operator P.
We refer to Chapter 8 in [1] for a review of the orders of scattering theory widely employed
in multiple scattering problems. Recall that in practice P is replaced by its approximation P˜ using
approximations of the single-DtN maps Λ j. Thus, we obtain an approximate solution
u˜ =
N∑
n=0
(−1)nP˜n f (21)
where the series has been truncated. The error ‖u − u˜‖ can only be controlled by increasing N
and using better approximations of the propagator P. As we mentioned in the Introduction, the
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application of (21) does not require to solve single-scattering problems which is inherited from
the original OSRC. In practice, one may equivalently arrive at (21) from the following iterative
scheme, u˜n+1 = −P˜u˜n and u˜0 = f . The application of this iteration only involves the (numerical)
integration associated with the applications of P˜ with no need to build or invert a matrix. As a
result, this method renders an approximate solution at a low computational cost, assuming that the
weak-scattering condition is well-satisfied.
We finish this Section with some comments concerning the validity of the orders of scattering
approach in two-dimensional scenarios. We realize that the estimate (20) is only valid in three
dimensions because the fundamental solution Φ(x, y) decays as |x − y|−1. In two dimensions, the
fundamental solution decays as |x − y|−1/2. Hence, we should expect the wide-spacing approxima-
tion to work better in three-dimensional problems than in two dimensions.
6. The far-field pattern
In this section, we explicitly review the definition of the so-called far-field pattern correspond-
ing to the scattered field. This is employed in the next section to compare exact and numerical
solutions. It is well-known that the scattered field usc admits the following asymptotic behavior
usc(x) =
eik|x|
4pi|x|
(
u∞(xˆ) + O(|x|−1)
)
, xˆ = x/|x|
where u∞ is known as the far-field pattern of usc. An analogous asymptotic behavior holds for each
purely outgoing wave field u j defined in Theorem 1. From the asymptotics of the fundamental
solution
Φ(x, y) =
eik|x|
4pi|x|
(
e−ikxˆ·y + O(|x|−1)
)
and
∂Φ(x, y)
∂n(y)
=
eik|x|
4pi|x|
(
−ikxˆ · n(y)e−ikxˆ·y + O(|x|−1)
)
and the representation (10), we obtain the far-field pattern for each purely-outgoing wave field to
be
u∞j (xˆ) =
∫
Γ j
[
− ikxˆ · n(y)e−ikxˆ·y − Λ je−ikxˆ·y
]
u j(y)dS (y). (22)
Therefore, once each purely-outgoing wave field u j is approximated using the multiple-OSRC,
then we obtain an approximation to the multiple-scattering far-field pattern given by
u∞ =
J∑
j=1
u∞j . (23)
7. Numerical examples
In this section we present the numerical results obtained from the implementation of the pro-
posed multiple-OSRC. We discuss the following two examples.
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7.1. Example 1
Here we only consider two obstacles embedded in the three-dimensional space which are
shaped and located axisymmetrically with respect to the z-axis. We define an incident field as
to easily obtain the exact solution for this problem. More precisely, the incident field is given by
uinc(x) = Φ(x, c1) + Φ(x, c2). (24)
This is the superposition of two point sources with respective centers at c1 and c2. Each center
point c j is purposely located within the obstacle Ω−j . Notice that each point source Φ(·, c j) is a
radiating solution of the Helmholtz equation in Ω+j . As a consequence, a simple verification shows
that each purely-outgoing scattered field is exactly given by u j(x) = −Φ(x, c j) in Ω+j . This latter
statement is true regardless of the shape of the obstacle Ω−j as long as c j ∈ Ω−j . We also obtain the
exact far-field pattern to be u∞(xˆ) = −(e−ikxˆ·c1 + e−ikxˆ·c2). For the numerical results shown below we
have chosen c1 = (0, 0, 2) and c2 = (0, 0,−2) expressed in Cartesian coordinates.
Now, we consider explicit expressions to approximate the single-DtN map Λ j acting on the
fundamental solution Φ(x, y). For instance, from [28] we can extract the following approximation
valid for high-frequencies. In principle the OSRC is not limited to high-frequency waves, but most
well-known local approximations of the single-DtN map perform better as the frequency increases
due to the asymptotic localization of the solution in the high-frequency regime. See details in
[25]. The numerical results of this section are obtained using Theorem 4 to approximate each
single-DtN operator Λ j by neglecting the higher-order terms.
Theorem 4. Let x ∈ Γi and y ∈ Γ j.
(i) If none of the rays starting at x passes over y, ie. y belongs to the portion of Γ j not illumi-
nated by a point source at x, then for any m > 1
Λ jΦ(x, y) = Φ(x, y)
(
(x − y) · n(y)
|x − y|2 − ik
(x − y) · n(y)
|x − y|
)
+ O(k−m).
(ii) If there is a ray passing over y which is not tangent to Γ j at y, ie. y belongs to the portion of
Γ j illuminated by a point source at x, then
Λ jΦ(x, y) = Φ(x, y)
(
ik
(x − y) · n(y)
|x − y| +
(x − y) · n(y)
|x − y|2 −
1
2(x − y) · n(y)
)
+ O(k−1).
The boundary of Ω−1 is defined as a surface of revolution from the following parametric curve
described in axisymmetric cylindrical (r, z) coordinates,
r(t) = sin t, z(t) = 2 + cos t +
1
2
cos 2t, t ∈ [0, pi], (25)
and the boundary of Ω−2 is a mirror imaging of Ω
−
1 about the z = 0 plane. An illustration of these
obstacles is displayed in Figure 1. Notice that they are not entirely convex. Yet the multiple-OSRC
renders good results as displayed in Figure 2 and Table 1.
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Figure 1: Illustration of the axisymmetric obstacles’ cross section defined in (25).
For the incident field (24), we computed the far-field pattern using the proposed multiple-
OSRC. A comparison with the exact solution is displayed in Figure 2 for wavenumber k = 8pi.
Results for various values of k are displayed in Table 1 where the following relative error in the
L2-norm is reported,
E(k) =
‖u˜∞ − u∞‖L2
‖u∞‖L2 . (26)
The meshes employed to discretize the axisymmetric surfaces were chosen to contain at least 8
points per wave length in order to properly resolve the oscillatory behavior of the waves fields.
We also note that Table 1 reflects the fact that the error decreases as the frequency increases due
to the asymptotic behavior ensured by Theorem 4. It is also worth mentioning here that the orders
of scattering iterative procedure described in Section 5 was employed to obtain the numerical
solutions for the scattering configurations of this section.
Table 1: Relative error (26) for various values of wavenumber k for the problem presented in Subsection 7.1.
k = 4pi k = 8pi k = 12pi k = 16pi k = 20pi
1.74e-1 1.06e-1 7.45e-2 5.83e-2 4.99e-2
7.2. Example 2
Here we consider four obstacles embedded in two-dimensional space. They are illustrated in
Figure 3. As in the previous example, we define the incident field as to easily obtain the exact
solution of this problem. The incident field is given by
uinc(x) = Φ(x, c1) + Φ(x, c2) + Φ(x, c3) + Φ(x, c4), (27)
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Figure 2: Comparison of absolute values of the far-field patterns for k = 8pi. The horizontal axis represents the zenith
angle measured from the z-axis for the axisymmetric problem presented in Subsection 7.1.
where the two-dimensional fundamental solution is Φ(x, y) = −i/4H(1)0 (k|x − y|), and H(1)0 is the
zeroth order Hankel function of the first kind. The incident field (27) is the superposition of four
point sources with centers at c1 = (2, 2), c2 = (2,−2), c3 = (−2,−2) and c4 = (−2, 2), expressed in
Cartesian coordinates. The exact far-field pattern is easily obtained to be u∞(xˆ) = −∑4j=1 e−ikxˆ·c j .
As before, we consider explicit expressions to approximate the single-DtN map Λ j. For this
example, we consider a couple of Bayliss-Turkel-like absorbing boundary conditions derived in
[25]. These are given by
1st order Λ˜u = iku − C
2
u (28)
2nd order Λ˜u = iku − C
2
u +
iC 2
8k(1 + iC /k)
u +
∂2sC
8k2
u − ∂s
(
1
2ik(1 + iC /k)
∂s
)
u (29)
where C is the curvature of the obstacle’s boundary and s represents its curvilinear abscissa.
For the incident field (27), we computed the approximate scattered field and the corresponding
far-field pattern using the proposed multiple-OSRC. A comparison with the exact solution is dis-
played in Figure 4 for wavenumber k = 4pi. Results in terms of the relative error (26) for various
values of k are displayed in Table 2. As expected, we note from this table that the second order
approximation of the single-DtN map performs better than the first order. Similar to the example
in the previous subsection, the relative error decreases as the frequency increases.
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Table 2: Relative error (26) for various values of wavenumber k and meshes with approx. 8 points per wavelength.
Approx DtN map k = 4pi k = 8pi k = 12pi k = 16pi k = 20pi
Eqn. (28) 2.75e-2 1.38e-2 9.28e-3 7.05e-3 5.67e-3
Eqn. (29) 2.70e-2 7.81e-3 3.70e-3 2.19e-3 1.47e-3
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Figure 3: Illustration of the two-dimensional obstacles discussed in Subsection 7.2.
8. Summary and future work
A novel on-surface radiation condition for scattering from multiple obstacles has been pro-
posed in this work. This condition allows the waves to interact between the several obstacles and
propagate towards infinity in the correct physical manner. The multiple-OSRC renders a system
of integral equations for the boundary values of the purely-outgoing waves which compose the
sought scattered field. The resulting system of boundary integral equations is Fredholm of the
second kind with singularity-free kernels. Under weak scattering conditions, the multiple-OSRC
leads to a convergent method of successive approximations. At each iteration there is no need to
solve a single-scattering problem for each obstacle because the single-OSRC renders an explicit
approximate formula (up to numerical integration).
Since the multiple-OSRC is only a low order approximate method, we highlight the poten-
tial of this proposed approach to yield extraordinarily good initial guesses and inexpensive pre-
conditioners for Krylov iterative solutions of BIE. Similarly, the multiple-OSRC may serve as a
fast approximate method to explore parameter-spaces employed in optimization algorithms and
reduced-order models where most of the computational effort is spent in the construction of re-
duced bases [20].
The extension to other boundary conditions on the surface of the obstacles is relatively straight-
forward. Here again, explicit approximations of the Neumann-to-Dirichlet map are found, for
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Figure 4: Comparison of absolute values of the far-field patterns for k = 4pi. The horizontal axis represents the polar
angle for the two-dimensional problem presented in Subsection 7.2.
instance in [24], to handle problems with a Neumann condition. One may similarly construct use-
ful approximations for the Robin-to-Dirichlet and Robin-to-Neumann maps, and their inverses.
Although the following are beyond the scope of this paper, we briefly delineate some possible
extensions to enhance the impact of our work on engineering problems.
1. The extension to electrodynamics. The main ingredients in the formulation of the multiple-
OSRC are the Decomposition Theorem 1 and physically meaningful approximations of
the single-DtN maps. Fortunately, both of these ingredients are found in the literature for
Maxwell’s equations. See for instance [35] and [24, 26, 41, 42], respectively.
2. The extension to the time domain. Here again, a decomposition theorem and applicable
approximations of the hyperbolic-DtN maps are needed. Approximations for the hyperbolic-
DtN map can be obtained by simply recalling the Fourier duality between ∂t and −ik. In the
time domain, we would need to numerically integrate transient boundary layer potentials.
See [43] for a review and recent analysis of time domain boundary integral operators.
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