We show that if q is not equal to p ′ , then U is FSS. Thus, in this case,
Introduction
Given two Banach spaces X and Y , we write L(X, Y ) for the space of all continuous linear operators from X to Y . A linear subspace J of L(X, Y ) is said to be an ideal if AT B ∈ J whenever A ∈ L(Y ), T ∈ J , and B ∈ L(X). It is known (see, e.g., Caradus:74 [CPY74]) that the only norm closed ideal in L(ℓ p ), 1 p < ∞ is the ideal of compact operators. The structure of closed ideals in L(ℓ p ⊕ ℓ q ) for 1 p < q ∞ is not completely clear, but it is known (see Pietsch:78 [Pie78]) that it can be reduced to describing the closed ideals in L(ℓ p , ℓ q ). In this paper we describe More details on the reduction? Or just refer to Pietsch:78
some new closed ideals in L(ℓ p , ℓ q ).
Throughout this paper, p and q always satisfy 1 p < q < ∞. We denote by p ′ the conjugate of p, that is,
By a closed ideal of L(ℓ p , ℓ q ) we mean an ideal closed in operator norm topology. We denote by K the closed ideal of all compact operators. It is known (see, e.g., Caradus:74 [CPY74]) that K is contained in every closed ideal of L(ℓ p , ℓ q ). Is it well known? Or should we outline this?
If Z is a Banach space, we denote J Z the closure of the set of all the operators in L(ℓ p , ℓ q ) that factor through Z. It can be easily verified that if Z ∼ = Z ⊕ Z then J Z is an ideal. For S ∈ L(ℓ p , ℓ q ) we denote J S the closed ideal in L(ℓ p , ℓ q ) generated by S, that is, the smallest closed ideal containing S. It is easy to see that J S consists exactly of the operators that can be approximated in norm by operators of the form n i=1 A i SB i , where A i ∈ L(ℓ q ) and B i ∈ L(ℓ p ) as i = 1, . . . , n. If Do we indeed need linear combinations?
A is an n × n scalar matrix, we write A p,q for the norm of A as an operator from ℓ n p to ℓ n q .
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It is known that every operator in L(ℓ p , ℓ q ) is strictly singular, see, e.g., Lindenstrauss:77 [LT77]. An operator S : X → Y is said to be finitely strictly singular or FSS if for every ε > 0 there exists n such that inf x∈E, x =1 Sx < ε for every n-dimensional subspace E of X. It can be easily verified (see Mascioni:94 [Mas94]) that S is FSS if and only if every ultrapower of S is strictly singular. It follows immediately that the set of all FSS operators from X to Y is a closed ideal. Denote J FSS the ideal of all FSS operators in L(ℓ p , ℓ q ).
In Section
sec:Ipq 2 we will show study the formal identity operator I p,q : ℓ p → ℓ q . Clearly, I p,q is not compact, and Milman
Milman:70
[Mil70] showed that I p,q is FSS, hence K J Ipq ⊆ J FSS . We will show that every closed ideal that contains a non-compact operator necessarily contains J Ipq , so that J Ipq is the minimal non-compact ideal.
Let p 2 q. In Section sec:hilbert 3 we consider the ideal J ℓ 2 . We find a specific operator T in J ℓ 2 which is not FSS. This implies, in particular, that J FSS is a proper ideal. We also show that J ℓ 2 actually equals J T and that J ℓ 2 ⊆ J ℓr for all r between p and q.
In Section
sec:walsh 4 we consider the normalized block Hadamard operator U from ℓ p to ℓ q for p 2 q. We show that U / ∈ J ℓ 2 , hence J ℓ 2 is a
We know this for r = 2 and hope the argument will still fork for other r's.
proper ideal. Since, obviously, I p,q ∈ J ℓ 2 , it follows that J Is there a simpler proof?
Proof. Let (e i ) and (f i ) be the standard unit vector bases of ℓ p and ℓ q respectively. Assume that J contains a non-compact operator T .
There exists a normalized sequence (x n ) in ℓ p such that (T x n ) has no convergent subsequences. By a standard diagonalization argument and passing to a subsequences, we can assume that that (x n ) and (T x n ) converge coordinate-wise. Furthermore, by replacing x n with x n − x n−1 we can assume that (x n ) and (T x n ) converge coordinate-wise to zero.
Let y n = x n − x n−1 . Since (Ax n ) has no convergent subsequences, we can assume (by passing to a further subsequence if necessary) that (Ay n ) is semi-normalized. It follows that (y n ) is also semi-normalized. Using Lemma standard 1 twice, we can assume (by passing to a subsequence) that (y n ) is equivalent to (e i ), (Ay n ) is equivalent to (f i ) and [Ay n ] is complemented in ℓ q . Let B : ℓ p → [y n ] be an isomorphism given by Be n = y n , and let
is complemented, A can be extended to an operator on all of ℓ q . Thus, we can view B and A as elements of L(ℓ p ) and L(ℓ q ) respectively. Observe that AT Be n = f n for each n, hence AT B = I p,q . It follows that I p,q ∈ J .
Corollary 3. If a closed ideal of L(ℓ p , ℓ q ) contains a non-compact operator, then it contains J Ipq .
The following result was proved in
Milman:70
[Mil70]. We provide a proof for the convenience of the reader.
Ipq-fss Proposition 4. The formal identity operator I p,q is FSS.
If we know that
The proof of the proposition will follow from the following lemma, see also Milman:70 [Mil70, Lemma 1].
flat-max Lemma 5. If E is subspace of c 0 with dim E = n then there exists
x ∈ E such that x attains its sup-norm at at least n coordinates.
Milman does it for a more general space.
Proof. The proof is by induction. Suppose the statement is true for n, take any subspace E of c 0 of dimension n + 1. By induction hypothesis, there exists x ∈ E such that eq:max (1)
for a set of distinct indexes I = {i 1 , . . . , i n }, and suppose that |x i | < δ for all i / ∈ I. Let Y be the subspace of c 0 consisting of all the sequences that vanish at i 1 , . . . , i n . Since Y has co-dimension n, it follows that Y ∩ E = ∅. Pick any y ∈ Y ∩ E = ∅. We claim that for some s > 0 the sequence x + sy attains its sup-norm at at least n + 1 coordinates. Indeed, |x i + ty i | = δ for all i ∈ I and t 0. Consider the function
Milman takes this as obvious.
Clearly, f is continuous, f (0) < δ, and lim t→+∞ f (t) = +∞. It follows that f (s) = δ for some s > 0. Hence, |x i + sy i | = x + sy ∞ = δ for some i / ∈ I.
Proof of Proposition
Ipq-fss 4. Suppose to the contrary that I p,q is not FSS.
Then there exists C > 0 such that for every n there exists a subspace E of ℓ p such that dim E = n and I p,q is a C-isomorphism on E. By Lemma flat-max 5 there exists a sequence x ∈ E and indexes i 1 , . . . , i n satisfying ( eq:max 1). Without loss of generality, x p = 1. It follows that 1 = x p p nδ p , so that δ n
so that x q n 1 q − 1 p < C for sufficiently large n. But this contradicts I p,q being a C-isomorphism on E. In this section we consider the ideal J ℓ 2 , 1 < p < 2 < q. Using Pe lczyński's isomorphisms, we construct an operator T such that J ℓ 2 = J T . Furthermore, we show that T is non FSS, hence the ideal J
FSS
is proper. We show that T factors through ℓ r whenever p r q, it follows that J ℓ 2 ⊆ J ℓr . We also show that if R ∈ L(ℓ p , ℓ q ) is not FSS, then T factors through R. It follows that any closed ideal containing a non FSS operator necessarily contains J ℓ 2 .
By T : ℓ p → ℓ q we define the following operator. It is known Lindenstrauss:77 [LT77,
We will call T a Pe lczyński operators.
T-like Remark 6. Note that T is not unique, it is defined up to the isomorphisms U and V , so that actually we have constructed a class of operators. It is clear, however, that every two Pe lczyński operators factor through each other. Moreover, one can easily verify that if in the preceding construction we "skip" some of the blocks, that is, we consider (
2 ) for some increasing sequence of indexes k n , instead of ( ∞ n=1 ℓ n 2 ), then the resulting operator will still factor through T and vice versa.
Furthermore, let T be as before, and let E n = U −1 (ℓ n 2 ), the preimage of the n-th block of ( ℓ
and (F n ) are sequences of uniformly Euclidean subspaces of ℓ p and ℓ q respectively. Note that T (E n ) = F n , so that T fixes copies of ℓ n 2 for all n ∈ N. It immediately implies the following result.
Proposition 7. For 1 < p < q, every Pe lczyński operator T is not FSS.
Corollary 8. For 1 < p < q the ideal J FSS is proper.
Our next goal is to show that if 1 < p 2 q < ∞ then J T = J ℓ 2 .
skipping-blocks Lemma 9. For every R ∈ L(ℓ p , ℓ q ), 1 < p q < ∞, and every
We also proved that W R and V 2 R + ε. Should we include this in the statement of the theorem?
Proof. We denote the unit vector basis of ℓ p by (e i ) and the unit vector basis of ℓ q by (f i ). Let r i,j stand for the (i, j)-th entry in the matrix of R, that is, r i,j = f * i (Re j ). First, approximate R with a matrix S with finitely many entries in every raw and every column. That is, there exists an operator S = (s i,j ) and two increasing unbounded sequences (M i ), (N j ) of positive integers such that R − S < ε and
Let D be the set of all pairs of indexes corresponding to the "nontrivial" part of S, namely,
We will define two strictly increasing sequences (k n ) and (l n ) of positive integers, such that D is contained in the union of the two two block-
We define the sequences (k n ) and (l n ) inductively. Put k 0 = 0, l 0 = 1.
For n 0 we let
Clearly, (k n ) and (l n ) are strictly increasing. Next, we show that
Suppose now that min{i, j} l n . Then either i or j is less than or equal to l n , while the other is greater than l n . Say, i l n and j > l n . It follows that
Let W = (w i,j ) be the operator defined by
Then the non-zero entries of W and V are located in A and B respectively, so that W and V are block-diagonal. By the definition of S we have R − (W + V ) < ε. It is left to show that W and V are bounded. Let P n and Q n be the canonical projection on ℓ p and ℓ q respectively, defined by
α i e i and Q n :
Remark 10. The preceding lemma remains valid for operators between any Banach spaces with shrinking unconditional bases. The boundedness of W can be proved using the remark following Proposition 1.c.8 in Lindenstrauss:77 [LT77].
The norm estimates of V and W will be different unless the basis is 1-unconditional.
We will need a slightly stronger version of Lemma skipping-blocks
9.
skipping-blocks-2 Lemma 11. If p < 2 < q and R ∈ J ℓ 2 , then for every ε > 0 there exist ℓ 2 -factorable block-diagonal operators V and W such that R − (W + V ) < ε.
Proof. The proof follows the proof of Lemma skipping-blocks 9 with several adjustments. First, we can assume without loss of generality that R is ℓ 2 -factorable. Let R = R 1 R 2 for two bounded operators R 2 : ℓ p → ℓ 2 and R 1 : ℓ 2 ℓ q . As in the proof of Lemma skipping-blocks 9, we can approximate R 1 and R 2 with S 1 : ℓ 2 → ℓ q and S 2 : ℓ p ℓ 2 such that S 1 and S 2 have only finitely many non-zero entries in every raw and every column, and R−S < ε, where S = S 1 S 2 . Note, that S also has only finitely many non-zero entries in every raw and every column. Using this S, define the operators W and V as in the proof of Lemma skipping-blocks 9. In particular, W = ∞ n=1 W n where W n = Q n SP n . We can view W n as an operator from ℓ mn p to ℓ mn q for some sequence (m n ). It follows that W n blocks factor uniformly through ℓ 2 , hence through ℓ kn 2 . That is,
such that A n and B n are uniformly bounded. Then the operators
are bounded. But we can write A : ℓ p → ℓ 2 , B : ℓ 2 → ℓ q , and W = BA. Hence, W is ℓ 2 -factorable, Finally, since S and W are ℓ 2 -factorable, and since ℓ 2 -factorable operators form an ideal,
JT-is-J2 Theorem 12. If p < 2 < q and T is a Pe lczyński operator, then
Moreover, every operator in J ℓ 2 can be approximated by sums of two ℓ 2 -factorable operators.
Proof. Observe that I 2,p,q , being a formal identity from (
Suppose that W is an ℓ 2 -factorable block-diagonal operator. Then we can write W = such that A n and B n are uniformly bounded. By merging consequtive blocks if necessary, we can assume without loss of generality that (k n ) is strictly increasing. Observe that the operators
are bounded, and W = AI 0 B, where I 0 is the formal identity between Thus, every ℓ 2 -factorable block diagonal operator factors through T . Now, pick an arbitrary R ∈ J ℓ 2 and ε > 0. By Lemma skipping-blocks-2 11, there exist ℓ 2 -factorable block-diagonal operators V and W such that R −
Iprq Remark 13. Suppose that p < r < q. Then I 2,p,q in (
, which is isomorphic to ℓ r . It follows that T factors through ℓ r . Then Theorem
JT-is-J2
12 implies that J ℓ 2 ⊆ J ℓr . We do not know if this inclusion is proper.
Next, we show that if p < 2 < q then J ℓ 2 is the least closed ideal beyond J FSS . For the proof we need the following result, which is a special case of Figiel:79 [FT79, Theorem ???].
K-convex Theorem 14 (Figiel-Tomczak-Jaegermann) . For every 1 < r < ∞ there exists K > 0 such that for all ε > 0 and n ∈ N there exists N ∈ N such that every N-dimensional subspace F ⊂ ℓ r contains an ndimensional subspace E which is K-complemented in ℓ r and (1 + ε)-
projections Lemma 15. Given a sequence (E n ) of a Banach space X and C > 0 such that dim E n = n, E n is C-complemented, and C-isomorphic to ℓ n 2 for every n. Then there exists a sequence ( E n ) of subspaces of X and a sequence ( P n ) of projections from X onto E n such that dim E n = n, P n C 3 , E n is C-isomorphic to ℓ n 2 for every n, and P n P m = 0 whenever n = m.
Proof. For every n there exists a projection P n : X → E n and an isomorphism V n : E n → ℓ n 2 such that P n C and V n · V −1 n C. We construct inductively sequences ( E n ), ( P n ) and ( V n ) as follows.
Let E 1 = E 1 , P 1 = P 1 , and V 1 = V 1 . Suppose that we already constructed projections P i , . . . , P n−1 such that E i = Range P i and
, let E n be any n-dimensional subspace of n−1 i=1 ker P i ∩ E N . Such a subspace exists because n−1 i=1 ker P i is of co-dimension at most
It can be easily verified that P n is a projection from X onto E n , and P n C 2 .
Since V N | e En is an isomorphism between E n and a subspace of ℓ N 2 , there exists an isomorphism V n between E n and ℓ n 2 satisfying V n · V −1 n C. It follows from E n ⊆ n−1 i=1 ker P i that P i P n = 0 for all 1 i < n. Next, we construct inductively sequences ( E n ), ( P n ) and ( V n ) as follows. Put E 1 = E 1 , P 1 = P 1 , and V 1 = V 1 . Suppose that we already constructed projections P i , . . . , P n−1 such that E i = Range P i , dim E i = i for i = 1, . . . , n − 1, and
N (H n ) and
where P Hn is the orthogonal projection from ℓ N 2 onto H n . One can easily verify that P n is a projection of X onto E n ,
. Since Range P n = E n ⊆ E N and P M vanishes on E N , we have P m P n = 0. On the other hand, Range P m = E m ⊆ Y , so that V N P N Range P m ⊆ Z, hence P Hn vanishes on it. It follows that P n P m = 0.
act-through-non-fss Theorem 16. Let 1 < p < q < ∞. If R ∈ L(ℓ p , ℓ q ) is not FSS, then every Pe lczyński operator factors through R Proof. Since R is not FSS, there exists C > 0 and a sequence (E n ) od subspaces of ℓ p such that dim E n = n, and R is a C-isomorphism on E n . By Theorem
14 we may assume that each E n is C-complemented in ℓ p and C-isomorphic to ℓ n 2 . By Lemma projections 15 we can assume that there E n ∩ E m = {0} whenever n = m. By a gliding hump argument, we can assume also that supp E n < supp E n+1 for all n. Let F n = R(E n ).
Applying Theorem

K-convex
14 and Lemma projections 15 to the sequence (F n ) and taking the pre-images of the resulting subspaces as new the E n 's, we can assume in addition that each F n is C-complemented in ℓ q , C-isomorphic to ℓ n 2 , and F n ∩ F m = {0} whenever n = m. We cannot assume that F n 's have disjoint supports though, as perturbing F n 's cannot be pulled back to E n 's. We can, however, approximate F n 's with subspaces with disjoint supports. We construct inductively subspaces F n and F n and operators (Q n ) and Q n as follows. Let F 1 = F 1 and Q 1 is a projection from ℓ 1 onto F 1 with Q 1 < C. Then Q 1 = y * 1,1 ⊗ y 1,1 , where y * 1,1 ∈ ℓ p and y 1,1 spans F 1 , y 1,1 = 1, and y * 1,1
C. Letỹ 1,1 be a vector with finite support such that ỹ 1,1 − y 1,1 < C −1 . Put F 1 = spanỹ 1,1 and Q 1 = y * 1,1 ⊗ỹ 1,1 . Suppose that we already constructed F k , F k , (Q k ) and Q k for all
and supp F k−1 < supp F k . Let l n = max supp F n−1 , and let Y n be the subspace of ℓ q of all the sequences that vanish on [1, l]. We can choose N so large that dim F N ∩Y n n. Let F n be any n-dimensional subspace of F N ∩ Y n . Then F n is still C-complemented in ℓ q and C-isomorphic to ℓ n 2 . Let Q n be a projection of ℓ q onto F n with Q n < C. Then Q n = n i=1 y * n,i ⊗y n,i for some y * n,1 , . . . , y * n,n ∈ ℓ p and y n,1 , . . . , y n,n ∈ F n .
We can assume that y n,i = 1 for all i n. Note that l < supp y n,i
for each i = 1, . . . , n. We can find vectorsỹ n,i as i = 1, . . . , n such that their supports are finite, l < suppỹ n,i , and Q n − Q n < 1, where
n,i ⊗ỹ n,i . We put F n = span{ỹ n,1 , . . . ,ỹ n,n }. For convenience, we can relabel F n and R −1 ( F n ) into F n and E n respectively for every n, all the properties will be preserved. For every n suppose that V n is a c-isomorphism of ℓ
Show that W is bounded. Pick x ∈ ℓ q , let x n = Q n x for all n. Then
Note that
It is easy to see that W RV = I 2,p,q , it follows easily that every Pe lczyński operator factors through R. not to factor as U = AB with B p,r · A r,q C.
Operators not factorable through ℓ
x i ) n i=1 and (z i ) m i=1 in X satisfy, if m i=1 x * , z i r n i=1 x * , x i r for all x * ∈ X * , then m i=1 Uz i r C r n i=1 x i r .
Let us use Theorem
Change U to something else?
For r ∈ [1, ∞] we denote by r ′ the adjoint of r, i.e., Let m ∈ N, C > 1, and 1 p < r < q ∞ and assume that U is an invertible m by m matrix such that U p,q 1 and U −1 r ′ ,r ′ δ. Then it follows for any factorization U = AB that B p,r · A r,q δ −1 . Moreover, ifŨ is another m by m matrix with
then it follows for any factorizationŨ = AB that B p,r · A r,q
Proof. For i = 1, . . . , m we choose x i = e i and z i = δ −1 U −1 e i and observe that for any
, which implies that the hypothesis of ( domin ii) in Theorem factor 18 is satisfied. Secondly it follows that
which means that the conclusion of ( 
which implies together with ( E:2.2 4) that forŨ the conclusion of ( U Theorem 20. If p 2 q, then the operator U constructed above has the following properties.
Proof. Observe that N − 1 2 H n is a unitary matrix on ℓ N 2 . In particular, it is an isometry on ℓ N 2 , hence H n 2,2 = N 1 2 , and H 2 n = NI. One can easily verify that H n 1,∞ = 1 and H n 1,1 = H ∞,∞ = N. Interpolating between H n 1,∞ and H n 2,2 we obtain H n r,r ′ N 1 r ′ whenever 1 r 2. Similarly, interpolating between H 1,1 and H n 2,2 , and between H n 2,2 and H ∞,∞ we obtain H r,r N 1 min{r,r ′ } whenever 1 r ∞.
we can write
It follows immedeately that U p,q 1. Since J FSS is an ideal, (
U-fss
iii) fol-
lows from Proposition
Ipq-fss 4. It also follows from (
Let h n,i = H n e i , the i-th column of the n-th Hadamard matrix. It follows from
Hence, U is not compact, and U p,q = 1.
Next, suppose that p < r < p ′ q. We use Corollary
19 to show that U / ∈ J ℓr in this case. Indeed, assume that U ∈ J ℓr . Then there exists U such that U − U < 1 2
and U factors through ℓ 2 . Let C be the ℓ 2 -factorization constant of U . Since p < min{r, r ′ } one can choose n so that C < 1 2
min{r,r ′ } , where N = 2 n . Let U n be the N ×N submatrix of U corresponding to the n-th block of U, that is, U n = Q n UP n , where P n (respectively, Q n ) is the canonical projection from ℓ p (respectively, ℓ q ) onto the span of e N +1 , . . . , e 2N . Then the ℓ 2 -factorization constant of U n is at most C. It follows from U −1
19 yields that the factorization constant of U n is at least (2δ)
′ can be reduced to the previous case by duality.
Indeed, it follows from (
It follows by duality that U is non-compact, U p,q = 1, and U / ∈ J ℓr .
Finally, ( Remark 21. If p < r < r ′ < q then the operator U defined as J ℓr whenever p < r < q ′ or p ′ < r < q. We do not know, however, whether J ℓr is proper in this case.
Theorem U
20(
U-fss
iii) states that U is FSS when p = q ′ . It turns out that U is still FSS when p = q ′ , but the proof of this requires some extra work.
Let T : X → Y be an operator between two normed spaces. Let s n be the distance from T to the set of all rank n operators from X to Y . Then T belongs to the Shatten class S q = S q (X, Y ) iff the sequence (s n ) is in ℓ q . In this case we write T Sq = (s n ) ℓq . We will utilize the following well known result concerning interpolation between Shatten classes.
Shatten Theorem 23. (S ∞ , S 2 ) θ = S q where
and S ∞ is the space of all (compact?) operators.
Wording, proper reference
Sh-FSS Lemma 24. If T : X → Y such that T Sq = 1 and inf x∈S F T x ε for a subspace F of X, then dim F ε −q + 1.
Proof. Suppose that dim F = k. For every operator S of rank k − 1 there exists x ∈ S F such that Sx = 0. It follows that T − S T x ε. It follows that s 1 . . .
We will also utilize the following result of Maurey,
Maurey:74
[Maur74, Corollary 11, p. 21].
Maurey Theorem 25. Let (Ω, µ) be a measure space, X and Y two quasinormed vector spaces, 0 < p q < ∞,
, T a bounded operator from a closed subspace E of L q (Ω; X) to Y , and C a positive real. Then the following are equivalent.
, and M g a multiplication operator with multiplier g ∈ L r (µ) with g r 1.
M-sums
(ii) For any x 1 , . . . , x n in E,
is an isomorphic embedding with T = 1, then T can be factored through a multiplication operator on L 2 , that is, T = M ψ S, where S : ℓ k 2 with S K G and ψ r = 1, where
Proof. We verify that condition (
It follows from
Lindenstrauss:77
By Theorem
and g r = 1. Now take S = V * and M ψ = M * g .
HS Lemma 27. Consider a product of three bounded operators
Proof. Observe that
for some uniformly bounded sequence (
. By L N p we denote the discrete L p -space on a set of N elements endowed with the uniform probability measure. Clearly, L N p is isometrically isomorphic to ℓ Theorem 28. For every C > 0 there exists k 0 such that for every
Proof. Suppose that C, T , E, and F are as above. Then F is 2C-isomorphic to ℓ 
We proceed with a version of the classical complex interpolation argument. Let S = {z ∈ C | 0 Re z 1}, and define a function F
as follows:
Here, as usually, |D| = diag(|d j |) and sign D = diag(sign d j ). Observe that F is analytic in the interior of S as a function from S to C N × C N .
Furthermore, F is continuous and bounded on S. A direct calculation shows that if
are isometries. If Re z = 0 then we can write
are isometries. It can be easily verifies that
By the definition of an interpolation space,
Since · S 2 = · HS , it follows from ( eq:iT
G ∨ 1. Finally, the conclusion of the theorem follows from Lemma Sh-FSS
24.
Corollary 29. If p ′ = q then the operator U constructed above is FSS.
Next, we show that if U ′ is another "U-like" operator then U and U ′ factor through each other.
We view ℓ p = ∞ n=1 X n p and ℓ q = ∞ n=1 Y n q , where X n = ℓ 2 n p and Y n = ℓ 2 n q are block subspaces of ℓ p and ℓ q respectively. Denote the basis vectors in X n and Y n by e (n) 1 , . . . , e (n) 2 n . We can view H n and U n as operators from X n to Y n .
Lemma 30. That is, there is a constant C such that if n < m then
Proposition 31. Suppose that (n i ), and let
Y n i q . Then U and U ′ factor through each other.
Proof. First, we show that U n factors uniformly through U m whenever n < m. Fix n, and let E n be the subspace of X n+1 spanned by the first half of the basis vectors: E n = span{e
, . . . , e (n+1) 2 n }. The map C n : X n → E n via C n e (n) i = e (n+1) i as i = 1, . . . , 2 n is, clearly, an isometry. Let Z n be the subspace of Y n+1 consisting of all the vectors whose first half coordinates are equal to the last half coordinates respectively, that is, Z n = span{e
i+2 n | i = 1, . . . , 2 n }. Let P n be the "averaging" projection from Y n+1 onto Z n given by
i+2 n .
Then P n = 1. Define B n : Z n → Y n via B(e (n+1) i + e (n+1) i+2 n ) = 2 1 q e ( n) i , then B n is an isometry. Hence, D n = B n P n : Y n+1 → X n is of norm one. Fix 1 i 2 n . Then C n e (n) i = e (n+1) i
belongs to E n . It follows that H n+1 C n e (n) i is the i-th column of H n+1 . Since i 2 n it follows from the construction of H n 's that the i-th column of H n+1 is exactly the i-th column of H n repeated twice. In particular, H n+1 C n e (n) i ∈ Y n and, therefore, H n+1 C n e (n) i = P n H n+1 C n e (n)
i . Finally, B n P n H n+1 C n e D n U n+1 C n = U n .
It follows, in particular, that whenever m > n then eq:UmUn (10) DU m C = U n , where C : X n → X m is an isometry, D : Y m → Y n is of norm one.
Consider the following diagram
where ı is the canonical embedding, and R is the canonical projection.
We can view ı : ℓ p → ℓ p and R : ℓ q → ℓ q . Thus, we get U ′ = RUı.
To show the converse factorization, observe that n i i for each i. It follows from ( eq:UmUn 10) that eq:tildes (11)D i U n iC i = U i for someC i : X i → X n i andD i : X n i → X i , both of norm one. Let
X i q . ThenC : ℓ p → ℓ p andD : ℓ q → ℓ q are bounded, and by ( eq:tildes 11) we havẽ DU ′C = U.
It follows that any two operators of type U ′ generated by different sequences factor through each other.
Theorem factor 18 leads to the following definition of closed ideals J r (X, Y ), which might be distinct in the case of X = ℓ p and Y = ℓ q , and p < r < q.
Proposition 32. For two Banach spaces X and Y and r ∈ (1, ∞) let J r (X, Y ) be the set of all u ∈ L(X, Y ) such that ∀ δ > 0 ∃ C > 0
Then J r (X, Y ) is closed in L(X, Y ) and contains the ideal of operators in L(X, Y ) which factor through a subspace of L r (µ) for some measure µ.
