ABSTRACT: Opposition-based Differential Evolution (ODE) is one of the effective various DE variants. It is faster in convergence speed and robust in search abilities. The concept of opposition is utilized in the algorithm. During the algorithm, it evaluates an estimate and its corresponding opposite estimate at the same time. Many evaluation results on function optimization problems have shown the selection of the symmetry point between the estimate and the opposite estimate which will greatly influence variants' performance. In this paper, we propose a new type of ODE variant, Oppositional Differential Evolution using the Dynamic Optimum (ODEDO). ODEDO uses the optimum in the current population to learn the opposite estimates, and employs a similar strategy as traditional ODE in population initialization and generation jumping. The approach is validated using 5 benchmark functions. The results show a better performance when compare ODEDO to classical DE and ODE.
INTRODUCTION
Differential Evolution (DE) is firstly proposed by Storn and Price [1] . It has proved by lots of numerical evaluations to be one of the effective, robust and simple optimization algorithms. Many replicated works also validated the fact that DE has shown better performance in convergence speed and robustness than other evolutionary algorithm (EAs) problems [2] . However, as a population-based algorithm, DE also has many common drawbacks such as long computational time and premature convergence. To overcome these drawbacks, many new types of DE variants have been proposed in the past decades.
Tizhoosh was the first one to propose the concept of opposition-based learning (OBL) and applied it to the traditional DE [3] . The concept of OBL means to evaluate the estimates and their corresponding opposite estimates at the same time to get the current best candidates by comparing the fitness of both. Many works on the theoretical analysis of OBL have showed that compared with the random estimates, opposite candidates have larger probability to approach to global optimal solution. OBL is firstly proposed to accelerate the convergence speed of DE, but now it has a very wide range of applications such as reinforcement learning, Artificial Neural Networks (ANN) and Ant Colony Optimization (ACO) [3] [4] . However, opposition-based DE (ODE) is still its very successful application.
To improve the performance of ODE, a great number of variants have been proposed, e.g., Quasi-Oppositional DE (QODE) [5] . The main difference of these ODE variants laid in the selection of the symmetry point which will affect the performance of ODE variants.
The optimum in the current population encloses much information of the current search status. So we can image that the information in it can be utilized to improve the performance of the search process. So in the current work, a new ODE variant is proposed, which treats the optimum in the current population as the symmetry point. Since the optimum in the current population may vary from generations. So the symmetry point in this context is dynamic. And the new variant proposed in the current work is called ODEDO (Oppositional Differential Evolution using the Dynamic Optimum).
The remainder of the paper is organized as follows. In section 2, the classical DE is briefly reviewed. Section 3 proposed the ODEDO. Experimental results on benchmark test functions are given in section 4. And in section 5 we conclude the work.
BASIC IDEA OF CLASSICAL DE
DE is one of the most popular population-based optimization technologies. As mentioned earlier, it has been successfully used in a wide range of benchmark and real-world problems.
Xi(g) (i=1,2,…,Np) is usually used to denote the i-th individual in the population P(t), where Np is the population size, g is the generation number, and P(g) is the population at the g-th generation. The core idea of the traditional DE is to generate some trial vectors and based on which to apply the mutation and crossover operators to produce new trial vectors. After that the selection operator will be used to determine the vectors that should be selected and used as the member of the population at the next generation.
The mutation, crossover and selection operators used in the classical DE (DE/rand/1/bin) can be defined as follows.
Mutation:
where i [1, Np] 
F is a real number chosen between 0 and 2, which determines the amplification of the differential variation
In general, the larger values of F indicate a higher diversity in the generated population and the lower values in the faster convergence.
Crossover: DE performs a crossover operation as many population-based approaches do. The purpose is to increase the diversity of a population. By the crossover operation, the trial vectors can be generated, which can be defined by
where D is the problem dimension. The classical DE uses the DE/rand/1/bin scheme to generate the trial vector.
is the predefined crossover probability,
returns a random number between 0 and 1 for the j-th dimension of a specific individual and j is randomly chosen from the set {1,2, ,D}. Selection: DE usually use a greedy selection mechanism, which is defined by
where f() returns the fitness of a specific individual. It should be noted that in this context we only considers minimization problems. So, if and only if, the trial vector Ui(g + 1) is better than Xi(g), Xi(g + 1) is set to Ui(g + 1); otherwise, Xi(g+1) = Xi(g). Hence during the evolution of the population, the population either gets better or remains the same with respect to the fitness function, but never deteriorates.
THE PROPOSED APPROACH -ODEDO
The traditional ODE is mainly composed of two steps. The first step is opposition-based population initialization and the second step is opposition-based generation jumping. The only difference between ODEDO and traditional DE is the different symmetry point and we also follow the framework of the traditional ODE.
Opposition-based learning using the dynamic optimum
Opposite point: Let Pi=(xi1, xi2,…, xiD) be the i-th point in a D-dimensional space, where
.Then the opposite point
is defined by its each dimension as
where xoj is the optimum in the current population. So the optimum in the current population should be updated generation to generation if exists.
It should be noted that, for a given search space, the opposite point we generated using the dynamic optimum may also jump out of the box-constraint as lots of ODE variants do, making the individual in the population invalid. To avoid such a case, when this happens, we also use a random point Pr=(xr1, xr2,…, xrD) to replace the opposite candidate. The random point can be defined by its components as
where rnd(0,1) returns a real number between 0 and 1.
As is mentioned earlier, we can obviously observe that the search space S and its corresponding opposite space S * are all (b-a), the only difference is the space center. When the approach proposed in the current work is used, the centre is moved from 0.5(a+b) to Xo which is the optimum in the current population.
Opposition-based population initialization using the dynamic optimum
In population-based optimization techniques, we usually use a random schema to generate the initial popu-lation when there is lack of prior information. OBL takes a new way to use the opposition-based learning (OBL). In this context, we proposed the OBL based on the dynamic optimum (OBLDB) strategy which will also be used in the population initialization process. The process is similar to that in ODE. The only difference is OBL will be replaced by OBLDO. By using OBLDO, we propose the opposite-based population initialization using the dynamic optimum. Pseudo-code is shown as follows. 
Opposition-based generation jumping using the dynamic optimum
Applying OBLDO to the evolutionary process can get much better individuals. After performing a complete series of evolutionary operations such as mutation, crossover and selection, we will use the OBLDO to update the population according to a jumping probability J. It should be noted that the process is different from the earlier mentioned opposition-based population initialization, instead we use a variable bound [Minj, Maxj] obtained from the current population to generate the random point dynamically.
With the evolution of the population, the differences among the individuals will be smaller and smaller. The scope of [Minj, Maxj] will also become smaller, much smaller than the original scope [aj, bj], making the current population close to global optimum rapidly.
ODEDO
The ODEDO studied in this paper also chooses the classical DE as a parent algorithm and uses a similar way as that of ODE. ODEDO only differs from ODE in population initialization and generation jumping, which are replaced by opposition-based population initialization using the OBLDO (see Algorithm 1) and opposition-based generation jumping using the dynamic optimum, respectively. The framework of ODEDO is shown in Algorithm 2. To investigate the effectiveness of ODEDO in the improvement of convergence rate and the final solution, we compared it with the classical DE and ODE and conducted controlled experiments. Our experiments were carried on a PC at 2.3GHz with 4GB of RAM.
EMPIRICAL STUDY
In the following subsections, we provide details on the test functions of our study (Section 4.1), parameter settings (Section 4.2), and our experiment results and analysis (Section 4.3).
Test functions
In order to compare the convergence rate and the quality of the final solutions of DE, ODE and ODEDO, we use 5 functions chosen from the CEC2005 Special Session on Real-Parameter Optimization [6] .
Parameter settings
In the current work, the parameters are fixed as follows: Np=100, F=0.5, cr=0.9, J=0.3, and MNFC=5000*D. The stopping criterion is that each algorithm is terminated when the best fitness value so far is below the predefined threshold value or the number of evaluation reaches to its maximum value ( 0 6 00 . 1  E ).
Results and analysis
The experiments are categorized as follows. In Section 4.3.1, DE, ODE and ODEDO are compared in terms of convergence rate. In Section 4.3.2, the algorithms are compared in terms of the quality of the final solution in different dimensions. All the experiments are conducted 100 times, and the average results are recorded.
Comparison of DE, ODE and ODEDO in terms of convergence rate
We compare the convergence rate by comparing the number of function calls (NFC) when the best fitness value is below the predefined threshold. Each function, we set different threshold so that we can get comparable NFC before the number of evaluation reaches to its maximum value ( 06 00 . 1  E ). All the recorded values are averaged over 100 independent trials. In order to compare the convergence rate between two algorithms, we introduce a metric acceleration rate (AR) which is defined as where NFCalgA and NFCalgB are the NFC for algorithm algA and algB, respectively. Obviously, 1  AR signify algB is faster than algA. Table 1 shows the result. The best result for each function is in bold and averages are shown in the last row. As seen, we can conclude that ODEDO shows better convergence rate than DE and ODE.
Comparison of DE, ODE and ODEDO in terms
of the quality of final solutions In this section, the algorithms are compared in terms of the quality of final solutions in different dimensions. The maximum of evaluation here, we set 5000 * D , all the experiments were conducted 100 times, and the mean function error value are recorded.
The best results among the 3 algorithms are shown in bold in Tables 2 and 3 . We can observe that ODEDO outperforms all the others. 
CONCLUSIONS
In this paper, an algorithm based on the opposition-base differential evolution using the dynamic optimum (ODEDO) is proposed. The OBLDO is an enhanced opposition-based learning, which changes the symmetry point from geometric center of search space to the optimum of current population. It can overcome the major defect of ODE, making the opposite candidates have a larger probability to around the global optimum. Experiments are conducted on 5 benchmark functions chosen from the CEC2005 in different dimensions. Results show that ODEDO proposed in the current work outperforms DE and ODE both in terms of convergence rate and the quality of final solutions.
