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Abstract
This dissertation explores several problems related to social behavior, which is a
complex and difficult problem. In this dissertation we describe ways to solve problems
for agents interacting with opponents, specifically (1) identifying cooperative strategies,
(2) acting on fallible predictions, and (3) determining how much to compromise with
the opponent.
In a multi-agent environment an agent’s interactions with its opponent can signifi-
cantly affect its performance. However, it is not always possible for the agent to fully
model the behavior of the opponent and compute a best response.
We present three algorithms for agents to use when interacting with an opponent
too complex to be modelled. An agent which wishes to cooperate with its opponent
must first identify what strategy constitutes a cooperative action. We address the
problem of identifying cooperative strategies in repeated randomly generated games by
modelling an agent’s intentions with a real number, its attitude, which is used to produce
a modified game; the Nash equilibria of the modified game implement the strategies
described by the intentions used to generate the modified game. We demonstrate how
these values can be learned, and show how they can be used to achieve cooperation
through reciprocation in repeated randomly generated normal form games.
Next, an agent which has formed a prediction of opponent behavior which may
be incorrect needs to be able to take advantage of that prediction without adopting
a strategy which is overly vulnerable to exploitation. We have developed Restricted
Stackelberg Response with Safety (RSRS), an algorithm which can produce a strategy
to respond to a prediction while balancing the priorities of performance against the
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prediction, worst-case performance, and performance against a best-responding oppo-
nent. By balancing those concerns appropriately the agent can perform well against an
opponent which it cannot reliably predict.
Finally we look at how an agent can manipulate an opponent to choose actions which
benefit the agent. This problem is often complicated by the difficulty of analyzing the
game the agent is playing. To address this issue, we begin by developing a new game, the
Gift Exchange game, which is trivial to analyze; the only question is how the opponent
will react. We develop a variety of strategies the agent can use when playing the game,
and explore how the best strategy is affected by the agent’s discount factor and prior
over opponents.
v
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Chapter 1
Introduction
Cooperation is not possible in every environment, but when it is possible, cooperation
provides a benefit to the agent. Cooperation is acting in conjunction with another agent
to mutually improve the scores of both agents. If the other agent is simple and easily
predictable, an agent can improve its score by taking advantage of the predictability of
the other agent but this is not cooperation.
Cooperation is specially useful when an agent cannot predict the other agent. It
is tempting, when confronted by an opponent which the agent is unable to predict,
to attempt to improve the prediction algorithm, but this is not always possible, due
to limitations in computational resources. We are interested in environments where
an agent is interacting with its peers, not its inferiors. Generally it is not reasonable
to assume that an agent can predict the behavior of another agent which is just as
complicated as the agent itself.
One game which is frequently used to illustrate problems of cooperation is the pris-
oner’s dilemma game [6]. In the prisoner’s dilemma, two criminals have been arrested
and are being separately questioned by police. They each have the option to implicate
their partner or remain silent. If they both implicate their partner they each go to
1
2prison for 5 years. If one implicates their partner and the other doesn’t, the one which
remained silent goes to prison for 10 years, while the other goes free. If neither impli-
cates their partner, the police will find some other charges to pin on them, and they
will each go to prison for 1 year. This is commonly expressed in terms of a normal form
game in which the options are cooperate (with the opponent) or defect. The payoffs are
shown later in Table 2.1. In a single game of prisoner’s dilemma the Nash equilibrium is
for both players to defect. When multiple games are played against the same opponent
the Nash equilibrium is still to defect (by induction) but an intriguing possibility opens
up; players can use the threat of retaliation to enforce cooperation.
Competitions have been performed in which programs play repeated prisoner’s
dilemma against each other. In the first such competition [6] the most successful strat-
egy was Tit-for-Tat, which cooperates in the first round and copies the opponent action
from the previous round in all other rounds. It is very effective in inducing cooperation,
but it can only be applied to symmetric games where there is a cooperative move.
1.1 Attitude
The first contribution of this dissertation [19, 20, 21, 22] is a procedure to identify
cooperative actions in arbitrary normal form games. Our procedure operates in an
environment consisting of a sequence of randomly generated general-sum normal form
games. The games must be general-sum to allow for the possibility of cooperative
actions. We have chosen to look at randomly generated games because we want our
method to generalize to any game. We generate a sequence of games because we do
not want our method of cooperation to be contingent on having the same set of actions
always available to the agents. In this environment the only strategic considerations for
the agent are the details of the current game, and considerations of how the opponent
will respond in future games.
3Identifying cooperative actions in this type of game is difficult. It is tempting to focus
on the results of the opponent’s action and if the agent is doing better than expected
determine that the opponent is cooperating. This doesn’t work because actions can
have unintended consequences; the opponent doesn’t know what the agent was going to
do, so the outcome of the opponent’s action is not a reliable indicator of the opponent’s
intentions.
Our procedure describes the opponent’s intentions as a real number called the at-
titude of the opponent. The attitude of an agent describes the relative importance
it attaches to its opponent’s payoff. An attitude of 0 indicates an indifferent agent.
An attitude of 1 indicates an agent which attaches the same importance to the ab-
stract.bblopponent’s payoff as its own. Attitudes can be negative; an attitude of −1
indicates a strictly competitive opponent which only cares about the difference between
its payoff and its opponent’s payoff. Such an agent treats general-sum games as a
zero-sum contest, which can be very inefficient.
Given an assignment of attitude values to the player and their opponent we can
identify strategies for a given normal form game by creating a modified game and
calculating the Nash equilibrium. When these strategies are played in the given game,
the outcome reflects the attitude values used to generate them. The primary influence
on an agent’s payoff is whether or not the opponent has a positive attitude towards
them. There is also a smaller effect in which an agent’s payoff is slightly increased by
adopting an attitude close to 0.
When agents adopt strategies using attitude values we can use a particle filter to
detect the attitude values used by the agent. We can create a reciprocating strategy by
learning the attitude values used by the opponent, and playing a strategy generated from
attitude values in which the agent adopts a slightly higher attitude than the opponent.
Agents which reciprocate like this can rapidly arrive at a cooperative outcome with a
4reciprocating opponent while avoiding exploitation by an opponent which is unwilling
to reciprocate.
1.2 Restricted Stackelberg Response with Safety
abstract.bbl We have developed a strategy capable of reciprocating in a randomly gen-
erated game, but our method of reciprocation has a counterintuitive element. We use
a particle filter to estimate the attitude values used by the opponent, and so we have a
prediction of opponent behavior. However, when our agent responds to the prediction,
they respond to the attitude of the opponent, and not the probability distribution over
actions which they expect the opponent to adopt. Their action is optimized to signal a
cooperative attitude to the opponent instead of being optimized to respond in a coop-
erative way to the opponent. We have found this approach effective; it does successfully
arrive at cooperative outcomes. But it seems wasteful to form a prediction of opponent
behavior and then discard it.
On the other hand, simply best-responding to the prediction is also a bad idea. An
agent which plays a best-response to a prediction can be extremely vulnerable when the
prediction is incorrect. The second main contribution of this dissertation is a method
of finding a strategy to respond to a prediction in a general sum game while guarding
against a best-responding opponent and providing worst-case guarantees.
We have developed the Restricted Stackelberg Response with Safety (RSRS) [23], a
method of calculating a response to a prediction while guarding against the possibility
that the prediction may be incorrect. The RSRS uses two parameters which describe
different ways of expressing confidence in the prediction. The first parameter is the
prediction weight which expresses the probability that the prediction is correct. The
second parameter is the risk factor which is the amount the agent is willing to lose if the
opponents move is the worst possible move. The RSRS for a given prediction, prediction
5weight p, and risk factor r is a probability distribution over actions that maximizes
the agent’s payoff against an opponent which plays according to the prediction with
probability p and best responds to the agent’s payoff with probability 1− p subject to
the constraint that the agent’s payoff against any action of the opponent is within r of
the amount the agent can guarantee for itself.
RSRS provides a basis for choosing how to respond to a prediction of opponent be-
havior but it requires that the agent provide a prediction and choose parameter values.
We can use a loss-limiting procedure described in [53] to choose a value for risk factor in
a way that guarantees that the average payoff of the agent will be at least the value of the
game. For the prediction weight we have developed a procedure to estimate the relative
probabilities of a best-responding opponent and an opponent following the prediction;
we can use those values to select an appropriate value for the prabstract.bblediction
weight parameter. In this work we use a deliberately poor algorithm to generate the
prediction: fictitious play. Fictitious play assumes that the opponent is playing accord-
ing to a static probability distribution and returns the probability distribution which
maximizes the probability of the observed actions of the opponent. There are better
prediction algorithms available for normal form games, but the point of using RSRS
is to perform well when the prediction is inaccurate. Using these methods of param-
eter selection allows RSRS to perform well even with a relatively simple method of
prediction.
Another issue raised by the use of attitude is the question of how much to reciprocate.
We have shown that agents which adopt a fixed reciprocating strategy can achieve
cooperation, and they arrive at cooperative outcomes more rapidly as they increase
their reciprocation factor (how much nicer than the opponent they try to be). However,
it is not clear that this is always a desirable strategy. One simple way to take advantage
of it is for the opponent to ignore the agent’s attempts at cooperation; the opponent
6will do slightly better than it would against an indifferent agent at no cost to itself.
Another way to attempt to take advantage of an agent using attitude to cooperate is for
the opponent to deceive the agent by identifying strategies which benefit the opponent
while still appearing to be cooperative, or which appear to be heavily cooperative while
not costing the opponent in a particular game.
In general, the question of when and how much to reciprocate is a complicated one,
and it is further complicated by the difficulty of discerning the intent of the opponent
in a randomly generated normal form game.
1.3 Gift Exchange Game
The third main contribution is the Gift Exchange game, a game we have developed to
study the problem of how an agent should deal with a self-interested opponent in a
general-sum game [25, 24].
When an agent is dealing with an opponent, there are a number of factors which
make it difficult to choose a course of action. First, the effects of a particular choice may
not be apparent, either due to hidden information which is unavailable to the agent,
or due to the effects of a simultaneous action chosen by the opponent. This makes
it difficult to determine how to select an appropriate action to further the agenda of
the agent and difficult to determine the intent behind the opponent’s choice of action.
Second, the value of a particular game state may be unknown. In the absence of
hidden information or simultaneous moves it may still be the case that the game is too
complex for the agent to fully analyze, leading to a situation where the agent knows
the exact game state which will result from its choice, but is uncertain about the value
of that game state. This also makes it difficult to determine the intent behind the
opponent’s choice of action. Finally, the agent may be uncertain about the opponent’s
response to various courses of action, such as what compromises the opponent would
7consider acceptable and how would the opponent react if the agent doesn’t adopt an
acceptable compromise. It is this problem which is relevant to the decision of how much
to reciprocate. In repeated normal form games, attempting to address this problem is
complicated by the first problem (in more complicated games, the second problem is
also relevant).
Attitude provides one way to address the third problem. An agent can use attitude
to elicit cooperative behavior from other agents which also use attitude, but this is made
more complicated by the uncertainty created by simultaneous moves. RSRS provides
a way to address the first problem by identifying strategies which limit the potential
outcomes in terms of loss to the opponent and gain to the agent. We want to focus
on the third problem without the complications created by simultaneous moves and
limitations on achievable outcomes.
We deliberately constructed the Gift Exchange game to make the first two problems
trivial; developing strategies for the Gift Exchange game is solely concerned with the
third problem: how will the opponent react to the agent’s actions, and how can the
agent choose actions that trigger a beneficial response from the opponent. In the Gift
Exchange game, it is desirable for agents to achieve a pareto-optimal outcome; we will
informally refer to such an outcome as ’cooperative’ in the sense that agents working
together will always achieve a pareto-optimal outcome. Note that pareto-optimality
does not necessarily imply that the outcome is fair; an outcome in which one agent
receives much more than the other is pareto optimal as long as the other agent can’t
receive more without reducing the payoff of the first agent.
In the Gift Exchange game the players take turns choosing outcomes from a fixed
set. Each outcome consists of a payoff (possibly negative) to each player. The effect
of each choice is public knowledge, and there is no persistent game state so the only
concern an agent has when selecting outcomes is the immediate payoff of the outcome
8to the agent and the effect of choosing that outcome on the future behavior of the
opponent.
It is impossible to define a strategy to manipulate the opponent without making
some assumptions about the opponent, and the assumptions made determine whether a
pareto-optimal outcome is reached, and which one is reached. For example, the assump-
tions behind the Nash equilibrium do not allow for a pareto-optimal outcome in finitely
repeated games (by induction) and in infinitely repeated games nearly any sequence of
choices (including but not limited to pareto-optimal outcomes) can be supported as a
Nash equilibrium (by the Folk theorem). These are not satisfying assumptions because
we want agents to be able to reach a pareto-optimal outcome.
In our work on the Gift Exchange game we begin by looking at how to play against
simple opponents. A simple opponent chooses its action based only on the agent’s
previous move, so to find the best response to a simple opponent the agent only needs
to identify which choice of outcome gives the agent the highest combined payoff from
its choice and the opponent’s choice. We have developed several algorithms based on
the UCT algorithm which are able to learn the optimal response to a simple opponent
in the Gift Exchange game.
Next we consider the implications of opponents which learn simple models. The best
response to such an opponent is an agent which follows a simple model for which the
best response to the agent is highly favorable for the agent. This can be accomplished by
a strategy in which the agent designates some acceptable choice which provides both the
agent and the opponent an amount greater than they could guarantee for themselves.
If the opponent makes the acceptable choice the agent will make the same choice, but if
the opponent doesn’t do so the agent will make a punishing choice. The best response
to such a strategy is for the opponent to make the acceptable choice, but the agent can
choose an acceptable choice which is biased towards the agent.
9In infinitely repeated Gift Exchange games the optimal simple strategy to play
against a learning opponent can give the agent a payoff arbitrarily close it its maximum
payoff. In finitely repeated games, or in games where the agent has a discount factor,
the optimal response to a learning opponent is less clear because the closer the agent’s
payoff is to its maximum payoff the longer it will take the opponent to learn the best
response.
We used simulated annealing to find the best simple strategy to use against a par-
ticular learning opponent and discount factor. The more the agent discounts the future
the further the payoff of the optimal strategy gets from the agent’s maximum possible
payoff. The more rapidly the opponent learns, the closer the optimal strategy gets to
the agent’s maximum possible payoff.
If the opponent follows a simple model, the best strategy for the agent is to use a
learning strategy, but if the opponent is using a learning strategy the best strategy for
the agent is to use a simple strategy. Furthermore, in self-play both types of strategy
perform poorly.
Consider what the agent should do if the opponent is either following a simple
strategy or a learning strategy, but the agent doesn’t know which one. The best outcome
for the agent is if the opponent is using a learning strategy, in which case the agent can
adopt a greedy simple strategy and achieve a good outcome. So when the agent is
uncertain it should initially adopt a greedy simple strategy. If the opponent learns a
best response to that, the agent doesn’t need to change its strategy, and if the opponent
doesn’t learn a best response, the agent can assume that the opponent is following
a simple strategy and adopt a learning strategy. We can continue this process - if the
agent believes the opponent will eventually switch to a learning strategy the appropriate
response is for the agent to play a greedy simple strategy until it is certain the opponent
will not switch.
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We can characterize strategies of this type as sequential immediately reactive ratio
enforcing strategies, which are defined by a function which determines the appropriate
simple strategy to adopt as a function of the amount of time the opponent has been
playing a greedy strategy. We distinguish between a learning opponent and an opponent
playing a greedy strategy by observing how close the opponent gets to the optimal payoff
against the simple strategy adopted by the agent.
We have performed simulated annealing to find the optimal strategy to adopt against
different distributions of opponents. The strategies we have found generally indicate
that agents with higher discount factors compromise more quickly, agents which expect
opponents to learn slowly compromise more quickly, and agents which expect their
opponent to compromise slowly compromise more quickly.
1.4 Conclusions
This dissertation is concerned with the problem of interacting with an opponent which
is a peer. The opponent is a peer in the sense that, although it acts purposefully, the
agent is not able to fully model and predict how the opponent will respond. Our general
goal is to find a way to cooperate with the opponent by using reciprocation.
The first problem we looked at is how to cooperate with an opponent in the absence
of any indication of which actions constitute cooperation. We developed a method
to accomplish this in repeated randomly generated normal form games by generating
a modified game where the payoffs have been altered to reflect the intentions of the
players and playing the Nash equilibrium of the modified game.
The second problem we looked at is how to respond to a prediction of opponent
behavior in a general-sum normal form game when that prediction is untrustworthy. We
developed a method to accomplish this by making the assumption that the opponent
will best-respond to the agent’s action when the prediction is incorrect and finding the
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strategy that maximizes the agent’s payoff in those circumstances.
The final problem we looked at is how much to reciprocate – when should the agent
accept a compromise offered by the opponent and when should the agent hold out for
more? We have developed a new game, the Gift Exchange game, which is deliberately
simplified to focus on the problem of getting the opponent to react in a beneficial way.
We have looked at several different ways of playing the Gift Exchange game and used
simulated annealing to show how the appropriate strategy for cooperating is dependent
on the agent’s discount factor and prior beliefs about the opponent.
Chapter 2
Related Work
2.1 Game Theory
We are interested in cooperation – the ability of two agents working together to increase
their collective payoff even when their interests do not align perfectly. Cooperation is a
valuable ability for any agent acting in any environment where it is possible, and coop-
eration is frequently possible. Cooperation has been extensively researched in normal
form games.
One way to explain cooperation in normal form games is that agents have preferences
over the utilities of other agents; agents cooperate because they want other agents
to be happy. There are many plausible ways an agent’s utility could depend on the
opponent’s utility which are outlined in [72]. However such a definition of an agent’s
utility is unstable [33]; if an agent’s utility is dependent on its opponent’s utility, and
its opponent’s utility is dependent on the agent’s utility, then the agent’s utility cannot
be uniquely determined without some simplifying functions. A better approach is to
split an agent’s utility into two parts: the enjoyment they get from consuming goods
and the vicarious enjoyment they get from observing the opponent consuming goods.
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Note that cooperation in this setting does not necessarily entail a reduction in conflict
between the agent and the opponent [31]. Depending on the possible outcomes and the
degree to which agents care about their opponents it is possible for agents to compete
to force their opponent to accept a greater share of the potential payoff.
In Chapter 3 we discuss how to use the concept of an agent which cares about
its opponent’s payoff in a linear manner to find cooperative strategies in normal form
games. We refer to the amount an agent weights the payoff of its opponent’s payoff by
as the agent’s attitude. Variations on this model have been used to try to explain the
behavior of people in many different environments. The attitude of a person can be
estimated by observing how they play a decomposed game (a game in which one player
chooses between 2 outcomes which assign payoffs to both players) [39]. However, it has
been found that in this situation the attitude that people exhibit is strongly dependent
on the experimental instructions. In the ultimatum and centipede games [51] people will
not always play the Nash equilibrium. However, it is possible to find a distribution over
attitudes which explain the experimental results. It is possible to extend the notion of
attitude to create a model in which agents want opponents which are helpful to do better
and opponents which are hostile to do worse [61] instead of unilaterally preferring that
the opponent do better or worse regardless of the opponent’s attitude. This can be used
to explain experimental results in Cournot duopoly games and used car markets [65].
Another possible variant is inequity aversion [30] in which players dislike outcomes in
which one player receives significantly more than the other. Depending on the game
and the distribution of preferences this can result in cooperative or non-cooperative
outcomes, which matches the observations of many experiments. In our system we do
not use these variations; the attitude of an agent is treated as a strict preference. To
avoid the problem of an agent trying to help an opponent which is trying to hurt it we
allow for attitudes to change depending on the behavior of the opponent.
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It would seem that adopting a positive attitude towards the opponent would have
negative consequences for the agent, but many examples of reciprocation can be observed
in the behavior of animals [71] as well as humans. This can be justified on the basis
of evolutionary success. There are many different ways reciprocity can help an agent
including kin selection, direct reciprocity, indirect reciprocity, network reciprocity, and
group selection [57].
Note that attitude is not the only way to explain cooperation in humans, and it is
not actually necessary to explain cooperation to be able to cooperate. Instead of using
a formal model it is possible to identify associations between how a person plays in
one game with cooperative opportunities and how they play in another game [1]. This
can be used to increase performance without ever designating a particular action as
cooperative or not.
2.2 Agents in Normal Form Games
Many algorithms have been created to play games or operate in environments where
cooperation is possible. Such algorithms need to solve a wide variety of problems in-
cluding analyzing the environment, learning a best response to the opponent, improving
social welfare, and avoiding exploitation. Here are some algorithms that we have found
interesting.
Fictitious play [34] is a learning algorithm for normal form games with the simplest
possible opponent model: it assumes that the opponent is playing a fixed distribution.
Fictitious play tracks the number of times the opponent has played each move, and
best responds to the assumption that future moves will be drawn from the observed
distribution. The problem of crafting a strategy to play against opponents that best
respond to an infinite (fictitious play) or bounded history is studied in [26]. Such an
opponent induces a Markov decision problem on the underlying game. The authors
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describe how to use the best-response properties of the opponent to find a solution to
the Markov decision problem. This idea is similar to strategies we propose in Chapter 5,
but depends on manipulating observed probabilities instead of observed rewards.
GIGA-WolF [9] learns a best response to the opponent by gradually adjusting its
current strategy to better respond to the opponent’s actions. It follows the Win-Or-
Learn-Fast principle [10] which changes more rapidly when the agent is performing
poorly to allow it to spend more time in the more rewarding parts of the search space.
GIGA-WolF is guaranteed to converge to a Nash equilibrium in self-play in a two-action
game, and it achieves zero average regret. In other words it is guaranteed to converge
to the best response to the empirical distribution of play observed from the opponent.
GIGA-WolF is not able to cooperate effectively in environments where cooperation is
possible, but its capabilities provide a good baseline of desirable capabilities for an
agent.
AWESOME [16] is able to improve on the guarantees of GIGA-WolF. It analyzes
the opponent’s behavior to distinguish between between a stationary distribution, an
equilibrium strategy, or some unknown strategy. It plays a best response to a stationary
distribution, and plays an equilibrium strategy otherwise. It guarantees a best-response
against a stationary player, and can reach a Nash equilibrium in any game in self-play.
TPCM(A) [60] forms a more sophisticated prediction of opponent behavior. In
addition to playing a best response to a stationary distribution and an equilibrium in
self play, it will detect whether an opponent can be trained using Godfather [52], if it is
willing to cooperate to achieve a pareto-efficient outcome, or if it plays a fixed strategy
conditional on the last k turns. It is optimal against its target set, pareto-efficient
in self-play, and guaranteed to achieve its safety value. CMLeS [13] provides similar
guarantees against a larger set of target opponents. It models the opponent as playing
a strategy conditional on some number of previous turns, up to a fixed maximum. It
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uses the Nash equilibrium as a fallback position against opponents it can’t predict.
If the opponent is playing a finite automaton in a repeated normal form game, the
agent generally doesn’t know the characteristics of the automaton. It is possible to
learn a stationary strategy for the opponent using reinforcement learning, however the
opponent may not stick to a stationary strategy. This problem can be handled using
the R-MAX# algorithm [43] which can detect when the opponent has deviated from the
learned strategy and learn to best respond to the new strategy. The strategies we have
developed for the Gift Exchange game are intended to take advantage of strategies like
R-MAX#[11]; it is easy to find the best response, but the best response to the strategy
is beneficial for the agent.
An agent which forms a prediction of opponent behavior must take into account
the possibility of that prediction being incorrect. One way to handle this problem in
constant-sum games is to use Restricted Nash Response, which estimates a probability
that the prediction is incorrect and creates a modified game in which the opponent plays
according to the prediction with that probability, and otherwise can play without re-
striction [44]. The Nash equilibrium of the modified game has been shown to ameliorate
risk in two-player limit Texas hold-em. Another approach is to use Safe Policy Selection,
which chooses an amount the agent is willing to risk and plays the best response to the
prediction subject to the constraint that the worst possible expected payoff to the agent
is worse than the value of the game by no more than the amount the agent is willing to
risk [53].
In a repeated game an agent can adjust the amount it is willing to risk in a way
that guarantees that the average payoff of the agent will approach the payoff of the
best response if the opponent is predictable, while also guaranteeing that the agent
receives the value of the game in the event that the opponent is not predictable. It is
also possible to use Risk What You Won in Expectation to guarantee that the agent’s
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expected payoff is never lower than the value of the game [37].
RWYWE plays an equilibrium strategy by default, but if the opponent plays a non-
equilibrium strategy which gives the agent a higher payoff, it will adjust its strategy
to respond better to the opponent’s apparent strategy while guaranteeing an expected
loss no greater than the already realized expected gain. Wang et al. [74] describe an
algorithm similar to Restricted Nash Response which plays a Nash equilibrium in a
modified game which constrains the opponent to play a strategy similar to the observed
strategy, retreating to minimax if the opponent doesn’t play predictably.
In large games it may be computationally intractable to calculate a complex re-
sponse to a prediction of opponent behavior. DBBR [36] handles this by modifying the
prediction to more closely match a pre-calculated equilibrium and then best-responding
to the modified prediction. This allows for some resistance to exploitation in environ-
ments where it is impossible to calculate a strategy which explicitly guards against
exploitation.
Instead of treating the problem of choosing a strategy in repeated normal form
games as a sequence of decisions, in [75] the problem is framed as one player selecting
a finite automaton to play for them, and the other player selecting an automaton in
response. The size of the automatons can be used to represent the bounded rationality
of the players. The paper describes how to compute an optimal automaton for the
first player to commit to. This is similar (but more complex) to the strategies we have
developed to play our Gift Exchange game. We handle the problem of selecting an
optimal strategy by introducing a discount factor, while they handle it by introducing
limits on the complexity of the automatons.
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2.3 Cooperation
The prisoner’s dilemma is a normal form game which describes a situation in which the
agent and the opponent have an opportunity to cooperate, increasing both their payoffs,
but if one player cooperates while the other doesn’t, the one that didn’t attempt to
cooperate gains more than they would’ve if they had cooperated. A common payoff
structure for prisoner’s dilemma can be seen in Table 2.1.
Cooperate Defect
Cooperate 3 \ 3 0 \ 5
Defect 5 \ 0 1 \ 1
Table 2.1: Common payoffs for prisoner’s dilemma
The social welfare maximizing outcome is for both players to cooperate, but the
Nash equilibrium is for neither player to cooperate. When people play iterated pris-
oner’s dilemma, they will often cooperate even though induction shows that the Nash
equilibrium is still not to cooperate.
It is tempting to dismiss this behavior as irrational, but when a competition of
iterated prisoner’s dilemma was held [6] the most successful strategy was Tit-for-Tat.
An agent playing Tit-for-Tat cooperates initially and copies the opponent’s previous
action on every subsequent action. Tit-for-Tat will never outscore the opponent in game
of iterated prisoner’s dilemma, but it was the most successful strategy at convincing the
opponent to cooperate.
Other variations on Tit-for-Tat are possible. For example, the strategy Tit-for-Two-
Tats is a more forgiving version of Tit-for-Tat; it will cooperate unless the opponent has
defected for two rounds in a row. This approach can be generalized by using randomizing
strategies to confine the outcome of the game to a bounded objective region [41]. This
approach can be successful in a tournament, and also show good performance against a
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reinforcement learner.
Reinforcement learning can be used in iterated prisoner’s dilemma [67], with game
histories being used as states for the reinforcement learner. Complete cooperation rarely
occurs but, depending on the parameters, complicated patterns of cooperation and
defection can be seen.
Tit-for-Tat does not perform well in noisy environments because it will never forgive
an opponent for a betrayal which was caused by noise. On the other hand a forgiving
strategy such as Tit-for-Two-Tats is vulnerable to exploitation by an opponent which
takes advantage of the forgiveness to defect occasionally. One way to handle that [3]
is to learn the opponents policy by deducing deterministic rules from the discounted
observed frequencies of the opponents play. Noise is handled by flagging deviations
from the policy, and learning a new model if the deviations become too frequent.
The ideas behind Tit-for-Tat can be generalized to other situations. For example,
when agents have opportunities to ask other agents for help in performing specialized
tasks, agents can achieve efficient cooperation by basing their decision to help on the
expected future benefits of helping [64]. The presence of such strategies can increase
social welfare.
Cooperation in a single interaction is difficult to justify without reciprocation; the
decision to cooperate in a single interaction is more of an expression of the agent’s
preferences than a strategic decision. To design an agent which is capable of cooperating
in a single interaction it is useful to look at focal point theory [49] which discusses
methods of developing coordination between two agents which cannot communicate.
A modification of reinforcement learning is described in [32]; the agent updates its
policy to optimize performance against a learning opponent instead of a static oppo-
nent. The authors show that agents using this update rule are capable of learning to
cooperate in the Repeated Prisoner’s Dilemma. Furthermore, they show that when the
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technique is applied again (i.e., the agent optimizes its policy under the assumption
that the opponent is updating its policy under the assumption that the agent is a naive
reinforabstract.bblcement learner), it does not result in additional gains. In our work
we do not explicitly model the learning that agents do as they converge to a cooperative
outcome, but [32] suggests that it could be a successful approach.
Cooperation is generally thought of as an interaction between agents with orthogonal
goals; agents which could cooperate, but are not required to cooperate. It is also
interesting to consider the problem of how to interact with an opponent that shares
the goals of the agent, but has not been designed to coordinate with the agent. If the
opponent is able to learn by observing the agent, the agent must decide how to balance
acting to further its own goals versus acting to teach the opponent a better strategy.
This problem is considered in two different contexts [70]: a repeated normal-form game
(with both players sharing the same utility function) in which the agent must find the
most effective teaching sequence to optimize performance against a bounded memory
best-responding opponent, and a shared multi-armed bandit problem where the agent
must decide when to pay a cost to demonstrate the optimal choice to the opponent.
As environments become more complex it becomes more difficult to identify coop-
erative strategies. To study cooperation in Markov games, in [50] a pair of Markov
games are presented that have opportunities for cooperation, and a Deep Q-Network is
used to learn strategies for those games. By varying parameters of the game, different
strategies are learned, which can be designated cooperate or defect according to the
performance of the strategy in self-play. By evaluating the cooperating and defecting
strategies against one another, they observe how the structure of the social dilemma of
the underlying game varies according to the parameters of the game. The strategies
developed implement cooperation or competition in the underlying Markov game, but
21
they do not attempt to reciprocate. This work approaches the problem of coopera-
tion from the other end—instead of starting from a simple environment and looking at
how to decide when to cooperate, they start from a complex environment and look at
learning how to cooperate in the first place.
2.4 Different Games
A stochastic game [68] is a repeated set of games between players where the payoffs of
each game are determined by the current state, and the outcome of each game affects
the subsequent state. A number of approaches have been developed to learn stochastic
games (e.g., [69]), but they focus on achieving the best individual payoff and not on co-
operation, and they require that the environment consists of a limited number of states.
Stochastic games represent a midpoint between repeated play of a single game and our
environment, where a game is never seen twice. Algorithms using reinforcement learning
for stochastic games only need to know the current state and the payoff received in the
previous state. In repeated randomly generated normal form games agents need to know
their opponent’s payoffs because they do not have the ability to observe the opponent’s
prior play for the current game; the opponent’s payoffs are the only information they
can use to try to predict their play.
An algorithm for repeated stochastic games, presented in [28], uses lossy game ab-
straction [66] to reduce the state space of the game and facilitate learning and adapting
rapidly to a non-stationary opponent. They infer opponent intent in stochastic games
by clustering paths of play according to that player’s payoffs. This allows them to iden-
tify desirable coordinated strategies which they can attempt to teach the opponent to
use.
The algorithm in [18] reduces the problem of playing repeated stochastic games to
a multi-armed bandit problem by generating a handful of expert strategies to use. This
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approach simplifies the underlying game to make it a matter of selecting the appropriate
expert strategy. The agent selects a strategy with the intent that the opponent will play
its part in the selected strategy, and enforces compliance by punishing the opponent
when it fails to comply.
The Gift Exchange game has similarities with the Dictator game [40]. Both games
involve the active player choosing an outcome that cannot be affected by the opponent;
however, the Gift Exchange Game involves an element of social dilemma that is not
usually present in the Dictator game, and the Dictator game is not usually a repeated
game. In the Dictator game, one player is given an initial endowment, which they may
then choose to divide with the other player in any proportion they choose (including the
option of keeping the entire endowment for themselves). The game-theoretic analysis
of the Dictator game is trivial—the dictator should keep the entire endowment. People
playing the Dictator game do not generally play the Nash equilibrium, and the game
has been extensively studied to explore the factors that influence how people actually
play it. The Dictator game is generally played as a single shot game, but one study
has explored the effects on the second player when two games are played in a row with
players swapping roles [27]. In that situation the second player is more likely to return
the gift received from the first player. Other factors that have been studied include
demographics, cultural factors, the value of the endowment, social distance between
the players, and how deserving the recipient is. Attention has generally focused on
measuring how these factors affect human play [29]. In contrast, our focus in the Gift
Exchange Game is on exploring reciprocation as a basis for non-equilibrium play.
The Gift Exchange game also shares some similarities with the Nash Bargaining
game [63, 56]. In the Nash bargaining game players take turns proposing outcomes, and
an outcome to the game is selected when an offer is accepted. Agents prefer to reach an
agreement earlier because they either discount the future or pay a fixed bargaining cost
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each round. The only pareto-optimal outcomes to the Gift Exchange game occur when
both players select the same action. We can view the progression of a Gift Exchange
game as a sequence of offers that resolves when both players take the same action for the
remainder of the game. The difference between the Gift Exchange game and the Nash
bargaining game is that in the Gift Exchange game the cost paid for not coordinating is
dependent on the offers proposed, instead of being a fixed or exponentially decreasing
cost.
The Gift Exchange game is similar to Stackelberg games [73][15] in that players
act sequentially instead of simultaneously. In Stackelberg games the first player can
gain an advantage by committing to a strategy before the second player acts. This is
possible because the first player’s commitment can restrict the outcomes available to
the second player so that the second players best choice benefits the first player. In
the Gift Exchange game this dynamic is modified; the effects of players’ actions are
not dependent on the opponent’s action, so the first player doesn’t have an advantage.
However, either player can gain a Stackelberg-like advantage by acting in a predictable
way which encourages the opponent to play a preferred action (see Section 5.4). In
Stackelberg games it is possible to handle the problem of an opponent which does not
strictly best-respond to the leader’s strategy [59]. They explore 3 different approaches,
one based on a follower which responds sub-optimally, one based on a follower which
responds to an incorrect prediction of the leaders behavior, and one based on maximizing
the leader’s payoff under the worst possible follower action. They have found that
assuming the follower responds sub-optimally provides a performance increase in cases
where the follower has a limited number of observations drawn from the leader’s strategy.
The Automated Negotiating Agents Competition [7] pits negotiation agents against
one another. In each match two or more agents take turns proposing outcomes from
a space of possible outcomes, which is selected on a per-match basis. If agents do not
24
agree on an outcome before the deadline is reached, each agent receives its reserve value.
In addition, in some matches there is a discount factor to encourage agents to reach an
agreement more rapidly. Unlike in the Gift Exchange game, agents do not know their
opponent’s utility function—to play the game, they must simultaneously attempt to
estimate their opponent’s utility for each of the potential outcomes and their opponent’s
willingness to cooperate or make concessions. Most agents designed for this competition
focus on opponent modeling; they attempt to predict which offers their opponent will
accept. In competition it has been found that the most successful agents are generally
tougher negotiators. This is a consequence of the fact that agents generally reach some
agreement (which suggests that most agents are not too rigid). If the community of
agents frequently failed to reach an agreement, then more generous agents would be
favored. This game is more suited to negotiation than the Gift Exchange Game because
only the final offer has an effect on the payoffs received by the agents. In the Gift
Exchange Game, being a tough negotiator imposes an immediate opportunity cost, as
the agent forgoes the chance to cooperate in that round, and may need to pay a cost to
punish the opponent for rejecting the agent’s desired outcome.
In the Gift Exchange game agents can select outcomes which provide benefits to both
players. In an environment where the agent can only take a penalty to give a larger
gift to the opponent reciprocation works differently [42]. The decision to cooperate
can be treated as evidence of an agents discount factor; an agent which cooperates is
presumed to do so because they anticipate that the opponent will reciprocate and the
agent’s discount factor is low enough that they are willing to pay a present cost for
the expected future benefit of the opponent’s cooperation. Discount factor is relevant
because agents in this environment can be replaced randomly. This is an interesting
alternative approach to characterizing an agents behavior, but it is dependent on the
assumption of a grim trigger strategy for the opponent.
Chapter 3
Attitude and Belief
Cooperation is the ability of an agent to work together with another agent to achieve
an outcome which is better for both agents. It is valuable for an agent to be able to
cooperate in any environment where cooperation is possible. However, cooperation can
be risky; if the opponent does not also cooperate the agent may be worse off than if it
had never attempted to cooperate.
Cooperation plays an important role in evolution, but it is difficult to explain how
cooperation developed, since natural selection favors defectors who take advantage of
cooperators without paying any cost. One of the mechanisms postulated for evolution
of cooperation [57] is direct reciprocity [71], where in repeated encounters two individ-
uals can choose to cooperate or defect. This was formalized in the Iterated Prisoner
Dilemma [62, 6, 58] and in the Tit-for-Tat strategy, a strategy which starts with co-
operation and then reciprocates whatever the other player has done in the previous
round.
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3.1 Cooperation
It is possible to achieve cooperation in repeated games using Tit-for-Tat [6] or variants
such as win-stay lose-shift [58], but Tit-for-Tat requires that moves are labelled as
cooperative or uncooperative. This is not suitable for agents which will be operating in
environments which are too large and complex to be analyzed and labelled beforehand.
Another requirement of the Tit-for-Tat strategy is that the actions available to the
players cannot change. However this requirement is not fundamental to reciprocation;
it is possible to reciprocate by choosing an action which benefits the opponent even if
that action is not identical to the action chosen by the opponent to benefit the agent.
We will consider the problem of reciprocation in a game where actions are not
labelled as cooperative and game changes between consecutive rounds. In order to
create an environment suitable to cooperation and general enough to be adaptable to
different situations we considered a number of criteria:
1. Cooperation must be possible. This excludes environments which consist of fixed-
sum games, where a gain for one player is necessarily a loss for the other.
2. Exploitation must be possible as well - if there is no danger of exploitation then
methods of cooperation might not guard against it, which would make them un-
suitable for environments in which exploitation is possible. This excludes environ-
ments where players interests are completely aligned, such as if their payoffs are
identical.
3. The opportunity for reciprocation is necessary, because reciprocation provides a
way to cooperate without becoming vulnerable to exploitation. This means that
players must interact multiple times.
4. The environment should have minimal constraints on interactions between agents,
so that methods of cooperation will be suitable for other environments.
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We have tried to satisfy all these criteria by generating each single interaction of
two agents from a probability distribution over a large class of normal form games,
where each normal form game is randomly generated and played only once. Since each
game is randomly generated, it is extremely unlikely that it will be a fixed sum game
or that the payoffs for each player will be equal. Cooperation in this environment is
possible, and so is exploitation. Since agents play with each other multiple times, even
though the game is different every time, they have the opportunity to reciprocate their
opponents cooperative or exploitative moves (the problem of determining which moves
are cooperative and which are exploitative is left to the agents).
There are several desirable properties for agents in this environment:
1. They should not be vulnerable to a hostile opponent. Their payoff should not
drop lower than the best payoff they could achieve if their opponent had the sole
goal of reducing their payoff.
2. They should be able to achieve cooperation. When playing against another agent
which is willing to cooperate they should be able to jointly increase their payoffs.
3. They should not be vulnerable to exploitation. They should only cooperate if
their opponent is cooperating as well. Unreciprocated cooperation over the short
term is reasonable (such as on the first move in Tit-for-Tat), but if the opponent
has a history of not cooperating an agent should not continue to cooperate.
Our method of achieving cooperation is based on a parameter driven modification of
the original game, where the parameter models the attitude of each agent towards the
other agent. For any given game, we construct a modified game using the attitudes of
both players. If both players have positive attitudes, a Nash equilibrium of the modified
game has the property that when it is played in the original game the expected payoff
of each player will be higher than their expected payoff from playing a Nash equilibrium
of the original game. (A discussion on how Nash equilibria are computed and selected
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is included later).
Since agents generally do not know the attitude of their opponent and since that
attitude can change over time, we present a particle filter for an agent to estimate the
opponent’s attitude, and chose its own attitude accordingly.
3.2 Repeated Randomly Generated Normal Form Games
To study cooperation we chose our environment with a number of goals in mind. Coop-
eration should be possible, but not the only reasonable course of action. Cooperation
should be non-trivial; agents should need to determine which moves are cooperative
on their own. Cooperation should be based on reciprocation, so agents should interact
repeatedly, but not repeat the same game, so agents will need to cooperate from general
strategies, and not just learn how to cooperate in a single game.
The environment we have chosen consists of repeated play of randomly generated
normal form games. After exploring a number of alternatives, we have found that 16
move normal form games with payoffs drawn from a uniform distribution between 0 and
1 provide opportunities for cooperation without making cooperation the only reasonable
choice. Increasing the number of moves per player causes the environment to become
too computationally expensive without changing the nature of the game. Reducing the
number of moves per player reduces opportunities for cooperation. We have explored
generating payoffs from a normal distribution, but found that this also reduced the
opportunities for cooperation. Running 1000 iterations allows sufficient time for agents
to adjust to the play of their opponent with a high degree of accuracy. The sequence of
play in our environment is as follows:
1. Generate a game by assigning each player 16 possible moves, and drawing a payoff
for each player for each combination of moves from a uniform distribution from 0
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to 1.
2. Allow both players to observe the game and simultaneously select a strategy for
the game which consists of a probability distribution over possible moves.
3. Draw a move for each player from the probability distribution the player provided.
4. Award each player the appropriate payoff for the pair of moves chosen.
5. Inform each player of the move chosen by its opponent.
This is a good environment to study cooperation because players interests are neither
diametrically opposed nor identical, so cooperation is possible without being mandatory.
Agents in this environment must determine how to cooperate on their own without any
environmental cues, and because the games are randomly generated, they must be able
to cooperate in a wide variety of situations.
3.3 Attitude
The problem which must be solved to achieve a reciprocating strategy in a repeated
randomly generated normal form game is how to identify cooperative strategies. Given a
particular normal form game, we identify cooperative strategies by using a modification
of the game. Each player selects an attitude which reflects the degree to which it is
willing to sacrifice its own score to improve its opponent’s score. An attitude is a real
number, in the range between -1 and 1. An attitude of 1 means that the opponent’s
payoff is valued as highly as the agent’s own payoff. An attitude of 0 means that the
agent is indifferent to the opponent’s payoff. An attitude of -1 means that the agent is
only concerned with how well it does in comparison to its opponent.
The attitude of the agent and its opponent is used to create a modified game in
which each player’s payoff is equal to their payoff from the original game plus their
attitude times the payoff of their opponent in the original game. Let G be a game with
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players {A,B}, action sets MA and MB, and utility functions UA, UB : MA×MB → R.
Construct the modified game G′ with the same players and action sets, and the utility
functions modified as follows:
U ′A(mA,mB) = UA(mA,mB) + αA ∗ UB(mA,mB)
U ′B(mA,mB) = UB(mA,mB) + αB ∗ UA(mA,mB)
where αi indicates the attitude of player i and mi ∈ Mi indicates the action selected
by player i. When players select their actions according to the Nash equilibria of the
modified game and play them in the original game the score of each player improves.
This approach to cooperation has been explored as an explanation of the non-Nash
behavior of people [34, 33], here we are exploring it as a means of generating non-Nash
cooperative behavior. Note that in many games there can be multiple Nash equilibria. If
agents play different Nash equilibria, or make false assumptions about their opponent’s
attitude, then they do not achieve cooperation. Fortunately, we will show later that a
player can learn what attitude and method of selecting Nash equilibria is used by the
opponent.
Figure 3.1 shows the effect of various combinations of attitude on the payoff of
a player. To compute the Nash equilibria we used the Lemke-Howson algorithm as
described in [54]. When both players adopt an attitude of 1, they can improve their
average payoffs from .80 to .90. Even when they only adopt an attitude of .2 their
payoffs improve to .87.
Unsurprisingly, the strongest effect on an agent’s payoff is the attitude of the op-
ponent. If the opponent is hostile, the agent will do poorly regardless of the attitude
of the agent, although the agent will generally perform better when the agent adopts
an attitude close to 0. If both agents adopt a positive attitude there is a plateau of
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Figure 3.1: This graph shows how the payoff of an agent is affected by the attitudes
selected by the agent and its opponent. These are aggregated results over 1000 games
with 16 moves per player and payoffs drawn from a uniform distribution between 0 and
1. The results for a single game may be quite different.
cooperation where both agents receive a high payoff. Interestingly, when the opponent’s
attitude is positive, the agent will achieve a higher payoff with an attitude of .1 than
with an attitude of 0, although increasing its attitude above .1 will result in a slight
decrease in payoff. When the agent’s attitude is even slightly positive the opponent can
play a move which aims at a good outcome for both players, confident that the agent will
reciprocate instead of picking some outcome which is slightly better for the agent and
much worse for the opponent. This opens more opportunities for cooperation, resulting
in a higher payoff for an agent with an attitude of .1.
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Figure 3.2: This graph shows how the payoff of an agent is affected by the attitudes
selected by the agent and its opponent. These are aggregated results over 1000 games
with 2 to 16 moves per player and payoffs drawn from a uniform distribution between
0 and 1. The results for a single game may be quite different.
3.3.1 Effects of Attitude
The performance effect of adopting different combinations of attitude values depends on
the game which is being played. Figure 3.1 shows the average results for a game with
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Figure 3.3: This graph shows how the payoff of an agent is affected by the attitudes
selected by the agent and its opponent. These are aggregated results over 1000 games
with 8 to 64 moves per player and payoffs drawn from a uniform distribution between
0 and 1. The results for a single game may be quite different.
16 moves with payoffs uniformly distributed between 0 and 1. It is also interesting to
consider the effects in games with greater or fewer moves or with different probability
distributions over payoffs. We will also look at the non-aggregate effects of attitude in
specific games.
Figures 3.2 and 3.3 show the effects of attitude on the payoff of the agent for games
with 2 to 64 actions per player. When each player only has 2 actions, the primary
34
influence on an agent’s score is the opponent’s attitude. It is also beneficial for the
agent to adopt an attitude close to 0.
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Figure 3.4: This graph shows how the payoff of an agent is affected by the attitudes
selected by the agent and its opponent. These are aggregated results over 1000 games
with 16 moves available to the agent and 2 to 14 moves available to the opponent.
Payoffs are drawn from a uniform distribution between 0 and 1. The results for a single
game may be quite different. The graphs on the left show the relative change in payoff
for the agent compared to when the opponent has 16 moves available.
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Figure 3.5: This graph shows how the payoff of an agent is affected by the attitudes
selected by the agent and its opponent. These are aggregated results over 1000 games
with 16 moves available to the opponent and 2 to 14 moves available to the agent.
Payoffs are drawn from a uniform distribution between 0 and 1. The results for a single
game may be quite different. The graphs on the left show the relative change in payoff
for the agent compared to when the agent has 16 moves available.
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As the number of moves increases, the payoff to the agent increases, and we begin
to see a plateau of cooperation. When the number of moves increases beyond 16, the
plateau of cooperation gets higher, because with more combinations of moves avail-
able, there are more opportunities to draw cooperative combinations from the payoff
distribution.
We have been looking at games in which both agents have the same number of moves
available to them. We can give one agent more power than the other by creating a game
in which that player has more moves available to it. Figures 3.4 and 3.5 show the effect
on an agent’s payoff when one of the players has more moves available to it than the
other player. When the opponent has more moves available the agent’s payoff suffers,
particularly when the opponent’s attitude is negative. When the opponent’s attitude
is positive and the agent’s attitude is negative, the agent’s payoff actually increases,
because the agent is less capable of sacrificing its own payoff to hurt the opponent.
When the agent has more power, its payoff increases, especially when the opponent’s
attitude is negative. When the opponent has only 2 moves, the agent’s payoff drops a
bit when it adopts a cooperative attitude against a cooperating opponent because the
reduced number of moves reduces the opportunities for cooperation.
Figure 3.6 shows the effect of attitude on the payoff of the agent when payoffs are
drawn from a Gaussian distribution with mean 0 and standard deviation 1. As with a
uniform distribution the primary effect on an agent’s payoff is the opponent’s attitude
and an agent’s payoff is also improved by the agent adopting an attitude closer to 0.
Unlike a uniform distribution, there is no plateau of cooperation; this happens because,
unlike a uniform distribution, there is not an upper limit on the payoffs which can be
generated by a Gaussian distribution. Therefore when both players adopt a positive
attitude, but one player is more generous than the other, it is possible for the players
to select an outcome where the other player receives a greater share of the reward.
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Figure 3.6: This graph shows how the payoff of an agent is affected by the attitudes
selected by the agent and its opponent. These are aggregated results over 1000 games
with 2 to 16 moves per player and payoffs drawn from a Gaussian distribution with
mean 0 and standard deviation 1. The results for a single game may be quite different.
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Figure 3.7: This graph shows how the payoff of an agent is affected by the attitudes
selected by the agent and its opponent. These are aggregated results over 1000 games
with 16 moves per player and payoffs drawn from a uniform distribution from 0 to 1.
The results for a single game may be quite different.
Until now we have limited attitude values to the interval [−1, 1]. We have done so
because adopting an attitude value greater than 1 or less than −1 implies that the agent
cares more about the payoff to the opponent than its own payoff. For an indifferent
agent, adopting an attitude of 1 can be justified as an attempt to reach a social welfare
maximizing outcome, but adopting an attitude above 1 is harder to justify. Figure 3.7
shows the effect of adopting attitude values in the range [−4, 4]. As the opponent’s
attitude drops below -1 the agent’s payoff gets worse, and the benefit to the agent of
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adopting an attitude of 0 becomes more significant. One interesting thing to note is that
as the opponent’s attitude increases above 1 an agent with an attitude of .1 no longer
receives a higher payoff than an agent with an attitude of 0. One way to view this is to
consider an attitude value as expressing a preference for a certain relative weighting of
payoffs. A player with an attitude of 1 prefers a 1 : 1 ratio, a player with an attitude
of 0 prefers a 1 : 0 ratio, while an opponent with an attitude of 4 prefers a 4 : 1 ratio.
When the opponent’s attitude is very high, adopting an attitude of .1 doesn’t allow
for additional cooperative opportunities over an attitude of 0 as frequently because the
opponent is more willing to sacrifice its own payoff to give the agent a greater payoff.
In our environment games are generated randomly, so we have been presenting
aggregate results to show the general effects of various alterations in the game structure
on the performance of combinations of attitude values. However, it is important to note
that the effects of attitude do vary according to the specific game. Figures 3.8, 3.9, and
3.10 show the effects of attitude in specific games generated by drawing from a uniform
distribution between 0 and 1 with 2(Figure 3.8), 16(Figure 3.9), or 64(Figure 3.10)
moves per player.
The effect of attitude in games where players have 2 moves is fairly irregular. Since
the games are randomly generated and there are only 4 combinations of actions, it
is easily possible for one pair of actions to be a dominant strategy for both players
regardless of the attitudes they adopt, as we see in the bottom two examples. When
players have 16 moves the general pattern seen in Figure 3.1 begins to become more
evident and when the players have 64 moves it begins to look very similar. There is still
noise, but with that many moves agents will generally have enough options that the
combination of their attitudes results in payoffs which are reflective of those attitudes.
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Figure 3.8: This graph shows how the payoff of an agent is affected by the attitudes
selected by the agent and its opponent. These are 4 examples of randomly generated
games with 2 moves for each player and payoffs drawn from a uniform distribution from
0 to 1.
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Figure 3.9: This graph shows how the payoff of an agent is affected by the attitudes
selected by the agent and its opponent. These are 4 examples of randomly generated
games with 16 moves for each player and payoffs drawn from a uniform distribution
from 0 to 1.
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Figure 3.10: This graph shows how the payoff of an agent is affected by the attitudes
selected by the agent and its opponent. These are 4 examples of randomly generated
games with 64 moves for each player and payoffs drawn from a uniform distribution
from 0 to 1.
3.4 Learning Attitude and Belief
When both player’s attitudes are public knowledge, attitude can be used to find strate-
gies whose payoffs reflect the combination of attitudes used to generate them. However
attitudes are not generally public knowledge, especially in instances where the agent is
adopting an attitude to encourage reciprocation, and not because it has any preferences
about the payoff received by the opponent. We have explored a number of different
approaches an agent can use to determine the opponent’s attitude. We call the value
an agent uses for an estimate of its opponent’s attitude its belief.
Figure 3.11 shows the effect of different combinations of attitude values when both
players adopt the belief that their opponent is indifferent (has an attitude of 0). The
player’s beliefs in this case are inaccurate (except at the center of the graph), and as a
result the strategies they select perform poorly. Figure 3.12 shows the effect when both
players assume that the opponent holds the same attitude they do. This assumption is
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slightly better, in that in allows players to identify a cooperative strategy, but it is still
inefficient when players assumptions are incorrect.
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Figure 3.11: This graph shows how the payoff of an agent is affected by the attitudes
selected by the agent and its opponent when both players assume that the other is
indifferent.
In view of the inefficiencies introduced by incorrect assumptions, it is tempting to
have players disclose their attitudes to each other. Unfortunately this does not work.
Figure 3.13 shows the effect deception has when an indifferent player adopts a deceptive
attitude which is believed by the opponent. We can see that the most effective claim
for an indifferent agent to make is to claim an attitude of 1. We can also see that it is
nearly always costly for an agent to believe such a claim. The only exception is when the
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Figure 3.12: This graph shows how the payoff of an agent is affected by the attitudes
selected by the agent and its opponent when both players assume that the other agent
has adopted the same attitude.
agent has a negative attitude; an indifferent opponent can occasionally achieve a better
payoff by claiming to be hostile and then choosing a different strategy. This prevents
the agent from sacrificing its own payoff to hurt the opponent.
Since an agent cannot be trusted to honestly disclose its attitude, it is necessary to
learn the attitude being used by an agent over repeated interactions. Since an opponent’s
behavior will be strongly influenced by its belief of the agents attitude, it is also necessary
to learn the opponent’s belief. This is difficult because the only evidence available is the
sequence of moves chosen in previous games. It is further complicated by the possibility
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Figure 3.13: These graphs show the effect of one player deceiving the opponent about
its attitude. The left graph shows the benefit an indifferent agent can gain by adopting
various deceptive attitudes. The right graph shows the cost to the agent of believing an
opponent which is adopting various deceptive attitudes.
of an agent changing its attitude and belief, perhaps in response to its perceptions of
its opponent’s attitude and belief.
The approach we propose uses Monte Carlo methods to represent a probability
distribution over values of attitude and belief. We model a probability distribution over
attitude and belief values using a set of particles, each of which has a value for attitude
and belief. Each particle’s combination of attitude and belief will assign a probability to
each move of an observed game. Upon observing the move chosen by the opponent, each
particle is assigned a weight equal to the probability it assigned to that move. Then
the set of particles is resampled with probability proportional to the weights assigned.
This procedure is a variation on a particle filter - for more details see [2].
We use a regularized particle filter [55], which resamples from a continuous instead
of a discrete distribution. As observations are made, the relative probability of the
particles changes. At the extreme, if one particle has all the weight, the distribution is
effectively represented by a single particle. To avoid this, when the effective number of
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particles drops below a threshold, a new set of particles is drawn by sampling from the
existing distribution and adding noise.
Noise is drawn from a Gaussian distribution with 0 mean and standard deviation
equal to N−1/6 times the standard deviation of the particle set, where N is the number
of particles. This is an improvement over the approach in [19] because it doesn’t require
knowledge of the distribution from which games are drawn and increases accuracy.
Method is a discrete value, so it cannot be perturbed with Gaussian noise. Instead,
with some probability we change it to a random new method. The optimal probability
is found using a technique called Leave-One-Out, where we select the probability that
gives the highest likelihood of resampling the current distribution from a distribution
created by removing one particle from the current set.
We use 400 particles with attitude and belief drawn from a Gaussian distribution
centered at 0 with the identity matrix as a covariance matrix, and method drawn from
a uniform distribution over the list of methods under consideration. We assign each
particle a weight of .0025 and resample if the effective number of particles goes below
200.
3.5 Cooperation
Once an agent has an estimate of the attitude and belief of its opponent, it can respond
by using those values of attitude and belief to generate a modified game and playing
a Nash equilibrium of the modified game. This will allow an agent to cooperate with
an opponent which is already cooperating, but two agents which only do that will not
cooperate because they will each wait for the other to make the first move. We have de-
veloped an agent which uses reciprocation to cooperate in self-play while still performing
well against opponents which don’t reciprocate. After learning the opponent’s attitude
and belief our cooperative agent reciprocates with an attitude slightly higher than its
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estimate of the opponent’s attitude, with a maximum value of 1. If the opponent is not
cooperative this will not have a large effect on the agent’s score. If the agent plays an
opponent with a similar method of choosing an attitude they will each increase their
attitude to cooperate slightly more than the other until both agents are playing fully
cooperatively.
Algorithm 1 RegularizedParticleF ilter
1: Initialize N . Number of particles
2: for i ∈ 1..N do . Generate initial particles
3: Create particle p with attitude pα, belief pβ, and method pµ drawn from prior
4: Assign weight pw = 1/N
5: end for
6: while presented with data do
7: Observe opponent’s action M in game G
8: Compute effective number of particles Neff = 1/[
∑
p∈P pw
2]
9: if Neff > threshold then . Do not need to Resample
10: for particle p ∈ P do . Update weights
11: Compute probability of opponent’s action M in game G, P(M |p), given
pα, pβ, and pµ
12: Update pw=pw × P(M |p)
13: end for
14: else . Resample particles
15: Compute standard deviation σα of pα and standard deviation σβ of pβ
16: h = N−1/6
17: Compute perturbation probability P(permute) for pµ
18: while accepted particles < N do . Generate new particles
19: Select particle p from P with probability proportional to pw
20: Create new particle p′ with p′α = pα+h×N(0, σα); p′β = pβ+h×N(0, σβ)
21: With probability P(permute), p′µ = random method else p′µ = pµ
22: Compute P(M |p′)= probability of opponent’s action M in G given p′α,
p′β, and p
′
µ
23: Accept p′ with probability P(M |p′)
24: end while
25: end if
26: end while
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Choosing a Nash Equilibrium
A significant difficulty with this approach to cooperation lies in selecting the Nash
equilibrium. Games may have multiple Nash equilibria, and games drawn from the dis-
tribution we have chosen frequently do. If each agent plays a different Nash equilibrium
the payoffs they receive will be effectively random, which will neutralize any attempt
at cooperation and result in a significantly worse outcome than if they had both chosen
the same Nash equilibrium but not attempted to cooperate.
Many methods of selecting a specific Nash equilibrium have been proposed. A
method of selecting a subset of Nash equilibria from the set of all Nash equilibria of a
game is known as a refinement of the Nash equilibrium. There is a lot of research on
the problem of finding a unique refinement of the Nash equilibrium [38], but there is no
consensus on any particular refinement.
Fortunately, it is possible to learn what method an agent uses to select equilibria by
extending the method we use to learn attitude and belief. Each particle can be assigned a
method of selecting the Nash equilibrium in addition to its values for attitude and belief.
The weight for the particle during resampling is then determined by using its method
to calculate a Nash equilibrium for the modified game. When particles are perturbed,
the estimated error is used to determine a probability of switching the method. In this
manner any reasonable method of choosing a Nash equilibrium can be included among
the possibilities considered, and detected if the opponent uses it. We use a deterministic
algorithm to find Nash equilibria which can return different equilibria depending on a
starting parameter. This provides a number of methods to find Nash equilibria.
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3.6 Evaluation
3.6.1 Learning a stationary opponent
Figure 3.14 shows the speed at which our algorithm can learn the attitude and belief
used by a stationary agent. The agents attitude and belief are randomly drawn from a
Gaussian distribution with mean 0 and standard deviation 1. The agent uses a set of
starting parameters drawn from a uniform distribution over all values. Note that 100%
predictive accuracy is not achieved despite a low level of error. This is because agents
which are not fully cooperative tend to use randomization when picking their moves.
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Figure 3.14: These graphs shows the efficiency with which an agent can learn a static
attitude and belief. The left graph shows the error in the estimate of the opponent’s
attitude and belief and the estimate of the opponents method. The error bars show +/-
1 standard deviation. The right graph shows the payoff achieved by the learning agent.
These results are aggregated over 100 runs. Agents had to learn their opponents choice
of Nash equilibrium.
3.6.2 Achieving cooperation in self play
Figure 3.15 shows the speed at which our algorithm can achieve cooperation in self play.
Both agents are simultaneously learning the attitude and belief of the other agent, and
then setting their own attitude equal to .1 greater than the other players attitude, with
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the constraint that their own attitude must fall between 0 and 1.
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Figure 3.15: This graph shows the speed at which cooperation can be achieved. The
solid line shows the level of cooperation between the agents, and the dotted line shows
the payoff achieved by the agents. These results are aggregated over 100 runs. Agents
had to learn their opponents choice of Nash equilibrium.
3.7 Conclusions and Future Work
This chapter describes an environment to explore cooperation among self-interested
agents. It presents an approach which can achieve cooperation in that environment,
resists exploitation, and adjusts to changing intentions.
This particle filter based approach to learning opponent strategies is easy to adapt
to include any particular strategy, but will fail to learn any strategy which it does not
consider. While the size of the space of possible strategies and the large proportion
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of irrational strategies in that space suggest that it is not useful to attempt to include
every strategy, it would be useful to further investigate various refinements of the Nash
Equilibrium.
An advantage of our algorithm is that it can be easily adapted to a situation in
which opponents payoffs are not fully known. For example, consider an environment in
which the results of interactions are expressed in terms of goods the agents receive, while
the agents valuations of goods are unknown. Instead of using attitude/belief, we could
define a parameter space which describes how an agent values various combinations of
goods, and learn that.
Chapter 4
Restricted Stackelberg Response
with Safety
In Chapter 3 we looked at agents which use a particle filter to estimate the opponent’s
attitude so that the agent can reciprocate appropriately. This implicitly produces a
prediction of opponent behavior. However, instead of responding to the prediction, the
agent uses attitude values to signal its intent to cooperate. In this chapter we will look
at the problem of how an agent should respond to a prediction.
How should an agent respond when given a prediction of opponent behavior in a
general-sum two-player normal form game? Selecting the strategy with the highest
payoff against the prediction provides optimal performance if the prediction is correct,
but can be arbitrarily bad if the prediction is incorrect. Playing a maximin strategy
guarantees a payoff equal to the safety value of the game, but at the cost of performance
against the prediction. Playing a Nash equilibrium only makes sense if the prediction is
incorrect and the opponent also plays that Nash equilibrium. Furthermore, a maximin
strategy or a Nash equilibrium don’t use a prediction, so there is no reason for an agent
using them to make a prediction.
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In the previous chapter we have shown how an agent can model the opponent’s
attitude towards cooperation to pursue opportunities for cooperation while limiting
exploitation. In this chapter we introduce Restricted Stackelberg Response with Safety
(RSRS), a novel method of choosing a mixed strategy for a general-sum game, given
a prediction of the opponent’s strategy. RSRS uses a prediction weight parameter,
w, to determine how much to guard against a best-responding opponent, and a risk
factor parameter, r, to determine how much to guard against a worst-case outcome.
RSRS provides a way to make a controlled tradeoff between responding to a (possibly
flawed) prediction and dealing with a best-responding opponent while also providing a
worst-case performance guarantee. We will use fictitious play to make predictions to
demonstrate that RSRS can handle flawed predictions, but RSRS can be used with any
prediction method that produces a probability distribution over opponent moves.
If the opponent plays a mixed strategy it is impossible to predict their exact action
without knowledge of their randomization device, but even if we settle for predicting
their mixed strategy any prediction method will only be able to provide predictions for
a subclass of all possible opponents. Eventually, it is necessary to accept that one’s
prediction is as accurate as it can be, and deal rationally with the possibility that it
may still be inaccurate.
This leads us to consider the ways in which a prediction can be incorrect, and how we
can track and respond to that. In some cases, a prediction may be technically incorrect,
but harmlessly so. For example, consider an agent which plays a mixed strategy but
uses the digits of pi as its randomization device. Such an agent is perfectly predictable
in theory (it is playing a fixed sequence of moves), but in practice it is impossible to
consider all strategies of that type. In this situation it is reasonable and effective to
model the agent as playing the mixed strategy, despite the fact that a more accurate
prediction is theoretically possible.
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The prediction errors which are of practical concern are those in which the opponent
is exploiting the agent’s response to an inaccurate prediction, either for their own benefit,
or to reduce the payoff to the agent. (Technically speaking it is also a prediction error
when the opponent plays to increase the agents score or reduce its own score, but we feel
that issue does not represent a significant problem). RSRS can be customized to allow
an agent to deal appropriately with those types of opponents by choosing appropriate
parameter values.
4.1 Terminology
A game G consists of a set of players {A,B}, a set of actions for each player MA =
{m1A . . .mnAA },MB = {m1B . . .mnBB }, and a set of utility functions UA, UB : MA×MB →
R. sA ∈ 4nA−1 and sB ∈ 4nB−1 are the mixed strategies adopted by player A and
player B respectively.
We define Ui(sA, sB) = EmA∼sA,mB∼sB [Ui(mA,mB)] as the expected outcome for
player i when actions are drawn from the distributions sA and sB. The Nash equi-
librium is a set of strategies sA, sB such that UA(sA, sB) ≥ maxmA∈MA UA(mA, sB)
and UB(sA, sB) ≥ maxmB∈MB UB(sA,mB). The safety value of game G for player i
against opponent j is: V iG = maxsi∈4ni−1 minmj∈Mj Ui(si,mj). This is the greatest
amount player i can guarantee for herself regardless of the opponent’s action. Note that
for general-sum games, this value may be lower than the expected payoff of any Nash
equilibrium of the game.
If player A is designated as a Stackelberg leader [35] for the game, she selects a mixed
strategy which is observed by player B before player B selects her strategy.
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The Stackelberg equilibrium of a game is a set of strategies sA, sB such that
sA = arg max
s∈4nA−1
UA(s, arg max
s′∈MB
UB(s, s
′))
sB = arg max
s∈MB
UB(sA, s)
4.1.1 Demonstration Game
The advantages of RSRS can most easily be observed in competitive general sum
games where players have some common interests. In more competitive games, such
as Rock/Paper/Scissors, performance is similar to other algorithms for risk avoidance.
In more cooperative games, such as Battle of the Sexes, faults in the predictor aren’t as
significant because the opponent has less motivation to play deceptively.
Table 4.1: Payoffs for Rock/Spock/Paper/Lizard/Scissors.
Rock Spock Paper Lizard Scissors
Rock 0,0 -.5,1.5 -1.5,.5 .5,-1.5 1.5,-.5
Spock 1.5,-.5 0,0 -.5,1.5 -1.5,.5 .5,-1.5
Paper .5,-1.5 1.5,-.5 0,0 -.5,1.5 -1.5,.5
Lizard -1.5,.5 .5,-1.5 1.5,-.5 0,0 -.5,1.5
Scissors -.5,1.5 -1.5,.5 .5,-1.5 1.5,-.5 0,0
The game we will use to show the properties of our RSRS method is a general-sum
modification of Rock/Spock/Paper/Lizard/Scissors – a variant of Rock/Paper/Scissors
with 5 moves (Table 4.1).
Rock/Paper/Scissors/Lizard/Spock was presented in the TV show The Big Bang
Theory; we have modified it to make it general-sum, and changed the name to reflect
the precedence relationship between the moves. Each action beats two other actions,
and is beaten in turn by the two remaining actions, as shown in Figure 4.1.
Players receive a payoff of 1 for a win, −1 for a loss, and 0 for a tie. In addition, both
players receive .5 when adjacent moves are played and lose .5 when non-adjacent moves
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are played. The game has a unique Nash equilibrium at sA = sB = (.2, .2, .2, .2, .2).
In this game players have conflicting interests but some cooperation is possible, which
allows us to distinguish between a best-responding opponent and a worst case out-
come. This distinction highlights the properties of our algorithm, which is why we use
Rock/Spock/Paper/Lizard/Scissors for a demonstration game.
Figure 4.1: Precedence relationships in Rock/Spock/Paper/Lizard/Scissors. Arrows
point from winning moves to losing moves. Green dots indicate adjacent moves which
receive a bonus. Red dots indicate non-adjacent moves which receive a penalty.
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4.2 Background
4.2.1 Safe Policy Selection.
SPS [53] is a method of deciding how much to risk against a potentially stronger oppo-
nent. Given a game G with safety value V AG , an r-safe strategy s
r
A is one whose worst
case payoff is within r of the safety value
min
sB∈4nB−1
U(srA, sB) ≥ V AG − r.
SPS selects the r-safe strategy with the best performance against the prediction. Over a
series of games SPS adjusts r values to guarantee a payoff close to the value of the game,
while also performing well against predictable opponents. It does this by setting rn (the
r value to use in round n) according to rn = rn−1 + 1/n+UA(sn−1A ,m
n−1
B )− V AG where
snA is the agent’s mixed strategy in round n and m
n
B is the opponent’s move in round n.
Results in Rock/Paper/Scissors demonstrate that SPS can improve the performance of
weak players against stronger players.
4.2.2 Restricted Nash Response.
RNR [44, 8] exploits a prediction of opponent behavior in a zero-sum game while avoid-
ing exploitation. It finds a strategy by constructing a modified game, and taking the
Nash equilibrium of that game. Results in poker demonstrate that it is possible to find
strategies which are very effective against the prediction while remaining resistant to
exploitation.
To calculate a RNR to a prediction sB ∈ 4nB−1 in a zero-sum game G using a
weight w ∈ [0, 1] construct a modified game G′ with M ′A = MA, M ′B = MB, U ′B = UB,
and U ′A(mA,mB) = w × UA(mA, sB) + (1− w)× UA(mA,mB). RNR returns the Nash
equilibrium of G′. Note that although G′ is not zero-sum equilibrium selection is not a
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problem because, as we will show later, all equilibria of G′ are interchangeable.
Although RNR and SPS are generated by different procedures, the set of strategies
generated by RNR is a subset of the set of strategies generated by SPS. Johanson et al.
[44] demonstrate that for any w value, there will always be an r value for which SPS
produces the same strategy as RNR.
We will show that the general-sum modified game created to calculate a RNR for
a zero-sum game has a unique Nash equilibrium. We consider two equilibria distinct
if each player strictly prefers to play their equilibrium strategy in each equilibrium:
UA(sA, sB) > UA(s
′
A, sB), UA(s
′
A, s
′
B) > UA(sA, s
′
B), UB(sA, sB) > UB(sA, s
′
B), and
UB(s
′
A, s
′
B) > UB(s
′
A, sB). (If the preference is weak then the two equilibria are part
of the same connected component and players can play either strategy and achieve the
same payoff.)
Theorem 1. Given a zero-sum game G with utility functions UA = U and UB = −U
let G′ be the modified game created to calculate a RNR to a prediction p, with utility
function U ′ where U ′A(mA,mB) = w×U(mA, p) + (1−w)×U(mA,mB) and U ′B = −U .
G′ doesn’t have two distinct equilibria.
Proof. Assume G′ has two distinct Nash equilibria s and s′. Construct a new game G′′
from G′ with moves sA, s′A ∈ 4nA−1 and sB, s′B ∈ 4nB−1 and payoffs equal to playing
the corresponding strategies in G′. Because s and s′ are distinct, we have:
w × U(sA, p) + (1− w)× U(sA, sB) >
w × U(s′A, p) + (1− w)× U(s′A, sB)
(4.1)
w × U(s′A, p) + (1− w)× U(s′A, s′B) >
w × U(sA, p) + (1− w)× U(sA, s′B)
(4.2)
−U(s′A, s′B) > −U(s′A, sB) (4.3)
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−U(sA, sB) > −U(sA, s′B) (4.4)
From 4.1 and 4.3 we get:
w × U(sA, p) + (1− w)× U(sA, sB) >
w × U(s′A, p) + (1− w)× U(s′A, s′B)
(4.5)
From 4.5 and 4.2 we get:
w × U(sA, p) + (1− w)× U(sA, sB) >
w × U(sA, p) + (1− w)× U(sA, s′B)
(4.6)
From 4.6 and 4.4 we get:
w × U(sA, p) + (1− w)× U(sA, sB) >
w × U(sA, p) + (1− w)× U(sA, sB)
(4.7)
This is not possible, so there cannot be two distinct Nash equilibria in the modified
game created for RNR.
4.3 Extension to General-Sum Games
4.3.1 Safe Policy Selection.
SPS was developed for zero-sum games, but it can be extended to general-sum games
by treating the value of the game as the amount which the player can guarantee for
itself, regardless of the actions of the opponent. In general-sum games SPS may not be
an effective method of ameliorating risk. Consider a game in which an opponent has
a punishing move which causes the agent to receive a bad outcome regardless of the
action the agent chooses. In this case, regardless of the risk value chosen, the algorithm
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will play a best-response to the prediction, because it will do no worse than any other
strategy if the opponent selects the punishing move. We don’t use SPS in such games.
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Figure 4.2: Payoffs of r-safe strategies with a prediction of Rock in the game Rock/-
Spock/Paper/Lizard/Scissors for different values of r.
Figure 4.2 shows how the r value affects the performance of SPS in Rock/Spock/-
Paper/Lizard/Scissors. Performance is measured against the prediction, against a best
responding opponent which maximizes its own payoff given the agent’s strategy, and
against a worst case opponent which minimizes the agent’s payoff given the agent’s
strategy. When r = 0 the generated strategy is the maximin strategy (.2, .2, .2, .2, .2).
When r = 1.5 the generated strategy is (0, 1, 0, 0, 0), which is the best response to
the prediction. Intermediate values cause the generated strategy to vary continuously
between those two extremes.
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Figure 4.3: Payoffs of RNR to a prediction of Rock in Rock/Spock/Paper/Lizard/-
Scissors for different values of w. The chosen strategy changes at weight values .2 and
.4, where the changing parameter disrupts the current equilibrium.
4.3.2 Restricted Nash Response
RNR can be extended to general sum games by providing a method of selecting an
equilibrium when there are multiple equilibria, such as choosing the equilibria with the
highest payoff. RNR does not generate multiple equilibria for Rock/Spock/Paper/-
Lizard/Scissors. Figure 4.3 shows the effect of the w parameter. The agent predicts
Rock and performance is measured against the prediction, against a best responding
opponent which maximizes its own payoff given the agent’s strategy, and against a worst
case opponent which minimizes the agent’s payoff given the agent’s strategy. When
w = 1, RNR will play a best response to the prediction, When w = 0, RNR will play
a Nash equilibrium of the original game. Intermediate values will cause the strategy to
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abruptly change when increasing the w value prevents the opponent from playing its
strategy in the current equilibrium. In general-sum games, increasing the weight value
can reduce performance against the prediction when the opponent strategy in the new
equilibrium is beneficial to the agent.
4.4 Restricted Stackelberg Response with Safety
We define the Restricted Stackelberg Response with Safety (RSRS) for player A in
game G with prediction p ∈ 4nB−1, prediction weight w ∈ [0, 1], and risk factor r ∈ R+
to be the mixed strategy for player A that maximizes its expected payoff given the
assumption that, with probability w, the opponent will play according to the prediction
p and, with probability 1−w, it will best-respond to the agent, subject to the constraint
that its expected payoff when played against any opponent action is at least V AG − r.
The Restricted Stackelberg Response (RSR) is identical except that it has no constraint
using r (it has no safety factor).
The RSRS is calculated by constructing a new payoff function for player A which
reflects the assumption that the opponent will play the prediction with probability w:
U ′A(mA,mB) = w × UA(mA, p) + (1− w)× UA(mA,mB)
The RSRS for player A is the probability distribution sA ∈ 4nA−1, which maximizes
the expected value of U ′A under the assumption that player B will best respond, subject
to the constraint
UA(sA,mB) ≥ V AG − r for all mB ∈MB.
Assuming that the opponent is best-responding to the action of player A is equivalent
to designating player A as a Stackelberg leader. The game does not have a Stackelberg
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leader; that assumption is a convenient way to handle the possibility of a best-responding
opponent.
We compute the RSRS using a modification of the technique in [14]. For each
opponent action we find a mixed strategy to which the opponent action is a best response
and which satisfies the safety value constraint. Then we select the option which performs
best against a weighted combination of the prediction and a best responding opponent.
More formally, for each mB ∈MB maximize over smBA ∈ 4nA−1:
smBA = argmaxsA∈4nA−1U
′
1(sA,mB)
subject to: ∀m′B ∈MB, UB(smBA ,mB) ≥ UB(smBA ,m′B)
and ∀m′B ∈MB, UA(smBA ,m′B) ≥ V AG − r
Solving this set of equations for each opponent action will give us at least 1 and up to
n mixed strategies for player A. The mixed strategy sA with the highest expected value
in U ′A against the opponent’s best response is the RSRS. The complexity of calculating
the RSRS is polynomial in the number of moves in the game.
The values chosen for probability weight (w) and risk factor (r) control the trade
off between performance against the prediction, performance against a best-responding
opponent (w), and performance against a worst-case opponent (r).
For a fixed risk factor there are many probability weights that produce the same
strategy; changes in w either produce no change in strategy or a discontinuous jump to
a new strategy. Jumps occur when confidence in the prediction becomes high enough to
justify the additional vulnerability to a best-responding opponent. In contrast, changes
to r produce a continuous variation between a minimax strategy and a prediction ex-
ploiting strategy. The effect of r dominates the effect of w; if r = 0, the w value has no
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effect. This allows us to provide the same guarantees as SPS by selecting a value for r
as SPS does. We select a value for w by calculating the relative posterior probability of
the opponent following the prediction and the opponent best-responding.
Note that the way r dominates w is an effect of how we have chosen to define those
parameters. It is instructive to consider an alternative in which w dominates r; all that
is necessary is to alter the constraint involving r to:
∀m′B ∈MB, U ′A(sA,m′B) ≥ V AG − r
This guarantees that the loss will be less than r in the modified game instead of the
original game. We have chosen not to calculate Restricted Stackelberg Response with
Safety this way because it eliminates the performance guarantee provided by selecting
r values according to Safe Policy Selection.
Figure 4.4 shows the effects of w on performance, which is measured against the
prediction, against a best responding opponent which maximizes its own payoff given
the agent’s strategy, and against a worst case opponent which minimizes the agent’s
payoff given the agent’s strategy. w < .6 produces a Stackelberg equilibrium, w > .6
produces a best response to the prediction. The strategy abruptly changes at .6 because
at that point a threshold is passed where the increased payoff against the prediction
justifies a reduced payoff against a best-responding opponent. Like SPS, r produces a
continuous variation of performance (see Figure 4.2), ranging from the maximin strategy
(r = 0) to a best response (r = 1.5).
We can characterize the change in performance produced by a change in w for a fixed
r in terms of the trade-off between performance against the prediction and performance
against a best-responding agent. For example, in Rock/Spock/Paper/Lizard/Scissors,
with a prediction of Rock and r = 1.5 RSRS produces (0, .6, 0, 0, .4) when w < .6 and
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Figure 4.4: Payoffs of RSRS to a prediction of Rock in the game Rock/Spock/Paper/-
Lizard/Scissors with w varying from 0 to 1, and r fixed at 1.5.
(0, 1, 0, 0, 0) when w ≥ .6. The first strategy produces a payoff of .7 when played against
the prediction or a best-responding opponent. The second equation produces a payoff
of 1.5 when played against the prediction, and a payoff of −.5 when played against a
best-responding opponent.
When w changes from below .6 to above .6 RSRS gains .8 in expected payoff against
the prediction and loses 1.2 against a best-responding opponent. The expected gain is
2/3 as much as the expected loss. This matches .4/.6, the relative probability of those
events expressed by a w value of .6. This relationship holds for any game and value of
w.
We are interested in values of w between two regions where the RSRS for a fixed r
does not change. For those w values we denote with rsrsw+ and rsrsw− respectively
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the RSRS for the region with weight values higher or lower than w. We denote with
brw+ and brw− the best responses to those strategies. Assume we are given a game G,
a prediction p ∈ 4nB−1, and a w where the RSRS changes. If there is a δ such that
for all 0 <  < δ the RSRS with weight w +  is the same for all , and the RSRS with
weight w −  is the same for all , and rsrsw+ 6= rsrsw−, we will prove:
Theorem 2. The ratio of the performance gain against the prediction to the perfor-
mance loss against a best-responding opponent is 1−ww , i.e.,
UA(rsrsw+, p)− UA(rsrsw−, p)
UA(rsrsw−, brw−)− UA(rsrsw+, brw+) =
1− w
w
We will begin by showing that reducing w can only improve performance against
a best-responding opponent. This may seem obvious, but it doesn’t hold for RNR in
general-sum games.
Lemma 1. UA(rsrsw+, brw+) < UA(rsrsw−, brw−)
Proof. Consider the quantities UA(rsrsw+, p)−UA(rsrsw−, p) and UA(rsrsw+, brw+)−
UA(rsrsw−, brw−), which represent the performance gain of rsrsw+ relative to rsrsw−
against the prediction and against a best-responding opponent respectively. If both are
positive or both are negative then rsrsw+ or rsrsw− would be strictly superior to the
other, which contradicts the fact that that they were generated as payoff-maximizing
distributions.
Let Uw+ be the utility function for player A in the modified game created with pre-
diction p and weight w + . Because rsrsw+ was found by maximizing performance
in Uw+ against a best-responding opponent, we know that Uw+(rsrsw+, brw+) >
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Uw+(rsrsw−, brw−). From the definition of Uw+ this gives us
(w + )UA(rsrsw+, p) + (1− w − )UA(rsrsw+, brw+) >
(w + )UA(rsrsw−, p) + (1− w − )UA(rsrsw−, brw−)
(4.8)
Similarly, for rsrsw− we have
(w − )UA(rsrsw−, p) + (1− w + )UA(rsrsw−, brw−) >
(w − )UA(rsrsw+, p) + (1− w + )UA(rsrsw+, brw+)
(4.9)
We can manipulate Eq. 4.8 to get
(w − )UA(rsrsw+, p) + (1− w + )UA(rsrsw+, brw+)
+2((UA(rsrsw+, p)− UA(rsrsw−, p))
−(UA(rsrsw+, brw+)− UA(rsrsw−, brw−)))
> (w − )UA(rsrsw−, p) + (1− w + )UA(rsrsw−, brw−)
For this and Eq. 4.9 to be true, we must have
2((UA(rsrsw+, p)− UA(rsrsw−, p)) >
(UA(rsrsw+, brw+)− UA(rsrsw−, brw−)))
(4.10)
We know that UA(rsrsw+, brw+)−UA(rsrsw−, brw−) and UA(rsrsw+, p)−UA(rsrsw−, p)
have different signs. If the first term is positive and the second negative, then Eq. 4.10
will be false, so it must be the case that UA(rsrsw+, p)− UA(rsrsw−, p) is positive and
UA(rsrsw+, brw+)− UA(rsrsw−, brw−) is negative.
Using Lemma 1, we can prove Theorem 2.
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Proof. rsrsw+ is calculated by maximizing payoff in the modified game, so
Uw+A (rsrsw+, brw+) > U
w+
A (rsrsw−, brw−)
where Uw+A (rsrsw+, brw+) is the expected value of playing rsrsw+ against a best-
responding opponent in the modified game Uw+. Similarly
Uw−A (rsrsw−, brw−) > U
w−
A (rsrsw+, brw+)
From how Uw is constructed we have
(w + )UA(rsrsw+, p) + (1− w − )UA(rsrsw+, brw+) >
(w + )UA(rsrsw−, p) + (1− w − )UA(rsrsw−, brw−)
(w − )UA(rsrsw−, p) + (1− w + )UA(rsrsw−, brw−) >
(w − )UA(rsrsw+, p) + (1− w + )UA(rsrsw+, brw+)
By rearranging terms we have:
UA(rsrsw+, p)− UA(rsrsw−, p)
UA(rsrsw−, brw−)− UA(rsrsw+, brw+) >
1− w − 
w + 
and
UA(rsrsw+, p)− UA(rsrsw−, p)
UA(rsrsw−, brw−)− UA(rsrsw+, brw+) <
1− w + 
w − 
These last two equations provide the lower and upper bounds. By taking the limit as
 −→ 0 we prove the theorem.
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4.5 Learning Weight Values
An agent using RSRS to generate strategies needs to select values for the parameters.
The risk factor can be selecting using the same method as SPS, but there isn’t a compa-
rable method to select the prediction weight. RSRS assumes that the opponent will best
respond if the prediction is incorrect, so to compute w we estimate the relative probabil-
ities that the opponent played according to the prediction or played a best response in
previous rounds. Computing the probability the opponent has played according to the
prediction is trivial. A naive method of estimating the probability that the opponent
played a best response would assign a probability of 1 or 0 (either the opponent played
a best response in every previous game or not). This is easy to deceive – for example,
an opponent which consistently plays the second-best response would not be considered
to be best-responding.
We adopt a model in which the opponent plays according to an exponential response
function to their expected payoff against the agent’s chosen strategy. Under this model,
it is more likely for the opponent to play moves which perform well against the agent’s
strategy, but it is still possible for them to play sub-optimal moves. Given an agent
strategy sA ∈ 4nA−1, the opponent’s exponentially weighted response is
P(miB) =
eλUB(sA,m
i
B)∑
mjB∈MB e
λUB(sA,m
j
B)
where λ describes how responsive the opponent is to higher payoffs. λ = 0 describes
an opponent that plays uniformly at random. The higher the λ value, the stronger the
opponent’s preference for higher expected payoff moves.
We calculate λ value being used by the opponent by finding the value with the
maximum likelihood for the prior actions of the opponent. If all the observations have
been best responses, the probability maximizing value will be ∞, so we introduce a
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smoothing observation (see Algorithm 2). We then use λ to compute the probability
that a best-responding opponent played the observed move. This allows us to compute
the relative probability of a best-responding opponent vs. an opponent playing according
to the prediction. We use that value to determine the probability weight to use with
RNR and RSRS (see Algorithm 2).
Algorithm 2 Estimate relative probability of prediction and best-responding opponent
1: Initialize t = 1 . Current Round
2: Initialize {chosen1 = .9} . List of values the opponent has chosen
3: Initialize options1 = {(0, .9, 1)} . List of sets the opponent has chosen values from
4: Initialize P (Prediction) = .5, P (BestResponse) = .5 . Initial estimate
5: while the game continues do . Make observations from the previous round
6: Set s′A ∈ 4MA, the strategy played by the agent
7: Set s′B ∈ 4MB, the predicted strategy for the opponent
8: Set m′B ∈MB, the observed opponent move
9: Set u′B = UB(s
′
A,m
′
B), the opponents expected utility
10: . Calculate the expected payoff of the opponent’s moves
11: for miB ∈MB do
12: Set uiB = UB(s
′
A,m
i
B)
13: end for
14: Increment t
15: Set chosent = u
′
B
16: Set optionst = u
1
B..u
n
B
17: Find λ maximizing
∏t
i=1
eλchoseni∑n
j=1 e
λoptionsi,j
using gradient descent
18: . Update the estimated probabilities
19: P (Prediction) = P (Prediction)× s′B(m′B)
20: P (BestResponse) = P (BestResponse)× eλu
′
B∑n
i=1 e
λui
B
21: Renormalize P (Prediction) and P (BestResponse)
22: Set prediction weight to P (Prediction)P (Prediction)+P (BestResponse)
23: end while
4.6 Results
We report results obtained in Rock/Spock/Paper/Lizard/Scissors, Traveller’s Dilemma,
and a simple pursuit/evasion game. In more competitive games all approaches are
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broadly successful since a best-responding opponent behaves like a worst-case opponent.
In more cooperative games, using the Stackelberg equilibrium provides a significant gain
against best-responding opponents.
In the experiments agents play a sequence of 100 games. Results are averaged over
100 repetitions. We show the performance of six approaches:
1. a best response to the prediction,
2. SPS,
3. RNR using the calculated weight,
4. RSR using the calculated weight (with no risk factor),
5. RSRS using the calculated weight and SPS to determine risk factors, and
6. GIGA-WolF.
All, except GIGA-WolF, predict the opponent using fictitious play: they assume a
stationary opponent playing a distribution drawn from a uniform Dirichlet distribution,
and predict using the expected value of that distribution given the observed moves.
This flawed prediction technique is chosen to show that RSRS can handle inaccurate
predictions.
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Figure 4.5: Expected payoff of a player playing different strategies in the game
Rock/Spock/Paper/Lizard/Scissors against a best-responding opponent, over 100
games. Error bars show 95% confidence interval.
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Figure 4.6: Expected payoff of a player playing different strategies in the game
Rock/Spock/Paper/Lizard/Scissors against a worst case opponent, over 100 games.
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Figure 4.7: Expected payoff of a player playing different strategies in the game
Rock/Spock/Paper/Lizard/Scissors against a simple learning opponent, over 100 games.
Error bars show 95% confidence interval.
Figure 4.5 shows the performance of the six strategies against a best-responding
opponent which knows the agent’s mixed strategy and plays to maximize its own payoff.
Approaches based on the Stackelberg response perform well; it takes 10-20 observations
to learn that the opponent is best-responding, after which the agent takes advantage of
that trait. SPS treats the situation as worst case and achieves the value of the game.
GIGA-WolF is worse than RSRS and RSR, but still outperforms the safety value. RNR
uses the same weight value as RSRS but achieves a worse outcome. Both RSR and RNR
are trying to find a strategy which performs well when the opponent is best-responding,
but RSR achieves a better outcome because it does not require its own strategy to be
a best-response to the opponent strategy.
Figure 4.6 shows the performance of the six strategies against a worst-case opponent
which knows the agent’s mixed strategy and plays to minimize the agent’s payoff. Ap-
proaches which include SPS quickly detect a worst-case opponent and play the maximin
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Figure 4.8: Expected payoff in Traveller’s Dilemma against a best-responding opponent,
over 100 games.
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Figure 4.9: Expected payoff in Traveller’s Dilemma against a worst case opponent, over
100 games.
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strategy (which is the best possible outcome in this situation). Of the agents that don’t
use SPS, GIGA-WolF approaches the safety value, and RNR does better than RSR
(without safety) because assuming a best-responding opponent is inaccurate.
Figure 4.7 shows the performance of the six strategies against a simple learning
opponent which observes for 50 rounds, and then switches to playing a best response to
the strategy the agent played in the first 50 rounds. This opponent reveals what happens
when the predictor adjusts to a changing opponent more rapidly than the parameter
values. 50 rounds of observations of successful play against the initial strategy builds up
a very high risk factor, and a high certainty that the opponent is not best-responding.
As a result strategies dependent on those parameters don’t adjust to the new strategy
until the predictor does. GIGA-WolF reacts faster to the switching opponent because
it doesn’t use fictitious play as a predictor.
Traveller’s Dilemma is a general-sum game in which both players choose a payoff
from 1 to 10. Each player receives the lowest payoff, and if one player chose a lower
payoff than the other, that player receives a bonus of 1, while the other receives a
penalty of 1. The Nash equilibrium of Travellers Dilemma is for both players to chose
the minimum payoff, but the social welfare maximizing strategy is for them both to
chose the maximum payoff.
Figures 4.8 and 4.9 shows the performance of best-responding, SPS, RNR, RSR, and
RSRS in the game Traveller’s Dilemma. Against an omniscient best-responding oppo-
nent methods which use the Stackelberg equilibrium perform well, SPS, GIGA-WolF,
and simple best-response gradually converge to the Nash equilibrium, and unsurpris-
ingly, RNR rapidly arrives at the Nash equilibrium. Against the worst case opponent,
all agents, except RSR, eventually arrive at the Nash equilibrium (which is also the
minimax strategy).
Figures 4.10-4.13 show the performance of best-responding, GIGA-WolF, SPS, RNR,
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Figure 4.10: Expected payoff of the evader in the pursuit/evasion game against a best-
responding opponent, over 100 games.
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Figure 4.11: Expected payoff of the evader in the pursuit/evasion game against a worst
case opponent, over 100 games.
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Figure 4.12: Expected payoff of the pursuer in the pursuit/evasion game against a
best-responding opponent, over 100 games.
20 40 60 80 100
0
2
4
6
8
10
12
14
Expected Payoff vs Worst Case Evader
Round
Ex
pe
ct
ed
 S
co
re
 
 
Best Responder
Safe Policy Selection
Restricted Nash Response
Restricted Stackelberg Response
Restricted Stackelberg Response with Safety
GIGA−WolF
Figure 4.13: Expected payoff of the pursuer in the pursuit/evasion game against a worst
case opponent, over 100 games.
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RSR, and RSRS in a simple pursuit/evasion game. There are 4 locations, with associated
payoffs from 0 to 4. Each player receives the payoff of the location they chose. In
addition the pursuer receives a payoff of 10 for choosing the same location as the evader,
while the evader receives a payoff of 10 for choosing a different location from the pursuer.
The Nash equilibrium of the game is (.075, .175, .275, .475) for the pursuer (checking
preferred locations more often), and (.425, .325, .225, .025) for the evader (staying away
from the preferred locations).
An evader which best-responds to its prediction does particularly poorly regardless
of the opponent (Figures 4.10 and 4.11). For all agents there is considerable instability
because minor changes in the prediction can result in relatively large changes in the
response. Against a worst case opponent (Figures 4.11 and 4.13), agents which use a
risk factor parameter perform best. Note that RSRS is slower to reach the minimax
strategy because its performance prior to reaching that strategy is better, so it takes
longer for the initial risk factor to deplete. A pursuer is best-off using RSR or RSRS
against a best-responding opponent. Against a worst-case opponent, RSRS and SPS
are the only strategies which find the minimax solution.
4.7 Conclusions
We have presented RSRS, a new method for choosing a strategy in a general-sum normal
form game. that takes advantage of a prediction of opponent behavior while guarding
against exploitation, and shown experimentally that it is effective. RSRS provides a
useful basis for acting on a prediction in a general-sum environment.
RSRS deals well with two dangerous opponent types when the prediction is inaccu-
rate, but there are other possible opponents. For example, an opponent which is mildly
hostile to the agent will restrict RSRS to the value of the game, but a better strategy
could be to offer such an opponent a higher incentive to cooperate. Future work will
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explore a larger variety of opponents, making more general assumptions about their
behavior.
Chapter 5
The Gift Exchange Game
We have been looking at the problem of repeatedly playing against an opponent in a
normal form game. We can create a reciprocating strategy by defining cooperation as
adopting a particular attitude and belief and playing the resulting Nash equilibrium.
However this reciprocating strategy, while effective, is inflexible in terms of the relative
benefits to each of the agent, and it requires significant analysis of the underlying games.
In this chapter we will look at the problem of influencing the opponent’s behavior more
generally; we will present a simplified environment which allows us to focus on the
problem of how to influence the opponent’s behavior in isolation.
It is valuable for the agent to influence the behavior of its opponent. In games where
the interests of the players are diametrically opposed, this is not possible, because the
opponent will act in strict opposition to the agent, so the agent should choose its strategy
by solving or approximating the Nash equilibrium. However, in general-sum games it
may be possible to influence the behavior of the opponent to increase the payoff to the
agent.
If the opponent is following a sufficiently simple strategy it may be possible for
the agent to calculate an optimal response to that strategy. However, in cases where
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the opponent can be as complex as the agent, explicitly modelling the opponent and
finding a best response is generally computationally infeasible, unless the opponent has
been constructed to provide a simple best response [60]. Because it is not possible to
best respond to arbitrary opponents, we will attempt to construct strategies that can
respond effectively to self-interested opponents.
Reciprocation is one way to motivate the opponent to select the actions the agent
prefers. The main difficulty in using reciprocation to motivate opponents to select pre-
ferred actions is the problem of identifying preferred actions, both for the opponent (so
the agent can identify when reciprocation is appropriate) and the agent (so the agent
can identify how to reciprocate). The complexity of the game is the largest factor in
identifying preferable options. In many games it is difficult to identify exactly how
a specific action will affect the outcomes for the agent and the opponent; this makes
it difficult to determine whether the opponent was attempting to cooperate. Another
complicating factor present in many games is simultaneous actions. Simultaneous ac-
tions introduce two problems: predicting the effect of the agent’s actions now requires
a prediction of the opponent’s next action as well, and secondly, while it may be pos-
sible to estimate the opponent’s intent from their action, their intent may change as a
result of the agent’s most recent action. Finally, it is clear that rational agents should
prefer pareto-optimal outcomes, but it is not clear how agents should select a particular
pareto-optimal outcome when there are multiple pareto-optimal outcomes available.
5.1 Gift Exchange Game
To explore how an agent’s action may affect the opponent’s future actions, we have
developed the Gift Exchange game. In the game, agents take turns choosing actions,
where each action consists of a choice of outcomes from a set of potential outcomes.
Each outcome is an assignment of (potentially negative) payoffs to the agent and to
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its opponent. We will focus on Gift Exchange games where the set of outcomes is the
unit circle; one player receives the x-coordinate of the chosen point and the other player
receives the y-coordinate of the chosen point.
Figure 5.1: The choice set for the unit circle Gift Exchange game. All points in the
circle are possible choices for either player (but not necessarily rational). The x-axis is
the agent’s payoff and the y-axis is the payoff of its opponent.
We choose the unit circle for several reasons. First, its symmetry places both players
in an identical position. Second, it presents opportunities for cooperation (so, for ex-
ample, it is possible for an agent to present to the opponent an option that is beneficial
for both agents). Finally, because it is convex there is no need to use randomization
to achieve any particular desired expected payoff. If we were to use a diamond shape
instead, the optimal strategy would be the same for all opponents because there would
be no benefit to cooperation. The best strategy for an agent would be to assign itself
the maximum payoff. If we were to use a square shape, the motivation to cooperate
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increases, because in this case cooperation imposes no cost on the agent. This still
presents an interesting problem, but for now we are focusing on costly cooperation. If
we were to use a shape which is not convex, then there will be outcomes that can only
be achieved by using strategies that require randomization or multi-round coordination.
If we were to use an asymmetric shape, it would be more difficult to evaluate an agent’s
performance, because the agent’s performance will depend heavily on the set of payoffs
available to it.
Figure 5.1 shows the set of choices with some noteworthy options highlighted. The
greedy choice for the agent is A, i.e. (1, 0), and the greedy choice for the opponent is
B, i.e. (0, 1). The social welfare maximizing choice is C, i.e. (
√
2/2,
√
2/2). D, i.e.
(.5, .5), is also cooperative, but not pareto-optimal since both agents could make more
by playing C instead. E, which is (.98, .2), favors the agent, but is slightly beneficial
to the opponent. F , which is (0,−1), is the maximally punishing choice for the op-
ponent. G, i.e. (.98, .2), is a slightly punishing choice which also gives the agent a
nearly optimal result. H, which is (−1, 0), is the most punishing choice for the agent.
I, i.e. (−√2/2,√2/2), would be played by a competitive opponent that seeks to max-
imize the difference in scores instead of maximizing its own score. Finally J , which is
(−√2/2,−√2/2), is an irrational choice that neither player would choose, because it
penalizes both. If both players are rational, the agent will only choose points along the
arc B−A−F and the opponent points along the arc H −B−A. In this paper we will
restrict our attention to agents which play strategies along those arcs.
The decision to have agents act sequentially instead of simultaneously is intended to
allow agents to reason about opponent intent more easily. Because agents act sequen-
tially and there is no hidden information it is not necessary for an agent to attempt to
estimate the opponent’s beliefs about the state of the game; the state of the game is
public information. However, it would be possible to play the game simultaneously as
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well. The effect of an agent’s action is independent of the opponent’s action, so agents
don’t need to estimate the opponent’s action. An agent playing the Gift Exchange game
simultaneously only needs to estimate the opponent’s action if the agent’s valuation of
outcomes depends on the opponent’s action. For example, the agent may be willing
to play C, but only if the opponent is also playing C this round, otherwise the agent
would prefer to play A. Strategies for the sequential game can easily be extended to
the simultaneous game by treating the opponent’s simultaneous action as if it happened
after the agent’s action. In this paper we focus on sequential play.
5.1.1 Formal Definitions
Definition of Gift Exchange game. The game is described by a set of two players
P = {A,B} and a choice set U ⊂ R. In round i the current player chooses an outcome
ci = (ci,A, ci,B) ∈ U with player A choosing in odd numbered rounds and player B
choosing in even numbered rounds. After each choice (ci,A, ci,B) player A receives payoff
ci,A and player B receives payoff ci,B. Note that these payoffs may be negative, in which
case they represent a loss to that player. The game may be played for a fixed or an
indeterminate number of rounds. By convention we will assume the agent is player A
and the opponent is player B.
We will focus on two choice sets: the unit circle choice set U◦ = {(cA, cB) ∈ R2|c2A+
c2B ≤ 1} and the discretized perimeter choice set U∗n = {(sin 2pi in , cos 2pi in)∀i ∈ [1..n]}
where n is any number divisible by 4. The unit circle choice set represents a continuous
choice set; the advantage of a continuous choice set is that any pareto-optimal outcome
can be achieved in pure strategies, which makes it easier to determine the intended
outcome of the opponent’s action. The discretized perimeter choice set is discrete,
which makes it easier to define and learn simple opponent strategies. The disadvantage
of a discrete choice set is that it provides a motivation for agents to randomize, which
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makes designing strategies more complicated.
When using the unit circle choice set we will focus on strategies where players assign
themselves non-negative payoffs and only choose outcomes on the border of the choice
set. This is because a rational agent would never select a point inside the circle and get
a smaller payoff. For player A this means selecting outcomes from UA = {(cA, cB) ∈
U |(c2A+ c2B = 1)∧ (c2A ≥ 0)} and similarly for player B. We will refer to these as rational
choices.
Definition of history. We define a history as a sequence of choices, h = {c1 . . .} with
ci ∈ U , where ci is the choice made in round i with ci,A being the payoff assigned to
player A and ci,B being the payoff assigned to player B. We define h:i as the sub-
sequence of choices in h up to and including round i and h−1 as the final choice in h for
histories with finite length. HA is the set of histories in which player A chooses next,
and HB is the set of histories in which player B chooses next.
Definition of Strategies. The set of all strategies for player A is SA : HA → U , the
set of functions mapping HA to U . Similarly, SB is the set of all strategies for player
B. The combination of a strategy for player A, sA ∈ SA, and a strategy for player
B, sb ∈ SB, will produce a specific history Outcome(sA, sB) ∈ H with the property
that ci = sA(h:i−1) when i is odd and ci = sB(h:i−1) when i is even. We refer to
generic strategies s ∈ SA ∪ SB = S when we don’t wish to specify which player we are
referring to. Strategies which include randomization can be represented as a probability
distribution over SA or SB. The outcome of two randomized strategies is a distribution
over H.
Definition of Strategy Types.
A strategy s is a constant strategy if s(h) = c ∈ U for some constant c. A strategy s
is non-reactive if the opponent’s choices never depend on the agent’s choices. Formally,
s(h) = s(h′) whenever length(h) = length(h′). Note that non-reactive does not imply
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that the strategy is stationary. A reactive strategy is one for which there exist histories
h and h′ with length(h) = length(h′) for which s(h) 6= s(h′).
A strategy s is immediately reactive if it only responds to the opponent’s previous
action without regard to the history before it. Formally, s(h) = s(h′) whenever h and h′
have the same length, length(h) = length(h′), and the same last move h−1 = h′−1. An
immediately reactive strategy can be characterized by a response function r : U → U ,
where in response to an opponent move (x, y) the agent plays r((x, y)). A rational
immediately reactive strategy is an immediately reactive strategy which only makes
choices on the convex hull of the choice set which cannot increase the agent’s payoff
without changing the opponents payoff and which treats all opponent moves which give
it the same payoff the same. If the choice set is U◦ a rational immediately reactive
strategy can be characterized by a response function r : [−1, 1] → [−1, 1] which takes
as input the amount the opponent gave to the agent and returns the amount the agent
will give to the opponent. In response to an opponent move (ci,A, ci,B) the agent plays
(ci+1,A, ci+1,B) where ci+1,A =
√
1− r(ci,A)2 and ci+1,B = r(ci,A), which maximizes its
own payoff under the constraint that the outcome is selected from U and opponent
receives r(cA).
Definition of Payoff. The payoff of a history through time t is the sum of payoffs
of the moves Payoff t(h) = (
∑t
i=1 ci,A,
∑t
i=1 ci,B). The average payoff is Payoff t(h) =
(
∑t
i=1 ci,A/t,
∑t
i=1 ci,B/t). In games played for an indefinite period, where the stopping
point is unknown or there is no stopping point, it is trickier to evaluate performance since
the sum of the payoffs can diverge. It is tempting to use the limit of the average payoff,
Payoff∞(h) = limt→∞ Payoff t(h) as a performance measure, but there are histories for
which that limit doesn’t converge. An example of a strategy which produces a non-
converging history is one that alternates between playing (0, 1) and (1, 0), switching
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with decreasing frequency as the game goes on.
s(h) =

(0, 1) if blog10 length(h)c ∼= 0 mod 2
(1, 0) if blog10 length(h)c ∼= 1 mod 2
(5.1)
If both players follow this strategy, average payoffs will oscillate between (.9, .1) and
(.1, .9) and never converge. Combinations of strategies which produce histories for
which the limit doesn’t converge do not generally perform well, as they involve cycling
between different choices infinitely often, which is not Pareto-optimal, but we still want
to be able to evaluate such strategies.
We will generally use the discounted average payoff to evaluate performance, where
δ is the discount factor :
Payoff
δ
= lim
t→∞(
t∑
i=1
(1− δ)i × ci,A × δ,
t∑
i=1
(1− δ)i × ci,B × δ)
The discount factor is used to describe an agent which doesn’t value future payoffs as
highly as immediate payoffs. It is often used to describe a situation in which the game
can end after any round with probability δ. Using the discounted average payoff has the
advantage that the limit always exists, but doesn’t entirely solve the problem of evaluat-
ing non-converging strategies. For example, with a discount factor of .01, the oscillating
strategy (Equation 5.1) we defined earlier has a discounted average payoff of (.452, .548),
but with a discount factor of .001 the discounted average payoff is (.546, .454). In other
words, the discounted average payoff can give odd results for irrational strategies.
In situations where using a discount factor is not appropriate we will use the limit
of the minimum average payoff: limt→∞minx>t Payoff x(h)p where p is the player. If
Payoff∞(h) exists, then the limit will be equal to Payoff∞(h)p for both players. If it
doesn’t exist, then the limit will be pessimistic; for the oscillating strategy described
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earlier the limit of the minimum average payoff will be (.1, .1).
5.2 A Taxonomy of Opponent Models
The optimal strategy of an agent that plays the Gift Exchange game depends on the
opponent’s strategy (or more accurately, on the agent’s beliefs about the opponent’s
strategy). Our taxonomy of opponent types is outlined in Figure 5.2.
Figure 5.2: A taxonomy of opponent types in the Gift Exchange game. Light blue
squares indicate opponent types for which we briefly discuss the optimal solution. Light
purple squares indicate opponent types which we discuss in greater depth. The red
square indicates an opponent type for which there is no optimal solution.
The space of possible strategies is huge. Since the Nash equilibrium in the Gift
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Exchange game is non-reactive, it is worth considering why an agent would adopt a
reactive strategy. We will consider two primary motivations to adopt a reactive strategy.
Firstly, the agent may believe its opponent’s strategy can be learned, and so it reacts
to choose the optimal response to the learned strategy. Secondly, the agent may believe
its opponent is attempting to learn its strategy. In this case the agent should select the
strategy for which the opponent’s learned response is best for the agent.
The first distinction we will draw is between non-reactive strategies and reactive
strategies. The optimal response to a non-reactive strategy (A) is simple: choose the
outcome (1, 0) which maximizes the agent’s payoff. If the opponent is non-reactive, the
agent’s total payoff can be viewed as the sum of the payoff received from the opponent’s
actions and the payoff received from the agent’s actions. The payoff received from the
opponent’s actions can’t be affected, and the payoff received from the agent’s actions
can by maximized by always assigning a payoff of 1 to the agent.
Against reactive strategies, the problem is more complicated. We can divide reac-
tive opponents into ones which are immediately reactive and more complex opponents.
Immediately reactive opponents are simpler to play against, so we will discuss them
first. Against a fixed, known, immediately reactive strategy (B) the optimal response
is to choose a fixed outcome. This outcome can be found simply by examining the
representation of the strategy. Against a distribution over known immediately reactive
strategies (C) finding the best response is more complex. If the distribution is over a
finite number of strategies, the optimal response will be a decision tree in which each
node contains an outcome to try and the child nodes are indexed by possible opponent
responses to that outcome. The leaves of the tree represent histories in which the oppo-
nent has been narrowed down to a set of immediately reactive strategies which all have
the same best response. If the opponent is known to be immediately reactive, but the
agent doesn’t know the distribution over opponents (D), then it is impossible to find an
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optimal response. In this situation it is reasonable to play a no-regret strategy, which is
guaranteed to achieve sub-linear regret against an immediately reactive opponent [12].
A no-regret strategy will eventually converge to the best-response of the opponent. We
will discuss the implementation of no-regret strategies for the Gift Exchange game in
Section 5.3.
Playing against opponents with reactive strategies that are not immediately reactive
is more complicated. If the opponent’s strategy is known (E) and the opponent can be
described as a finite automaton, the problem of finding a best response is equivalent
to solving a Markov decision process. If the agent can describe the set of possible
opponents as a distribution over finite automata (F), then finding a best response is
equivalent to solving a partially observable Markov decision process [45].
If the opponent is reactive, but the agent has no information about the opponent’s
strategy (G), then it is impossible to find a best response. However there are some
properties which an agent can take advantage of. If the opponent is playing a strategy
which guarantees sub-linear regret vs. an immediately reactive opponent (H), an agent
can take advantage of that by playing an immediately reactive strategy to which the
best response gives the agent a good outcome. We will discuss the process of selecting
an appropriate immediately reactive strategy in more detail in Section 5.4.
Regret based algorithms can provide good performance against immediately reactive
strategies, but in self-play they perform poorly. The final type of strategy we will look at
are Sequential Immediately Reactive Ratio Enforcing Strategies (I), which can perform
well against immediately reactive strategies, against regret based strategies, and in self
play. These strategies play a sequence of immediately reactive strategies which perform
well against regret based strategies and adjust over time to allow for good performance
in self-play, or against immediately reactive strategies. We will describe these strategies
in Section 5.5.
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5.3 Responding to Immediately Reactive Strategies
If the opponent is immediately reactive, but the exact strategy is unknown and the
distribution from which the strategy is drawn is also unknown, the best approach to
take is to minimize the agent’s regret. In this context an agent’s regret is defined as the
difference between the agent’s payoff and the maximum possible payoff achievable when
playing against the opponent. For an agent playing strategy sA against an opponent
playing an immediately reactive strategy sB with response function r, the agent’s regret
through time t is t × (r(c∗)A + c∗A) − Payoff t(Outcome(sA, sB)) where c∗ ∈ U is the
best response to the opponent’s strategy. In this situation it is impossible to achieve an
optimal response to the opponent, but if the agent can achieve sub-linear regret then its
average payoff will approach the optimal payoff over time. Note that no-regret strategies
can find a best response even if the opponent randomly selects an immediately reactive
strategy from a unknown fixed distribution at every round.
5.3.1 Discrete Choice Sets (U∗)
One advantage of the discrete version of the Gift Exchange game is that it is easier to
define specific classes of opponents and the best responses to them. In this section we
will discuss best responses to opponents which only consider the previous choice of the
agent when making their choice under a variety of circumstances.
Opponents which are non-reactive are trivial to best-respond to. The best response
to a non-reactive opponent is to always select the choice which maximizes the agent’s
payoff.
Theorem 3. Given a non-reactive strategy s ∈ SB, the strategy s′(h) = arg maxu∈U uA
maximizes the payoff of player A.
Proof. Let h = Outcome(s′, s). The payoff of player A through round t is Payoff t,A(h) =
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i=1 hi,A. This can be split into the rounds where player A chose and the rounds where
player B chose
∑t/2
i=1 h2i−1,A+
∑t/2
i=1 h2i,A. which is =
∑t/2
i=1 s
′(h2i−2)A+
∑t/2
i=1 s(h2i−1)A.
The first sum is maximal by the definition of s′ and the second sum is constant because
s is a non-reactive strategy.
If the opponent is playing a fixed immediately reactive strategy, we consider these
different cases:
Maximize average payoff with no time horizon. If the goal is to maximize the
average payoff with no time horizon (Payoff∞(h)A), the agent should make every
choice once to learn the opponent strategy sB, and then play the constant strategy
which gives the best payoff s(h) = arg maxu∈U uA + sB(u)A. The order in which
options are checked doesn’t matter because the goal is to maximize average payoff
over an infinite time horizon.
Maximize total payoff over a fixed horizon. If the opponent is immediately reac-
tive, and the goal is to maximize the total payoff over some fixed time horizon
which is much longer than the total number of options available t >> |U |, then the
optimal strategy is similar, except that options should be checked in descending
order of uA, and no further options should be checked when the payoff of choosing
the current best option for the rest of the game is greater than the maximum possi-
ble payoff of the remaining unchecked options. Let si : U
′
i → U be the incomplete
function learned from observing the opponent’s behavior up to round i where U ′i
is the set of choices for which responses have been observed up to round i. Let
umaxi be the best observed option in round i, u
max
i = arg maxu∈U ′i uA + si(u)A
Theorem 4. The optimal sequence of choices {u1, u2, ..., un} to maximize the total
payoff assuming a uniform distribution over immediately reactive opponents is in
descending order of preference ui,A ≥ ui+1,A.
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Proof. Sketch. Consider any two sequences which are identical except for two
adjacent choices, C = {u1, ...u, u′, ...un} and C ′ = {u1, ...u′, u, ...un}. Assume
without loss of generality uA > u
′
A. When neither u nor u
′ is the maximizing
choice, the expected payoff of ordering guesses according to either sequence is
identical. When one of u and u′ is the payoff maximizing choice, the expected
payoff of guessing u first is higher because when the agent guesses u first the
immediate payoff is higher, and the agent is able to rule out more unchecked
options. Therefore, the only sequence for which the expected payoff can’t be
improved is one in which options are checked in descending order of preference.
Maximize discounted average payoff. If the opponent is immediately reactive and
the goal is to maximize the discounted average payoff, then the agent should
guess in descending order of expected value E(uA + s(u)A), but stop guessing
when the expected payoff of guessing the next value is lower than the value of
choosing the best option found so far for the rest of the game
umaxi,A +s(u
max
i )A
1−δ >
ui+1,A + δE(s(ui+1,A)) + δ
2
1−δE(max(u
max
i,A + s(u
max
i )A), ui+1,A + s(ui+1)A) where
δ is the discount factor of the agent. Note that the expectation over opponent
strategies can be uniform, but is not required to be.
All the strategies described up to now have assumed that the opponent is playing
a fixed immediately reactive strategy. However the opponent may be using random-
ization. A randomizing immediately reactive opponent will respond to an agent choice
u by drawing from a random distribution over immediately reactive strategies, which
is functionally identical to a multi-armed bandit. Each choice of outcome u represents
a separate arm, with a payoff of uA + E(s(u)) where s is drawn from the opponent’s
distribution over strategies. The problem of finding the optimal action can be solved
using the Upper Confidence Bound (UCB) [4] algorithm.
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5.3.2 Choice Set U◦
When the choice set is U∗ the Upper Confidence Bounds (UCB) [4] can be used to limit
regret, but UCB is dependent on a discrete action space. To find the best response to
an immediately reactive strategy when the choice set is U◦ we have adapted the Upper
Confidence Bounds for Trees (UCT) [47] algorithm.
UCT was created to solve MDPs with large state spaces, but it can be adapted to
an environment with continuous choices by treating the problem of selecting a point in
the interval [−1, 1] as a sequential process of narrowing down the interval. Algorithm
3 describes the UCT algorithm. Define a binary tree in which each node represents a
sub-interval of [−1, 1]. The children of a node divide the nodes sub-interval in two. The
problem of finding a maximum value of a function on [−1, 1] can be treated as identifying
the set of nodes in the tree which contain the global maximum of the function.
Note that it is not possible to achieve sub-linear regret against all immediately re-
active opponents: consider the set of immediately reactive strategies with a response
function which returns (1, 0) if the agent’s move gives the opponent x, for some arbi-
trarily chosen x ∈ [−1, 1], and (−1, 0) otherwise. There is an uncountable set of possible
values for x, and an agent can only make a countable number observations, so the prob-
ability of stumbling on the correct value for x is 0, and therefore the expected regret is
linear. However, for immediately reactive strategies with continuous response functions
no-regret learning will work. We can define the maximum slope of a response function r
as maxc,c′∈U | r(c)A−r(c
′)A
cB−c′B |. This quantity measures the maximum change in the agent’s
payoff for a given change in the amount the agent assigns the opponent. We can express
the regret limits in terms of this maximum slope.
Consider a function on [−1, 1] with values in the range [−2, 2]. We can convert it into
a binary tree of depth d where each leaf is an interval of width 21−d. If the agent plays
at a leaf by selecting a value uniformly at random from the leaf, then UCT will select
95
non-optimal leaves with vanishing probablity [48]. If the depth of the tree is limited this
conversion does not imply that the leaf containing the maximum value will be found; it
is possible that the expected value of the leaf containing the maximum value is lower
than the expected value of some other leaf. For example, consider the function:
f(x) =

.9 if − 1 ≤ x < 0
−5x+ .9 if 0 ≤ x < .18
0 if .18 ≤ x < .8
5x− 4 if .8 ≤ x ≤ 1
If this function is converted into a binary tree of depth 3, the leaves [−1,−.75), [−.75,−.5),
[−.5,−.25), and [−.25, 0) will all have an expected value of .9, while the leaf [.75, 1),
which contains the maximum value, will have an expected value of .4. Consider a func-
tion with maximum slope L, where f(x∗) is the maximum value of the function and f(x′)
is the largest local maximum less than f(x∗). The minimum possible expected value
of a bucket of width 21−d containing f(x∗) is f(x∗)− L× 2−d. The maximum possible
expected value of a bucket containing f(x′) is f(x′). Therefore the bucket containing the
maximum value is only guaranteed to be the optimal bucket if f(x∗)−L× 2−d > f(x′).
This will be true when d > log2
L
f(x∗)−f(x′) . In the case of our example function, this
will be true when the depth of the tree is 6 or more. Since the UCT algorithm will
increase the depth of the tree indefinitely,
The other algorithm we have modified to play the Gift Exchange game is based on
UCB. UCB has been modified to allow for a continuous action space in [5] and [46].
This approach selects a fixed discretization which divides the action space into intervals,
and uses the standard UCB algorithm to select an interval each round. Play over an
indefinite number of rounds is handled by playing a sequence of epochs, where successive
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epochs use finer discretizations. No information is saved between epochs. Our modified
version, Split Bucket UCB, handles an indefinite number of rounds without discarding
any data. Split Bucket UCB is an adaptation of the flattened UCT algorithm described
in [17], modified to handle the continuous action space.
Split Bucket UCB (Algorithm 4) works similarly to the UCT algorithm. Instead of
selecting the next node by a sequence of binary choices, we ignore the tree structure
and select the interval with with the highest upper confidence bound on the average
expected payoff. When the number of observations for an interval exceeds the split-
ting threshold, the interval is split in two. There are two options for populating data
for the new interval. Either we can explicitly track all observations for an interval,
and when an interval is split, assign each observation to the appropriate sub-interval
(less computationally efficient, but a very rapid learning approach), or we can track
aggregate data about the observations and assign that data to both sub-intervals (more
computationally efficient, but slower learning).
5.3.3 Experimental Evaluation
We will evaluate the performance of these learning strategies in two ways; we will
examine their performance against ratio-enforcing immediately reactive strategies in the
Gift Exchange game, and we will look at their total regret against a class of functions
to show how regret depends on the maximum slope of the target function.
The first class of target functions is shown in Figure 5.3. These functions are rational
immediately reactive strategies which enforce a chosen ratio in the payoffs received by
the agent and the opponent. These target functions generally perform well when playing
against a learning opponent. Figure 5.4 shows the regret of UCT, Split Bucket UCB,
and a variant of Split Bucket UCB which doesn’t track individual observations. Regret
was measured for each algorithm against each threshold function over a period of 6400
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rounds. Each run was repeated 10 times, and the 95% confidence interval was calculated.
First, note that tracking individual observations makes a huge difference in the total
regret; Split Bucket UCB has a lower regret by about an order of magnitude. The ratio
enforced by the opponent has two effects on the regret. Firstly, the higher the threshold
(and hence the ratio) is, the lower the possible per-round regret is, because the optimal
response is relatively poor for the agent. Secondly, the target function generated by
higher ratios is flatter, and thus more difficult to learn. In the experiment the UCT
learner achieved the lowest regret (255) against an opponent that enforced a ratio of
1 between the agent’s payoff and its payoff. The Split Bucket UCB learner achieved
its lowest regret (303) against the opponent which enforced a ratio of 19.975, but the
opponent which enforced a ratio of 3.045 is within the confidence interval. Split Bucket
UCB with observation tracking achieved the lowest regret (12.2) against the opponent
which enforced a ratio of 3.045, but opponents which enforce a ratio of 19.975 are within
the confidence interval. In general, regret is higher against opponents which demand a
higher percentage of payoff, which suggests that the difficulty of learning to best respond
to a greedier opponent outweighs the lower maximum regret an agent can have when
playing against such opponents.
The second class of target functions were deliberately constructed to be difficult to
learn, given a specific maximum slope. The form of the function is
f(x) =

1−  if − 1 ≤ x < 0
1− − L× x if 0 ≤ x < 1−L
0 if 1−L ≤ x < 1− 1L
1− L(1− x) if 1− 1L ≤ x ≤ 1
where L is the maximum slope of the function and  is the difference between the global
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maximum and the highest local maxima less than the global maximum. The optimal
value of x is 1, but learning algorithms may spend a significant amount of time exploring
x < 0 before they find the true maximum.
Figure 5.5 shows how the performance of Split Bucket UCB with observation tracking
is affected by the exploration factor and the maximum slope of the target function
when played for 10000 iterations. The optimal exploration factor is dependent on the
maximum slope of the target function. The left side of the graphs shows the regret
caused by settling on a local maximum instead of the global maximum, which happens
when the exploration factor is too low. The right side of the graph shows the regret
caused by spending too many actions exploring, which happens when the exploration
factor is too high. The maximum slope affects the difficulty of learning the target
function. If the difference between the global and local maximum is high enough, there
is an exploration factor that achieves low regret by identifying and playing the optimal
value. If the difference is too low 10000 rounds may be insufficient to discover and
exploit the optimal value.
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Algorithm 3 Upper Confidence Trees
1: root← binary tree node . Initialize tree
2: root.min← −1 . Initial range is full interval
3: root.max← 1
4: root.N ← 0 . Number of observations
5: root.total← 0 . Total payoff from playing in nodes range
6: root.leftchild, root.rightchild, root.parent← None . Initial tree is single node
7: lastmove← None
8: while cA, cB ← getOpponentMove() do
9: if lastmove is not None then . Update the tree to reflect the new observation
10: updatenode← lastnode
11: while updatenode is not None do
12: updatenode.total← updatenode.total + cA +
√
1− lastmove2
13: updatenode.N ← updatenode.N + 1
14: updatenode← updatenode.Parent
15: end while
16: end if
17: node← root . Get next action
18: while node has no unexplored children do
19: node← child which maximizes child.total +
√
2 lnnode.N
child.N
20: end while
21: Select an unexplored child of node
22: Create a new node, child
23: child.parent← node
24: child.leftchild, child.rightchild← None
25: child.N ← 0
26: child.total← 0
27: if the left child is selected then
28: child.min← node.min
29: child.max← node.min+node.max2
30: else
31: child.min← node.min+node.max2
32: child.max← node.max
33: end if
34: lastnode← child
35: lastmove← uniform distribution from lastnode.min to lastnode.max
36: playMove(
√
1− lastmove2, lastmove)
37: end while
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Algorithm 4 Split Bucket UCB
1: e← 1 . Exploration factor
2: buckets← list of buckets . Buckets store observations
3: . Each bucket covers an interval
4: lastbucket← None
5: while cA, cB ← getOpponentMove() do
6: if lastbucket is not None then . Update buckets with last observation
7: UpdateModel(lastbucket, lastmove, cA)
8: end if
9: lastbucket← ChooseBucket()
10: lastvalue← uniform distribution from lastbucket.min to lastbucket.max
11: PlayMove(
√
1− lastvalue2, lastvalue) . Only make pareto-optimal choices
12: end while
13:
14: function ChooseMove
15: if any bucket is empty then
16: result← randomly chosen empty bucket
17: else
18: result← bucket which maximizes
19: bucket.totalbucket.N + e×
√
2 lnN
bucket.N (bucket.max− bucket.min)
20: end if
21: return result
22: end function
23:
24: function UpdateModel(lastbucket,lastmove,cA)
25: lastbucket.N ← lastbucket.N + 1
26: lastbucket.total← lastbucket.total + cA +
√
1− lastmove2
27: if lastbucket.N > 4 then . Split the bucket
28: Split lastbucket in two
29: Split the observations in lastbucket into the new buckets
30: end if
31: end function
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Figure 5.3: Target strategies for the adapted UCT and split bucket UCB algorithms.
The response functions are shown on the left, and the payoffs received by the learning
agent for each action are shown on the right.
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Figure 5.4: Total regret achieved by UCT (top), Split Bucket UCB (middle), and Split
Bucket UCB with observation tracking (bottom) playing against the target strategies.
The shaded area shows the 95% confidence interval.
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Figure 5.5: Total regret achieved by Split Bucket UCB with observation tracking playing
against the target strategies with varying maximum slopes. The difference between the
global maximum and the next highest local maximum is .5 (top), .1 (middle), and .02
(bottom). The x-axis is logarithmically scaled.
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5.4 Choosing Immediately Reactive Strategies
If the opponent is using a no-regret strategy, it will likely be beyond the computational
capabilities of the agent to compute an exact best-response. However, it is possible to
take advantage of the guarantees provided by a no-regret strategy to create a strategy
which provides the agent with an average payoff arbitrarily close to the average payoff
achieved by the best response to the opponent’s strategy. This can be done by adopting
a reciprocating strategy, similar to Tit-for-Tat in Prisoner’s Dilemma. An immediately
reactive agent can introduce a positive correlation between its payoff and the opponent’s
payoff by conditioning its choice on the opponent’s previous choice. This can be used
to cause a no-regret opponent to select a choice which gives the agent a good payoff.
Algorithm 5 Simulated Annealing Algorithm
1: Generate a population of N candidates
2: σ ← σinitial . Level of noise to add
3: while σ > σfinal do
4: for each candidate do
5: Generate m perturbed candidates
6: end for
7: for each perturbed candidate do
8: Set the score of the candidate to Payoff
δ
(Outcome(candidate, opponent))
9: end for
10: Set the population of candidates to the N highest scoring perturbed candidates
11: σ ← σ ×∆
12: end while
13: return current population
5.4.1 Immediately Reactive Strategies for the Choice Set U∗
There are a number of ways to take advantage of the strategies described in the sec-
tion 5.3.1 which find a best-response to an immediately reactive opponent. One method
is to violate the assumptions of the learning strategies which assume a fixed immedi-
ately reactive opponent. An agent can take advantage of those strategies by playing its
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initial responses to deceive the opponent and then, once the opponent has settled on
what it thinks is the best response, switching to playing the choice which maximizes its
own payoff. A more interesting way to take advantage of learning opponents is to play
a strategy which follows the assumption of the learning strategy, but is structured such
that the best response to that strategy is beneficial to the agent. Essentially, such a
strategy is using the constraints on the agent’s behavior to gain an advantage over the
opponent in a manner similar to a Stackelberg [73] leader.
If the opponent assumes the agent is playing an immediately reactive strategy, we
can consider these different cases:
Maximize average payoff vs. fixed strategy: If the opponent is attempting to max-
imize its average payoff, then the best immediately reactive strategy for the agent
is the one which maximizes the agent’s payoff subject to the constraint that the
opponent’s payoff is greater than the maximum amount it can guarantee itself.
Let umaxB ∈ U be the choice which maximizes the opponent’s payoff, and uminB ∈ U
be the choice which minimizes the opponent’s payoff. Let u, u′ ∈ U be the choices
which maximize uA+u
′
A subject to the constraint that uB+u
′
B > u
max
B +u
min
B . De-
pending on the choices in U it is possible that u = u′; for example, if umaxB +u
min
B =
0 and U = {(1, 0), (−1, 0), (0, 1), (0,−1), (.7, .7), (.7,−.7), (−.7, .7)} then u and u′
will be (1, 0) and (.7, .7), but if we change (1, 0) to (1, .1) then u = u′ = (1, .1).
u is the choice that the agent would prefer; u′ is the offer that the agent needs
to make to ensure that the opponent is better off accepting the deal. Define the
agent’s optimal strategy s as s(u) = u′ and s(u′) = u; for any other choice v ∈ U
let s(v) = arg maxv′∈U v′A subject to the constraint that vB + v
′
B < uB + u
′
B. s
is a best response to any opponent learning strategy which assumes the agent is
playing a fixed immediately reactive strategy.
As an example of this kind of strategy, consider the optimal fixed immediately
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reactive strategy for an agent playing a Gift Exchange game with discretized
perimeter choice set U∗n against a learning opponent. The optimal strategy for the
agent is:
sn(u) =

(cos pi2n , sin
pi
2n) if u = (1, 0)
(1, 0) if uB < 0 or u = (cos
pi
2n , sin
pi
2n)
(uB, uA) if uA < 0
(uA,−uB) otherwise
This strategy limits the opponent to receiving a payoff of 0 unless it chooses a
preferred outcome for the agent in which case it will receive an average payoff of
1
2 sin
pi
2n .
Maximize discounted average payoff vs. fixed strategy: the agent’s best strat-
egy is constructed in a similar manner, except that the preferred choice must be
one of the choices the opponent will check.
Maximize average payoff vs. randomizing strategy: If the opponent assumes that
the agent is playing a randomizing immediately reactive strategy and is attempting
to maximize its average payoff, this allows the agent to improve its performance
by using a randomizing strategy. This is because the ability to randomize allows
the agent to make choices with an expected payoff on the convex hull of the set of
choices, which allows it to give the opponent a choice even more beneficial to it.
Given a choice set U we can construct an randomizing immediately reactive strat-
egy to take advantage of a learning opponent as follows. Let umaxB + u
min
B be the
amount the opponent can guarantee itself by always playing umaxB . Let u
∗ be the
choice which maximizes uA subject to the constraint that uB >
umaxB +u
min
B
2 . Let
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u∗′ be the choice adjacent to u∗ on the convex hull which maximizes uA; if both
neighbors of u∗ have a lower payoff for the agent, then u∗′ = u∗. Pick a probability
p such that p×u∗B + (1−p)×u∗′B > umaxB +uminB Then play the following strategy:
if the opponent plays u∗ play u∗ with probability p otherwise play u∗′, otherwise
play arg maxu′∈U uA subject to the constraint uB + u′B < u
∗
B(1 + p) + u
∗′
B(1− p).
This strategy will ensure that the opponent’s best response is to play u∗ while
maximizing the agent’s payoff.
When the opponent is maximizing the average payoff against a randomizing strategy,
the optimal strategy for the agent gives the opponent a payoff very slightly greater than
the amount the opponent can guarantee for itself. The closer the opponent’s payoff is
to the amount it can guarantee for itself, the better the agent’s payoff is. However,
the closer the opponent’s payoff is to the amount it can guarantee itself, the longer it
will take the opponent to learn the optimal response. In infinitely repeated games this
is irrelevant because the agent’s average payoff will be
u∗A(1+p)+u
∗′
A(1−p)
2 , but in finitely
repeated games or games with discounting it is significant.
We use simulated annealing to find good strategies for finitely repeated games or
games with discounting. Algorithm 5 provides a brief overview of how simulated anneal-
ing finds randomizing immediately reactive strategies. Strategies are limited to choosing
rational outcomes in U∗n; they will only assign themselves a non-negative value. A strat-
egy is represented by an array which describes the response to each possible opponent’s
action. The response of a strategy to a value is given as an index of the value to return
plus a probability of giving the opponent the next higher amount. This can represent
any randomizing immediately reactive strategy which only randomizes between adja-
cent options. This limitation is reasonable because randomizing between non-adjacent
options is inefficient – it will select points from the interior of the convex hull of possible
payoffs.
108
Figure 5.6: Strategies found using simulated annealing in U∗16 against a UCB opponent.
The discount factor of the agent varies from 0.0 to 0.08. The shaded region shows the
95% confidence interval.
We have used simulated annealing to find effective randomizing immediately reactive
strategies for the choice set U∗. We look at the effects of discount factor, number of
choices in the choice set, and the exploration factor of the opponent.
Figure 5.6 shows how the best-performing strategies vary as they are optimized
for different discount factors. When the discount factor is 0 the strategy is extremely
punitive and the opponent’s best response is to give the agent .923; the agent will
occasionally reciprocate with a gift of 0.382 to the opponent. When the discount factor
increases, the agent will accept lower amounts from the opponent, and punish non-
compliant choices less severely. This occurs because punishment is costly and with a
high discount factor the agent is unwilling to incur those upfront costs to coerce the
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Figure 5.7: Performance of strategies found using simulated annealing in U∗16 against
a UCB opponent as the discount factor varies. The shaded region shows the 95%
confidence interval.
opponent into a better long-term strategy. Figure 5.7 shows how the performance of
the agent and a best-responding opponent is affected by the discount factor. Note that
as the discount factor increases, the agent is offering the opponent a nearly equal split
of the potential payoff.
Figure 5.8 shows how the best-performing strategies vary as the number of choices
varies. Choices are evenly distributed around the unit circle with 8, 16, or 32 choices.
In this case, increasing the number of choices allows the agent to be more precise in its
demands. All of the strategies punish at approximately the same level. Strategies with
access to more choices are able to be more precise in the amount they demand from the
opponent, but they all demand about the same amount.
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Figure 5.8: Strategies found using simulated annealing in U∗8 , U∗16, and U∗32 against a
UCB opponent. The shaded region shows the 95% confidence interval.
Figure 5.9: Performance of strategies found using simulated annealing in in U∗8 , U∗16, and
U∗32 against a UCB opponent. The shaded region shows the 95% confidence interval.
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Figure 5.9 shows how the performance of the agent is affected by the number of
moves available. Since the discount factor is 0, the agent adopts a very greedy strategy.
Increasing the number of moves causes the agent’s payoff to go up slightly, but the
effect is not as large as that of the discount factor. Unlike the other parameters we have
looked at, both the agent’s and the opponent’s payoff increase as the number of moves
rises; this implies that the performance increase is due to more efficient cooperation.
Figure 5.10: Strategies found using simulated annealing in U∗16 against a UCB opponent
with exploration factors 2.0, 1.0, 0.5, and 0.25. The shaded region shows the 95%
confidence interval.
Figure 5.10 shows how the best-performing strategies vary as the opponent explores
less. The level of exploration has the smallest effect of all the parameters we have
looked at. With higher levels of exploration, the agent will select costly punitive choices
more frequently, so the optimal strategy is slightly more moderate in its demands of
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Figure 5.11: Performance of strategies found using simulated annealing in U∗16 against
a UCB opponent as the exploration factor varies. The shaded region shows the 95%
confidence interval.
the opponent. However, the effect is far smaller than the effect of varying the discount
factor of the agent. Figure 5.11 shows that as the exploration of the opponent increases
the performance of the agent decreases while the performance of the opponent increases.
5.4.2 Immediately Reactive Strategies for the Choice Set U◦
Consider the arbitrarily chosen immediately reactive strategy for the choice set U◦
represented by the response function shown in Figure 5.12. The agent’s strategy is to
play (.9,
√
.19) whenever the opponent plays any move (x, y) with x ≥ .9, and otherwise
to give the opponent −.9(.9√1− x2 − x√.19) +
√
.19− .19(.9√1− x2 − x√.19)2. This
guarantees that over any sequence of (opponent move, agent move) the ratio between
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the agent’s average payoff and the opponent’s average payoff will be at least .9/
√
.19.
This may result in a payoff of 0 over both moves if the opponent plays a move with
x < −√.19, but in no case will the ratio between the agent’s payoff and the opponent’s
payoff drop below .9/
√
.19.
Figure 5.12: Sample response function for a rational immediately reactive strategy.
Consider the performance of a no-regret opponent playing against such a strategy.
The best possible average score the opponent can receive is
√
.19. If the opponent
receives a total score of S, we know the agent will receive a total score of at least .9√
.19
S
(the agent can exceed that ratio when the opponent plays a move which gives the agent
a payoff greater than .9). The opponent’s regret will be T
√
.19 − S, where T is the
number of rounds played. Let’s define the agent’s pseudo-regret as .9×T −A where A is
the total score received by the agent. Note that A ≥ .9√
.19
S so the agent’s pseudo-regret
will be less than or equal to .9 ×N − .9√
.19
S which is .9√
.19
of the opponent’s regret. If
the opponent’s regret is bounded by c
√
T for some constant c the agent’s pseudo-regret
will be bounded by .9c√
.19
√
T . Therefore, if the opponent’s average score S/T converges
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to the optimal score
√
.19 then the agent’s average score A/T will converge to .9.
This can be generalized to use an arbitrary threshold instead of .9. For any threshold
h ∈ (0, 1) if the agent plays (h,√1− h2) whenever the opponent plays (x, y) with x ≥ h
and −hv + √h2v2 − h2 − v2 + 1 where v = h√1− x2 − x√1− h2 otherwise, then the
agent’s average score will converge to h whenever the opponent’s average score converges
to its optimal payoff of
√
1− h2. This means that the optimal strategy to play against
an opponent playing a no-regret strategy is to adopt a threshold of 1 −  for some
arbitrarily small .
However, adopting a higher threshold does have a disadvantage; the threshold affects
the speed of convergence of the opponent. If the agent adopts a threshold of 1 −  the
opponents maximum per-round regret will be
√
2− 2. This affects the speed at which
the opponent can learn the optimal response.
If the agent does not discount the future, the speed of convergence is irrelevant, but
if the agent discounts future payoffs they will prefer a lower threshold which allows the
opponent to learn more rapidly. A constant discount factor models a situation in where
the game has a fixed probability of ending after every move.
Figure 5.13: The response functions (top) and available payoffs (bottom) of the strate-
gies found by simulated annealing against a opponent using the simple search, greedy,
discretized UCB, modified UCT, and the split bucket version of UCB, from left to right.
The shaded area shows the 95% confidence interval.
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Algorithm 6 Search algorithm which assumes a single-peaked opponent
1: gifts← (−1,−.5, 0, .5, 1) . Set of values to try
2: responses← (None,None,None,None,None) . Payoffs received for those values
3: loop
4: i← Random index where responsesi = None
5: Play (
√
1− gifts2i , giftsi) . Make pareto-optimal choices
6: cA, cB ← getOpponentMove()
7: responsesi ← cA +
√
1− gifts2i
8: if None /∈ responses then . Identify the interval containing the max value
9: peak ← arg maxi responsesi
10: newmin = max(1, peak − 1)
11: newmax = min(5, peak + 1)
12: gifts← 5 values from giftsnewmin to giftsnewmax
13: newresponses← (None,None,None,None,None)
14: end if
15: end loop
If we confine ourselves to immediately reactive strategies we can use simulated an-
nealing to find the best immediately reactive strategy for a given situation. The optimal
strategy is dependent on the discount factor of the agent, and the opponent. Algorithm 5
gives a brief overview of the simulated annealing algorithm we use. We generate a set of
N initial candidates, where each candidate is a randomly generated immediately reactive
strategy. Each round we generate m perturbed candidates for every initial candidate by
adding noise with magnitude σ. We keep the top N candidates and reduce the level of
noise by a factor of ∆. From our experiments we have found that the settings N = 10,
m = 8, σinital = .5, σfinal = .01, and ∆ = .99 produce consistent and effective results.
To perform simulated annealing on immediately reactive strategies in U◦ we repre-
sent response functions as a sequence of evenly spaced values which indicate the agent’s
response to that move by the opponent. Responses to intermediate moves are found by
linear interpolation between the two nearest values. After exploring a range of possible
sequence lengths, we settled on 33 values because it performed the best. We permute
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Figure 5.14: The response functions (top) and available payoffs (bottom) of the strate-
gies found by simulated annealing against a opponent using UCB, when the agent has
discount factors of .25, .1, .05, .01, and .001 from left to right. The shaded area shows
the 95% confidence interval.
them each by adding normally distributed noise with 0 mean and σ standard deviation.
We evaluate each copy by observing its performance against the target opponent 10
times.
Figure 5.13 shows the functions found by simulated annealing for five different learn-
ing opponents: a simple search algorithm (Algorithm 6), a greedy algorithm (UCB
without exploration), discretized UCB without splitting, the modified version of UCT
(Algorithm 3), and the split bucket version of UCB (Algorithm 4). Simulated annealing
doesn’t produce a coherent strategy against an opponent using the search algorithm
because the randomly generated response functions do not conform to the search al-
gorithms assumption that the opponent is playing a single-peaked response function.
However, note the three low-payoff, low-variance points in the graph – those are the
only points checked by the search algorithm before it focuses on the moves which give a
higher payoff to the agent. Once it reaches that region the optimal response function for
the search strategy converges to an extremely greedy strategy. The greedy algorithm
resulted in the next greediest strategy; that may seem odd, but because it updates its
observations as it plays it actually ends up exploring more than the search algorithm.
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Figure 5.15: The response functions (top) and available payoffs (bottom) of the strate-
gies found by simulated annealing against a opponent using UCB, when the opponent
uses exploration constants of .125, .25, .5, 1.0, and 2.0 from left to right. The shaded
area shows the 95% confidence interval.
The three variants on UCB that we tried resulted in largely similar strategies. Note
that contrary to our expectations, the response functions found are not single-peaked.
Figure 5.14 shows the response functions against an opponent using UCB found by
simulated annealing as the discount factor changes. With a higher discount factor there
is more noise in the annealed strategies, because performance is evaluated across fewer
interactions. As the discount factor drops, the response functions become greedier;
with a discount factor of .25 the maximum achievable payoff for the opponent is around
1—when the discount factor is .001 the maximum achievable payoff is around .5.
Figure 5.15 shows the response functions against an opponent using UCB found by
simulated annealing as the exploration value of the opponent changes. As the opponent
explores more, the amount of punishment used by the response function increases (the
agent’s response to a 0 gift from the opponent gets closer to −1). As the opponent
explores less, the response function gets greedier, although this effect is not as apparent
as the effect of the discount factor.
Figure 5.16 shows the performance of the annealed strategies under different discount
factors. The best strategy for each discount factor is the strategy optimized for that
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Figure 5.16: Discounted average payoff of strategies optimized for different discount
factors when used by agents with other discount factors.
Figure 5.17: Discounted average payoff of strategies optimized for opponents with dif-
ferent exploration factors against opponents with different exploration factors.
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Search Greedy UCB UCT Split UCB
Search 1.9477 0.7376 0.7765 0.8031 0.8939
Greedy 0.7234 1.8843 1.3907 1.4724 1.5314
UCB 1.8569 1.8425 1.8274 1.8277 1.8058
UCT 1.8727 1.8350 1.8129 1.8363 1.7912
Split UCB 1.5467 1.8617 1.7907 1.8082 1.8098
Table 5.1: Discounted average payoff of the strategies created by simulated annealing
vs. each opponent. Each row shows the scores achieved by the strategy against the
different opponents.
discount factor, with performance gradually degrading as the discount factor gets further
from the value it was optimized for.
Figure 5.17 shows the performance of the annealed strategies against opponents with
different exploration values. The higher the exploration value of the opponent, the less
efficient learning is, so all strategies generally perform worse as the opponent explores
more.
Table 5.1 shows the performance of the annealed strategies against each opponent.
Each annealed strategy is the best performer against the strategy it was trained against,
but we can see that strategies developed against opponents which explore less are less
robust against different opponents.
5.5 Sequential Immediately Reactive Ratio Enforcing Strate-
gies
We have discussed how to use no-regret strategies to find the best response to immedi-
ately reactive strategies, and how to design an immediately reactive strategy to perform
well against no-regret strategies, but both types of strategies still have a common flaw
– poor performance in self-play. When two no-regret strategies play against each other,
they generally perform at the level of the Nash equilibrium or slightly better, but far
120
short of a pareto-optimal outcome. When two immediately reactive strategies play
against each other they might find a pareto-optimal outcome, but they can also per-
form arbitrarily badly, possibly getting average payoffs as low as 0. In addition, when
there is uncertainty about the strategy of the opponent, neither strategy performs well.
Consider how an agent should play when there is a 50% chance the opponent is
playing an immediately reactive strategy and a 50% chance they are playing a no-regret
strategy. In this situation, the best strategy is to initially play an immediately reactive
strategy to take advantage of a no-regret playing opponent, and switch to the best
response to the immediately reactive strategy when it becomes clear that the opponent
is not playing a no-regret strategy. In this section we will describe a class of strategies
which can encapsulate this decision, and discuss how the optimal strategy is affected by
the discount factor of the agent and the distribution over opponents.
The strategies we have developed are called sequential immediately reactive ratio
enforcing strategies; they can respond effectively to both immediately reactive strategies
and to no-regret strategies. They are based on playing a sequence of immediately
reactive strategies with descending thresholds, and stopping when the opponent matches
the threshold.
The main idea of sequential immediately reactive strategies is to play a sequence
of immediately reactive strategies, each with a threshold which is the best response for
the opponent. The threshold is gradually lowered, with a speed proportional to the
losses of the opponent (compared to the best result the opponent could have received
against the threshold). This strategy will eventually reach a point where its threshold is
compatible with the threshold of the opponent. On its own, this would not be sufficient
– for example, if both agents are playing with a threshold of
√
2/2 and the last move
of the opponent gave the agent a payoff of 0, the agent’s reply will give the opponent a
payoff of 0, and no progress would be made. The agent needs to do some exploration to
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ensure that cooperation will occur when thresholds are compatible. We allow for this
by introducing a forgiveness factor, which is an amount by which the agent will deviate
from its current threshold.
Algorithm 7 Sequential Immediately Reactive Strategy
1: round← 1
2: initialize opponent loss o← 0
3: initialize forgiveness factor θ ∈ R+
4: initialize threshold function F : R+ → [0, 1]
5: while (cA, cB)← getOpponentMove() do
6: t← F (o) . get threshold value to use
7: c′A ← cA + θ/round . Forgive opponent slightly
8: c′′B ← T(t, c′A) . Calculate response to opponent move
9: o← o+ 2√1− t2 −
√
1− c2A − c′′B . Update opponent loss
10: round← round+ 1
11: select the outcome (
√
1− c′′2B , c′′B) . Make pareto-optimal choices
12: end while
The response function used takes a threshold τ , and the amount assigned to the
agent by the opponent’s last move (cA, cB), and returns an amount for the agent to give
the opponent. We use the following response function:
T(τ, cA) =

−τ × x+√τ2x2 − τ2 − x2 + 1 if cA < τ
√
1− τ2 if cA ≥ τ
where x = τ
√
1− c2A − cA
√
1− τ2. The agent’s response to an opponent move (cA, cB)
will be (
√
1− T(τ, cA)2,T(τ, cA)). This function enforces a minimum ratio of τ√1−τ2
between the payoff of the agent and the payoff of the opponent. If the opponent does
not cooperate, this may be achieved by forcing the payoff of both to be zero.
The forgiveness factor determines how quickly a pareto-optimal outcome will be
reached when both players have compatible thresholds. In order to detect compatible
thresholds, the agent will need to do some exploration. In order to avoid spending
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Figure 5.18: Total loss (regret) of Split-Bucket UCB playing against various fixed thresh-
olds.
Figure 5.19: Example of a step threshold function. The y-axis shows the threshold and
the x-axis shows the range of total opponent losses to which that threshold is applicable.
too much on exploration we use the harmonic sequence (11 ,
1
2 ,
1
3 ,
1
4 , ...) to determine the
magnitude of the deviation from the response function. Because the sequence converges
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to 0, the effect of the exploration converges to zero. Because the sum of the subsequence
starting at any point is infinite, regardless of how long it takes for two strategies to arrive
at compatible thresholds, when they arrive at compatible thresholds, they will reach a
pareto-optimal outcome.
The threshold function determines how rapidly the strategy will compromise with
an opponent which fails to learn the optimal response to the agent’s threshold. The
function uses the opponent’s loss to determine the appropriate threshold in order to
ensure that the opponent cannot manipulate the threshold value without sacrificing
its own payoff. Figure 5.18 shows the loss (regret) of a Split-Bucket UCB opponent
playing against various constant thresholds. The loss is approximately logarithmic in
the number of rounds, which is not surprising given the regret bounds of the learning
algorithm.
We use simulated annealing (Algorithm 5) to find the best threshold function for a
given combination of prior and discount factor. We represent each threshold function as
a step function containing 4 thresholds. Figure 5.19 shows a sample threshold function.
The general structure of a threshold function is a monotonically decreasing function
where the agent gradually lowers its threshold as it becomes clear that the opponent
will not play the best response to a higher threshold.
Figure 5.20 shows how the threshold function depends on the probability that the
opponent is playing UCB. It shows the threshold function found with simulated an-
nealing against an opponent which either plays UCB, or plays an immediately reactive
function to which the best response is .8. When it is more likely that the opponent is
using UCB, the optimal function found by simulated annealing holds out longer at the
initial high threshold.
Figure 5.21 shows how the threshold function is affected by the amount of exploration
done when the opponent is using UCB. It shows the functions found with simulated
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annealing against an opponent which is equally likely to be using UCB or an immediately
reactive function to which the best response is .6. When the opponent explores more
the threshold function waits for more loss before it abandons its preferred solution, and
it adopts an initial threshold which is slightly less greedy.
Figure 5.22 shows how the optimal threshold function is affected by the threshold of
the opponent. It shows the functions found with simulated annealing against an oppo-
nent which is either using UCB or is an immediately reactive function as the threshold
of the immediately reactive function changes. In this case, the difference between the
optimal threshold functions is only in the threshold they adopt after abandoning the
possibility that the opponent is using UCB.
Figure 5.23 shows how an agent using a threshold function can adapt when the
opponent is definitely not using UCB. It shows the functions found with simulated
annealing against an immediately reactive opponent which is using one of two different
thresholds. For this class of opponent there is no point in waiting to see if the opponent
will learn. The opponent either has a low threshold, so it will immediately accept the
agent’s current threshold and incur no further loss, or it has a high threshold, in which
case the agent should immediately adjust to it. We look at the effect of varying the
relative probabilities of a low or high threshold and the figure doesn’t show a significant
effect. This is because the opponent will rapidly incur loss against any incompatible
threshold, so the threshold function will rapidly adjust.
Figure 5.24 shows how the optimal threshold function deals with an opponent which
is either using a threshold function or using an immediately reactive function. It shows
the functions found with simulated annealing against an opponent which starts out with
an initial threshold of .8, but has a chance of lowering it to .5 after its opponent has
lost 5 against the .8 threshold. The figure shows the effect of varying the probability of
the opponent lowering its threshold. When the opponent is more likely to switch to a
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lower threshold, the agent will maintain a high threshold for a longer period of time.
Figure 5.25 shows how the optimal threshold function deals with an opponent which
is either using a threshold function or using an immediately reactive function. It shows
the functions found with simulated annealing against a variety of initial threshold values.
When the initial threshold is higher, the agent will hold out for a greater opponent loss
before adopting a best response to the initial threshold. This is because a higher initial
threshold will adopt a more expensive punishment strategy against the agent.
126
Figure 5.20: Strategies found using simulated annealing against a distribution over
opponents including a UCB opponent, and a threshold opponent with a threshold of
.8. The relative likelihood of the two opponents varies from 90%-10% (left) 50%-50%
(center) 10%-90% (right). The shaded region shows the 95% confidence interval.
127
Figure 5.21: Strategies found using simulated annealing against a distribution over
opponents including a UCB opponent, and a threshold opponent with a threshold of .8.
The exploration factor of the UCB varies from 1.0 (top) to .125 (bottom). The shaded
region shows the 95% confidence interval.
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Figure 5.22: Strategies found using simulated annealing against a distribution over
opponents including a UCB opponent, and a threshold opponent with a threshold of
.5 (top), .8 (middle), and .95 (bottom). The shaded region shows the 95% confidence
interval.
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Figure 5.23: Strategies found using simulated annealing against a distribution over
opponents with 2 different thresholds, .95 and .5. The relative probability varies from
biased towards the high threshold (top) to biased towards the low threshold (bottom).
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Figure 5.24: Strategies found using simulated annealing against an opponent with an
initial threshold of .8, with a 10% (top), 50% (middle), or 90% (bottom) chance of
switching to a threshold of .5 after an opponent loss of 5. The shaded region shows the
95% confidence interval.
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Figure 5.25: Strategies found using simulated annealing against an opponent with an
initial threshold of .6 (top), .8 (middle) or .95 (bottom) which has a 50% chance to drop
to a threshold of .5 after observing a total opponent loss of 5. The shaded region shows
the 95% confidence interval.
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5.6 Conclusions and Future Work
The Gift Exchange game is a suitable platform to study problems of cooperation and
negotiation. A fundamental problem when dealing with an opponent is how the agent’s
actions will affect the future behavior of the opponent. The Gift Exchange game al-
lows us to focus on that problem without needing to analyze complexities in the game,
because the effect of an action on the outcome of the game is immediately evident. Fur-
thermore, there is no motivation for the opponent to select any outcome other than the
outcome they want to achieve because every outcome that can be achieved is achievable
with a single action.
An agent should be able to find a best response to a simple opponent. We have
described how to adapt no regret algorithms to the Gift Exchange game to find a best
response to an agent which plays an immediately reactive strategy. We have described
how such a strategy can be taken advantage of by choosing an appropriate immediately
reactive strategy. Finally, we have described a class of strategies which can perform
well against immediately reactive strategies, no-regret strategies, and in self-play. The
parameters chosen for these strategies form an implicit representation of the discount
factor and prior distribution of the agent.
The results from the Gift Exchange game suggest that in a general-sum environment
with repeated interactions with an opponent which is too complex to explicitly predict
an effective strategy is to enforce a ratio between the opponent’s performance and the
agent’s performance and adjust the target ratio according to the loss experienced by
the opponent.
Future work on the Gift Exchange game is divided into two areas: exploring the
effect of alterations to the players or the choice sets on the dynamics of the game, and
adapting strategies developed for the Gift Exchange to other games.
In the Gift Exchange game players interact in a symmetric unchanging environment,
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but it is easy to alter the parameters to explore more options. By assigning players dif-
ferent choice sets we can introduce a power differential between the players. We can
vary the size of the choice set each round, which would require players using reciproca-
tion to track some notion of debt. We can vary the efficiency of cooperation by altering
the shape of the choice set. We can use asymmetric choice sets to cause one player to
care more about the outcome in a particular round than the other. Finally, it would be
quite easy to introduce additional players.
The second main area of future work lies in extending strategies developed for the
Gift Exchange game to other games. If the agent can estimate the expected impact of
an action on its payoff and the opponent’s payoff, it can treat the opponent’s choice
of action as a choice of payoff in a Gift Exchange game. It is important to form the
estimate using only public information to ensure that the estimated intent reflects the
opponent’s actual intent. The agent can then respond using a strategy from the Gift
Exchange game to inform its level of cooperation.
Chapter 6
Conclusions and Future Work
This dissertation is focused on the problem of cooperation between self-interested agents.
In environments where agent’s interests are diametrically opposed cooperation is impos-
sible, and the agent can safely assume that the opponent will take the worst possible
action for the agent. In the event that the agent can predict the behavior of the oppo-
nent there are some things the agent can do to take advantage of the prediction [53] [44]
but performance in that situation is less critical because the agent has an advantage
because the opponent is predictable. In environments where the agent’s interests are
aligned with that of the opponent, cooperation is inevitable – the problem is one of co-
ordination. This is still a difficult problem in many environments, but there is no need
to attempt to determine the intentions of the opponent. We are primarily concerned
with situations where neither cooperation nor competition is inevitable and the oppo-
nent cannot be predicted - determining the intentions of the opponent and manipulating
them is the main problem for the agent.
The first main group of contributions in this dissertation are concerned with identi-
fying strategies in general-sum games which indicate and implement cooperative intent.
We introduced repeated randomly generated games as an environment to look at the
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problem of identifying cooperative strategies. We showed how attitude can be used to
identify cooperative strategies and explore the effects of various parameters of the en-
vironment on the performance of cooperative strategies generated by adopting attitude
values. We showed how the attitude values used by the opponent can be learned using
a particle filter. Finally we showed how agents can use attitude to implement recipro-
cating strategies to achieve cooperation in repeated randomly generated normal form
games.
When using attitude values to cooperate the agent uses the Nash equilibrium of the
modified game. Using the Nash equilibrium means that the agent discards any predic-
tion it makes of opponent behavior; to avoid doing so we have created a method of using
the prediction more directly. Best-responding to the prediction means that the agent is
vulnerable to errors in the prediction, and leads to instability when attempting to use
attitude. We have developed Restricted Stackelberg Response with Safety (RSRS), a
method of responding to a prediction in a general-sum normal form game that guards
against a best responding opponent as well as the worst case outcome. In the process
of developing RSRS we created a proof that Restricted Nash Response [44] creates a
general-sum game with a unique equilibrium. We developed a technique to generate
parameter values for the prediction weight parameter Finally, we show the performance
of RSRS compared to a number of different algorithms against a variety of opponents.
Finally, we looked at the problem of how much to cooperate. When we developed
reciprocation using attitude, we created agents which reciprocated a fixed amount with
the goal of reaching a fair outcome. However, there may be multiple pareto-optimal
outcomes and the agents may value them differently, which leads to the problem of how
agents should select an outcome. More generally, this can be phrased as the problem of
how to manipulate the opponent into taking actions that benefit the agent, especially
when it is too complex to calculate a best response to the opponent. The problem of
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how to manipulate an opponent is often complicated by the complexity of analyzing the
environment or game in which the interaction takes place. We have developed the Gift
Exchange game as a platform to study the problem of how to manipulate the opponent
without the distraction of analyzing the environment. We have developed a modification
of the UCB algorithm, Split-Bucket UCB, which an agent can use to find a best response
to an immediately reactive opponent in the continuous version of the Gift Exchange
game. In the discrete game we have described optimal learning strategies against an
immediately reactive opponent, and the optimal strategies to take advantage of those
learning strategies. We have used simulated annealing to find optimal immediately
reactive strategies for a particular opponent and discount factor and run experiments
to see how those factors affect the optimal strategy. Finally, we have developed a class
of strategies, Sequential Immediately Reactive Ratio Enforcing Strategies, which can
perform well against a wide variety of priors over opponent strategies and discount
factors.
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