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LIMIT LAWS FOR BOOLEAN CONVOLUTIONS
JIUN-CHAU WANG
Abstrat. We study the distributional behavior for produts and sums of boolean
independent random variables in a general innitesimal triangular array. We show
that the limit laws of boolean onvolutions are determined by the limit laws of free
onvolutions, and vie versa. We further use these results to demonstrate several
onnetions between the limiting distributional behavior of lassial onvolutions
and that of boolean onvolutions. The proof of our results is based on the analytial
apparatus developed in [9, 10℄ for free onvolutions.
1. Introdution
Denote by MR the olletion of all Borel probability measures on the real line R,
and by MT Borel probability measures on the unit irle T. The lassial onvolu-
tion ∗ for elements in MR orresponds to the addition of independent real random
variables, and the onvolution ⊛ for measures in MT orresponds to the multiplia-
tion of independent irle-valued random variables. A binary operation ⊎ on MR,
alled additive boolean onvolution, was introdued by Speiher and Woroudi [18℄.
They also showed that it orresponds to the addition of random variables belonging
to algebras whih are boolean independent. Later Franz [13℄ introdued the onept
of multipliative boolean onvolution ∪× for measures inMT, whih is a multipliative
ounterpart of the additive boolean onvolution. As shown by Voiulesu [19, 20℄,
there are two other onvolutions dened respetively for measures on R and T. These
are additive free onvolution ⊞ and multipliative free onvolution ⊠.
The main purpose of this paper is to investigate the limiting distributional behavior
for boolean onvolutions of measures in an innitesimal triangular array. Let {kn}∞n=1
be a sequene of natural numbers. A triangular array {µnk : n ∈ N, 1 ≤ k ≤ kn} ⊂
MT is said to be innitesimal if
lim
n→∞
max
1≤k≤kn
µnk({ζ ∈ T : |ζ − 1| ≥ ε}) = 0,
for every ε > 0. Given suh an array and a sequene {λn}∞n=1 ⊂ T, dene
µn = δλn ∪× µn1 ∪× µn2 ∪× · · · ∪× µnkn, νn = δλn ⊠ µn1 ⊠ µn2 ⊠ · · ·⊠ µnkn,
and
σn = δλn ⊛ µn1 ⊛ µn2 ⊛ · · ·⊛ µnkn, n ∈ N,
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where δλn is the point mass at λn. We rst prove in this paper that any weak
limit of suh a sequene {µn}∞n=1 is an innitely divisible measure. This result may
be viewed as the multipliative boolean analogue of Hin£in's lassial theorem [15℄.
Note that the same result for ⊞ (resp., ⊠) has been proved in [6℄ (resp., [3℄). Next,
we nd neessary and suient onditions for the weak onvergene of µn to a given
innitely divisible measure. In partiular, our results show that the sequene µn
onverges weakly if and only if the sequene νn onverges weakly. As an appliation,
we show that the measures σn have a weak limit if the measures µn (or νn) have a
weak limit whose rst moment is not zero. Moreover, the lassial limits and the
boolean limits are related in an expliit manner. We also introdue the notion of
boolean normal distributions on T, and we show that the sequene µn onverges
weakly to suh a distribution if and only if the sequene σn onverges weakly to a
normal distribution (whih is the push-forward measure of a Gaussian law on R via
the natural homomorphism from R into T.)
The additive version of our results were studied earlier by Berovii and Pata in
[5℄ for arrays with identially distributed rows. Thus, onsider an innitesimal array
{νnk}n,k ⊂ MR with ηn = νn1 = νn2 = · · · = νnkn, n ∈ N. The innitesimality here
means that
lim
n→∞
max
1≤k≤kn
νnk({t ∈ R : |t| ≥ ε}) = 0,
for every ε > 0. Set
ρn = ηn ∗ ηn ∗ · · · ∗ ηn︸ ︷︷ ︸
kn times
, τn = ηn ⊞ ηn ⊞ · · ·⊞ ηn︸ ︷︷ ︸
kn times
and
ωn = ηn ⊎ ηn ⊎ · · · ⊎ ηn︸ ︷︷ ︸
kn times
, n ∈ N.
The main result in [5, Theorem 6.3℄ is the equivalenes of weak onvergene among
the sequenes ρn, τn and ωn. The result onerning ρn and τn was rst extended
to an arbitrary innitesimal array by Chistyakov and Götze [12℄ (see also [10℄ for a
dierent argument.) In the last part of this paper, we show how to extend the result
regarding τn and ωn to an arbitrary innitesimal array using the methods in [10℄.
The remainder of this paper is organized as follows. In Setion 2, we review the
analyti tools needed for the alulation of boolean onvolutions. We also desribe
the analyti haraterization of innite divisibility related to the various onvolutions.
In Setion 3 we prove the limit theorems for arrays on T. The results regarding the
lassial onvolution ⊛ are proved in Setion 4. Finally, we present the analogous
results for arrays on R in Setion 5.
2
2. Preliminaries
The analyti methods needed for the alulation of free onvolutions was disovered
by Voiulesu [19, 20℄. Likewise, the additive boolean onvolution formula was found
by Speiher and Woroudi [18℄, and the basi analysis of the multipliative boolean
onvolution was done by Franz [13℄ (see also the paper of Berovii [4℄ for a dierent
approah to the alulation of both boolean onvolutions.) The details are as follows.
2.1. Multipliative boolean and free onvolutions on the unit irle. Denote
by D the open unit disk of the omplex plane C, and by D the losed unit disk of
C. For a probability measure µ supported on T, one denes the analyti funtion
Bµ : D→ C by
Bµ(z) =
1
z
ψµ(z)
1 + ψµ(z)
, z ∈ D,
where the formula of ψµ is given by
ψµ(z) =
∫
T
ζz
1− ζz dµ(ζ).
Note that
(2.1) Bµ(0) = ψ
′
µ(0) =
∫
T
ζ dµ(ζ),
and that Bδλ(z) = λ for all z ∈ D. As observed in [2℄,
|Bµ(z)| ≤ 1, z ∈ D,
and, onversely, any analyti funtion B : D → D is of the form Bµ for a unique
probability measure µ on T.
Let µ1 and µ2 be two probability measures on T. As shown in [13, 4℄, the multi-
pliative boolean onvolution µ1 ∪× µ2 is haraterized by the following identity
(2.2) Bµ1∪×µ2(z) = Bµ1(z)Bµ2(z), z ∈ D.
It is easy to verify that weak onvergene of probability measures an be trans-
lated in terms of the orresponding funtions B . More preisely, given probability
measures µ and {µn}∞n=1 on T, the sequene µn onverges weakly to µ if and only if
the sequene Bµn(z) onverges to Bµ(z) uniformly on the ompat subsets of D.
A probability measure ν on T is ∪× -innitely divisible if, for eah n ∈ N, there
exists a probability measure νn on T suh that
ν = νn ∪× νn ∪× · · · ∪× νn︸ ︷︷ ︸
n times
.
The notion of innite divisibility related to other onvolutions is dened analogously.
The ∪× -innite divisibility is haraterized in [13℄ as follows. A probability measure
ν is ∪× -innitely divisible if and only if either ν is Haar measure m (i.e., normalized
3
arlength measure on T), or the funtion Bν an be expressed as
(2.3) Bν(z) = γ exp
(
−
∫
T
1 + ζz
1− ζz dσ(ζ)
)
, z ∈ D,
where γ ∈ T, and σ is a nite positive Borel measure on T. In other words, a measure
ν is ∪× -innitely divisible if and only if either Bν(z) = 0 for all z ∈ D, or 0 /∈ Bν(D).
We use the notation νγ,σ∪× to denote the ∪× -innitely divisible measure ν determined
by γ and σ.
Free multipliative onvolution ⊠ for probability measures on the unit irle was
introdued by Voiulesu [20℄. For the denition of ⊠, we refer to [21℄. Through-
out this paper, we will use the notation M×
T
to denote the olletion of all Borel
probability measures ν on T with nonzero rst moment, i.e.,
∫
T
ζ dν(ζ) 6= 0.
In this paper we will require the following haraterization [7℄ of ⊠-innite divisi-
bility. If a measure ν is in the lass M×
T
, then the funtion ψν will have an inverse
ψ−1 in a neighborhood of zero. In this ase one denes
Σν(z) =
1
z
ψ−1ν
(
z
1− z
)
for z near the origin, and the remarkable identity Σµ⊠ν(z) = Σµ(z)Σν(z) holds for
z in a neighborhood of zero where three involved funtions are dened. A measure
ν ∈M×
T
is ⊠-innitely divisible if and only if the funtion Σν an be expressed as
Σν(z) = γ exp
(∫
T
1 + ζz
1− ζz dσ(ζ)
)
, z ∈ D,
where |γ| = 1, and σ is a nite positive Borel measure on T. We will use the notation
νγ,σ
⊠
to denote the ⊠-innitely divisible measure ν in this ase. The Haar measure m
is the only ⊠-innitely divisible probability measure on T with zero rst moment.
2.2. Additive boolean and free onvolutions on the real line. Set C+ = {z ∈
C : ℑz > 0} and C− = −C+. For α, β > 0, dene the one Γα = {z = x+ iy ∈ C+ :
|x| < αy} and the trunated one Γα,β = {z = x + iy ∈ Γα : y > β}. We assoiate
every measure µ ∈MR its Cauhy transform
Gµ(z) =
∫ ∞
−∞
1
z − t dµ(t), z ∈ C
+,
and its reiproal Fµ = 1/Gµ : C
+ → C+. Then we have ℑz ≤ ℑFµ(z) so that the
funtion Eµ(z) = z − Fµ(z) takes values in C− ∪ R. The funtion Eµ is suh that
Eµ(z)/z → 0 as z →∞ nontangentially (i.e., |z| → ∞ but z stays within a one Γα
for some α > 0.) Conversely, any analyti funtion E : C+ → C− ∪ R suh that
Eµ(z)/z → 0 as z → ∞ nontangentially is of the form Eµ for a unique probability
measure µ on R.
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For µ1, µ2 ∈MR, the additive boolean onvolution µ1 ⊎ µ2 is haraterized [18, 4℄
by the identity
Eµ1⊎µ2(z) = Eµ1(z) + Eµ2(z), z ∈ C+.
Let {µn}∞n=1 be a sequene in MR. As shown in [5, Proposition 6.2℄, the sequene
µn onverges weakly to a probability measure µ ∈ MR if and only if there exists
β > 0 suh that limn→∞Eµn(iy) = Eµ(iy) for every y > β, and Eµn(iy) = o(y)
uniformly in n as y →∞.
Every measure ν ∈ MR is ⊎-innitely divisible [18℄. The funtion Eν has a
Nevanlinna representation [1℄
Eν(z) = γ +
∫ ∞
−∞
1 + tz
z − t dσ(t), z ∈ C
+,
where γ ∈ R, and σ is a nite positive Borel measure on R. We use the notation νγ,σ⊎
to denote the (⊎-innitely divisible) measure ν.
The additive free onvolution ⊞ was rst introdued by Voiulesu [19℄ for om-
patly supported measures on the real line (then it was extended by Maassen [16℄
to measures with nite variane, and by Berovii and Voiulesu [8℄ to the whole
lass MR.) The book [21℄ also ontains a detailed desription for the theory related
to this onvolution.
We require a result from [8℄ regarding haraterization of ⊞-innite divisibility.
We have seen earlier that Eµ(z)/z → 0 as z → ∞ nontangentially for a measure
µ ∈ MR. It follows that for every α > 0 there exists β = β(µ, α) > 0 suh that the
funtion Fµ has an right inverse F
−1
µ dened on Γα,β. The Voiulesu transform
φµ(z) = F
−1
µ (z)− z, z ∈ Γα,β,
linearizes the free onvolution in the sense that the identity φµ⊞ν(z) = φµ(z) +φν(z)
holds for z in a trunated one where all funtions involved are dened. A measure
ν ∈MR is ⊞-innitely divisible if and only if there exist γ ∈ R and a nite positive
Borel measure σ on R suh that
φν(z) = γ +
∫ ∞
−∞
1 + tz
z − t dσ(t), z ∈ C
+.
We will denote the above measure ν by νγ,σ
⊞
.
The Lévy-Hin£in formula (see [11℄) haraterizes the ∗-innitely divisible measures
in terms of their Fourier transform as follows: a measure ρ ∈ MR is ∗-innitely
divisible if and only if there exist γ ∈ R and a nite positive Borel measure σ on R
suh that the Fourier transform ρ̂ is given by
ρ̂(t) = exp
[
iγt +
∫ ∞
−∞
(
eitx − 1− itx
1 + x2
)
1 + x2
x2
dσ(x)
]
, t ∈ R,
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where
(
eitx − 1− itx
1+x2
)
1+x2
x2
is interpreted as −t2/2 for x = 0. The notation νγ,σ∗
will be used to denote the ∗-innitely divisible measure determined by γ and σ.
We will require the following result whih was already noted in a dierent form in
[9, Lemma 2.3℄.
Lemma 2.1. Consider a sequene of real numbers {rn}∞n=1 and triangular arrays
{znk ∈ C : n ∈ N, 1 ≤ k ≤ kn}, {wnk ∈ C : n ∈ N, 1 ≤ k ≤ kn} and {snk ∈ R : n ∈
N, 1 ≤ k ≤ kn}. Suppose that
(1) all snk's are nonnegative, and
sup
n≥1
kn∑
k=1
snk < +∞;
(2) ℜwnk ≤ 0 and ℜznk ≤ 0, for every n and k;
(3) znk = wnk(1 + εnk), where the sequene
εn = max
1≤k≤kn
|εnk|
onverges to zero as n→∞;
(4) there exists a positive onstant M suh that
|ℑwnk| ≤M |ℜwnk|+ snk, n ∈ N, 1 ≤ k ≤ kn.
Then the sequene {exp(irn +
∑kn
k=1 znk)}∞n=1 onverges if and only if the sequene
{exp(irn +
∑kn
k=1wnk)}∞n=1 onverges. Moreover, the two sequenes have the same
limit.
Proof. From the assumptions on {znk}n,k and {wnk}n,k, we dedue that
(2.4)
∣∣∣∣∣
kn∑
k=1
[znk − wnk]
∣∣∣∣∣ ≤ (1 +M)εn
(
−
kn∑
k=1
ℜwnk
)
+ εn
kn∑
k=1
snk,
and
(2.5) (1− εn −Mεn)
(
−
kn∑
k=1
ℜwnk
)
≤
(
−
kn∑
k=1
ℜznk
)
+ εn
kn∑
k=1
snk,
for suiently large n. Suppose that the sequene {exp(irn +
∑kn
k=1 znk)}∞n=1 on-
verges to a omplex number z. If z = 0, then we have limn→∞
∑kn
k=1ℜznk =
−∞. Hene (2.4) implies that limn→∞
∑kn
k=1ℜwnk = −∞ so that the sequene
{exp(irn +
∑kn
k=1wnk)}∞n=1 onverges to zero as well. If z 6= 0, then the sequene
exp(
∑kn
k=1ℜznk) onverges to |z| as n → ∞. In partiular,
∑kn
k=1ℜznk is bounded.
By (2.4) and (2.5), we onlude that limn→∞ exp(
∑kn
k=1ℜwnk) = |z|, and that
lim
n→∞
exp(i
∑kn
k=1ℑwnk)
exp(i
∑kn
k=1ℑznk)
= 1.
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Therefore the sequene {exp(irn +
∑kn
k=1wnk)}∞n=1 also onverges to z. The onverse
impliation is proved in the same way. 
3. Multipliative Boolean Convolution on T
Fix an innitesimal array {µnk : n ∈ N, 1 ≤ k ≤ kn} of probability measures on T.
For any neighborhood of zero V ⊂ D, it was proved in [3, Theorem 2.1℄ that
(3.1) lim
n→∞
ψµnk(z) =
z
1− z
holds uniformly in k and z ∈ V. It follows that, as n tends to innity, the sequene
Bµnk(z) onverges to 1 uniformly in k and z ∈ V. Thus, (2.1) implies that eah
µnk has nonzero rst moment when n is large. Hene, for our purposes, we will
always assume that eah member in suh an array belongs to the lassM×
T
. Another
appliation of (3.1) is that the prinipal branh of logBµnk(z) is dened in V for large
n.
Next, we introdue an auxiliary array {µ◦nk : n ∈ N, 1 ≤ k ≤ kn} ⊂ M×T as follows.
Fix a onstant τ ∈ (0, pi). Dene the measures µ◦nk by
dµ◦nk(ζ) = dµnk(bnkζ),
where the omplex numbers bnk are given by
bnk = exp
(
i
∫
|arg ζ|<τ
arg ζ dµnk(ζ)
)
.
Here arg ζ is the prinipal value of the argument of ζ . Note that the array {µ◦nk}n,k
is again innitesimal, and
(3.2) lim
n→∞
max
1≤k≤kn
|arg bnk| = 0.
We assoiate eah measure µ◦nk the funtion
hnk(z) = −i
∫
T
ℑζ dµ◦nk(ζ) +
∫
T
1 + ζz
1− ζz (1−ℜζ) dµ
◦
nk(ζ), z ∈ D,
and observe that ℜhnk(z) > 0 for all z ∈ D unless the measure µ◦nk = δ1.
Lemma 3.1. If ε ∈ (0, 1/4), then we have, for suiently large n, that
1−Bµ◦
nk
(z) = hnk
(
bnkz
)
(1 + vnk(z)), 1 ≤ k ≤ kn,
where z is in Vε = {z ∈ D : |z| < ε}. Moreover, we have
lim
n→∞
max
1≤k≤kn
|vnk(z)| = 0
uniformly on Vε.
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Proof. Applying (3.1) to the array {µ◦nk}n,k, we dedue, for large n, that
z
1 + z
− ψµ
◦
nk
(
z
1+z
)
1 + ψµ◦
nk
(
z
1+z
) = 1
(1 + z)2
[
z − ψµ◦
nk
(
z
1 + z
)]
(1 + unk(z)),
where
lim
n→∞
max
1≤k≤kn
|unk(z)| = 0
uniformly on {z : |z| < 1/3}. Introduing a hange of variable z 7→ z/(1 − z), we
obtain
z − ψµ
◦
nk
(z)
1 + ψµ◦
nk
(z)
=
[
z
∫
T
(1− z)(1 − ζ)
1− ζz dµ
◦
nk(ζ)
](
1 + unk
(
z
1− z
))
, z ∈ Vε.
Exploiting the identity
(1− z)(1 − ζ)
1− ζz = −iℑζ +
1 + ζz
1− ζz (1−ℜζ),
we onlude, for suiently large n, that
1−Bµ◦
nk
(z) =
1
z
[
z − ψµ◦nk(z)
1 + ψµ◦
nk
(z)
]
= hnk(z)
(
1 + unk
(
z
1− z
))
,
for all z ∈ Vε.
To prove the result, it sues to show the following laim: for every n and k, we
have
hnk
(
bnkz
)
= hnk(z)(1 + wnk(z)),
where limn→∞max1≤k≤kn |wnk(z)| = 0 uniformly in Vε. If the measure µ◦nk = δ1, then
we have hnk(z) = 0 for all z ∈ D. In this ase, we dene the funtion wnk to be the
zero funtion in D. If µ◦nk 6= δ1, then we dene the funtion
wnk(z) =
hnk
(
bnkz
)
hnk(z)
− 1, z ∈ D.
Observe that∣∣hnk (bnkz) − hnk(z)∣∣ =
∣∣∣∣∣(1− bnk)
∫
T
[
2ζz
(1− ζz) (1− ζbnkz)
]
(1− ℜζ) dµ◦nk(ζ)
∣∣∣∣∣
≤ ∣∣1− bnk∣∣ ∫
T
∣∣∣∣∣ 2ζz(1− ζz) (1− ζbnkz)
∣∣∣∣∣ (1− ℜζ) dµ◦nk(ζ)
≤ 2
(1− ε)2
∣∣1− bnk∣∣ ∫
T
(1− ℜζ) dµ◦nk(ζ),
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for z ∈ Vε and ζ ∈ T. Meanwhile, Harnak's inequality implies that there exists
L = L(ε) > 0 suh that∣∣∣∣ℜ [1 + ζz1− ζz
]∣∣∣∣ = ℜ [1 + ζz1− ζz
]
≥ L, z ∈ Vε, ζ ∈ T.
Thus, we have
|hnk(z)| ≥ ℜhnk(z)
=
∫
T
ℜ
[
1 + ζz
1− ζz
]
(1− ℜζ) dµ◦nk(ζ)
≥ L
∫
T
(1−ℜζ) dµ◦nk(ζ).
Combining the above inequalities, we get
|wnk(z)| ≤
∣∣hnk (bnkz) − hnk(z)∣∣
|hnk(z)|
≤ 2
(1− ε)2L
∣∣1− bnk∣∣ ≤ 2
(1− ε)2L |arg bnk| ,
for z ∈ Vε. Hene the laim is proved by (3.2). 
A ruial property for the funtions hnk(z) proved in [9, Lemma 4.1℄ is that for
every neighborhood of zero V ⊂ D there exists a onstant M = M(V, τ) > 0 suh
that
(3.3) |ℑhnk(z)| ≤Mℜhnk(z), z ∈ V, 1 ≤ k ≤ kn,
for suiently large n.
Proposition 3.2. Let {λn}∞n=1be a sequene in T. Suppose that B : D → D is an
analyti funtion. Then
lim
n→∞
λn
kn∏
k=1
Bµnk(z) = B(z)
uniformly on the ompat subsets of D if and only if
lim
n→∞
exp
(
i arg λn + i
kn∑
k=1
arg bnk −
kn∑
k=1
hnk(z)
)
= B(z)
uniformly on the ompat subsets of D.
Proof. Suppose that the sequene {exp(i arg λn + i
∑kn
k=1 arg bnk −
∑kn
k=1 hnk(z))}∞n=1
onverges to B(z) uniformly on the ompat subsets of D. Note that
logw = w − 1 + o(|w − 1|)
as w → 1, and Bµ◦
nk
(z) = bnkBµnk
(
bnkz
)
for every z ∈ D. For z near the origin,
Lemma 3.1 shows that log
(
bnkBµnk(z)
)
= −hnk(z)(1 + o(1)) uniformly in k as n
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tends to innity. Then Lemma 2.1 implies that
lim
n→∞
λn
kn∏
k=1
Bµnk(z) = B(z)
uniformly in a neighborhood of zero. Moreover, this onvergene is atually uniform
on the ompat subsets of D sine the family {λn
∏kn
k=1Bµnk(z)}∞n=1 is normal. The
onverse impliation is proved in the same way. 
Lemma 3.3. Let {νn}∞n=1 be a sequene of ∪× -innitely divisible measures on T. If
the sequene νn onverges weakly to a probability measure ν, then the measure ν is
∪× -innitely divisible.
Proof. The weak onvergene of νn implies that the sequene Bνn(z) onverges to
Bν(z) uniformly on the ompat subsets of D. If the funtion Bν is nonvanishing in
D, then the measure ν is ∪× -innitely divisible. On the other hand, if Bν(z0) = 0 for
some z0 ∈ D, then Rouhé's theorem implies that there exists an N = N(z0) ∈ N
suh that the funtion Bνn(z) also has a zero in the disk {z : |z − z0| < 1 − |z0|}
whenever n ≥ N . Sine eah νn is ∪× -innitely divisible, we onlude in this ase
that νn is the Haar measure m for all n ≥ N . Consequently, the measure ν must be
m as well. 
Our next result is the boolean analogue of Hin£in's theorem.
Theorem 3.4. Let {λn}∞n=1 be a sequene in T. If the sequene of measures
δλn ∪× µn1 ∪× µn2 ∪× · · · ∪× µnkn
onverges weakly on T to a probability measure ν, then ν is ∪× -innitely divisible.
Proof. From (2.2) and the weak onvergene of δλn ∪× µn1 ∪× µn2 ∪× · · · ∪× µnkn, we have
lim
n→∞
λn
kn∏
k=1
Bµnk(z) = Bν(z)
uniformly on the ompat subsets of D. Observe that the funtion −∑knk=1 hnk(z)
has negative real part in D, and hene there exists a ∪× -innitely divisible measure
νn on T suh that
Bνn(z) = exp
(
i arg λn + i
kn∑
k=1
arg bnk −
kn∑
k=1
hnk(z)
)
, z ∈ D.
Proposition 3.2 then implies that the sequene νn onverges weakly to ν. The ∪× -
innitely divisibility of the measure ν follows immediately by Lemma 3.3. 
Fix γ ∈ T and a nite positive Borel measure σ on T.
Theorem 3.5. For the innitesimal array {µnk}n,k ⊂M×T and a sequene {λn}∞n=1 ⊂
T, the following statements are equivalent:
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(1) The sequene δλn ∪× µn1 ∪× µn2 ∪× · · · ∪× µnkn onverges weakly to νγ,σ∪× .
(2) The sequene δλn ⊠ µn1 ⊠ µn2 ⊠ · · ·⊠ µnkn onverges weakly to νγ,σ⊠ .
(3) The sequene of measures
dσn(ζ) =
kn∑
k=1
(1− ℜζ) dµ◦nk(ζ)
onverges weakly on T to σ, and the limit
lim
n→∞
γn = γ
exists, where
γn = exp
(
i arg λn + i
kn∑
k=1
arg bnk + i
kn∑
k=1
∫
T
ℑζ dµ◦nk(ζ)
)
.
Proof. The equivalene of (2) and (3) has been proved in [9℄. We will fous on the
equivalene of (1) and (3). Assume that (1) holds. Then we have
lim
n→∞
λn
kn∏
k=1
Bµnk(z) = Bνγ,σ
∪×
(z) = γ exp
(
−
∫
T
1 + ζz
1− ζz dσ(ζ)
)
uniformly on the ompat subsets of D. Proposition 3.2 then shows that
(3.4)
lim
n→∞
exp
(
i arg λn + i
kn∑
k=1
arg bnk −
kn∑
k=1
hnk(z)
)
= γ exp
(
−
∫
T
1 + ζz
1− ζz dσ(ζ)
)
uniformly on the ompat subsets of D. Taking the absolute value on both sides, we
onlude that
(3.5) lim
n→∞
exp
(
−
kn∑
k=1
ℜhnk(z)
)
= exp
(
−
∫
T
ℜ
[
1 + ζz
1− ζz
]
dσ(ζ)
)
, z ∈ D.
Sine
exp
(
i arg λn + i
kn∑
k=1
arg bnk −
kn∑
k=1
hnk(z)
)
= γn exp
(
−
∫
T
1 + ζz
1− ζz dσn(ζ)
)
,
and the real part of the funtion
∑kn
k=1 hnk(z) is the Poisson integral of the measure
dσn
(
ζ
)
, the equation (3.5) uniquely determines the measure σ whih is the weak
luster point of {σn}∞n=1. Hene, σn must onverge weakly to σ. The onvergene
property of the sequene γn follows immediately by letting z = 0 in (3.4) and (3.5).
For the onverse impliation from (3) to (1), one an easily reverse the above steps
to reah (1) by Proposition 3.2. The details are left to the reader. 
The equivalent ondition for the weak onvergene of δλn⊠µn1⊠µn2⊠ · · ·⊠µnkn to
Haar measure m was given in [9, Theorem 4.4℄. It turns out that the same ondition
is also equivalent to the weak onvergene of δλn ∪× µn1 ∪× µn2 ∪× · · · ∪× µnkn to m. We
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will not provide the details of this proof beause they are entirely analogous to the
free ase. We only point out the relevant fat needed in the proof is that
Bµ(0) =
∫
T
ζ dµ(ζ)
for all probability measure µ on T.
Theorem 3.6. For the innitesimal array {µnk}n,k ⊂M×T and a sequene {λn}∞n=1 ⊂
T, the following statements are equivalent:
(1) The sequene δλn ∪× µn1 ∪× µn2 ∪× · · · ∪× µnkn onverges weakly to m.
(2) The sequene δλn ⊠ µn1 ⊠ µn2 ⊠ · · ·⊠ µnkn onverges weakly to m.
(3)
lim
n→∞
kn∑
k=1
∫
T
(1− ℜζ) dµ◦nk(ζ) = +∞.
We onlude this setion by using Theorem 3.5 to determine the multipliative
boolean analogues of Gaussian and Poisson laws on R. The following result generates
a measure analogous to the Gaussian distribution on the real line.
Corollary 3.7. For every t > 0, the funtion
B(z) = exp
(
− t
2
(
1 + z
1− z
))
, z ∈ D,
is of the form B = Bν for some ∪× -innitely divisible measure ν ∈M×T .
Proof. For n > t, we dene
µnk = µn =
1
2
(
δξn + δξn
)
, 1 ≤ k ≤ n,
where
ξn =
√
1− t
n
+ i
√
t
n
.
To apply Theorem 3.5, we hoose τ = 1 so that bnk = 1 for every n and k. Hene we
have µ◦n = µn. As in the statement of Theorem 3.5, we dene the measures
dσn(ζ) = n(1−ℜζ) dµn(ζ),
and the numbers γn = exp
(
in
∫
T
ℑζ dµn(ζ)
)
. Note that γn = 1 for all n ∈ N, and
the p-th Fourier oeient σ̂n(p) of the measure σn is given by
σ̂n(p) =
∫
T
ζ
p
n(1− ℜζ) dµn(ζ) = nℜξpn(1− ℜξn),
where p is an integer. Sine limn→∞ σ̂n(p) = t/2 for all p, we onlude that the
sequene σn onverges weakly on T to the measure
σ =
t
2
δ1.
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Theorem 3.5 then implies that the sequene µn ∪× µn ∪× · · · ∪× µn︸ ︷︷ ︸
n times
onverges weakly to
ν1,σ∪× as n→∞. The desired result now follows from (2.3). 
Denition. A ∪× -innitely divisible measure νγ,σ∪× ∈ M×T is said to be ∪× -normal if
the measure σ is onentrated in the point 1 (i.e., σ = σ(T)δ1).
Our next result produes a boolean analogue of the Poisson distribution on R.
Corollary 3.8. For every t > 0 and λ ∈ T, the funtion
B(z) = exp
(
−t(1− λ)
(
1− z
1− λz
))
, z ∈ D,
is of the form B = Bν for some ∪× -innitely divisible measure ν ∈M×T .
Proof. Note that B = Bδ1 when λ = 1. Assume now λ 6= 1. This time we set
µnk = µn =
(
1− t
n
)
δ1 +
t
n
δλ, 1 ≤ k ≤ n,
and we hoose τ = |arg λ| /2 so that µ◦n = µn. Meanwhile, we dene the measures
σn and the numbers γn as in the proof of Corollary 3.7. Then we have σ̂n(p) =
tλ
p
(1−ℜλ) and γn = eitℑλ, for all p ∈ Z and n ∈ N. Thus, the measures σn onverge
weakly on T to the measure
σ = t(1− ℜλ)δλ,
while the number γ = eitℑλ. Then the proof is ompleted by Theorem 3.5 and the
following observation:
itℑλ− t(1− ℜλ)1 + λz
1− λz = −t
[
−iℑλ+ (1− ℜλ)1 + λz
1− λz
]
= −t
[
(1− λ)(1− z)
1− λz
]
.

4. Classial Convolution on T
Consider an innitesimal array {µnk}n,k ⊂ M×T and a sequene {λn}∞n=1 ⊂ T, we
dene
µn = δλn ∪× µn1 ∪× µn2 ∪× · · · ∪× µnkn,
and
νn = δλn ⊛ µn1 ⊛ µn2 ⊛ · · ·⊛ µnkn,
for every n ∈ N. The aim of urrent setion is to investigate onnetions between the
asymptoti distributional behavior of {µn}∞n=1 and that of {νn}∞n=1. For our purposes,
we introdue the omplex numbers
bnk = exp
(
i
∫
|arg ζ|<1
arg ζ dµnk(ζ)
)
,
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and the entered measures dµ◦nk(ζ) = dµnk(bnkζ). Note that we have
µ̂nk(p) = b
p
nkµ̂
◦
nk(p)
for any integer p, and that the funtion
ζ
p − 1− ipℑζ
1−ℜζ
is ontinuous and bounded on T. (The value of this funtion for ζ = 1 is set at −p2
in order to preserve its ontinuity at that point.)
Theorem 4.1. Assume that γ ∈ T, and that σ is a nite positive Borel measure
on T. If the sequene µn onverges weakly to ν
γ,σ
∪× , then there exists a probability
measure ν on T suh that the sequene νn onverges weakly to ν. Moreover, the
Fourier oeients of the limit law ν an be alulated by the formula:
(4.1) ν̂(p) = γp exp
(∫
T
ζ
p − 1− ipℑζ
1− ℜζ dσ(ζ)
)
, p ∈ Z.
Proof. Observe that ν̂n(0) = 1 for all n ∈ N, and the right side of (4.1) is 1 when
p = 0. Fix now a nonzero integer p. To prove the theorem, it sues to show that
the sequene {ν̂n(p)}∞n=1 has a limit, and that this limit an be identied as the right
side of (4.1). Sine the array {µ◦nk}n,k is innitesimal, the prinipal logarithm of
µ̂◦nk(p) exists when n is suiently large. Moreover, we have
(4.2) ν̂n(p) = exp
(
ip arg λn + ip
kn∑
k=1
arg bnk +
kn∑
k=1
log µ̂◦nk(p)
)
for large n. Dene the omplex numbers Ank = Ank(p) = µ̂◦nk(p)− 1, and set
dσn(ζ) =
kn∑
k=1
(1− ℜζ) dµ◦nk(ζ),
and
γn = exp
(
i arg λn + i
kn∑
k=1
arg bnk + i
kn∑
k=1
∫
T
ℑζ dµ◦nk(ζ)
)
.
By Theorem 3.5, the measures σn onverge weakly on T to the measure σ, and the
limit of the sequene γn is γ. Note that
exp
(
ip arg λn + ip
kn∑
k=1
arg bnk +
kn∑
k=1
Ank
)
= γpn exp
(
kn∑
k=1
[
Ank −
∫
T
ipℑζ dµ◦nk(ζ)
])
= γpn exp
(
kn∑
k=1
∫
T
ζ
p − 1− ipℑζ dµ◦nk(ζ)
)
= γpn exp
(∫
T
ζ
p − 1− ipℑζ
1−ℜζ dσn(ζ)
)
.
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Therefore, we dedue that
lim
n→∞
exp
(
ip arg λn + ip
kn∑
k=1
arg bnk +
kn∑
k=1
Ank
)
= γp exp
(∫
T
ζ
p − 1− ipℑζ
1− ℜζ dσ(ζ)
)
.
The innitesimality of the array {µ◦nk}n,k implies that max1≤k≤kn |Ank| → 0 as
n→∞. Hene for suiently large n the expansion
log µ̂◦nk(p) = log(1 + Ank) = Ank −
1
2
A2nk +
1
3
A3nk − · · ·
holds. Thus, we dedue that log µ̂◦nk(p) = Ank(1 + o(1)) uniformly in k as n→∞.
Denote by Up the set of all omplex numbers ζ ∈ T suh that 3 |arg ζ | < min{1, |pi/p|},
and by Vp the set of all ζ ∈ Up suh that 6 |arg ζ | < min{1, |pi/p|}. We also introdue
the sets U◦p = U◦p (n, k) = {bnkζ : ζ ∈ Up}. By (3.2), we have∣∣∣∣∣
∫
Up
arg ζ dµ◦nk(ζ)
∣∣∣∣∣ =
∣∣∣∣∣arg bnk −
∫
{|arg ζ|<1}\U◦p
arg ζ dµnk(ζ)− arg bnk
∫
U◦p
dµnk(ζ)
∣∣∣∣∣
=
∣∣∣∣∣arg bnkµ◦nk(T \ Up)−
∫
{|arg ζ|<1}\U◦p
arg ζ dµnk(ζ)
∣∣∣∣∣
≤ 2µ◦nk(T \ Vp),
for suiently large n. Hene we onlude, for large n, that
|ℑAnk| ≤
∫
Up
∣∣ℑζp − p arg ζ∣∣ dµ◦nk(ζ) +
∣∣∣∣∣
∫
Up
p arg ζ dµ◦nk(ζ)
∣∣∣∣∣+
∫
T\Up
∣∣ℑζp∣∣ dµ◦nk(ζ)
≤ 2
∫
Up
(1− ℜζp) dµ◦nk(ζ) + (2 |p|+ 1)µ◦nk(T \ Vp)
≤ 2 |ℜAnk|+ (2 |p|+ 1)µ◦nk(T \ Vp).
Meanwhile, the weak onvergene of σn implies that
lim
n→∞
∫
T\Vp
1
1− ℜζ dσn(ζ) =
∫
T\Vp
1
1− ℜζ dσ(ζ).
Sine
kn∑
k=1
µ◦nk(T \ Vp) =
∫
T\Vp
1
1− ℜζ dσn(ζ),
we onlude that
∑kn
k=1 µ
◦
nk(T \ Vp) is bounded.
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Applying Lemma 2.1 to the arrays {Ank}n,k and {log µ̂◦nk(p)}n,k, we onlude at
one that the sequene ν̂n(p) onverges, and
lim
n→∞
ν̂n(p) = lim
n→∞
exp
(
ip arg λn + ip
kn∑
k=1
arg bnk +
kn∑
k=1
Ank
)
= γp exp
(∫
T
ζ
p − 1− ipℑζ
1− ℜζ dσ(ζ)
)
.

Remark. Note that (4.1) implies that the limit law ν in Theorem 4.1 is ⊛-innitely
divisible. Indeed, for every n ∈ N, there exists a probability measure νn on T suh
that
ν̂n(p) = γ
p
n exp
(
1
n
∫
T
ζ
p − 1− ipℑζ
1− ℜζ dσ(ζ)
)
, p ∈ Z.
It follows that ν = νn ⊛ νn ⊛ · · ·⊛ νn︸ ︷︷ ︸
n times
, and hene the measure ν is ⊛-innitely divis-
ible.
Suppose a ∈ R and t > 0. Denote by N(a, t) the Gaussian distribution on R with
mean a and variane t, that is,
dN(a, t)(x) =
1√
2pit
e−
1
2t
(x−a)2 dx, −∞ < x <∞.
Let τ be the ontinuous homomorphism x 7→ eix from R into the irle T. A prob-
ability measure ν on T is alled a normal distribution [14, Chapter V, Setion 5.2℄
if ν is the push-forward measure of a Gaussian law N(a, t) through the map τ . One
omputes its measure ν(S) of a Borel measurable set S ⊂ T as
ν(S) =
∫
argS
∑
n∈Z
1√
2pit
e−
1
2t
(u−a+2npi)2 du,
where the set argS = {arg ζ : ζ ∈ S}. Note that ν is normal if and only if
ν̂(p) = exp
(
iap− t
2
p2
)
, p ∈ Z.
It follows that eah normal distribution on T is ⊛-innitely divisible. The next result
shows that the boolean (or free) entral limit theorem holds if and only if the lassial
entral limit theorem holds. Reall a ∪× -normal distribution on T is a ∪× -innitely
divisible measure νγ,σ∪× suh that the measure σ is onentrated in the point 1.
Corollary 4.2. The sequene µn onverges weakly on T to a ∪× -normal distribution
if and only if the sequene νn onverges weakly on T to a normal distribution.
Proof. If the sequene µn onverges weakly to a ∪× -normal distribution νγ,σ∪× , then
Theorem 4.1 shows that the sequene νn onverges weakly to a probability measure
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ν suh that ν̂(p) = γp exp(−σ({1})p2) for all p ∈ Z. Therefore, the measure ν is a
normal distribution on T.
Assume now that the sequene νn onverges weakly on T to a normal distribution
ν. Then we have
lim
n→∞
ν̂n(p) = ν̂(p) = γ
p exp
(
− t
2
p2
)
, p ∈ Z,
for some γ ∈ T and t > 0. Dene the omplex numbers Ank(p), γn and the measures
σn as in the proof of Theorem 4.1, and note that
exp
(
i arg λn + i
kn∑
k=1
arg bnk +
kn∑
k=1
Ank(1)
)
= γne
−σn(T), n ∈ N.
Let us reall, from Setion 3, the denition of funtions
hnk(z) = −i
∫
T
ℑζ dµ◦nk(ζ) +
∫
T
1 + ζz
1− ζz (1−ℜζ) dµ
◦
nk(ζ), z ∈ D,
and observe that |ℑAnk(1)| = |ℑhnk(0)| and |ℜAnk(1)| = |ℜhnk(0)|. Then (3.3)
shows that there exists M > 0 suh that |ℑAnk(1)| ≤M |ℜAnk(1)| for large n. Sine
log µ̂◦nk(1) = Ank(1)(1 + o(1)) uniformly in k as n→∞, Lemma 2.1 and (4.2) imply
that
lim
n→∞
γne
−σn(T) = lim
n→∞
exp
(
i arg λn + i
kn∑
k=1
arg bnk +
kn∑
k=1
Ank(1)
)
= lim
n→∞
ν̂n(1) = γ exp
(
− t
2
)
Consequently, we have limn→∞ σn(T) = t/2, and limn→∞ γn = γ. In partiular, we
dedue that the family {σn}∞n=1 is tight. Let σ be a weak luster point of {σn}∞n=1,
and suppose that a subsequene σnj onverges weakly to σ as j →∞. Then we have
σ(T) = t/2. Moreover, Theorems 3.5 and 4.1 yield that
γp exp
(
− t
2
p2
)
= ν̂(p) = γp exp
(∫
T
ζ
p − 1− ipℑζ
1− ℜζ dσ(ζ)
)
, p ∈ Z.
Taking the absolute value on both sides, we have
0 =
t
2
p2 −
∫
T
1−ℜζp
1−ℜζ dσ(ζ)
= σ(T)p2 −
∫
T
1− ℜζp
1− ℜζ dσ(ζ) =
∫
T
[
p2 − 1−ℜζ
p
1− ℜζ
]
dσ(ζ),
for every p ∈ Z. Therefore, we dedue that p2 = (1−ℜζp)/(1−ℜζ) for σ-almost all
ζ ∈ T. Sine the funtion ζ 7→ (1− ℜζp)/(1− ℜζ) ahieves its maximum p2 only at
ζ = 1, we onlude that
σ =
t
2
δ1.
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Hene, the full sequene σn must onverge weakly to σ beause σ is unique. The
result now follows by Theorem 3.5. 
Remark. The attentive reader might have notied that a ruial step in the proof of
Corollary 4.2 is that (4.1) uniquely determines the measure σ. The following example
inspired by [17, Chapter IV, Setion 8℄ shows that this phenomenon does not happen
in general. Consider the funtion
f(ζ) = 4piℑζ, ζ ∈ T.
Note that we have
∫
T
ζ
p
f(ζ) dm(ζ) = 2ppii when p = ±1, and ∫
T
ζ
p
f(ζ) dm(ζ) = 0
for other p's. Denote by f+ the positive part of f , and by f− the negative part of f .
Let us introdue measures
dσ1(ζ) = (1− ℜζ)f+(ζ) dm(ζ), dσ2(ζ) = (1− ℜζ)f−(ζ) dm(ζ).
Then σ1 6= σ2, and yet
exp
(∫
T
ζ
p − 1− ipℑζ
1− ℜζ dσ1(ζ)
)
= exp
(∫
T
ζ
p − 1− ipℑζ
1− ℜζ dσ2(ζ)
)
for every p ∈ Z.
We onlude this setion by showing a result onerning the weak onvergene to
Haar measure m.
Theorem 4.3. The sequene
λn
kn∏
k=1
∫
T
ζ dµnk(ζ)
onverges to zero as n→∞ if and only if the sequene µn onverges weakly to m as
n→∞.
Proof. Dene the measures σn and the omplex numbers γn as in the proof of The-
orem 4.1. Then Lemma 2.1 and the proof of Corollary 4.2 show that the sequene
γne
−σn(T)
onverges if and only if the sequene
ν̂n(1) = λn
kn∏
k=1
∫
T
ζ dµnk(ζ)
onverges. Moreover, the two sequenes have the same limit. Therefore, the result
follows at one by Theorem 3.6. 
Remark. Theorem 4.3 shows that if the measures νn onverge weakly to Haar measure
m, then the measures µn onverge weakly to m as well. The example below indiates
that the onverse of this fat may not be true in general. Dene
ρn =
(
1− 1
n
)
δ1 +
1
n
δ−1, n ∈ N.
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Note that we have
ρ̂n(p) =
1 if p is even;1− 2
n
if p is odd.
Theorem 3.6 shows that the sequene ρn ∪× ρn ∪× · · · ∪× ρn︸ ︷︷ ︸
n2 times
onverges weakly tom as n→
∞. However, the sequene ρn ⊛ ρn ⊛ · · ·⊛ ρn︸ ︷︷ ︸
n2 times
onverges weakly to the probability
measure
ν =
1
2
(δ1 + δ−1)
as n → ∞. Note that the limit law ν is ⊛-innitely divisible beause ν ⊛ ν = ν.
However, the measure ν is neither ∪× -innitely divisible nor ⊠-innitely divisible.
5. Measures on R
Let {νnk : n ∈ N, 1 ≤ k ≤ kn} ⊂ MR be an innitesimal array. Dene the
probability measures ν◦nk by
dν◦nk(t) = dνnk(t+ ank),
where the numbers ank ∈ [−1, 1] are given by
ank =
∫
|t|<1
t dνnk(t).
Note that the array {ν◦nk}n,k is innitesimal, and that limn→∞max1≤k≤kn |ank| = 0.
We introdue analyti funtions
fnk(z) =
∫ ∞
−∞
t
1 + t2
dν◦nk(t) +
∫ ∞
−∞
[
1 + tz
z − t
]
t2
1 + t2
dν◦nk(t), z ∈ C+,
and note that
fnk(z) =
∫ ∞
−∞
tz
z − t dν
◦
nk(t)
for every n and k. Moreover, observe that ℑfnk(z) < 0 for all z ∈ C+ unless the
measure ν◦nk = δ0, and that fnk(z) = o(|z|) as z →∞ nontangentially. The following
result is analogous to Lemma 3.1.
Lemma 5.1. Let Γα,β be a trunated one. Then for suiently large n, we have
Eν◦
nk
(z) = fnk(z + ank)(1 + vnk(z)),
where the sequene
vn(z) = max
1≤k≤kn
|vnk(z)|
has properties that limn→∞ vn(z) = 0 for all z ∈ Γα,β, and that vn(z) = o(1) uniformly
in n as |z| → ∞, z ∈ Γα,β.
Proof. It was shown in [5, Proposition 6.1℄ that the funtion Eν◦
nk
(z) an be ap-
proximated by the funtion fnk(z) in the way we stated in the urrent lemma for
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suiently large n. To prove the lemma, we only need to show that the funtion
fnk(z + ank) an be approximated by the funtion fnk(z) in the same way. As in
Lemma 3.1, we may assume that ℑfnk(z) < 0 for all n, k, and z ∈ Γα,β. Then it
sues to show that the sequene
un(z) = max
1≤k≤kn
∣∣∣∣fnk(z + ank)fnk(z) − 1
∣∣∣∣
onverges to zero as n → ∞ for every z ∈ Γα,β, and that un(z) = o(1) uniformly in
n as z →∞, z ∈ Γα,β. Indeed, we have, for all n, k, and z ∈ Γα,β, that
|fnk(z + ank)− fnk(z)| ≤ |ank|
∫ ∞
−∞
t2
|z + ank − t| |z − t| dν
◦
nk(t)
= |ank|
∫ ∞
−∞
t2
|z − t|2
|z − t|
|z + ank − t| dν
◦
nk(t)
≤ 2
√
1 + α2 |ank|
∫ ∞
−∞
t2
|z − t|2 dν
◦
nk(t),
while
|fnk(z)| ≥ |ℑfnk(z)| > ℑz
∫ ∞
−∞
t2
|z − t|2 dν
◦
nk(t).
Hene, we onlude that∣∣∣∣fnk(z + ank)fnk(z) − 1
∣∣∣∣ ≤ |fnk(z + ank)− fnk(z)||ℑfnk(z)| ≤ 2√1 + α2 |ank|ℑz .
The result follows sine limn→∞max1≤k≤kn |ank| = 0. 
As shown in [10, Lemma 3.1℄, the funtions fnk(z) possess remarkable features as
follows. For y ≥ 1, and for suiently large n, we have
|ℜfnk(iy)| ≤ (3 + 6y) |ℑfnk(iy)| , 1 ≤ k ≤ kn,
and
|ℜ [fnk(iy)− bnk(y)]| ≤ 2 |ℑfnk(iy)| , 1 ≤ k ≤ kn,
where the real-valued funtion bnk(y) is given by
bnk(y) =
∫
|t|≥1
[
ank +
(t− ank)y2
y2 + (t− ank)2
]
dνnk(t).
Proposition 5.2. Let {cn}∞n=1 be a sequene of real numbers.
(1) For any y ≥ 1, the sequene {cn +
∑kn
k=1Eνnk(iy)}∞n=1 onverges if and only
if the sequene {cn +
∑kn
k=1 [ank + fnk(iy)]}∞n=1 onverges. Moreover, the two
sequenes have the same limit.
(2) If
L = sup
n≥1
kn∑
k=1
∫ ∞
−∞
t2
1 + t2
dν◦nk(t) < +∞,
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then cn +
∑kn
k=1Eνnk(iy) = o(y) uniformly in n as y → ∞ if and only if
cn +
∑kn
k=1 [ank + fnk(iy)] = o(y) uniformly in n as y →∞.
Proof. Fix y ≥ 1. Sine Eν◦
nk
(z) = Eνnk(z + ank)− ank, we obtain, from Lemma 5.1,
that
−Eνnk(iy) + ank = −fnk(iy)(1 + unk(iy)),
where the sequene un(iy) = max1≤k≤kn |unk(iy)| onverges to zero as n→∞. Thus,
(1) follows from (2.4) and (2.5) by setting znk = −iEνnk(iy) + iank, wnk = −ifnk(iy)
and snk = 0.
Now, let us prove (2). Sine limn→∞max1≤k≤kn |ank| = 0 and un(iy) = o(1)
uniformly in n as y → ∞, we may assume that |ank| ≤ 1/2, and that un(iy) < 1/6,
for all n, k and for suiently large y. Observe that
kn∑
k=1
|bnk(y)| =
kn∑
k=1
∣∣∣∣∫
|t|≥1
[
ank +
(t− ank)y2
y2 + (t− ank)2
]
dνnk(t)
∣∣∣∣
≤ (1 + y)
kn∑
k=1
∫
|t|≥1
1
2
dνnk(t) ≤ 5y
kn∑
k=1
∫
|t|≥1
1
5
dνnk(t)
≤ 5y
kn∑
k=1
∫
|t|≥1
(t− ank)2
1 + (t− ank)2 dνnk(t) ≤ 5yL.
Then (2.4) and (2.5) imply that∣∣∣∣∣
(
kn∑
k=1
Eνnk(iy)
)
−
(
kn∑
k=1
[ank + fnk(iy)]
)∣∣∣∣∣ ≤ 12
∣∣∣∣∣
kn∑
k=1
ℑfnk(iy)
∣∣∣∣∣+ 5yLun(iy),
and
1
2
∣∣∣∣∣
kn∑
k=1
ℑfnk(iy)
∣∣∣∣∣ ≤
∣∣∣∣∣
kn∑
k=1
ℑEνnk(iy)
∣∣∣∣∣+ 5yLun(iy),
for n ∈ N. Then (2) follows sine un(iy) = o(1) uniformly in n as y →∞. 
We are now ready for the main result of this setion. With Proposition 5.2 in
hands, one an follow almost word for word the argument of [10, Theorem 3.3℄ to
prove the following result. Therefore, we will not repeat this rather lengthy proof
here but refer to [10℄ for its details.
Theorem 5.3. Fix a real number γ and a nite positive Borel measure σ on R. Let
{cn}∞n=1 be a sequene of real numbers. Then the following statements are equivalent:
(1) The sequene δcn ∗ νn1 ∗ νn2 ∗ · · · ∗ νnkn onverges weakly to νγ,σ∗ .
(2) The sequene δcn ⊞ νn1 ⊞ νn2 ⊞ · · ·⊞ νnkn onverges weakly to νγ,σ⊞ .
(3) The sequene δcn ⊎ νn1 ⊎ νn2 ⊎ · · · ⊎ νnkn onverges weakly to νγ,σ⊎ .
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(4) The sequene of measures
dσn(t) =
kn∑
k=1
t2
1 + t2
dν◦nk(t)
onverges weakly on R to σ, and the sequene of numbers
γn = cn +
kn∑
k=1
[
ank +
∫ ∞
−∞
t
1 + t2
dν◦nk(t)
]
onverges to γ as n→∞.
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