Abstract. We express the multigraded Betti numbers of an arbitrary monomial ideal in terms of the multigraded Betti numbers of two basic classes of ideals. This decomposition has multiple applications. In some concrete cases, we use it to construct minimal resolutions of classes of monomial ideals; in other cases, we use it to compute projective dimensions. To illustrate the effectiveness of the structural decomposition, we give a new proof of a classic theorem by Charalambous that states the following: let k be a field, and M an Artinian monomial ideal in S = k[x 1 , . . . , xn]; then, for all i, b i (S/M ) ≥ n i .
Introduction
The problem of finding the minimal resolution of an arbitrary monomial ideal in closed form has been deemed utopic by many a mathematician. As a consequence, people have tried to restrict the study of minimal resolutions to particular classes of ideals. Borel ideals, minimally resolved by the Eliahou-Kervaire resolution [EK] ; generic ideals, minimally resolved by the Scarf complex [BPS] ; and dominant ideals, minimally resolved by the Taylor resolution [Al] , are examples of this restrictive approach.
In the first half of this paper, however, we turn to the general problem, and decompose the minimal resolution of an arbitrary monomial ideal in terms of the minimal resolutions of two basic classes that we call dominant, and purely nondominant ideals. More precisely, we express the multigraded Betti numbers of an ideal as the sum of the multigraded Betti numbers of some dominant and some purely nondominant ideals. Since dominant ideals are minimally resolved by their Taylor resolutions, our decomposition reduces the study of minimal monomial resolutions to the study of minimal resolutions of purely nondominant ideals.
Unfortunately, the resolutions of purely nondomiant ideals involve the same challenges that we encounter in the general context. Some of these difficulties are the existence of ghost terms, characteristic dependence, and the striking fact that some of the simplest purely nondominant ideals cannot be minimally resolved by any subcomplex of the Taylor resolution. Thus, in the second half of this work we focus our efforts on one particular case: monomial ideals whose structural decomposition has no purely nondominant part. As a result of this study, we obtain the multigraded Betti numbers of two families that we call 2-semidominant and almost generic ideals.
The structural decomposition is also a useful tool to compute projective dimensions. We prove, for instance, that if an ideal M satisfies certain conditions, pd(S/M ) = 2, and, under some other conditions, pd(S/M ) = n, where n is the number of variables in the polynomial ring. Another result, also related to projective dimensions, is a new proof of a classic theorem of Charalambous [Ch] (see also [Pe, Corollary 21 .6]), stating: let k be a field, and M an Artinian monomial ideal in S = k[x 1 , . . . , x n ]; then, for all i, b i (S/M ) ≥ n i . While the original proof relies on the radical of an ideal, ours is based on the structural decomposition.
The organization of the article is as follows. Section 2 is about background and notation. Sections 3 and 4 are technical. They contain some isomorphism theorems, as well as the structural decomposition theorems advertised above. In section 5, we compute the multigraded Betti numbers of two families of ideals. In section 6, we compute projective dimensions. Section 7 is the conclusion; it includes some comments, questions, and conjectures.
Background and Notation
Throughout this paper S represents a polynomial ring over an arbitrary field k, in a finite number variables. The letter M always denotes a monomial ideal in S. With minor modifications, the constructions that we give below can be found in [Me,Pe] .
Construction 2.1. Let M be generated by a set of monomials {l 1 , . . . , l q }. For every subset {l i1 , . . . , l is } of {l 1 , . . . , l q }, with 1 ≤ i 1 < . . . < i s ≤ q, we create a formal symbol [l i1 , . . . , l is ], called a Taylor symbol. The Taylor symbol associated to {} is denoted by [∅] . For each s = 0, . . . , q, set F s equal to the free S-module with basis {[l i1 , . . . , l is ] : 1 ≤ i 1 < . . . < i s ≤ q} given by the We define the multidegree of a Taylor symbol [l i1 , . . . , l is ], denoted mdeg[l i1 , . . . , l is ], as follows: mdeg[l i1 , . . . , l is ] = lcm(l i1 , . . . , l is ). The Taylor symbols [l i1 , . . . , l is ] are called faces. A Taylor symbol of the form [l i1 , . . . , l ij , . . . , l is ] is referred to as a facet of the face [l i1 , . . . , l is ].
Note: In our construction above, the generating set {l 1 , . . . , l q } is not required to be minimal. Thus, S/M has many Taylor resolutions. We reserve the notation T M for the Taylor resolution of S/M , determined by the minimal generating set of M . (Although some authors define a single Taylor resolution of S/M , our construction is general, like in [Ei] .) Construction 2.2. Let M be minimally generated by {l 1 , . . . , l q }. Let A be the set of Taylor symbols of T M whose multidegrees are not common to other Taylor symbols; that is, a Taylor symbol [σ] 
It can be proven that the g s are well defined (more precisely, that g s (G s ) ⊆ G s−1 ) and that
is a subcomplex of T M , which is called the Scarf complex of S/M . Definition 2.3. Let M be a monomial ideal, and let
be a free resolution of S/M . We say that a basis element [σ] of F has homological degree i, denoted hdeg[σ] = i, if [σ] ∈ F i . F is said to be a minimal resolution if for every i, the differential matrix (f i ) of F has no invertible entries.
Definition 2.4. Let M be a monomial ideal, and let
be a minimal free resolution of S/M .
• For every i ≥ 0, the i th Betti number
• For every i ≥ 0, and every monomial l, the multigraded Betti number b i,l (S/M ) of S/M , in homological degree i and multidegree l, is
Definition 2.5. Let M be minimally generated by a set of monomials G.
• A monomial m ∈ G is called dominant (in G) if there is a variable x, such that for all m ′ ∈ G \ {m}, the exponent with which x appears in the factorization of m is larger than the exponent with which x appears in the factorization of m
• We say that G is purely nondominant when all the elements of G are nondominant. In this case, we also say that M is purely nondominant.
Example 2.6. Let M 1 , M 2 , and M 3 be minimally generated by G 1 = {a 2 , b 3 , ab}, G 2 = {ab, bc, ac}, and G 3 = {a 2 b, ab 3 c, bc 2 }, respectively. Note that a 2 and b 3 are dominant in G 1 , but ab is not. Thus, both the set G 1 and the ideal M 1 are 1-semidominant. On the other hand, ab, bc, and ac are nondominant in G 2 . Therefore, G 2 and M 2 are purely nondominant (as well as 3-semidominant). Finally, a 2 b, ab 3 c, and bc 2 are dominant in G 3 . Thus, G 3 and M 3 are dominant.
Isomorphism Theorems
The notation that we introduce below retains its meaning until the end of this section. Let M be a monomial ideal with minimal generating set G = {m 1 , . . . , m q , n 1 , . . . , n p }, where m 1 , . . . , m q are dominant, and n 1 , . . . , n p are nondominant. Let 1 ≤ d ≤ q, and let H = {h 1 , . . . , h c } = {m d+1 , . . . , m q , n 1 , . . . , n p }. Then G can be expressed in the form
It follows that lcm(h
Example 3.3. Let M , m, and H be as in Example 3.1. The Taylor symbols [h Note: We will say that a monomial l occurs in a resolution F if there is a basis element of F with multidegree l. If a is an entry of a differential matrix of a resolution F and [σ] is an element of the basis of F, by abusing the language we will often say that a is an entry of F and [σ] is an element of F. Moreover, sometimes we will use the notation [σ] ∈ F. [Al, Lemma 4.3] . This means that hdeg
Besides that, f i,m ′ is one to one:
Since 
Similarly, the basis elements of T M with multidegree mm 
, and f is a bijection that sends an element with multidegree m ′ and homological degree i to an element with multidegree mm ′ and homological degree i + j. To better understand the statement of the next theorem, we refer the reader to [Al, Remark 3.4] .
is also a facet of f [θ] and, these elements are of the form:
Let us assume that F k−1 has been defined. If there is an invertible entry a 
are in the basis of G u and determine an entry b
Proof. The proof is by induction on u. If u = 0, (i) and (ii) are the content of Theorem 3.6. Let us assume that parts (i) and (ii) hold for u − 1. We will prove parts (i) and (ii) for u.
(i) We need to show that G u can be defined by the rule
In other words, we must show that 
are in the basis of G u . Finally, we need to prove that b
. In this case, we must also have that hdeg
, by the same lemma. Then, by induction hypothesis, b
Combining the induction hypothesis with [Al, Lemma 3.2(iii)], we obtain
Since the process of making standard cancellations must eventually terminate, there is an integer u ≥ 0, such that F 0 , . . . , F u are defined as above and F u is a minimal resolution of S/M m . For the rest of this section u is such an integer and F u is such a minimal resolution. Moreover, the resolutions F 0 , . . . , F u and G 0 , . . . , G u are also fixed for the rest of this section.
Notation:
′ is the basis of the minimal resolution F u .
is noninvertible.
∈ A ′ and thus, the entry a
πθ is noninvertible. Proof. (i) Since the basis of G u is contained in that of T M , the statement follows from Theorem 3.4(i).
(ii) The set of basis elements of F u , with multidegree m ′ and homological degree i is
Similarly, the set of basis elements of G u , with multidegree mm ′ and homological degree i + j is Let us finally prove that b
by [Al, Lemma 3.2(iv) ], and by Theorem 3.8, b
γ0θ must be noninvertible. This means that the quotient b
is noninvertible, for the difference of two noninvertible monomials is noninvertible.
are in the basis of G u+v , and the
Proof. The proof is by induction on v. If v = 1, the statement is the content of Theorem 3.10. Let us assume that the statement holds for v − 1. Since 
by [Al, Lemma 3.2 (iv) ], and the result follows from induction hypothesis. Now, if
, is noninvertible. This implies that the product b
is noninvertible. Moreover, since b (u+v−1) γv−1δv−1 is invertible, the quotient
Since the process of making standard cancellations must eventually terminate, there is an integer v ≥ 0, such that G u , . . . , G u+v are defined as above, and G u+v is a minimal resolution of S/M .
For the rest of this section, v is such an integer and G u+v is such a minimal resolution. Moreover, the resolutions G u , . . . , G u+v are fixed for the rest of this section. Proof. (i) Since the basis of G is contained in that of T M , this part follows from Theorem 3.4(i).
(ii) This part follows immediately from Theorem 3.9(ii) and Theorem 3.12.
Example 3.14. Consider Example 3.1, again. 
Structural Decomposition Theorems
The notation below retains its meaning until the end of this section. Let M be an ideal with minimal generating set G = {m 1 , . . . , m q , n 1 , . . . , n p }, where m 1 , . . . , m q are dominant and n 1 , . . . , n p are nondominant. Let 1 ≤ d ≤ q, and let H = {m d+1 , . . . , m q , n 1 , . . . , n p }. Then G can be expressed in the form G = {m 1 , . . . , m d , h 1 , . . . , h c }, where H = {h 1 , . . . , h c }.
•
• If c = 0, let C = {(0, 1)} and let M 1 = M . 
Since the basis elements of T M in homological degree k and multidegree l are of the form [m r1 , . . . , m rj , h s1 , . . . , h s k−j ], we must have that {m u1 , . . . , m u j ′ } = {m r1 , . . . , m rj }. In particular, j ′ = j, and m
given by Theorem 4.1, will be called the first structural decomposition of M .
Note that when d = q, we have that c = p, and {h 1 , . . . , h c } = {n 1 , . . . , n p }.
Example 4.3. Consider Example 3.1, again. Recall that M = (m 1 , m 2 , n 1 , n 2 , n 3 , n 4 , n 5 ) = (a 3 b 2 , c 3 d, ac 2 , a 2 c, b 2 d, abc, bcd), where {h 1 , . . . , h 5 } = {n 1 , . . . , n 5 }, and hence, a 2 c, b 2 d, abc, bcd) . 
is neither dominant nor purely nondominant, then its minimal generating set is of the form {u 1 , . . . , u q1 , v 1 , . . . , v p1 }, where u 1 , . . . , u q1 are dominant, v 1 , . . . , v p1 are nondominant, q 1 ≥ 1, p 1 ≥ 1, and 
), and the number p 2 of nondominant generators in its minimal generating set is less than p 1 (because M m,m ′ is minimally generated by at most p 1 monomials). In particular, p 2 ≤ p 1 − 1 ≤ p − 2. Suppose that, after applying Theorem 4.1 r times, we obtain a decomposition b k,l (S/M ) = If some M l1,...,lr is neither dominant nor purely nondominant, then the number p r of nondominant generators in its minimal generating set is less than p r−1 . In particular, p r ≤ p r−1 − 1 ≤ p − r. Therefore, after applying Theorem 4.1 p times, we obtain a decomposition
If we assume that there is an ideal M l1,...,lp which is neither dominant nor purely nondominant, then M l1,...,lp = (z ′ 1 , . . . , z ′ pp−1 ), with p p−1 ≤ p − (p − 1) = 1. But this scenario is not possible, for the minimal generating set of such an ideal must contain at least one dominant generator and at least one nondominant generator. We conclude that each M l1,...,lp is either dominant or purely nondominant. where the ideals M l1,...,lp are either dominant or purely nondominant, and they determine the dominant and purely nondominant part of the second structural decomposition.
Recall that if D is a dominant ideal, its minimal resolution is given by T D [Al, Theorem 4.4] . Therefore, when the second structural decomposition of M has no purely nondominant part, we can immediately compute the multigraded Betti numbers b k,l (S/M ). Such is the case in the next example. , is not dominant. In order to obtain the multigraded Betti numbers of S/M 1 we compute the first structural decomposition of M 1 (we leave the details to the reader):
. Now, if we combine this equation with the first structural decomposition of M , given in Example 4.3, we obtain
Note that this is the second structural decomposition of M , for each ideal on the right side of this decomposition is dominant. In order to compute b k,l (S/M ), it would be unwise to choose integers k and monomials l at random. We might take many guesses and still not find any nonzero multigraded Betti numbers. The right way to compute b k,l (S/M ) is by first computing the minimal resolutions of the dominant ideals on the right side of the decomposition, which we do next.
• The multigraded Betti numbers of S/(c, d) are
2 ) equals one of (0, 1), (1, c),
(1, b), (2, ab); that is, when (k, l) equals one of (1,
2 ) equals one of (0, 1), (1, b), or when (k − 1, l/ac 2 ) equals one of (0, 1), (1, b), or when (k − 1, l/a 2 c) equals one of (0, 1), (1, b); that is, when (k, l) equals one of (2, a 2 c 2 ), (3, a 2 bc 2 ), (1, ac 2 ), (2, abc 2 ), (1, a 2 c), (2, a 2 bc).
• The multigraded Betti numbers of S/(c) are b 0,1 (S/(c)) = b 1,c (S/(c)) = 1.
Therefore, b k,l S (abc, bcd) = 1 when (k, l) equals one of (0, 1), (1, abc), (1, bcd), 
given by Theorem 4.1, will be called the third structural decomposition of M .
Note that when d = 1, the right hand side of the equation above has only two terms. The third strutural decomposition will be instrumental in the proof of Charalambous theorem, in Section 6.
Decompositions without purely nondominant part
When the second structural decomposition of M has no purely nondominant part, the numbers b k,l (S/M ) can be easily computed, as illustrated in Example 4.6. In this section, however, our aim is to compute Betti numbers of classes of ideals rather than single ideals. More specifically, we will introduce two families of ideals whose decompositions have no purely nondominant part, and will give their multigraded Betti numbers explicitly.
Definition 5.1. Let L be the set of all monomials l such that the number of basis elements of T M , with multidegree l is odd.
(i) We say that M has characteristic Betti numbers, if for each monomial l
We say that M has characteristic Betti numbers in minimal homological degrees, if
be the first structural decomposition of M . Then, the second structural decomposition of M has no purely nondominant part if and only if the second structural decomposition of each M m has no purely nondominant part.
is the second structural decomposition of M . Proof. The proof is by induction on the cardinality of the minimal generating set G of M . If #G = 1 or #G = 2, then M is dominant and, by [Al, Corollary 4.5] , M is Scarf. Now, Scarf ideals have characteristic Betti numbers. Suppose now that the theorem holds for ideals with minimal generating sets of cardinality ≤ q − 1. Let us assume that #G = q. By hypothesis, the second structural decomposition of M has no purely nondominant part, which implies that M itself is not purely nondominant. Therefore, G must be of the form G = {m 1 , . . . , m s , n 1 , . . . , n t }, where m 1 , . . . , m s are dominant, n 1 , . . . , n t are nondominant, s > 0, and s + t = q. In particular, t ≤ q − 1. Now, the first structural decomposition of M is
where each M m is minimally generated by at most q − 1 monomials. Then,
Suppose that, for some monomial l,
. By Lemma 5.2, the second structural decomposition of M m ′ has no purely nondominant part and, by induction hypothesis, M m ′ has characteristic Betti numbers. Hence,
Suppose, by means of contradiction, that there is a pair (j, m) 
. . , m vj ). By Proposition 3.2 we have that
Hence, mdeg[m u1 , . . . , m u j ′ , n a1 , . . . , n ac ] and mdeg[m v1 , . . . , m vj , n b1 , . . . , n b d ] are two basis elements of T M , with the same multidegree l. By [Al, Lemma 4.3] , these basis elements must contain the same dominant generators. However, since (j ′ , m ′ ) = (j, m), we must have that {m u1 , . . . , m u ′ j } = {m v1 , . . . , m vj }, a contradiction. Therefore,
We have proven that
Since a minimal resolution F of S/M can be obtained from T M by making series of consecutive cancellations, and given that each consecutive cancellation involves a pair of basis elements of equal multidegree, the number of basis elements of T M with a given multidegree l is even if and only if the number of basis elements of F with multidegree l is even. But the number of basis elements of F with multidegree l is k b k,l (S/M ) ≤ 1, which proves the theorem.
In Example 4.6, we computed the second structural decomposition of the ideal M = (a 3 b 2 , c 3 d, ac 2 , a 2 c, b 2 d, abc, bcd), and noticed that it has no purely nondominant part. Right after, we found the numbers b k,l (S/M ) and proved that, with the language of this section, M has characteristic Betti numbers. This is consistent with Theorem 5.3. Definition 5.5. Suppose that the polynomial ring S has n variables x 1 , . . . , x n . We will say that M is almost generic, if there is an index i such that no variable among x 1 , . . . , x i−1 , x i+1 , . . . , x n appears with the same nonzero exponent in the factorization of two minimal generators of M . Proof. Let G be the minimal generating set of M . By definition, there is an index i such that no variable among x 1 , . . . , x i−1 , x i+1 , . . . , x n appears with the same nonzero exponent in the factorization of two generators in G. Let G = {m 1 , . . . , m s , n 1 , . . . , n t }, where m 1 , . . . , m s are dominant, and n 1 , . . . , n t are nondominant. Then, each M m in the first structural decomposition of M is of the form M m = (n ′ 1 , . . . , n ′ t ). Suppose, by means of contradiction, that some M m is not almost generic. Then, there is a variable x = x i that appears with the same nonzero exponent α in the factorization of two generators n
Let u, v, w be the exponents with which x appears in the factorizations of m, n a , n b , respectively. Note that x appears with exponents u + α and max (u, v) in the factorizations of mn ′ a and lcm(m, n a ), respectively. Since mn ′ a = lcm(m, n a ), we must have that u + α = max (u, v) . It follows that v = u + α. Likewise, x appears with exponents u + α and max(u, w) in the factorizations of mn ′ b and lcm(m, n b ), respectively. Since mn ′ b = lcm(m, n b ), we must have that u + α = max(u, w). It follows that w = u + α. Combining these identities, we deduce that v = w, which implies that x appears with the same nonzero exponent in the factorizations of n a and n b , which contradicts the fact that M is almost generic.
Lemma 5.8. If M is almost generic, its second structural decomposition has no purely nondominant part.
Structural decomposition and Projective Dimension
If the minimal generating set G of M has at least two monomials, and the ring S has n variables, there are two natural bounds for the projective dimension pd (S/M ), namely, 2 ≤ pd (S/M ) ≤ n. In this section we discuss some cases where the lower and upper bounds are achieved.
Hilbert-Burch theorem [Ei, Theorem 20.15] describes the structure of the minimal resolutions of ideals M , when pd(S/M ) = 2. The next theorem gives sufficient conditions for the lower bound pd(S/M ) = 2 to be achieved. Proof. Let G = {m 1 , . . . , m s , n 1 , . . . , n t } be the minimal generating set of M , where m 1 , . . . , m s are dominant, and n 1 , . . . , n t are nondominant. By hypothesis, there is an element n in G that divides the lcm of every pair of elements in G. However, since each m i is dominant, m i ∤ lcm(n 1 , n 2 ). It follows that n must be one of the n 1 , . . . , n t ; say n = n 1 . Let b k,l (S/M ) = The fact that Artinian monomial ideals have maximum projective dimension (in the sense of Hilbert Syzygy theorem) was proven by Charalambous [Ch] (see also [Pe, Corollary 21 .6]), using the radical of an ideal as main tool. Here we give an alternative proof of this fact that relies entirely on the first structural decomposition.
Proof. By induction on n. If n = 1, the result is trivial. Suppose that pd(S/M ) = n − 1, for Artinian ideals M in n − 1 variables. Let M be Artinian in S = k[x 1 , . . . , x n ]. Then, for each i = 1, . . . , n, the minimal generating set G of M contains a monomial x 
) is one of the terms on the right side of the third structural decomposition.
is dominant, x 1 does not appear in the factorization of l Proof. By Theorem 6.3, there is a basis element [σ] in the basis of F M , such that hdeg[σ] = n. By means of contradiction, suppose that the set {x j1 , . . . , x ji } of all variables dividing mdeg[σ] is a proper subset of {x 1 , . . . , x n }; that is i ≤ n − 1. Let m = mdeg[σ]; let G be the minimal generating set of M , and let M m be the ideal generated by {l ∈ G : l | m}. By [GHP, Theorem 2 
We conclude that mdeg[σ] is divisible by x 1 , . . . , x n . Now we are ready to prove Charalambous theorem.
Let X i be the class of all subsets of {x 1 , . . . , x n }, of cardinality i. Then #X i = n i . Let {x j1 , . . . , x ji } ∈ X i . Let G be the minimal generating set of M , and let G j1,...,ji and let M m be the monomial ideal generated by G j1,...,ji . Since M is Artinian in k[x 1 , . . . , x Example 6.7. Let M = (x 3 1 , x 1 x 2 , x 1 x 3 , x 1 x 4 , x 1 x 5 , x 2 x 4 , x 3 x 5 ). Then, the subset G ′ = {x 3 1 , x 1 x 2 , x 1 x 3 , x 1 x 4 , x 1 x 5 } of the minimal generating set of M , satisfies the hypotheses of Theorem 6.6. Hence, pd(S/M ) = 5.
The hypothesis of Theorem 6.6 is more common than it may seem. For instance, Artinian ideals satisfy this condition. The hypothesis of Theorem 6.6 is also satisfied if M is the smallest Borel ideal containing a given monomial. A particular case of Theorem 6.6 is proven in [Ra] .
Conclusion
We close this article with some remarks, questions, and conjectures. The structural decomposition is one of the very few techniques that allow us to compute Betti numbers by hand, not for arbitrary monomial ideals, but for a wide class of them. As a matter of fact, the ideal M in Example 4.6, is minimally generated by 7 monomials and even so we were able to compute the numbers b k,l (S/M ). (Starting with T M , we could also calculate the b k,l (S/M ) by means of consecutive cancellations. But since the basis of T M contains 7 i = 128 elements, and the basis of the minimal resolution of S/M contains 20 elements, we should make 128 − 20 2 = 54 consecutive cancellations, which obviously requires the use of software.) On a different note, the structural decomposition of an ideal M generates a finite family {M m } of ideals that usually has these two properties: a) the minimal generating set of each M m has smaller cardinality than the minimal generating set of M ; b) if M is an ideal in S = k[x 1 , . . . , x n ], then M m is an ideal in a polynomial ring with less than n variables. As a consequence, the structural decomposition works well when one wants to prove facts by induction. Theorems 5.3 and 5.10, for instance, are proven by induction on the cardinaliy of the minimal generating set. On the other hand, Theorem 6.3 is proven by induction on the number of variables.
One last comment. Theorem 5.3 does not depict the entire family of ideals with characteristic Betti numbers. In fact, M = (a 2 bc, b 2 c 2 , a 2 b 2 , abc 2 ) is purely nondominant and has characteristic Betti numbers. What other ideals have characteristic Betti numbers? The next two conjectures suggest some possibilities. Finally, we conjecture that Theorem 6.1 admits a simple generalization.
Conjecture 7.3. If M is minimally generated by more than one monomial, and there is a minimal generator that divides the lcm of every pair of generators, then pd(S/M ) = 2.
