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Abstract
We study scalar multivariate non-stationary subdivision schemes with a general
dilation matrix. We characterize the capability of such schemes to reproduce ex-
ponential polynomials in terms of simple algebraic conditions on their symbols.
These algebraic conditions provide a useful theoretical tool for checking the re-
production properties of existing schemes and for constructing new schemes with
desired reproduction capabilities and other enhanced properties. We illustrate
our results with several examples.
Keywords: Non-stationary subdivision schemes, reproduction and generation
of exponential polynomials, algebraic conditions on subdivision symbols,
subdivision parametrization
1. Introduction
In this paper we study multivariate non-stationary subdivision schemes which
are iterative algorithms based on the repeated application of subdivision oper-
ators
Sa[k] : ℓ(Z
s)→ ℓ(Zs), f [k+1] = Sa[k]f [k], k ≥ 0. (1.1)
The linear subdivision operators Sa[k](
Sa[k]f
[k]
)
α
=
∑
β∈Zs
a
[k]
α−Mβf
[k]
β , α ∈ Zs, k ≥ 0.
depend on a dilation matrix M ∈ Zs×s and on the finite sequences of real
numbers a[k] = {a[k]α , α ∈ Zs}. If convergent, subdivision schemes are used e.g.
for designing curves, surfaces, or multivariate functions.
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The generation properties of subdivision schemes are well-understood and are
characterized in terms of so-called zero conditions, see e.g. [6, 18, 26], on the
mask symbols
a[k](z) =
∑
α∈Zs
a[k]α z
α, k ≥ 0 z ∈ (C \ {0})s .
These conditions on the symbols determine if the subdivision limit belongs to
the function space
EPΓ,Λ = span{xγeλ·x : γ ∈ Γ, λ ∈ Λ}, Γ ⊂ Ns0, Λ ⊂ Cs,
if the starting sequence f [0] in (1.1) is sampled from a function in this space. If
for all functions in EPΓ,Λ, the subdivision scheme generates exactly the same
function from which the corresponding starting sequence f [0] is sampled, then
we say that the scheme reproduces EPΓ,Λ.
The main goal of our study is to characterize the reproduction property of subdi-
vision in terms of zero conditions and some additional conditions on subdivision
symbols. These additional algebraic conditions provide a useful theoretical tool
that simplifies the analysis of reproduction properties of existing schemes and
the construction of new schemes with desired reproduction properties. We would
like to emphasize that the properties of non-stationary subdivision schemes
could be characterized in the Fourier domain in terms of the properties of the
associated basic refinable functions, see e.g [5, 19, 22, 27, 33, 34]. Nevertheless,
we think that it is more advantageous, for construction of new non-stationary
schemes, to provide such characterizations in terms of simple algebraic condi-
tions on the coefficients a[k], k ≥ 0, of the corresponding refinement equations.
The reproduction and generation of EPΓ,Λ or its subspaces are crucial for model-
ing objects of different shapes that e.g. are described by polynomial, trigonomet-
ric or hyperbolic functions. Thus, these reproduction and generation properties
of subdivision are important in CAGD, motion planning, iso-geometric analysis
and for studying approximation properties of subdivision schemes [30, 24]. In
spite of their importance, reproduction properties of non-stationary subdivision
schemes have not been yet studied as rigorously as it is done in the stationary
case when the mask a does not depend on the level k of subdivision recursion.
In the stationary case, characterizations of reproduction of polynomial spaces
(corresponding to Λ = {(0, . . . , 0)}) are given in [7, 9, 21, 23] where, in addi-
tion to zero conditions on the symbol a(z), extra conditions on a(z) and on its
derivatives at (1, . . . , 1) are established.
Characterizations of reproduction properties of binary univariate non-stationary
schemes are given in [12] and we extend them here to the case of multivariate
non-stationary subdivision with a general integer dilation matrix M . We study
the so-called non-singular schemes, i.e the ones that generate a zero function if
and only if f [0] is a zero sequence. The main result of our paper states that a non-
stationary non-singular subdivision scheme defined by the masks {a[k], k ≥ 0}
reproduces EPΓ,Λ if and only if there exists τ ∈ Rs such that the symbols a[k](z)
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and their derivatives Dγa[k](z) satisfy the zero conditions (4.15) and
vγDγa[k](v) = |det(M)| · vMτ−τ
s∏
ℓ=1
γℓ−1∏
j=0
((Mτ − τ )ℓ − j),
for all v = e−λ·M
−(k+1)
, γ ∈ Γ, λ ∈ Λ and k ≥ 0, see Theorem 4.7 for details.
For a convergent non-stationary subdivision scheme, these conditions are suffi-
cient for reproduction of EPΓ,Λ, see subsection 4.2.1. The parameter τ ∈ Rs
above is the so-called shift parameter that determines the parametrization
t[k]α =M
−k(α+ τ ), α ∈ Zs, τ ∈ Rs, k ≥ 0, (1.2)
associated to a given non-stationary subdivision scheme. This parametrization
specifies to which grid points t
[k]
α the newly computed values f
[k]
α are attached
at the k−th level of subdivision recursion. The parametrization also influences
the starting sequences f [0]. The choice of τ does not affect either the generation
property or convergence of a subdivision scheme, but it affects its reproduction
properties. In particular, a correctly chosen shift parameter allows to enrich the
variety of shapes the scheme can reproduce.
The paper is organized as follows: in Section 2, we introduce notation and re-
call some known facts about non-stationary subdivision. In Section 3, for a
non-stationary subdivision scheme, we define the notions of generation and re-
production of spaces of exponential polynomials and emphasize the difference
between these notions. Since the univariate case is certainly simpler to follow,
in Section 4, we first derive the algebraic conditions that characterize the re-
production of exponential polynomials in the univariate m-ary case, M = m,
m ≥ 2. Then, in Subsection 4.2, we extend this characterization to the multi-
variate setting. Finally, in Section 5, we apply the derived algebraic conditions
and study subdivision schemes of any arity associated to exponential B-splines
and exponential box splines. We also show the effect of the correct choice of τ
and also the effect of the renormalization of subdivision symbols on the repro-
duction properties of subdivision. We conclude Section 5 with several univariate
and bivariate examples. All examples illustrate that our algebraic conditions on
subdivision symbols make the construction of new schemes with desired repro-
duction capabilities and with other enhanced properties more efficient.
2. Notation and Subdivision Background
We start this section by setting the notation and continue by recalling some
known facts about non-stationary subdivision schemes.
- N0 is the set of natural numbers that includes zero;
- Multi-indices are denoted by Greek boldface letters α = (α1, . . . , αs)
T ∈
Ns0;
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- Vectors are denoted by boldface letters x ∈ Rs, or z ∈ Cs;
- In the multi-index notation we have xα = xα11 · . . . · xαss , α! = α1! . . . αs!
and |α| = α1 + . . .+ αs for α ∈ Ns0 and x ∈ Rs;
- The product of a real number y ∈ R and a vector x is denoted by yx =
(yx1, . . . , yxs)
T ;
- The scalar product of two s-dimensional (column) vectors x and z is
denoted by x · z = x1z1 + . . .+ xszs;
- The scalar product xTM of an s-dimensional (column) vector x and a
matrix M is denoted by x ·M ;
- For vectors x and y, we have ex = (ex1 , · · · , exs)T and (ex)y = ex·y;
- Fourier transform fˆ of a compactly supported essentially bounded function
f ∈ L∞(Rs) is defined by fˆ(ω) =
∫
Rs
f(x)e−ix·ωdx, ω ∈ Rs;
- A sequence of real numbers indexed by Zs is denoted by boldface letters
a = {aα, α ∈ Zs};
- A sequence of s-dimension vectors indexed by Zs is denoted by capital
boldface letters T = {tα, α ∈ Zs};
- The space of bounded sequences indexed by Zs is denoted by l∞(Z
s);
- By Dγ , γ ∈ Ns0, we denote a directional derivative.
2.1. Non-stationary subdivision schemes
A non-stationary multivariate subdivision scheme is an iterative algorithm
with refinement rules(
Sa[k]f
[k]
)
α
= f [k+1]α =
∑
β∈Zs
a
[k]
α−Mβf
[k]
β , α ∈ Zs, k ≥ 0 , (2.1)
and it generates the refined data sequence f [k+1] = {f [k+1]α , α ∈ Zs} from
f [k] = {f [k]α , α ∈ Zs}. The dilation matrix M ∈ Zs×s is assumed to have all
its eigenvalues greater than 1 in absolute value. Subdivision schemes are based
on the application of the subdivision operators Sa[k] constructed from the so-
called subdivision mask a[k] = {a[k]α , α ∈ Zs} at level k. Each subdivision mask
is assumed to be of finite support, i.e. supp(a[k]) ⊂ [0, Nk]s for some positive
integer Nk. The (non-stationary) subdivision scheme is denoted by S{a[k], k≥0}
and is given by 
Input : f [0], {a[k], k ≥ 0}
For k = 0, 1, 2, . . . ,
f [k+1] = Sa[k]f
[k]
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for some initial data f [0] = {f [0]α , α ∈ Zs}.
The symbols of a non-stationary subdivision scheme are given by Laurent poly-
nomials
a[k](z) =
∑
α∈Zs
a[k]α z
α, z ∈ (C \ {0})s , k ≥ 0 . (2.2)
Denote m = |det(M)| and by E the set of representatives of Zs/MZs. Clearly,
E contains 0 = (0, . . . , 0)T . Define the set
Ξ = {e2πiM−T ξ : ξ is a coset representative of Zs/MTZs} , (2.3)
which contains 1 = (1, 1, . . . , 1)T . The m sub-masks of the masks a[k] are
{a[k]ε+Mα, α ∈ Zs}, ε ∈ E, k ≥ 0 , (2.4)
and their symbols (sub-symbols of the masks) are
a[k]ε (z) =
∑
α∈Zs
a
[k]
ε+Mα z
ε+Mα , ε ∈ E, k ≥ 0 , (2.5)
respectively. The symbols satisfy
a[k](z) =
∑
ε∈E
a[k]ε (z), k ≥ 0 . (2.6)
For a given parametrization T[k] = {t[k]α , α ∈ Zs} in (1.2), a notion of con-
vergence for S{a[k], k≥0} is established using the sequence {F [k], k ≥ 0} of
continuous functions F [k] that interpolate the data f [k] at the parameter values
t
[k]
α , α ∈ Zs, namely
F [k](t[k]α ) = f
[k]
α , α ∈ Zs, k ≥ 0. (2.7)
The scheme S{a[k], k≥0} applied to initial data f
[0] is called convergent, if there
exists a continuous limit function gf [0] (which is nonzero for at least one initial
nonzero sequence) such that the sequence {F [k], k ≥ 0} converges uniformly to
gf [0] , i.e.
gf [0] = lim
k→∞
Sa[k]Sa[k−1] · · ·Sa[0]f [0] = lim
k→∞
F [k]. (2.8)
The scheme S{a[k], k≥0} is called weakly convergent, if the sequence {F [k], k ≥ 0}
in (2.7) converges pointwise to gf [0] ∈ L∞(Rs).
Due to linearity of each subdivision operator Sa[k] , the limit functions gf [0] exist if
and only if the subdivision scheme applied to the initial data δ = {δα,0, α ∈ Zs}
converges to the so-called basic limit function φ = gδ. In this case,
gf [0] =
∑
α∈Zs
f [0]α φ(· −α).
Differently from the stationary case where all masks a[k] are the same, in the
non-stationary setting, one could start the subdivision process with a mask
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at level ℓ ≥ 0 and get a family of subdivision schemes based on the masks
{a[ℓ+k], k ≥ 0}, ℓ ≥ 0. The corresponding subdivision limits are denoted by
g
[ℓ]
f := limk→∞
Sa[ℓ+k]Sa[ℓ+k−1] · · ·Sa[ℓ]f [0], ℓ ≥ 0 .
An interesting fact about the compactly supported basic limit functions φ[ℓ] :=
g
[ℓ]
δ , ℓ ≥ 0, (φ[0] = φ) is that they are mutually refinable, i.e., they satisfy the
functional equations
φ[ℓ] =
∑
α∈Zs
a[ℓ]α φ
[ℓ+1](M · −α), ℓ ≥ 0, with a[ℓ] the ℓ-th level mask. (2.9)
In this paper, we consider subdivision schemes that are non-singular, i.e.
they are convergent (or weakly convergent) and, such that gf [0] = 0 if and only
if f [0] = 0. The following proposition connects the non-singularity of a non-
stationary scheme with the linear independence of the translates of φ[ℓ], ℓ ≥ 0.
Proposition 2.1. If a subdivision scheme S{a[k], k≥0} is non-singular, then the
integer translates of φ[ℓ] are linearly independent for each ℓ ≥ 0.
Proof: If the convergent subdivision scheme S{a[k], k≥0} is non-singular, then
for any starting sequence d = {dα, α ∈ Zs} we have
lim
k→∞
Sa[k+ℓ] . . . Sa[ℓ]d =
∑
α∈Zs
dαφ
[ℓ](· −α) = 0
if and only if d is the zero sequence.
We formulate the converse of Proposition 2.1 separately as it requires addi-
tional assumptions on the functions φ[ℓ].
Proposition 2.2. Let φ[ℓ] ∈ L∞(Rs), ℓ ≥ 0, be compactly supported solutions
of the refinement equations (2.9) and such that their integer shifts are linearly
independent for each ℓ. If there exists L ≥ 0 such that φ[ℓ] additionally satisfy
C‖f‖∞ ≤ ‖
∑
α∈Zs
fαφ
[ℓ](· −α)‖∞, f ∈ l∞(Zs), ℓ ≥ L,
then the scheme S{a[k], k≥0} is non-singular.
Proof: By [15, Theorem 13], the assumptions on φ[ℓ] guarantee that the associ-
ated subdivision scheme S{a[k], k≥0} is convergent. The linear independence of
φ[ℓ] yields the claim.
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3. Exponential polynomials and non-stationary subdivision schemes
In this section, for a non-stationary subdivision scheme, we define the notions
of exponential polynomial generation and exponential polynomial reproduction.
We start by defining the space of exponential polynomials on Rs.
Definition 3.1. For Γ ⊂ Ns0 and Λ ⊂ Cs we define
EPΓ,Λ = span{xγeλ·x, γ ∈ Γ, λ ∈ Λ} .
The following two observations motivate our interest in the function space
EPΓ,Λ.
Remark 3.2. (i) An exponential polynomial p(x) = xγeλx ∈ EPΓ,Λ is a
polynomial, if λ = 0, or is an exponential function, if γ = 0. If γ = 0
and λ ∈ iRs, then p is a trigonometric function, or a hyperbolic function, if
γ = 0 and λ ∈ Rs. The reproduction and generation of EΓ,Λ or its subspaces
by non-stationary subdivision are important in CAGD, motion planning or iso-
geometric analysis.
(ii) We would like to emphasize that the definitions and the proofs of the
results of this Section and Section 4 still apply if one works with a subspace
EPQ of EPΓ,Λ, where Q ⊂ Γ × Λ consists of pairs (γ,λ) for some γ ∈ Γ and
λ ∈ Λ. In this case, the algebraic conditions in (4.2), (4.13), (4.15), (4.21) and
(4.23) should be checked for corresponding pairs
(v,γ), v =
(
ǫ1e
−(λ·M−(k+1))1 , . . . , ǫse
−(λ·M−(k+1))s
)
, ǫ ∈ Ξ, (λ,γ) ∈ Q.
Since most of the properties of a subdivision scheme, e.g. its convergence,
smoothness or its support size, do not depend on the choice of T[k] = {t[k]α , α ∈
Zs}, these are usually set to
t[k]α = M
−kα, α ∈ Zs, k ≥ 0. (3.1)
We refer to the choice in (3.1) as standard parametrization. On the contrary,
the capability of subdivision to reproduce exponential polynomials does depend
on the choice of t
[k]
α and the standard parametrization is not always the optimal
one. We show in this section that the choice
t[k]α = M
−k(α+ τ ), α ∈ Zs, k ≥ 0, (3.2)
with a suitable τ ∈ Rs turns out to be more advantageous.
We call the sequence {T[k], k ≥ 0} with T[k] = {M−k(α + τ ), α ∈ Zs} the
parametrization associated with a subdivision scheme and τ ∈ Rs the corre-
sponding shift parameter.
Definition 3.3. A convergent subdivision scheme S{a[k], k≥0} is said to be
EPΓ,Λ-generating, if there exists a parametrization {T[k], k ≥ 0} with T[k] =
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{t[k]α = M−k(α + τ ), α ∈ Zs} and τ ∈ Rs such that for every initial sequence
f [0] = {p(t[0]α ), α ∈ Zs}, p ∈ EPΓ,Λ, we have
lim
k→∞
Sa[ℓ+k]Sa[ℓ+k−1] . . . Sa[ℓ]f
[0] ∈ EPΓ,Λ ∀ℓ ≥ 0.
We continue by defining the notion of EPΓ,Λ-reproduction.
Definition 3.4. A convergent subdivision scheme S{a[k], k≥0} is said to be
EPΓ,Λ-reproducing, if there exists a parametrization {T[k], k ≥ 0} with T[k] =
{t[k]α = M−k(α + τ ), α ∈ Zs} and τ ∈ Rs such that for every initial sequence
f [0] = {p(t[0]α ), α ∈ Zs}, p ∈ EPΓ,Λ, we have
lim
k→∞
Sa[ℓ+k]Sa[ℓ+k−1] · · ·Sa[ℓ]f [0] = p ∀ℓ ≥ 0.
Note that the generation and the reproduction properties are independent of
the starting level ℓ of refinement.
We define next the step-wise reproduction property of subdivision which is easier
to check than its EPΓ,Λ-reproduction.
Definition 3.5. A convergent subdivision scheme S{a[k], k≥0} is said to be step-
wise EPΓ,Λ-reproducing, if there exists a parametrization {T[k], k ≥ 0} with
T[k] = {t[k]α = M−k(α + τ ), α ∈ Zs} and τ ∈ Rs such that for the sequences
f [k] = {p(t[k]α ), α ∈ Zs}, k ≥ 0, and p ∈ EPΓ,Λ, we have
f [k+1] = Sa[k]f
[k]. (3.3)
It has been already observed in [7] in the stationary multivariate case and
in [12] in the binary non-stationary univariate setting that for non-singular
schemes the concepts of reproduction and step-wise reproduction are equivalent.
Since these results extend easily to the multivariate case we state the following
proposition without a proof.
Proposition 3.6. A non-singular non-stationary subdivision scheme is step-
wise EPΓ,Λ-reproducing if and only if it is EPΓ,Λ-reproducing.
4. Algebraic conditions for generation and reproduction of exponen-
tial polynomials
In this section we derive algebraic conditions that guaranteeEPΓ,Λ−reproduction
by non-stationary subdivision schemes. These conditions are given in terms of
the symbols {a[k], k ≥ 0} which are evaluated at the elements of the sets
Vk = {(v1, . . . , vs)T : vj = ǫje−(λ·M
−(k+1))j , λ ∈ Λ, ǫ ∈ Ξ }, k ≥ 0.
For k ≥ 0, we also define the following sets of vectors
V ′k = {(v1, . . . , vs)T : vj = ǫje−(λ·M
−(k+1))j , λ ∈ Λ, ǫ ∈ Ξ \ {1} }.
To simplify the presentation of the results presented in this section, in sub-
section 4.1, we consider the univariate case first and then extend our results to
the multivariate setting in subsection 4.2.
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4.1. Univariate case
In the univariate case,M = m ≥ 2, E = {0, . . . ,m−1} and Ξ = {e2πim−1ε :
ε ∈ E} consists of the m-th roots of unity. From (2.1), we get that the m-ary
subdivision scheme is given by the repeated application of m different rules(
Sa[k]f
[k]
)
mα+ε
= f
[k+1]
mα+ε =
∑
β∈Z
a
[k]
mβ+εf
[k]
α−β, α ∈ Z, ε ∈ E, k ≥ 0 . (4.1)
The structure of the sets Vk, V
′
k, k ≥ 0, is a lot simpler in the univariate case,
namely,
Vk = {ǫ e−λm
−(k+1)
: λ ∈ Λ, ǫ ∈ Ξ},
and
V ′k = {ǫ e−λm
−(k+1)
: λ ∈ Λ, ǫ ∈ Ξ \ {1}},
for k ≥ 0, respectively.
Remark 4.1. We remark that since our goal is to make the multivariate ex-
tension of univariate results as straightforward as possible, in this subsection
we use notation less common for the univariate setting. For example, we write∑
ε∈E
cε, E = {0, . . . ,m− 1} instead of
m−1∑
j=0
cj.
4.1.1. Generation of exponential polynomials
The following result characterizes the EPΓ,Λ-generation of a non-singular
scheme in terms of the so-called zero conditions (4.2). The proof of Proposition
4.2 in the case m = 2 is given in [36, Theorem 1]. We give the generalization of
this result to the case m ≥ 2 in the notation familiar to subdivision audience.
Proposition 4.2. A non-singular non-stationary subdivision scheme defined by
the symbols {a[k](z), k ≥ 0} is EPΓ,Λ-generating if and only if
Dγa[k](v) = 0, γ ∈ Γ, v ∈ V ′k, k ≥ 0, (4.2)
for V ′k = {ǫ e−λm
−(k+1)
: λ ∈ Λ, ǫ ∈ Ξ \ {1}}.
Proof. Let ℓ ≥ 0 and λ ∈ Λ. We multiply both sides of the non-stationary
refinement equation (2.9) by e−λm
−ℓx, x ∈ R, and get
e−λm
−ℓxφ[ℓ](x) =
∑
α∈Z
a[ℓ]α e
−λm−(ℓ+1)αφ[ℓ+1](mx − α)e−λm−(ℓ+1)(mx−α) . (4.3)
Set Φℓ(x) = e
−λm−ℓxφ[ℓ](x). Then, equation (4.3) becomes
Φℓ(x) =
∑
α∈Z
a[ℓ]α e
−λm−(ℓ+1)αΦℓ+1(mx− α) , (4.4)
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or, equivalently, on the Fourier side,
Φ̂ℓ(ω) = m
−1a[ℓ]
(
e−λm
−(ℓ+1)−im−1ω
)
Φ̂ℓ+1(m
−1ω), (4.5)
where a[ℓ]
(
e−iω
)
=
∑
α∈Z
a[ℓ]α e
−iωα, ω ∈ R. The integer shifts of φ[ℓ] are EPΓ,Λ-
generating, i.e.
EPΓ,Λ ⊂ span{φ[ℓ](x− α) : α ∈ Z} ,
if and only if the functions Φℓ for all λ ∈ Λ satisfy the so-called Strang-Fix
conditions
DγΦ̂ℓ(ω)|ω=2πβ = 0 for β ∈ E \ {0}, γ ∈ Γ,
and Φ̂ℓ(0) 6= 0, see e.g. [35].
Therefore, evaluation of (4.5) at 2πβ, β ∈ E \ {0}, yields
0 = Φ̂ℓ(2πβ) = m
−1a[ℓ]
(
e−λm
−(ℓ+1)−2iπm−1β
)
Φ̂ℓ+1(2πm
−1β). (4.6)
By Proposition 2.1, the system of functions {Φℓ(· − α) : α ∈ Z} is linearly
independent for each ℓ ≥ 0. By [32], its linear independence is equivalent to the
fact that the set {ξ ∈ C : Φ̂ℓ(ξ + 2πβ) = 0 for all β ∈ Z} is empty. Therefore,
with ξ = 2πm−1β ∈ C, the identities (4.6) are satisfied if and only if
a[ℓ](v) = 0, v ∈ V ′ℓ , ℓ ≥ 0 .
Taking derivatives of both sides of (4.5)
DγΦ̂ℓ(ω) = m
−1
∑
η≤γ
(
γ
η
)
Dηa[ℓ]
(
e−λm
−(ℓ+1)−im−1ω
)
Dγ−ηΦ̂ℓ+1(m
−1ω)
and evaluating them at 2πβ, β ∈ E \ {0} yields, by induction on γ, that the
non-singular scheme is EPΓ,Λ-generating if and only if the identities in (4.2) are
satisfied.
We would like to emphasize that the generation properties of subdivision schemes
are well-understood. Our interest lies in better understanding of their repro-
duction properties.
4.1.2. Reproduction of exponential polynomials
In this subsection, in Theorem 4.4, we derive algebraic conditions on the
mask symbols {a[k](z), k ≥ 0} that characterize the EPΓ,Λ-reproduction prop-
erty of the associated non-stationary subdivision scheme. We start by proving
Proposition 4.3 that constitutes the main part of the proof of Theorem 4.4.
Proposition 4.3. A subdivision scheme S{a[k], k≥0} is step-wise EPΓ,Λ-reproducing
if and only if there exists a shift parameter τ ∈ R such that∑
β∈Z
a
[k]
mβ+ε (mβ)
γ′ vmβ+ε = vmτ−τ ǫ−mτ+τ+ε (mτ − τ − ε)γ′
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is satisfied for all v ∈ Vk = {ǫ e−λm−(k+1) : λ ∈ Λ, ǫ ∈ Ξ}, k ≥ 0, γ′ ≤ γ,
γ ∈ Γ, ε ∈ E and ǫ ∈ Ξ.
Proof: Let γ ∈ Γ, λ ∈ Λ and define
f [k]α =
(
m−k(α+ τ)
)γ · eλm−k(α+τ), α ∈ Z, k ≥ 0.
By (4.1) and by definition 3.5, the step-wise reproduction of this sequence is
equivalent to the existence of τ ∈ R such that
f
[k+1]
mα+ε =
∑
β∈Z
a
[k]
mβ+εf
[k]
α−β, ε ∈ E, α ∈ Z, k ≥ 0. (4.7)
Multiplying both sides of (4.7) by e−λm
−(k+1)(mα+mτ+ε) we get∑
β∈Z
a
[k]
mβ+ε
(
m−k(α− β + τ))γ e−λm−(k+1)(mβ+ε)
=
(
m−(k+1)(mα+ ε+ τ)
)γ
e−λm
−(k+1)(mτ−τ), (4.8)
or, equivalently,∑
β∈Z
a
[k]
mβ+ε
(
m−k(α − β + τ))γ e(−λm−(k+1)−2πim−1ε)·(mβ+ε)
= e−2πim
−1ε·(mβ+ε−mτ+τ)
(
m−(k+1)(mα+ ε+ τ)
)γ
e(−λm
−(k+1)−2πim−1ε)(mτ−τ).
Due to the fact that
e2πim
−1ε·mβ = 1 for all ε ∈ E and β ∈ Z,
we have that (4.8) is equivalent to∑
β∈Z
a
[k]
mβ+ε
(
m−k(α− β + τ))γ vmβ+ε
= ǫ−mτ+τ+ε
(
m−(k+1)(mα+ ε+ τ)
)γ
vmτ−τ , (4.9)
for v ∈ Vk. Considering both sides of (4.9) as polynomials in m−kα with(
m−k(α− β + τ))γ =∑
η≤γ
(
γ
η
)(
m−k(−β + τ))η (m−kα)γ−η ,
and(
m−(k+1)(mα+ ε+ τ)
)γ
=
∑
η≤γ
(
γ
η
)(
m−(k+1)(ε+ τ)
)η (
m−kα
)γ−η
,
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we get that (4.9) is equivalent to∑
β∈Z
a
[k]
mβ+ε
(
m−k(−β + τ))η vmβ+ε
= ǫ−mτ+τ+ε
(
m−(k+1)(ε+ τ)
)η
vmτ−τ , v ∈ Vk, η ≤ γ. (4.10)
Next, we expand(
m−(k+1)(mτ + τ −mτ + ε)
)η
=
∑
γ′≤η
(
η
γ′
)(
m−(k+1)(τ −mτ + ε)
)γ′ (
m−kτ
)η−γ′
,
and, similarly,
(
m−k(−β + τ))η. Thus, (4.10) is satisfied if and only if∑
β∈Z
a
[k]
mβ+ε
(−m−kβ)γ′ vmβ+ε =
ǫ−mτ+τ+ε
(
m−(k+1)(τ + ε−mτ)
)γ′
vmτ−τ , v ∈ Vk, γ′ ≤ η ≤ γ. (4.11)
Multiplying both sides by (−mk+1)γ′ , we get the claim.
To formulate the main result of this subsection we define
q0(z) = 1, qγ(z) =
γ−1∏
j=0
(z − j), γ ∈ N0, z ∈ C. (4.12)
Theorem 4.4. A non-singular subdivision scheme S{a[k], k≥0} reproduces EPΓ,Λ
if and only if there exists a shift parameter τ ∈ R such that
vγDγa[k](v) =
{
m · vmτ−τqγ(mτ − τ), for all v such that ǫ = 1,
0, otherwise,
(4.13)
for all v ∈ Vk = {ǫ e−λm−(k+1) : λ ∈ Λ, ǫ ∈ Ξ}, k ≥ 0, γ ∈ Γ.
Proof: Due to Proposition 3.6 it suffices to prove this statement for step-
wise EPΓ,Λ-reproduction. We use Proposition 4.3 and show that the step-wise
EPΓ,Λ-reproduction, is equivalent to the identities (4.13). To this purpose we
consider qγ(mα + ε), for fixed γ ∈ Γ and ε ∈ E, as a polynomial in mα and
write
qγ(mα+ ε) =
∑
η≤γ
cγ,ε,η(mα)
η, cγ,ε,η ∈ R. (4.14)
From (2.6) we get
zγDγa[k](z) =
∑
ε∈E
∑
α∈Z
a
[k]
mα+ε qγ(mα+ ε)z
mα+ε, γ ∈ Γ.
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Let v ∈ Vk. By Proposition 4.3 and by (4.14), the step-wise EPΓ,Λ-reproduction
is equivalent to
vγDγa[k](v) =
∑
ε∈E
∑
α∈Z
a
[k]
mα+ε qγ(mα+ ε) v
mα+ε
=
∑
ε∈E
∑
η≤γ
cγ,ε,η
∑
α∈Z
a
[k]
mα+ε(mα)
ηvmα+ε
= vmτ−τ
∑
ε∈E
ǫ−mτ+τ+ε
∑
η≤γ
cγ,ε,η (mτ − τ − ε)η
= vmτ−τ ǫ−mτ+τqγ(mτ − τ)
∑
ε∈E
ǫε
for some τ ∈ R. The claim follows, due to∑
ε∈E
ǫε =
{
m, ǫ = 1,
0, otherwise.
4.2. Multivariate case
In this subsection we give a closer look at the multivariate case. We will
not repeat results that can be easily extended from the univariate setting by
simply replacing Z, R or C with Zs, Rs or Cs, respectively. This is the case of
Proposition 4.5 which we give without proof.
Recall thatm = |det(M)| determines the cardinality of E = {ε0, . . . , εm−1} and
of Ξ = {e2πiM−T ξ : ξ is a coset representative of M−TZs/Zs}.
Proposition 4.5. A subdivision scheme defined by the symbols {a[k](z), k ≥ 0}
is EPΓ,Λ-generating if and only if
Dγa[k](v) = 0, v ∈ V ′k , γ ∈ Γ, k ≥ 0 , (4.15)
for V ′k = {(v1, . . . , vs)T : vj = ǫje−(λ·M
−(k+1))j , λ ∈ Λ, ǫ ∈ Ξ \ {1} } .
4.2.1. Reproduction of multivariate exponential polynomials
The multivariate extension of Proposition 4.3 can appear trivial after reading
the proof of Proposition 4.6. We believe that would not be the case, if we
omitted its proof. There are also several crucial differences between the proofs
of Theorem 4.7 and its univariate counterpart.
Proposition 4.6. A subdivision scheme S{a[k], k≥0} is step-wise EPΓ,Λ-reproducing
if and only if there exists a shift parameter τ ∈ Rs such that∑
β∈Zs
a
[k]
Mβ+ε
(
M−kβ
)γ′
vMβ+ε = vMτ−τ ǫ−Mτ+τ+ε
(
M−(k+1)(Mτ − τ − ε)
)γ′
is satisfied for all v ∈ Vk = {(v1, . . . , vs)T : vj = ǫje−(λ·M−(k+1))j , λ ∈ Λ, ǫ ∈
Ξ}, k ≥ 0, γ′ ≤ γ, γ ∈ Γ, ε ∈ E and ǫ ∈ Ξ.
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Proof: Let γ ∈ Γ, λ ∈ Λ and define
f [k]α =
(
M−k(α+ τ )
)γ · eλ·M−k(α+τ), α ∈ Zs, k ≥ 0.
By definition, the step-wise reproduction of sequences sampled from the exponential-
polynomials in EPΓ,Λ is equivalent to the existence of τ ∈ Rs such that
f
[k+1]
Mα+ε =
∑
β∈Zs
a
[k]
Mβ+εf
[k]
α−β, ε ∈ E, α ∈ Zs. (4.16)
Multiplying both sides of (4.16) by e−λ·M
−(k+1)(Mα+Mτ+ε) we get∑
β∈Zs
a
[k]
Mβ+ε
(
M−k(α− β + τ ))γ e−λ·M−(k+1)(Mβ+ε)
=
(
M−(k+1)(Mα+ ε+ τ )
)γ
e−λ·M
−(k+1)(Mτ−τ), (4.17)
or, equivalently,∑
β∈Zs
a
[k]
Mβ+ε
(
M−k(α− β + τ ))γ e(−λ·M−(k+1)−2πiM−T ξ)·(Mβ+ε)
= e−2πiM
−T ξ·(Mβ+ε−Mτ+τ)
(
M−(k+1)(Mα+ ε+ τ )
)γ
e(−λ·M
−(k+1)−2πiM−T ξ)·(Mτ−τ).
Now, by properties of scalar products we have M−T ξ ·Mβ = ξ ·M−1Mβ =
ξ · β ∈ Z, and therefore e−2πiM−T ξ·Mβ = 1. Thus, (4.17) is equivalent to∑
β∈Zs
a
[k]
Mβ+ε
(
M−k(α− β + τ ))γ vMβ+ε
= ǫ−Mτ+τ+ε
(
M−(k+1)(Mα+ ε+ τ )
)γ
vMτ−τ , (4.18)
for v ∈ Vk. Considering both sides of (4.18) as polynomials in M−kα with(
M−k(α− β + τ ))γ = ∑
η≤γ
(
γ
η
)(
M−k(−β + τ ))η (M−kα)γ−η
and(
M−(k+1)(Mα+ ε+ τ )
)γ
=
∑
η≤γ
(
γ
η
)(
M−(k+1)(ε+ τ )
)η (
M−kα
)γ−η
,
we get that (4.18) is equivalent to∑
β∈Zs
a
[k]
Mβ+ε
(
M−k(−β + τ ))η vMβ+ε
= ǫ−Mτ+τ+ε
(
M−(k+1)(ε+ τ )
)η
vMτ−τ , v ∈ Vk, η ≤ γ. (4.19)
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Next, we expand(
M−(k+1)(Mτ + τ −Mτ + ε)
)η
=
∑
γ′≤η
(
η
γ′
)(
M−(k+1)(τ −Mτ + ε)
)γ′ (
M−kτ
)η−γ′
and, similarly,
(
M−k(−β + τ ))η. Thus, (4.19) is satisfied if and only if∑
β∈Zs
a
[k]
Mβ+ε
(−M−kβ)γ′ vMβ+ε =
ǫ−Mτ+τ+ε
(
M−(k+1)(τ + ε−Mτ )
)γ′
vMτ−τ , v ∈ Vk, γ ′ ≤ η ≤ γ.
Multiplying both sides by (−1)|γ′|, we get the claim.
Define
q0(z1, . . . , zs) = 1, qγ(z1, . . . , zs) =
s∏
ℓ=1
γℓ−1∏
j=0
(zℓ − j), γ ∈ Ns0. (4.20)
Theorem 4.7. A non-singular subdivision scheme S{a[k], k≥0} reproduces EPΓ,Λ
if and only if there exists a shift parameter τ ∈ Rs such that
vγDγa[k](v) =
{
m · vMτ−τ qγ(Mτ − τ ), for all v such that ǫ = 1,
0, otherwise,
(4.21)
for all v ∈ Vk = {(v1, . . . , vs)T : vj = ǫje−(λ·M−(k+1))j , λ ∈ Λ, ǫ ∈ Ξ}, k ≥ 0,
γ ∈ Γ.
Proof: Due to Proposition 3.6 it suffices to prove this statement for step-wise
reproduction of sequences sampled from elements of EPΓ,Λ. We use Proposi-
tion 4.6 and show that the step-wise EPΓ,Λ-reproduction is equivalent to the
identities (4.21). Consider qγ(Mα+ ε) = qγ(M
k+1M−kα+ ε), for fixed γ ∈ Γ
and ε ∈ E, as a polynomial in M−kα, α ∈ Zs, and write
qγ(M
k+1M−kα+ ε) =
∑
η≤γ
cγ,ε,η
(
M−kα
)η
, cγ,ε,η ∈ R. (4.22)
Let v ∈ Vk. By Proposition 4.6 and by (4.22), the step-wise reproduction is
equivalent to
vγDγa[k](v) =
∑
ε∈E
∑
α∈Zs
a
[k]
Mα+ε qγ(Mα+ ε)v
Mα+ε
=
∑
ε∈E
∑
η≤γ
cγ,ε,η
∑
α∈Zs
a
[k]
Mα+ε
(
M−kα
)η
vMα+ε
=
∑
ε∈E
∑
η≤γ
cγ,ε,η
(
M−(k+1)(Mτ − τ − ε)
)η
vMτ−τ ǫ−Mτ+τ+ε
= vMτ−τǫ−Mτ+τ qγ(Mτ − τ )
∑
ε∈E
ǫε
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for some τ ∈ Rs. The claim follows due to∑
ε∈E
ǫε =
{
m, ǫ = 1,
0, otherwise.
In the case the scheme S{a[k], k≥0} is convergent, but not non-singular, the
conditions (4.21) in Theorem 4.7 are only sufficient for the EPΓ,Λ-reproduction.
Subdivision schemes generating exponential box splines, whose translates are
linearly dependent, are important examples of such convergent schemes. See
[34, Theorem 4.3] for conditions that characterize the linear independence of
exponential box splines.
Corollary 4.8. A convergent subdivision scheme S{a[k], k≥0} reproduces EPΓ,Λ
if there exists a shift parameter τ ∈ Rs such that
vγDγa[k](v) =
{
m · vMτ−τ qγ(Mτ − τ ), for all v such that ǫ = 1,
0, otherwise,
(4.23)
for all v ∈ {(v1, . . . , vs)T : vj = ǫje−(λ·M−(k+1))j , λ ∈ Λ, ǫ ∈ Ξ}, k ≥ 0, γ ∈ Γ.
5. Examples and applications
5.1. Shift factors and interpolatory schemes
The first important application of Theorem 4.7, as in the binary univariate
non-stationary case or as in the stationary multivariate case, is the analysis of
the reproduction properties of interpolatory schemes, i.e. the schemes whose
masks satisfy
a
[k]
Mα = δα,0, α ∈ Zs.
It is also of importance to analyse the effect of the mask shifts on the reproduc-
tion properties of the corresponding schemes. The following results are easily
obtained by combining [12, Corollary 2] and [7, Proposition 3.4] or [12, Propo-
sition 3] and [7, Lemma 3.1], respectively.
Corollary 5.1. A non-singular interpolatory subdivision scheme S{a[k], k≥0} is
EPΓ,Λ-reproducing only if τ = 0. Moreover, the generation of EPΓ,Λ implies
that the scheme reproduces the same space EPΓ,Λ.
Corollary 5.2. If a non-singular subdivision scheme S{a(k), k≥0} reproduces
EPΓ,Λ, then so does the scheme S{b(k), k≥0} defined by the symbols b
(k)(z) =
zβ · a(k)(z), k ≥ 0 and β ∈ Zs.
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5.2. Subdivision schemes for exponential B-splines and exponential box splines
In this subsection we study the reproduction properties of the subdivision
schemes associated with the so-called exponential B-splines and box splines. The
symbols of these schemes even in the non-stationary case play a role of smooth-
ing factors [15]. They also determine the generation properties of subdivision
schemes.
5.2.1. Exponential B-splines
It is well known that in the binary case a non-stationary subdivision scheme
generates univariate exponential polynomials
p(x) = xγeλx λ ∈ C, γ ∈ N0 , (5.1)
if its symbol contains factors of the type
(1 + rk z) with a suitable rk ∈ C.
We show that in the m−ary case such exponential polynomials p are generated
by non-stationary subdivision schemes with symbols containing factors of the
type
(1 + rk z + r
2
k z
2 + · · ·+ rm−1k zm−1) with a suitable rk ∈ C.
The following result is a generalization of a result in [15]. We present it here
as it also allows for derivation of masks of exponential box splines in the next
subsection and illustrates the generation property of the corresponding schemes.
Proposition 5.3. Let a non-stationary m−ary subdivision scheme be given by
a[k](z) = (1 + rk z + r
2
k z
2 + · · ·+ rm−1k zm−1), rk = eλm
−(k+1)
, λ ∈ C, k ≥ 0 ,
(5.2)
then its basic limit function is φ(x) = eλxχ[0,1).
Proof: First we observe that a subdivision scheme based on the masks (5.2)
with support sizeNk = m, whenever convergent or weakly convergent, generates
a basic limit function supported on [0, Nk−1m−1 ] = [0, 1] , see for example [9]. The
subdivision rules corresponding to the symbols in (5.2) are given by
fk+1mα+ε = r
ε
kf
k
α, ε ∈ E . (5.3)
Starting the subdivision process with δ, from (5.3) we get that the value of the
basic limit function φ at any m-adic point
x =
k∑
j=1
m−jεj , εj ∈ E ,
is
φ(x) =
k∏
j=1
r
εj
j−1 .
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At every non m-adic point x =
∞∑
j=1
m−jεj, εj ∈ E, we can define
φ(x) =
∞∏
j=1
r
εj
j−1,
due to
∑
k∈Z+
|1−rk| <∞, which ensures the convergence of this infinite product.
For the point x 6∈ [0, 1) we set φ(x) = 0. To show the continuity of φ at non
m-adic points we consider a sequence of points
{xℓ, ℓ ∈ N0}, with xℓ =
kℓ∑
j=1
m−jεj +
∞∑
j=kℓ+1
m−jεℓj , ε
ℓ
j ∈ E,
such that kℓ goes to infinity as ℓ goes to infinity. Then
lim
ℓ→∞
|φ(xℓ)− φ(x)| = lim
ℓ→∞
∣∣∣∣∣∣
∞∏
j=1
r
εj
j−1 −
kℓ∏
j=1
r
εj
j−1
∞∏
j=kℓ+1
r
εℓj
j−1
∣∣∣∣∣∣ = 0.
The non-uniqueness of the representations of m-adic points
x =
k∑
j=1
m−jεj =
k−1∑
j=1
m−jεj +m
−k(εk − 1) +
∞∑
j=k+1
m−j(m− 1)
with
∞∑
j=k+1
m−j(m− 1) = m−k,
makes the analysis of continuity at these points more involved. Thus, we need
to consider two types of sequences that converge to x from the left and from
the right. This implies that φ is continuous at m-adic points if and only if
rε10 . . . r
εk−1
k−2
(
rεkk−1 − rεk−1k−1
∞∏
k+1
rm−1j−1
)
= 0,
or, equivalently,
rk−1 =
∞∏
j=k+1
rm−1j−1 = r
m−1
k
∞∏
j=k+2
rm−1j−1 = r
m
k ⇔ rk = r1/mk−1 = · · · = r1/m
k
0 .
Hence, for r0 = e
λ/m, λ ∈ C, and rk = eλ/mk+1 we get
φ(x) =
∞∏
j=1
r
εj
j−1 =
∞∏
j=1
r
εjm
−(j+1)
0 =
∞∏
j=1
(
eλεjm
−j
)
= eλ
∑
∞
j=1 m
−jεj = eλx.
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Proposition 5.3 implies that the corresponding subdivision scheme generates
the exponential polynomials eλx. Next, we use the algebraic conditions on the
subdivision symbols in Theorem 4.4 to show how to normalize the symbols
appropriately to ensure the reproduction of exponential polynomials eλx.
Lemma 5.4. Let Γ = {0} and Λ = {λ}, λ ∈ C. Then a non-singular non-
stationary scheme given by
a[k](z) = K [k](1+ rkz+ r
2
kz
2+ · · ·+ rm−1k zm−1), rk = eλm
−(k+1)
, k ≥ 0 , (5.4)
reproduces EPΓ,Λ = {eλx} if and only if K [k] = r−mτ+τk and τ ∈ R.
Proof: In this case
Vk = {e2π iε/me−λm
−(k+1)
: ε ∈ E}, k ≥ 0 .
We only need to check the algebraic condition a[k](v) = mvmτ−τ for v = r−1k =
e−λm
−(k+1)
as the rest of the conditions in (4.13) are trivially satisfied. By
Theorem 4.4 the scheme reproduces EPΓ,Λ if and only if for all k ≥ 0 we have
K [k]m = a[k](r−1k ) = mr
−mτ+τ
k .
All these identities are satisfied for τ ∈ R and K [k] = r−mτ+τk .
In the following remark we list several important properties of the exponen-
tial B-splines.
Remark 5.5. (i) The scheme associated with
a[k](z) =
(∑
ε∈E
rεkz
ε
)(∑
ε∈E
sεkz
ε
)
(5.5)
for rk = e
λm−(k+1) and sk = e
µm−(k+1) , λ, µ ∈ C, k ≥ 0, is convergent, [15, 16].
It has the basic limit function φ = φ1 ∗ φ2 with φ1(x) := eλxχ[0,1) and φ2(x) =
eµxχ[0,1). The function φ1 ∗ φ2 is C0, locally an exponential function on [0, 1)
and [1, 2), globally supported on [0, 2) and is a linear combination of eλx and
eµx.
(ii) In general, the n-fold convolution φ = β1 ∗ β2 ∗ · · · ∗ βn is Cn−2, locally
an exponential function on [J − 1, J), J = 1, . . . , n, globally supported on [0, n)
and is a linear combination of the corresponding exponential functions. Such a
function φ is a basic limit function of the non-stationary scheme given by n-fold
products of the symbols in (5.2). Thus, exponential polynomials are generated
by non-stationary subdivision schemes with factors in (5.2).
(iii) By [34, Theorem 4.3] and the compact support of the masks, the exponential
B-splines satisfy the assumptions of Proposition 2.2, if no two purely imaginary
λ and µ satisfy m−ℓ(λ − µ) = 2πiℓ for ℓ ≥ L, L ≥ 0. Thus, the corresponding
non-stationary schemes are non-singular.
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In the case of several exponential factors the space EPΓ,Λ that is reproduced
by the associated non-stationary subdivision scheme is at most of dimension 2.
The results of Propositions 5.6 and 5.7 are consistent with the observation in
[24] for the case m = 2.
Proposition 5.6. Let Γ = {0} and Λ = {λ}, λ ∈ C. Then the non-singular
non-stationary scheme defined by
a[k](z) = K [k](1+rkz+r
2
kz
2+ · · ·+rm−1k zm−1)n, rk = eλm
−(k+1)
, n ≥ 2, (5.6)
reproduces at most EPΓ,Λ = {eλx, xeλx}, if K [k] = m1−nr−mτ+τk and τ ∈ R.
Proof: We only need to check the algebraic conditions a[k](v) = mvmτ−τ and
v da
[k](z)
dz z=v
= mvmτ−ττ at v = r−1k = e
−λm−(k+1) as the rest of the conditions
in (4.13) are trivially satisfied. By Theorem 4.4 the scheme reproduces EPΓ,Λ
if and only if
K [k]mn = mr−mτ+τk
r−1k K
[k]nrkm
n−1m(m− 1)
2
= mr−mτ+τk τ .
The first two identities imply that K [k] = m1−nr−mτ+τk with τ =
n(m−1)
2 .
Next, to guarantee the reproduction of the exponential polynomial x2eλx, the
algebraic condition v2 d
2a[k](z)
dz2 z=v
= mvmτ−ττ(τ − 1) should be satisfied. Or,
equivalently, we get
r−2k K
[k]
(
n(n− 1)r2kmn−2
(m− 1)2m2
4
+ nmn−1r2k
1
3
m(m− 1)(m− 2)
)
= mr−mτ+τk τ(τ−1),
that becomes
1
4
n(n− 1)(m− 1)2 + 1
3
n(m− 1)(m− 2) = n(m− 1)
2
(
n(m− 1)
2
− 1
)
,
or, equivalently,
3(n− 1)(m− 1) + 4(m− 2) = 3n(m− 1)− 6
which can be only satisfied for m = −1.
We continue with the analysis of another case.
Proposition 5.7. Let Γ = {0} and Λ = {λ, µ}, λ, µ ∈ C, λ 6= µ. Then the
non-singular non-stationary scheme given by
a[k](z) = K [k]
(∑
ε∈E
rεkz
ε
)n(∑
ε∈E
sεkz
ε
)n
, rk = e
λm−(k+1) , sk = e
µm−(k+1)
(5.7)
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reproduces at most EPΓ,Λ = {eλx, eµx}, if
K [k] = m1−n
(∑
ε∈E
rm−1−εk s
ε
k
)−n
and τ = n.
Proof: We only need to ensure that a[k](v) = mvmτ−τ for v ∈ {r−1k , s−1k } as
the rest of the conditions in (4.13) are trivially satisfied. By Theorem 4.4, the
scheme reproduces EPΓ,Λ if and only if
K [k]mn
(∑
ε∈E
r−εk s
ε
k
)n
= mr−mτ+τk ,
K [k]mn
(∑
ε∈E
rεks
−ε
k
)n
= ms−mτ+τk .
Therefore, the reproduction of EPΓ,Λ is possible if and only if
K [k]mnr
n(1−m)
k
(∑
ε∈E
rm−1−εk s
ε
k
)n
= mr−mτ+τk
K [k]mns
n(1−m)
k
(∑
ε∈E
rεks
m−1−ε
k
)n
= ms−mτ+τk ,
or, equivalently,
r
(τ−n)(1−m)
k = s
(τ−n)(1−m)
k ,
which is the case if and only if either τ = n or λ = µ. For τ = n the conditions
on the first derivative of a[k](z) at z = r−1k are satisfied if and only if λ = µ.
Remark 5.8. Increasing the number of different factors in (5.7) to 3 would
lead to the system of equations(∑
ε∈E
wm−1−εk s
ε
k
)n
r
(τ−2n)(1−m)
k =
(∑
ε∈E
wm−1−εk r
ε
k
)n
s
(τ−2n)(1−m)
k
=
(∑
ε∈E
rm−1−εk s
ε
k
)n
w
(τ−2n)(1−m)
k
in four unknowns τ , rk = e
λm−(k+1) , sk = e
µm−(k+1) and wk = e
ηm−(k+1) .
Numerical experiments show that these are satisfied when either λ = η = µ or
only two of λ, η, µ are different. The analysis of other possible schemes is not
one of our goals.
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5.3. Exponential box splines
In this subsection we describe the structure of the symbols of non-stationary
schemes associated with exponential box splines. We use them in subsection 5.6
to define a non-stationary butterfly scheme.
Let M = nI, n ≥ 2. Then m = |detM | = ns and E = {0, n− 1}s.
Proposition 5.9. Let
a[k](z) =
∑
ε∈E
rεkz
ε, k ≥ 0, rk = eλ·M
−k−1
, λ ∈ Cs . (5.8)
Then the basic limit function is φ(x) = eλ·xχ[0,1)s .
Proof: As the symbols a[k](z) have a tensor-product structure, the proof is a
straightforward generalization of our univariate result on exponential B-splines.
We only need to observe that (see e.g. [20]), even for general dilation matrices,
every point x in the support of φ has the representation
x =
∞∑
j=1
M−jεj , εj ∈ E . (5.9)
The difficulty of studying the continuity of φ arises only at the points having at
least one M−adic component, i.e.,
xℓ =
k∑
j=1
(
M−jεj
)
ℓ
=
k−1∑
j=1
(
M−jεj
)
ℓ
+n−k(εk,ℓ−1)+
∞∑
j=k+1
M−j(n−1)1ℓ, εk,ℓ 6= 0 ,
where 1ℓ is the standard ℓ−th unit vector of Rs and
∞∑
j=k+1
M−j(n− 1)1 = M−k−1
 ∞∑
j=0
M−j
 (n− 1)1
= M−k−1
(
I −M−1)−1 (n− 1)1
= M−k (M − I)−1 (n− 1)1 =M−k1 .
Remark 5.10. By [33, (4.1)] or by [15, example 6], the scheme defined by the
masks in (5.8) converges weakly to an exponential box spline eλxχ[0,1)s, where
χ[0,1)s is a characteristic function of [0, 1)
s. To get the similar result for φ with
sets of directions Υ = {υ1, . . . υs}, spanΥ = Rs, other than E, one just carries
out the affine transformation y = [υ1 . . . υs]x for x ∈ [0, 1)s. See [15, example
6] for the masks of the smoother exponential box splines.
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5.4. A C2 binary, non-stationary, dual 4-point subdivision scheme reproducing
conics
In this and the following subsections we show that our algebraic conditions
in (4.13) can be efficiently used for constructing new univariate subdivision
schemes with desired reproduction properties and with enhanced smoothness.
We start by deriving the non-stationary counterpart of the binary dual 4-
point subdivision scheme in [17]. We show that, compared to the binary non-
stationary interpolatory 4-point scheme in [1], our scheme reproduces the same
space of exponential polynomials, i.e. span{1, x, eλx, e−λx} with λ ∈ (R ∪ iR)\
{0}, but it is C2 instead of C1. Furthermore, among all existing non-stationary
binary schemes that are C2 and reproduce conic sections, see [10, 11, 12, 18, 24,
25, 31], our scheme turns out to be the one with the smallest support.
In order to define our scheme, we consider a sequence of masks of the form
a[k] = {· · · , 0, c[k]3,2, c[k]0,1, c[k]2,2, c[k]1,1, c[k]1,2, c[k]2,1, c[k]0,2, c[k]3,1, 0 · · · }, k ≥ 0,
and make use of Corollary 4.8 to determine c
[k]
i,j , i = 0, . . . , 3, j = 1, 2, and the
shift parameter τ ∈ R such that the space span{1, x, eλx, e−λx} is reproduced.
Namely, let Λ = {0, λ,−λ}, λ ∈ (R ∪ iR) \ {0}, and Γ = {0, 1}. Then, for
E = {0, 1} and k ≥ 0, we have
Vk =
{
eπ iεe−λ 2
−(k+1)
: ε ∈ E, λ ∈ Λ
}
and
V ′k =
{
−e−λ 2−(k+1) : λ ∈ Λ
}
= {−eλ2−(k+1) ,−e−λ2−(k+1) ,−1}.
Thus, by Corollary 4.8 and Remark 3.2 (ii), forQ = {(0, 0), (1, 0), (0, λ), (0,−λ)},
we need to solve the following linear system of 8 equations in 8 unknowns
a[k](v) = 0, ∀v ∈ V ′k,
a[k](v) = 2 vτ , ∀v ∈ {eλ2−(k+1) , e−λ2−(k+1) , 1},
da[k](z)
dz |z=v = 0, for v = −1,
da[k](z)
dz |z=v = 2τ, for v = 1.
We get τ = − 12 and
c
[k]
0,2 = c
[k]
0,1 = −
6(w[k])2 + 2w[k] − 1
64(w[k])3(2(w[k])2 − 1)(w[k] + 1) ,
c
[k]
1,2 = c
[k]
1,1 =
10(w[k])2 + 2w[k] − 3
64(w[k])3(2(w[k])2 − 1)(w[k] + 1) +
3
4
,
c
[k]
2,2 = c
[k]
2,1 =
−2(w[k])2 + 2w[k] + 3
64(w[k])3(2(w[k])2 − 1)(w[k] + 1) +
1
4
,
c
[k]
3,2 = c
[k]
3,1 = −
2(w[k])2 + 2w[k] + 1
64(w[k])3(2(w[k])2 − 1)(w[k] + 1) ,
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with
w[k] =
1
2
(e2
−(k+1)λ/2 + e−2
−(k+1)λ/2) .
In conclusion, the non-stationary dual 4-point subdivision scheme we propose
is defined by the k-level symbol
a[k](z) = −z−4 1
64(w[k])3(2(w[k])2−1)(w[k]+1)
(z + 1)3
(
z2 + (4(w[k])2 − 2)z + 1
)
·
·
(
(2(w[k])2 + 2w[k] + 1)z2 − (8(w[k])4 + 8(w[k])3 + 2)z + 2(w[k])2 + 2w[k] + 1
)
.
We observe that
lim
k→∞
c
[k]
0,1 = −
7
128
, lim
k→∞
c
[k]
1,1 =
105
128
, lim
k→∞
c
[k]
2,1 =
35
128
, lim
k→∞
c
[k]
3,1 = −
5
128
,
i.e. when k tends to infinity a[k] converges to the mask of the above mentioned
stationary dual 4-point subdivision scheme. More precisely, the result in [15,
Theorem 8], implies that our non-stationary scheme is asymptotically equivalent
(of “order” 2) to the stationary dual 4-point subdivision scheme in [17]. This
property allows us to conclude that our scheme is indeed C2.
5.5. A C2 ternary, non-stationary, dual 4-point subdivision scheme reproducing
conics
In this subsection we derive a C2 ternary, non-stationary, dual 4-point sub-
division scheme reproducing the space span{1, x, eλx, e−λx} with λ ∈ (R ∪ iR)\
{0}. Compared with the ternary, non-stationary, interpolatory 4-point scheme
in [2], our scheme will have an additional feature of reproducing conic sections.
Compared with the ternary, non-stationary, interpolatory 4-point scheme that
reproduces the same space of exponential polynomials and is C1 [3, 4], our
scheme will be C2.
As in the previous subsection, we start by defining a sequence of masks of the
form
a[k] = {· · · , 0, c[k]0,3, c[k]0,2, c[k]0,1, c[k]1,3, c[k]1,2, c[k]1,1, c[k]2,3, c[k]2,2, c[k]2,1, c[k]3,3, c[k]3,2, c[k]3,1, 0, · · · } ,
and we derive the coefficients c
[k]
i,j , i = 0, . . . , 3, j = 1, 2, 3, and the shift param-
eter τ ∈ R by requiring that the scheme reproduces span{1, x, eλx, e−λx}. Let
Λ = {0, λ,−λ}, λ ∈ (R ∪ iR) \ {0}, and Γ = {0, 1}. Then, for E = {0, 1, 2} and
k ≥ 0, we have
Vk =
{
e
2π iε
3 e−λ 3
−(k+1)
: ε ∈ E, λ ∈ Λ
}
and
V ′k =
{
e
2π iε
3 e−λ 3
−(k+1)
: ε ∈ E \ {0}, λ ∈ Λ
}
.
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The corresponding algebraic conditions of Corollary 4.8 and Remark 3.2 (ii)
with Q = {(0, 0), (1, 0), (0, λ), (0,−λ)} lead to the following system of 12 equa-
tions in 12 unknown
a[k](v) = 0, ∀v ∈ V ′k,
a[k](v) = 3 v2τ , ∀v ∈ {eλ 3−(k+1) , e−λ 3−(k+1) , 1},
da[k](z)
dz |z=v = 0, v = e
2π iε
3 , ε = 1, 2,
da[k](z)
dz |z=v = 6τ for v = 1.
Solving the above system we get τ = − 14 ,
c
[k]
0,2 = −
1
8w[k](2w[k] − 1)2(4(w[k])2 − 3)(w[k] + 1) ,
c
[k]
1,2 =
1
8w[k](2w[k] − 1)2(4(w[k])2 − 3)(w[k] + 1) +
1
2
,
c
[k]
2,2 =
1
8w[k](2w[k] − 1)2(4(w[k])2 − 3)(w[k] + 1) +
1
2
,
c
[k]
3,2 = −
1
8w[k](2w[k] − 1)2(4(w[k])2 − 3)(w[k] + 1)
and
c
[k]
0,3 = c
[k]
3,1 =
16(w[k])4 + 16(w[k])3 + 3
24w[k](4(w[k])2 − 1)3(−4(w[k])3 − 4(w[k])2 + 3w[k] + 3) ,
c
[k]
1,3 = c
[k]
2,1 = −
16(w[k])4 − 16(w[k])2 − 4w[k] − 1
8w[k](2w[k] − 1)3(2w[k] + 1)3(4(w[k])2 − 3)(w[k] + 1) +
1
6
,
c
[k]
2,3 = c
[k]
1,1 =
48(w[k])4 + 16(w[k])3 − 32(w[k])2 − 8w[k] + 1
8w[k](2w[k] − 1)3(2w[k] + 1)3(4(w[k])2 − 3)(w[k] + 1) +
5
6
,
c
[k]
3,3 = c
[k]
0,1 =
80(w[k])4 + 32(w[k])3 − 48(w[k])2 − 12w[k] + 3
24w[k](4(w[k])2 − 1)3(−4(w[k])3 − 4(w[k])2 + 3w[k] + 3)
where
w[k] =
1
2
(
e3
−(k+1)λ/2 + e−3
−(k+1)λ/2
)
.
The resulting k-level symbol is
a[k](z) = −z−6K [k] (z2 + z + 1)2(z + 1)(
z4 + (4(w[k])2 − 2)z3 + (16(w[k])4 − 16(w[k])2 + 3)z2 + (4(w[k])2 − 2)z + 1
)
·(
(16(w[k])4 + 16(w[k])3 + 3)z2 + (−64(w[k])6 − 64(w[k])5 + 32(w[k])4+
32(w[k])3 − 12(w[k])2 − 12w[k] − 6)z + 16(w[k])4 + 16(w[k])3 + 3
)
,
where
K [k] =
1
24w[k](2w[k] − 1)3(2w[k] + 1)3(4(w[k])2 − 3)(w[k] + 1) .
25
This non-stationary dual 4-point scheme is “order” 2 asymptotically equivalent
to the stationary dual 4-point scheme with the mask
lim
k→∞
a[k] =
{
− 35
1296
, − 1
16
, − 55
1296
,
77
432
,
9
16
,
385
432
,
385
432
,
9
16
,
77
432
, − 55
1296
, − 1
16
, − 35
1296
}
.
and its symbol satisfies
lim
k→∞
a[k](z) = −z−6 1
1296
(z2 + z + 1)4(z + 1)(35z2 − 94z + 35).
By [13, Section 5.2], this stationary scheme is C2. Thus, applying [15, Theorem
8] we deduce that our non-stationary scheme is also C2.
The rest of this section is devoted to the multivariate case.
5.6. Non-stationary butterfly scheme
In this subsection, we derive a non-stationary butterfly scheme using the
results in [8]. Let rk = e
λ2−(k+1) , λ ∈ R2 ∪ iR2 and k ≥ 0. The symbols of the
non-stationary butterfly scheme we construct are combinations of the symbols
B
[k]
j,h,ℓ(z1, z2) =
(
1 + rk,1z1
2
)j (
1 + rk,2z2
2
)h(
1 + rk,1rk,2z1z2
2
)ℓ
, j, h, ℓ ∈ N,
corresponding to the three-directional exponential box splines. In this case,
M = 2I,
E =
{
(0, 0)T , (1, 0)T , (0, 1)T , (1, 1)T
}
and
Ξ =
{
(1, 1)T , (−1, 1)T , (1,−1)T , (−1,−1)T} .
It is easy to check that the symbols
a[k](z) = 4
(
7 rk,1rk,2z1z2B
[k]
2,2,2(z) − 2 rk,1z1B[k]1,3,3(z)− 2 rk,2z2B[k]3,1,3(z)
− 2 rk,1rk,2z1z2B[k]3,3,1(z)
)
, k ≥ 0,
satisfy (4.23) for Γ = {γ ∈ N20 : |γ| < 4} and for
V ′k =
{
(−r−1k,1, r−1k,2)T , (r−1k,1,−r−1k,2)T , (−r−1k,1,−r−1k,2)T
}
.
Thus, the scheme S{a[k], k≥0} is EPλ,Γ−generating. The scheme is also interpo-
latory, since the symbols satisfy
z−31 z
−3
2
(
a[k](z1, z2) + a
[k](−z1, z2) + a[k](z1,−z2) + a[k](−z1,−z2)
)
= 4, k ≥ 0.
Thus, by Corollary 5.1, it is also EPλ,Γ−reproducing with τ = (0, 0)T . We
observe that our algebraic conditions allow us to simplify the construction of
the non-stationary butterfly scheme in [29] and to improve its reproduction
properties. The smoothness analysis of this scheme is done using standard
techniques in [16].
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5.7. Non-stationary schemes obtained by convolution
Another example is of a non-stationary subdivision scheme with dilation
matrix M =
(
2 1
0 2
)
with m = 4. In this case we have
E =
{
(0, 0)T , (1, 0)T , (1, 1)T , (2, 1)T
}
, Ξ =
{
(1, 1)T , (1,−1)T , (−1, i)T , (−1,−i)T} ,
since the coset representatives of Zs/MTZs are {(0, 0)T , (1, 0)T , (1, 1)T , (1, 2)T}.
The results in [6, 14] imply that the stationary scheme associated with the
symbol
a(z) =
1
4
b2(z), b(z) =
∑
ε∈E
zε,
is convergent. Thus, by [15], the non-stationary scheme given by the symbols
a[k](z) =
1
4
(
b[k](z)
)2
, b[k](z) =
∑
ε∈E
rεkz
ε, k ≥ 0,
is also convergent, if rk satisfy
∑
k∈Z+
|1 − rk| < ∞. For example, we let rk =
eλ·M
−(k+1)
for some λ ∈ R2 ∪ iR2. The conditions in (4.15) are satisfied for
the associated V ′k . Thus, this non-stationary scheme generates polynomials
{xγeλ·x : γ ∈ Ns0, |γ| ≤ 1}. Furthermore, due to q(0,0)(z) = 1, we get that
the condition
4 = a[k](v) = 4 · vMτ−τ , v = (r−1k,1, r−1k,2),
is satisfied if and only if τ = (0, 0)T . Moreover, e.g. for γ = (1, 0)T , the
condition
8 = v(1,0)D(1,0)a[k](v) = 4 · vMτ−τ q(1,0)(0) = 4 · vMτ−τ
cannot be satisfied for v = (r−1k,1, r
−1
k,2) and τ = (0, 0)
T . Thus, we can only con-
clude that the non-stationary scheme reproduces eλ·x with this shift parameter
τ .
We show next how to rescale the symbols a[k](z) appropriately in order to
enlarge the space of exponential polynomials that is being reproduced. To do
so, let a[k](z) = K [k]
(
b[k](z)
)2
, where K [k], k ≥ 0, are to be determined from
our algebraic conditions. For v = (r−1k,1, r
−1
k,2), we get the system of equations
4K [k] = vMτ−τ , Mτ − τ = (τ1 + τ2, τ2)T ,
8K [k] = vMτ−τ q(1,0)(Mτ − τ ) = vMτ−τ (τ1 + τ2),
4K [k] = vMτ−τ q(0,1)(Mτ − τ ) = vMτ−τ τ2.
The unique solution of this system is
K [k] =
1
4
vMτ−τ and τ = (1, 1)T .
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Thus, the non-stationary scheme given by the symbols
a[k](z) =
1
4
r−Mτ+τk
(
b[k](z)
)2
, b[k](z) =
∑
ε∈E
rεkz
ε, k ≥ 0,
generates and reproduces the space {xγeλ·x : γ ∈ Ns0, |γ| ≤ 1} for some
λ ∈ R2 ∪ iR2 and τ = (1, 1)T .
5.8.
√
3− subdivision
The results of this paper also generalize the results of [7] on polynomial
reproduction of stationary schemes to the case of a general dilation matrix.
This example shows how to determine the degree of polynomial reproduction
of the approximating
√
3−subdivision schemes given in [28, page 21] from the
corresponding mask symbol a(z) instead of the iterated symbol a(z1z
−2
2 , z
2
1z
−1
2 )·
a(z), as it is done in [7]. We also show how to use affine combinations of these
schemes to improve their degree of polynomial reproduction, i.e. corresponding
to Λ = {0}.
The dilation matrix in this case is
M =
(
1 2
−2 −1
)
, M2 = −3I,
and the mask symbol is given by
a(z) =
1
6
(
z1z2 + z
−1
1 z
−1
2 + z
−1
1 z
2
2 + z
−2
1 z2 + z1z
−2
2 + z
2
1z
−1
2
)
+
1
3
(
z−11 + z2 + z1z
−1
2
)
+
1
3
(
z−12 + z1 + z
−1
1 z2
)
.
The associated subdivision scheme satisfies zero conditions of at most order 2,
see [28]. The result of Corollary 4.8 yields τ = (0, 0) in (1.2), which implies that
the corresponding scheme reproduces linear polynomials. Since, the mask sym-
bol satisfies at most zero conditions of order 2, the associated refinable function
has approximation order 2, see [30]. Note that, similarly, the corresponding τ
is (0, 0) for all approximating
√
3−subdivision schemes given in [28, page 21].
Take next the symbols aj(z), j = 1, 2, 3, 4 of the four approximating subdivi-
sion schemes in [28, page 21] that satisfy zero conditions of order 3 and consider
their affine combination
a(z) =
4∑
j=1
λj · aj(z),
4∑
j=1
λj = 1.
The resulting scheme still satisfies Condition Z3 and in addition the rest of the
conditions in Corollary 4.8 for k = 3, if
λ1 =
1
2
λ3 + λ4 + 2, λ2 = −3
2
λ3 − 2λ4 − 1, λ3, λ4 ∈ R.
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Surprisingly, for any such choice of the parameters λ1, . . . , λ4 the resulting
scheme is given by
a(z) = 1−1
9
(z−21 +z
−2
1 z
2
2+z
2
2+z
2
1+z
2
1z
−2
2 +z
−2
2 )+
4
9
(z−11 +z
−1
1 z2+z2+z1+z1z
−1
2 +z
−1
2 )
and defines the interpolatory scheme considered in [28, page 17]. Thus, by [30],
this scheme has approximation order 3.
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