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BOOK REVIEW 
Probahil ist ic Information Theory--Discrete and Memoryless Models. BY 
FREDERIK JELINEK. McGraw-Hill. 
This book should serve as a good reference volume for experts in probabilistic 
information theory and coding and as an introductory text for those who would 
master the field. The book is a well ordered and generally well motivated 
collection of source and channel coding theorems, coding and decoding algorithms 
for probabilistically modeled iscrete, memoryless ources and channels. The re- 
striction to the discrete and memoryless models does not limit the scope of the 
book since the preponderance of channels for which coding is used are discrete and 
very few theoretical results are known for channels which have memory. 
Physically, this is a large book, containing eleven chapters and seven appen- 
dices. Chapters 1 through 8 present introductory remarks, coding theorems and 
bounds on coding performance for sources and channels. The first six of these ight 
chapters are well written and present source coding results, the entropy measure, 
the Chernoff bounding technique, Shannon's two coding theorems, mutual infor- 
mation and channel capacity. An especially interesting feature of these chapters i
the introduction of entropy and mutual information as a natural consequence of 
the "noiseless" and "noisy" coding theorems. Treating these measures this way 
eliminates the temptation to veiw them as abstractly defi~ed. 
The seventh and eighth chapters develop upper and lower bounds, respectively, 
to the probability of decoding errors on noisy channels. The seventh chapter is 
very difficult o read; some proofs of theorems are longer than necessary and other 
proofs and theorems are presented with inadequate attention to motivation and 
explanation. Chapter eight is distinguished by the juxtaposition of exceptionally 
clear sections with sections which are obscured by these difficulties. 
The ninth chapter presents a brief introduction toparity-check coding includ- 
ing a proof of a coding theorem for parity-check codes and convolutional codes. 
Chapter 10 is the longest chapter in the book and deals exclusively and extensively 
with sequential decoding. The only theoretical results of importance omitted are 
the derivations of the random code bounds for the higher moments of the compu- 
tation variable and these were justifiably omitted on the basis of their complexity. 
The derivations which are presented are of their nature long and involved and it 
is perhaps for this reason that the author has indulged in the excessive us of no- 
tation. In a few spots, notation becomes a substitute for explanation with the 
effect that the meaning and proofs of certain results are obscured. The key 
Lemmas 10.1, 10.2, and 10.3, in particular, suffer from this problem. 
It is pleasing to see the latest results on rate-distortion theory presented in 
Chapter 11. Unfortunately, inadequate attention has again been given tomotiva- 
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tion and exposition and persistence may be required of those who would read this 
chapter. 
The appendices examine variable-length encoding of sources and a method of 
instrumentation (Appendix A), the strong converse to the coding theorem (which 
is well done) and the Wolfowitz code construction algorithm (Appendix B), useful 
inequalities and the maximization of convex functions (Appendices C and D), 
the Jacobs-Berlekamp lower bounds for sequential decoding (Appendix E), and 
bounds on the probability of buffer overflow or error for Sequential Decoding of 
finite-constraint-length codes (Appendix F). 
The author has served a valuable purpose by collecting nearly all results of 
importance inprobabilistic nformation theory and coding in one book. As is often 
the case with early books on a subject, this work suffers somewhat in its later 
chapters from inadequate exposition. This is not a serious criticism and does no~ 
seriously limit its usefulness as a textbook or as a reference volume. 
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