Introduction
In recent years, dramatic progress and popularity of the Internet and social networks in particular have caused the accumulation of a substantial volume of data available for analysis. The ability to collect such data and the availability of technological means for this purpose have resulted in a meaningful shift in social network analysis (SNA) and data mining (DM) techniques being employed to improve business processes and to develop special services for users. On the basis of data from social networks, the following tasks are solved: building of recommender systems, organization of mechanisms for interaction with customers, advertising and promotion of products and services, searching and recruiting of experts, trend monitoring, etc. However, studies in this area show that one of the most common problems in all types of social network analysis still remains the poor quality of data, which complicates their analysis [1, 2] . The main factor influencing the poor quality of raw data is the essential number of missing values caused by a specific character of data acquisition and storage in social networks (any field may contain gaps, for instance, "Age/Date of birth", "Sex", "Marital status"). A solution to the problem of data quality and completeness is a very important preparatory stage, and, according to the CRISP-DM methodology, it should precede the stage of modelling. This is because the DM and SNA techniques and algorithms are unable to handle datasets with missing values: they require data that meet the conditions of completeness. Incorrect treatment of missing data, including ignoring or deleting, may cause a range of negative consequences [3] . Therefore, correct treatment of initial data is an urgent problem at the stage of pre-processing because adequacy and reliability of further modelling results depend on it.
Analysis of scientific literature and the problem statement
The choice of a method for incomplete data treatment depends on the missing data mechanism. In previously published studies, the mechanisms of missing data are traditionally divided into three classes [4, 5] : missing completely at random (MCAR), missing at random (MAR), and missing not at random (MNAR). In case the missing data mechanism is beyond a researcher's control, it is recommended to assume a MAR mechanism [6] . This is due to the fact that an erroneous assumption of an MCAR mech-anism when using deletion [7] or weighting methods [8] for incomplete data leads to obtaining non-representative samples and reducing statistical power, substantial errors and biased results of analysis in presence of statistically significant correlations between variables [3] . As opposed to the methods mentioned above, which have nothing to do with filling in gaps, methods of imputation produce missing values estimation [9] . Herewith, imputation methods utilize all available data and allow obtaining a complete dataset that is suitable for further analysis. Imputation methods can correctly deal with MCAR and MAR mechanisms [10] ; hence, they are suitable for a wide range of application areas.
The group of imputation methods includes a large number of algorithms for estimation of missing values: from simple approaches based on substitution of certain values [11] to the use of model methods [12, 13] that approximate dependence of missing values on the obtained data. The most promising are methods of imputation on the basis of data mining algorithms, which are able to discover internal patterns in data and use them for the further process of imputation [14, 15] . However, analysis of state-of-the-art studies and modern trends in the imputation area shows that it is extremely difficult to develop a universal model that could show good performance in various subject areas. Therefore, in many research papers, models are mainly offered for specified domains [16] [17] [18] . They include specific algorithms for data treatment on the basis of machine learning techniques and take into account the specific nature of the presented data domain [19, 20] .
Previously published studies show that attributes from social networks are mixed-type and contain a large number of unique values. Application of the well-known methods of imputation -on the basis of both simple substitution and classical model methods is complicated by the factors mentioned above [21] , and it does not always produce the desired result [1] . Moreover, such methods are not considered in the context of complex networks, which are social networks, and they do not recognize real connections between accounts and the specifics of data organization in social networks.
Therefore, an important issue is to develop specialized methods for imputation of data from social networks on the basis of approaches that are able to solve the problem of a large number of unique values in attributes and to utilize all available significant data from users' accounts.
The goal and objectives of the study
The goal of this work is to improve the quality of imputation of missing data from social networks' accounts through the design of models and ensembles of models for imputation while using an extended matrix of attributes.
To achieve this goal, the following tasks should be solved: -to research the main features of data from social networks' accounts and to justify an approach to imputation on the basis of an extended matrix of attributes;
-to develop models of imputation on the basis of data mining algorithms with introduction of a pre-clustering step;
-to develop ensembles of models of imputation for handling data of various nature and to research their performance.
Materials and methods of imputation of incomplete
data from social networks' accounts
1. Features of real data from social networks' accounts
Research shows that users' profiles usually contain, besides standard personal details, other specific data such as text and multimedia content, activity logs, data about profile settings, and relationship links, which are also available for analysis. Presence of such data determines the main positive features of indicators in users' accounts, such as minuteness (a wide range of indicators describing users in detail) and retrospection (availability of biographical data) [22] . Nevertheless, a set of mixed-type indicators, on the one hand, and specific characteristics of data acquisition and storage, on the other hand, cause a range of substantive problems hampering their analysis. These problems include:
-high-dimensional mixed-type data (numerical, dichotomous, categorical and multimedia information); -ill-structured or unstructured indicators as a result of lack of a unified data format; -anomalies, inconsistency, incorrect and missing values; -a large number of unique values in categorical indicators and a wide sample span in numerical ones.
Analysis of the structure of data from social networks' accounts shows that the problem of a high rate of missing values may arise at any stage of social networks' analysis (data collection, detection of causal dependence based on the available data, or generalization of the obtained results) [1] . The type of data incompleteness depends on the character of the problem being solved; it is conditioned by the settings of the data search filter for a particular sample of data being collected. In general, the percentage of incomplete data can exceed 80 % and have an adverse effect on the analysis. However, not all indicators from users' accounts may be incomplete. Generally, they can be divided into two groups: attributes that may potentially contain missing values and the ones that are always complete according to their nature and definition. Potentially incomplete data include a range of indicators specified personally by a user during registration or while using a social network; always complete data are attributes that are generated, stored and used by a social network system regardless of users but are also available for collection and analysis. Information about profile settings, activity and multimedia content belongs to always complete data. Let us introduce the concept of a matrix D=k´n describing n users in a space of k features and referring to D as an extended matrix. It can be defined as a unity of two subsets: an incomplete matrix X 1 =k 1´n , where k 1 is the number of indicators, which may contain missing values, and an enrichment matrix X 2 =k 2´n , where k 2 is the number of always complete attributes: D=X 1 +X 2 , where k=k 1 +k 2 . The problem of imputation can be stated as follows: we need to obtain estimates of missing values of a matrix X [21] on the basis of the incomplete matrix X 1 and the enrichment matrix X 2 .
Let us consider VK, which is the most popular social network in post-Soviet countries, to research the structure and completeness of indicators from real social networking profiles. To do this, we will compile a sample of data based on information from users' accounts that, for instance, belong to Lviv Polytechnic University. Thus, we will get an initial data set D=12´13198 with a comprehensive view of different indicators: age, gender, social status, geographical dispersion, etc. Fig.1 illustrates a fragment of an obtained data sample where attributes from users' accounts are designated as V1 through V12 and the missing values are indicated as NA (not accessible). As we can see, the incomplete matrix X 1 consists of k 1 =4 attributes V1 through V4 with omissions, and the enrichment matrix X 2 includes k 2 =8 complete attributes V5 through V12.
2. Research of the structure and correlations between the attributes
Having such a subset of absolutely complete data, it is reasonable to test the hypothesis about a relationship between the indicators of the matrices X 1 and X 2 in order to include the enrichment matrix X 2 in further analysis. To research dependencies between them, we use a correlation analysis, including construction of a correlation matrix based on the data sample and test the hypothesis concerning statistical significance of the estimated correlations. The choice of methods to estimate the correlation depends on the type of indicators being analysed (Table 1) . To assess a linear relationship between the variables with an interval or ratio scale, we use the Pearson product-moment correlation coefficient r p . Its point estimate is defined as: (Table 2) .
To determine whether the obtained correlations are statistically significant, we use a significance level of α=0.05. All correlations in Table 2 are statistically significant, except for the ones highlighted in colour. It can be seen from the estimated correlations that the extended matrix D is characterized by the following correlations: a weak but statistically significant correlation between the groups of complete and incomplete attributes from X 1 and X 2 ; a strong correlation between potentially incomplete attributes within X 1 ; correlations between always complete attributes within X 2 .
To research the dependencies between the attribute "Marital status" and the other indicators, we use the Spearman's rank correlation coefficient r s between the ranked variables, which is usually applied for ordinal scales. Its point estimate is defined as follows:
where n is the number of indicators that are analysed, D is the difference between the two ranks of each indicator, and ∑(D) 2 is the sum of squared differences between the ranks. As we can see from Table 3 , "Marital status" is characterized by a weak but statistically significant correlation with the attributes from the incomplete matrix X 1 and the attribute "Communicativeness" from the enrichment matrix X 2 .
Thus, the research of the structure and correlations between the k 1 =4 attributes with omissions and the k 2 =8 complete attributes shows a statistically significant relationship between the incomplete matrix X 1 and the enrichment matrix X 2 . The existence of this relationship confirms that the use of the extended matrix D is suitable for further development of improved methods for imputation of missing data. Fig. 1 . A fragment of a real data sample from social networking profiles Table 2 A matrix of Pearson correlations between the complete and incomplete attributes
The variables
The subset of incomplete data of X 1 The subset of complete data (enrichment matrix) of X 2  V1  V3  V4  V5  V6  V7  V9  V10  V11  V12  V1 
3. Models of imputation building
Besides the missing values, real data from social networks may also contain a large number of unique values in attributes, which complicates analysis. Taking into account the revealed relationships between the attributes, it is reasonable to assume that users can form some groups based either on similar personal details or activity patterns and thus generate natural clusters. So it is reasonable to use clustering techniques when developing models based on such data: either for reconnaissance studies of initial data in order to find potential clusters of objects or for a dimensionality reduction of analysable data.
It is obvious that k=12 input indicators are difficult to analyse; they need pre-processing. To reveal latent generalizing characteristics of the structure of the studied data and to reduce their dimensionality, we use an approach on the basis of factor analysis with a further step of clustering [1] . Thus, we obtain three orthogonal factors accounting for 94.87 % of the variability in the original k=12 variables. The obtained loadings can be defined as follows: the 1st factor is the age profile, the 2nd is the account strength, and the 3rd is communicativeness. The next step of the clustering allows deriving clusters with the following structure: the 1st cluster consists of 529 observations, the 2nd one consists of 1,139 observations, the 3rd one consists of 434 observations, the 4th one consists of 520observations, and the 5th one consists of 603 observations. An observation inside the clusters proves that objects with similar values of indicators are grouped. We have found that the number of unique values in the attributes decreases considerably inside the clusters in comparison with the unclustered data. Table 5 and Fig. 2 show information about the number of unique values in the attributes of the largest 2nd cluster and the unclustered data. The diagram shows that the use of the suggested approach makes it possible to decrease the number of unique values in potentially incomplete attributes inside the obtained clusters by 40-65 %. Thus, the existence of users' groups with similar values of indicators helps use clustering in order to reduce the dimension of the variables under consideration. The proposed approach to the reduction of the dimension and the decrease in the number of unique values can be represented as follows (Fig. 3) .
Fig. 3. An algorithm of reducing the number of unique values in the attributes
The use of the proposed approach makes it possible to get a simpler structure of the indicators describing users of social networks inside the derived clusters and facilitates further processing and analysis of data, including imputation of missing values. Studies show that data from users' accounts are mixedtype. It determines the choice of the methods to process them: these methods must be able to deal with different types of variables simultaneously; otherwise, we have to exclude indicators that cannot be processed by specified methods. For imputation of data from accounts of social network users, we have developed the following models, including the suggested approach of data pre-processing on the basis of pre-clustering. 1. A model on the basis of association rules (AR): it is built on our improved algorithm [1] . The main parameters determining its work are minimum support s min and confidence c min of the generated rules. The algorithm of the AR model looks as follows (Fig. 4) .
Fig. 4. An algorithm of the AR model for imputation
Since both general and rare patterns are of interest in the process of imputation, it is reasonable to choose a sufficiently small value of support. It has been found experimentally that s min =0.01 is optimal for finding rare patterns. The minimum confidence is defined on the basis of a relative frequency of the most common value (MCV) in the attribute. This is because replacement of a missing value with the most common one is a priori more effective than the use of a rule with confidence less than the relative frequency of the MCV. So the value of c min is defined for every dataset individually. We do not apply restrictions concerning maximum support and confidence since both nontrivial and obvious patterns are suitable for imputation.
The following three models are based on machine learning algorithms -a random forest, a support vector machine, and a neural network -and, therefore, they need preliminary setting of training and test sets. To describe data, we introduce the following notations. Let D=(D 1 , D 2 , …, and D j ) be an incomplete data matrix, and let ( ) (Fig. 6) . The number of neurons in the input layer is equal to the number of input attributes, and the number of neurons in the output layer corresponds to the number of unique values of the attribute that is being classified. The training process is carried out with the observed data in a batch mode with the back-propagation learning algorithm. The main parameters determining its work are the activation function act_ funct, the number of hidden layers h, the number of neurons N, and the number of iterations (epochs) e. The algorithm of the MLP model looks as follows (Fig. 7) .
Fig. 7. An algorithm of the MLP model for imputation

A model on the basis of an EM algorithm (EM).
To describe the algorithm work, let us introduce the following notation. Suppose we have a statistical model involving a vector of observed data X obs , a vector of missing values X mis , and a vector of unknown parameters θ, then there is the log likelihood function L(θ; X obs , X mis )=p(X obs , X mis |θ). The maximum likelihood estimate of the unknown parameters is determined by the marginal likelihood of the observed data L(θ; X obs )=p(X obs |θ). The EM algorithm tries to find the maximum likelihood estimate of the marginal likelihood by iteratively applying the following two steps: expectation (an E-step) and maximization (an M-step).
In the E-step, the expected value of the log likelihood function Q(θ|θ (t) ) is calculated under the current estimate of the parameters θ (t) . In the M-step
)≥ ≥Q(θ; θ (t) ). The E-step and the M-step are repeated alternately until the difference L(θ (t+1) )-L(θ (t) ) is less than thr, where thr is a convergence limit [23] . However, the EM algorithm works only with numerical data, so it can not handle missing values in nominal attributes. The main parameters that determine its work are the maximum number of iterations for an expectation maximization i and the convergence limit thr. The algorithm of the EM model looks as follows (Fig. 8) .
The algorithms of models for imputation (Fig. 4-8 ) use the proposed approach on the basis of the extended matrix of attributes when forming a training dataset. The problem of a large number of unique values in the attributes is solved by the step of preliminary clustering before the models' training. In order to assess the performance of the proposed models for imputation, we study their work on the same dataset with different numbers of simulated missing values. 
1. A study of missing data estimation errors
To test the performance of the proposed models, we use the above-mentioned real datasets from social network accounts. To get an impartial assessment, we form the complete model dataset M´ by deletion of missing values. Furthermore, we randomly generate in M´ different numbers of simulated omissions (1, 2, 5, 10, 20, 30, 50, and 70 %) and apply the suggested models to the obtained datasets. Thus, we can impartially assess the performance of the proposed models since the real values that are deleted synthetically are known. We offer the following approaches to estimate the errors of the imputation. The first one is applicable both to nominal and numerical variables. The second one is based on the root mean squared error and is suitable only for numerical variables.
Let I inp be a vector of imputed values of an attribute K, with I real being a vector of real data and n I being the number of values in these vectors. Let us designate the frequency of incorrectly imputed values as n I_false and the frequency of correctly imputed values as n I_true , so that n I_false +n I_true =n I . To assess the imputation performance while allowing for a deviation of imputed values from the real ones in some range ∆r, we can define the frequency of the correctly imputed values as follows:
The imputation error based on the frequency of the correctly imputed values is determined in the following way:
Assessment of imputation by using the root mean squared error is widely made in various studies [14, 24] . It is applicable only to numerical indicators and has a large number of modifications; however, the most popular variant is based on the normalized root mean squared error (NRMSE) [25] , which is defined as follows: 
where I imp is a vector of the imputed values, I real is a vector of the real data, mean is a sample mean of the squared difference between the values of the real and imputed vectors, var is the variance of the real values. Values of NRMSE close to 0 indicate good performance of the imputation and closeness between the imputed and real vectors, and conversely, the closer the values of the NRMSE are to 1, the lower the performance is. Using the error estimates described above, let us assess the performance of the proposed models of imputation. We also compare them with one of the most popular and widely used methods, called the most common value (MCV), which are usually integrated into statistical software and platforms.
As we can see from Fig. 1 , the following four attributes contain missing values: V1 (age), V2 (marital status), V3 (year of graduation from university), and V4 (year of leaving school); three of them are numerical (V1, V3, and V4), but one of them is nominal (V2). Fig. 9 shows the imputation results of the nominal attribute V2 based on δ. Proceeding from the nominal nature of V2, the EM model of imputation is not applied, and the deviation of the imputed values from the real ones is not allowed; therefore, ∆r=0. Fig. 9 . Performance of the proposed models based on the δ error when imputing the attribute V2: AR is a model on the basis of association rules, RF is a model on the basis of a random forest, SVM is a model on the basis of a support vector machine, MLP is a model on the basis of a neural network, and MCV is a method of imputation of the "Most Common Value"
Thus, we can see that the MCV performs worse than the other models. In general, the MLP allows obtaining slightly better results in comparison with the AR, the RF and the SVM because it performs stably well for the whole percentage of incomplete data. The RF also performs well when the rate of missing values is low, but it worsens with their growing number. The SVM is slightly inferior to the RF and the MLP, given a small percentage of omissions, but as this percentage increases, the SVM performs on par with the MLP.
Let us consider the performance of the models in case of imputation of numeric data while using the attribute V1 as an example. Fig. 10 shows the performance of the five proposed models and the MCV method.
We can see from the values of the δ error of a numerical attribute that the AR and the RF perform better than the other models both within ∆r=0 (Fig. 10, a) and ∆r=1 (Fig. 10, b) . However, when the rate of missing values is more than 30 %, the EM outperforms the AR and the RF by about 10 to 15 %. At the same time, the MCV is substantially inferior to the other models, which indicates its inapplicability for imputation of data from social networks' accounts. Let us compare the performance of the proposed models by using the normalized root mean squared error NRMSE (Fig. 11) . a b Fig. 10 . Performance of the proposed models based on the δ error when imputing the attribute V1: AR is a model on the basis of association rules, RF is a model on the basis of a random forest, SVM is a model on the basis of a support vector machine, MLP is a model on the basis of a neural network, EM is a model on the basis of the EM algorithm, MCV is a method of imputation of the "Most Common Value": a is within a range of ∆r=0; b is within a range of ∆r=1 Fig. 11 . The NRMSE when imputing the attribute V1
As we can see from Fig. 11 , the NRMSE of the MCV also indicates its inapplicability to this type of data. The EM, the MLP and the SVM perform better than the other models, showing the lowest values of the NRMSE and a gradual increase in the error with the growing number of missing values. The AR has slightly worse values of the NRMSE than the EM, the MLP and the SVM (by 0.04-0.08), which do not tend to increase substantially with an increase in the percentage of omissions. The RF performs the worst in respect to the other models since it has the largest values of the NRMSE and a substantial increase in the error with an increase in the rate of missing values.
2. A design of ensembles of the imputation models
To improve the quality and robustness of imputation, we develop ensembles of the imputation models for numeric and nominal data on the basis of the models discussed above. Based on the heterogeneity of the imputation models' errors when imputing the categorical attribute, we take into account the performance of each model. To do it, we assign some weights to these models' outputs according to the expert ranking based on their δ errors (Fig. 9) as follows: the MLP -0.29, the SVM -0.26, the RF -0.24, and the AR -0.21. We do not consider the MCV method since it has the poorest performance. The structure of the proposed ensemble of the models ECAT (an ensemble for categorical attributes) is shown in Fig. 12 .
Based on the performance analysis of the imputation models on numeric data, we cannot select any model that outperforms the others in terms of δ and NRMSE errors. The AR and the RF have the highest percentages of correctly imputed values of δ and are inferior to the SVM, the MLP and the EM, with higher values of the NRMSE. And conversely, the SVM, the MLP and the EM produce smaller values of the NRMSE but have much lower levels of correctly imputed values in terms of the δ error. Therefore, it was decided to construct the ensemble ENUM (an ensemble for numeric attributes), using all the five models (Fig. 13) .
Since none of them can be marked out as a better one than others, the unweighed voting is used when combining the results. We implement the following two approaches to combining the ensembles' outputs: outputs averaging (ENUM_A) and unweighed majority voting (ENUM_V).
Discussion of the performance of the proposed ensembles
To study the performance and robustness of the ECAT ensemble, we compare it with the single models. The performance of the proposed ensemble is shown in Fig. 14 . Thus, the proposed ensembles of the models make it possible to obtain more robust results of imputation compared to the single models. Comparing the ENUM_A and the ENUM_V, it can be seen that their performances are practically equal. The ENUM_V slightly outperforms the ENUM_A both at ∆r=0 and within the allowable deviation of ∆r=1.
Let us compare the performance of the proposed ensembles in terms of the normalized root mean squared error NRMSE (Fig. 16) . Fig. 16 . The NRMSE of single models and the ensembles ENUM_A and ENUM_V when imputing the attribute V1
As we can clearly see from Fig. 16 , the ENUM_A produces the smallest values of the NRMSE at any rate of omissions and thus outperforms the other single models. The ENUM_V has slightly more values of the error that are on par with the SVM, the MLP, and the EM. At the same time, the ENUM_V significantly outperforms the AR in the presence of a low rate of missing values and the RF for any percentage of omissions.
Thus, the performance evaluation of the proposed ensembles demonstrates that they are able to impute correctly numeric data on par with the best single models AR and RF in terms of the imputation error δ while producing the NRMSE that is less or equal to this error in the best single models SVM, MLP, and EM. Therefore, the ensembles of the models allow obtaining such results that are practically "the golden mean" in terms of both errors, since they have satisfactory values of both δ and NRMSE errors.
Introduction of preliminary clustering has been found conducive to overcoming the problem of a large number of unique values in attributes when designing models for imputation of missing data from social networks. Creating of a training set on the basis of the extended matrix of attributes allows adding a range of informative complete attributes that correlate with incomplete data of the incomplete matrix and thus making initial data more informative in further designing of improved methods for imputation. The use of the proposed ensembles of the models makes it possible to obtain more robust results in comparison with single models in terms of δ and NRMSE errors by means of the diversity of the base models.
However, we should note that parametric identification of weighting coefficients of models' outputs is not automatic; it requires involvement of an analyst when combining outputs of an ensemble with weighed voting. Furthermore, the performance of the proposed models is not considered in terms of computational complexity of the used algorithms since the main purpose of this study is to maximize the correctness of imputation of the δ error and minimize the root mean squared error NRMSE.
The designed models and ensembles of imputation help improve the quality of initial data from social networks when pre-processing and preparing data for further analysis by analysts of social networks. The suggested models of imputation can be used by analysts and programmers when developing, organizing and supporting social network services for users in order to increase effectiveness and stability of their activities through the imputation of lost or missing data.
Previously published studies of authors in the area of improving the quality of data from social networks are further developed in this work. We have complemented the models on the basis of association rules and a random forest by a range of models on the basis of a support vector machine, a neural network, and an EM algorithm. We have improved the process of creating a training dataset for the models through forming an extended matrix of attributes and designing ensembles of the models. Further development of the results of this work can be carried out in the following directions: analysis of the proposed models in terms of computational complexity of the used algorithms and development of a method for automatic parametric identification of weighting coefficients of the models' outputs for an ensemble with weighed voting, for example, on the basis of training errors of the models. Moreover, an important prospective issue is to develop an information technology for imputation of missing data that is able to automate the process of data pre-processing for further analysis.
Conclusions
1. Based on the structure of real data from social network accounts, the study has shown that they can be divided into two types: those that potentially contain missing values and correspond to a matrix of incomplete data X 1 and those that always have complete data, which correspond to an enrichment matrix X 2 . The research of the structure and strength of correlations between the attributes of X 1 and X 2 confirms a statistically significant relationship. The existence of the correlation justifies the use of the extended matrix of attributes D=X 1 +X 2 and thus makes initial data more informative in further designing of improved methods for imputation.
2. Taking into consideration the complex nature of social network data, we have proposed imputation models using the following algorithms: association rules, a random forest, a support vector machine, a multilayer perceptron, and an EM algorithm. In view of the revealed correlation, the problem of a large number of unique values in attributes can be overcome by an approach on the basis of preliminary clustering being introduced into the models of imputation. We have shown that this approach makes it possible to reduce the number of unique values in potentially incomplete attributes inside the obtained clusters by 40-65 %. To assess the performance of the models, the following two errors were used: a relative error δ and a normalized root mean squared error NRMSE. We have compared the performance of the proposed models with the popular method of imputation MCV being integrated into statistical packages and demonstrated its inapplicability of maintaining this type of data from social network accounts.
3. To improve the quality and robustness of imputation, we have designed ensembles of the models for imputation of nominal (ECAT) and numeric attributes (ENUM_A and ENUM_V) on the basis of the suggested models. Combinations of the base-model outputs are based on the two imputation errors -δ and NRMSE. We have shown that the designed ensembles help increase efficiency and robustness of imputation, namely they improve the correctness of imputation by up to 9 % in comparison with the average results of single models and decrease the NRMSE error on the average by 0.1.
