Abstract. An analogy between abelian Anderson T-motives of rank r and dimension n , and abelian varieties over C with multiplication by an imaginary quadratic field K, of dimension r and of signature (n, r − n), permits us to get two elementary results in the theory of abelian varieties. Firstly, we can associate to this abelian variety a (roughly speaking) K-vector space of dimension r in C n . Secondly, if n = 1 then we can define the k-th exterior power of these abelian varieties. Probably this analogy will be a source of more results. For example, it would be interesting to find analogs of abelian Anderson T-motives whose nilpotent operator N is not 0.
Objects of types (C) and (D) are not quite analogous, isn't it? The first result of the present paper is the following construction E. (rough statement): A defines an r-dimensional O K -submodule of C n (not of C r ! ).
(E) is an analog of (C).
Secondly, it is known that if M of type A has n = 1 then its k-th exterior power λ k (M ) is also an object of type A. By analogy, we can expect that if A is an abelian variety with MIQF having n = 1 then λ k (A) is defined, and is also an abelian variety with MIQF. We really give this definition.
Both these results are of elementary nature, they could be known to Riemann. But probably this analogy will be a source of more results. For example, it would be interesting to define analogs of Anderson T-motives having N = 0.
The paper is organized as follows. In Section 1 we recall definitions of abelian Anderson T-motives and we formulate the results which are starting points (using the analogy 1.8) of the results of Sections 2, 3. Section 2 contains the exact statement and the proof of (E). In Section 3 we apply this result to construct exterior powers of abelian varieties with MIQF having n = 1. Formally, these sections are independent of Section 1, i.e. they do not require any knowledge of functional case. In Section 4 we formulate research problems.
Section 1. Origin of construction: abelian Anderson T-motives.
A standard reference for abelian Anderson T-motives is [G] , we shall use its notations if possible. Let r be a power of a prime number, 1 F r (θ) (resp. F r ((θ −1 ))) the functional analog of Q (resp. of R), and C ∞ -the completion of the algebraic closure of F r ((θ −1 )) -the functional analog of C. The definition of an abelian Anderson T-motive M is given in [G] , Definitions 5.4.2, 5.4.12 (L of Goss should be considered as C ∞ ). Particularly, M is a free C ∞ [T ]-module of dimension r (this number r is called the rank of M ) endowed by a C ∞ -skew-linear operator τ satisfying some properties. A nilpotent operator N = N (M ) associated to an abelian Anderson T-motive is defined in [G] , Remark 5.4.3.2. We shall consider only pure ( [G] , Definition 5.5.2) uniformizable ( [G] , Theorem 5.9.14, (3)) T-motives. Its dimension n is defined in [G] , Remark 5.4.13.2 (Goss denotes the dimension by ρ). Condition N = 0 implies n ≤ r. An abelian Anderson T-motive of dimension 1 is the same as a Drinfeld module, they are all pure, uniformizable, and their N is 0.
If N (M ) = 0 then attached to such T-motive is a lattice L = L(M ) which is a free r-dimensional F r [θ]-module in C n ∞ , and if N = 0 then L(M ) is a slightly more complicated object, we do not need to consider details for this case. Inclusion of L in C n ∞ defines a surjective map
We use notation r instead of r of [G] in order do not confuse with the rank of a T-motive.
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Tensor product of abelian Anderson T-motives M 1 , M 2 is simply their tensor product over C ∞ [T ] , where the action of τ is defined by the formula τ (m 1 ⊗ m 2 ) = τ (m 1 ) ⊗ τ (m 2 ). If both M 1 , M 2 are pure uniformizable then M 1 ⊗ M 2 is pure uniformizable as well. The same definition holds for exterior (resp. symmetric) powers of M . The dual T-motive M * is defined in [L1] .
There is a natural problem to describe
It was solved by Anderson (non-published), a formula which is equivalent to this description is stated without proof in [P] , end of page 3. See [L1] , Remark 4.3.7 for more details and for the proof of the formula of Pink in the case when N (M 1 ), N (M 2 ) are 0. Let us state the theorem for the case when all N are 0 (and hence all L are lattices), i.e. M is a Drinfeld module of rank r. We need a Definition 1.4. For a short exact sequence of vector spaces over a field
we define its k-th exterior power as the following exact sequence:
Now let us consider the exact sequences for M ,
Theorem 1.7. There exists a canonical isomorphism from the k-th exterior power of (1.5) to (1.6) such that the image of
Proof is completely analogous to the proofs for the case of dual abelian Anderson T-motives ( [L1] , Theorem 4.3) and for the case of tensor product of abelian Anderson T-motives having N = 0 ([L1], Theorem 4.3.7.1), hence it is omitted.
1.8. Origin of the analogy. We give here only a sketch of definitions; see for example [W] for the exact statements. Let X be a Shimura variety and G a reductive group over Q associated to X according Deligne. Let p be a prime of good reduction of X. H p (X) -the p-part of the Hecke algebra of X -is isomorphic to
There exists a Levi subgroup M of G having the following property: 3
The p-part of the Hecke algebra ofX (the reduction of X at p) is isomorphic to
See, for example, [W] , p. 44, (*) and p. 49, (1.10) for the definition and properties of M .
Example. If X is a Shimura variety parametrizing abelian varieties with multiplication by an imaginary quadratic field K, of dimension r and of signature (n, r−n), then
For the functional case an analog of this theory is conjectural, but preliminary results of [L2] show that for abelian Anderson T-motives of rank r and dimension n we have the same groups:
As a corollary we get that the dimensions of moduli spaces of both types of objects (abelian Anderson T-motives; abelian varieties with MIQF) are equal: they are n(r − n).
The below sections 2, 3 contain constructions of the number field case analogs of the map α of (1.1), and of Theorem 1.7 respectively. From one side, finding of these constructions was inspired by the analogy; from another side, their existence is a support to the analogy.
Abelian varieties with MIQF.
We shall fix an imaginary quadratic field K = Q( √ −∆). For simplicity, an abelian variety A is treated up to isogeny, and we restrict ourselves only by one fixed polarization form.
The main theorem 2.6 establishes an equivalence of objects of types B and E.
Definitions for the type B. Let A = V /D Z , V = C r be an abelian variety with MIQF, L = D Z ⊗ Z Q. Since we consider A up to isogeny, we shall deal only with L and not with D Z . We fix an inclusion ι : K ֒→ End (A)⊗ Z Q defining multiplication, and we fix an Hermitian polarization form H = B + iΩ of A on V , where B and Ω are respectively its real and imaginary parts. There are two structures of K-module on V : the ordinary one which is the restriction of the C-module structure, and the *-structure (multiplication is denoted by k * v, k ∈ K, v ∈ V ) coming from ι. L is a K-*-module. We choose a basis x 1 , ..., x r of L/K (notations of [Sh] ). According [Sh], p. 157, (11) there exists a matrix T = {t ij } ∈ M r (K) such that We restrict ourselves by those A whose T (it depends on x 1 , ..., x r ) satisfy
where E n,r−n := E n 0 0 −E r−n . 4 2.3. Definitions for the type E. We consider the set of triples (L, H L , α) where
(2) H L is a K-valued Hermitian form on L of signature (n, r − n) such that there exists a basis of L over K satisfying the condition: the matrix of H L in this basis is E n,r−n (2.4)
We denote by
n is a C-linear map such that α is surjective, and
The restriction of −H L,C to Ker α is a positive definite form. (2.5)
Remark. This α is clearly an analog of α of 1.1. We see that conditions of surjectivity of α hold in both cases, while the property 1.2 apparently has no analog in the number field case.
Theorem 2.6. There is a 1 -1 correspondence between the above A, ι, Hobjects of type (B) (here A is up to isogeny, and A has T satisfying 2.2), and the above triples (L, H L , α) -objects of type (E).
Proof. L is the same for both types (when we consider L for the type (E), we omit * in k * l). Let the triple (A, ι, H) of the type (B) be given. There is a canonical decomposition V = V + ⊕ V − where
. Formula 2.7 shows that it is well-defined.
The form H L is defined by the equality
Lemma. Formula 2.10 really defines H L uniquely.
Proof. Unicity: we fix l 1 , l 2 ∈ L, and we consider a Q-linear form γ : K → Q defined by the formula
There exists the only k 0 ∈ K such that γ(k) = Tr K/Q (k 0 k). We see that if 2.10 holds for all pairs k * l 1 , l 2 , then necessarily
Existence: Let x 1 , ..., x r be a basis of L/K such that the corresponding T has the form 2.2. We define H L by the condition that the matrix of H L in x 1 , ..., x r is E n,r−n . 2.1 implies that H L satisfies 2.10.
To prove 2.5 we recall a well-known 2.11. Coordinate description. The Siegel domain for the present case is the following:
, p. 162, 2.6). For any z ∈ H 3 n,r−n we can construct an above abelian variety A z (satisfying 2.2) as follows ([Sh] ). We fix a basis e 1 , ..., e r of V over C such that e 1 , ..., e n (resp. e n+1 , ..., e r ) is a basis of V + (resp. V − ) over C. It defines the K-*-action on V . Let x * (resp. e * ) be the matrix column of x 1 , ..., x r (resp. e 1 , ..., e r ). They satisfy
. Ω is defined by 2.1, 2.2. These conditions define A z .
Proof of 2.5. 2.13 implies that elements
x k ⊗ z ki (2.14) i = 1, ..., r − n, form a basis of Ker α. We have
hence 2.12 implies 2.5.
So, we have constructed a well-defined map from the set of objects of type (B) to the set of objects of type (E).
To construct the inverse map we need a definition. Let W be a C-vector space. We denote by i(W ) the complex conjugate space together with a map i : W → i (W ) which is an isomorphism of R-vector spaces and satisfies i(zw) =zi(w), z ∈ C,
⊥ , and let us consider the composition i • π α : L ⊗ K C → i(Ker α).
We let V = C n ⊕i(Ker α) (here C n is the target of α), and we define the inclusion L ֒→ V by the formula This is an easy exercise for the reader to define polarization on V , to prove that we get an abelian variety of type (B) and that this construction is inverse to the one of 2.9. Let us indicate some steps of the proof. Let A = V /D Z be given, as above. We need to consider the projection π − :
The restriction of i • π − to L is a map of K-vector spaces (K-*-structure on L and the ordinary structure on V − ), hence it can be extended to a C-linear map L ⊗ K C → i(V − ); we denote this extension by i • π − as well. Remark. If the reader prefers he can use coordinates: a basis x 1 , ..., x r satisfying (2.4) defines a n × (r − n)-matrix z = {z ij } as follows (this is the same as 2.14):
α(x n+i ) = n k=1 z ki α(x k ) (It is easy to prove that α(x k ), k = 1, ..., n form a basis of C n ). Condition (2.5) implies that z ∈ H 3 n,r−n (calculations coincide with the ones of the above Proof of 2.5). Let A = A z be the abelian variety corresponding to z. e 1 , ..., e r , x 1 , ..., x r for it are the same as in 2.11, Ω and hence H are defined by 2.1, 2.2 uniquely. 
