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Introduction
The theory of environmental decoherence starts from the question why
the objects surrounding us obey the laws of classical physics, despite the
fact that our most fundamental physical theory—quantum theory—results
in contradictions to experimental and everyday experience when directly
applied to these objects. This is an embarrassing situation since from its
inception in the 1920’s until today quantum theory has seen a remarkable
success and an ever increasing range of applicability. Thus the question
how to reconcile quantum theory with classical physics is a fundamental
one, and efforts to find answers to it persisted throughout its history.
Although there is still no general consensus how an answer can be achieved,
environmental decoherence today is the most promising one and the one
most widely discussed.
The answer offered by the program of environmental decoherence to the
question posed above is that quantum theory is universally valid, in partic-
ular also in the macroscopic domain, but that one has to take into account
the fact that macroscopic objects are strongly interacting with their en-
vironment, and that precisely this interaction is the origin of classicality
in the physical world. Thus classicality is a dynamically emergent phe-
nomenon due to the interaction of quantum systems with other quantum
systems surrounding them.
In the past twenty years decoherence has been the subject of intensive
theoretical and experimental research and since then has generated an
enormous amount of literature. A search in the Science Citation Index for
“decoherence” yields well over 5 000 hits. Despite this massive progress
there is still a lot of discussion about the meaning, prospects and possibil-
ities of decoherence going on. In order to clarify the status of decoherence
and to provide a rigorous definition, Ph. Blanchard and R. Olkiewicz sug-
gested a notion of decoherence formulated in the algebraic framework of
quantum physics in [46], drawing on earlier work of R. Olkiewicz [105].
The algebraic framework is an alternative mathematical formulation of
quantum physics besides the traditional textbook formulation, which is
contained in the algebraic framework as a special case. However, it is more
powerful since it can also accommodate classical systems, provides an el-
egant formulation of superselection rules and can accommodate systems
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with infinitely many degrees of freedom rigorously, which is important in
order to discuss systems in the thermodynamical limit and in quantum
field theory. Thus it is particularly well suited for the discussion of the
dynamical emergence of classical properties. Recently the algebraic for-
mulation becomes increasingly popular in the discussion of foundational
and philosophical problems of quantum physics, see e. g. [90], and the work
of Ph. Blanchard and R. Olkiewicz on decoherence was appraised by N. P.
Landsman who declared that it “should provide important motivation for
specialists in the foundations of quantum theory to learn the theory of
operator algebras” [91].
To advertise the algebraic framework, especially for our purpose, we
start in Chapter 1 by explaining briefly its key features; in particular,
we emphasize that the formalism of quantum theory may fruitfully be
viewed as a generalization of classical Kolmogorovian probability theory.
In fact, as R. F. Streater contends, one should view “quantum theory is
a generalisation of probability, rather than a modification of the laws of
mechanics” [123]. In Chapter 1 we also introduce the necessary math-
ematical tools to describe the dynamics of open systems, in particular
quantum dynamical semigroups, which are fundamental for decoherence,
as well as a number of useful mathematical tools.
In Chapter 2 we develop the mathematical machinery which will allow
us to prove that a given quantum dynamical semigroup displays the deco-
herence effect. Besides giving a new proof for a special case of a theorem
of  Lugiewicz and Olkiewicz [94] we will also discuss the Jacobs–de Leeuw–
Glicksberg splitting for quantum dynamical semigroups as well as a notion
of detailed balance which will lead to a sufficient condition for a quantum
dynamical semigroup to display decoherence in the sense of Blanchard and
Olkiewicz.
In Chapter 3 we will introduce the notion of decoherence due to Ph.
Blanchard and R. Olkiewicz and, following [46], discuss its consequences.
Physically its main virtue lies in a classification of the possible scenarios
of decoherence and thus provides an answer to the question about the
possibilities of decoherence. Here one clearly sees that decoherence need
not always lead to classical properties but can also result in new quantum
properties of a quantum system. Moreover, it becomes apparent that there
is no intrinsic limit of decoherence to macroscopic systems. From our
work of Chapter 2 we will be able to give a number of sufficient conditions
for a quantum dynamical semigroup to display decoherence; the detailed
balance condition is a new aspect here. We will not go into interpretational
issues related to decoherence, for such aspects see the literature [137, 117].
Up to here our work was geared toward general aspects, having in-
3troduced a broad framework for the discussion of decoherence as well as
general conditions for a quantum dynamical semigroup to display decoher-
ence. Due to the use of the algebraic framework our results are sufficiently
general to treat also infinite systems. On the other hand, if we want to
explore decoherence in infinite quantum systems, it is important to have
a number of physical examples of infinite open quantum systems avail-
able. A first step toward this goal is attempted in Chapter 4. There we
construct of a class of quantum dynamical semigroups on von Neumann
algebras corresponding to representations of the algebra of the canoni-
cal commutation relations, which describe (not necessarily finite) Bose
systems. In particular, our results will enable to construct quantum dy-
namical semigroups describing infinite open systems. Since there are not
many quantum dynamical semigroups on type III von Neumann algebras
known in the literature, this is an important first step toward physical
models of decoherence in infinite systems. Since our construction is ob-
tained by extending semigroups we develop some useful technical results
in this direction in Appendix B. We investigate the quantum dynami-
cal semigroups thus obtained in Chapter 4, derive explicit expressions for
their generators and also discuss the existence of faithful normal invariant
states.
The final Chapter 5 contains a brief summary of this work and closes
with some open problems and proposals for what might been worth inves-
tigating.
4 Introduction
Chapter 1.
Quantum Probability and
Open Systems
This chapter starts by motivating the algebraic description of physical
systems, starting from operational principles. We explain how classical
and quantum systems are described within the algebraic formulation and
introduce the basic idea of quantum probability theory. In particular,
we stress that the description of infinite systems needs a generalization
of the usual textbook quantum mechanics for systems with finitely many
degrees of freedom. Then we introduce the mathematical description of
open systems and their irreversible dynamics. The last section gives a
number of technical results concerning invariant states and fixed points
for irreversible evolutions.
1.1. Mathematical Description of Physical
Systems
1.1.1. States and Observables
In this section we introduce the two notions of state and observable, mainly
following the setup given in [2]. In every physical theory they have direct
operational significance, here we shall try to give a general mathemati-
cal model which captures their essential features. It is believed that every
physical theory can be described in these abstract terms and we argue that
there is moreover a common mathematical framework in which states and
observables can be discussed. This will allow us to treat both classical and
quantum systems in the same mathematical framework, which is an im-
portant aspect for our purpose since we want to study situations in which
quantum systems develop classical behavior, so a common mathemati-
cal framework is certainly useful. Moreover, we believe that foundational
issues of quantum physics are best discussed in this framework.
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Consider a typical laboratory experiment involving some physical sys-
tem. In every such experiment we can identify two subsequent phases:
preparation and measurement. At first we subject the system to some
preparation procedure which ensures that upon repetition of the exper-
iment we can be sure that we set out from the same initial condition.
After preparation we allow the system to evolve freely until we perform
a measurement on it, that is we cause an interaction of the system and
another system, designed specifically for this purpose—the measuring in-
strument. This will change the state of the instrument (and, in general,
of the system as well) in some way which may be recorded, for example
by moving the pointer of a dial. The reading of the dial is the result of
the measurement. Now we find that a measurement performed on two
identical systems which have been subjected to identical preparation pro-
cedures can lead to different results, and conversely, that two identical
systems which have been prepared differently can yield identical results.
Hence we must take this indeterminacy into account in a theoretical de-
scription of this situation. We will assume that a specific preparation and
a specific measurement do not determine a unique outcome with certainty
but only a probability distribution on the set of all possible outcomes of
the measurement. The probability distribution may then be tested against
experiment by performing the measurement a large number of times on
identically prepared systems and comparing the probabilities of our theo-
retical description with relative frequencies of the outcomes; in this way
we decide if a particular theoretical description is tenable or not.
To build up a mathematical theory describing this situation we must
associate mathematical objects to the preparation and measurement pro-
cess such that they are able to predict a probability distribution for each
pair of a preparation and a measurement. A preparation procedure will
be denoted by ϕ, it can be thought of as a concrete recipe of how to set
up the system; a measurement effected by using a specific instrument will
be denoted by A ; as for preparation procedures A can be thought of as
the design drawing of the instrument. The probability distribution pre-
dicted by the theory, say on the Borel sets of the real numbers R, will
be denoted by P [ϕ,A; ·], where P [ϕ,A;E] is the probability that we find
the event (outcome) E in the measurement, i, e. that the dial shows a
reading lying in the Borel set E ⊆ R. To set up a mathematical theory
we first have to evade a slight difficulty. It is of course possible to have
two different preparation procedures ϕ1 and ϕ2 such that the probability
distributions P [ϕ1, A; ·] and P [ϕ2, A; ·] are identical for any instrument A
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we have at our disposal1, if they only differ in irrelevant details not seen
by the instruments. Then we define ϕ1 and ϕ2 as equivalent, in sym-
bols ϕ1 ∼ ϕ2. It is easy to see that ∼ defines an equivalence relation on
the set of preparations. Clearly, two preparations ϕ1 and ϕ2 with ϕ1 ∼ ϕ2
should be identified in a theoretical description, therefore we pass to the
equivalence classes of preparation procedures. Such an equivalence class
is called a state, the set of all states will be denoted by Σ. Similarly, if
for two instruments A1 and A2 the probability distributions P [ϕ,A1; ·]
and P [ϕ,A2; ·] agree for all states ϕ ∈ Σ we call the instruments equiva-
lent, in symbols A1 ∼ A2, and the equivalence classes of this equivalence
relation are called observables, the set of all observables will be denoted
by O. For a pair A ∈ O and ϕ ∈ Σ we write ϕ(A) for the expectation
value of the probability distribution P [ϕ,A; ·].
1.1.2. C*-Algebraic Description of Physical Systems
In the previous section we have established the notion of a set of states Σ
and observables O, and introduced a pairing 〈A,ϕ〉 = ϕ(A) ∈ R for ϕ ∈ Σ
and A ∈ O, the expectation value. Using the operational significance of Σ
and O and the pairing ϕ(A) it is possible to argue in favor of a general
mathematical model for Σ and O. Such an argument is not meant to
be a derivation of a certain mathematical framework, which is impossible
in a strict logical sense, it is rather to say that there is a mathemati-
cal framework which covers all known physical applications and admits a
sufficiently rich structure to faciliate rigorous developments. This math-
ematical framework we are about to introduce is generally known as the
algebraic framework of (quantum) physics. It was pioneered by Segal [119]
and developed by Haag and Kastler [76], see [10] for a historical account
and bibliography as well as [28] for a short and elementary account.
We will not give complete arguments here but instead refer to the liter-
ature cited above, we shall only try to convey some key points. First we
observe that if ϕ(A) = ϕ(B) for any ϕ ∈ Σ the observables A,B ∈ O are
not distinguishable by any measurement, hence, by what was said above,
they are identified: A = B. Similarly, if ϕ1(A) = ϕ2(A) for any A ∈ O
then ϕ1 = ϕ2. This translates into the mathematical statement that the
states separate the observables and vice versa. Now we establish some
algebraic structure on O. Let A ∈ O and λ ∈ R. Since A characterizes
1By choosing how many instruments we include in our considerations we decide about
the coarseness of our theoretical description. For example, if we think of a particle
with spin, we can ignore its spin degree of freedom if we only include instruments
that measure its spatial degrees of freedom and if there is no spin–orbit interaction.
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a concrete measuring apparatus, we can rescale it by λ and thus obtain
the observable λA ∈ O. Then we should have ϕ(λA) = λϕ(A) for any
ϕ ∈ Σ by the interpretation of ϕ(A) as an expectation value. Moreover,
for A ∈ O we can square the scale of the apparatus and thus obtain the
observable A2 ∈ O, and more generally An for any n ∈ N. This permits us
to calculate the n-th moments ϕ(An) of the observable A from which we
can reconstruct the probability distribution (Hamburger moment problem,
see below) of A in state ϕ, hence it is sufficient to know the expectation
values of all observables O in any state in Σ to get all the mathematical
framework is able to predict.
In many situations we can find for two observables A,B ∈ O (e. g.
potential and kinetic energy) a third observable C ∈ O such that ϕ(C) =
ϕ(A) + ϕ(B) for any ϕ ∈ Σ. Then we write C = A + B. We shall
assume that for any pair of observables A,B there is a third, C, such
that C = A+B (if not O has to be appropriately completed). With this
structure O becomes a real vector space and each ϕ is a linear functional
on O. Furthermore, we have a notion of positivity: If A ∈ O is such
that ϕ(A) ≥ 0 for any ϕ ∈ Σ, i. e. a measurement of A gives only positive
results, then we call A positive, in symbols A ≥ 0. Since the square A2
only gives positive results we stipulate that A2 ≥ 0 for any A ∈ O. For
the trivial observable 1 ∈ O which is constantly equal to 1 we require of
course that ϕ(1) = 1.
In a next step we introduce a norm on the vector space O. For any
A ∈ O we define
‖A‖ = sup{|ϕ(A)| : ϕ ∈ Σ}. (1.1)
It can be checked that ‖·‖ indeed satisfies all properties required for a
norm [28]. Moreover, it follows that |ϕ(A)| ≤ ‖A‖, i. e. ϕ ∈ Σ is a contin-
uous linear functional on the normed space O. From the definition of the
norm it follows from ϕ(‖A‖1±A) ≥ 0 for all ϕ ∈ Σ that
‖A2‖ = ‖A‖2 (1.2)
for any A ∈ O.
The fact that we were able to introduce the n-th power of an observable
indicates that O can be assigned more algebraic structure. It has been
suggested to define a product
A ◦B = 12 [(A+B)2 −A2 −B2]
for A,B ∈ O. This product is commutative but in general nonassociative.
If ◦ is assumed to satisfy in addition that A ◦ (A2 ◦B) = A2 ◦ (A ◦B) for
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all A,B ∈ O (weak associativity), then it endows O with the structure
of a Jordan algebra, see [10, 28, 31]. We shall not pursue the Jordan
algebra approach here. We only remark that it has been shown that, if
it is augmented by two more topological assumptions, it can account for
most of the quantum mechanical structure [28].
Instead we assume that O can be embedded in a complex algebra A such
that algCO = A where A has an, in general, noncommutative product
AB, where A,B ∈ A, and an antilinear involution denoted by ∗. (Then a
Jordan algebra structure can be recovered by defining A ◦ B = 12 (AB +
BA).) This assumption will cover all known physical situations. That is,
A is a complex vector space with an associative and distributive product
and an involution such that
(λA+ µB)∗ = λ¯A∗ + µ¯B∗, (AB)∗ = B∗A∗ (1.3)
for any A,B ∈ A and λ, µ ∈ C. The states Σ are extended to A to
yield a separating family of complex linear functionals on A. The natural
extension of the property ϕ(A2) ≥ 0 is
ϕ(A∗A) ≥ 0, ϕ ∈ Σ, A ∈ A. (1.4)
We can still define a norm on A by ‖A‖ = sup{|ϕ(A)| : ϕ ∈ Σ}, then we
assume the generalization of (1.2),
‖A∗A‖ = ‖A‖2, A ∈ A, (1.5)
as well as
‖AB‖ ≤ ‖A‖ · ‖B‖, A,B ∈ A. (1.6)
By positivity we have ϕ((λA+ 1)∗(λA+ 1)) ≥ 0, which implies that
ϕ(A∗) = ϕ(A), ‖A∗‖ = ‖A‖, (1.7)
for any A ∈ A and by a suitable choice of λ ∈ C.
We see if we add the assumption that A is complete in the norm ‖·‖
then A satisfies all axioms of a C*-algebra. Thus we will henceforth assume
that A is a C*-algebra and the observables correspond to the self-adjoint
(i. e. A = A∗) elements of A because for a self-adjoint A ∈ A we have
ϕ(A) ∈ R for any ϕ ∈ Σ as a consequence of (1.7). The states Σ are
identified with the set of all continuous positive and normalized functionals
on A, i. e. we have the identification
Σ ∼= {ϕ ∈ A∗ : ϕ(A∗A) ≥ 0∀A ∈ A, ϕ(1) = 1} =: S (A). (1.8)
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As we have already mentioned, given a state and an observble, the corre-
sponding probability distribution can be found by the Hamburger moment
problem, which is the following.
Proposition 1.1 Let {ak}k∈N0 ⊆ R be a sequence. If for every n ∈ N
and all z1, . . . , zn ∈ C we have
n∑
k,`=0
z¯kz`ak+` ≥ 0, (1.9)
and if there exist c, d ≥ 0 such that |ak| ≤ cdkk! for every k ∈ N0 then there
exists a unique positive Borel measure µ on R such that
∫
R t
k dµ(t) = ak
for every k ∈ N0
Given a state ϕ and a self-adjoint element A ∈ A we can easily verify that
ak = ϕ(Ak) satisfies the conditions of the previous proposition: We have
n∑
k,`=1
z¯kz`ϕ(Ak+`) = ϕ
[( n∑
k=1
zkA
k
)( n∑
`=1
z`A
`
)∗]
≥ 0
as well as |ak| ≤ ‖A‖k. Thus the pair ϕ and A = A∗ indeed induces a
unique probability distribution on R.
Because of this interpretation the C*-algebra A is sometimes called the
algebra of observables of a physical system. However, it has a more gen-
eral interpretation beyond this heuristic construction of A, for this reason
we prefer the name kinematical algebra because the role of A is to encode
the kinematical structure of a physical system. In quantum field theory
when unobservable fields are used or when there are superselection rules
present in the system one still can use algebras to describe the kinemat-
ics of physical systems, however, their elements need not be related in a
simple way to the observables (i. e. the actual measurements that can be
performed on the system in the laboratory) of the system, see [12] for a
thorough discussion of these points.
1.1.3. C*-Algebras and von Neumann Algebras
Since C*- and von Neumann algebras play a crucial role in the following,
we will recall some basic facts about them. This subsection is not meant
to be an exhaustive review of all results of operator algebra theory that
are used in the present work, it mainly servers to clarify the connection of
the previous subsections to quantum probability theory and to fix some
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notation. For an exposition of C*-algebra and von Neumann algebra the-
ory we refer to [24, 30, 23, 10, 6, 4]. Henceforth we will adopt the notation
of operator algebra theory and denote the elements of operator algebras
by x, y, z, . . . since they are regarded as the basic structures of the theory.
A C*-algebra A is a complex vector space which admits an associative
and distributive product xy for x, y ∈ A which is not necessarily commu-
tative, an antilinear involution x 7→ x∗, that is
(λx)∗ = λ¯x∗, (x+ y)∗ = x∗ + y∗,
(x∗)∗ = x, (xy)∗ = x∗y∗,
and a norm ‖·‖ which makes A a Banach algebra (so in particular A is
complete in the norm topology) and which moreover satisfies the Gelfand
condition
‖x∗x‖ = ‖x‖2, x ∈ A.
If A contains a unit 1 such that 1x = x1 = x for any x ∈ A then A is
called unital. As a rule all C*-algebras appearing in this work are unital
(unless stated otherwise). An element x ∈ A is called self-adjoint if x∗ = x,
the real vector space of all self-adjoint elements is denoted by Asa. The
space Asa carries a natural order: x is called positive, notation x ≥ 0, if
x = y∗y for some y ∈ A, the cone of all positive elements in A is denoted
by A+. The spectrum of x ∈ A is defined by
specx = {λ ∈ C : (λ1− x) is not invertible in A}.
A normal element x ∈ A, i. e. xx∗ = x∗x, is self-adjoint if and only if
specx ⊆ R, and positive if and only if specx ⊆ R+. Particularly important
positive operators are the projections: p ∈ A is called a projection if p =
p2 = p∗, the set of all projections is denoted by P(A). Two projections
p, q ∈P(A) are called orthogonal, in symbols p ⊥ q, if pq = 0.
A state on a C*-algebra A is a linear functional ϕ on A which is positive
(i. e. ϕ(x) ≥ 0 if x ≥ 0) and normalized, i. e. its norm
‖ϕ‖ = sup{|ϕ(x)| : x ∈ A, ‖x‖ ≤ 1}
is unity, or equivalently ϕ(1) = 1 if A is unital. The set of all states on A
will be denoted byS (A). A state ϕ is called faithful if x ≥ 0 and ϕ(x) = 0
imply x = 0. A state ϕ is called pure if for any other state ψ such that
ϕ ≤ ψ it follows that ϕ = λψ for some λ ∈ [0, 1], where ϕ ≤ ψ means
ϕ(x) ≤ ψ(x) for all x ∈ A+.
There are two important examples of C*-algebras. Let H be a Hilbert
space and let L(H ) denote the set of all bounded linear operators on H .
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Under addition, scalar multiplication, and pointwise multiplication to-
gether with the involution x 7→ x∗ given by taking adjoints of linear op-
erators as well as the usual operator norm, L(H ) is a C*-algebra. A
*-invariant subalgebra A ⊆ L(H ) is a C*-algebra as well provided that it
is closed in the norm topology on L(H ). We call a closed *-invariant sub-
algebra of L(H ) a concrete C*-algebra. This example exhausts already
the class of C*-algebras in the sense that it can be shown that every C*-
algebra is isomorphic to some concrete C*-algebra on a suitable Hilbert
space, which is the content of the important Gelfand–Naimark theorem.
Since we have seen in Section 1.1.2 that (the kinematics of) general phys-
ical systems is described by C*-algebras this shows that in this way we
enter the Hilbert space and operator framework familiar from elementary
quantum mechanics. We shall elaborate on this point below.
The second important example is provided by the set of all complex con-
tinuous functions C0(Ω) vanishing at infinity on a locally compact Haus-
dorff topological space Ω. This set becomes a C*-algebra under the point-
wise product (fg)(ω) := f(ω)g(ω), where ω ∈ Ω and f, g ∈ C0(Ω), and
involution defined by complex conjugation, f∗ := f¯ . The norm on C0(Ω)
is taken to be the sup-norm, i. e. ‖f‖ = sup{|f(ω)| : ω ∈ Ω}. Again,
this example exhausts the class of all commutative C*-algebras up to iso-
morphism for suitable locally compact Hausdorff spaces Ω. This fact will
be used and explained in more detail in the next subsection. We remark
that Ω is compact if and only if A is unital.
Besides C*-algebras another class of algebras are important for our pur-
pose. A von Neumann algebra is a concrete C*-algebra M contained
in L(H ) for some Hilbert space H which is closed in the strong op-
erator topology. That is, whenever {xi}i∈I is a net of elements of M
such that it converges to x ∈ L(H ) in the strong operator topology,
i. e. ‖xiξ − xξ‖ → 0 as i → ∞ for any vector ξ ∈ H , then it follows that
x ∈M. Von Neumann algebras can also be characterized by a purely alge-
braic property. Let M ⊆ L(H ) be a subset, then we define its commutant
by M ′ = {x ∈ L(H ) : xy = yx for all y ∈ M}. Then a C*-subalgebra
M ⊆ L(H ) acting nondegenerately on H , i. e. linMH = H (in par-
ticular, this is the case if M containins the identity operator 1) is a von
Neumann algebra if and only if M′′ = M. Finally, a von Neumann algebra
may be characterized as a concrete C*-algebra M which is the dual (in
the Banach space sense) of a Banach space M∗, called the predual space
of M, that is (M∗)∗ = M. The predual can be shown to be uniquely
determined. Then we have the inclusion of M∗ in the dual space M∗, i. e.
the space of all continuous linear functionals on M. Any state on M is
an element of M∗ ; if it is also contained in M∗ we call the state normal.
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Normal states can be characterized by a continuity property. A state ϕ
is normal if and only if for any uniformly bounded increasing net {xi}i∈I
of M+ we have supi∈I ϕ(xi) = ϕ(supi∈I xi), the sup exists (see [24]), or
equivalently, if
ϕ
(∑
i∈I
pi
)
=
∑
i∈I
ϕ(pn) (1.10)
for any family {pi}i∈I of mutually orthogonal (i. e. pi ⊥ pj if i 6= j)
projections in P(M). Finally it can be shown that for a normal state ϕ
on M there exists a positive trace class operator ρ on H with unit trace
such that ϕ(x) = tr ρx for any x ∈M ; in quantum mechanics such a ρ is
called a density matrix. Unlike a C*-algebra, which in the extreme case
contains no projections except 0, a von Neumann algebra always has plenty
of projections. In fact, P(M) is an orthomodular lattice and the set of
all projections generates the algebra in the sense that P(M)′′ = M. For
two projections p, q ∈P(M) we denote by p ∨ q and p ∧ q the supremum
and infimum, respectively, of p and q in P(M). Given a self-adjoint
element x ∈M with a pure point spectrum specA we can write its spectral
resolution as
x =
∑
λ∈spec x
λpλ, (1.11)
where pλ is the projection onto the space of all eigenvectors with eigen-
value λ. One can show that then pλ ∈ M for any λ ∈ specA. More
generally, if x is a self-adjoint element in M its spectrum specA need not
be discrete and its spectral resolution becomes a continuous version of the
above,
x =
∫
spec x
λ dP (λ), (1.12)
where P is now a projection-valued measure on specA, and again it can
be shown that P takes values in P(M).
If M is a von Neumann algebra, ϕ a normal state and x ∈ M is self-
adjoint, then by Proposition 1.1 the sequence {ϕ(xk)}k∈N0 defines a unique
probability measure µϕ on R such that
∫
R t
k dµϕ(t) = ϕ(xk). Let P be the
spectral measure of x, then it follows that µϕ concides with the probability
measure ϕ(P (·)), for it is easily seen by normality that µϕ(B) = ϕ(P (B))
for all Borel sets B ⊆ R. Thus starting from an algebraic approach to
quantum theory as in Section 1.1.2 with a direct physical interpretation of
the expectation values ϕ(x) for observables x and states ϕ, we recover the
usual interpretation of the quantum physical formulation: The measure µϕ
is concentrated on specx, i. e. the spectrum of x is the set of all possible
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outcomes of the observable and the probability distribution is found by
spectral resolution of x.
Let (Ω,F , P ) be a classical probability space. Denote by L∞(Ω, P )
the set of all F -measurable (essentially) bounded functions on Ω. Then
endowed with the (essential) sup-norm, the pointwise product and the
involution given by complex conjugation L∞(Ω, P ) is a C*-algebra. It
is in fact a concrete C*-algebra on the Hilbert space L2(Ω, P ) which acts
on L2(Ω, P ) by pointwise multiplication. Since L∞(Ω, P ) is the dual of the
Banach space L1(Ω, P ) of all measurable P -integrable functions (that is,
all random variables on (Ω,F , P ) with finite expectation value), L∞(Ω, P )
is a von Neumann algebra. Clearly, it is commutative. The projections
p ∈ P(L∞(Ω, P )) are precisely the characteristic functions χE where E
runs through F , here
χE(ω) =
{
1 : ω ∈ E
0 : ω 6∈ E , ω ∈ Ω.
We shall need an number of different topologies on L(H ). For an
account on this subject see [4, 6, 24]. The most important topology is
the ultraweak topology, it is the locally convex topology on L(H ) defined
by the family of seminorms x 7→ tr(ρx), where ρ ∈ T(H ) = (L(H ))∗
(the predual). On the unit ball of L(H ) it agrees with the weak operator
topology, which is defined by the family of seminorms x 7→ 〈η, xξ〉, where
ξ, η run through H . It is an important result (see e. g. [24]) that for any
von Neumann algebra M ⊆ L(H ) the relative ultraweak topology on M
agrees with the σ(M,M∗)-topology. Any positive normal linear functional
on a von Neumann algebra M ⊆ L(H ) is normal if and only if it is
σ(M,M∗)-continuous. A bounded linear operator T : M −→M is called
normal if it is positive, i. e. T (M+) ⊆ M+, and σ(M,M∗)–σ(M,M∗)
continuous. This is equivalent to T ∗(M∗) ⊆ M∗, where T ∗ : M∗ −→
M∗ is the dual of T . I. e. in this case we can define a predual map T∗
by restricting T ∗ to M∗ ⊆ M∗. Moreover, normality of T is equivalent
to the normality of the positive functional ϕ ◦ T for all normal positive
functional ϕ.
1.2. Quantum Probability and Physical
Systems
After we have motivated the description of physical systems by C*-algebras
we now show that classical probability also has a place in an algebraic
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framework. This formulation admits a generalization of classical proba-
bility theory to the so-called quantum probability theory. Quantum prob-
ability theory will be seen to be an adequate tool for the description of
general quantum systems.
1.2.1. Algebraic Classical Probability
The basic principles of classical probability theory will not be recalled here,
see e. g. [16], an explanation of the standard notation we will use in the
sequel can also be found there. We only remind the reader that a classical
probability space is a triple (Ω,F , P ) consinsting of a set Ω, the sample
space, a σ-algebra of subsetsF of Ω, and a σ-additive map P : F −→ [0, 1]
such that P (Ω) = 1, the probability distribution. The points of the sample
space Ω represent the outcomes of a random experiment, a subset E ⊆ Ω
lying in F is called an event; if ω ∈ Ω is the outcome of a run of the
random experiment and ω ∈ E, then we say that the event E has taken
place. The number P (E) is called the probability of E.
Our purpose is to formulate the classical probability model in an al-
gebraic language by associating with every classical probability space a
commutative von Neumann algebra plus some extra structure, which may
be described axiomatically. If we then drop the commutativity assumption
from the list of axioms we obtain a generalization of classical probability.
This generalization turns out to be just right for quantum theory and it
becomes apparent that quantum theory is best viewed as a generalization
of classical probability theory. The method of passing from a commutative
to a noncommutative algebra is in line with a general theme of modern
mathematics: To obtain a noncommutative or “quantum” generalization
of some mathematical structure one casts the axioms of the structure in
terms of properties of an appropriate commutative algebra of functions
which carries some extra structure. Then one generalizes from commu-
tative to noncommutative algebras to obtain the quantum version. This
procedure has been successfully applied to probability (see the following),
topology (C*-algebras may be viewed as a noncommutative version of
topological spaces), groups (generalized by quantum groups), and differ-
ential geometry.
First we briefly review Gelfand’s theory of commutative C*-algebras.
Let A be a commutative C*-algebra, then a character ω is a state on A
such that ω(xy) = ω(x)ω(y) for all x, y ∈ A. Let Ω(A) be the set of all
characters on A. Since each character is contained in the dual A∗ of A, the
set Ω(A) can be given the relative weak* topology inherited from A∗. Now
Gelfand’s theorem says that with this topology Ω(A) is a locally compact
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Hausdorff space (which is even compact if A is unital) and that the map
A −→ C0(Ω(A)) given by x 7→ xˆ, where xˆ is defined by xˆ(ω) = ω(x) for
any character ω ∈ Ω(A), is an isometric isomorphism of A onto C0(Ω(A));
it is called the Gelfand isomorphism. Thus these two C*-algebras may be
identified via the Gelfand isomorphism.
Besides Gelfand’s theorem we shall also need the important Gelfand–
Naimark–Segal (GNS) theorem which associates to every C*-algebra A
and every state ϕ a representation of A acting on a Hilbert space.
Theorem 1.2 Let A be a C*-algebra and ϕ a state on A. Then there
exists a Hilbert space Hϕ and a *-representation piω : A −→ L(Hϕ), and
a normalized vector ξϕ ∈Hϕ, such that
ϕ(x) = 〈ξφ, piϕ(x)ξϕ〉, x ∈ A, (1.13)
and such that ξϕ is cyclic for piϕ, i. e. piϕ(A)ξϕ = Hϕ. The representa-
tion piϕ on Hϕ is uniquely determined by ϕ up to unitary equivalence.
A proof can be found, e. g. in [4, 6, 23, 24]. Given a C*-algebra A and
a state ϕ we will the canonical objects associated to ϕ denote by the
triplet (piϕ, ξϕ,Hϕ).
The following result is the basic ingredient in describing a classical prob-
ability space in algebraic terms.
Proposition 1.3 Let (Ω,F , P ) be a classical probability space. Then
M = L∞(Ω, P ) is a commutative von Neumann algebra acting on H =
L2(Ω, P ), and
M 3 x 7→ ϕ(x) =
∫
Ω
x(ω) dP (ω) (1.14)
is a faithful normal state on M. Conversely, given a commutative von
Neumann algebra M and a faithful normal state ϕ on M then there ex-
ists a classical probability space (Ω,F , P ) such that M is isomorphic
to L∞(Ω, P ) and ϕ is given by (1.14).
Proof. Clearly, if ϕ is defined by (1.14) then ϕ(1) = 1, ϕ(x∗, x) ≥ 0 for all
x ∈M, if ϕ(x∗x) = 0 then x(ω) = 0 P -a. e., and ϕ is normal. Conversely,
if M is commutative then M ∼= C0(Ω) (in the C*-sense) for a locally
compact Hausdorff space Ω. Let F be the Borel σ-algebra on Ω. By
the Riesz–Markov theorem there exists a Radon probability measure P
on (Ω,F ) such that ϕ(x) =
∫
x(ω) dP (ω) for all x ∈ C0(Ω). The GNS
representation ofM ∼= C0(Ω) with respect to ϕ is given byHϕ = L2(Ω, P ),
ξϕ(ω) = 1 for all ω ∈ Ω, and (piϕ(x)ξ)(ω) = x(ω)ξ(ω) for all x ∈ C0(Ω)
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Classical Algebraic
random variables self-adjoint elements of M
events F projections P(M)
probability distribution P state ϕ
σ-additivity of P normality of ϕ
inclusion (implication), E1 ⊆ E2 ordering of projections, p1 ≤ p2
exclusive events, E1 ∩ E2 = ∅ orthogonality, p1 ⊥ p2
E1 ∪ E2 if E1 ∩ E2 = ∅ p1 ∨ p2 = p1 + p2 if p1 ⊥ p2
union, E1 ∪ E2 supremum, p1 ∨ p2
conditional expectation noncomm. conditional expectation
Table 1.1.: Correspondence between some concepts of classical and algebraic
probability. The concept of a noncommutative conditional expectation is
introduced in Section 1.3.1 in connection with the dynamics of subsystems.
and ξ ∈ Hϕ. Now since ϕ is normal and faithful, piϕ : M −→ piϕ(M)
is normal and faithful, and piϕ(M) ⊆ L(Hϕ) is ultraweakly closed. The
von Neumann algebra piϕ(C0(Ω)) is commutative and has a cyclic vector,
hence it is maximal commutative. Since L∞(Ω, P ) ⊆ piϕ(C0(Ω))′ as well
as piϕ(C0(Ω)) ⊆ L∞(Ω, P ) this implies L∞(Ω, P ) = piϕ(C0(Ω))′′ = piϕ(M)
and hence M ∼= L∞(Ω, P ) in the von Neumann algebra sense. 
Thus every classical probability model leads to a commutative von Neu-
mann algebra together with a faithful normal state in a canonical way,
and every commutative von Neumann algebra M together with a faithful
normal state leads us back to a classical probability model.
1.2.2. The Quantum Generalization
In the last section we have obtained a description of a classical probability
space in terms of commutative von Neumann algebras. Now we generalize
this description to noncommutative algebras.
Definition 1.4 A pair (M, ϕ) consisting of a von Neumann algebra M
and a normal state ϕ on M is called a quantum (or noncommutative)
probability space.
We shall not introduce the concepts of quantum probability at a for-
mal level in the present work but refer instead to the textbooks [17, 22]
and [112]. But we shall try point out its relevance for the description
of quantum systems. Indeed, from the probabilistic prespective we shall
see that qunatum physics is a generalization of classical probability theory
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and not so much a generalization of classical mechanics or field theory. We
propose that for the discussion of certain foundational issues of quantum
mechanics like measurements and the emergence of classicality in a quan-
tum world it is helpful to assume this point of view and use the algebraic
formulation.
Our task is to identify the algebraic counterparts of some concepts of
classical probability. To this end we use the relation between a classical
probability space (Ω,F , P ) and the corresponding quantum probability
space (M, ϕ) with M = L∞(Ω, P ) given by Proposition 1.3. Clearly, the
random variables (i. e. the observables of the random experiment) in the
classical case become associated to the self-adjoint elements of the alge-
bra, and we have already seen that the indicator random variables χE ,
where E ∈ F , correspond to the projections in L∞(Ω, P ). Thus the
events F correspond to the projections P(M). The probability distribu-
tion in the classical case becomes the state in the quantum case, where
σ-additivity of P corresponds to the normality of the state. This is clear
in view of (1.10) and the association of events and projections. Similarly,
we see that for two events E1, E2 of F the relation E1 ⊆ E2 (i. e. the
event E1 implies E2) corresponds to the ordering p1 ≤ p2 of projections,
and E1∩E2 = ∅ corresponds to orthogonality p1 ⊥ p2, finally the event “E1
and E2”, i. e. E1 ∪ E2, corresponds to p1 ∨ p2. These generalizations are
summarized in Table 1.1. A new trait in the noncommutative case is that
we can have [p1, p2] := p1p2 − p2p1 6= 0 for p1, p2 ∈ P(M); this non-
commutativity of projections has no counterpart in classical probability
theory. If [p1, p2] = 0 we say that the two projections are compatible or
noninterfering. A similar terminology is adopted for general self-adjoint
elements ofM. Thus in the commutative case random variables are always
compatible. Some consequences which noncommutativity of observables
entails will be discussed in the next section after we have discussed the
relation of quantum probability spaces to classical and quantum systems.
1.2.3. Classical Physical Systems
A classical mechanical system is described by a configuration space, given
by a smooth finite-dimensional manifold Mm of dimension m. A motion
is a smooth curve γ : ]a, b[ −→Mm. In Hamiltonian mechanics the cotan-
gent bundle T∗Mm is called the phase space of the system under study;
the tangent of γ, γ˙ : ]a, b[ −→ TMm, is interpreted as velocity. In the
simplest case T∗Mm has the interpretation of being the space of gener-
alized coordinates q1, . . . , qm and generalized momenta p1, . . . , pm, where
(q1, . . . , qm, p1, . . . , pm) then is a point in phase space. Time evolution is
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specified by a flow g : R × T∗Mm −→ T∗Mm, so for every initial point
ω ∈ T∗Mm we obtain a smooth curve γt(ω) = g(t, ω) for all t ∈ R which
is the motion of the system in phase space. Here {g(t, ·)}t∈R is a group
of diffeomorphisms on T∗Mm. The flow g is determined by the Hamil-
tonian function H : T∗Mm −→ R where g gives the integral curves of
the symplectic gradient s-gradH on T∗Mm with respect to the canonical
symplectic structure on T∗Mm. In the simplest case when there are co-
ordinates (q1, . . . , qm, p1, . . . , pm) such that the canonical symplectic form
can be written as
∑
dpi∧dqi the integral curves are determined by Hamil-
ton’s equations,
q˙i =
∂H
∂pi
, p˙i = −∂H
∂qi
, i = 1, . . . ,m.
In classical mechanics it is argued that phase space T∗Mm corresponds
to the state space of the system and that an observable is a function
f : T∗Mm −→ R. Thus as C*-algebra of a classical Hamiltonian system
we take A = C0(Ω), where Ω = T∗Mm, i. e. the algebra of all complex con-
tinuous functions on Ω vanishing at infinity. Then the self-adjoint elements
of A (i. e. real valued functions) are the observables. By the Riesz–Markov
theorem the dual of C0(Ω) is the space of all finite Radon measures on Ω,
hence the state space S (A) is the set M+1 (Ω) of all probability Radon
measures on phase space Ω. Thus for a state µ ∈M+1 (Ω) and observable f
the expectation value is given by
µ(f) =
∫
Ω
f(ω) dµ(ω).
In particular, an observable f can be regarded as a random variable on
the probability space (Ω,B, µ). The pure states are precisely the Dirac
measures δω concentrated in a single point ω of phase space Ω. They have
the property of being dispersion free, i. e. if µ = δω the variance vanishes,
Var f =
∫
Ω
(f−µ(f))2 dδω = 0, and any observable f ∈ A takes on a sharp
value f(ω). Thus if the system is in a pure state we know the value of each
observable exactly. If the system is in a nonpure state we only have a prob-
ability distribution on phase space. This is an entirely classical probability
distribution and its presence may be interpreted as lack of knowledge in
which state the system actually is. So probabilities play here the role of
subjective ignorance, albeit this role may be very significant, for example
in statistical mechanics: We are not able to practically solve a coupled
system of 1023 differential equations, nor are we able to even store and
process the amount of data present in the solutions, which renders such
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an approach useless. Instead, we content ourselves with a probabilistic de-
scription. In fact, this is what is appropriate in this situation, since, after
all, we are only interested in certain macroscopic properties of systems in
statistical mechanics, such as temperature, pressure, volume, magnetiza-
tion, etc., hence it is inappropriate to describe them as N -particle systems
with N ≈ 1023.
Time evolution translates into the algebraic framework as follows: The
flow g induces a group of *-automorphisms {αt}t∈R on A via
αt(f)(ω) = f(g(t, ω)), t ∈ R, ω ∈ Ω, f ∈ A. (1.15)
The fact that {αt}t∈R is a group of automorphism reflects the fact that
time evolution is reversible. The appearance of irreversible time evolution
is characteristic for open systems.
1.2.4. Quantum Systems
In Section 1.1.2 we have argued that any physical system can be described
in terms of C*-algebras. Let us consider an arbitrary physical system
which is described by some C*-algebra A. Then we have the famous
Heisenberg uncertainty relation in its general form:
Lemma 1.5 Let A be a C*-algebra and x, y ∈ A two self-adjoint elements.
For any state ϕ on A write ∆ϕ(x) = ϕ[(x− ϕ(x))2] for the variance of x
in the state ϕ, and similarly for y. Then
∆ϕ(x)∆ϕ(y) ≥ 12 |ϕ([x, y])|. (1.16)
Proof. From the Cauchy–Schwarz inequality |ϕ(xy)| ≤ ϕ(x2)ϕ(y2) we im-
mediately get 12 |ϕ(xy − yx)| ≤ ϕ(x2)ϕ(y2). Replacing x and y with the
self-adjoint operators x−ϕ(x) and y−ϕ(y) this implies 12 |ϕ([x−ϕ(x), y−
ϕ(y)])| = 12 |ϕ([x, y])| ≤ ∆ϕ(x)∆ϕ(y). 
Hence we see that for a commutative A the right hand side of (1.16) is
always trivial and there is no Heisenberg uncertainty principle. It was
argued by Heisenberg that, as a matter of principle, when we measure
the position of a particle of atomic dimensions we perturb the particle’s
momentum, and that the perturbation becomes larger the more accurate
we try to determine its position, no matter in which state ϕ the particle
is, so that an inequality of the form (1.16) for the position and momentum
observables is expected to hold for any state ϕ. Thus we can guess from
Lemma 1.5 that the presence of quantum properties of a system, embodied
by the uncertainty principle, entails that its algebra is noncommutative.
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The starting point of quantum mechanics, motivated by the heuris-
tic uncertainty principle, is the assumption that the canonical variables
q1, . . . , qn, p1, . . . , pn describing a physical system no longer commute as
in the classical case but satisfy the Heisenberg canonical commutation
relations,
[qi, pj ] = iδij , [qi, qj ] = 0, [pi, pj ] = 0, (1.17)
for i, j = 1, . . . , n. This procedure is called canonical quantization. Since
these relations entail that the q1, . . . , qn, p1, . . . , pn cannot be represented
by bounded operators on a Hilbert space one usually considers bounded
functions of them, for example u(i)t (t) = eitqi , v
(j)
t = eitpi , i = 1, . . . , n,
t ∈ R. This leads to the CCR algebra, studied in Appendix A, which is
the relevant C*-algebra in this case. Roughly, it is the C*-algebra gen-
erated by the u(i)t (t) and v
(i)
t (t), where i = 1, . . . , n and t ∈ R. Thus
it contains all observables which are bounded functions of the operators
q1, . . . , qn, p1, . . . , pn. For example, for a single particle moving in one
dimension we choose (in the notation of Appendix A) the symplectic
space S = R2 with the canonical symplectic form σ((x1, x2), (y1, y2)) =
x1y2 − x2y1. Then if ut = eitq and vt = eitp, t ∈ R, are the unitary
groups generated by the position operator q and momentum operator p
acting on the Hilbert space H = L2(R), then w(x1, y1) = e−x1x1/2vx2ux1
defines a Weyl system (see page 149), which is by the Stone–von Neu-
mann theorem (Theorem A.16) unique up to unitary equivalence. By
Stone’s theorem and differentiation the Weyl form of the canonical com-
mutation relations (A.5) leads back to the familiar Heisenberg canonical
commutation relations (1.17). In this way we see that in standard quan-
tum mechanics for a single particle (more generally, for n particles) leads
to a noncommutative C*-algebra, in line with our above guess about the
noncommutativity of the C*-algebra describing a quantum system.
Let A be a C*-algebra and ϕ a state on A. According to the GNS theo-
rem, Theorem 1.2, there exists a representation piϕ on a Hilbert space Hϕ
with cyclic vector ξϕ ∈ Hϕ, i. e. A is represented as a concrete C*-
algebra2 piω(A) acting on Hϕ in such a way that ϕ becomes the vector
state 〈ξϕ, ·ξϕ〉. In this setting, by the cyclicity of ξϕ, the set of all vec-
tor states piϕ(A) 3 x 7→ 〈ξ, xξ〉 for some normalized vector ξ ∈ Hϕ is
interpreted as the set of states which can be prepared by instruments de-
scribed by the algebra piϕ(A). More generally, we can allow mixtures of
vector states and consider arbitrary convex combinations of vector states
on piϕ(A), again with the interpretation that they are constructed by in-
struments from piϕ(A) and mixing. Thus it seems natural to close the
2It can be shown that piϕ(A) is indeed a C*-algebra.
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concrete C*-algebra piϕ(A) in a topology where convergence is equivalent
to the convergence of all vector states, or all convex combinations of vector
states. This topology is the weak operator topology in the former case and
the ultraweak topology in the latter case. The closure in both topologies
agrees and by von Neumann’s bicommutant theorem it is the C*-algebra
generated by piϕ(A), which we denote as
M = piϕ(A)′′. (1.18)
In the above example of a quantum particle in one dimension (more
generally, n particles in d dimensions) we find that M = L(H ), where H
is some Hilbert space. This is typical for systems of quantum mechanics,
i. e. with finitely many degrees of freedom. Here we recover the familiar
Hilbert space framework of standard quantum mechanics for systems with
finitely many degrees of freedom by passing to the GNS representation.
Finally, we remark that to describe a system with pure quantum charac-
ter, M should be a factor, i. e. have a trivial center Z(M) = M∩M′ = C1
(like in the case of the example of a quantum particle in one dimension,
where we have M = L(H )). A nontrivial center of M leads to the appear-
ance of superselection rules which may be interpreted as classical proper-
ties of the system. We shall say more about this phenomenon in Chapter 3.
1.2.5. The Representation Problem
The considerations of the last subsection lead us to the following proce-
dure: One starts with an abstract C*-algebra A which describes the basic
structural features of the system. For example, a system with n bosons
in d dimensions is described by the CCR algebra A(Cnd) with the canon-
ical symplectic form σ(f, g) = Im〈f, g〉, f, g ∈ Cnd on Cnd, considered
as a real vector space. Then a state ϕ on A, corresponding to a partic-
ular preparation procedure, leads by the GNS Theorem 1.2 to a Hilbert
space representation of A and to a von Neumann algebra M which repre-
sent the physical observables of the system in state ϕ. The normal states
in M are called the statistical states of the system; they correspond to all
states that can be obtained by operations (instruments) from M applied
to the state ϕ and by forming convex combinations, i. e. statistical mix-
tures. Thus the vectors in the representation Hilbert space Hϕ represent
those states related to ϕ by physically accessible operations, given by the
self-adjoint operators in M. In this sense the GNS representation asso-
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ciated to ϕ represents a “closed world”3, or a phase in thermodynamical
terms.
Now the question arises how many of these exist. From the definition
of the folium Nϕ of the state ϕ in Appendix A it becomes clear that each
folium corresponds to the set of states on A which are obtainable from ϕ
by physical processes (i. e. instruments from A and mixing), i. e. each
folium (equivalently, each quasi-equivalence class of states) corresponds
to the same “closed world”. Thus we are asking for the quasi-equivalence
classes of the algebra A. For bosonic systems with finitely many degrees
of freedom there is only one folium if A is the CCR algebra over a finite-
dimensional symplectic space as a consequence of the Stone–von Neumann
Theorem A.16, and hence only one “closed world”, which is (up to mult-
plicity) the folium defined by the Fock representation. This corresponds
to the Schro¨dinger representation of the canonical commutation relations,
and we recover the framework of standard quantum mechanics.
The situation changes drastically if we consider systems with infinitely
many degrees of freedom. Typically they arise in quantum field theory
and statistical mechanics, where one considers systems in the thermo-
dynamical limit. If the symplectic space (S, σ) is not finite-dimensional,
there exist many different quasi-equivalence classes of representations of
the CCR algebra A(S, σ), and the question arises which of these are physi-
cally meaningful and should be used in a particular situation. We shall not
consider the problem to characterize physically relevant representations in
quantum field theory and statistical mechanics in general, because this re-
quires a number of notions, e. g. concerning the quasilocal structure of the
algebras, which we want to avoid here. For an elementary introduction we
refer to [29], and to [12] for a full discussion. But we shall explain some
aspects concerning systems in thermal equilibrium with a heat reservoir.
We consider a system of bosons. The number of particles will not
be fixed (grand canonical ensemble), thus we consider the Fock space
HF =
⊕∞
n=0Hn, where Hn = H ⊗s · · · ⊗s H is the Hilbert space of all
symmetrized n-particle wave functions, and H is the one-particle Hilbert
space. The relevant C*-algebra corresponding to this system is the CCR
algebra A(H ), where H is considered as a symplectic space with canon-
ical symplectic form. A concrete realization of A(H ) as a C*-algebra
can be obtained from the Fock representation: Let ωF be the Fock state
on A(H ), i. e. the state with generating functional φF(f) = e−‖f‖
2/4 for
all f ∈ H . Consider the GNS-representation piF associated to ωF, real-
ized on HF with cyclic vector ξF ∈ HF, where ξF = {ξn}n∈N∪{0} such
3This formulation is borrowed from [29].
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that ξ0 = 1 and ξn = 0 for n > 0 (see e. g. [7] for details). Consider the
Weyl system WF(f) = piF(W (F )), f ∈ S, then according to Corollary A.6
the C*-algebra piF(A(H )) = lin{WF(f) : f ∈ H } is isomorphic to the
abstract CCR algebra. We will use this concrete realization of the abstract
CCR algebra below.
Let V ⊆ Rd be a bounded open region and suppose the bosons are
confined to this region, i. e. we take the one particle Hilbert space H
as HV = L2(V ). After choosing appropriate boundary conditions for V
the system has a Hamiltonian HV acting on HV , which is bounded below.
For an inverse temperature β > 0 the operator e−βHV will be of trace class
(for reasonable interaction potentials of the particles) since V is a bounded
region. Let dΓ(HV ) be the second quantization of HV , acting on HF.
Time evolution on piF(A(HV )) is given by {αV,µt }t∈R ⊆ AutpiF(A(HV )),
where
αV,µt (WF(f)) = WF(e
itHV ) = eitdΓ(HV −µN)WF(f)e−itdΓ(HV −µN),
where f ∈ S and t ∈ R ; according to Proposition A.10 this defines a
group of automorphisms on the CCR algebra. If µ ∈ R is such that
β(HV −µ1) > 0 the operator e−βdΓ(HV )+βµN is trace class on HF, see [7],
Proposition 5.2.27. According to the principles of statistical mechanics
the grand canonical equilibrium state of the system in equilibrium with a
heat bath at inverse temperature β and at chemical potential µ is given
by the Gibbs state
ωβ,µ,V (x) =
tr[xe−βdΓ(HV )+βµN ]
tr[e−βdΓ(HV )+βµN ]
, x ∈ L(HF). (1.19)
These states are not pure, hence the associated GNS representation is not
irreducible. By isomorphy this defines define a state ωβ,µ,V on the abstract
CCR algebra A(HV ), and its generating functional is found to be
φβ,µ,V (f) = exp
(
−1
4
〈f, (1 + ze−βHV )(1− ze−βHV )−1f〉
)
, f ∈H ,
(1.20)
where z = eβµ. Let us write now A(V ) = A(HV ). For two open bounded
regions V1 ⊆ V2 we have the natural embedding A(V1) ⊆ A(V2), hence we
can consider the C*-inductive limit
Aloc =
⋃
V⊆Rd
bded open region
A(V ), (1.21)
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called the local algebra. Its completion A with respect to the norm topol-
ogy is called the quasilocal algebra. The time evolution group has a natural
extension {αt}t∈R ⊆ AutA to A.
Having obtained a description of the finite systems which are confined
to the region V , we want to perform the thermodynamical limit, i. e. we
seek for a quantum mechanical description of the system if we take V ↑ Rd
while keeping the mean density
ρ¯ = ωβ,µ,V (N)/|V | (1.22)
fixed, where ωβ,µ,V (N) is the mean particle number in the state ωβ,µ,V .
We first remark that the thermodynamical limit is not described by a Fock
state. Suppose that the limiting state ω is Fock, then according to Theo-
rem A.18 there exists a particle number operatorNω, which is a self-adjoint
operator on Hω, having a spectral measure P and specNω = {0, 1, 2, . . .}.
Now the probability for having at least n particles in the system satisfies
ω(P ([n,∞[)) → 0 as n → ∞. This is clearly inconsistent with the con-
cept of an infinitely extended system at nonzero density. Hence we are
compelled to leave the realm of the Fock representation.
Let us now take the cubes {(x1, . . . , xd) ∈ Rd : |xi| < L/2, i = 1, . . . , d}
as the bounded open regions V and let us consider the free case, i. e.
we take as HV the self-adjoint extension of −∆/2m to L2(V ) with pe-
riodic boundary conditions. The quasilocal algebra in this situation is
taken to be Aloc = A(C∞c (Rd)), where C∞c (Rd) denotes the space of all
continuous infinitely differentiable functions with compact support. Lo-
calization is obtained by restricting f to functions with compact support,
compare (1.21). In this case the thermodynamical limit at constant ρ¯ of
the states ωβ,ρ¯,V in (1.19) was conjectured by Araki and Woods [38] to be
given by the following generating functional :
φβ,ρ¯(f) = e−‖f‖
2/4·
·

exp
(
− 1
2(2pi)d
∫
Rd
z∞
eβp2/2m − z∞ |fˆ(p)|
2 dp
)
if ρ¯ ≤ ρc(β)
exp
(
− 1
2(2pi)d
∫
Rd
1
βep2/2m − 1 |fˆ(p)|
2 dp
)
·
· exp
(
−1
2
(ρ¯− ρc(β))|fˆ(0)|2
) if ρ¯ > ρc(β) . (1.23)
Here ρc(β) = G(1, β) is the critical density for Bose–Einstein condensa-
tion, where
G(z, β) =
1
(2pi)d
∫
Rd
z
eβp2/2m − z dp, 0 ≤ z ≤ 1.
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Moreover, z∞ is the unique solution of ρ = G(z, β). We remark that below
the critical density (the noncondensed regime) we can uniquely extend φβ,ρ¯
and obtain the equilibrium state on A(L2(Rd)).
Concerning the thermodynamical limit we have the following result due
to Lewis and Pule` [92].
Theorem 1.6 For any β, ρ¯ > 0 and any test function f ∈ C∞c (Rd) it
follows that
lim
L→∞
φβ,µ,V (f) = φβ,ρ¯(f), (1.24)
where L is the edge length of the cube V .
The corresponding theorem for the canonical equilibrium states, whose
proof is more involved, was given in [54]. See also [7]. The representa-
tion corresponding to the limiting state (the Araki–Woods representation)
associated with φβ,ρ¯ can be explicitly constructed, see [38, 92].
Another important property which the states ωβ,µ,V satisfy is the KMS
condition at value β with respect to the automorphism group {αV,µt }t∈R
(see Section 2.1.2 for some definitions and terminology concerning the
KMS condition). In fact, it can be shown that, for bounded V , the KMS
condition with respect to {αV,µt }t∈R characterizes the Gibbs state. The
KMS condition has the property that it survives the thermodynamical
limit, i. e. ωβ,ρ¯ corresponding to φβ,ρ¯, is KMS as well. The KMS condition
implies many properties of the GNS-representation piβ,ρ¯ corresponding to
the limiting state [77, 12] ; we quote the following result, which was first
proved in [77].
Proposition 1.7 Let ω be a {αt}t∈R-KMS state on a C*-algebra A at
value β, let (piω, ξω,Hω) be the corresponding GNS representation and
M = piω(A)′′. Let {ut}t∈R be the strongly continuous unitary group imple-
menting {αt}t∈R, i. e. piω(αt(x)) = utpiω(x)u∗t , x ∈ A. Then there exists
a conjugation J on Hω, i. e. J is antiunitary with J2 = 1, such that
[J, ut] = 0 for all t ∈ R, Jξω = ξω, and JMJ = M′.
This result reveals a close connection between KMS states and Tomita–
Takesaki modular theory, which is briefly summarized in Section 2.1.1.
Indeed, a {αt}t∈R-KMS state at value β is a faithful normal state on M
such that its modular group {σωt }t∈R satisfies α−βt = σωt for all t ∈ R.
Moreover, Proposition 1.7 establishes that equilibrium states are nonpure
since the commutant piω(A)′ is nontrivial, i. e. piω is not irreducible.
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1.2.6. Infinite Systems
We have already remarked that for quantum systems with a finite number
of degrees of freedom we find that M = L(H ). This is no longer the case
if we consider systems with an infinite number of degrees of freedom. The
differences are quite profound and have many physically relevant features.
We begin by very briefly recalling some features of the Murray–von Neu-
mann classification of von Neumann algebras. This proceeds by studying
the lattice of projections P(M) of a von Neumann algebra. For details
we refer to the literature on von Neumann algebras [4, 23, 24, 30]. Two
projections p, q ∈ P(M) are called equivalent, in symbols p ∼ q, if there
exists a partial isometry u ∈M such that p = u∗u and q = uu∗. We define
p - q if p ∼ q′ ≤ q for some q′ ∈P(M). The important comparison theo-
rem states that for any two p, q ∈P(M) there exists a central projection
z ∈ P(M) ∩ Z(M) such that pz - qz as well as qz⊥ - p⊥. In particu-
lar, if M is a factor, either p - q or q - p, hence in this case - totally
orders P(M). A projection p in M is called abelian if pMp is abelian,
finite if p ∼ q ≤ p implies p = q, semifinite if every nonzero subprojection
of p contains a nonzero finite subprojection, infinite if p is not finite, and
purely infinite if it does not contain any nonzero finite subprojection. A
von Neumann algebra is called finite, semifinite, infinite or purely infinite
if 1 has this property. A von Neumann algebra M is said to be of type I
or discrete if M = {0} or if every nonzero central projection contains an
abelian projection (or equivalently that each projection majorizes some
abelian projection). A von Neumann algebra is said to be of type III if is
purely infinite. Finally, a von Neumann algebra is said to be of type II if
it is semifinite and does not contain any abelian projections. If M is of
type II and finite it is said to be of type II1, else of type II∞. The content
of the following theorem is that the classification in types I, II and III is
exhaustive.
Theorem 1.8 Any von Neumann algebra can be uniquely written as the
direct sum of four von Neumann algebras of type I, II1, II∞, III,
M = MI ⊕MII1 ⊕MII∞ ⊕MIII. (1.25)
If M is a factor then M is either of type I, II1, II∞, or III.
The last statement follows since the von Neumann algebras on the right
hand side of (1.25) are given by central projections. Clearly, every commu-
tative von Neumann algebra is of type I and it can be shown that a factor
of type I is always isomorphic to L(H ) for some Hilbert space H . The
type II and type III algebras are more difficult to describe, see e. g. [4, 24].
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Thus for quantum systems with finitely many degrees of freedom we al-
ways deal with factors of type I. But also commutative algebras may
appear: When we consider a maximal system of compatible observables
S = {xi : i ∈ I}, where I is some index set, we can form the commutative
algebra MS generated by S. Maximality of S is embodied in the property
that MS is a maximal abelian subalgebra of M.
If we deal with systems which contain infinitely many degrees of freedom
we leave the type I realm. One can argue that real systems are always
finite and we can control experimentally only a finite number of degrees of
freedom due to the limited resolution of our instruments, however, as in
many other areas of physics, the generalization to infinitely many degrees
of freedom is important since only this reveals the essential features of the
physical situation.
We take up the discussion of the free Bose gas in the thermodynamical
limit again. Here we find that at finite temperatures the von Neumann
algebra M is of type III. Let Kβ be the set of all {αt}t∈R-KMS states at
value β on a C*-algebra A. For ω ∈ Kβ let ωˆ be the extension of ω to a
normal state on M = piω(A)′′ and let piω(αt(x)) = utpiω(x)u∗t = αˆt(piω(x))
for all x ∈ A. Then we have the following result, which is close to that
in [81] ; here we give a proof along different lines.
Proposition 1.9 Suppose that M acts on a separable Hilbert space H .
Let ω ∈ Kβ and β > 0, write M = piω(A)′′. If ωˆ is the only state invariant
under {αˆt}t∈R then M is a factor of type III.
Proof. Since every state in Kβ is invariant the assumption means that ω
is extremal in Kβ . Then we know that M is a factor [7, 12]. If a′ ∈
(M ∪ {ut}t∈R)′ with a′ ≥ 0 define ωˆ1(x) = ωˆ(xa′) and suppose without
loss of generality that ωˆ1 is a state. Then since ωˆ1 is invariant under
{αt}t∈R it follows that ωˆ = ωˆ1. Define a = Ja′J ∈ M, then aξω = a′ξω
and ωˆ1(x) = ωˆ(xa) = ωˆ(xa′) for all x ∈ M. Now ω1 satisfies the KMS
condition in the form ωˆ1(xy) = ω(αˆiβ(y)x) for all x, y ∈M. Then by the
following calculation (cf. [12], p. 213) we have
ωˆ(yaxz) = ωˆ(αˆ−iβ(xz)ya) = ωˆ1(αˆ−iβ(xz)y)
= ωˆ1(αˆ−iβ(z)yx) = ωˆ(αˆ−iβ(z)yxa)
= ωˆ(yxaz)
for all x, y, z ∈M, hence [a, x] = 0 for any x ∈M, hence a ∈M∩M′ = C1.
We conclude that (M ∪ {ut}t∈R)′ = C1, hence {ut}t∈R 6⊆ M in view
of M′ = JMJ , i. e. {σωt }t∈R not inner, hence for the Connes invariant
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T(M) 6= R. Since H is separable, M∗ is separable, thus T(M) 6= R is
equivalent toM not being semifinite (see [4], III.4.6.6.), and we conclude.
We note that extremality of a state in Kβ means that it corresponds to
a pure thermodynamical phase. It can be shown that Kβ is a simplex
and that states in Kβ are extremal if and only if they are primary. Since
equilibrium states are the KMS states (see [7] and also [27] for a discussion
of this point) this result shows that we have phase coexistence.
According to the previous proposition, the von Neumann algebraM cor-
responding to the free Bose gas in the thermodynamical limit in a primary
state (pure thermodynamical phase) is a type III factor. This situation
is typical for systems with infinitely many degrees of freedom: The local
algebras in a local relativistic quantum field algebra, under certain addi-
tional conditions, have also been shown to be type III, see e. g. [69, 12].
The type III property entails certain differences which figure also in
the discussion of foundational questions of quantum theory. For example,
every projection in a type III algebra is infinite-dimensional, hence every
eigenvalue of an observable in infinitely degenerate. More surprisingly,
there are no pure vector states on a type II or type III factor M :
Proposition 1.10 Let A be a C*-algebra and ϕ a state on A. Assume
that ϕ is primary, i. e. that M = piϕ(A)′′ a factor. Then M is of type I if
and only if there are pure vector states on M.
For a proof see [10]. This shows that the popular calculations using vector
states and observables with discrete spectrum and nondegenerate eigenval-
ues, which are widespread in the literature on the foundations of quantum
physics, are restricted to the type I realm, hence they exclude infinite
systems and do not stand up to their claimed generality.
1.2.7. Differences Between Classical and Quantum
Systems
We have seen that the algebraic approach allows classical and quantum
physics to be treated within one mathematical framework. The crucial
difference between classical and quantum situations is the noncommuta-
tivity of the algebra of observables. We will explain here (without going
into minute detail) which major physically relevant differences noncom-
mutativity entails.
The first is a direct consequence of Lemma 1.5. If A is noncommutative
there are observables, say x, which have nonzero dispersion ∆ϕ(x) for any
state ϕ, so there are no dispersion free states. In contrast, as we have
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explained, pure states on a commutative C*-algebra are always dispersion
free for any observable.
Consider a von Neumann algebra M (acting on a separable Hilbert
space) describing a physical system, together with a normal state ϕ. Any
(maximal abelian) subalgebra N of M defines a classical probability model
as we have seen in Subsection 1.2.1. This situation is described in more
mathematical terms as follows: it can be shown that the subalgebra N
is generated by a single self-adjoint element a ∈ M, i. e. N = {a}′′, or
alternatively N is obtained by taking all bounded Borel functions f(a) =∫
spec a
f(λ) dP (λ) of a [30], here P is the spectral measure of a. The
classical probability space then is (R,B1, ϕ(P (·))) and for each bounded
Borel function f : R −→ R (i. e. each observable in N) the expectation
is ϕ(f(a)) =
∫
f(λ) dϕ(P (λ)). Summarizing, quantum theory predicts a
classical probability distribution for the observables inN, althoughM need
not be commutative. If we consider another abelian subalgebra N0 ⊆ M
different from N then the classical probability model need not be the
same as that assigned to N. In general, each maximal abelian subalgebra
comes with its own classical probability space. Noncommuting observables
cannot be represented on the same classical probability space as marginals
of a single distribution. However, if an observable is a member of two
different maximal abelian subalgebras, it produces the same distribution,
although it is represented in each case by different random variables on
different sample spaces. In modern terminology this dependence of the
classical sample space on the (maximal) abelian subalgebra that is selected
is called contextuality. For this reason it is wrong to say that upon making
a measurement all observables assume values simultaneously, this is only
true for the abelian subalgebra selected by the measurement.
At this point the question arises if it is really necessary to use noncom-
mutative algebras in quantum physics at all. One might ask if it is possible
to find a classical probability model that exactly reproduces the probabil-
ity distribution for any observable of the system in any state, hence leading
to a commutative algebra. Then contextuality would be an artifact of the
mathematical model we have chosen but not a real phenomenon observ-
able in the laboratory. Such an attempt is commonly discussed under the
heading “hidden variables”. Hence we look for a direct experimental test
of noncommutativity of the algebra of observables. Such an experimen-
tally testable criterion is provided by Bell’s inequality. One version of a
Bell inequality may be formulated as follows [88] : Let A be a C*-algebra
and let p, q, p′, q′ ∈ P(A). Assume that [p, p′] = [p, q′] = 0. Define the
self-adjoint elements a = 2p− 1, b = 2q− 1 and a′ = 2p′ − 1, b′ = 2q′ − 1
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which all take the values ±1. Next define the observable
c = a(a′ + b′) + b(b′ − a′),
we then have
c2 = 4 + [a, b][a′, b′] = 4 + 16[p, q][p′, q′].
If the observables p, q, p′, q′ are described by a classical probability distri-
bution (which is, in view of Proposition 1.3, equivalent to the statement
that they generate an abelian algebra), we find for the expectation of c in
any state ϕ that
|ϕ(c)| ≤ 2, (1.26)
which is Bell’s inequality. Now by the Hahn–Banach theorem for states we
can find a state ϕ on A such that ϕ([p, q][p′, q′]) = ‖[p, q][p′, q′]‖ (possibly
by interchanging the roles of p and q). Then ϕ(c2) = 4+16‖[p, q][p′, q′]‖ ≤
‖c2‖, which implies ‖c2‖ = ‖c‖2 = 4 + 16‖[p, q][p′, q′]‖. We see, again by
the Hahn–Banach theorem for states, that we can find a state ψ on A such
that
|ψ(c)| =
√
4 + 16‖[p, q][p′, q′]‖, (1.27)
which violates (1.26) if the projections p, q and p′, q′ are not compatible.
Thus in a system with quantum character Bell’s inequality is violated for
suitably chosen observables and state ψ. If we can experimentally verify
the violation of Bell’s inequality (1.26) then the conclusion is that there ex-
ists no underlying classical probabilistic model whatsoever. We stress that
the merit of Bell’s inequality lies in its experimental testability which is
usually realized as a correlation measurement between four observables a, b
and a′, b′ in an entangled state where a, b and a′, b′ are measured in space-
like separated locations [41] to exclude causal influences between the two
experimental setups which might be held responsible for the observed cor-
relations. Notice however that no assumptions about locality (except for
the choice of p, q and p′, q′, which must be “local”, cf. [59], or, in better
terminology, noncontextual in the sense that the random variables repre-
senting p′ and q′ do not depend on whether p or q is being measured) and
causality were necessary in the above argument. Finally we remark that
above A can be replaced by a von Neumann algebra and the states can be
taken as normal.
Another phenomenon arising in the noncommutative realm is entangle-
ment. A subsystem of a larger system is described by a subalgebra of the
algebra of observables of the larger system. Thus if a system is considered
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to be composed of two parts with von Neumann algebras M and N act-
ing on the same Hilbert space H , the von Neumann algebra of the total
system is taken to be M ∨N = (M ∪N)′′. In many cases, the algebra of
the total system has the form M ⊗N ⊆ L(H1 ⊗H2), the von Neumann
tensor product of M and N, and M is identified with M ⊗ 1H2 and N
with 1H1 ⊗N ; then M⊗N = (MN)′′ ∼= M ∨N, with  the algebraic
tensor product. A state ϕ on M∨N is called a product state if it satisfies
ϕ(xy) = ϕ(x)ϕ(y) for any x ∈ M and y ∈ N. The states in the closed
convex hull (either in norm topology or σ((M∨N)∗,M∨N)-topology) of
the set of all product states, i. e. mixtures of separable states, are called
nonentangled or separable. If a state is not separable it is called entangled.
The next is Raggio’s theorem [111].
Theorem 1.11 Let M and N be two von Neumann algebras. Then the
following assertions are equivalent:
1. Consider the observable c = a ⊗ (a′ + b′) + b ⊗ (b′ − a′) in M ⊗N,
where a, b ∈ ballMsa and a′, b′ ∈ ballNsa. Then Bell’s inequality
|ϕ(c)| ≤ 2 holds for any normal state ϕ.
2. M or N is abelian.
3. Every normal state on M⊗N is separable.
Hence in a composite system in which both parts are of quantum char-
acter and hence are described by nonabelian algebras the phenomenon of
entanglement arises. Moreover, this theorem makes clear that there is a
close connection between Bell’s inequality and entanglement. In fact, it
can be shown that for a separable state Bell’s inequality always holds [42].
The state space has different geometrical properties depending on the
algebra being abelian or not. Recall that the set of pure states on a C*-
algebra A are exactly the extreme points of S (A). It can be shown that
ϕ ∈ S (A) is pure if and only if the GNS representation piϕ : A −→ L(Hϕ)
is irreducible, which is in turn equivalent to M = piϕ(A)′′ = L(Hϕ).
Generally, pure states are those which produce the least dispersion among
all states. As a consequence of the Krein–Milman theorem, since S (A) is
σ(A∗,A)-compact, it is the weak* closed convex hull of the set of all pure
states. Thus all states are obtained by mixing of pure states, and any
state may be approximated by mixtures of pure states. But the convex
hull of all pure states is not a simplex when A is noncommutative: a given
nonpure state can be written in many ways as a mixture of pure states.
This cannot happen when A is abelian. In fact A is abelian if and only
if S (A) is a simplex.
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1.3. Open Systems and Dynamics
We have argued that, under very general assumptions, a (quantum or
classical) system is described by a von Neumann algebra M acting on a
Hilbert space H . Then a subsystem is described by a subclass of observ-
ables of M pertaining to the subsystem only, for practical reasons we can
always consider the von Neumann subalgebra N ⊆M generated by these
observables. In specific situations we can say more about the inclusion
N ⊆M.
1.3.1. Dynamics of Subsystems and Conditional
Expectations
Let A and B be two C*-algebras. Recall that a bounded map T : A −→ B
is called positive if T (A+) ⊆ B+, strongly positive if it satisfies Kadison’s
inequality,
T (x)∗T (x) ≤ ‖T‖T (x∗x), x ∈ A, (1.28)
n-positive (n ∈ N) if the induced map Tn : Mn(A) −→ Mn(B), defined
by Tn([xij ]) = [T (xij)] for [xij ] ∈ Mn(A), is positive, and completely
positive if T is n-positive for any n ∈ N. It is known that 2-positivity
implies strong positivity but not conversely [56]. If A or B is abelian
then all above positivity concepts coincide [30], moreover, n-positivity is
equivalent to the condition
n∑
i,j=1
y∗i T (x
∗
i xj)yj ≥ 0 (1.29)
for all x1, . . . , xn ∈ A and y1, . . . , yn ∈ B. We will frequently use the
following fact: suppose that the linear map T : A −→ B is unital (i. e.
T (1) = 1). Then T is positive if and only if it is a contraction (i. e.
‖T‖ ≤ 1).
We begin by defining conditional expectations on C*-algebras and ex-
plain their connection to open systems.
Definition 1.12 Let A be a C*-algebra and B ⊆ A a C*-subalgebra. A
linear map E : A −→ B is called a conditional expectation if it is a
completely positive contraction and satisfies E(xy) = xE(y) and E(xy) =
E(x)y (B-linearity) for all x ∈ A and y ∈ B.
The following characterization of conditional expectations [127, 4] (Tomi-
yama’s theorem) is frequently useful.
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Theorem 1.13 Let A be a C*-algebra, B ⊆ A a C*-subalgebra, and let
E : A −→ B be a linear map. Then E is a conditional expectation if and
only if E ◦E = E and ‖E‖ = 1. Moreover, E is a conditional expectation
if and only if E ◦ E = E and E is a positive B-linear map.
Let us consider two von Neumann algebras M1 ⊆ L(H1) and M2 ⊆
L(H2) describing two separate independent physical systems, then the
joint system has the algebra N = M1 ⊗M2, acting on H = H1 ⊗H2.
Recall that the predual of L(H ) is T(H ), the space of all trace class
operators on H , and any normal state ϕ can be represented by a density
matrix ρ ∈ T(H ) with ρ ≥ 0 and tr ρ = 1, such that ϕ(x) = tr(ρx) for
all x ∈ L(H ). The following construction [24] of conditional expectations
will turn out to be useful in this situation.
Proposition 1.14 Let ϕ0 be a normal state on M2. Then there exists a
normal conditional expectation Eϕ0 : N −→M1 ⊗ 1 such that
(ϕ⊗ ϕ0)(x) = (ϕ⊗ ϕ0)(Eϕ0(x)), x ∈M (1.30)
for any normal state ϕ on M1.
Proof. Fix x ∈ N and define m(x, ϕ) = (ϕ ⊗ ϕ0)(x), then ‖m(x, ϕ)‖ ≤
‖ϕ‖ · ‖ϕ0‖ · ‖x‖, so ϕ 7→ m(x, ϕ) is in (M1,∗)∗ = M1, i. e. there exists
a unique Φϕ0(x) ∈ M1 such that (ϕ ⊗ ϕ0)(x) = ϕ(Φϕ0(x)). If we de-
fine Eϕ0(x) = Φϕ0(x) ⊗ 1 we get a map E with the property (1.30).
Since ‖Φϕ0(x)‖ ≤ ‖x‖ and Φϕ0(1) = 1 we get ‖Eϕ0‖ = 1, hence Eϕ0
is positive and a conditional expectation by Tomiyama’s theorem. The
map N 3 x 7→ 〈x, ϕ ⊗ ϕ0〉 = 〈Φϕ0(x), ϕ〉 is normal, hence x 7→ Φϕ0(x) is
σ(N,N∗)–σ(M1,M1,∗)-continuous, and we conclude that Eϕ0 is normal.
If N = M1⊗M2 as above suppose that the system is in the statistical state
described by the density matrix ρ ∈ T(H ). Then the state as witnessed
by an observer whose observations are confined to M1 is given by the
partial trace tr2 ρ of ρ [9]. The partial trace tr2 : T(H ) −→ T(H1) is
defined by
tr[(tr2 ρ)x] = tr[(x⊗ 1)ρ], x ∈ L(H1). (1.31)
Then tr2 maps density matrices in T(H ) to density matrices in T(H1).
Suppose that the time evolution of the total system is given by a Hamil-
tonian H on H1⊗H2. In many applications H splits up into three parts,
H = H1 ⊗ 1 + 1⊗H2 + gHI,
where H1 and H2 describe the free evolution of systems 1 and 2, re-
spectively, and HI describes the interaction between the two systems;
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g ∈ R is a coupling constant. Then the Schro¨dinger picture time evolu-
tion on the density matrices of the total system is implemented by H, i. e.
ρ(t) = e−itHρeitH for any t ∈ R and any initial density matrix ρ. The
time evolution of the reduced system is given by taking the partial trace:
T∗,t(ϕ) := ρ1(t) = tr2(e−itHρeitH),
where ϕ(x1) = tr(ρx1) for any x1 ∈ M1 is the corresponding normal
state. Thus an observer confined to system 1 would witness the state
ρ1(t) ∈ T(H1) at time t. We wish to consider this situation in the algebraic
framework by using von Neumann algebra concepts. To achieve this we
additionally assume that initially (i. e. at t = 0) the density matrix of the
total system is given by
ρ(0) = ρ⊗ ρ0, (1.32)
where ρ ∈ T(H1) and ρ0 ∈ T(H2). Thus initially the state of the total
system is in product form, i. e. nonentangled. We write ϕ0(x2) = tr(ρ0x2),
where x2 ∈ M2, for the corresponding normal state on M2. Then by
duality and Proposition 1.14 we find
〈x1, Tt,∗(ϕ)〉 = tr
[
x1 tr2(e−itHρ⊗ ρ0)eitH
]
= tr
[
(x1 ⊗ 1)e−itH(ρ⊗ ρ0)eitH
]
= tr
[
eitH(x1 ⊗ 1)e−itH(ρ⊗ ρ0)
]
= tr
[
Eϕ0(e
itH(x1 ⊗ 1)e−itH)ρ
]
= 〈Tt(x1), ϕ〉,
where we have put
Tt(x1) = Eϕ0(αt(x1 ⊗ 1)), x1 ∈M1, t ≥ 0 (1.33)
and αt(x) = eitHxe−itH for any x ∈ N and t ∈ R. Then {αt}t∈R ⊆ AutN
is the automorphism group describing time evolution of the joint system
in the Heisenberg picture. (Of course, starting with N = M1 ⊗M2 and a
Hamiltonian H one has to ensure that αt leaves N invariant. For example,
this will be the case in systems when there is an energy observable H,
then H is affiliated with N, see the discussion in [6].) The family of
maps {Tt}t≥0 is called the reduced dynamics of the open system M1. In
general it has properties different from the dynamics of a closed system,
which is given by a group of automorhisms {αt}t∈R. Most importantly it
is, in general, irreversible, i. e. if we know y = Tt(x) for some t > 0 we
cannot infer anything about the observable at earlier times because Tt, for
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t > 0, need not be invertible, in contrast to an automorphism. Thus the
reduced dynamics is able to describe phenomena such as irreversibility
and approach to equilibrium—and, as we shall see in Chapter 3, also
decoherence. See also the remarks in the next subsection.
1.3.2. Reduced Dynamics and Dynamical Semigroups
The situation encountered in the previous section can be generalized as
follows. Consider a system described by a von Neumann algebra N acting
on a Hilbert space H . This system is thought of as closed, hence its time
evolution is described by an automorphism group {αt}t∈R. A natural
continuity requirement (ultraweak continuity) is that R 3 t 7→ 〈αt(x), ϕ〉
be continuous for any x ∈ N and ϕ ∈ N∗ ; then the expectation values of all
observables in all statistical states move continuously with time. Consider
a subsystem of this system, given by a von Neumann algebra M ; the
property of being a subsystem is described by the inclusion i : M −→
N, which is a normal injective *-homomorphism. Suppose there exists
a normal map E : N −→ M such that i ◦ E is a (normal) conditional
expectation onto i(M). Then the reduced dynamics of the subsystem is
defined as the family of maps {Tt}t≥0 ⊆ L(M), where
Tt(x) = E ◦ αt ◦ i, x ∈M, t ≥ 0. (1.34)
This means the diagram
M
T → M
N
i
↓
α
→ N
E
↑
commutes. We can infer some properties of {Tt}t≥0.
Proposition 1.15 In the above setting, the reduced dynamics {Tt}t≥0 is
a family of normal completely positive and unital maps, i. e. Tt(1) = 1
for all t ≥ 0. For any x ∈ M the map R+ 3 t 7→ Tt(x) is ultraweakly
continuous. Moreover, each Tt is contractive, ‖Tt(x)‖ ≤ ‖x‖ for any
x ∈M.
The proof is obvious. Abstracting further we may call a family of nor-
mal completely positive unital (hence contractive) maps {Tt}t≥0 on a von
Neumann algebra a dissipative dynamics.
1.3. Open Systems and Dynamics 37
The model for the above concept of reduced dynamics and the properties
described in Proposition 1.15 was given in the previous subsection. There
we have studied the special case N = M1 ⊗M2, with the inclusion given
by i(x1) = x1 ⊗ 1 for all x1 ∈M1, and {Tt}t≥0 arising from a conditional
expectation with respect to a normal state ϕ0 onM2 by (1.33). The reason
that we were able to construct conditional expectation Eϕ0 onto i(M1)
was our assumption (1.32), i. e. that the system initially is in a product
state. If we depart from this assumption the reduced dynamics on the
algebra, constructed from the partial trace by duality, is not given by a
conditional expectation and hence need not be completely positive. In
the more general situation where the subalgebra M is not a tensor factor
of N there is, in general, no normal conditional expectation onto M. In
such situations we can still consider families of maps {Tt}t≥0 ⊆ L(M)
to phenomenologically describe the reduced dynamics, but with possibly
weaker properties. For example, the justification of complete positivity
is lost in this situation and may be reduced to positivity, similarly the
unital property may be reduced to Tt(1) ≤ 1. However, positivity and
normality as well as ultraweak continuity of t 7→ Tt(x) should be retained.
There is an ongoing debate in the literature about the role of complete
positivity, see the work of F. Benatti et. al. [44, 45] and references therein.
Finally, we remark that families of maps as in Proposition 1.15 can also
arise as the solution of stochastic evolution equations, see the review [123]
for more information on this topic.
The situation in which the reduced dynamics {Tt}t≥0 of an open quan-
tum system is memory free is of particular importance. By this we mean
that, at any time t0 > 0, the future time development at times t0 + t,
depends only on Tt0(x), and not on the initial condition T0(x) = x. This
is modeled by requiring that {Tt}t≥0 satisfies the semigroup property,
Ts ◦ Tt = Ts+t, s, t ≥ 0, (1.35)
T0 = id . (1.36)
Time evolutions with this property are called Markovian. The semigroup
property is a huge simplification, for it allows a description of the reduced
dynamics by a single operator on M, the generator of the semigroup, and
we have the whole machinery of the theory one-parameter semigroups [6,
11, 32] available. In many physically interesting situations it is possible to
approximate the reduced dynamics by a semigroup. E. B. Davies [60, 61,
62] has studied Markovian approximations from a general point of view,
see also the review [122] for information and references of the various
limiting modes (weak coupling, singular coupling, low density limit, etc.).
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Examples of particular systems in which the existence of a Markovian limit
can be rigorously proven are, for example, considered in [110, 78, 107].
This leads us to the following definition.
Definition 1.16 Let M be a von Neumann algebra. A quantum dynam-
ical semigroup is a family of normal completely positive and unital maps
{Tt}t≥0 ⊆ L(M) satisfying the semigroup property (1.35) and (1.35).
Moreover, we require the map R+ 3 t 7→ Tt(x) to be ultraweakly con-
tinuous for any x ∈M.
Notice that then automatically ‖Tt‖ ≤ 1 for any t ≥ 0. For general
information about quantum dynamical semigroups see e. g. [1, 9]. Quan-
tum dynamical semigroups in the sense of this definition will be our basic
model for the time evolution of an open system in the present work. How-
ever, many mathematical theorems will also hold for semigroups {Tt}t≥0
(or mere families of operators) with weaker properties; sometimes we will
indicate this added generality.
Quantum dynamical semigroups do not only arise as Markovian ap-
proximations of reduced dynamics but also in phenomenological descrip-
tions of the influence of the environment on an open system. Often, a
phenomenological prescription of a quantum dynamical semigroup is the
starting point because it is usually difficult to rigorously perform a Marko-
vian limit [123].
Quantum dynamical semigroups may be considered as a generalization
of a classical Markov process. A time homogeneous stochastic process
{Xt}t≥0 (with values in R) in continuous time can be described by the
associated transition operators. Let µs,t(Xs, B) = P{Xt ∈ B|Xs}, for
s ≤ t and Borel sets B, be the corresponding transition kernels ; by time
homogeneity µt,s = µt−s. Then, say, on C(R) we can define the transition
operators
Tt(f)(x) =
∫
f(y)µt(x, dy), x ∈ R, f ∈ C(R). (1.37)
Each Tt is a positive bounded operator, and {Tt}t≥0 is a semigroup (i. e.
satisfies (1.35)) if and only if
µsµt(x,B) =
∫
µt(y,B)µs(x, dy) = µs,t(x,B),
i. e. if and only if {Xt}t≥0 is a Markov process. In this sense (up to
technicalities) a quantum dynamical semigroup is the noncommutative
generalization of a Markov process. The continuity of t 7→ Tt(f) of course
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depends on the continuity properties of {Xt}t≥0, see e. g. [16]. Suppose
that ν is an invariant distribution of {µt}t≥0, i. e. νµt = ν for any t ≥ 0.
Then (1.37) defines a contraction on L1(R, ν), and if it is strongly continu-
ous (equivalently weakly continuous) and satisfies Tt(1) = 1 for any t ≥ 0
(so-called conservativity) we get by duality a quantum dynamical semi-
group {T ∗t }t≥0 on the dual L∞(R, ν) of L1(R, ν). Moreover, the invariant
measure ν defines a normal state on L∞(R, ν) and we have T ∗t ◦ ν = ν
for any t ≥ 0. Thus the quantum dynamical semigroup {T ∗t }t≥0 has a
normal invariant state. We will consider normal invariant states for ab-
stract quantum dynamical semigroups in the next section since they play
an important role (both technically and physically) in many applications.
1.4. Fixed Points and Invariant States
This section collects some technical results of families of maps in L(A)
and L(M) for a C*-algebra A and a von Neumann algebra M which will
be needed in the sequel. In particular, we will apply them to quantum
dynamical semigroups on von Neumann algebras.
1.4.1. Fixed Points
For any set S of linear operators from a Banach space X into X we denote
by fixS the set of all fixed points of S, i. e. fixS = {x ∈ X : T (x) =
x for all T ∈ S}. The next proof uses a method of [66].
Lemma 1.17 Let A be a C*-algebra and S ⊆ L(M) a family of strongly
positive contractive linear maps on A. Suppose that Φ is a faithful family of
subinvariant states for S, i. e. ϕ(T (x)) ≤ ϕ(x) for all x ∈ A+ and ϕ ∈ Φ.
Then fixS is a C*-subalgebra of A.
Proof. By positivity of T ∈ S it follows that fixS is *-invariant. Let
x ∈ fixS and T ∈ S. Then x∗x = T (x)∗T (x) ≤ T (x∗x) and by invariance
ϕ(T (x∗x)) ≤ ϕ(x∗x), hence 0 ≤ ϕ(T (x∗x) − x∗x) ≤ 0 for any ϕ ∈ Φ,
hence T (x∗x) = x∗x. Now define for each T ∈ S and state ϕ ∈ Φ the
sesquilinear form DT,ϕ : A× A −→ C by
DT,ϕ(x, y) = ϕ(T (x∗y)− T (x)∗T (y)), x, y ∈ A. (1.38)
Then it is positive by Kadison’s inequality, and by the Cauchy–Schwarz in-
equality we have DT,ϕ(x, y) = 0 for all y ∈ A if and only if DT,ϕ(x, x) = 0,
i. e. T (x∗y) = T (x)∗T (y) for all y ∈ A if and only if T (x∗x) = T (x)∗T (x).
Thus it follows that fixS is a *-subalgebra. Let {xn}n∈N ⊆ fixS be a
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sequence with limxn = x, then for T ∈ S it follows that ‖T (x) − x‖ =
limn→∞‖T (x− n)− xn‖ = 0, hence x ∈ fixS. 
The next result was fist observed in [71] in the case of a quantum dynamical
semigroup.
Lemma 1.18 Let M be a von Neumann algebra and S ⊆ L(M) a family
of strongly positive normal contractive linear maps on M. Suppose that Φ
is a faithful family of normal subinvariant states for S. Then fixS is a
von Neumann subalgebra of M.
Proof. By Lemma 1.17 fixS is a C*-subalgebra. By the definition of fixS
and the normality of S it is ultraweakly closed and hence a von Neumann
subalgebra. 
1.4.2. Almost Periodicity
In this section we establish some well-known relations between equiconti-
nuity and almost periodicity of semigroups on von Neumann algebras. We
will use the σ(L(M),M ⊗γ M∗)-topology on L(M), which we introduce
and study now.
Let X1 and X2 be two normed spaces and denote their algebraic tensor
product by X1  X2 and the set of all bounded linear operators from X1
to X2 by L(X1,X2). A norm γ on X1  X2 is called a cross norm if it
satisfies the condition
γ(x1 ⊗ x2) = ‖x1‖ · ‖x2‖, for all x1 ∈ X1, x2 ∈ X2. (1.39)
An important cross norm is defined by
γ(x) = inf
{ n∑
i=1
‖x(1)i ‖ · ‖x(2)i ‖ : x =
n∑
i=1
x
(1)
i ⊗ x(2)i ∈ X1  X2
}
, (1.40)
it is called the greatest or projective cross norm, henceforth denoted by γ.
The completion of X1X2 with respect to γ is denoted by X1⊗γ X2. Any
cross norm β induces a norm β∗ on X∗1  X∗2 by
β∗(ϕ) = sup{〈x, ϕ〉 : x ∈ X1  X2, β(x) ≤ 1}, (1.41)
where, if ϕ =
∑n
i=1 ϕ
(1)
i ⊗ ϕ(2)i ∈ X∗1  X∗2 and x =
∑m
j=1 x
(1)
j ⊗ x(2)j ∈
X1  X2, we have
〈x, ϕ〉 =
n∑
i=1
m∑
j=1
〈x(1)j , ϕ(1)i 〉〈x(2)j , ϕ(2)i 〉.
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It can be shown (see [30], Proposition IV.2.2.) that γ∗ is also a cross norm
on X∗1  X∗2. Next, if x(1) ∈ X1 and x(2) ∈ X2 then for ϕ ∈ (X1 ⊗γ X2)∗ we
have |〈x(1) ⊗ x(2), ϕ〉| ≤ ‖x(1)‖ · ‖x(2)‖ · ‖ϕ‖, thus we can define bounded
linear operators φ′1(ϕ) : X1 −→ X∗2 and φ′2(ϕ) : X2 −→ X∗1 by
〈x(1) ⊗ x(2), ϕ〉 = 〈x(2), φ′1(ϕ)(x(1))〉 = 〈x(1), φ′2(ϕ)(x(2))〉.
We then have the following result (see Theorem III.2.3 of [30]).
Theorem 1.19 The maps φ′1 : (X1⊗γX2)∗ −→ L(X1,X∗2) and φ′2 : (X1⊗γ
X2)∗ −→ L(X2,X∗1) are bijective isometries.
We will apply these results to the pointwise ultraweak topology on a
von Neumann algebra. Therefore let M be a von Neumann algebra and
specialize to the case X1 = M and X2 = M∗, for which L(M) = L(X1,X∗2).
Choose T ∈ L(M), then there exists ψ ∈ (M⊗γM∗)∗ such that φ′1(ψ) = T .
For all x ∈M and ϕ ∈M∗ we have by the definition of φ′1
|〈ψ, x⊗ ϕ〉| = |〈ϕ, φ′1(ψ)(x)〉| = |〈ϕ, T (x)〉|
= px,ϕ(T ),
and we see that the family of seminorms {px,ϕ : x ∈M, ϕ ∈M∗} generates
the pointwise σ(M,M∗) topology on L(M). Consequently, this topology
agrees with the σ(L(M),M ⊗γ M∗) topology on L(M) which is thus a
weak* topology. In particular, since L(M) ∼= (M ⊗γ M∗)∗, it follows
byAlaoglu’s theorem that ball L(M) is σ(L(M),M⊗γM∗) compact. This
fact will be used repeatedly in this work. We also consider the pointwise
σ(M∗,M) topology on L(M∗). Observe that T ∈ L(M) has a predual T∗
in L(M∗) if and only if T is ultraweakly continuous, i. e. if and only if
its dual T ∗ has the property T ∗(M∗) ⊆ M∗. We define a dual pairing
between L(M∗) and M M∗ by 〈T∗, x ⊗ ϕ〉 = 〈x, T∗(ϕ)〉 = 〈T (x), ϕ〉
for all x ⊗ ϕ ∈ M M∗. Then the pointwise σ(M∗,M) topology is the
σ(L(M∗),MM∗) topology.
The following result has been established in [87].
Lemma 1.20 Let M be a von Neumann algebra and let S ⊆ ball L(M) be
a family of normal contractive linear maps. The following assertions are
equivalent:
1. The set {T∗ : T ∈ S} ⊆ L(M)∗ is σ(L(M∗),M M∗) relatively
compact.
2. For each ϕ ∈ M∗ the set {T∗(ϕ) : T ∈ S} is σ(M∗,M) relatively
compact.
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3. For each σ(M∗,M) compact subset K of M∗ the set {T∗(ϕ) : T ∈
S, ϕ ∈ K} is σ(M∗,M) relatively compact.
4. S is equicontinuous on M when M is endowed with the τ(M,M∗)-
topology.
5. S¯ consists of normal operators, where the closure is taken with re-
spect to the σ(L(M),M⊗γ M∗)) topology.
Proof. The implication 1. ⇒ 2. is immediate. For 2. ⇒ 3. it suffices to
check that S∗(K) = {T∗(ϕ) : T ∈ S, ϕ ∈ K} is relatively sequentially com-
pact in view of the the Eberlein–Sˇmulian theorem. To this end let {ψn}n∈N
be a sequence in S∗(K), i. e. ψn = (Tn)∗(ϕn) for some ϕn ∈ K and
Tn ∈ S. By compactness there exists a subsequence {ϕn(k)}k∈N such that
limk→∞ ϕn(k) = ϕ. Thus it suffices to check that {T∗(ϕn) : T ∈ S, n ∈ N}
is sequentially compact relative to σ(M∗,M) for any σ(M∗,M)-converging
sequence {ϕn}n∈N ⊆ M∗. Choose projections {pk}k∈N in P(M) such
that pk ⊥ p` if k 6= ` and such that pk ↓ 0 as k → ∞. We claim that
limk→∞〈T (pk), ϕn〉 = 0 uniformly for T ∈ S and n ∈ N, by a result of Ake-
mann [35] this will imply relative compactness of {T∗(ϕn) : T ∈ T, n ∈ N}
and hence 3. Put limn→∞ ϕn = ϕ and let  > 0. Define the sets
Qn = {x ∈ ballM : |〈x, ϕm − ϕ〉| ≤ /4 for all m ≥ n}, n ∈ N.
Then each Qn is σ(M,M∗) closed and
∞⋃
n=1
Qn = ballM. Since ballM
is σ(M,M∗) compact, Baire’s theorem applies and it follows that there
exists n0 such that Qn0 contains an interior point x0. This means there
exist ψ1, . . . , ψr ∈M∗ such that
x0 + {x ∈ ballM : |〈x, ψi〉| < 1, i = 1, . . . , r} ⊆ Qn0 .
Since the sets {T∗(ψi) : T ∈ S} are relatively compact there exists k1 ∈ N
such that |〈T (pk), ψi〉| < 1 if k ≥ k1 and T ∈ S, i = 1, . . . , r, hence
T (pk) +x0 ∈ Qn0 for k ≥ k1. Since x0 lies in Qn0 we obtain |〈T (pk), ϕm−
ϕ〉| < /2 if k ≥ k1, m ≥ m0, and T ∈ S. By assumption the set
{T∗(ϕm − ϕ) : T ∈ S, 1 ≤ m ≤ n0 − 1} is relatively compact with respect
to σ(M∗,M), thus there exists k2 ∈ N such that |〈T (pk), ϕm − ϕ〉| < /2
if k ≥ k2 and T ∈ S, 1 ≤ m ≤ n0 − 1. Finally, there exists k3 ∈ N such
that |〈T (pk), ϕ〉| < /2 if k ≥ k3 and T ∈ S. If k0 = max{k1, k2, k3} then
we conclude that |〈T (pk), ϕm〉| <  if k ≥ k0 and T ∈ S, m ∈ N, thus 3. is
satisfied.
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For the proof of 3.⇒ 4. let K be a convex and σ(M,M∗) compact subset
of M∗. Let pK = sup{|〈x, ψ〉| : ψ ∈ K} be the corresponding seminorm
of the τ(M,M∗)-topology. By assumption the set K ′= co{T∗(ϕ) : T ∈
S, ϕ ∈ K} is σ(M∗,M) compact and convex, and
pK(T (x)) = sup
ψ∈K
|〈T (x), ψ〉| ≤ sup
ψ∈K′
|〈x, ψ〉| = pK′(x),
which is equicontinuity.
To establish 4. ⇒ 5. let T ∈ S¯ and let {Ti}i∈I ⊆ S be a net with
limi→∞ Ti = T relative to σ(L(M),M∗ ⊗γ M). Choose ϕ ∈ M∗ and let
K = {ϕ}. By assumption there exist a compact convex subset K ′ of M∗
and C ≥ 0 such that|〈Ti(x), ϕ〉| = pK(x) ≤ CpK′(x) for any x ∈ M.
Letting i→∞ shows |〈T (x), ϕ〉| ≤ CpK′(x), thus x 7→ 〈T (x), ϕ〉 is normal
for any ϕ ∈M∗ and 5. follows.
To prove 5. ⇒ 1. choose a net {(Ti)∗}i∈I ⊆ S∗. By compactness of
ball L(M) there exists a subnet {Ti(j)}j∈J such that limj→∞ Ti(j) = T
relative to σ(L(M),M∗ ⊗γ M). Since T is normal by assumption it
has a predual T∗ and it follows that limj→∞(Ti(j))∗ = T∗ relative to
σ(L(M∗),M⊗M∗), hence S is relatively compact in the appropriate topol-
ogy. 
In case S in Lemma 1.20 is a semigroup one reserves a special name for
the equivalent properties of the lemma.
Definition 1.21 A semigroup S of normal contractive operators on a von
Neumann algebra M is called ultraweakly almost periodic if the properties
of Lemma 1.20 are satisfied.
Next we give a sufficient criterion for the properties of Lemma 1.20, up to
some modifications the proof is due to [87].
Proposition 1.22 Let M be a von Neumann algebra and let S ⊆ L(M)1
be a family of normal contractive linear maps. If Φ is a faithful set of
normal states on M such that
ϕ(T (x)∗T (x)) ≤ ϕ(x∗x) for all x ∈M, ϕ ∈ Φ, T ∈ S, (1.42)
then S satisfies the equivalent properties of Lemma 1.20.
Proof. Let ψ be a normal state on M and assume for a contradiction
that {T∗(ψ) : T ∈ S} is not σ(M∗,M) relatively compact. Then there
exists  > 0 and a sequence {pn}n∈N of projections with pk ⊥ p` for k 6= `
such that pk ↓ 0 as k → ∞, and a sequence {Tn}n∈N ⊆ S such that
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|〈Tn(pn), ψ〉| >  for all n ∈ N. Let (piϕ,Hϕ, ξϕ) be the GNS triplet
of ϕ ∈ Φ and put
pi =
⊕
ϕ∈Φ
piϕ, H =
⊕
ϕ∈Φ
Hϕ.
Then pi is a faithful normal representation of M on H and the set {xξϕ :
x ∈ pi(M)′, ϕ ∈ Φ} is total inH . Now for ϕ ∈ Φ and x ∈ pi(M)′ it follows
by (1.42) that
‖pi(Tn(pn))xξϕ‖ = ‖xpi(Tn(pn))ξϕ‖
≤ ‖x‖ · ‖pi(pn)ξϕ‖
= ‖x‖ · 〈pi(Tn(pn))ξϕ, pi(Tn(pn))ξϕ〉1/2
= ‖x‖ · ϕ(Tn(pn)∗Tn(pn))1/2
≤ ‖x‖ · ϕ(pn)1/2 → 0
as n → ∞, hence it follows that Tn(pn) → 0 in the strong operator
topology, contradiction. 
1.4.3. Amenability and Mean Ergodicity
In this section we establish a number of implications of amenability of
semigroups of maps on a von Neumann algebra. We start by introducing
some terminology. Let S be a semigroup and denote the Banach space
of all bounded complex functions on S by B(S), equipped with the sup-
norm. Let F ⊆ B(S) be a subspace. A mean on F is a linear functional
m ∈ F∗ such that m(f) ≥ 0 if f ≥ 0 and such that ‖m‖ = 1. If `g(F) ⊆ F
and m(`g(f)) = m(f) for all f ∈ F (rg(F) ⊆ F and m(rg(f)) = m(f)
for all f ∈ F) for any g ∈ S then m is called left (right) invariant. Here
`g(f) = g(f ·) and rg(f) = f(·g). If m is both left and right invariant, then
it is called invariant. The semigroup S is called left (right) amenable if
there exists a left (right) invariant mean on B(S), and S is called amenable
if there exists a left and a right invariant mean on B(S). If S is amenable,
then it follows that there exists an invariant mean on B(S).
We start with a lemma that is related to Day’s fixed point theorem
for topological semigroups and well-known to experts in topological semi-
groups. The set of all continuous affine functions on a convex set K is
denoted by A(K).
Lemma 1.23 Let S be a locally compact semitopological semigroup. As-
sume that S acts on a convex compact subset K of a locally convex topo-
logical vector space E, i. e. S×K 3 (g, x) 7→ g.x ∈ K, such that the action
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is affine,
g.(λx+ µy) = λg.x+ µg.y, g ∈ S, λ, µ ≥ 0, λ+ µ = 1, x, y ∈ K,
and moreover separately continuous. Let m be a mean on B(S) and for
f ∈ A(K) define φf : S −→ C by φf (g) = f(g.x0) where x0 ∈ K is fixed.
Then there exists x ∈ K such that m(φf ) = f(x) for all f ∈ A(K).
Proof. First notice that φf ∈ Cb(S). Let M ⊆ Cb(S)∗ be the set of all
means on Cb(S); then by restriction, m ∈ Cb(S)∗. By the bipolar theorem
M ⊆ {δg : g ∈ S}◦◦ = co({δg : g ∈ S} ∪ {0}), where the closure is taken
relative to σ(Cb(S)∗,Cb(S)). Here Cb(S) 3 f 7→ 〈f, δg〉 = f(g) defines a
mean on Cb(S). Hence there exists a net {m′i}i∈I ⊆ co({δg : g ∈ S}∪{0})
such that m′i → m relative to the σ(Cb(S)∗,Cb(S)) topology. Define
mi = m′i/‖m′i‖, then mi is normalized, i. e. mi ∈ co{δg : g ∈ S} and
‖m′i‖ = m′i(1) → m(1) = 1, i. e. mi → m. This means that each mi is of
the form mi =
∑n
k=1 λkδgk , λ1, . . . , λn ≥ 0,
∑n
k=1 λk = 1, g1, . . . , gn ∈ S,
and we have
mi(φf ) =
n∑
k=1
λkφf (gk) =
n∑
k=1
λkf(g.x0) = f(xi),
where
xi =
n∑
k=1
λkgk.x0 ∈ K.
By compactness of K we can assume (after passing to a subnet) that the
net {xi}i∈I converges: limi→∞ xi =: x ∈ K, hence
m(φf ) = lim
i→∞
mi(φf ) = lim
i→∞
f(xi) = f(x)
for all f ∈ A(K), as was to be shown. 
The next result is contained, e. g., in [126], here we give a proof using
Lemma 1.23.
Proposition 1.24 Let S be a semigroup of normal contractive operators
on a von Neumann algebra M such that T (1) = 1 for all T ∈ S. Suppose
that the following conditions are satisfied:
1. coS is amenable.
2. S is weak* almost periodic.
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3. T (pϕ) = pϕ for all T ∈ S whenever ϕ is a normal invariant state
under S and pϕ is its support projection.
Then there exists an orthogonal faithful family of invariant states for S.
Proof. Let ϕ be a normal state on M, then K = {T∗(ϕ) : T ∈ coS} =
co{T∗(ϕ) : T ∈ S} is σ(M∗,M) compact as a consequence of assumption 2
and consists of states since T (1) = 1. Define an affine action of S on K
by
S ×K 3 (T, ψ) 7→ T.ψ = T∗(ψ) ∈ K,
and let φf (T ) = f(T.ϕ) = f(T∗(ϕ)) where f ∈ A(K). Since coS is
compact, by Lemma 1.23 there exists µ ∈ K such that m(φf ) = f(µ) for
all f ∈ A(K), where m is an invariant mean of coS. With rTφf = φf◦T∗
this implies
f(T∗(µ)) = f(T.µ) = m(rTφf ) = m(φf ) = f(µ) for any f ∈ A(K),
hence µ ◦ T = µ for all T ∈ S and µ is an invariant state of S. Now
let x ∈ fixS and define K 3 ψ 7→ f(ψ) = 〈x, ψ〉. Then f ∈ A(K) and
φf (T ) = 〈x, ϕ〉 for any T ∈ S. Hence 〈x, ϕ〉 = m(φf ) = f(µ) = 〈x, µ〉, i. e.
ϕ and µ agree on fixS.
Now let Ω be a maximal orthogonal family of normal invariant states
for S and put q = 1 −∑ω∈Ω pω. Then T (q) = q for every T ∈ S by
assumption 3. Suppose that q 6= 0 and let ω be a normal state such
that ω(q) = 1. Then by the preceding paragraph we find a faithful normal
state µ which is invariant for S such that it agrees with ω on fixS, in
particular µ(q) = ω(q) = 1, thus pµ ≤ q ⊥ pω, ω ∈ Ω, so that Ω is not
maximal. Thus q = 0 and Ω must be faithful. 
Corollary 1.25 Suppose that the assumptions of Proposition 1.24 hold
true and assume additionally that M is σ-finite. Then there exists a nor-
mal invariant state for S.
Proof. By σ-finiteness an orthogonal set of faithful normal states must be
countable. Let {ωn : n ∈ N} be such a set and define the state
ϕ =
∞∑
n=1
1
2n
ωn.
Then ϕ is normal by Corollary III.5.2. of [30], and moreover faithful and
invariant for S. 
We now prove a converse of Proposition 1.24, the proof follows [126].
1.4. Fixed Points and Invariant States 47
Proposition 1.26 Let S be a semigroup of normal contractive and unital
linear operators on a von Neumann algebra M. Suppose that there exists
a faithful family Φ of normal states on M such that (1.42) holds for all
T ∈ S and ϕ ∈ Φ. Then there exists a normal projection E on M onto
the fixed point subspace fixS such that E ◦ T = T ◦ E for all T ∈ S.
Proof. If λ1, . . . , λn ≥ 0 such that λ1 + · · · + λn = 1 and T1, . . . , Tn ∈ S
we have by the Cauchy–Schwarz inequality
ϕ
[( n∑
i=1
λiTi(x)∗
)( n∑
j=1
λjTj(x)
)]
=
n∑
i,j=1
λiλjϕ(Ti(x)∗Tj(x))
≤
n∑
i,j=1
λiλjϕ(Ti(x)∗Ti(x))1/2ϕ(Tj(x)∗Tj(x))1/2
≤ ϕ(x∗x)
for any x ∈ M and ϕ ∈ Φ, i. e. (1.42) extends to coS and also to the
pointwise ultraweak closure coS since it agrees with the pointwise strong
closure by convexity. For ϕ ∈ Φ let Hϕ be the real Hilbert space obtained
by completingMsapϕ, where pϕ is the support projection of ϕ, with respect
to the real inner product
〈xpϕ, ypϕ〉ϕ = ϕ(pϕxypϕ) = ϕ(xy), for all x, y ∈Msa,
and define the Hilbert space
H =
⊕
ϕ∈Φ
Hϕ.
To every T ∈ S we associate the operator Tϕ onHϕ, defined by Tϕ(xpϕ) =
T (x)pϕ ∈Hϕ. Now we can define the map i : coS −→ ball L(H ) by
i(T ) =
⊕
ϕ∈Φ
Tϕ ∈ L(H ).
Then i is a semigroup homomorphism and moreover it is affine and sat-
isfies 〈xpϕ, i(T )pϕ〉 = 〈xpϕ, T (y)pϕ〉ϕ = ϕ(xT (y)) for all x, y ∈ Msa and
ϕ ∈ Φ. Thus i is point weak–weak continuous and hence i(coS) is ul-
traweakly closed by compactness of coS. Applying the Alaoglu–Birkhoff
mean ergodic theorem to i(coS) we see that there is E ∈ coS such that
E2 = E and E ◦ T = T ◦ E for all T ∈ S. 
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Corollary 1.27 Suppose that all assumptions of Proposition 1.26 are sat-
isfied, and assume additionally that S consists of strongly positive opera-
tors. Then there exists a normal conditional expectation E on M onto the
fixed point subalgebra fixS. Moreover, we have ϕ ◦ E ≤ ϕ for all ϕ ∈ Φ.
Proof. By strong positivity and contractivity, ‖T‖ ≤ 1, it follows from
Kadison’s inequality that ϕ(T (x)∗T (x)) ≤ ϕ(T (x∗x)) ≤ ϕ(x∗x), so Propo-
sition 1.26 applies. Since S is positive, coS is so as well, and since
E(1) = 1 we get ‖E‖ = 1, moreover fixS is a von Neumann subalge-
bra by Lemma 1.18, thus E is a conditional expectation by Tomiyama’s
theorem. Since ETE(x) = TE(x) we get E(M) = fixS. Finally, since
E ∈ coS the last statement follows as well. 
The existence of a projection onto the fixed point subspace of S can be
regarded as a noncommutative generalization of von Neumann’s mean
ergodic theorem, hence the following terminology is introduced.
Definition 1.28 Let S be a semigroup of normal and unital linear op-
erators on a von Neumann algebra M. The semigroup S is called mean
ergodic if there exists a normal projection E onto the fixed point sub-
space fixS of S.
The role of assumption 3. in Proposition 1.24 is clarified by the following
lemma by giving a certain converse of it.
Lemma 1.29 Let S be a semigroup of normal contractive operators on
a von Neumann algebra M such that T (1) = 1 for all T ∈ S, and let Φ
be a faithful set of normal invariant states for S. Then T (pψ) = pψ for
any T ∈ S and every normal S-invariant state ψ.
Proof. We have T (pψ) ≤ 1, i. e. 0 ≤ 1−pψ and ψ(1−T (pψ)) = 1−ψ(pψ) =
0, consequently 1− T (pψ) ≤ 1− pψ, so T (pψ) ≥ pψ. Applying ϕ ∈ Φ we
get ϕ(T (pψ)− pψ) = 0, hence by faithfulness T (pψ) = pψ. 
Similarly, assumption 1. of Proposition 1.24 is implied by its conclusion.
Proposition 1.30 Suppose that the assumptions of Proposition 1.26 are
satisfied. Then coS is amenable.
Proof. Let E be the projection onto the fixed point subspace fixS which
exists by Proposition 1.26. We introduce the dual pairing 〈f, T 〉 = f(T ) for
T ∈ S and f ∈ B(coS). Define a positive linear functional m : B(coS) −→
C by 〈m(f), T 〉 = f(ET ) for all T ∈ S. Then for any T ′ ∈ S we have
〈m(rT ′(f)), T 〉 = f(ETT ′) = f(ET ) = 〈m(f), T 〉
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for any T ∈ S, hence m is right invariant. Similarly, it is also left invari-
ant. 
1.4.4. Invariant and Subinvariant States
The following result implies that for strongly positive unital maps subin-
variance of a normal state entails invariance.
Proposition 1.31 Let T : M −→ M be a positive linear map such that
T (1) = 1. Assume that
ϕ(T (x)∗T (x)) ≤ ϕ(x∗x) for all x ∈M, (1.43)
where ϕ is a normal state on M. Then ϕ ◦ T = ϕ.
Proof. By positivity T is a contraction. Let pϕ be the support projection
of ϕ and write Mϕ = Mpϕ as well as M⊥ϕ = Mp
⊥
ϕ . By M
⊥
ϕ = {x ∈
M : ϕ(x∗x) = 0} and (1.43) we have 0 ≤ ϕ(T (x)∗T (x)) ≤ ϕ(x∗x) = 0
for x ∈M⊥ϕ , i. e. T (M⊥ϕ ) ⊆M⊥ϕ . Let x ∈M, then from x = xpϕ +xp⊥ϕ we
get
T (x)pϕ = T (xpϕ)pϕ + T (xp⊥ϕ )pϕ = T (xpϕ)pϕ
since T (xp⊥ϕ ) ∈ M⊥ϕ . Now define a map T : Mϕ −→ Mϕ by Tϕ(xpϕ) =
T (xpϕ)pϕ = T (x)pϕ ∈ Mϕ for any x ∈ M. Moreover, define an inner
product on Mϕ by 〈xpϕ, ypϕ〉ϕ = ϕ(pϕx∗ypϕ) = ϕ(x∗y), x, y ∈ M, and
let Hϕ be the Hilbert space completion of Mϕ. Then
〈Tϕ(xpϕ), Tϕ(xpϕ)〉ϕ = ϕ(T (x)∗T (x))
≤ ϕ(x∗x) = ϕ((xpϕ)∗xpϕ)
= 〈xpϕ, xpϕ〉ϕ,
thus Tϕ extends to a contraction on Hϕ, denoted again by Tϕ. We
have pϕ = T (1)pϕ = (Tpϕ)pϕ = Tϕ(pϕ), and since Tϕ is a contraction,
T ∗ϕ(pϕ) = pϕ for the Hilbert space adjoint T
∗
ϕ of Tϕ. Then we get
ϕ(T (x)) = ϕ(pϕT (x)pϕ) = ϕ(pϕTϕ(xpϕ))
= 〈pϕ, Tϕ(xpϕ)〉ϕ = 〈T ∗ϕ(pϕ), xpϕ〉ϕ
= 〈pϕ, xpϕ〉ϕ = ϕ(pϕxpϕ)
= ϕ(x)
for any x ∈M, as was to be shown. 
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Corollary 1.32 Let T : M −→M be a strongly positive linear map such
that T (1) = 1 and ϕ(T (x)) ≤ ϕ(x) for all x ∈M+, where ϕ is a normal
state on M. Then ϕ ◦ T = ϕ.
Proof. By strong positivity and ‖T‖ ≤ 1 we have we have ϕ(T (x)∗T (x)) ≤
ϕ(T (x∗x)) ≤ ϕ(x∗x), so Proposition 1.31 applies. 
Remark 1.33 Under stronger assumptions we can arrive at a similar con-
clusion as in Proposition 1.31 by combining Proposition 1.42 and Corol-
lary 1.32: Let T be a normal positive contractive linear map on a σ-finite
von Neumann algebra M and suppose that Φ is a set of normal states such
that (1.42) holds. Consider the semigroup S = {Tn : n ∈ N ∪ {0}}. Then
S is commutative, hence coS is amenable, S is weak* almost periodic, and
by Lemma 1.29 we have T (pϕ) = pϕ for any φ ∈ Φ, hence Corollary 1.32
applies and yields a normal faithful invariant state for T .
Chapter 2.
Decoherence : Technical Tools
In this chapter we develop some mathematical tools which are relevant
for the study of decoherence. We will consider two kinds of asymptotic
splittings of quantum dynamical semigroups on a von Neumann alge-
bra, namely the so-called isometric-sweeping splitting and the Jacobs–de
Leeuw–Glicksberg splitting. The isometric-sweeping splitting is the one
that is directly related to decoherence, but we indicate by an example
that the Jacobs–de Leeuw–Glicksberg splitting is of relevance to decoher-
ence in as well certain situations. Moreover, we introduce and discuss
two notions of noncommutative detailed balance which both are sufficient
conditions to establish the existence of the isometric-sweeping splitting.
2.1. Mathematical Preliminaries
2.1.1. Tomita–Takesaki Theory
In this section we collect the basic ingredients of Tomita–Takesaki modular
theory as laid out, for example, in [6, 23]. It serves to establish some
notation and provide some results needed in the following sections.
LetM be a von Neumann algebra acting on a Hilbert spaceH . A subset
M ⊆ H is called separating if for any x ∈ M, xξ = 0 for every ξ ∈ M
implies x = 0. A subset M is separating for M if and only if M is cyclic
for M′, i. e. [MM ] = H . It can be shown that the following assertions
are equivalent:
1. M is σ-finite, i. e. any set of mutually orthogonal projections in M
is countable.
2. There exists a countable separating subset M of H .
3. There exists a faithful normal state on M.
4. M is *-isomorphic to a von Neumann algebra which admits a cyclic
and separating vector.
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(See [6] for a proof.) It is easy to see that a von Neumann algebra acting on
a separable Hilbert space must be σ-finite. In the following we will assume
that M has a cyclic and separating vector ξ0. We define two operators
domS0 = Mξ0 xξ0 7→ S0(xξ0) = x∗ξ0,
domF0 = M′ξ0 x′ξ0 7→ F0(x′ξ0) = x′∗ξ0.
It can be shown that S0 and F0 are closable, we denote their closures by S
and F , respectively. Let
S = J∆1/2 (2.1)
be the polar decomposition of S. The unique positive (in general un-
bounded) operator ∆ is called the modular operator and the unique an-
tilinear isometry J is called the modular conjugation. The following rela-
tions can be verified:
∆ = FS, ∆−1 = SF, F = J∆−1/2,
∆−1/2 = J∆1/2J, J = J∗, J2 = 1.
The key result in Tomita–Takesaki theory is the Tomita–Takesaki theo-
rem.
Theorem 2.1 Let M be a von Neumann algebra with cyclic and separat-
ing vector ξ0. Let ∆ and J be the associated modular operator and modular
conjugation. Then
M′ = JMJ (2.2)
and
M = ∆itM∆−it for all t ∈ R. (2.3)
Using (2.3) we can introduce the following group of automorphisms, which
turns out to be extremely useful in the analysis of von Neumann algebras
and quantum dynamical systems. Let ω be a faithful normal state on M
and let (piω,Hω, ξω) be the associated GNS triplet, then piω is normal and
faithful and ξω is cyclic and separating. Let ∆ and J be the modular
operator and modular conjugation associated with ξω and define
σωt (x) = pi
−1
ω (∆
itpiω(x)∆−it), t ∈ R, x ∈M. (2.4)
Then {σωt }t∈R is an ultraweakly continuous group of automorphisms onM,
called the modular group associated with ω.
There is a connection between the existence of conditional expectations
onto subalgebras and the modular group, as recorded in the following
theorem due to Takesaki [124]. We will use this connection repeatedly.
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Theorem 2.2 Let M be a von Neumann algebra and N ⊆M a von Neu-
mann subalgebra. Suppose that ω is a faithful normal state on M. Then
there exists a normal conditional expectation E on M onto N such that
ω ◦E = ω if and only if N is invariant under the modular group {σωt }t∈R,
i. e. σωt (N) ⊆ N for all t ∈ R.
This theorem still holds if ω is replaced by a faithful normal semifinite
weight which is semifinite on N.
2.1.2. The KMS Condition
Let {αt}t∈R ⊆ AutA be a group of *-automorphisms on a C*-algebra A
and F ⊆ A∗ a separating subspace. An element x ∈ A is called analytic for
{αt}t∈R provided there exists a strip Iλ,x = {z ∈ C : |Im z| < λ}, λ > 0,
about the real axis and a function fx : Iλ,x −→ A such that fx(t) = αt(x)
for all t ∈ R and such that Iλ,x 3 z 7→ 〈fx(z), ϕ〉 is holomorphic for all
ϕ ∈ F. Then we write σz(x) = fx(z), z ∈ Iλ,x. If z 7→ 〈αt(x), ϕ〉 is entire
for all ϕ ∈ F then x is called entire analytic. The set of all entire analytic
elements is denoted by Ae. It can be shown [6] that if {αt}t∈R is strongly
continuous and F = A∗ then Ae is dense in A. Moreover, if {αt}t∈R is an
ultraweakly continuous group on a von Neumann algebraM and if F = M∗
then Me is ultraweakly dense in M. In particular, if ω(x) = 〈ξ0, xξ0〉,
where ξ0 ∈H is a cyclic and separating vector, we have for the modular
group σωt (x) = ∆
itx∆−it. If x ∈ Me then σωz (x) = ∆izx∆−iz ∈ M for
any z ∈ C. This equalty follows from 〈η, σωz (x)ξ〉 = 〈∆−izη, x∆−izξ〉 for
all η, ξ ∈ {P∆(]a, b])ξ : a < b, ξ ∈ H }, where P∆ denotes the spectral
measure of ∆, since these vectors are analytic for ∆ and since an entire
function is determined by its values on the real axis. Finally we remark
that since weak analyticity implies strong analyticity it follows that Me is
an ultraweakly dense *-subalgebra of M.
Let {αt}t∈R be a strongly continuous group of *-automorphisms on a
C*-algebra A. A state ω on A is called a ({αt}t∈R, β)-KMS state, β ∈ R,
if
ω(xαiβ(y)) = ω(yx) (2.5)
for all x, y ∈ Ae. Similarly, if {αt}t∈R is an ultraweakly continuous group
of *-automorphisms on a von Neumann algebra M then a normal state ω
on M is called a ({αt}t∈R, β)-KMS state if (2.5) holds for all x, y ∈Me.
It can be shown that if ω is a ({αt}t∈R, β)-KMS state on a C*-algebra A
and if (piω,Hω, ξω) is the corresponding GNS representation then it follows
that ξω is separating for M = piω(A)′′, hence ωˆ(x) = 〈ξω, xξω〉 is faithful
on M. As has already been mentioned in Chapter 1 there is a close
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connection between KMS states and the modular group: A state ω on a
C*-algebra A is a ({αt}t∈R,−1)-KMS state for a group {αt}t∈R on M =
piω(A)′′ if and only if ωˆ is faithful ; in this case the group {αt}t∈R is uniquely
determined by the KMS condition and coincides with the modular group
corresponding to ωˆ.
2.2. Asymptotic Splittings
In this section we will establish the basic tools which enable us to prove
that a system with Markovian time evolution displays decoherence.
2.2.1. Isometric-Sweeping Splitting
Let M be a von Neumann algebra acting on a Hilbert spaceH . The main
goal of this section is to prove the following theorem.
Theorem 2.3 Let {Tt}t≥0 be an ultraweakly continuous semigroup and ω
a faithful normal state on M such that following conditions are satisfied:
1. The state ω is subinvariant, ω ◦ Tt ≤ ω for all t ≥ 0.
2. Each Tt, t ≥ 0, is strongly positive and unital.
3. Let {σωt }t∈R denote the modular group corresponding to the state ω.
Then [Tt, σωs ] = 0 for all s ∈ R and t ≥ 0.
Then there exists a von Neumann subalgebra M1 of M and a *-invariant
ultraweakly closed subspace M2 of M such that1
M = M1 ⊕M2. (2.6)
Both M1 and M2 are Tt-invariant for all t ≥ 0. There exists a group of
*-automorphisms {αt}t∈R ⊆ AutM1 and {Tt}t≥0, when restricted to M1,
is given by {αt}t∈R, i. e. Tt  M1 = αt for all t ≥ 0. Moreover, the
subalgebra M1 is the largest Tt-invariant von Neumann subalgebra of M
on which the restriction {Tt}t≥0 is given by a group of *-automorphisms.
The subspace M2 has the property
lim
t→∞Tt(x) = 0 for all x ∈M2 (2.7)
in the ultraweak topology. Finally, there exists a normal conditional ex-
pectation E onto M1 such that [Tt, E] = 0 for all t ≥ 0 and ω ◦ E = ω.
1Here we mean the algebraic direct sum, i. e. M = M1 +M2 and M1 ∩M2 = {0}.
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The splitting (2.6) is called the isometric-sweeping splitting. It was first
introduced in [105] in the case M = L(H ). In [94] the existence of the
isometric-sweeping splitting was established in the more general situation
that ω is a faithful normal semifinite weight which is subinvariant under
{Tt}t≥0 ; then another technical assumption is necessary. We give a simpler
proof which works by a completely different method than the one presented
in [94].
The proof of Theorem 2.3 will use two lemmas that we establish now.
The first is a result from [114]. It explicitly defines the subalgebra M1 of
Theorem 2.3.
Lemma 2.4 Assume that conditions 1. and 2. of Theorem 2.3 are satis-
fied. Introduce the subsets
M = {x ∈M : Tt(x∗x) = Tt(x)∗Tt(x) for all t ≥ 0},
M∗ = {x ∈M : Tt(xx∗) = Tt(x)Tt(x)∗ for all t ≥ 0},
(2.8)
M1 = M ∩M∗. (2.9)
Then M1 is a Tt-invariant von Neumann subalgebra of M. Moreover, there
exists a group of *-automorphisms {αt}t∈R ⊆ AutM1 with the property
that Tt  αt for all t ≥ 0.
Proof. Let x ∈ M and s, t ≥ 0, then by the semigroup property and by
Kadison’s inequality we obtain
Ts+t(x∗x) = Ts(Tt(x)∗Tt(x)) = Ts(Tt(x))∗Ts(Tt(x))
≤ Ts(Tt(x)∗Tt(x))
= Ts(Tt(x∗x))
= Ts+t(x∗x),
thus Tt(x) ∈ M and Tt(M) ⊆ M for any t ≥ 0. Similarly we conclude
that Tt(M∗) ⊆ M∗, and hence Tt(M1) ⊆ M1 for any t ≥ 0. By an
analogous calculationw e see that M1 ⊆ Tt(M1), thus Tt(M1) = M1
for any t ≥ 0. Clearly M1 is *-invariant. As in Lemma 1.17, define
for each t ≥ 0 a sesquilinear form Dt : M ×M −→ C by Dt(x, y) =
ω(Tt(x∗y) − Tt(x)∗Tt(y)). Then by Kadison’s inequality Dt is positive,
hence by the Cauchy–Schwarz inequality Dt(x, x) = 0 is equivalent to
Dt(x, y) = Dt(y, x) = 0 for all y ∈M, which in turn, by faithfulness of ω
and Kadison’s inequality, implies that
M = {x ∈M : Tt(xy) = Tt(x)Tt(y) for all y ∈M, t ≥ 0}. (2.10)
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In particular, M and M∗, and hence M1, are subspaces. Let x, y ∈ M
and z ∈M, then
Tt(xyz) = Tt(x)Tt(yz) = Tt(x)Tt(y)Tt(y) = Tt(xy)Tt(z),
hence xy ∈ M , consequently M as well as M∗ are closed under multipli-
cation, therefore M1 is a *-subalgebra. Let {xi}i∈I ⊆ M be a net with
limxi = x. Then by ultraweak continuity of x 7→ ax and x 7→ x∗ we
obtain 0 = limDt(xi, y) = Dt(x, y) for any y ∈M, hence M and also M1
are ultraweakly closed and we have established that M1 is a von Neumann
subalgebra.
Define αt = Tt M1 for t ≥ 0. Then by (2.10) αt is a *-homomorphism
of M1 into M1. It follows from assumption 1. and Corollary 1.32 that ω is
invariant under {Tt}t≥0 and hence under αt, thus ω(x∗x) = ω(αt(x∗x)) =
ω(αt(x)∗αt(x)) implies that αt is faithful. Now if αt(x) = 0 for an ar-
bitrary x ∈ M1 then 0 = αt(x)∗αt(x) = αt(x∗x), hence x = 0 and αt
is injective. Surjectivity follows from Tt(M1) = M1, and the proof is
finished. 
For later use we record the following.
Corollary 2.5 Under the assumptions of Lemma 2.4 we have the follow-
ing characterizations of M1 :
M = {x ∈M : Tt(xy) = Tt(x)Tt(y) for all y ∈M, t ≥ 0} (2.11)
= {x ∈M : ω(x∗x− Tt(x)Tt(x)∗) for all t ≥ 0}, (2.12)
M∗ = {x ∈M : Tt(yx) = Tt(y)Tt(x) for all y ∈M, t ≥ 0} (2.13)
= {x ∈M : ω(xx∗ − Tt(x)∗Tt(x)) for all t ≥ 0}. (2.14)
Proof. This follows from the previous proof. 
The next lemma uses a technique from [71].
Lemma 2.6 Suppose that conditions 1. and 2. of Theorem 2.3 are satis-
fied. Then for all x ∈M any ultraweak limit point of the net {Tt(x)}t∈R+
lies in M1, where M1 is defined by (2.9).
Proof. We continue to use the notation of Lemma 2.4. We assume (with-
out loss of generality) that ω is a vector state given by the cyclic and
separating vector ξ0 ∈H . By strong positivity and invariance of ω under
each Tt (Corollary 1.32) we can define the strongly continuous contraction
semigroup {Tˆt}t≥0 on H defined by Tˆt(xξ0) = Tt(x)ξ0 for all x ∈M and
t ≥ 0. For x, y ∈M we have
lim
t→∞Dt(x, y) = limt→∞〈ξ0, (Tt(x
∗y)− Tt(x)∗Tt(y))ξ0〉
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= lim
t→∞
(〈ξ0, x∗yξ0〉 − 〈Tˆt(xξ0), Tˆt(yξ0)〉)
= lim
t→∞〈ξ0, x
∗(1− Tˆ ∗t Tˆt)yξ0〉
= 〈ξ0, x∗(1− Tˆ )yξ0〉, (2.15)
where Tˆ = s-limt→∞ Tˆ ∗t Tˆt, which exists by [19], p. 41. Furthermore, we
have
Dt(Ts(x), Ts(x)) = 〈ξ0, Ts(x)∗Ts(x)ξ0〉 − 〈ξ0, Ts+t(x)∗Ts+t(x)ξ0〉
= 〈ξ0, (Ts+t(x∗x)− Ts+t(x)∗Ts+t(x))ξ0〉
− 〈ξ0, (Tt(Ts(x∗x)) + Ts(x)∗Ts(x))ξ0〉
= Ds+t(x, x)−Ds(x, x),
and using (2.15) this implies
lim
s→∞Dt(Ts(x), Ts(x)) = 0 for all x ∈M, t ≥ 0.
Therefore, by the Cauchy–Schwarz inequality we obtain
|Dt(Ts(x), y)| ≤ Ds(Ts(x), Ts(x))Dt(y, y)→ 0 (2.16)
as s→∞ for all y ∈M and t ≥ 0. Now let x0 ∈M be an ultraweak limit
point of the net {Tt(x)}t∈R+ for some x ∈M. Then there exists a subnet
{ti}i∈I ⊆ R+ such that limi→∞ Tti(x) = x0 ultraweakly. Thus by (2.16)
we have
lim
i→∞
Dt(Tti(x), y) = Dt(x0, y) = 0
for all y ∈ M and t ≥ 0 using continuity of x 7→ ax and x 7→ x∗, and
normality of Tt. In particular, Dt(x0, x0) = 0 for all t ≥ 0, and similarly
Dt(x∗0, x
∗
0) = 0, and we conclude that x0 ∈M1, as was to be shown. 
Proof. (Proof of Theorem 2.3.) Clearly, M1, as defined by (2.9), is the
largest von Neumann subalgebra on which {Tt}t≥0, when restricted, is
given by a group of *-automorphisms.
Let x ∈M1 and s ∈ R and t ≥ 0. Then by assumption 3. we have
Tt(σωs (x)
∗σωs (x)) = Tt(σ
ω
s (x
∗x))
= σωs (Tt(x
∗x))
= σωs (Tt(x)
∗Tt(x))
= σωs (Tt(x))
∗σωs (Tt(x)),
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thus σωs (M1) ⊆M1 and by Theorem 2.2 there exists a normal conditional
expectation E : M −→ M with ranE = M1 and ω ◦ E = ω. Define
E⊥ = 1 − E and M2 = ranE⊥. Since E⊥(x∗) = E⊥(x)∗, M2 is a *-
invariant ultraweakly closed subspace and (2.6) holds. Introduce on M
the GNS inner product 〈x, y〉 = ω(x∗y) and write ‖x‖20 = 〈x, x〉 for the
corresponding norm. By ω-invariance of E and by the properties of con-
ditional expectation we have
〈x,E(y)〉 = ω(x∗E(y)) = ω[E(x∗E(y))]
= ω[E(x∗)E(y)] = ω[E(E(x)∗y)],
= 〈E(x), y〉
that is E = E′ = E2 where the prime denotes adjoints with respect to
〈·, ·〉. We now prove that
M⊥1 := {x ∈M : 〈x, y〉 = 0 for all y ∈M1} = M2 = ranE⊥.
Let x ∈ M2, then x = E⊥(z) for some z ∈ M and 〈x, y〉 = 〈E⊥(z), y〉 =
〈z, E⊥(y)〉 = 0 for all y ∈ M1 hence x ∈ M⊥1 . Conversely, let x ∈ M⊥1 ,
then 〈x,E(z)〉 = 0 for all z ∈M. This implies 〈x, z〉 = 〈x, z〉−〈x,E(z)〉 =
〈x,E⊥(z)〉 = 〈E⊥(x), z〉, hence E⊥(x) = x and thus x ∈ M2. Thus we
have established M2 = M⊥1 .
Next we note that in view of Kadison’s inequality and invariance of ω,
Tt is a contraction in ‖·‖0 : ‖Tt(x)‖20 ≤ ω(Tt(x∗x)) = ‖x‖20. Now pass
to the completion of the pre-Hilbert space (M, 〈·, ·〉) and consider the
adjoint T ′t of Tt on this Hilbert space; then T
′
t is a contraction as well. If
‖Tt(x)‖0 = ‖x‖0 for some x ∈M and t ≥ 0 then
‖T ′t (Tt(x))− x‖20 = ‖T ′t (Tt(x))‖20 − 2 Re〈T ′t (Tt(x)), x〉+ ‖x‖20
≤ 2‖x‖20 − 2‖Tt(x)‖20
= 0,
i. e. T ′t (Tt(x)) = x. In particular, T
′
t (Tt(x)) = x ∈ M1 for all x ∈ M1.
Since Tt is bijective on M1 this implies that T ′t (M1) ⊆ M1 for all t ≥ 0.
Now if x ∈M2 this result, together with what was shown above, implies
〈Tt(x), y〉 = 〈x, T ′t (y)〉 = 0 for all y ∈M1,
and Tt(x) ∈ M⊥1 = M2. Thus we have shown that Tt(M2) ⊆ M2 for all
t ≥ 0, i. e. both M1 and M2 are Tt-invariant. Since x = E(x) +E⊥(x) we
conclude from Tt(x) = Tt(E(x)) + Tt(E⊥(x)) that Tt ◦ E = E ◦ Tt for all
t ≥ 0.
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Only property (2.7) remains to be shown. Let x ∈M2 and suppose that
‖x‖ ≤ 1. Then by ultraweak compactness the net {Tt(x)}t∈R+ ⊆ ballM2
has an ultraweak limit point x0, and x0 ∈ M2 by closedness of M2. But
in view of Lemma 2.6 we have x0 ∈M1, hence x ∈M1 ∩M2 = {0}. This
shows that any ultraweak limit point of the net {Tt(x)}t∈R+ is equal to 0,
hence we have (2.7). 
2.2.2. Jacobs–de Leeuw–Glicksberg Splitting
In the previous section we introduced the isometric-sweeping splitting
(Theorem 2.3) for a quantum dynamical semigroup on a von Neumann
algebra. In the present subsection we discuss another asymptotic split-
ting, the Jacobs–de Leeuw–Glicksberg splitting, which is closely related to
the isometric-sweeping splitting. In fact, we shall provide an example
which shows that it is of potential interest in the discussion of environ-
mental decoherence and can provide information in situations in which the
assumptions of Theorem 2.3 cannot be verified. Originally it was intro-
duced for weakly almost periodic semigroups [93, 20], here we apply it to
weak* almost periodic quantum dynamical semigroups on von Neumann
algebras and give a proof for that case.
Banach Space Case
We shall prove the existence of the Jacobs–de Leeuw–Glicksberg splitting
first in the more general case of a weak* continuous semigroup on a Banach
space X having a predual space X∗. In Section 1.4.2 it was shown that
the pointwise weak* topology on L(X) agrees with the σ(L(X),X ⊗γ X∗)
topology; consequently, by Alaoglu’s theorem ball L(X) is compact in this
topology. Let {Tt}t≥0 be a weak* continuous semigroup of contractive
operators on X. We can consider L(X) as a semigroup under multiplication
and S0 = {Tt : t ≥ 0} as a commutative subsemigroup consisting of
weak*–weak* continuous operators. Let S denote the closure of S0 in
the pointwise weak* topology. In the following it is important that S
also consists of weak*–weak* continuous operators so we provide some
sufficient conditions in the following proposition.
Proposition 2.7 Let S0 and S be as above, and consider the following
conditions:
1. Both X and X∗ are separable and X∗ is weakly sequentially complete.
2. Both X and X∗ are separable and X∗ is reflexive.
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3. The restriction of the semigroup {Tt}t≥0 to ballX is weak* equicon-
tinuous.
Under either of the above conditions S consists of weak*–weak* continuous
operators.
Proof. Assume that condition 1. holds. Let {xn}n∈N ⊆ X and {x∗,n}n∈N ⊆
X∗ be dense. Then the pointwise weak* topology is induced by the
countable family of seminorms {pxm,x∗,n : m,n ∈ N}, where px,x∗(T ) =
〈T (x), x∗〉, T ∈ L(X), and hence is metrizable on ball L(X). Given any
T ∈ S there is a sequence {Tk}k∈N ⊆ S0 with Tk → T relative to the
pointwise weak* topology. It follows that for each x∗ ∈ X∗ the func-
tionals fk(x) = 〈Tk(x), x∗〉 are in X∗ and converge weakly to the func-
tional x 7→ 〈T (x), x∗〉. By weak sequential completeness this functional is
weak* continuous, hence T is weak*–weak* continuous.
Assume that condition 2. holds. Then X∗ = X∗, and the σ(X∗,X) topol-
ogy agrees with the σ(X∗,X) topology on X∗. The assertion follows from 1.
and weak*-sequential completeness.
Assume that condition 3. holds and let T ∈ S. Then there is a net
{Ti}i∈I ⊆ S0 such that Ti → T relative to the pointwise weak* topology.
Now let {xj}J∈I ⊆ ballX with xi → x relative to the weak* topology.
For  > 0 and x∗ ∈ X∗ there exists, by assumption, a j0 ∈ J such that
|〈Ti(xj − x), x∗〉| ≤  if j ≥ j0 uniformly for i ∈ I. Letting i → ∞ this
implies |〈T (xj − x), x∗〉| ≤  if j ≥ j0. This proves that T is weak*–weak*
continuous when restricted to ballX. By an application of the Krein–
Sˇmulian theorem we conclude that T is weak*–weak* continuous. 
Assume now that S consists of weak*–weak* continuous operators. The
commutative semigroup S is semitopological under the relative pointwise
weak* topology on S, i. e. the maps T 7→ TQ, T 7→ QT are pointwise
weak* continuous for every Q ∈ S since S consists of weak*–weak* con-
tinuous operators. This means that we have shown that S is a commutative
compact semitopological semigroup consisting of weak*–weak* continuous
operators. We now use the fact that every commutative compact semi-
topological semigroup S contains a unique minimal ideal G ⊆ S that is a
compact group which is given by
G =
⋂
R∈S
RS, (2.17)
and if Q ∈ G denotes the unit of G then G = QS. This ideal G is
called the Sushkevich kernel of S. By compactness and Ellis’ theorem the
semitopological group G is a topological group.
2.2. Asymptotic Splittings 61
We are now able to prove the following version of the Jacobs–de Leeuw–
Glicksberg splitting theorem (cf. [11, 93, 20]). The proof mimicks the one
given in [11] for weakly almost periodic one-parameter semigroups.
Theorem 2.8 Let S0 = {Tt}t≥0 be a weak* continuous contractive semi-
group on the Banach space X with predual X∗ and let Z be its weak* gener-
ator. Assume that S = S¯0 consists of weak*–weak* continuous operators.
Then there exist weak*-closed subspaces Xs,Xr of X invariant under Tt,
t ≥ 0, such that X = Xs ⊕ Xr, and
Xs =
{
x ∈ X : 0 ∈ {Tt(x) : t ≥ 0}w
∗}
, (2.18)
Xr = lin{x ∈ domZ : ∃α ∈ R such that Zx = iαx}w
∗
(2.19)
= lin{x ∈ X : ∃α ∈ R such that Tt(x) = eiαtx ∀t ≥ 0}w
∗
. (2.20)
Proof. Let Q be the unit of the Sushkevich kernel G ⊆ S. Then Q2 = Q,
i. e. Q is a weak*–weak* continuous projection on X satisfying [Q,Tt] = 0
for all t ≥ 0. The theorem will be established once we prove that Xs =
kerQ and Xr = ranQ, where Xs and Xs are defined by (2.18) and (2.19),
respectively.
Let x ∈ kerQ. Since Q ∈ S there is a net {Ti}i∈I ⊆ S0 such that Ti → Q
relative to the pointwise weak* topology, hence Ti(x)→ Qx = 0 relative to
the weak*-topology, thus 0 ∈ {Tt(x) : t ≥ 0}w
∗
. Conversely, let x ∈ X and
assume that 0 ∈ {Tt(x) : t ≥ 0}w
∗
. Then there is a net {Ti}i∈I ⊆ S0 such
that Ti(x)→ 0 relative to the weak*-topology. By compactness of S there
is a subnet {Tj}j∈J ⊆ {Ti}i∈I with Tj → R relative to the pointwise weak*
topology for some R ∈ S, and it follows that Rx = 0. Hence R′QRx = 0
for all R′ ∈ S. Choosing R′ to be the inverse of QR in G we get Qx = 0,
hence x ∈ kerQ. We have thus proved that Xs = kerQ.
Let Gˆ be the character group of G. For each χ ∈ Gˆ define the operator
X 3 x 7→ Pχx =
∫
G
χ(S)Sxdµ(S),
where µ is the normalized Haar measure of G. The integral is to be
understood as a weak*-integral, thus Pχ is a well-defined bounded operator
in L(X) with ‖Pχ‖ ≤ 1. Then for all R ∈ G we get
RPχx =
∫
G
χ(S)RSx dµ(S) = χ(R)
∫
G
χ(RS)RSx dµ(S)
= χ(R)
∫
G
χ(S)Sxdµ(S) = χ(R)Pχx,
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in particular QPχ = Pχ, therefore TtPχ = TtQPχ = χ(TtQ)Pχ for all
t ≥ 0. Since t 7→ χ(TtQ) is continuous and satisfies the functional equation
χ(TtQ) · χ(TsQ) = χ(Tt+sQ) ∈ {z ∈ C : |z| = 1}
for all t, s ≥ 0, we have χ(TtQ) = eiαt for some α ∈ R. Thus TtPχ =
eiαtPχ, hence PχX ⊆ domZ and ZPχ = iαPχ for all χ ∈ Gˆ. We next
define the subspace
M = lin
{ ⋃
χ∈Gˆ
PχX
}w∗
⊆ Xr.
We prove that ranQ ⊆ M ⊆ Xr. Let x∗ ∈ M⊥ = {x∗ ∈ X∗ : 〈x, x∗〉 =
0 ∀x ∈M}. Then 〈Pχx, x∗〉 = 0 for all x ∈ X, χ ∈ Gˆ, i. e.∫
Gˆ
χ(S)〈Sx, x∗〉dµ(S) = 0
for all x ∈ X, χ ∈ Gˆ. Since the character group Gˆ is total in L2(G,µ)
by the Stone–Weierstraß theorem, and since S 7→ 〈Sx, x∗〉 is pointwise
weak* continuous, it follows that 〈Sx, x∗〉 = 0 for all S ∈ G and x ∈ X.
Take S = Q, then we obtain x∗ ∈ ranQ⊥ and thus M⊥ ⊆ ranQ⊥. By
the bipolar theorem we obtain ranQ ⊆ coM = M , since ranQ is a weak*
closed subspace. Conversely, let x ∈ domZ with Zx = iαx for some α ∈ R.
It follows that Tt(x) = eiαtx for all t ≥ 0 and consequently Rx = eiα′x
for R ∈ S. Thus there exists β ∈ R such that Qx = eiβx = Q2x, which
implies Qx = x ∈ ranQ, hence Xr ⊆ ranQ, and proof is finished. 
Corollary 2.9 Under the hypothesis of Theorem 2.8, there exists a weak*
continuous one-parameter group {αt}t∈R of isometries on Xr such that
αt = Tt  Xr for t ≥ 0.
Proof. Let T ∈ S, then QT ∈ G, and let R be the inverse of QT in G,
i. e. R(QT ) = Q. Then for all x ∈ Xr we have RTx = RQTx = Qx = x.
If T = Tt for some t ≥ 0 define αt = Tt  Xr, and α−t = R  Xr =
(Tt  Xr)−1. It is then clear that {αt}t∈R is a one-parameter group on Xr.
Moreover, it is clear that it is weak* continuous and contractive. Now
assume that there is x ∈ Xr and t ≥ 0 such that ‖αt(x)‖ < ‖x‖. Then it
follows that ‖α−t‖ > 1, contradiction; thus {αt}t∈R is isometric. 
The subspace Xr is called the reversible subspace and Xs is called the stable
subspace, its elements are sometimes called flight vectors.
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We now look for a stronger characterization of the stable subspace
than (2.18). In particular, we would like to prove that its elements x
are characterized by the property limt→∞ Tt(x) = 0 relative to the weak*
topology.
Proposition 2.10 Assume that the hypothesis of Theorem 2.8 is satisfied
and additionally that specZ ∩ iR is at most countable. Then the stable
subspace (2.18) is given by
Xs =
{
x ∈ X : lim
t→∞Tt(x) = 0 relative to the weak* topology
}
. (2.21)
Moreover, the convergence in (2.21) is uniform for x in Xs ∩ ballX.
Proof. The predual operator Q∗ of Q is a projection on X∗, i. e. Q2∗ = Q∗.
It induces a splitting X∗ = Xs,∗ ⊕ Xr,∗ by way of Xs,∗ = kerQ∗ and
Xr,∗ = ranQ∗. It may be shown that Xs ∼= (Xs,∗)∗ and Xr ∼= (Xr,∗)∗,
and the semigroups {Tt,∗}t≥0 and {Tt}t≥0 are compatible with the split-
ting, i. e. Tt,∗ = T
(s)
t,∗ ⊕T (r)t,∗ and Tt = T (s)t ⊕T (r)t in a natural notation. If Z∗
denotes the generator of the weakly and hence strongly continuous semi-
group {Tt,∗}t≥0, then the dual Z = (Z∗)∗ is the generator of the weak*
continuous semigroup {Tt}t≥0. If Zs,∗ denotes the generator of {T (s)t,∗ }t≥0,
then domZs,∗ = domZ∗ ∩ Xs,∗ and Zs,∗x∗ = Z∗x∗ for all x∗ ∈ domZs,∗,
moreover Zs = (Zs,∗)∗.
We prove that specZs,∗ ⊆ specZ∗. Let λ ∈ ρ(Z∗), i. e. the map (λ1 −
Z∗) : domZ∗ −→ X∗ is bijective. Then clearly the map (λ1 − Z∗,s) =
(λ1− Z∗)  X∗,s : domZ∗ ∩ Xs,∗ −→ Xs,∗ is injective. It is also surjective:
Let x0,∗ ∈ Xs,∗. Then there exists x∗ ∈ domZ∗ such that (λ1 − Z∗)x∗ =
x0,∗. Now
(λ1− Z∗)x∗ = (λ1− Z∗)(x1,∗ ⊕ x2,∗) = x0,∗,
i. e. (λ1 − Z∗)x1,∗ = 0, hence x1,∗ = 0 by injectivity and x∗ ∈ domZs,∗.
Thus (λ1 − Zs,∗) is bijective and λ ∈ ρ(Zs,∗); our claim follows. Using
specZ = specZ∗, then in particular
specZs,∗ ∩ iR is countable. (2.22)
We now prove that
specp Zs ∩ iR = ∅, (2.23)
for if iλ ∈ specp Zs, λ ∈ R, then the corresponding eigenvector x ∈
domZs ⊆ Xs satisfying Zx = iλx must lie in Xr by (2.19), hence x = 0,
contradiction.
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From (2.22) and (2.23) it follows by the Arendt–Batty–Lyubich–Vu˜ the-
orem [40, 95], see also [11], that the semigroup {T (s)t,∗ }t≥0 is strongly stable,
i. e. for all x∗ ∈ Xs,∗ we have limt→∞‖T (s)t,∗ (x∗)‖ = 0. Thus if x ∈ Xs and
x∗ ∈ X∗ it follows that
|〈Tt(x), x∗〉| = |〈Q(Tt(x)), x∗〉| = |〈x, Tt,∗(Q∗(x∗))〉|
≤ ‖x‖ · ‖T (s)t,∗ (Q∗(x∗))‖ → 0
as t→∞ uniformly for x ∈ Xs ∩ ballX, as was to be shown. 
Von Neumann Algebra Case
The results of the previous subsection apply to the case of ultraweakly
continuous semigroups {Tt}t≥0 on a von Neumann algebra M by taking
X = M and X∗ = M∗. We can then state the following.
Corollary 2.11 Let M be a von Neumann algebra and {Tt}t≥0 an ultra-
weakly continuous contractive semigroup on M, and let Z be its ultraweak
generator. Suppose that there exists a faithful family Φ of normal states
on M such that
ϕ(Tt(x)∗Tt(x)) ≤ ϕ(x∗x) for all ϕ ∈ Φ, t ≥ 0. (2.24)
Then there exist ultraweakly closed Tt-invariant subspaces Ms and Mr
of M such that M = Ms ⊕Mr, and
Ms =
{
x ∈M : 0 ∈ {Tt(x) : t ≥ 0}w
∗}
, (2.25)
Mr = lin{x ∈M : ∃α ∈ R such that Tt(x) = eiαtx∀t ≥ 0}w
∗
. (2.26)
Proof. First use Proposition 1.22 and Lemma 1.20 to conclude that the
pointwise ultraweak closure of {Tt : t ≥ 0} in L(M) consists of ultraweak–
ultraweak continuous (i. e. normal) operators. Then apply Theorem 2.8.
We also have a result similar to Corollary 2.9.
Corollary 2.12 Assume that {Tt}t≥0 is an ultraweakly continuous semi-
group on M such that each Tt is strongly positive, and that ω ◦ Tt ≤ ω for
a faithful normal state ω on M. Then the conclusion of Corollary 2.11
holds, Mr is a von Neumann subalgebra of M and there exists a group of
*-automorphisms {αt}t∈R ⊆ AutMr such that Tt Mr = αt for all t ≥ 0.
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Proof. Let M0 = {x ∈ M : ∃α ∈ R such that Tt(x) = eiαtx∀t ≥ 0},
i. e. we have linM0
w∗
= Mr. We define the sesquilinear map D : M ×
M −→ M by D(x, y) = Tt(x∗y) − Tt(x)∗Tt(y). By Kadison’s inequality,
Tt(x∗x) ≥ Tt(x∗)Tt(x), it follows that D is positive-definite. Moreover,
for any ϕ ∈M+∗ the sesquilinear form ϕ ◦D is positive-definite, so by the
Cauchy–Schwarz inequality, D(x, x) = 0 implies D(x, y) = 0 for all y ∈M.
Now let x ∈ M0, then Tt(x∗x) ≥ Tt(x)∗Tt(x) = e−iαte+iαtx∗x = x∗x.
Thus 0 ≤ ω(Tt(x∗x) − x∗x) ≤ ω(x∗x − x∗x) = 0, and by faithfulness
Tt(x∗x) = x∗x, hence D(x, x) = 0 for all x ∈M0. By what we have shown
above we get D(x, y) = 0 for all x, y ∈M0, that is Tt(x∗y) = Tt(x)∗Tt(y) =
ei(α2−α1)tx∗y, and thus xy ∈ M0 whenever x, y ∈ M0 ; moreover, M0 is
clearly *-invariant, thus linM0 is a *-subalgebra of M. Then clearly Mr
is a von Neumann subalgebra.
Under the assumptions Lemma 2.4 applies and it is easy to see that
Mr ⊆M1. Since Mr is Tt-invariant the conclusion follows. 
Remark 2.13 Assume that the conditions of the previous corollary are
satisfied. From the proof of Theorem 2.8 we infer that there exists a
projection E in L(M) onto Mr (the unit of the Sushkevich kernel of S,
where S is the closure of S0 = {Tt : t ≥ 0}). Then E is strongly positive,
normal, and satisfies [Tt, E] = 0 for any t ≥ 0 as well as ω ◦E ≤ ω, hence
ω ◦ E = ω by Proposition 1.31. Since E(1) = 1 we get ‖E‖ ≥ 1, and
since E ∈ S ⊆ ball L(M) we get ‖E‖ ≤ 1, thus ‖E‖ = 1, so E is a normal
conditional expectation by Tomiyama’s theorem.
Next we give some sufficient conditions under which we obtain a stronger
characterization of the subspace Ms as in Proposition 2.10.
Proposition 2.14 Assume that the hypotheses of Corollary 2.11 are sat-
isfied. Moreover, assume that Ms is a von Neumann subalgebra of M.
Then
Ms =
{
x ∈M : lim
t→∞Tt(x) = 0 ultraweakly
}
. (2.27)
Proof. We will use the s∗(M,M∗)-topology which is induced by the fam-
ily of seminorms {pω(x) = [ω(xx∗)]1/2, p∗ω(x) = [ω(x∗x)]1/2 : ω ∈ M+∗ },
it agrees with τ(M,M∗) on ballM. Let x ∈ M such that 0 is an ultra-
weak limit point of {Tt(x) : t ≥ 0}, and assume first that x ≥ 0. There
exists a net {ti}i∈I ⊆ R+ such that yi = Tti(x) → 0 relative to the ul-
traweak topology, and yi ≥ 0. Therefore we have by the Cauchy–Schwarz
inequality
pω(yi)2 = p∗ω(yi)
2 = ω(y∗i yi) = ω(y
2
i ) ≤ ‖yi‖ω(yi) ≤ ‖x‖ω(yi)→ 0.
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We conclude that yi → 0 relative to τ(M,M∗). Now choose ϕ ∈M∗ and
let K = co{(Tt)∗(ϕ) : t ≥ 0}. Then by Lemma 1.20 the set K ⊆ M∗
is σ(M∗,M) compact and convex. We will denote the seminorms of the
τ(M,M∗) topology by pK(x) = sup{|〈x, ψ〉| : ψ ∈ K}, where K ⊆ M∗
is weakly compact and convex. Now for  > 0 there is i0 ∈ I such that
pK(Tti(x)) <  whenever i ≥ i0. If t ≥ ti0 then
|〈Tt(x), ϕ〉| = |〈Tti0 (x), (Tt−ti0 )∗(ϕ)〉| ≤ sup
ψ∈K
|〈Tti0 (x), ψ〉| < ,
and Tt(x) → 0 as desired when t → ∞. Next we consider an arbitrary
x ∈ Ms. Then x can be written as a linear combination x =
∑4
k=1 λkxk
of four positive elements. Since, by assumption, Ms is a von Neumann
algebra, we have x1, . . . , x4 ∈Ms and the assertion follows from what we
have already proved. 
Proposition 2.15 Assume that the hypotheses of Corollary 2.12 are sat-
isfied. Additionally, assume that Mr = M1, where M1 is defined by (2.9).
Then Ms is given by (2.27).
Proof. Let x ∈ Ms and assume without loss of generality that ‖x‖ ≤ 1.
By Alaoglu’s theorem the net {Tt(x)}t∈R+ ⊆ ballM has a limit point x0
for t → ∞. Then using Lemma 2.6 we find that x0 ∈ Mr = M1. But
since x ∈ Ms, it follows that also x0 ∈ Ms, i. e. x0 ∈ Ms ∩Mr = {0},
hence x0 = 0. This proves that any limit point of the net {Tt(x)}t∈R+ is
equal to 0, therefore we conclude that limt→∞ Tt(x) = 0 relative to the
ultraweak topology for all x ∈Ms. 
Remark 2.16 Suppose that the assumptions of Theorem 2.3 are satisfied.
If M1 = Mr, then the isometric-sweeping decomposition and the Jacobs–
de Leeuw–Glicksberg splitting agree. This follows from Remark 2.13 and
the fact that the condition ω ◦ E = ω uniquely determines a conditional
expectation, cf. [4], Corollary II.6.10.8.
Remark 2.17 If in the situation of Corollary 2.11 the isometric-sweeping
decomposition exists as well it is not necessary true that both splittings
agree, even if the the stable subspace Ms of the Jacobs–de Leeuw–Glicks-
berg splitting is given by (2.27). In fact, one can construct examples
in which the semigroup {Tt}t≥0 is a group of automorphisms such that
Mr = C1 whereas, of course, M1 = M (recall that in the isometric-
sweeping decomposition the subalgebra M1 was defined as the largest von
Neumann subalgebra on which each Tt is given by an automorphism).
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For this reason (cf. the discussion in Section 3.2) it is the isometric-
sweeping decomposition that is relevant in applications to decoherence.
However, Proposition 2.15 and Remark 2.16 show that the Jacobs–de
Leeuw–Glicksberg splitting may be of some value in situations in which the
conditions of Theorem 2.3 are hard to verify. We will give an illustrative
example in the following subsection.
2.2.3. An Example
In this subsection we give an example which shows the utility of the
Jacobs–de Leeuw–Glicksberg splitting, given in Corollary 2.11 and Propo-
sition 2.15, in the study of decoherence.
Let M be a von Neumann algebra acting on the Hilbert space H and
{Tt}t≥0 semigroup of normal completely positive contractive and unital
operators. Suppose that t 7→ Tt(x) is continuous in the uniform topology.
Then by [57] the generator Z of {Tt}t≥0, which is a bounded operator
on M, is given by
Zx = G∗x+ xG+ Φ(x), (2.28)
where G ∈ L(H ) and Φ : M −→ L(H ) is a completely positive map.
Since we have Tt(1) = 1 for all t ≥ 0 it follows that Z1 = 0 which forces
G∗ = −G − Φ(1). Introduce the operator H = iG + 12 iΦ(1), then H is a
bounded self-adjoint operator on H and Z may be written as
Zx = i[H,x]− 12{Φ(1), x}+ Φ(x), (2.29)
here {·, ·} denotes the anticommutator. By Kraus’ theorem there exists a
measure space (Ω,F , µ) and a strongly measurable map Ω 3 ω 7→ Aω ∈
L(H ) such that
Φ(x) =
∫
Ω
A∗ωxAω dµ(ω),
the integral is to be understood as a weak* integral. In general we can
take µ to be discrete, but let us write Φ as a µ-integral as above. Then
by a simple calculation [66] one obtains
Z(x∗x)− Z(x∗)x− x∗Z(x) = x∗Φ(1)x+ Φ(x∗x)− Φ(x∗)x− x∗Φ(x)
=
∫
Ω
[Aω, x]∗[Aω, x] dµ(ω). (2.30)
We are now in a position to prove the following proposition.
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Proposition 2.18 Let {Tt}t≥0 be as above. Assume that there is a faith-
ful normal state ω such that ω ◦ Tt = ω for all t ≥ 0 and that H in (2.29)
has pure point spectrum. Then the conclusion of Theorem 2.3 holds and
the von Neumann subalgebra M1 defined by (2.9) is given by
M1 = {Aω, A∗ω : ω ∈ Ω}′ ∩M, (2.31)
where the commutant is to be interpreted in a µ-almost everywhere sense.
Proof. First note that the assumptions of Lemma 2.4 and Corollary 2.12
are satisfied, i. e. Mr is a von Neumann subalgebra on which {Tt}t≥0 is
given by a group of automorphisms, moreover, M1 is the image of a normal
conditional expectation commuting with each Tt, cf. Remark 2.13. We
prove (2.31). The generator Z, when restricted to M1, is a *-derivation,
thus if x ∈M1 then
0 = Z(x∗x)− x∗Z(x)− Z(x∗)x =
∫
Ω
[Aω, x]∗[Aω, x] dµ(ω)
by (2.30), i. e. [Aω, x] = 0 µ-almost everywhere, similarly [A∗ω, x] = 0 µ-
almost everywhere. This proves that M1 ⊆ {Aω, A∗ω : ω ∈ Ω}′ ∩ M.
Conversely, if x ∈ {Aω, A∗ω : ω ∈ Ω}′ ∩M then Zx = i[H,x], thus Tt(x) =
eitHxe−itH and consequently x ∈M1.
Now let x ∈ Ms ∩M1, x 6= 0. Then there exist eigenvectors ξ, η ∈ H
of H such that 〈ξ, xη〉 6= 0, thus
〈ξ, Tt(x)η〉 = 〈e−itHξ, xe−itHη〉 = eit(Eξ−Eη)〈ξ, xη〉,
is bounded away from 0, so 0 is not a weak* limit point of {Tt(x) : t ≥ 0}.
Since x ∈Ms this is a contradiction in view of (2.25), hence Ms ∩M1 =
{0}. Now let x ∈M1 and write x = xs + xr ∈Ms ⊕Mr. Since Mr ⊆M1
we have xr ∈M1, and xs = x− xr ∈Ms ∩M1 = {0}, thus x ∈Mr. This
proves M1 = Mr and we conclude by Proposition 2.15 that Ms has the
property (2.27). So all conclusions of Theorem 2.3 hold. 
We remark that the last proposition can be generalized to certain cases
when the semigroup {Tt}t≥0 is not uniformly continuous but has an un-
bounded generator of the form (2.29).
In the application of the previous proposition question arises under
which conditions the semigroup {Tt}t≥0 has a faithful normal invariant
state, and a criterion in terms of the generator Z would be desirable. One
possibility to obtain a criterion is to proceed as follows. The predual of Z
can be written as
Z∗(x) = −i[H, ρ]− 12{Φ∗(1), ρ}+ Φ∗(ρ), (2.32)
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where ρ is a density matrix on H and
Φ∗(ρ) =
∫
Ω
AωρA
∗
ω dµ(ω).
Clearly Z∗ extends to T(H ) and preserves M∗. Let specP(Z∗) denote
the point spectrum of Z∗. Then according to U. Groh’s contribution
in [18], there exists a faithful normal invariant state ω for {Tt}t≥0 provided
specp(Z∗) ∩ iR 6= ∅.
If the von Neumann algebraM is finite-dimensional, i. e. acts on a finite-
dimensional Hilbert space, we get a particularly satisfying result.
Corollary 2.19 Let M be a finite-dimensional von Neumann algebra and
{Tt}t≥0 be a semigroup of completely positive unital maps such that the
map R+ 3 t 7→ Tt(x) is continuous for any x ∈M. Then the conclusion of
Theorem 2.3 holds and the von Neumann subalgebra M1 defined by (2.9)
is given by (2.31).
Proof. If M is finite-dimensional the ultraweak and norm topologies on M
coalesce, and the predual generator Z∗ of {Tt,∗}t≥0 is given by (2.32).
Assume that M acts on the Hilbert space Cn. Then ω(x) = n−1 trx
defines a faithful (normal) state onM, and since Z∗(n−11) = 0 from (2.32)
it is invariant under {Tt}t≥0. Hence Proposition 2.18 applies. 
Of course, since the state ω(x) = n−1 trx is tracial we can obtain the same
conclusion also from Theorem 2.3 since then σωt = id.
2.3. Detailed Balance
2.3.1. Definition and Properties
In classical statistical mechanics the notion of detailed balance is well-
known. Roughly we say that a state satisfies detailed balance if the prob-
ability in this state to jump from a phase space point x1 to a point x2
equals the probability for the inverse jump from x2 to x1 at all times.
This situation is also called microscopic reversibility. In the literature
various noncommutative generalizations of the detailed balance condition
have been introduced [34, 55, 36, 86, 96, 97, 133, 99, 68], in most cases for
Markovian evolutions. We will use the detailed balance condition intro-
duced in [99] for a single dynamical map.
Definition 2.20 Suppose that A is a unital C*-algebra. Let T ∈ L(A) be
a positive unital map and ω a state on A. We say that T satisfies detailed
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balance II with respect to ω if there exists a positive unital map T β ∈ L(A)
such that
ω(xT (y)) = ω(T β(x)y) for all x, y ∈ A. (2.33)
Most of the time we will use this definition in the situation when A is a
von Neumann algebra, ω a normal state and T , T β normal maps. We next
introduce detailed blance II for semigroups.
Definition 2.21 Let A be a unital C*-algebra, {Tt}t≥0 ∈ L(A) be a semi-
group of positive unital maps and ω a state on A. Then we say that {Tt}t≥0
satisfies detailed balance II with respect to ω if there exist positive unital
maps T βt ∈ L(A) such that
ω(xTt(y)) = ω(T
β
t (x)y) for all x, y ∈ A, t ≥ 0. (2.34)
We next show that {T βt }t≥0 must be a semigroup as well provided ω is
faithful.
Lemma 2.22 Let A be a unital C*-algebra and {Tt}t≥0 ⊆ L(A) a semi-
group of positive unital maps which satisfies detailed balance II with respect
to a faithful state ω on A. Then {T βt }t≥0 is a semigroup as well.
Proof. Let (piω,Hω, ξω) be the GNS triplet, then piω is a faithful represen-
tation and if piω(x)ξω = 0 it follows that 0 = ‖piω(x)ξω‖2 = ω(x∗x) and
we obtain x = 0. Now for s, t ≥ 0,
ω(T βs+t(x)y) = ω(xTs+t(y)) = ω(xTs(Tt(y)))
= ω(T βs (T
β
t (x))y)
for all x, y ∈ A, hence
〈piω(T βs+t(x))∗ξω, piω(y)〉 = 〈piω(T βs (T βt (x)))∗ξω, piω(y)ξω〉
for all x, y ∈ A, consequently piω(T βs+t(x))∗ξω = piω(T βs (T βt (x)))∗ξω. By
what was shown above, piω(T
β
s+t(x)) = piω(T
β
s (T
β
t (x))), and since piω is
faithful we arrive at T βs+t(x) = T
β
s (T
β
t (x)). 
The next result, proved in [99], states that if T satisfies detailed balance
it extends to a contraction on the GNS Hilbert space with respect to ω.
Proposition 2.23 Suppose that A is C*-algebra, let T ∈ L(A) be a posi-
tive unital map and ω a state on A such that T satisfies detailed balance II
2.3. Detailed Balance 71
with respect to ω. Let (piω,Hω, ξω) be the GNS triplet, then there exists a
contraction Tˆ on Hω such that
Tˆ (piω(x)ξω) = piω(T (x))ξω (2.35)
for all x ∈ A.
Proof. Define Tˆ on piω(A)ξω by (2.35). Now since T β is positive and unital,
it is a contraction, hence
‖Tˆ (piω(x)ξω)‖2 = ω(T (x)∗T (x))
= ω(T β(T (x∗))x)
≤ ω[T β(T (x∗))T β(T (x))]1/2ω(x∗x)1/2
= ω[(T β ◦ T ◦ T β ◦ T )(x∗)x]1/2ω(x∗x)1/2
≤ ω[(T β ◦ T )2(x∗)(T β ◦ T )2(x)]1/4ω(x∗x)3/4
...
≤ ω[(T β ◦ T )n(x∗)(T β ◦ T )n(x)]1/2nω(x∗x)1−1/2n
for any n ∈ N. Now
|ω[(T β ◦ T )n(x∗)(T β ◦ T )n(x)]|1/2n ≤ ‖(T β ◦ T )n(x)‖1/2n−1
≤ ‖x‖1/2n−1 → 1
as n → ∞. Moreover, as n → ∞ we get ω(x∗x)1−1/2n → ω(x∗x), con-
sequently ‖Tˆ (piω(x)ξω)‖ ≤ ‖piω(x)ξω‖ for any x ∈ A and Tˆ extends to a
contraction on Hω. 
Next we show that if T is a normal map on a von Neumann algebra which
satisfies detailed balance with respect to a faithful normal state then T β
is n-positive if T is n-positive.
Proposition 2.24 Let M be a von Neumann algebra and ω a faithful
normal state on M. Suppose that a normal positive map T ∈ L(M) sat-
isfies detailed balance II with respect to ω. Then if T is n-positive, T β is
n-positive as well.
Proof. Without loss of generality we can assume that ω(x) = 〈ξ0, xξ0〉
for x ∈M where ξ0 is a cyclic and separating vector forM. Let {σωt }t∈R be
the modular group associated with ξ0 and let x1, . . . , xn, y1, . . . , yn ∈Me
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and n ∈ N. By Theorem 2.29 T β commutes with the modular group,
hence
〈yiξ0, T β(x∗i xj)yjξ0〉 = 〈ξ0, y∗i T β(x∗i xj)yjξ0〉
= 〈ξ0, σ+i(yj)y∗i T β(x∗i xj)ξ0〉
= 〈ξ0, T (σ+i(yj)y∗i )x∗i xjξ0〉
= 〈ξ0, σ−i/2[T (σi(yj)y∗i )x∗i xj ]ξ0〉
= 〈ξ0, T [σ−i/2(σi(yj)y∗i )]σ−i/2(x∗i )σ−i/2(xj)ξ0〉
= 〈ξ0, σi/2(xj)T [σi/2(yj)σi/2(yi)∗]σi/2(xi)∗ξ0〉,
hence
n∑
i,j=1
〈ξ0, y∗i T β(x∗i xj)yjξ0〉 ≥ 0
by n-positivity of T . Since Me ⊆M is ultraweakly dense and T β is normal
it follows that the above inequality holds for all x1, . . . , xn, y1, . . . , yn inM.
Now choose a ∈ M and replace yi by yia in the above equation, where
i = 1, . . . , n, then we find
n∑
i,j=1
〈aξ0, y∗i T β(x∗i xj)yj(aξ0)〉 ≥ 0,
hence
∑n
i,j=1 y
∗
i T
β(x∗i xj)yj ≥ 0 because Mξ0 ⊆ H is dense. Thus we
have proved that T β is n-positive whenever T is n-positive. 
In the algebraic framework there is another version of detailed balance,
different from the one given in Definition 2.20. Following [99] we shall call
it “detailed balance I”. It is of less relevance to the present work and is
mentioned merely for completeness. Originally it was introduced in [97],
using ideas from [34].
Definition 2.25 Let A be a C*-algebra and ω a state on A. An antilinear
Jordan automorphism2 σ of A of order 2 (i. e. σ2 = id) is called a reversing
operation if it satisfies
ω(σ(x)σ(y)) = ω(σ(xy)), (2.36)
ω(σ(y∗)σ(x)) = ω(x∗y), (2.37)
2That is, σ is antilinear and satisfies σ(x∗) = σ(x)∗ as well as σ{x, y} = {σ(x), σ(y)}
for all x, y ∈ A, where {x, y} = xy + yx.
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for all x, y ∈ A. A positive unital map T ∈ L(A) is said to satisfy detailed
balance I with respect to ω and σ provided
ω(x∗T (y)) = ω(σ(y∗)T (σ(x))) for all x, y ∈ A. (2.38)
For dynamical semigroups {Tt}t≥0 on A we also introduce detailed bal-
ance I in the natural way by requiring it to hold for each Tt, t ≥ 0, for
fixed ω and σ. There is a simple relation between detailed balance I and
detailed balance II, which was observed in [99].
Proposition 2.26 Suppose that T satisfies detailed balance I with respect
to the state ω and the Jordan automorphism σ. Then it satisfies detailed
balance II with respect to ω.
Proof. Let x, y ∈ A. From (2.36) and (2.38) we obtain
ω(x∗T (y)) = ω[σ(y)∗T (σ(x))]
= ω[σ(T (σ(x)∗))σ(σ(y))]
= ω[(σ ◦ T ◦ σ)(x∗)y]
= ω(T β(x∗)y),
where T β = σ ◦ T ◦ σ. Since a Jordan automorphism is positive, T β is
positive as well, hence T satisfies detailed balance II. 
We are now going to show that if a semigroup on a C*-algebra A sat-
isfies detailed balance II, it can, under suitable assumptions, be extended
to a weak* continuous semigroup on the von Neumann closure of a rep-
resentations of A on a Hilbert space which satisfies detailed balance as
well.
Proposition 2.27 Let A be a C*-algebra and let ω be a separating state
on A. Let {τt}t≥0 be a ω-continuous (see Definition B.6) semigroup of
positive unital maps on A, and suppose that {τt}t≥0 satisfies detailed bal-
ance II with respect to ω. Let M = piω(A)′′. Then {τt}t≥0 is ω-covariant
and the ultraweakly continuous semigroup {Tt}t≥0 of positive unital oper-
ators on M, defined by (B.9), satisfies detailed balance II with respect to
the normal state ωˆ(x) = 〈ξω, xξω〉, x ∈M.
Proof. By detailed balance II we have ω◦τt = ω and ω◦τβt = ω for all t ≥ 0,
in particular Nω = Nω◦τt = Nω◦τβt . Hence it follows from Theorem B.7
that there exists an ultraweakly continuous semigroup {Tt}t≥0 of positive
unital operators on M such that Tt(piω(x)) = piω(τt(x)) for all x ∈ A and
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t ≥ 0. In the same way for {τβt }t≥0 there exists a semigroup {T βt }t≥0 with
similar properties. Now by the properties of the GNS representation
ωˆ[piω(x)Tt(piω(y))] = ωˆ[piω(xτt(y))]
= ω(xτt(y)) = ω(τ
β
t (y)x)
= ωˆ[T βt (piω(y))piω(x)]
for all x, y ∈ A and t ≥ 0. Since piω(A) ⊆ M is ultraweakly dense and
since Tt and T
β
t as well as ωˆ are normal the detailed balance condition for
{Tt}t≥0 follows. 
2.3.2. Equivalent Characterization of Detailed
Balance
In this section we will establish a number of equivalent characterizations
of detailed balance II (Definition 2.20) for faithful normal states ω and
normal maps T on a von Neumann algebra. We start with a lemma
concerning the commutation of unbounded operators in Hilbert spaces.
Lemma 2.28 Let H be a Hilbert space and let H be a self-adjoint op-
erator and B a bounded operator on H . The following assertions are
equivalent:
1. H and B commute strongly, i. e. all spectral projections of H com-
mute with B.
2. There exists a core C ⊆ domH for H such that B(C) ⊆ C and
BHξ = HBξ for all ξ ∈ C.
3. We have B(domH) ⊆ domH and BHξ = HBξ for all ξ ∈ domH.
For a proof see [53]. In the situation of the above lemma, if f : R −→ C is a
Borel function and ifH and B commute strongly then by Theorem XI.12.1.
of [32], f(H) and B commute strongly.
In the following theorem we give a number of equivalent character-
izations of detailed balance II. Some implications of the theorem have
already been observed and proved in the literature, e. g. 1. ⇔ 2. is well-
known, 6.⇒ 1. has been proved in [86], and 4., 5.⇒ 2. can be concluded
from [53], however, we are not aware of a statement or proof of it in the
literature as given below, therefore we provide it here.
Theorem 2.29 Let M be a von Neumann algebra acting on H , ω a
faithful normal state on M (without loss of generality a vector state ξ0)
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and T ∈ L(M) a normal positive and unital linear map. Suppose that
there exists a contraction Tˆ on H such that Tˆ (xξ0) = T (x)ξ0 for all
x ∈M. Let J , ∆ and {σωt }t∈R be the canonical objects associated to ω by
Tomita–Takesaki theory. Then the following assertions are equivalent:
1. T commutes with the modular group, [T, σωt ] = 0 for all t ∈ R.
2. Tˆ commutes strongly with ∆ and J .
3. Tˆ commutes with J .
4. Tˆ ∗(M+ξ0) ⊆M+ξ0.
5. Tˆ (M′+ξ0) ⊆M′+ξ0.
6. T satisfies detailed balance II with respect to ω.
Then T β is normal and we have Tˆ ∗(xξ0) = T β(x)ξ0 for all x ∈M.
Proof. 1.⇒ 2. From the assumption we have σωt (T (x)) = ∆itT (x)∆−it =
T (∆itx∆−it) = T (σωt (x)) for any x ∈M and t ∈ R, hence
∆itTˆ (xξ0) = ∆itT (x)ξ0 = T (∆itx∆−it)ξ0 = Tˆ (∆itxξ0),
thus it follows that ∆ = (∆it)−it commutes strongly with Tˆ . Next we note
that by positivity of T we have
STˆ (xξ0) = ST (x)ξ0 = T (x)∗ξ0 = T (x∗)ξ0 = Tˆ (Sxξ0),
i. e. S and Tˆ commute on Mξ0. Now S = J∆1/2, and for ξ ∈ Mξ0 (in
fact, Mξ0 ⊆ dom ∆1/2 is a core for ∆1/2) we get
Tˆ (J∆1/2ξ) = Tˆ (Sξ) = STˆ (ξ) = JTˆ (∆1/2ξ),
and since ∆1/2 is injective it follows that [Tˆ , J ] = 0.
2.⇒ 1. If ∆ commutes strongly with Tˆ then
∆itT (x)∆−itξ0 = ∆itTˆ (xξ0) = Tˆ (∆itxξ0) = T (∆itx∆−it)ξ0,
and since ξ0 is separating it follows that σωt (T (x)) = ∆
itT (x)∆−it =
T (∆itx∆−it) = T (σωt (x)) for all x ∈M and t ∈ R.
2.⇒ 3. is trivial.
3.⇒ 4. For the proof of this implication we first note the following facts
which are proved in [6] :
M+ξ0 = {ξ ∈H : 〈ξ, η〉 ≥ 0 for all η ∈M′+ξ0}, (2.39)
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M′+ξ0 = {ξ ∈H : 〈ξ, η〉 ≥ 0 for all η ∈M+ξ0}. (2.40)
By these results and the Tomita–Takesaki theorem we obtain Jx∗xξ0 =
Jx∗J2xJξ0 = x′∗x′ξ0 ∈M′+ξ0 for some x′ ∈M′, hence we get JM+ξ0 =
M′+ξ0. Let x ∈M and put y = Jx′J ∈M for some x′ ∈M′ ; then by the
assumption
〈Tˆ ∗(x∗xξ0), x′∗x′ξ0〉 = 〈Tˆ ∗(x∗x)ξ0, Jy∗yξ0〉
= 〈x∗xξ0, JTˆ (y∗yξ0)〉
= 〈x∗xξ0, η〉
≥ 0,
for all x′ ∈M′, where η = JTˆ (y∗yξ0) ∈M′+ξ0, hence Tˆ ∗(x∗xξ0) ∈M+ξ0
and we conclude.
4.⇒ 5. Assuming 4. we have
0 ≤ 〈Tˆ ∗(x∗xξ0), x′∗x′ξ0〉 = 〈x∗xξ0, Tˆ (x′∗x′ξ0)〉
for all x ∈M and x′ ∈M′, hence Tˆ (M′+ξ0) ⊆M′+ξ0.
5. ⇒ 6. Define ψx : M′ −→ C by ψx(y) = 〈xξ0, Tˆ (yξ0)〉 for a fixed
x ∈ M+. By (2.40) we have ψx(y) ≥ 0 for y ∈ M′+, so ψx is a positive
normal linear functional on M′. Now let y ∈ M′+ and choose a net
{yi}i∈I ⊆M′+ such that limi→∞ yiξ0 = Tˆ (yξ0). Then since Tˆ (ξ0) = ξ0,
ψx(y) = lim
i→∞
〈xξ0, yiξ0〉 = lim
i→∞
〈xy1/2i ξ0, y1/2i ξ0〉
≤ ‖x‖ lim
i→∞
〈ξ0, yiξ0〉
= ‖x‖〈ξ0, Tˆ (yξ0)〉
= ‖x‖〈ξ0, yξ0〉.
So ψx ≤ ‖x‖〈ξ0, ·ξ0〉 on M′+, hence by the Radon–Nikodym theorem there
exists ax ∈M′′+ = M+ such that ψx(y) = 〈axξ0, yξ0〉 for all y ∈M′. Now
for each x ∈M+ define T β(x) = ax ∈M+ and extend to a positive linear
map T β ∈ L(M). This map satisfies by construction
〈T β(x)ξ0, yξ0〉 = 〈xξ0, Tˆ (yξ0)〉 for all x ∈M, y ∈M′, (2.41)
hence it follows that
〈T β(x)ξ0, ξ〉 = 〈xξ0, Tˆ (ξ)〉 for all x ∈M, ξ ∈H .
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In particular,
ω(T β(x)y) = 〈ξ0, T β(x)yξ0〉 = 〈ξ0, xT (y)ξ0〉 = ω(xT (y))
for all x, y ∈M, hence T satisfies detailed balance II with respect to ω.
6.⇒ 2. By assumption we have
〈T β(x)ξ0, yξ0〉 = 〈xξ0, Tˆ (yξ0)〉 = 〈Tˆ ∗(xξ0), yξ0〉
for any x, y ∈ M, in particular T β(x)ξ0 = Tˆ ∗(xξ0) for all x ∈ M. The
positivity of T β implies that
〈Tˆ ∗(Sxξ0), yξ0〉 = 〈ST β(x)ξ0, yξ0〉 = 〈Fyξ0, T β(x)ξ0〉
= 〈Fyξ0, Tˆ ∗(xξ0)〉
= 〈STˆ ∗(xξ0), yξ0〉,
i. e. Tˆ ∗S(xξ0) = STˆ ∗(xξ0). Since Mξ0 is a core for S it follows that S
and Tˆ ∗ commute strongly, in particular, they commute on dom ∆1/2 =
domS and we have Tˆ ∗(dom ∆1/2) ⊆ dom ∆1/2. Moreover, S and Tˆ com-
mute strongly. Now by the inclusion J dom ∆1/2 ⊆ dom ∆−1/2 it follows
for any η ∈ dom ∆−1/2 and ξ ∈ dom ∆1/2 that the map
ξ 7→ 〈JTˆ (η),∆1/2ξ〉 = 〈J∆1/2ξ, Tˆ (η)〉
= 〈Tˆ ∗(Sξ), η〉
= 〈STˆ ∗(ξ), η〉
= 〈Tˆ (Fη), ξ〉
is bounded and hence JTˆ (η) ∈ dom ∆1/2, i. e. we have the inclusion
Tˆ (dom ∆−1/2) ⊆ dom ∆−1/2. By transposition of Tˆ ∗S(xξ0) = STˆ ∗(xξ0)
we obtain for ξ ∈ dom ∆1/2 and η ∈ dom ∆−1/2 that
〈η, Tˆ ∗(J∆1/2ξ)〉 = 〈ξ,∆1/2JTˆ (η)〉
= 〈η, J∆1/2Tˆ ∗(ξ)〉
= 〈ξ, Tˆ (∆1/2Jη)〉,
i. e. Tˆ and ∆1/2J commute strongly. Then it follows that
Tˆ (∆ξ) = Tˆ (∆1/2J2∆1/2ξ)
= ∆1/2JTˆ (J∆1/2ξ)
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= ∆1/2J2∆1/2Tˆ (ξ)
= ∆Tˆ (ξ)
for any ξ ∈ dom ∆, hence Tˆ and ∆ commute strongly.
We now show the normality of T β . In (2.41) we put y = a∗b for a, b ∈
M′, then we infer
〈T β(x)aξ0, bξ0〉 = 〈xξ0, Tˆ (a∗bξ0)〉 for all a, b ∈M′, x ∈M.
If {xi}i∈I ⊆ ballM is a net with limxi = x in the ultraweak topology it
follows from the last equation that lim〈T β(xi)aξ0, bξ0〉 = 〈T β(x)aξ0, bξ0〉.
Now let η, ξ ∈ H and  > 0. Choose a, b ∈ M′ such that ‖aξ0 − η‖ < 
and ‖bξ0− ξ‖ < , then since T β is a contractive, positive and unital map
we have
|〈(T β(xi)− T β(x)η, ξ〉|
≤ |〈T β(xi − x)η, ξ〉 − 〈T β(xi − x)aξ0, ξ〉|
+ |〈T β(xi − x)aξ0, ξ〉 − 〈T β(xi − x)aξ0, bξ0〉|
+ |〈T β(xi − x)aξ0, bξ0〉|
≤ ‖ξ‖ · ‖xi − x‖ · ‖η − aξ0‖+ ‖aξ0‖ · ‖xi − x‖ · ‖ξ − bξ0‖
+ |〈T β(xi − x)aξ0, bξ0〉|
≤ 2‖ξ‖+ 2(‖η‖+ ) + |〈T β(xi − x)aξ0, bξ0〉|,
hence limT β(xi) = T β(x). We have thus shown that the restriction of T β
to ballM is weak-operator continuous; by an application of the Krein–
Sˇmulian theorem, using the fact that the weak operator topology and the
ultraweak topology agree on ballM, we conclude that T β is ultraweakly
continuous, hence normal. 
Remark 2.30 The above proof shows that if two contractions T and T β
in L(M) are related by (2.33) where ω is a faithful normal state on M
then T β is normal provided T is normal, without assuming any positivity
properties of T and T β .
Corollary 2.31 Let M be a commutative von Neumann algebra, T ∈
L(M) a normal positive map, and ω a normal state on M such that ω◦T ≤
ω. Then T satisfies detailed balance II with respect to ω.
Proof. By commutativity of M, the map T is completely positive and
hence satisfies Kadison’s inequality, thus there exists a contraction Tˆ onH
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such that Tˆ (xξ0) = T (x)ξ0 for all x ∈ M. Since σωt = idM condition 2.
of Theorem 2.29 is satisfied and we conclude that T satisfies detailed
balance II. 
Proposition 2.32 Let M be a von Neumann algebra acting on H , ω a
faithful normal state on M and {Tt}t≥0 an ultraweakly continuous semi-
group of positive unital maps on M with generator Z. Then {Tt}t≥0 sat-
isfies detailed balance II with respect to ω if and only if there exists a
generator Zβ of an ultraweakly continuous semigroup of positive unital
maps such that
ω(Zβ(x)y) = ω(xZ(y)) for all x ∈ domZβ , y ∈ domZ. (2.42)
Proof. Assume that a generator Zβ satisfying (2.42) exists. Then for any
λ ∈ C with Reλ > 0 we have
ω[(Rλ(Zβ)x)y] = ω[(Rλ(Zβ)x)(λ1 + Z)Rλ(Z)y]
= ω[((λ1 + Zβ)Rλ(Zβ)x)Rλ(Z)y]
= ω[xRλ(Z)y]
for all x, y ∈ M. Now using Rλ(Z)x =
∫∞
0
e−λtTt(x) dt and Rλ(Zβ)x =∫∞
0
e−λtT βt (x) dt, where T
β
t = etZ , we obtain by normality of ω∫ ∞
0
e−λtω(T βt (x)y) dt =
∫ ∞
0
e−λtω(xTt(y)) dt
for all x, y ∈M and λ ∈ C with Reλ > 0. Since the maps t 7→ ω(T βt (x)y)
and t 7→ ω(xTt(y)) are continuous we obtain by general properties of the
Laplace transform that ω(T βt (x)y) = ω(xTt(y)), i. e. detailed balance II.
Conversely, from the detailed balance condition (2.34) we get
1
tω((T
β
t (x)− x)y) = 1tω(x(Tt(y)− y)),
and if x ∈ domZβ and y ∈ domZ we obtain (2.42) upon letting t ↓ 0. 
The next result provides an alternative characterization of the subalge-
bra M1, see (2.9), of the isometric-sweeping decomposition.
Proposition 2.33 Suppose {Tt}t≥0 is an ultraweakly continuous semi-
group of strongly positive unital maps on a von Neumann algebra M such
that {Tt}t≥0 satisfies detailed balance II with respect to a faithful normal
state ω on M. Then M1, defined in (2.9), is given by
M1 = {x ∈M : T βt ◦ Tt(x) = x for all t ≥ 0}. (2.43)
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Proof. First it is clear that ω is invariant under {Tt}t≥0, hence Corol-
lary 2.5 applies. Let x ∈ M1, hence x ∈ M , i. e. Tt(xy) = Tt(x)Tt(y) for
all y ∈M and t ≥ 0 by (2.11). Now
ω(x∗y) = ω(Tt(x∗y)) = ω(Tt(x)Tt(y))
= ω(T βt ◦ Tt(x)∗y)
for any y ∈M. As in Lemma 2.22 we conclude T βt ◦Tt(x) = x for any t ≥ 0.
Conversely, suppose that x ∈ M satisfies T βt ◦ Tt(x) = x for any t ≥ 0.
Then by a similar calculation as above we find ω(x∗x− Tt(x)Tt(x)∗) = 0
for any t ≥ 0, hence x ∈ M by (2.12). Using positivity of Tt and T βt we
find that T βt ◦Tt(x)∗ = x∗, and consequently also x ∈M∗ by (2.14), hence
x ∈M1 = M ∩M∗. 
Corollary 2.34 Suppose that {Tt}t≥0 is an ultraweakly continuous semi-
group of strongly positive unital maps on a von Neumann algebra M acting
on H such that {Tt}t≥0 satisfies detailed balance II with respect to a faith-
ful normal state ω on M. Then the conclusion of Theorem 2.3 holds.
Proof. By Proposition 2.23 there exist contractions Tˆt on H such that
Tˆt(xξ0) = Tt(x)ξ0, where x ∈ M, and where ξ0 ∈ H is the unit vector
corresponding to ω (without loss of generality we assume that ω is a vector
state). Then Theorem 2.29 applies and we see that [Tt, σωs ] = 0 for any
t ≥ 0 and s ∈ R. Thus the conditions of Theorem 2.3 are satisfied. 
2.3.3. Sufficient Conditions for Detailed Balance
In this section we give a condition for a linear map to satisfy detailed
balance II with respect to some state. The result states that the existence
of a certain kind of dilation is sufficient for detailed balance to hold.
LetM be a von Neumann algebra and T a normal contractive linear map
on M, and let ω be a normal state on M such that ω ◦ T = ω. A dilation
(of first order) of (T, ω) is a quintuple (N, ϕ, α, i, E) consisting of a von
Neumann algebraN, a faithful normal state ϕ onN, an automorphism α ∈
AutN, a normal injective *-homomorphism i : M −→ N (an embedding
of M in N), and a normal linear map E : N −→M such that
ω ◦ E = ϕ, ϕ ◦ i = ω,
E ◦ i = idM, ϕ ◦ α = ϕ,
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and such that the diagram
M
T → M
N
i
↓
α
→ N
E
↑
commutes, i. e. T = E ◦ α ◦ i.
Proposition 2.35 Suppose that the pair (T, ω) has a dilation of first or-
der (N, ϕ, α, i, E). Then T satisfies detailed balance II with respect to ω
and T β is given by
T β = E ◦ α−1 ◦ i. (2.44)
Proof. Observe that i(M) ⊆ N is a von Neumann subalgebra. We consider
the modular group {σϕt }t∈R ⊆ AutN with respect to the faithful normal
state ϕ and the modular group {σωt }t∈R ⊆ AutM with respect to ω.
Since M and i(M) are *-isomorphic and since ϕ ◦ i = ω, it follows that i
intertwines between the two modular groups, σϕt ◦ i = i◦σωt in view of the
uniqueness of the modular group on i(M) ∼= M. In particular, i(M) ⊆ N is
invariant under the modular group {σϕt }t∈R, thus by Takesaki’s theorem,
Theorem 2.2, there exists a faithful normal conditional expectation E0
on N onto i(M) such that ϕ ◦ E0 = ϕ. Since E0 is uniquely determined
by this condition and since ϕ ◦ i ◦ E = ω ◦ E = ϕ we obtain i ◦ E =
E0. Therefore, if x, y ∈ M, by what was established above and by the
properties of conditional expectation,
ω(xT (y)) = ϕ(i(x)i(T (y))
)
= ϕ
(
i(x)i[(E ◦ α ◦ i)(y)])
= ϕ
(
i(x)(E0 ◦ α ◦ E0)(i(y))
)
= ϕ
(
i(x)E0[(α ◦ E0 ◦ i)(y)]
)
= ϕ
(
E0[i(x)(α ◦ E0 ◦ i)(y)]
)
= ϕ
(
i(x)(α ◦ E0 ◦ i)(y)
)
= ϕ
(
α−1(i(x))E0(i(y))
)
= ϕ
(
E0(α−1(i(x)))i(y)
)
= ϕ
(
(i ◦ E ◦ α−1 ◦ i)(x)i(y))
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= ω((E ◦ α−1 ◦ i)(x)y)
= ω(T β(x)y),
which shows (2.44). 
2.3.4. Detailed Balance and Approach to Equilibrium
The characterization of detailed balance in Theorem 2.29 and the iso-
metric-sweeping decomposition in Theorem 2.3 enable us to prove a main
result from [98] concerning the return to equilibrium for a quantum dy-
namical semigroup under weaker assumptions.
Proposition 2.36 Let M be a von Neumann algebra, ω a faithful normal
state on M and {Tt}t≥0 an ultraweakly continuous semigroup of strongly
positive unital maps. Suppose that the following conditions are satisfied:
1. {Tt}t≥0 satisfies detailed balance II with respect to ω.
2. Suppose there is a *-invariant dense subspace M0 ⊆M such that for
any x ∈M0 and y ∈M1 the limit
lim
t→∞ω(xTt(y)) (2.45)
exists. Here M1 is given by (2.9).
Let E0 be the normal conditional expectation onto fix{Tt}t≥0 (which exists
by Corollary 1.27). Then the limit
lim
t→∞Tt(x) = E0(x) (2.46)
exists relative to the ultraweak topology for any x ∈M.
Proof. We can suppose without loss of generality that ω(x) = 〈ξ0, xξ0〉 for
a cyclic and separating vector ξ0 ∈ H . It is easy to see that (M0ξ0)⊥ =
{0}, hence M0ξ0 ⊆H is dense. By assumption (2.45) the limit
lim
t→∞〈xξ0, Tt(y)ξ0〉
exists for all x ∈M0 and y ∈M1, hence also
lim
t→∞〈ξ, Tt(y)ξ0〉
exists for all ξ ∈ H and y ∈M1. In particular, for ξ = ab∗ξ0, a, b ∈M′,
it follows that
lim
t→∞〈aξ0, Tt(y)bξ0〉
2.3. Detailed Balance 83
exists and hence
lim
t→∞〈η, Tt(y)ξ〉
exists for all η, ξ ∈ H , which, by contractivity of Tt, implies that the
limit limt→∞ Tt(y) exists ultraweakly for any y ∈ M1. Now let x ∈ M
and ϕ ∈M∗, then if E is the conditional expectation onto M1 we obtain
by the properties of M2 that
lim
t→∞ϕ(Tt(x)) = limt→∞ϕ(Tt(Ex)) + limt→∞ϕ(Tt(E
⊥x))
= lim
t→∞ϕ(ETt(x)),
hence P (x) := limt→∞ Tt(x) exists ultraweakly for any x ∈ M. Clearly,
P (x) ∈ fix{Tt}t≥0 and we see that P is a projection onto fix{Tt}t≥0 such
that ω ◦ P = ω and ‖P‖ ≤ 1, and since P (1) = 1 we see that P must
be a conditional expectation by Tomiyama’s theorem. By Corollary 1.27
there exists a normal conditional expectation E0 onto fix{Tt}t≥0 and by
Corollary 1.32 we have ω ◦ E0 = ω. Since a conditional expectation is
uniquely determined by this property (see [4]) we conclude P = E0. 
Corollary 2.37 Under the assumptions of Proposition 2.36, if we have
for the fixed point algebra fix{Tt}t≥0 = C1 then E0(x) = 1ω(x), i. e. for
any normal state ϕ on M it follows that
lim
t→∞〈Tt(x), ϕ〉 = ω(x), x ∈M. (2.47)
Proof. Let x ∈ M, then 〈Tt(x), ω〉 → 〈E0(x), ω〉 = ω(x) as t → ∞, i. e.
E0(x) = 1ω(x), and the last assertion follows. 
Thus in this situation the semigroup {Tt}t≥0 describes the return to equi-
librium of a physical system.
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Chapter 3.
Decoherence : Physical
Interpretation
In this chapter we give a mathematically precise notion of decoherence in
the algebraic formulation of (quantum) physics. This notion introduces
the concept of the algebra of effective observables, which describes the sys-
tem after decoherence has taken place. By using the results of Chapter 2
we are able to give a number of criteria which ensure that an open sys-
tem with an irreversible time evolution given by a continuous semigroup
of normal positive maps on a von Neumann algebra displays decoherence.
Finally, we present some results concerning the structure of the effective
algebra and briefly discuss the possible scenarios of decoherence, and men-
tion the utility of decoherence in the discussion of quantum measurement
processes.
3.1. Decoherence in the Algebraic
Formulation
3.1.1. Introduction
Quantum and classical physics are different in many ways. Not only are its
usual elementary textbook formulations, using Hilbert spaces and linear
operators on the one hand and phase space and probability distributions
on it on the other, apparently at variance, but quantum theory has number
of peculiar properties which are absent in classical physics. For example,
there is the superposition principle which states that any linear combi-
nation of two pure states (Hilbert space vectors) of a quantum system is
again an admissible state. Moreover, the role of measurement seems to be
much more involved in quantum theory for there seems to be no way to
observe a quantum system without perturbing it. This is related to the
uncertainty principle which leads to the absence of dispersion free states
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in quantum theory, compare Section 1.2.4. These fundamental differences
raise the question of the relation of classical and quantum physics. Clearly,
in view of the above mentioned formal and conceptual differences it is not
clear in which way quantum mechanics could be thought of a general-
ization of classical mechanics, or in which limit the former becomes the
latter. Indeed, between these two theories there is no relation as simple as
between Newtonian and relativistic kinematics and mechanics, where the
transition is governed by a scale parameter, the light speed c. Quantum
mechanics contains no such parameter which would inhibit, for example,
the superposition principle and make a smooth transition possible. For
this reason, the Copenhagen interpretation of quantum mechanics, ad-
vocated by Bohr, introduced the concept of complementarity to describe
this fundamental discrepancy. It was contended by Bohr that the clas-
sical and quantum description of a physical system are complementary,
and that the quantum description must not be applied to classical sys-
tems, and vice versa, to avoid paradoxes. The most prominent paradox
which arises from the superposition principle when applied to classical
(macroscopic) systems is exemplified by the well-known Schro¨dinger’s cat
paradox. Here, a cat is steered by a suitably engineered interaction with
an atomic system into a superposition between the states “dead” and
“alive”, so that according to the quantum rules the status of its vital
functions is indeterminate, in conflict with observation. Similar paradoxi-
cal superpositions between macroscopically different states can be created
in analogous thought experiments. For example, measurement-like inter-
actions between a quantum system and an instrument naturally lead to
superpositions of different pointer positions. However, the dial is a macro-
scopic system and nonclassical superposition of different dial readings have
never been observed. What is more, according to Bohr, this “classicality”
is a necessity to interpret quantum physics, for the very method of physics
and natural science in general relies on the observation and description of
unambiguous and objective “facts”. In the Copenhagen approach they are
generated by the reduction or collapse of the quantum state and play the
role of the link between the quantum and classical worlds. This leaves us
in an embarrassing situation: we have two very distinct physical theories
with apparently little logical relation, but which are both necessary for a
complete description of nature. Moreover, we have no way to decide when
a physical system is quantum or classical ; neither classical nor quantum
physics contain an intrinsic element which would limit their ranges of ap-
plicability. Even though the Copenhagen interpretation was and still is of
much pragmatic value in physics, it begs the question.
A way out is suggested by the program of environmental decoherence.
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It contends that at a fundamental level the world is a quantum world, but
that most systems, especially macroscopic systems, strongly interact with
their environment. Clearly, the objects around us, for example, scatter
air molecules and photons, and due to this interaction with their envi-
ronment, they are open systems. Decoherence claims that due to this
unavoidable openness the systems can dynamically acquire classical prop-
erties and effectively behave like classical systems. A simple example is
a macroscopic particle which scatters air molecules and photons. Heuris-
tically, due to this interaction information about its position is carried
away into the environment and an observer can infer from this informa-
tion the particle’s position, hence we can guess that we are dealing with a
measurement-like interaction. Accordingly, by the Lu¨ders–von Neumann
reduction postulate, the particle will be found in a position eigenstate. In
this sense the environment continuously monitors the particle’s position
which thereby becomes classical. Thus it is expected that a macroscopic
particle is never found in a coherent superposition of different position
eigenstates—position has become a classical variable. More generally, the
measurement-like interaction between a system and its environment leads
to a strong entanglement between them which effectively destroys phase
relations between superpositions of vectors from certain subspaces of the
Hilbert space of the system, thus limiting the validity of the superposition
principle. So we have reason to suspect that the openness of a quantum
system may lead to a dynamical emergence of superselection rules—in the
above example between the different position eigenstates.
It is difficult to say where these ideas were first spelled out. An early
contribution along these lines is the paper [134] by Zeh. Decoherence was
popularized by Zurek’s articles [135, 136]. Since then, a huge amount of
literature has been generated, see the monograph [15] for an extensive bib-
liography as well as [5]. The above example of localization of a mass point
by scattering particles of its environment has first been treated by Joos
and Zeh [82]. They consider a test particle subject to scattering by other
particles in its environment, neglecting recoil (i. e. the back-reaction of
the environment on the system). Let |x〉 denote the (generalized) position
eigenvector of the test particle and |χ〉 the state of an incoming particle.
Neglecting recoil this will lead to a time evolution |x〉⊗ |χ〉 t→ |x〉⊗Sx|χ〉,
where Sx|χ〉 is the scattered state, calculated by using an appropriate
scattering matrix. For a wave packet described by a wave function ξ one
obtains
∫
ξ(x)|x〉 ⊗ |χ〉dx t→ ∫ ξ(x)|x〉 ⊗ Sx|χ〉dx, leading to the reduced
density matrix elements ρ(x, x′, t) = 〈x|ρ(t)|x′〉 = ξ(x)ξ¯(x′)〈χ|S∗x′Sx|χ〉,
where ρ(t) denotes the reduced density matrix of the test particle. If the
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wavelength λ of the scattered particle satisfies λ  |x − x′|, i. e. a single
scattering event does not resolve the distance |x− x′|, and the scattering
interaction is translationally invariant, the expression 〈χ|S∗x′Sx|χ〉 can be
calculated for incoming plane waves with wave number k, and adding con-
tributions from many independent and individually ineffective scattering
events leads to
ρ(x, x′, t) = ρ(x, x′, 0)e−Λ(x−x
′)2t. (3.1)
The quantity
Λ =
k2Nvσeff
V
(3.2)
is called the localization rate, here Nv/V is the flux of incoming particles
and σeff is a quantity of the order of the total cross section. Thus we see
that the diagonal elements ρ(x, x′, t) of the reduced density matrix in the
position basis vanish effectively if t Λ|x− x′|, leading to localization of
the test particle. The localization rate Λ has been calculated for a number
of different sizes of test particles and scattering particles [82], for example
one finds for a dust particle (of a linear dimension of the order 10−3 cm)
a localization rate of 106 cm−2s−1 for cosmic background radiation; for
air it is as large as 1036 cm−2s−1. This shows that decoherence is a very
effective process acting on a very short time scale. A number of other
models for particle localization by scattering have been introduced, see [79]
for some references. Moreover, we refer to the quoted literature for other
applications and models of decoherence as well as for experimental tests.
3.1.2. The Notion Decoherence in Algebraic
Formulation
We have seen in Section 1.1 that there exists a common mathematical
framework for both quantum and classical systems, the algebraic frame-
work. Not surprisingly it turns out to be very useful if we want to discuss
the emergence of classical properties in quantum systems. Indeed, in this
way we have already overcome a first obstacle, namely the discrepancy
between the formalisms of classical and quantum physics mentioned in
Section 3.1.1. Moreover, if we want to discuss decoherence in infinite
systems rigorously we do not have much choice but to use the algebraic
framework.
In this section we will define the notion of decoherence in the algebraic
framework. As usual in mathematical physics, when definitions of con-
cepts directly related to physical phenomena are given, the term “defini-
tion” should not be taken too literally. It rather means “working hypoth-
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esis” and one should be open minded to adapt it whenever the physical
phenomena call for it.
A notion of decoherence in the algebraic framework was first introduced
into the literature in [46], after it was introduced and studied in a special
case in [105] and [106]. Following [46] we will now introduce the notion of
decoherence which underlies the present work. We base our considerations
on the setup of Section 1.3.2. Consider an open system described by a
von Neumann algebra M together with a irreversible (reduced) dynamics
{Tt}t≥0, which we will take here as a family of positive normal and unital
maps such that R+ 3 t 7→ Tt(x) is ultraweakly continuous for every x ∈M.
Definition 3.1 We say that decoherence takes place (or that {Tt}t≥0 dis-
plays decoherence) if the following holds true: There exists a von Neu-
mann subalgebra M1 ⊆ M and an ultraweakly continuous group of *-
automorphisms {αt}t∈R ⊆ AutM1 such that Tt(M1) ⊆M1 for any t ≥ 0
and Tt M1 = αt for t ≥ 0, and a *-invariant ultraweakly closed subspace
M2 ⊆M with Tt(M2) ⊆M2 for all t ≥ 0 such that
M = M1 ⊕M2, (3.3)
and such that
lim
t→∞Tt(x) = 0, x ∈M2, (3.4)
in the ultraweak topology. Moreover, M1 is chosen as the maximal von
Neumann subalgebra on which {Tt}t≥0 extends to a group of *-automor-
phisms. We call M1 the algebra of effective observables.
Notice that the direct sum in (3.3) is understood to be the linear algebraic
direct sum. The physical interpretation of this definition is rather clear:
Decoherence takes place if there is a von Neumann subalgebra on which
the reduced dynamics {Tt}t≥0 acts reversibly, i. e. as an automorphism
group, and a complementary subspace with the property that the expec-
tation values of all observables in M2 become small as time becomes large
because (3.4) means that
lim
t→∞ϕ(Tt(x)) = 0
for any x ∈ M2 and any normal state ϕ on M. Thus any observable
x = x∗ ∈ M can be written as x = x1 + x2, with xi ∈ Mi self-adjoint,
i = 1, 2, where x2 becomes effectively unobservable if we wait long enough.
Thus after a sufficiently long time the system is effectively characterized
by the algebra M1 and the reversible time evolution given by the group
{αt}t∈R, and thus effectively behaves like a closed system, but it may have
properties different from the original one.
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Remark 3.2 According to Definition 3.1, if {Tt}t≥0 is a group of auto-
morphisms on M, i. e. reversible, then decoherence takes place and the
splitting (3.3) is trivial, i. e. M1 = M and M2 = {0}. However, we shall
keep this slightly unfortunate terminology since it simplifies statements of
some theorems, keeping in mind that physically decoherence corresponds
to the case when M2 6= {0}. This can only happen if {Tt}t≥0 is not
reversible.
Definition 3.1 does not make any requirements about the rate of conver-
gence in (3.4). In many models we have stronger types of convergence
than in Definition 3.1. Often the convergence (3.4) is uniform in x ∈M2,
and there is a characteristic timescale in which decoherence takes place.
In sections 1.2.4 and 1.2.5 we have argued that we should start from a
C*-algebra A describing the kinematics of the system and then pass to a
suitable representation of A on a Hilbert space and obtain a von Neumann
algebra acting on that Hilbert space. Then, as described in Section 1.3.2
we can pass to a subsystem and study its reduced dynamics and look for
effects such as decoherence. It is exactly this procedure that underlies
Definition 3.1. However, it is also possible to consider the C*-algebra
together with a (reduced) irreversible dynamics and look for a splitting
similar to (3.3) on A. Then one may define an C*-algebra effective observ-
ables in a corresponding way. The representation theory of this algebra
may then be examined. A concrete example using this procedure was
considered in [49]. There, starting from the CCR C*-algebra A(R2) and
a semigroup of completely positive unital maps on it, the C*-algebra of
effective observables was found to be A(G), where G is the subgroup Z×R
of R2. By studying the representation theory of A(G) one finds a class
of unitarily inequivalent irreducible representations of A(G), while A(R2)
has, by the Stone–von Neumann theorem, only one irreducible represen-
tation (up to equivalence). This is characteristic for the appearance of
superselection rules in the system.
3.2. Some General Theorems on
Decoherence
3.2.1. Sufficient Conditions
Using our results from chapter 2 we can state a number of theorems on
decoherence. In particular, we immediately get some sufficient conditions
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for decoherence in case the reduced dynamics is Markovian, i. e. given by
a quantum dynamical semigroup.
First we can read the conditions of Theorem 2.3 as sufficient conditions
for decoherence. Hence we note the following.
Corollary 3.3 Under the conditions of Theorem 2.3 decoherence takes
place.
In particular, the algebra of effective observables M1 is the image of a
normal conditional expectation and (2.9), alternatively Corollary 2.5, gives
an explicit characterization of M1.
Another criterion for the existence of a splitting of the type 3.3 was
worked out in Section 2.2.2, Proposition 2.15. We write this result here
once again.
Corollary 3.4 Let M be a von Neumann algebra and {Tt}t≥0 be an ultra-
weakly continuous semigroup of contractive operators such that ω ◦Tt ≤ ω
for all t ≥ 0 for a faithful normal state ω on M. Then there exist
ultraweakly closed Tt-invariant subspaces Ms and Mr of M such that
M = Ms ⊕Mr, and
Ms =
{
x ∈M : 0 ∈ {Tt(x) : t ≥ 0}w
∗}
,
Mr = lin{x ∈M : ∃α ∈ R such that Tt(x) = eiαtx∀t ≥ 0}w
∗
.
Moreover, there exists an ultraweakly continuous group {αt}t∈R ⊆ AutMr
such that Tt  Mr = αt for t ≥ 0. If Ms is a von Neumann subalgebra
of M or if Mr = M1 (where M1 is defined by (2.9)) then (3.4) holds for
x ∈Ms.
In the situation of this corollary, by the fact that (3.4) holds, we can in-
terpret the splitting M = Ms ⊕Ms in the same way as the splitting (3.3)
in Definition 3.1. In general, however, this splitting will be different
from the isometric-sweeping splitting of Theorem 2.3, but we always have
Mr ⊆ M1. As mentioned in Remark 2.16, if M1 = Mr both splittings
agree. This means that, unless M1 = Mr, the the reversible algebra Mr
is not the maximal von Neumann subalgebra on which {Tt}t≥0 is given
by a group of automorphisms, as required by Definition 3.1. Indeed, even
if {Tt}t≥0 is equal to a group of automorphisms we may have Mr = C1.
Still, as illustrated by the example in Section 2.2.3, the above corollary
may supply useful information in the examination of decoherence. Thus in
view of Definition 3.1, Proposition 2.18 gives a class of quantum dynam-
ical semigroups displaying the decoherence effect. In particular we recall
Corollary 2.19 which we can now state as follows.
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Corollary 3.5 Let M be a finite-dimensional von Neumann algebra and
{Tt}t≥0 a quantum dynamical semigroup (i. e. completely positive and con-
tinuous). Then decoherence takes place.
We next return to our discussion of detailed balance in Section 2.3. This
leads to a sufficient criterion for decoherence.
Theorem 3.6 Let M be a von Neumann algebra, {Tt}t≥0 an ultraweakly
continuous semigroup of strongly positive unital maps. Let ω be a faithful
normal state on M and suppose that {Tt}t≥0 satisfies detailed balance II
with respect to ω. Then {Tt}t≥0 displays decoherence and all conclusions
of Theorem 2.3 hold.
Proof. Suppose that M acts on H and, without loss of generality, that
ω(x) = 〈ξ0, xξ0〉 for all x ∈ M. Then by Proposition 2.23 it follows that
there exists a family of contractions {Tˆt}t≥0 on H such that Tˆt(xξ0) =
Tt(x)ξ0 for all x ∈M and t ≥ 0. Then ω ◦ Tt = ω, and by Theorem 2.29
it follows that [Tt, σωs ] = 0 for all s ∈ R and t ≥ 0. Hence Theorem 2.3
applies. 
Thus we have shown that detailed balance II implies decoherence. This
explains the relation between detailed balance and decoherence, which
was discussed in [100], however, without giving a concrete answer. In the
situation of Theorem 3.6, the algebra of effective observables M1 is, of
course, given by (2.9), alternatively by Corollary 2.5. However, we now
have a third characterization of M1 as a fixed point space; namely by
means of Proposition 2.33 we can write
M1 = {x ∈M : T βt ◦ Tt(x) = x for all t ≥ 0}.
We remark that Theorem 2.29 permits us to prove that the condition of
Theorem 2.3 are actually equivalent to detailed balance II.
Proposition 3.7 Let M be a von Neumann algebra and ω a faithful nor-
mal state on M. Suppose that {Tt}t≥0 is an ultraweakly continuous semi-
group of strongly positive and unital maps. Then {Tt}t≥0 satisfies the
assumptions of Theorem 2.3 if and only if {Tt}t≥0 satisfies detailed bal-
ance II with respect to ω
Finally we refer to all other results in Section 2.3 on detailed balance,
which can be used in the discussion of decoherence because of Theorem 3.6.
We shall come back to this point in Chapter 4, where we discuss a concrete
application.
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3.2.2. Structure of the Algebra of Effective
Observables
In the previous section we have seen that the algebra of effective observ-
ables M1 is frequently the image of a normal conditional expectation. We
now show that if the time evolution on the effective algebra is trivial then
this is always the case. The existence of a normal conditional expectation
has a number of consequences for the structure of M1, some of which we
shall derive in the following.
Proposition 3.8 Suppose that {Tt}t≥0 on M displays decoherence. Sup-
pose that Tt  M1 = idM1 . Then exists a normal conditional expectation
E : M −→ M1 such that E(M) = M1, and if x = x1 + x2 with xi = Mi
for i = 1, 2, then E(x) = x1.
Proof. Define E(x1 + x2) = x1 for all x = x1 + x2 ∈ M, where xi ∈ Mi,
i = 1, 2. Then E is a linear map such that E ◦ E = E and E(M) = M1.
Since M2 is *-invariant, we have E(x∗) = E(x∗1 +x
∗
2) = x
∗
1 = E(x)
∗, hence
E(Msa) ⊆ Msa. Let x ∈ M+ and x = x1 + x2, then x1, x2 ∈ Msa and
ϕ(x1), ϕ(x2) is real for any ϕ ∈ M+∗ . Assume that Tt  M1 = idM1 and
suppose 0 6= x1 = E(x) is not positive. Then there exists ϕ ∈ M+∗ such
that ϕ(x1) < 0. Now
0 ≤ ϕ(Tt(x)) = ϕ(Tt(x1)) + ϕ(Tt(x2)),
where ϕ(Tt(x2)) → 0 as t → ∞. This yields a contradiction, hence x1 =
E(x) ≥ 0 and E is positive. Now since E(1) = 1 it follows that ‖E‖ ≤ 1,
and from E ◦E = E we get ‖E‖ ≥ 1, thus E is a projection of norm 1 and
hence a conditional expectation by Tomiyama’s theorem. Since kerE =
{x ∈ M : E(x) = x1 = 0} = M2 is ultraweakly closed, normality follows
by a theorem of Tomiyama [128]. 
A von Neumann algebra M is called atomic if the orthomodular lat-
tice P(M) is atomic, i. e. if for every nonzero projection p of M there
exists a nonzero minimal projection q in M such that q ≤ p. The set of
minimal projections of M is denoted by Pmin(M).
Lemma 3.9 Let M be a von Neumann algebra. Then the following as-
sertions are equivalent:
1. M is atomic.
2. There exists an orthogonal family {pi}i∈I ⊆ Pmin(M) such that∑
i∈I pi = 1.
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3. M is of type I and there exists an orthogonal family {pi}i∈I ⊆
Pmin(Z(M)) such that
∑
i∈I pi = 1.
4. M is a direct sum of type I factors.
Proof. 1. ⇒ 2. Let {pi}i∈I be a maximal family of mutually orthogonal
minimal projections in P(M) and let p =
∑
i∈I pi. Then there exists
a nonzero minimal projection q in M such that q ≤ p⊥, contradicting
maximality.
2. ⇒ 3. Since a minimal projection is abelian, we find zI =
∨{p ∈
P(M) : p abelian} = 1, i. e. M is of type I. Let p ∈Pmin(M) and let zp be
its central support. Then p ≤ zp. Let q ∈P(Z(M)) such that 0 6= q ≤ zp,
hence pq = qp ≤ pzp = p, hence by minimality qp = pq = p or p ≤ q ≤ zp.
Thus by definition of zp it follows q = zp, hence zp ∈Pmin(Z(M)). Now
since in an abelian von Neumann algebra the minimal projections are
mutually orthogonal we see that by the assumption they sum up to 1.
3.⇒ 4. Put Mi = piM = piMpi for any i ∈ I, then
M =
⊕
i∈I
Mi, (3.5)
acting on the Hilbert space
H =
⊕
i∈I
Hi, (3.6)
if M acts onH andHi = piH . By minimality of pi we have piZ(M)pi =
piZ(M) = Cpi. Let pix ∈ Z(Mi), i. e. 0 = [pix, piy] = [pix, y] for all
y ∈M, i. e. pix ∈ piZ(M), hence Mi is a factor for any i ∈ I. Since M is
of type I, piMpi is of type I as well.
4. ⇒ 1. If M = ⊕i∈IMi then any projection p in M is of the form
p =
∑⊕
i∈I pi with pi ∈ P(Mi). Since a type I factor is atomic it follows
that M is atomic. 
We remark that (3.5) agrees with the central decomposition provided M
is countably decomposable (this is necessarily the case if H is separable),
then the index set I is countable.
Lemma 3.10 Let M be an atomic von Neumann algebra. Then any α ∈
AutM fixes Z(M) pointwise. Moreover, α is inner.
Proof. IfM is atomic then by Lemma 3.9 there exists an orthogonal family
{pi}i∈I ⊆ Pmin(Z(M)) summing up to 1. Since the α(pi) ∈ Z(M) are
minimal and mutually orthogonal the claim follows. For the last statement
see [23], Proposition 8.9.2. 
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In particular, if M is atomic and {αt}t∈R ⊆ AutM is an ultraweakly
continuous group of automorphisms we always have αt(x) = utxu∗t , where
x ∈M, t ∈ R, and if H is separable {ut}t∈R ⊆M can be taken strongly
continuous on H [84]. Then there exists a self-adjoint operator H on H
such that ut = eitH which is affiliated with M, i. e. the evolution {αt}t∈R
is Hamiltonian (however, H need not be lower bounded).
A decomposition of M as in (3.5) and (3.6) admits an interpretation
in terms of superselection rules, the individual components (Mi,Hi) are
called (superselection) sectors. We notice the following properties of the
decomposition (3.6): If x ∈ Z(M) then x = ∑i∈I pixpi, and since pix ∈
Z(Mi) = piC we have
x =
∑
i∈I
λipi, λi ∈ C. (3.7)
The observables x = x∗ ∈ Z(M) are called superselection observables,
any vector in Hi is a common eigenvector of all superselection observ-
ables. Another property is the unobservability of phases between differ-
ent sectors: If ξi ∈ Hi and ξj ∈ Hj are normalized and i 6= j then
〈ξi, xξj〉 = 0 for any x ∈M, and if ξα = ξi+eiαξj for α ∈ R it follows that
the expectation value 〈ξα, xξα〉 is independent of α. Finally, superposi-
tions of vector states between different sectors correspond to mixtures: If
ξ = α1ξi + αxξj , where |α1|2 + |α2|2 = 1, then the states ωξ(x) = 〈ξ, xξ〉
and ω(x) = |α1|2ωξ1(x) + |α2|2ωξ2(x) agree. Since they are central, super-
selection observables are classical observables, taking a definite value in
each sector. Hence properties associated with superselection observables
are classical, and in this way classical properties are obtained. The super-
position principle between different sectors is inhibited, moreover, opera-
tions from M cannot induce transitions between different sectors. From
Lemma 3.9 and the definition of the Mi we see that the sectors (Mi,Hi)
are minimal in the sense that they cannot be further split up in superselec-
tion sectors—they describe systems with a pure quantum character pro-
vided Mi is larger that Cpi. We may say that the splitting (3.5) achieves
a separation between classical and quantum properties of the system. It is
clear that this decomposition is unique. All operations in M preserve the
superselection sectors, and from Lemma 3.10 it follows that time evolution
{αt}t∈R ⊆ AutM preserves each superselection sector as well.
If M is not atomic, we can still obtain a decomposition analogous
to (3.5), but which may be a direct integral rather than a direct sum.
In general, if Z(M) 6= 1C we have a nontrivial central decomposition
of M as a direct integral over a measurable field of von Neumann algebras
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{Mγ}γ∈Γ which are factors,
M =
∫ ⊕
Γ
M(γ) dµ(γ), (3.8)
H =
∫ ⊕
Γ
H (γ) dµ(γ). (3.9)
Here Γ is a standard Borel space and µ a positive σ-finite measure (see [30]
for the theory of direct integrals). Each von Neumann algebra M(γ), act-
ing onH (γ), corresponds to a superselection sector in the sense that (3.8)
achieves a separation between classical and quantum properties. The in-
terpretation given above in the discrete case is, however, no longer possible
since H (γ) is in general not a subspace of H . Indeed, any M-invariant
closed subspace of H is of the form
∫ ⊕
B
H (γ) dµ(γ), where B ⊆ Γ is a
Borel set.
The next result is due to Tomiyama [129], see also [4].
Theorem 3.11 A von Neumann algebra M acting on H is atomic if and
only if there exists a normal conditional expectation E on L(H ) such that
E(L(H )) = M.
From this theorem and Proposition 3.8 we derive the following corollary.
Corollary 3.12 Suppose that an open system with von Neumann algebra
M = L(H ) displays decoherence, where H is separable. Suppose that
there exists a normal conditional expectation onto M1. Then the central
decomposition of M1 is given by (3.5) and (3.6), with I countable, i. e. M1
is a countable direct sum of type I factors, and any automorphism on M
fixes each direct summand.
This structure of M1 in the case M = L(H ) first been shown in [105]
and was further studied in [106], including the dynamics on each direct
summand, starting from so-called environment-induced semigroups.
Let M be a von Neumann algebra. From a generalization of Theo-
rem 3.11 (cf. [4], IV.2.2.3) it follows that if M1 = E(M) is atomic then M
must be atomic. Hence the effective algebra can only be atomic and hence
have the above discrete superselection structure if we start with an atomic
algebra. Furthermore, we quote the following results (cf. [4]) : If M is of
type I then M1 = E(M) is of type I. If M is semifinite then M1 is semifi-
nite. If M1 is type III and E is faithful, i. e. x ≥ 0 and E(x) = 0 imply
x = 0 then M is of type III. The last statement means that if E is faithful
a finite system cannot mimic an infinite system by decoherence.
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3.2.3. Scenarios of Decoherence
Again consider a quantum system described by a von Neumann algebraM,
acting on a Hilbert space H , and an irreversible dynamics {Tt}t≥0. Sup-
pose that in this system decoherence takes place. By analyzing the struc-
ture of the algebra of effective observables M1 and the automorphism
group {αt}t∈R we can classify some physically relevant situations. In this
way we see that, from the general point of view and independent of a con-
crete model, Definition 3.1 leads to the following scenarios of decoherence.
In the following we shall assume throughout that M1 is the image of a
normal conditional expectation.
Environment Induced Superselection Rules
Suppose that M1 is a noncommutative algebra and its center Z(M1) is
larger than C1. Then we speak of environment induced superselection
rules. Then we have a decomposition of M1 of the form (3.8) with the
interpretation given above. In case Z(M1) is generated by minimal projec-
tions and M1 is countably decomposable, there exists a countable family
of minimal central projections adding up to 1, and the superselection rules
are discrete. We then have a central decomposition as in (3.5) and (3.6).
In general, if the evolution {αt}t∈R fixes the center Z(M1) pointwise then
{αt}t∈R preserves each superselection sector; according to Lemma 3.10
this is the case if M1 is atomic.
A number of examples showing discrete as well as continuous environ-
ment induced superselection rules were given in [46].
Pointer States
If M1 is commutative and {αt}t∈R is trivial we speak of environment
induced pointer states. This situation is characteristic for a measuring ap-
paratus (at least in simple situations), where M1 contains the observables
representing the pointer of the apparatus. The commutativity ensures that
we obtain a classical probability distribution over the positions whereas
the triviality of {αt}t∈R ensures that the pointer observables are immune
to the interaction with the environment, i. e. are not perturbed by it.
In the countably decomposable case, if M1 is generated by minimal
projections pn, n ∈ N (i. e. if M1 is atomic), then
∑
n pn = 1 and
M1 =
∞⊕
n=1
pnM, H =
∞⊕
n=1
pnH . (3.10)
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Thus each observable x ∈ M1 can be written as x =
∑n
i=1 pnxpn. In
this case the evolution {αt}t∈R is automatically trivial as a consequence
of Lemma 3.10.
Models with discrete as well as continuous pointer states (providing a
description of a measuring apparatus with continuous readings) were given
in [46], see also [47] for another model with continuous pointer states.
Classical System
Suppose that M1 is commutative. Then the system can effectively be de-
scribed in terms of classical probability as explained in Chapter 1. How-
ever, in most cases a classical physical system has more structure. For
example, the resulting classical probabilistic system and its time evolu-
tion, given by {αt}t∈R, need not come from a classical dynamical system,
or more precisely, from the Hilbert space representation of a (topologi-
cal or smooth) classical dynamical system as described in Section 1.2.3.
In [46] a general procedure has been laid out to construct a measurable
classical dynamical system starting from a commutative von Neumann al-
gebra M1, an ultraweakly continuous automorphism group {αt}t∈R and
an αt-invariant faithful normal weight ϕ on M. The classical dynamical
system is given by a locally compact Hausdorff space Ω and a σ-finite
αt-invariant Borel measure µ on Ω such that M1 = L∞(Ω, µ), and such
that {αt}t∈R is given by a continuous flow gt : R×M −→M such that
αt(f)(ω) = f(gt(ω)), f ∈M1, t ≥ 0, ω ∈ Ω.
Thus we see that in this scheme there is room for classical mechanics. Up
to now a realistic and physically relevant model in which the appearance
of a classical dynamical system has been rigorously established is lacking.
See, however, [46] and [94] for mathematical models.
In particular, if we start from M = L(H ) then M1 = L∞(Ω, µ) must
be atomic, i. e. the measure µ must be atomic and hence M1 = `∞(∆),
where ∆ is a discrete set, countable if H is separable. Moreover, the evo-
lution on M1 is trivial. Thus if we want to reconstruct classical mechanics
in our scheme we cannot start from a type I von Neumann algebra.
In the special case where M1 = C1, the system displays return to
equilibrium in the following sense. There exists a normal state ω on M
such that E(x) = ω(x)1 for all x ∈ M. Hence for any normal state ϕ
on M,
lim
t→∞ϕ[Tt(x)] = limt→∞ϕ[Tt(E(x) + E
⊥(x))] = ω(x)
for any x ∈M. An example of an infinite ergodic bosonic system is given
in Section 4.7.2.
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New Quantum Behavior
If M1 is again a factor, then together with {αt}t∈R, after decoherence the
system effectively still behaves like a system with pure quantum charac-
ter, which may be, however, smaller than the original system. An ex-
ample showing this behavior was given in [48]. In particular, the pair
(M1, {αt}t∈R) describes a system which is immune to decoherence, thus
this scenario might be useful in quantum information theory where it is an
essential and difficult problem to have systems available which are immune
to decoherence.
3.2.4. Mesurements
In this section we shall briefly discuss measurements, mainly to point
out the role decoherence plays in the interpretation of measurements in
quantum theory. For a more thorough discussion we refer to the literature,
see for example [89].
Suppose a quantum system is described by a von Neumann algebra MS
and consider an observable a ∈MS. For simplicity we assume that a has a
pure point spectrum spec a = {a1, . . . , an}, and that each eigenvalue ai is
nondegenerate; we denote the corresponding spectral projector by qi and
the corresponding normalized eigenvector in HS by ξi. The state of the
system is given by the density matrix ρ on HS. The measuring apparatus
is described by the algebra MA. Since it is to be handled and its dial to be
read by humans it is necessarily a macroscopic and hence an open system,
subject to decoherence. Suppose its pointer is described by an observable
x ∈ MA. If the apparatus is designed to measure the observable a, then
we should have specx = {x1, . . . , xn}, where the reading xi corresponds
to the measurement outcome ai. Moreover, there should be a 100 % cor-
relation between the dial reading xi and the state ξi of the system. If this
correlation were not present then the apparatus were not an acceptable
instrument to measure a. Now since the apparatus is subject to decoher-
ence we expect that there is a superselection rule between different pointer
positions, preventing the pointer from being in a superposition of macro-
scopically distinct states. This superselection rule can be understood on
the basis of decoherence as an environment-induced superselection rule.
Hence MS,1 has the structure (3.10) with the interpretation of the piM
as superselection sectors (here the direct sums are finite). Moreover, the
time evolution {αt}t∈R is trivial on MS,1. Indeed, if the time evolution
on the algebra of effective observables would move the pointer of the ap-
paratus its use as a measuring instrument for the observable a would be
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questionable. These two properties, correlation of the pointer positions
with the qi and stability of the pointer with respect to time evolution, are
the only ones that are necessary for a general discussion of a measurement,
the further details of the apparatus do not matter.
The measurement now proceeds in two steps. In the first, the system
and the measuring apparatus are brought in interaction This establishes
the correlation between the state ρ and the pointer; if ρ is written as
ρ =
n∑
i=1
λiqi, λi ≥ 0,
n∑
i=1
λi = 1, (3.11)
then by the correlation and the superselection rule governing the pointer
the map {x1, . . . , xn} 3 xi 7→ λi is the probability distribution of the
pointer positions. Notice that since (3.11) is the spectral decomposition
of a this probability distribution is the same as the one predicted by the
general formalism of Chapter 1. In general, the interaction between the
system and the apparatus causes the state ρ of the system to change.
According to what we have said in Section 1.3 the effect of the coupling
on the system can be described by a (completely) positive normal unital
linear map T on M. Hence the initial state ρ is changed into T∗(ρ) as a
result of the measurement. If T is of the form
T (x) =
n∑
i=1
qixqi,
then the measurement is called ideal (a more modern word for it is quan-
tum nondemolition measurement). However, in many situations the mea-
surement is not ideal, for example, during the detection of a particle it is
often absorbed in the detector. In the case that the system is macroscopic
(and thus classical) it is often argued that the effect of the apparatus on
the system can be made arbitrarily small, thus we will have T ≈ 1 in this
case.
The second step of the measurement is the reading of the dial by the
observer. Thus he obtains information about the actual reading of the
dial, and this gain of information causes him to condition the classical
probability distribution {λi : i = 1, . . . , n} according to his observation:
If he observes xi (corresponding to ai) then he will replace the probability
distribution with the one concentrated in xi. In the case of an ideal
measurement, the conclusion is that the system is in state qi = |ξi〉〈ξi|. If
only partial information is obtained by the reading, say that the event E
has taken place where E is a subset of the sample space {x1, . . . , xn}, then
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the conclusion is that the state is given by∑
i:xi∈E
qiρqi
/
tr
( ∑
i:xi∈E
qiρqi
)
.
This is exactly the Lu¨ders–von Neumann reduction formula for the state.
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Chapter 4.
Irreversible Evolutions on the
CCR
In this chapter we construct dissipative time evolutions on the algebra of
the canonical commutation relations (CCR algebra) and representations
thereof. To this end we use so-called perturbed convolution semigroups of
measures, which are introduced in Section 4.2, where we also discuss their
construction. In Section 4.3 we prove two theorems which yield dynamical
semigroups on the C*-algebra of canonical commutation relations, given
a perturbed convolution semigroup.
Several methods to construct quantum dynamical semigroups on von
Neumann algebras have been developed. Uniformly continuous quan-
tum dynamical semigroups have been characterized through their genera-
tors [57] by exploiting complete positivity. However, for bosonic systems
uniform continuity (or even strong continuity) is a too strong restriction.
This is because even the free dynamics on the CCR algebra is given by
a group of automorphisms {αt}t∈R acting on the Weyl operator W (f)
as αt(W (f)) = W (St(f)), where {St}t∈R is a group of symplectic linear
maps. Since we have ‖W (f)−1‖ = 2 by Lemma A.3 for all f ∈ S\{0}, we
see that {αt}t∈R cannot be a strongly continuous group. In order to con-
struct quantum dynamical semigroups on von Neumann algebras in stan-
dard form a one-to-one correspondence between dynamical semigroups
satisfying a certain symmetry condition and noncommutative Dirichlet
forms has been established [58], and a method for constructing certain
noncommutative Dirichlet forms has been given [108]. This has been ap-
plied to construct an example of a weak* continuous quantum dynamical
semigroup on representations of the CCR algebra with respect to quasi-
free states [43]. However, these methods have not resulted in a rich supply
of examples of dynamical semigroups on von Neumann algebras, in par-
ticular not on von Neumann algebras corresponding to representations of
the CCR. To improve this situation we give in Section 4.4 general con-
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ditions under which the semigroups constructed in Section 4.3 extend to
ultraweakly continuous quantum dynamical semigroups on von Neumann
algebras associated with representations of the CCR algebra.
In Section 4.5 we explicitly determine the generators of the quantum
dynamical semigroups which we have obtained in the previous section.
We also give a general criterion in Section 4.6 under which the semigroups
have a faithful normal invariant state.
Finally, in Section 4.7 we discuss the detailed balance II condition for
quasifree dynamical semigroups on the CCR algebra and study an illus-
trative example.
4.1. Quasifree Maps
In this chapter we will use the algebra of canonical commutation relations
(CCR algebra) as introduced in Appendix D, and also the notation that
was established there. Throughout, (S, σ) is a real symplectic space with
a (possibly degenerate, if not specified otherwise) symplectic form σ. The
CCR C*-algebra corresponding to (S, σ) is denoted by A(S, σ) and we use
the notation A0(S, σ) = lin{W (f) : f ∈ S}.
We now introduce a very important class of maps on A(S, σ), the quasi-
free maps.
Definition 4.1 A linear unital completely positive (and hence contrac-
tive) map T : A(S, σ) −→ A(S, σ) is called quasifree if there exists a linear
map S : S −→ S and a map Γ : S −→ C such that
T (W (f)) = Γ(f)W (S(f)) for all f ∈ S. (4.1)
Later on in this chapter we will construct and study dynamical semigroups
on A(S, σ) of quasifree quasifree maps. Some examples of quasifree maps
were given in [67], their systematic study was carried through in [64, 65].
Given maps S and Γ as in Definition 4.1 we can define a map T on A0(S, σ).
Then the question arises under which conditions on S and Γ this map
extends to a completely positive contraction on A(S, σ). This question
was answered in [64], we quote the result in the following theorem.
Theorem 4.2 Let S : S −→ S be a linear operator and consider the
following symplectic form on S,
σS(f, g) = σ(f, g)− σ(S(f), S(g)), f, g ∈ S. (4.2)
Let Γ : S −→ C be a map such that Γ(0) = 1. Then the linear map T
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defined on A0(S, σ) by (4.1) extends to a completely positive unital con-
traction on the CCR algebra A(S, σ) if and only if there exists a state ω
on A(S, σS) such that Γ = φω.
Recall from Appendix D that φω denotes the generating functional of the
state ω.
4.2. Perturbed Convolution Semigroups
4.2.1. Definition
We can consider the linear space S as an Abelian group equipped with
the discrete topology. We denote its character group, endowed with the
Gelfand topology, by Sˆ. A neighborhood base of the Gelfand topology
at the identity e of Sˆ is given by all sets of the form {χ ∈ Sˆ : |χ(f) −
1| <  for all f ∈ F} where F ⊆ S is compact (i. e. finite) and  > 0.
With this topology Sˆ is a compact topological group. The algebra of all
bounded complex Borel measures on Sˆ is denoted by Mb(Sˆ) and the set
of probability measures by M+1 (Sˆ). Since S is discrete every measure
in Mb(S) is absolutely continuous with respect to Haar measure, thus
every multiplicative linear functional on the algebra Mb(S) is of the form
µ 7→ ∫
S
χ(f) dµ(f) for some χ ∈ Sˆ (Theorem 19.20 and Corollary 23.7
in [13]), hence Sˆ can be identified with the structure space of the Abelian
Banach algebra Mb(S), thus the Gelfand topology on Sˆ is the relative
σ(Mb(S)∗,Mb(S))-topology.
For µ ∈Mb(Sˆ)+ recall that the Fourier transform is defined by
A ∼= S 3 f 7→ (Fµ)(f) =
∫
Sˆ
χ(f) dµ(χ), (4.3)
where A is the character group of Sˆ which is canonically isomorphic to S by
the Pontrjagin–van Kampen theorem. The Fourier transform Fµ of µ is a
positive-definite functional on S, and by Bochner’s theorem any positive-
definite functional on S is the Fourier transform of a positive measure
in M+b (Sˆ). See section 4.3.2 where we wecall the notion of positive-
definiteness. For any linear map S : S −→ S its dual operator Sˆ : Sˆ −→ Sˆ,
defined by (Sˆχ)(f) = χ(Sf), f ∈ S, χ ∈ Sˆ, is a continuous group homo-
morphism. Moreover, the map (Sˆ)∗ : M+1 (Sˆ) −→ M+1 (Sˆ) is defined by
[(Sˆ)∗µ](E) = µ(Sˆ−1(E)), where E is a Borel set of Sˆ and µ ∈ M+1 (Sˆ).
Then (Sˆ)∗ is an algebra homomorphism. Further concepts and theorems
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from harmonic analysis which will be used in the following can be found
in [13, 14].
In [49] the concept of a {Sˆt}t≥0-perturbed convolution semigroup was
introduced.
Definition 4.3 Let {St}t≥0 be a semigroup of linear maps on S. Then
{µt}t≥0 ⊆M+1 (Sˆ) is called a {Sˆt}t≥0-perturbed convolution semigroup if
µ0 = δe, the Dirac measure concentrated in the unit e ∈ Sˆ, and if
µt ∗ (Sˆt)∗µs = µt+s, s, t ≥ 0. (4.4)
It is worth remarking that convolution semigroups satisfying a relation
similar to (4.4) were studied independently in the context of generalized
Mehler semigroups, see [118, 51, 74].
We shall frequently use the following relation: Let µ ∈ Mb(Sˆ) and
S : S −→ S a linear map. Then
(F(Sˆ)∗µ)(f) =
∫
Sˆ
χ(f) d[Sˆ−1 ◦ µ](χ) =
∫
Sˆ
χ(S(f)) dµ(χ) = (Fµ)(S(f))
(4.5)
for any f ∈ S.
4.2.2. Construction of Perturbed Convolution
Semigroups
Suppose for this subsection that the symplectic form σ is nondegenerate.
The Dirac Case
Let S∗ be the algebraic dual of S, and for any linear operator S : S −→ S
denote by S∗ : S∗ −→ S∗ the corresponding dual operator. For ψ ∈ S∗,
f 7→ χ(f) = eiψ(f) defines a character in Sˆ, and any g ∈ S defines an
element in S∗ by f 7→ σ(f, g), thus since σ is nondegenerate we have the
inclusions S ⊆ S∗ ⊆ Sˆ.
Proposition 4.4 Let ψ ∈ S∗ and suppose that t 7→ ψ(St(f)) is locally
Lebesgue integrable. Define the character χt ∈ Sˆ, χt(f) = eiψt(f), where
where ψt(f) =
∫ t
0
ψ(Sr(f)) dr, f ∈ S, t ≥ 0. Then if
µt = δχt , t ≥ 0, f ∈ S, (4.6)
it follows that {µt}t≥0 is a {Sˆt}t≥0-perturbed convolution semigroup.
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Proof. Let s, t ≥ 0 and f ∈ S, then ψs(St(f)) =
∫ s
0
ψ(Sr(St(f))) dr =∫ s
t
ψ(Sr(f)) dr and we have ψt(f) + ψs(St(f)) = ψs+t(f), consequently
(Fµt+s)(f) = χs+t(f) = χt(f)χs(St(f))
= (Fµt)(f)(Fµs)(St(f))
= (Fµt)(f)(F [(Sˆt)∗µs])(f)
= F [µt ∗ (Sˆt)∗µs](f),
and the assertion is obtained by Fourier inversion. 
The Poisson Case
Proposition 4.5 Let ν ∈ M+b (Sˆ) and suppose that t 7→ (Fν)(St(f))
is measurable and locally integrable for all f ∈ S. Then there exists a
{Sˆt}t≥0-perturbed convolution semigroup {µt}t≥0 ⊆M+1 (Sˆ) such that
(Fµt)(f) = e−t‖ν‖ exp
(∫ t
0
(Fν)(Sr(f)) dr
)
, f ∈ S. (4.7)
Proof. The map f 7→ (Fν)(St(f)) is positive-definite for each t ≥ 0, hence
the map
f 7→ exp
(∫ t
0
(Fν)(Sr(f)) dr
)
=
∞∑
k=0
1
k!
(∫ t
0
(Fν)(Sf (f)) dr
)k
is positive-definite as well since the product of positive-definite functions
is positive-definite, and by Bochner’s theorem there exists a probability
measure µt ∈M+1 (Sˆ) such that (4.7) holds. Now for all s, t ≥ 0 and f ∈ S
F [µt ∗ (Sˆt)∗µs](f) = (Fµt)(f)(Fµs)(St(f))
= e−(t+s)‖ν‖ exp
(∫ t
0
(Fν)(Sr(f)) dr
)
exp
(∫ s
0
(Fν)(St+r(f)) dr
)
= e−(t+s)‖ν‖ exp
(∫ t+s
0
(Fν)(Sr(f)) dr
)
= (Fµt)(f),
and we conclude by Fourier inversion that {µt}t≥0 is a {Sˆt}t≥0-perturbed
convolution semigroup. 
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The Gaussian Case
A quadratic form is a map Q : S −→ R such that Q(f + g) +Q(f − g) =
2Q(f)+2Q(g) for all f, g ∈ S. For any nonnegative quadratic form the map
f 7→ e−Q(f) is positive-definite (see [3], Theorem 4.3.9. and Schoenberg’s
theorem, Theorem 3.2.2. of [3]), hence there exists µ ∈M+b (Sˆ) such that
(Fµ)(f) = e−Q(f) for any f ∈ S.
Proposition 4.6 Let Q be a nonnegative quadratic form such that t 7→
Q(St(f)) is locally Lebesgue integrable for any f ∈ S, and define the non-
negative quadratic forms
Qt(f) =
∫ t
0
Q(Sr(f)) dr, t ≥ 0, f ∈ S. (4.8)
Then {µt}t≥0 is a {Sˆt}t≥0-perturbed convolution semigroup, where µt ∈
M+1 (Sˆ) is defined by (Fµt)(f) = e−Qt(f).
Proof. Since F [(Sˆt)∗µs](f) = (Fµs)(St(f)) = exp(
∫ t+s
t
Q(Sr(f)) dr) it
follows that
F [µt ∗ (Sˆt)∗µs](f) = (Fµt)(f)(Fµs)(St(f))
= (Fµt+s)(f)
for any s, t ≥ 0 and f ∈ S ; the assertion follows by Fourier inversion. 
4.2.3. General Representation of a Perturbed
Convolution Semigroup
Under a regularity condition we will now write the general representation
of a {Sˆt}t≥0-perturbed convolution semigroup on M+1 (Sˆ). The following
result has been established in [51] for perturbed convolution semigroups of
measures on Hilbert spaces, the proof is literally the same in the present
setup.
Proposition 4.7 Let {µt}t≥0 ⊆M+1 (Sˆ) be a {Sˆt}t≥0-perturbed convolu-
tion semigroup. Assume that t 7→ (Fµt)(f) is differentiable at t = 0 for
any f ∈ S and put
ψ(f) =
d
dt
(Fµt)(f)
∣∣∣
t=0
, f ∈ S. (4.9)
Moreover, assume that R+ 3 t 7→ ψ(St(f)) is locally Lebesgue integrable.
Then −ψ is negative-definite and
(Fµt)(f) = exp
(∫ t
0
ψ(Sr(f)) dr
)
, f ∈ S, t ≥ 0. (4.10)
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Finally, we have ψ(0) = 0.
Proof. From (4.4) it follows that (Fµt)(f)(Fµs)(St(f)) = (Fµs+t)(f) for
s, t ≥ 0. This implies
1
s
[(Fµt+s)(f)− (Fµt)(f)] = (Fµt)(f)1
s
[(Fµs)(St(f))− 1],
and using the assumption it follows upon letting s ↓ 0 that t 7→ (Fµt)(f)
is differentiable and
d
dt
(Fµt)(f) = (Fµt)(f)ψ(St(f)), f ∈ S, t ≥ 0.
Thus we see that (4.10) satisfies this differential equation and the initial
condition (Fµ0)(f) = (Fδe)(f) = 1. Since ψ is the limit of 1t (Fµt − 1) it
follows that −ψ is a negative-definite function (see the definitions in the
next section). Finally, we note that ψ(0) = 0 since (Fµt)(0) = 1. 
By the previous proposition and Schoenberg’s theorem the function f 7→
etψ(f) is positive-definite, hence there exists a measure ν ∈ M+1 (Sˆ) such
that Fν = eψ. It is easily seen that ν is infinitely divisible: if n ∈ N define
νn ∈M+1 (Sˆ) such that Fνn = eψ/n. Then clearly the n-fold convolution
power of ν satisfies ν ∗ · · · ∗ ν = ν∗n = ν.
A continuous function g : G × Gˆ −→ R, where G is a locally compact
abelian group with character group Gˆ, is called a Le´vy function if the
following properties are satisfied:
1. We have sup{|g(x, χ)| : x ∈ G, χ ∈ K} <∞ for any compact subset
K ⊆ Gˆ.
2. The map g(x, ·) : Gˆ −→ C is a group homomorphism with respect
to the additive group of C for any x ∈ G.
3. For any compact K ⊆ Gˆ there exists a neighborhood UK of 0 in G
such that χ(x) = e−ig(x,χ) for any x ∈ UK and χ ∈ K.
4. We have lim
x→0
g(x, χ) = 0 uniformly for χ in compact subsets of Gˆ.
For a locally compact abelian group a Le´vy function always exists, see [21,
109]. We will apply this result to the above situation of a symplectic
space S with discrete topology; in the following we take G = Sˆ (hence
Gˆ = S) and fix a Le´vy function g. From [70] (see also [3]) the following
generalization of the Le´vy–Khintchine theorem holds true: There exists a
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group homomorphism ` : S −→ R, a nonnegative quadratic form q : S −→
R and a positive measure µ ∈M+(Sˆ\{e}) with∫
Sˆ\{e}
(1− Re γ(f)) dµ(γ) <∞ for all f ∈ S,
such that ψ can be written as
−ψ(f) = ψ(0) + i`(f) + q(f) +
∫
Sˆ\{e}
(1− γ(f) + ig(f, γ)) dµ(γ), (4.11)
for all f ∈ S. Recall that ψ(0) = 0. This yields a general representation
of ψ and therefore, by virtue of Proposition 4.7, of general perturbed
convolution semigroups. In particular, we see that (up to technicalities)
the three cases of Dirac, Gaussian and Poisson perturbed convolution
semigroups considered in the previous subsection are exhaustive. There
we had considered the special case `(f) = eψ(f) with ψ ∈ S∗, as well as
the case of a bounded µ with g = 0.
4.3. Dynamical Semigroups on A(S, σ)
To construct dynamical semigroups on the CCR algebra A(S, σ) we will
start from a {Sˆt}t≥0-perturbed convolution semigroup {µt}t≥0 on Sˆ ac-
cording to the prescription
τt(W (f)) = (Fµt)(f)W (St(f)), f ∈ S, t ≥ 0.
By linear extension this defines a family {τt}t≥0 of maps on A0(S, σ).
We have to check that τt extends to a completely positive contraction
on A(S, σ), the semigroup property will then follow from (4.4). First we
consider the case when {St}t≥0 is a group of symplectic linear maps and
later consider the case of a more general {St}t≥0.
4.3.1. Symplectic Groups
A main result of [49] was the first part of the following theorem which
we generalize here by allowing the symplectic form σ to be degenerate.
In this subsection we assume that {St}t∈R is a symplectic group. Some
generalizations are provided in the following subsection.
Theorem 4.8 Any {Sˆt}t∈R-perturbed convolution semigroup {µt}t≥0 in-
duces a unique semigroup {τt}t≥0 of completely positive contractive and
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unital operators on A(S, σ) such that
τt(W (f)) = Γt(f)W (St(f)), f ∈ S, t ≥ 0, (4.12)
where Γt = Fµt for any t ≥ 0. Conversely, for any completely posi-
tive contractive semigroup {τt}t≥0 on A(S, σ) which satisfies (4.12), where
{St}t∈R is a group of symplectic linear maps, there exists a {Sˆt}t∈R-
perturbed convolution semigroup {µt}t≥0 such that Γt = Fµt for any t ≥ 0.
Proof. We will use Theorem 4.2. Since St is symplectic, σSt is zero and by
positive-definiteness of f 7→ (Fµt)(f) there exists a state ωt ∈ S (A(S, 0))
such that Fµt = cωt , hence τt extends from A0(S, σ) to a completely posi-
tive contraction on A(S, σ). It is enough to check the semigroup property
on Weyl operators which follows by a calculation using (4.4). Finally,
τt(1) = 1 for all t ≥ 0 where 1 = W (0) is the unit in A(S, σ). Conversely,
if {τt}t≥0 is a completely positive semigroup of the form (4.12) then there
exist states ωt ∈ S (A(S, 0)) such that Γt = cωt , hence this function is
positive-definite and by Bochner’s theorem there exists µt ∈M+1 (Sˆ) such
that Fµt = Γt for every t ≥ 0. By the semigroup property,
Γs+t(f)W (Ss+t(f)) = Ts+t(W (f)) = Ts(Tt(W (f)))
= Γt(f)Γs(St(f))W (Ss+t(f)),
for any s, t ≥ 0 and f ∈ S. Multiplying by W (Ss+t(f))∗ from the left
shows that
Γt(f)Γs(St(f)) = Γs+t(f),
i. e.
(Fµt)(f) · (Fµs)(St(f)) = (Fµs+t)(f),
which is equivalent to (4.4). 
4.3.2. Nonsymplectic Semigroups
Assume now that the symplectic form σ is nondegenerate. Then σ in-
duces a dual pairing between σ and itself such that the dual S′ coincides
with S, thus we can consider the corresponding weak topology on S, the
σ(S,S) topology, as well as the Mackey topology τ(S,S), which is the
topology of uniform convergence on compact convex and circled subsets
of the dual S′ = S. Suppose that {St}t≥0 is a semigroup of linear maps
on S which is τ(S,S)-continuous, i. e., f 7→ St(f) and t 7→ St(f) are con-
tinuous (for fixed t ≥ 0 and f ∈ S, respectively) when S is endowed with
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the τ(S,S)-topology. Denote by Z the generator of {St}t≥0 with respect
to this topology, i. e.
domZ =
{
f ∈ S : lim
t↓0
1
t (St(f)− f) exists relative to τ(S,S)
}
,
Zf = lim
t↓0
1
t (St(f)− f), f ∈ domZ.
Then if x ∈ domZ we have ddtSt(x) = ZSt(x) = St(Zx) as well as St(x)−
x =
∫ t
0
Ss(Zx) ds for any t ≥ 0, see [85] ; the integral is understood as a
Riemann integral.
We need to fix some terminology concerning positive- and negative-
definite kernels. Let Ω be a set. A map ψ : Ω × Ω −→ C is called a
positive-definite kernel if
n∑
i,j=1
z¯izjψ(xi, xj) ≥ 0 (4.13)
for all n ∈ N, and all x1, . . . , xn ∈ Ω, z1, . . . , zn ∈ C. If Ω is an abelian
group function f : Ω −→ C is called positive-definite if the kernel ψ(x, y) =
f(x − y), x, y ∈ Ω, is positive-definite. Moreover, ψ is called a negative-
definite kernel if it is hermitian, i. e.
ψ(x, y) = ψ(y, x), x, y ∈ Ω, (4.14)
and if
n∑
i,j=1
z¯izjψ(xi, xj) ≤ 0 (4.15)
for all n ∈ N, and all x1, . . . , xn ∈ Ω, z1, . . . , zn ∈ C such that
n∑
i=1
zi = 0.
If a kernel is positive-definite, is is hermitian. A function f : Ω −→ C on
an abelian group Ω is called positive- (nenegative)-definite if the kernel
ψ(x, y) = f(x − y), x, y ∈ Ω, is positive- (negative)-definite. The well-
known result we prove next will be needed below, its proof can be found,
for example, in [3]. It is essential in the proof of Schoenberg’s theorem.
Lemma 4.9 Let ψ be a negative-definite kernel on Ω and let x0 ∈ Ω.
Define the kernel ϕ : Ω× Ω −→ C by
ϕ(x, y) = ψ(x, x0) + ψ(y, x0)− ψ(x, y)− ψ(x0, x0). (4.16)
Then ϕ is positive-definite.
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Proof. Fix x0 ∈ Ω and let x1, . . . , xn ∈ Ω and z1, . . . , zn ∈ C, then define
z0 =
∑
zi. Then by the assumption that ψ is negative-definite,
0 ≥
n∑
i,j=0
z¯izjψ(xi, xj)
=
n∑
i,j=1
z¯izjψ(xi, xj) +
n∑
i=1
z¯iz0ψ(xi, x0) +
n∑
j=1
z¯0zjψ(x0, xj)
+ |z0|2ψ(x0, x0)
=
n∑
i,j=1
z¯izj
[
ψ(xi, xj)− ψ(xi, x0)− ψ(x0, xj) + ψ(x0, x0)
]
= −
n∑
i,j=1
z¯izjϕ(xi, xj),
as was to be shown. 
We can now state and prove the following theorem concerning the exten-
sion of a certain class of quasifree semigroups to the CCR algebra A(S, σ).
Theorem 4.10 Let {St}t≥0 be a τ(S,S)-continuous semigroup on S with
generator Z, let ψ : S −→ C be a function such that ψ(−f) = ψ(f) for
all f ∈ S, ψ(0) = 1, and such that R+ 3 t 7→ ψ(St(f)) is measurable and
locally Lebesgue integrable for any f ∈ S. Define
Γt(f) = exp
(∫ t
0
ψ(Sr(f)) dr
)
, f ∈ S, t ≥ 0, (4.17)
and define a family {τt}t≥0 of maps on A0(S, σ) by
τt(W (f)) = Γt(f)W (St(f)), f ∈ S, t ≥ 0 (4.18)
and linear extension. Then {τt}t≥0 extends to a completely positive and
unital semigroup on A(S, σ) if and only if the kernel ϕ : domZ×domZ −→
C, defined by
ϕ(f, g) = − i
2
σ(Zf, g)− i
2
σ(f, Zg)− ψ(g − f), f, g ∈ domZ, (4.19)
is negative-definite.
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Proof. Let f ∈ S and s, t ≥ 0, then from the definitions (4.10) and (4.18)
it follows by a simple calculation that
τs(τt(W (f))) = e
∫ t
0 ψ(Sr(f)) dre
∫ s
0 ψ(Sr(St(f))) drW (Ss+t(f))
= exp
(∫ s+t
0
ψ(Sr(f)) dr
)
W (Ss+t(f))
= τs+t(W (f)),
so {τt}t≥0 is a semigroup on A0(S, σ).
Define the symplectic form σt(f, g) = σ(St(f), St(g))−σ(f, g), f, g ∈ S,
as in (4.2). Then by Theorem 4.2, τt extends to a completely positive
unital contraction on A(S, σ) if and only if f 7→ Γt(f) is a generating
functional of a state on A(S, σt), i. e. by Proposition A.9 if and only if
n∑
i,j=1
z¯izjeiσt(fi,fj)/2Γt(fj − fi) ≥ 0
for all n ∈ N, and all f1, . . . , fn ∈ S, z1, . . . , zn ∈ C. i. e. if and only if the
kernel θt(f, g) = eiσt(f,g)/2Γt(g − f), t ≥ 0, is positive-definite. Suppose
that θt is positive-definite on S× S, and define the kernel
ϑt(f, g) =
i
2
σt(f, g) +
∫ t
0
ψ(Sr(g − f)) dr
on S×S, i. e. θt = eϑt in view of (4.17). If f, g ∈ domZ then both the maps
t 7→ ϑt(f, g) and t 7→ θt(f, g) are differentiable. Since − 1t (θt(f, g) − 1) =
− 1t (eϑt(f,g) − 1) is negative-definite on domZ × domZ it follows that
ϕ(f, g) = lim
t↓0
− 1t (θt(f, g)− 1)
= − d
dt
ϑt(f, g)
∣∣∣
t=0
= − i
2
σ(Zf, g)− i
2
σ(f, Zg)− ψ(g − f)
is negative-definite, where f, g ∈ domZ. Here it was used that for all
f, g ∈ S we have limt↓0 ϑt(f, g) = 0 and that ddtσ(St(f), St(g))|t=0 =
σ(Zf, g) + σ(f, Zg). This can be proved as follows: For f, g ∈ domZ and
t > 0 we have
1
t
(σ(St(f), St(g))− σ(f, g)) = σ
(
St(f),
St(g)− g
t
)
+ σ
(St(f)− f
t
, g
)
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→ σ(f, Zg) + σ(Zf, g)
as t ↓ 0. The convergence of the first term can be seen as follows. Let
K = co{λSt(f) : t ∈ [0, 1], λ ∈ C, |λ| ≤ 1}, then K is a σ(S,S) compact
convex circled subset of S, hence pK(f) = sup{|σ(f, h)| : h ∈ K} is a
Mackey seminorm and we have∣∣∣σ(St(f), St(g)− g
g
)
− σ(f, Zg)
∣∣∣
≤
∣∣∣σ(St(f), St(g)− g
t
− Zg
)∣∣∣+ |σ(St(f)− f, Zg)|
≤ pK
(St(g)− g
t
− Zg
)
+ |σ(St(f)− f, Zg)| → 0
as t ↓ 0 by τ(S,S)-continuity of {St}t≥0.
Conversely, if ϕ is negative-definite on domZ × domZ, so is the kernel
−ϑt(f, g) :=
∫ t
0
ϕ(Sr(f), Sr(g)) dr
= − i
2
∫ t
0
[σ(ZSr(f), Sr(g)) + σ(Sr(f), ZSr(g))] dr
−
∫ t
0
ψ(Sr(g − f)) dr
= − i
2
∫ t
0
d
dr
σ(Sr(f), Sr(g)) dr −
∫ t
0
ψ(Sr(g − f)) dr
= − i
2
[σ(St(f), St(g))− σ(f, g)]−
∫ t
0
ψ(Sr(g − f)) dr
= − i
2
σt(f, g)−
∫ t
0
ψ(Sr(g − f)) dr
for any f, g ∈ domZ and t ≥ 0. Then since −ϑt is negative-definite it
follows by Lemma 4.9 that the kernel
κt(f, g) = −ϑt(f, f0)− ϑt(g, f0) + ϑt(f, g) + ϑt(f0, f0)
is positive-definite on domZ × domZ for an arbitrary f0 ∈ domZ. Then
θt(f, g) = eϑt(f,g)
= eκt(f,g)eϑt(f,f0)eϑt(g,f0)e−ϑt(f0,f0)
= eκt(f,g)κ′(f, g)e−ϑt(f0,f0)
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is positive-definite as well as a product of the positive-definite kernels eκt
and κ′(f, g) = eϑt(f,f0)eϑt(g,f0), and because of e−ϑt(f0,f0) ≥ 0. The proof
is finished. 
Remark 4.11 If S is a complex Hilbert space with inner product 〈·, ·〉
which is considered as a real symplectic space with symplectic form given
by σ(f, g) = Im〈f, g〉, then the Mackey topology coincides with the norm
topology on S. Hence a strongly continuous semigroup is a Mackey con-
tinuous semigroup on S.
Remark 4.12 If {St}t∈R is a Mackey continuous symplectic group the
generator Z satisfies σ(f, Zg) = −σ(Zf, g), f, g ∈ domZ, hence Theo-
rem 4.10 reduces to Theorem 4.8.
We now consider the case where the function ψ in Theorem 4.10 is a
negative quadratic form coming from a bilinear form, i. e. we assume that
β : S × S −→ R is a bilinear form and put ψ(f) = β(f, f) for any f ∈ S.
Then ψ(f + g) + ψ(f − g) = 2ψ(f) + 2ψ(g) as well as ψ(λf) = λ2ψ(f)
for all f, g ∈ S and λ ∈ R, moreover, ψ(f) ≤ 0 for all f ∈ S. We shall
derive a reformulation of the condition (4.19), thus obtaining a criterion
for the extendability of the semigroup {τt}t≥0 of (4.18) from A0(S, σ) to
a completely positive and unital semigroup on A(S, σ).
Proposition 4.13 Let ψ : S −→ R be a negative quadratic form. Then
the kernel (4.19) is negative-definite if and only if
σ(Zf, g) + σ(f, Zg) ≤ −2ψ(f)− 2ψ(g) (4.20)
for all f, g ∈ domZ.
Proof. First observe that ψ(−f) = ψ(f). Define the bilinear form B :
S × S −→ R by B(f, g) = ψ(f) + ψ(g) − ψ(f − g), i. e. the polarization
of ψ up to a factor 12 . Then the kernel ϕ in (4.19) can be written as
ϕ(f, g) = − i
2
σ(Zf, g)− i
2
σ(f, Zg)− [ψ(f) + ψ(g)−B(f, g)],
where f, g ∈ domZ. Let f1, . . . , fn ∈ domZ, z1, . . . , zn ∈ C and write
zi = ai + ibi, i = 1, . . . , n, and moreover assume that
∑
zi = 0, i. e.∑
ai =
∑
bi = 0. Then
n∑
i,j=1
ziz¯jϕ(fi, fj)
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=
n∑
i,j=1
(aiaj + bibj − iaibj + ibiaj)·
·
(
− i
2
σ(Zfi, fj)− i2σ(fi, Zfj)− ψ(fi)− ψ(fj) +B(fi, fj)
)
.
(4.21)
Let us consider the terms on the right hand side of this expression indi-
vidually. We have
n∑
i,j=1
aiajσ(Zfi, fj) = σ
(
Z
n∑
i=1
aifi,
n∑
j=1
ajfj
)
= σ(Zf, f),
where we define f =
∑
aifi, g =
∑
bifi. We have by antisymmetry
σ(Zf, f) + σ(f, Zf) = 0,
which implies
n∑
i,j=1
(aiaj + bibj)(σ(Zfi, fj) + σ(fi, Zfj)) = 0.
Moreover,
n∑
i,j=1
aiajψ(fj) =
( n∑
i=1
ai
) n∑
j=1
ajψ(fj) = 0,
similarly,
n∑
i,j=1
aibjψ(fj) =
n∑
i,j=1
bibjψ(fj) = 0.
Finally,
n∑
i,j=1
(aibj − biaj)B(fi, fj) = 0
by symmetry of B. When these and similar expressions are taken to-
gether (4.21) can be written as
n∑
i,j=1
ziz¯jϕ(fi, fj) =
i
2
n∑
i,j=1
aibj(iσ(fi, Zfj) + iσ(Zfi, fj))
− i
2
n∑
i,j=1
biaj(iσ(fi, Zfj) + iσ(Zfi, fj))
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+
n∑
i,j=1
(ajaj + bibj)B(fi, fj)
= − 12 (σ(f, Zg) + σ(Zf, g)) + 12 (σ(g, Zf) + σ(Zg, f))
+B(f, f) +B(g, g)
= σ(g, Zf) + σ(Zg, f) + 2ψ(f) + 2ψ(g)
≤ 0
in view of the assumption (4.20). Hence condition (4.19) of Theorem 4.10
holds. Conversely, suppose that ϕ is negative-definite. Choose n = 2 and
define a1 = −a2 = 1, b1 = −b2 = 1 as well as f = f1, g = g1 ∈ domZ, and
f2 = 0, g2 = 0. Then the previous calculation shows that (4.20) holds. 
We now study a simple example to which the preceding proposition ap-
plies.
Example 4.14 Let S = C2 ∼= R2 with symplectic form σ(f, g) = Im f¯g =
(2i)−1(f¯g − fg¯), f, g ∈ S. Then the Weyl relations (A.5) read
W (f)W (g) = e−(f¯g−fg¯)/4W (f + g).
Define the quadratic form
ψ(f) = −θ|f |2, θ > 0, f ∈ S,
and the semigroup
St(f) = e−γt/2f, γ > 0, t ≥ 0,
hence Zf = − 12γf . Then
Γt(f) = exp
(
−θ
∫ t
0
eγr|f |2 dr
)
= exp
( θ
γ
(e−γt − 1)|f |2
)
.
Then
σ(Zf, g) + σ(f, Zg) = −γσ(f, g) = −γ Im f¯g
≤ γ|fg| ≤ 12γ(|f |2 + |g|2)
=
γ
2θ
(−ψ(f)− ψ(g)).
Hence we see that condition (4.20) is satisfied if γ ≤ 4θ.
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4.4. Extension to Representations of the
CCR Algebra
Let us fix a symplectic space (S, σ) with a nondegenerate symplectic form σ
and consider the CCR algebra A(S) = A(S, σ). We will give sufficient
conditions for a semigroup {τt}t≥0 of the form (4.12) with a symplectic
group {St}t∈R to be ω-covariant—see Definition B.6—for a state ω ∈
S (A(S)), i. e. we wil construct a quantum dynamical semigroup {Tt}t≥0
on the von Neumann algebra M = piω(A(S))′′ satisfying
Tt(piω(W (f))) = piω(τt(W (f))), f ∈ S, t ≥ 0,
i. e. (B.9). Hence our goal is to “extend” a quasifree dynamical semigroup
on the CCR algebra A(S) to the von Neumann algebra corresponding to a
representation of A(S). To achieve this “extension” we shall use the tools
developed in Appendix B as well as results from Appendices C and D.
4.4.1. The Extension Theorem
Consider a group of symplectic linear maps {St}t∈R. By Proposition A.10
it induces a group of *-automorphisms {αt}t∈R on A(S) such that
αt(W (f)) = W (St(f)), f ∈ S, t ∈ R.
Let ω ∈ S (A(S)) be a state on A(S), let (piω,Hω, ξω) be the corresponding
GNS-triplet, and denote the corresponding von Neumann algebra by
M = piω(A(S))′′.
As an abbreviation write
Wω(f) = piω(W (f)), f ∈ S,
and recall that the Wω(f) also satisfy (A.5) (see Theorem A.5). Moreover,
fix a {Sˆt}t∈R-perturbed convolution semigroup {µt}t≥0 ⊆ M+1 (Sˆ). The
conditions E 1–E 6 listed below will be shown to be sufficient for the semi-
group {τt}t≥0 on A(S) given by (4.12) in Theorem 4.8 to be ω-covariant.
Moreover, in this case the corresponding semigroup {Tt}t≥0 given by (B.9)
on M consists of completely positive unital operators. The conditions read
as follows:
E 1 The map f 7→ (Fµt)(f) is σ(S,S) continuous.
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E 2 The map t 7→ µt ∈Mb(Sˆ) is vaguely continuous.
E 3 The map f 7→ Wω(f) is measurable when S is endowed with σ(US)
and M with the Borel σ-algebra of the weak operator topology.
E 4 The group {αt}t∈R is ω-covariant, i. e. there exists a group of *-auto-
morphisms {βt}t∈R ⊆ AutM such that
piω(αt(W (f))) = βt(Wω(f)), f ∈ S, t ∈ R. (4.22)
E 5 The map t 7→ piω(αt(W (f))) = Wω(St(f)) is continuous in the weak
operator topology (i. e. {αt}t∈R is ω-continuous).
E 6 The Hilbert space Hω is separable.
Proposition 4.15 Suppose that ω, {µt}t≥0, and {St}t∈R satisfy condi-
tions E 1–E 6. Then the semigroup {τt}t≥0 constructed in Theorem 4.8
with the property (4.12) is ω-covariant. The corresponding semigroup
{Tt}t≥0 on M uniquely defined by (B.9) is ultraweakly contiunous, com-
pletely positive and unital. Moreover, {Tt}t≥0 is the unique ultraweakly
continuous semigroup on M satisfying
Tt(Wω(f)) = (Fµt)(f)Wω(St(f)), f ∈ S, t ≥ 0. (4.23)
Proof. Endow S with the σ(S,S) topology. Since for each t ≥ 0 the map
f 7→ (Fµt) is positive-definite and continuous when restricted to finite-
dimensional subspaces of S there exists by Theorem D.1 a positive nor-
malized cylindrical measure νt on US such that
(Fµt)(f) =
∫
S
eiσ(f,g) dνt(g), f ∈ S, t ≥ 0. (4.24)
By Proposition C.6 the σ(S,S) topology on S is nuclear, hence it coincides
with the Sazonov topology. Thus by Theorem D.2 and assumption E 1
each νt is σ-additive and extends to a measure on σ(US). Thus we can
define on M the operators Vt by an integral with respect to νt over a
noncylindrical function:
Vt(x) =
∫
S
Wω(g)xWω(g)∗ dνt(g), x ∈M, t ≥ 0.
This is well-defined since the integrand is weakly measurable by E 3.
The Vt are completely positive, unital and normal. Using E 6 normal-
ity can be shown in the same way as the weak*–weak* continuity of Rλ
in the proof of Lemma B.2. By (A.5) it is easy to see that we have
Vt(Wω(f)) = (Fµt)(f)Wω(f), f ∈ S, t ≥ 0.
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Using E 4 we define on M the operators Tt by
Tt(x) = (βt ◦ Vt)(x), x ∈M, t ≥ 0.
Clearly, the Tt are normal, completely positive, and unital. Using (4.4)
and the properties of Fourier transform one can show that {Tt}t≥0 satisfies
the semigroup property Ts◦Tt = Ts+t for s, t ≥ 0, and T0 = 1, by checking
it on Weyl operators. By construction the Tt satisfy (4.23), and in par-
ticular Tt(Wω(f)) = piω(τt(W (f))). By a density argument this relation
implies (B.9). It remains to prove the ultraweak continuity of {Tt}t≥0. De-
fine B = lin{Wω(f) : f ∈ S}. By (A.5) it follows that B is a ultraweakly
dense *-subalgebra of M and 1 ∈ B. Since t 7→ (Fµt)(f) is continuous
by E 2 and t 7→ Wω(St(f)) is ultraweakly continuous by E 5 it follows
that t 7→ Tt(Wω(f)) = (Fµt)(f)Wω(St(f)) is ultraweakly continuous for
each f ∈ S. This property extends to finite linear combinations of Weyl
operators, hence the map t 7→ Tt(x), x ∈ B, is ultraweakly continuous.
Using E 6 the conclusion now follows from Corollary B.5. 
We make some remarks about the validity of conditions E 1–E 6.
1. A natural embedding S ↪→ Sˆ is given by the identification of g ∈ S
with the character χg ∈ Sˆ defined by χg(f) = eiσ(f,g). If suppµt ⊆ S for
all t ≥ 0 condition E 1 becomes redundant because we have by definition
of the Fourier transform
(Fµt)(f) =
∫
S
eiσ(f,g) dµt(g), f ∈ S, t ≥ 0,
which replaces (4.24) in the proof of the proposition.
2. Assume that S is a complex separable Hilbert space with inner prod-
uct 〈·, ·〉, considered as a symplectic space by defining σ(f, g) = Im〈f, g〉,
f, g ∈ S. Then it can be shown that σ(US) is the Borel σ-algebra of the
norm topology of S, therefore E 3 can be rephrased by requiring norm-to-
weak operator measurability.
3. If there exist unitaries ut ∈ L(Hω) such that piω(αt(x)) = utpiω(x)u∗t
for all t ≥ 0 and x ∈ A(S) condition E 4 is satisfied. See [52] for a
number of sufficient conditions for the existence of such ut. In particular,
this is the case if ω ◦ αt = ω for all t ∈ R. Moreover, if there exists a
cyclic and separating vector for M inHω, it follows from Tomita–Takesaki
theory (see Corollary 2.5.32. of [6]) that {αt}t∈R ⊆ AutA is unitarily
implementable if and only if it is ω-covariant.
The following example shows that the conditions E 1–E 6 are satisfied
in situations of physical interest.
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Example 4.16 We consider the temperature representation of a free Bose
gas. Let S = L2(Rd) and assume that H is the free Hamiltonian, i. e. the
unique self-adjoint extension of −∇2 to S. Let β > 0 and µ ∈ R such that
H ≥ (µ+ c)1 for some c > 0. If we put z = eβµ it can be shown that
ω(W (f)) = exp
(− 14 〈f, (1 + ze−βH)(1− ze−βH)−1f〉), f ∈ S,
defines a gauge invariant quasifree state on A(S). This state is the thermal
equilibrium state of a free Bose gas in the high temperature–low density
(noncondensed) regime. Let {St}t∈R be given by St(f) = eitHf , then
clearly St is symplectic. For details and proofs of the above facts we refer
to [7], see also Section 1.2.5. By Proposition 5.2.29. of [7] the following
properties hold: The map f 7→ Wω(f) is strongly continuous when S is
endowed with the norm topology, hence E 3 is satisfied. There exists a
strongly continuous unitary group {ut}t∈R on Hω, defined by
utxξω = αt(x)ξω, x ∈ A(S) (4.25)
such that piω(αt(x)) = utpiω(x)u∗t = βt(piω(x)), x ∈ A(S), thus E 4 and E 5
are satisfied. Finally, let S0 be a countable dense set in S. Then it is easy
to see that the set{ n∑
j=1
(aj + ibj)Wω(fj)ξω : aj , bj ∈ Q, fj ∈ S0, n ∈ N
}
⊆Hω
is countable and dense inHω, hence E 6 is satisfied. Summarizing, we have
shown that for a thermal equilibrium state of a noncondensed free Bose gas
all conditions depending on the representation, i. e. E 3–E 6, are satisfied.
Therefore it only remains to construct a {Sˆt}t∈R-perturbed convolution
semigroup satisfying conditions E 1 and E 2, see Section 4.2.2 and [49].
4.4.2. A Generalization of the Extension Theorem
We now show that if S can be densely embedded in a larger symplectic
space S¯, then, for certain states ω, the condition suppµt ⊆ S¯ for t ≥ 0
implies the conclusion of Proposition 4.15. Let T (S, σ) be the set of all
topologies τ on the symplectic space (S, σ) such that the maps S × S 3
(f, g) 7→ f + g and S× S 3 (f, g) 7→ σ(f, g) are (jointly) τ -continuous and
such that R 3 t 7→ tf is τ -continuous. For every τ ∈ T (S, σ) define
Fτ (S, σ) = {ω ∈ S (A(S, σ)) : f 7→ φω(f) is τ -continuous}; (4.26)
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remark that a characteristic function φω is τ -continuous on S if and only
if it is τ -continuous at 0, see [80]. Then it can be shown [80] that Fτ (S, σ)
is a folium and that every state in Fτ (S, σ) is regular.
Let (S¯, σ¯) be a symplectic space with a nondegenerate symplectic form σ¯
and equipped with some topology τ ∈ T (S¯, σ¯) such that the symplectic
space (S, σ) is τ -dense in S¯ and σ¯  S = σ. Note that because σ¯ is
nondegenerate and S ⊆ S¯ is dense we have the chain of inclusions S ⊆ S¯ ⊆
ˆ¯S ⊆ Sˆ. It has been shown in [80] that ω ∈ Fτ (S, σ) extends to a unique
state ω¯ ∈ Fτ (S¯, σ¯) and that the corresponding GNS-representations have
the property
piω¯  A(S) = piω, Hω¯ =Hω, and ξω¯ = ξω.
Wew now establish the generalization of Proposition 4.15.
Proposition 4.17 Let S¯ and ω be as above, and let {µt}t≥0 ⊆ M+1 (Sˆ)
be a {Sˆt}t∈R-perturbed convolution semigroup such that E 1 and E 4–E 6
are satisfied. Moreover, assume that S¯ 3 f 7→ Wω¯(f) is σ(Sˆ,S)–weak
operator measurable. If suppµt ⊆ S¯ for all t ≥ 0 then the conclusion of
Proposition 4.15 holds true.
Proof. Using the canonical inclusion S¯ ⊆ Sˆ and the assumption suppµt ⊆
S¯ we can write as in remark 1.
(Fµt)(f) =
∫
Sˆ
χ(f) dµt(χ) =
∫
S¯
eiσ¯(f,g) dµt(g), f ∈ S t ≥ 0.
Defining
Vt(x) =
∫
S¯
Wω¯(g)xWω¯(g)∗ dµt(g), x ∈M, t ≥ 0,
we see that Vt(Wω(f)) = (Fµt)(f)Wω(f) for all f ∈ S, t ≥ 0, and Vt(M) ⊆
M, where M = piω(A(S))′′. We now proceed as in the proof of Proposi-
tion 4.15. 
The preceding proposition can be applied to the following situations:
Let the symplectic space S in the problem at hand be the Schwartz
space S (Rd) or the test function space D(Rd), and take S¯ = L2(Rd)
with symplectic form σ¯(f, g) = Im〈f, g〉, the imaginary part of the L2-
inner product, and let σ be the restriction of σ¯ to S. Then the norm
topology on L2(Rd) is in T (S¯, σ¯).
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4.5. Generators
In Section 4.2.2 we constructed Dirac, Gaussian, and Poisson {Sˆt}t∈R-per-
turbed convolution semigroups which, by Theorem 4.8, induce semigroups
on the CCR algebra. In this section we will give, for each case, conditions
for them to be ω-covariant given a state state ω on the CCR algebra A(S)
and calculate the generators of their extensions to the von Neumann al-
gebra associated with the representation piω of the CCR algebra.
Throughout this section let us fix the following assumptions and nota-
tion. Let (S, σ) be a symplectic space with a nondegenerate symplectic
form σ and let {St}t∈R be a group of symplectic linear maps. To assure
the σ(S,S) continuity of functions the form
S 3 f 7→
∫ t
0
F (Sr(f)) dr,
where F : S −→ R is a σ(S,S) continuous function, we assume that
the σ(S,S) topology satisfies the first axiom of countability in order to
characterize continuity by sequential convergence and make the dominated
convergence theorem applicable. This assumption is satisfied, for example,
if S is a complex separable pre-Hilbert space (e. g. Schwartz space S (Rd))
considered as a symplectic space in the canonical way. Moreover, we
shall assume throughout the rest of this chapter that {St}t∈R is weakly
measurable, i. e. that the maps
R 3 t 7→ σ(St(f), g)
are measurable for all f, g ∈ S.
We start with a general lemma. The set of all infinitely differentiable
functions on the interval ]0,∞[ having compact support is denoted by
C∞c (]0,∞[).
Lemma 4.18 Suppose {µt}t≥0 is a {Sˆt}t∈R-perturbed convolution semi-
group satisfying E 1–E 6 for a state ω and let {Tt}t≥0 be the semigroup
given by Proposition 4.15. Let δ be the generator of the automorphism
group {βt}t∈R ⊆ AutM defined in (4.22) and let Z be the generator of
{Tt}t≥0. Define
B = lin{Wω(f) : f ∈ S} (4.27)
and
C =
{∫ ∞
0
ζ(t)Tt(x) dt : x ∈ B, ζ ∈ C∞c (]0,∞[)
}
. (4.28)
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Then C is ultraweakly dense in M, C ⊆ domZ, C ⊆ dom δ, and C is a
core for both Z and δ.
Proof. Let C◦ = {ϕ ∈M∗ : 〈x, ϕ〉 = 0∀x ∈ C} be the polar of C. Let ϕ ∈
C◦, then 0 =
∫∞
0
ζ(t)〈Tt(x), ϕ〉dt for all x ∈ B and ζ ∈ C∞c (]0,∞[), thus
the continuous function t 7→ 〈Tt(x), ϕ〉 vanishes on ]0,∞[, hence 〈x, ϕ〉 = 0
for all x ∈ B, hence ϕ = 0 and we have C◦ = {0}. Now the bipolar
theorem implies M = C◦◦ = C. Let xζ =
∫∞
0
ζ(t)Tt(x) dt ∈ C, then
1
s
(Ts(xζ)− xζ) = 1
s
∫ ∞
0
ζ(t)[Ts(Tt(x))− Tt(x)] dt,
and since Tt(x) ∈ domZ if t > 0 we obtain by the dominated convergence
theorem upon letting s ↓ 0 that
Zxζ =
∫ ∞
0
ζ(t)
d
dt
Tt(x) dt =
∫ ∞
0
ζ(t)Z(Tt(x)) dt, x ∈ B, (4.29)
thus C ⊆ domZ. Clearly Tt(C) ⊆ C, therefore C is a core for Z. Similarly,
if xζ =
∫∞
0
ζ(t)Tt(Wω(f)) dt =
∫∞
0
ζ(t)Γt(f)βt(Wω(f)) dt for f ∈ S and
ζ ∈ C∞c (]0,∞[), then as before
1
s
(βs(xζ)− xζ) = 1
s
∫ ∞
0
ζ(t)Γt(f)[βs(βt(Wω(f)))− βt(Wω(f))] dt.
Since βt(Wω(f)) ∈ dom δ if t > 0 we get by letting s ↓ 0
δ(xζ) =
∫ ∞
0
ζ(t)Γt(f)δ(βt(Wω(f))) dt
=
∫ ∞
0
ζ(t)δ(Tt(Wω(f))) dt. (4.30)
We conclude that C ⊆ dom δ, and since βt(Wω(f)) = Wω(St(f)) we also
see that βt(C) ⊆ C, thus C is a core for δ. 
4.5.1. The Gaussian Case
Let Q : S −→ R be a nonnegative quadratic form. We assume throughout
that R+ 3 t 7→ Q(St(f)) is measurable and locally integrable. Define the
quadratic formsQt by (4.8) and there exists a unique measure µt ∈M+1 (Sˆ)
such that
(Fµt)(f) = Γt(f) = e−Qt(f), f ∈ S, t ≥ 0. (4.31)
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It was shown in Proposition 4.6 that {µt}t∈R is a {Sˆt}t∈R-perturbed con-
volution semigroup. We say that {µt}t≥0 and as well as the corresponding
semigroup {τt}t≥0 on A(S) constructed in Theorem 4.8 are of Gaussian
type.
If f 7→ Q(f) is τn(S, σ(S,S)) = σ(S,S) continuous then f 7→ Qt(f) is
σ(S,S) continuous as well because St is symplectic, thus in this case E 1
is satisfied, and E 2 is clearly satisfied as well.
If t 7→Wω(tf) is strongly continuous for all f ∈ S the state ω is regular
and we can introduce the field operators Φω(f), f ∈ S, of the Weyl system
{Wω(f) : f ∈ S} as described in Appendix A. Recall that ξω ∈ dom Φω(f)
for all f ∈ S if and only if t 7→ ω(W (tf)) is twice differentiable for all f ∈ S.
(In particular, this condition is satisfied for all quasifree states.)
Lemma 4.19 Assume that ξω ∈ dom Φω(f) for all f ∈ S. Moreover, as-
sume that conditions E 1–E 6 are satisfied for a semigroup {τt}t≥0 on A(S)
of the form (4.12). Then it follows that
D := lin{Wω(g)ξω : g ∈ S} ⊆ dom Φω(f) for all f ∈ S (4.32)
and[
Φω(g1),
[
Φω(g2),
∫ ∞
0
ζ(t)Tt(Wω(f)) dt
]]
ξ
=
∫ ∞
0
σ(g1, St(f))σ(g2, St(f))ζ(t)Tt(Wω(f))ξ dt (4.33)
for all g1, g2, f ∈ S, ξ ∈ D, and all
∫∞
0
ζ(t)Tt(Wω(f)) dt ∈ C, where
ζ ∈ C∞c (]0,∞[). The double commutator in (4.33) is well-defined.
Proof. By Proposition A.14 it follows that for all f, g ∈ S and for all ξ ∈ D
we have the commutation relation
[Φω(f),Wω(g)]ξ = −σ(f, g)Wω(g)ξ. (4.34)
Moreover, Tt(Wω(f))ξ ∈ dom Φω(g), and by E 4 the map t 7→ Tt(Wω(f))
is ultraweakly and hence weak operator continuous, hence the integrals∫ ∞
0
ζ(t)Tt(Wω(f))ξ dt,
∫ ∞
0
ζ(t)Φω(g)Tt(Wω(f))ξ dt
exist in Hω as weak* integrals. If η ∈ dom Φω(g) then〈
Φω(g)η,
∫ ∞
0
ζ(t)Tt(Wω(f))ξ dt
〉
=
∫ ∞
0
ζ(t)〈Φω(g)η, Tt(Wω(f))ξ〉dt
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=
〈
η,
∫ ∞
0
ζ(t)Φω(g)Tt(Wω(f))ξ dt
〉
,
and we see that
∫∞
0
ζ(t)Tt(Wω(f))ξ dt ∈ dom Φ∗ω(g) = dom Φω(g). In the
same way we can show that
∫∞
0
ζ(t)Φω(g1)Tt(Wω(f))ξ dt ∈ dom Φω(g2),
i. e.
∫∞
0
ζ(t)Tt(Wω(t))ξ dt ∈ dom(Φω(g2)Φω(g1)) for all f, g1, g2 ∈ S and
ξ ∈ D. By a similar procedure we obtain also ∫∞
0
Tt(Wω(f))Φω(g1)ξ dt ∈
dom Φω(g2) for all f, g1, g2 ∈ S and ξ ∈ D. Using these results we see upon
expanding the double commutator on the left hand side of (4.33) that it
is well-defined, and by applying (4.34) to the left hand side of (4.33) we
obtain the desired result. 
In what follows we will write the bounded operator on Hω defined by
D 3 ξ 7→ [Φω(f), x]ξ = Φω(f)xξ − xΦω(f)ξ, (4.35)
where x ∈ C, formally as a commutator [Φω(f), x].
Proposition 4.20 Let {µt}t≥0 be a Gaussian {Sˆt}t∈R-perturbed convo-
lution semigroup defined by (4.31) with a quadratic form Q : S −→ R+
such that f 7→ Q(f) is τn(S, σ(S,S)) continuous. Assume that ω is reg-
ular and ξω ∈ dom Φω(f) for all f ∈ S, and that E 3–E 6 are satisfied.
Then the corresponding semigroup {τt}t≥0 on A(S) given by Theorem 4.8
is ω-covariant and the generator Z of the quantum dynamical semigroup
{Tt}t≥0 on M induced by the covariance condition (B.9) is given by
Zx = δ(x)−
∞∑
k=1
λk[Φω(fk), [Φω(gk), x]], x ∈ C, (4.36)
where {fk}k∈N, {gk}k∈N are σ(S,S) equicontinuous sequences in S and the
sequence {λk}k∈N ⊆ R satisfies
∞∑
k=1
|λk| <∞.
Proof. First we notice that E 1–E 6 are satisfied and the semigroup {Tt}t≥0
given by (4.23) exists and is ultraweakly continuous. By polarization the
bilinear form B : S × S −→ R corresponding to Q via Q(f) = B(f, f)
is jointly σ(S,S) continuous. The nuclear kernel theorem [25] and the
nuclearity of σ(S,S), see Proposition C.6, imply the existence of equicon-
tinuous sequences {fk}k∈N, {gk}k∈N ⊆ S′ = S (in particular, the sequences
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are contained in a compact set by the Alaoglu–Bourbaki theorem) and an
absolutely summable sequence {λk}k∈N ⊆ R such that
B(f, g) =
∞∑
k=1
λkσ(f, fk)σ(g, gk), f, g ∈ S. (4.37)
Now observe that t 7→ Γt(f) is differentiable almost everywhere by the
Lebesgue fundamental theorem of calculus. Let
xζ =
∫ ∞
0
ζ(t)Tt(Wω(f)) dt ∈ C
where f ∈ S, then from (4.29) and (4.30) we have
Zxζ =
∫ ∞
0
ζ(t)
d
dt
[
Γt(f)βt(Wω(f))
]
dt
=
∫ ∞
0
ζ(t)Γt(f)
[
δ(βt(Wω(f)))−Q(St(f))Wω(St(f))
]
dt
= δ(xζ)−
∞∑
k=1
λk
∫ ∞
0
ζ(t)σ(St(f), fk)σ(St(f), gk)Tt(Wω(f)) dt
= δ(xζ)−
∞∑
k=1
λk[Φω(fk), [Φω(gk), xζ ]],
where we have used Lemma 4.19, the expansion of the bilinear form (4.37),
and the dominated convergence theorem for series together with the weak
measurability of {St}t∈R and local integrability of t 7→ Qt(f). We conclude
that (4.36) holds for all x ∈ C. 
The result of the preceding proposition can be sharpened if S carries a
complex structure, i. e. there exists a complex pre-Hilbert space H with
inner product 〈·, ·〉 such that the real vector space S equals H and σ(f, g) =
Im〈f, g〉 for all f, g ∈ S. Let J : S −→ S be given by Jf = if , f ∈ S.
The completion of H is denoted by H˜. The nuclear topology τn(H, ‖·‖)
is induced by the seminorms q(x) = ‖ρx‖, where ρ is a Hilbert–Schmidt
operator on H˜. In the following corollary we use the characterization of a
nuclear operator given in Theorem C.1.
Corollary 4.21 Let all assumptions be as in Proposition 4.20 except that
we now assume that S carries a complex structure and that Q(f) = 〈f,Af〉
where A is a nuclear positive C-linear operator on H. Then {τt}t≥0 is ω-
covariant and the generator Z of the corresponding quantum dynamical
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semigroup {Tt}t≥0 is given by
Zx = δ(x)−
∞∑
k=1
λk[Φω(ek), [Φω(ek), x]], x ∈ C, (4.38)
where {ek}k∈N ⊆ H is a norm bounded sequence and {λk}k∈N ⊆ R+ is a
sequence such that
∞∑
k=1
λk <∞.
Proof. Since A is nuclear and positive it is easy to show that the map
f 7→ Q(f) = 〈f,Af〉 is τn(S, σ(S,S)) continuous, thus E 1–E 6 are satisfied.
From Proposition C.2 it follows that A has an extension A˜ to H˜ such
that A˜ is nuclear and positive. Now there exists an orthonormal basis
{e′k}k∈N ⊆ H˜ and a summable sequence {λ′k}k∈N with λ′k ≥ 0 such that
A˜f =
∞∑
k=1
λ′k〈e′k, f〉e′k.
Since A is nuclear on H it is compact (Proposition C.2). Now let f ∈ H˜,
then there exists a sequence {fn}n∈N such that fn → f in norm, and by
compactness (after passing to a subsequence) we can assume that Afn →
y ∈ H. But then A˜f = y and we conclude A˜(H˜) ⊆ H, in particular
A˜e′k = λ
′
ke
′
k ∈ H, i. e. e′k ∈ H, k ∈ N. For the quadratic form we obtain
Q(f) =
∞∑
k=1
λ′k|〈e′k, f〉|2 =
∞∑
k=1
λ′k|σ(e′k, Jf) + iσ(e′k, f)|2
=
∞∑
k=1
λ′kσ(Je
′
k, f)
2 +
∞∑
k=1
λ′kσ(e
′
k, f)
2 =
∞∑
k=1
λkσ(ek, f)2, f ∈ S,
(4.39)
with λ2k = λ2k−1 = λ′k, and e2k = e
′
k, e2k−1 = Je
′
k, k ∈ N. Thus the
quadratic form has been diagonalized in the symplectic basis {ek}k∈N.
The rest of the proof proceeds as in Proposition 4.20. 
It is worth noting that in [131] generators of Gaussian semigroups on
representations of A(S) were studied, but in a different setting and under
somewhat more restrictive assumptions. Note also that the proofs in that
paper contain some gaps [132], one of which is filled by our Corollary B.5.
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4.5.2. The Poisson Case
Let ν ∈ M+b (Sˆ) and suppose that t 7→ (Fν)(St(f)) is measurable and
locally integrable for all f ∈ S. It was shown in Proposition 4.5 that
{µt}t≥0 satisfying (4.7) is a {Sˆt}t∈R-perturbed convolution semigroup. In
this case we say that {µt}t≥0 and the corresponding semigroup {τt}t≥0
on A(S) given by Theorem 4.8 are of Poisson type.
From the above definitions we have
(Fνt)(f) =
∫ t
0
∫
Sˆ
χ(f) d[(Sˆr)∗ν](χ)dr =
∫ t
0
(Fν)(Sr(f)) dr, (4.40)
and recall (4.7),
(Fµt)(f) = e−t‖ν‖ exp
(
(Fνt)(f)
)
, f ∈ S, t ≥ 0. (4.41)
We see that if f 7→ (Fν)(f) is σ(S,S) continuous then condition E 1
is satisfied because St is symplectic; moreover, E 2 is satisfied as well.
Now it follows from Theorem D.2 that there exists a bounded measure ν0
on σ(US) such that
(Fν)(f) =
∫
S
eiσ(f,g) dν0(g), f ∈ S. (4.42)
Then we can formulate the following result.
Proposition 4.22 Let {µt}t≥0 be a Poisson {Sˆt}t∈R-perturbed convolu-
tion semigroup as above and assume that f 7→ (Fν)(f) is τn(S, σ(S,S))
continuous. Moreover, assume that E 3–E 6 are satisfied for some state ω
on A(S). Then the semigroup {τt}t≥0 on A(S) given by Theorem 4.8 is
ω-covariant and the generator Z of the corresponding quantum dynami-
cal semigroup {Tt}t≥0 on M induced by the covariance condition (B.9) is
given by
Zx = δ(x) + LP(x), x ∈ C, (4.43)
where
LP(x) =
∫
S
[
Wω(g)xWω(g)∗ − x
]
dν0(g), x ∈M, (4.44)
and LP is a bounded normal operator.
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Proof. By the preceding remarks E 1–E 6 are satisfied. For f ∈ S and
ζ ∈ C∞c (]0,∞[) let xζ =
∫∞
0
ζ(t)Tt(Wω(f)) dt ∈ C. From (4.29) and (4.30)
we have, as in the proof of Proposition 4.20,
Zxζ =
∫ ∞
0
ζ(t)
d
dt
[
Γt(f)βt(Wω(f))
]
dt
= δ(xζ) +
∫ ∞
0
ζ(t)Γt(f)
[
(Fν)(St(f))− ‖ν‖
]
Wω(St(f)) dt
= δ(xζ) +
∫ ∞
0
∫
S
ζ(t)Γt(f)
[
eiσ(St(f),g) − 1]Wω(St(f)) dν0(g)dt
= δ(xζ) +
∫
S
∫ ∞
0
ζ(t)Γt(f)
[
Wω(g)Wω(St(f))Wω(g)∗
−Wω(St(f))
]
dtdν0(g)
= δ(xζ) +
∫
S
[
Wω(g)xζWω(g)∗ − xζ
]
dν0(g),
where we have used (4.40) and (4.41), the Weyl relations, and Fubini’s
theorem. We conclude that (4.43) holds for all x ∈ C. 
4.5.3. The Dirac Case
Let ψ ∈ S∗ be a linear functional on S such that t 7→ ψ(St(f)) is measur-
able and locally integrable for all f ∈ S. Define ψt(f) =
∫ t
0
ψ(Sr(f)) dr
and the character χt ∈ Sˆ by χt(f) = eiψt(f). Then by Proposition 4.23
{µt}t≥0, where µt = δχt , is a {Sˆt}t∈R-perturbed convolution semigroup.
We say that {µt}t≥0 and the corresponding semigroup {τt}t≥0 on A(S)
obtained by Theorem 4.8 are of Dirac type.
The map f 7→ (Fµt)(f) = χt(f) is σ(S,S) continuous if and only if
ψ ∈ S since St is symplectic, t ≥ 0; in this case E 1 and E 2 are satisfied.
Proposition 4.23 Let ψ be a linear functional of the form ψ(f) = σ(f, g)
where g ∈ S, and let {µt}t≥0 be the associated perturbed convolution semi-
group of Dirac type. Suppose that ω is a regular state on A(S) such that
ξω ∈ dom Φω(f) for all f ∈ S and such that E 3–E 6 are satisfied. Then
the corresponding semigroup {τt}t≥0 given by Theorem 4.8 is ω-covariant
and the generator Z of the quantum dynamical semigroup {Tt}t≥0 on M
induced by the covariance condition (B.9) is given by
Zx = δ(x) + i[Φω(g), x], x ∈ C. (4.45)
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Proof. We proceed as in the proof of Proposition 4.20. For f ∈ S and
ζ ∈ C∞c (]0,∞[) let xζ =
∫∞
0
ζ(t)Tt(Wω(f)) dt ∈ C, then
Zxζ =
∫ ∞
0
ζ(t)
d
dt
[
Γt(f)Wω(St(f))
]
dt
= δ(xζ) + i
∫ ∞
0
ζ(t)σ(St(f), g)Tt(Wω(f)) dt
= δ(xζ) + i
∫ ∞
0
ζ(t)[Φω(g), Tt(Wω(f))] dt
= δ(xζ) + i[Φω(g), xζ ],
where we have used (4.34). We conclude that (4.45) holds for all x ∈ C.
4.6. Normal Invariant States
In this section we discuss the existence of normal faithful invariant states
for the semigroups obtained by Proposition 4.15. The notation of the
previous section will be retained. We assume that the σ(S,S) topology
satisfies the first axiom of countability and is separable; again this is, for
example, the case if the symplectic space arises from a complex separable
pre-Hilbert space in the canonical way. Under this assumption the σ-
algebra σ(US) is nothing else as the Borel σ-algebra B(S, σ) of the σ(S,S)
topology.
The invariant state will be constructed from a measure µ ∈ M+1 (Sˆ)
which satisfies the condition
µ = µt ∗ (Sˆt)∗µ, t ≥ 0, (4.46)
and with is such that the map f 7→ (Fµ)(f) is σ(S,S) continuous. The
first result gives a condition for the uniqueness of such a measure.
Lemma 4.24 Let µ ∈M+1 (Sˆ) be a measure satisfying (4.46). Moreover,
assume that f 7→ (Fµ)(f) is σ(S,S) continuous and
lim
t→∞St(f) = 0
in the σ(S,S) topology for any f ∈ S. Then µ is uniquely determined and
we have
lim
t→∞µt = µ
in the weak topology (i. e. the σ(Mb(Sˆ),Cb(Sˆ))-topology).
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Proof. By the assumptions there is for any f ∈ S,
lim
t→∞(F(Sˆt)∗µ)(f) = limt→∞(Fµ)(St(f)) = 1,
and from (4.46) it follows that (Fµ)(f) = (Fµt)(f) · (Fµ)(St(f)). Letting
t → ∞ gives limt→∞(Fµt)(f) = (Fµ)(f) uniformly on compact sets of S
(i. e. pointwise), hence µt → µ weakly. 
Proposition 4.25 Assume that the functions {Fµt : t ≥ 0} are equicon-
tinuous at 0 for the σ(S,S) topology, i. e. for every  > 0 there exists a
0-neighborhood U of σ(S,S) such that |1− (Fµt)(f)| <  for all t ≥ 0 and
f ∈ U . Then there exists a measure µ ∈ M+1 (Sˆ) satisfying (4.46) such
that f 7→ (Fµ)(f) is σ(S,S) continuous.
Proof. By Theorem D.2 there exist positive normalized measures νt on
σ(US) = B(S, σ) such that
(Fµt)(f) =
∫
S
eiσ(f,g) dνt(g) = νˆt(f)
(cf. the proof of Proposition 4.15), where νˆt denotes the Fourier transform
of νt in Mb(S, σ(S,S)). From the condition
(Fµt+s)(f) = (Fµt)(f)(Fµs)(St(f))
it follows that
νt+s = νt ∗ (St)∗νs, s, t ≥ 0,
where the convolution is taken in Mb(S, σ(S,S)). From Corollary C.8 it
follows that the Sazonov topology on (S, σ(S,S)) agrees with σ(S,S), and
consequently the Sazonov on (S, τ(S,S)) is stronger than σ(S,S). Here
τ(S,S) denotes the Mackey topology. Hence it follows that {νˆt : t ≥
0} is also equicontinuous at 0 relative to τn(S, τ(S,S)) and so is co{νˆt :
t ≥ 0} = {νˆ : ν ∈ K0}, where K0 := co{νt : t ≥ 0}. Now it follows
from Theorem D.3 that K0 is relatively weakly compact, thus K = K¯0
is weakly compact and consists of probability measures. Define the maps
τt :Mb(S) −→Mb(S) by
ρ 7→ τt(ρ) = νt ∗ (St)∗ρ, t ≥ 0.
Then
τs ◦ τt(ρ) = νs ∗ (Ss)∗(νt ∗ (St)∗ρ)
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= νs ∗ (Ss)∗νt ∗ (Ss+t)∗ρ
= νs+t ∗ (Ss+t)∗ρ = τs+t(ρ), s, t ≥ 0,
so {τt}t≥0 is a semigroup of linear contractions on Mb(S, σ(S,S)). Since
τs(νt) = νs ∗ (Ss)∗νt = νs+t it follows that τt(K) ⊆ K for all t ≥ 0. We
now show that K 3 ρ 7→ τt(ρ) is weakly continuous. Since {νˆt : t ≥ 0} is
equicontinuous relative to σ(S,S) at 0 it follows that {νˆ : ν ∈ K} is so as
well, hence by Theorem D.4 the set K is uniformly tight. Thus if  > 0
there exists a compact set C ⊆ S such that ν(S\C) <  for any ν ∈ K. For
ζ ∈ Cb(S, σ(S,S)), a measure ρ ∈ K, and a net {νi}i∈I ⊆ K with νi → ν
weakly we have∫
S
ζ(f) d(ρ ∗ νi)(f) =
∫
S
∫
S
ζ(f + g) dνi(f)dρ(g) =
∫
S
ηi(g) dρ(g) (4.47)
with ηi(g) =
∫
S
ζ(f + g) dνi(f). Hence
|ηi(g1)− ηi(g2)| ≤ 2‖ζ‖∞ + sup
f∈C
|ζ(f + g1)− ζ(f + g2)|, (4.48)
for any i ∈ I where g1, g2 ∈ S. Now let C1 ⊆ S be any compact subset,
then C1 + C is compact and ζ is uniformly continuous on C1 + C. Thus
there exists a 0-neighborhood U in S such that whenever f, g ∈ C1 + C,
f − g ∈ U it follows that |ζ(f) − ζ(g)| < . In particular, if g1, g2 ∈ C1
and g1 − g2 ∈ U then |ζ(f + g1)− ζ(f + g2)| <  for f ∈ C, thus by (4.48)
|ηi(g1)− ηi(g2)| < (2‖ζ‖∞ + 1), (4.49)
for any i ∈ I, i. e. {ηi}i∈I is equicontinuous on any compact set C1 ⊆ S, and
since ηi(g)→ η(g) for all g ∈ S, where η(g) =
∫
S
ζ(f + g) dν(f), the same
is true for {ηi}i∈I ∪{η}. Now by equicontinuity the topology of pointwise
convergence and the compact open topology coincide on {ηi}i∈I ∪ {η},
hence ηi → η uniformly on compact subsets of S. Thus there is i0 ∈ I
such that i ≥ i0 implies |ηi(g)− η(g)| <  for all g ∈ C, hence from (4.47)∣∣∣∫
S
ζ(f) d(ρ ∗ νi)(f)−
∫
S
ζ(f) d(ρ ∗ ν)(f)
∣∣∣
≤ sup
g∈C
|ηi(g)− η(g)|+ 2‖ζ‖∞ρ(S\C)
< (1 + 2‖ζ‖∞)
if i ≥ i0. So K 3 ν 7→ ρ ∗ ν, ρ ∈ K, is weakly continuous and we conclude
that K 3 ρ 7→ τt(ρ) is so as well for any t ≥ 0. Now by the Markov–
Kakutani theorem there exists a measure ν ∈ K such that τt(ν) = ν
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for all t ≥ 0, and using Bochner’s theorem νˆ = Fµ defines a measure
µ ∈M+1 (Sˆ) with the required properties. 
The next theorem shows how a measure satisfying (4.46) can be used to
construct a normal faithful invariant state for the semigroups obtained
from Proposition 4.15.
Theorem 4.26 Suppose that the conditions of Proposition 4.15 are sat-
isfied. Assume the existence of a faithful normal invariant state ϕ for the
automorphism group {βt}t∈R of condition E 4 (see equation (4.22)) and
the existence of a measure µ satisfying (4.46) such that f 7→ (Fµ)(f) is
σ(S,S) continuous. Then there exists a faithful normal invariant state for
the semigroup {Tt}t≥0.
Proof. Under the assumptions of the theorem there exists a probability
measure ν on B(S, σ) such that
T (x) =
∫
S
Wω(g)xWω(g)∗ dν(g), x ∈M,
defines a normal positive unital map T such that
T (Wω(f)) = (Fµ)(f)Wω(f)
for all f ∈ S. This map is faithful since T (x∗x) = 0 implies
Wω(g)x∗xWω(g)∗ = 0 ν-almost everywhere,
i. e. x∗x = 0, hence ϕ ◦ T is a faithful normal state. Now we have
T ◦ Tt(Wω(f)) = (Fµt)(f) · (Fµ)(St(f)) ·Wω(St(f))
= F(µt ∗ (Sˆt)∗µ)(f) ·Wω(St(f))
= (Fµ)(f) · βt(Wω(f))
for all f ∈ S and t ≥ 0, from which follows that ϕ ◦ T (Tt(x)) = ϕ ◦ T (x)
for all x ∈M, i. e. ϕ ◦ T is Tt-invariant. 
4.7. Detailed Balance for Quasifree
Semigroups
4.7.1. General Condition
In the present section we shall give a sufficient criterion for a quasifree
semigroup {τt}t≥0 of positive unital and contractive maps on the CCR
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algebra A(S) over a symplectic space (S, σ) to satisfy detailed balance II
(Definition 2.21) with respect to some state ω ∈ S (A(S, σ)). Suppose
that {τt}t≥0 is given by
τt(W (f)) = Γt(f)W (St(f)), f ∈ S, t ≥ 0, (4.50)
where {St}t≥0 is a semigroup of linear maps on S. If detailed balance II
is satisfied with respect to a state ω ∈ S (A(S, σ)), and if the semigroup
{τβt }t≥0 is quasifree as well, i. e.
τβt (W (f)) = Γ
β
t (f)W (S
β
t (f)), f ∈ S, t ≥ 0, (4.51)
then the condition (2.34) for detailed balance II reads
e−iσ(f,St(g))/2Γt(f)φω(f + St(g))
= e−iσ(S
β
t (f),g)/2Γβt (f)φω(S
β
t (f) + g), (4.52)
for all f, g ∈ S and t ≥ 0. Here φω is the generating functional of the
state ω. Conversely, if there are two quasifree semigroups {τt}t≥0 and
{τβt }t≥0 satisfying (4.50) and (4.51), and if (4.52) holds, then {τt}t≥0
satisfies detailed balance II with respect to ω.
4.7.2. Example
In this section we give a simple mathematical example of a semigroup on
the CCR algebra which satisfies detailed balance II, hence it extends to
a dynamical semigroup on M (compare Proposition 2.27), and by The-
orem 3.6 it displays also decoherence. Let (S, σ) be a symplectic space
with a nondegenerate symplectic form σ. We consider a quasifree state ω
on A(S, σ) defined by s ∈ A , such that φω = ω(W (f)) = e−s(f,f)/4 (see
Section A.2.2 for an explanation of the notation). We shall write
Q(f) = s(f, f), f ∈ S, (4.53)
then Q is a positive quadratic form on ω. Fix λ > 0 and define the
semigroup {St}t≥0 by St(f) = e−λtf for any f ∈ S, and let Sβt = St = S+t ;
then their generator Z satisfies Zf = −λf . Moreover, we let
ψ(f) = −λ
2
Q(f), f ∈ S, (4.54)
and
Γt(f) = Γ
β
t (f) = exp
(∫ t
0
ψ(Sr(f)) dr
)
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= exp(− 14Q(f)(1− e−2λt)), f ∈ S, t ≥ 0. (4.55)
Then condition (4.52) becomes
exp(− 14Q(g)(1− e−2λt)) exp(− 14Q(f + e−λtg))
= exp(− 14Q(f)(1− e−2λt)) exp(− 14Q(e−λtf + g)),
or
(1− e−2λt)Q(g) +Q(f + e−λtg) = (1− e−2λt)Q(f) +Q(e−λtf + g)
for all f, g ∈ S. Substituting s(f, f) for Q(f) and multiplying out we see
that this condition is satisfied. Hence if {τt}t≥0 is defined by
τt(W (f)) = Γt(f)W (St(f)), f ∈ S, t ≥ 0
on A0(S, σ), and if it extends to a completely positive contractive semi-
group on A(S, σ), then the extension will satisfy detailed balance II and
τt = τ
β
t for all t ≥ 0. To prove that the extension exists we use Proposi-
tion 4.13. From (A.25) we have
|σ(f, g)| ≤
√
s(f, f)
√
s(g, g) ≤ 12s(f, f) + 12s(g, g)
for all f, g ∈ S, hence
σ(Zf, g) + σ(f, Zg) = −2λσ(f, g)
≤ λ(Q(f) +Q(g))
= −2ψ(f)− 2ψ(g),
and by Proposition 4.13 the semigroup {τt}t≥0 extends to a completely
positive contractive semigroup on A(S, σ), satisfying detailed balance with
respect to ω.
Now we introduce additional assumptions on the state ω : We assume ω
to be separating (for example a KMS state). Moreover, if (piω, ξω,Hω) is
its GNS representation we assume that Hω is separable. Next we assume
that the map
R+ 3 t 7→ piω(W (e−λtf)) (4.56)
is continuous with respect to the weak operator topology for any f ∈ S.
Then it follows that t 7→ piω(τt(W (f))) = Γt(f)piω(W (St(f))) is con-
tinuous for any f ∈ S, hence t 7→ (piω(τt(x))) is continuous for any
B = lin{piω(W (f)) : f ∈ S}. By detailed balance the state ω is invari-
ant under {τt}t≥0, hence we see that by the method of Theorem B.7 the
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semigroup {τt}t≥0 is ω-covariant. Hence there exists a semigroup {Tt}t≥0
of completely positive normal contractive maps on M = piω(A(S, σ)) such
that (B.9) holds, and since B ⊆M is a nondegenerate *-algebra such that
B′′ = M it follows from Corollary B.5 that t 7→ Tt(x) is ultraweakly con-
tinuous for any x ∈M ; hence {Tt}t≥0 is a quantum dynamical semigroup.
Let ωˆ be the extension of ω to a normal state on M, i. e. ωˆ(x) = 〈ξω, xξω〉
for x ∈ M. From Proposition 2.27 we see that {Tt}t≥0 also satisfies de-
tailed balance II with respect to ωˆ. Then by Theorem 3.6 the semigroup
{Tt}t≥0 displays decoherence, i. e. the splitting M = M1 ⊕M2 of Defini-
tion 3.1 exists. Moreover, there exists a normal conditional expectation E
onto M1. Our next task is to identify the algebra of effective observ-
ables M1.
Our first observation is that, since Tt = T
β
t , we have M1 = fix{Tt}t≥0
as a result of Proposition 2.33. Moreover, as a result of Theorem 3.6
resp. Theorem 2.3, or Corollary 1.27, there exists a normal conditional
expectation E onto M1 = fix{Tt}t≥0 such that ωˆ ◦ E = ωˆ, i. e. {Tt}t≥0
is mean ergodic. Now let x =
∑n
i=1 λiWω(fi) ∈ B, where piω(W (f)) =
Wω(f), then
lim
t→∞Tt(x) = limt→∞
n∑
i=1
λi exp(− 14Q(fi)(1− e−2λt))Wω(e−λtfi)
=
n∑
i=1
λie−Q(fi)/41 = ωˆ(x)1
for all x ∈ B. Then we have E(x) = ωˆ(x)1 for all x ∈ B by a similar
reasoning as in the proof of Proposition 2.36, hence E = ω(·)1. We
conclude that M1 = C1.
Thus we have shown that the construted semigroup displays decoherence
and is moreover ergodic, compare Section 3.2.3. Clearly, this example
is simple and of a purely mathematical nature. However, our method
employed has the advantage that (S, σ) as well as the quasifree state ω
are arbitrary, hence for suitable choices of S and s ∈ A the von Neumann
algebra M can be of arbitrary type, in particular of III.
Chapter 5.
Conclusion and Open Problems
5.1. Conclusion
There are two main aspects in this work: The first is the construction of
quasifree completely positive semigroups on the CCR algebra and their ex-
tension to quantum dynamical semigroups on representations of the CCR
algebra. The other aspect are some general theorems for the existence of
the decoherence effect in the algebraic formulation if the system obeys a
Markovian time evolution. Moreover, we attempted to explain the sig-
nificance of the algebraic approach in the discussion of decoherence and
its outstanding suitability for the discussion of foundational problems of
quantum physics.
To this end we start in Section 1.1 from the notions preparation and
measurement, from which the algebraic formulation of classical and quan-
tum can be deduced with quite strict logic. Although we have not given
complete arguments, we hope that the main ideas can be appreciated.
In Section 1.2 we briefly explain the idea of quantum probability in the
language of C*- and von Neumann algebras. It is shown in which way
quantum probability generalizes classical probability and how the alge-
braic formulation of physics can be understood in terms of quantum prob-
ability. Next it is explained how quantum and classical systems fit in this
framework, and to which mathematical properties the quantum peculiar-
ities are related. The following Section 1.3 introduces the description of
open systems and their dynamics in the algebraic formulation which is very
important in the present work. Section 1.4 introduces some mathematical
results concerning fixed points and invariant states of open systems dy-
namics. The results here are mostly well known, except Proposition 1.31
which, in its present form as well as its proof, seem to be new.
Chapter 2 introduces the main technical tools for the discussion of de-
coherence in the algebraic framework. Section 2.2 discusses the isometric-
sweeping splitting, the proof of Theorem 2.6 is new. Moreover, we give a
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version of the Jacobs–de Leeuw–Glicksberg splitting and discuss it in the
case of von Neumann algebras. Section 2.2.3 gives an illustrative example
for its application to decoherence. Next we discuss a notion of noncom-
mutative detailed balance with respect to a faithful normal state and in
Theorem 2.29 we characterize it in terms of the modular group with re-
spect to that state. Although some implications of Theorem 2.29 can be
concluded from the literature (see the remarks on page 74), it never seems
to have appeared in the present form before. Some sufficient conditions for
detailed balance are given. Moreover, using the isometric-sweeping split-
ting and Theorem 2.29 we generalize a result of W. Majewski concerning
the approach to equilibrium in the case of semigroup dynamics.
In Chapter 3 the concept of decoherence is introduced as a property
of the irreversible dynamics of an open system; following the work of
Ph. Blanchard and R. Olkiewicz a definition is given in terms of the al-
gebraic framework. We then apply our results obtained in Chapter 2 to
this definition and obtain a number of sufficient conditions for the ex-
istence of the decoherence effect in the case of semigroup dynamics in
Section 3.2.1. Here we exploit, in particular, the isometric sweeping and
Jacobs–de Leeuw–Glicksberg splitting. We conclude from Theorem 2.29
that detailed balance implies decoherence; this observation appears here
for the first time.
Chapter 4 concerns the second aspect of this work. Here we considered
quasifree completely positive dynamical semigroups on the CCR algebra
constructed by means of perturbed convolution semigroups. We discussed
under which conditions a perturbed convolution semigroup induces a semi-
group on the CCR algebra. Our most comprehensive result, which goes
even beyond the framework of perturbed convolution semigroups, is Theo-
rem 4.10, which is new and appears here for the first time. It characterizes
the extendability of a class of semigroups, defined on the linear hull of all
Weyl operators, to the CCR algebra. Proposition 4.13 shows how this
theorem is applied. Moreover, we provide in Section 4.3 a comprehensive
discussion of perturbed convolution semigroups on a symplectic space.
Next in Section 4.4, sufficient conditions (there labeled E 1–E 6) for the
extendability of a class of semigroups on the CCR algebra to quantum
dynamical semigroups on representations of the CCR algebra have been
given (Proposition 4.15). The class semigroups on the CCR algebra for to
which our extension method applies those induced by perturbed convolu-
tion semigroups such that {St}t∈R is a symplectic group. We heavily rely
on the material in Appendix B; the main results, Theorem B.4 and The-
orem B.7, are new and apply to general quantum dynamical semigroups.
Since nuclear and Sazonov topologies as well as cylindrical measures play
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an important role in the proof of the proof of Proposition 4.15, Appendix C
collects some results concerning nuclear and Sazonov topologies and their
connection, and Appendix D collects necessary results about cylindri-
cal measures. The necessity and physical significance of this extension
to quantum dynamical semigroups has been explained in Sections 1.2.4
and 1.3.2. For the quantum dynamical semigroups thus obtained (acting
on von Neumann algebras corresponding to the representations) we have
calculated the generators in Section 4.5 for the case Gaussian, Poisson,
and Dirac perturbed convolution semigroups. The existence of the ex-
tension, Proposition 4.15 and Theorem B.7 as well as the calculation of
the generators, will appear in [50]. Section 4.6 discusses the existence of
normal invariant states for the quantum dynamical semigroups obtained
by Proposition 4.15, a sufficient condition for the existence of such a state
is given in terms of the perturbed convolution semigroup. However, this
condition cannot be satisfied if the free evolution {St}t∈R is required to be
a symplectic group rather than a semigroup, so at present Theorem 4.26
is vacuous in the sense that does not apply to the semigroups we are able
to control at the moment. But we expect the methods of Section 4.6 to
become useful as soon as we achieve the extension of a more general class
of semigroups than by means of Proposition 4.15. Finally in Section 4.7.2
we provide a first simple mathematical example of a quantum dynamical
semigroup which shows decoherence.
5.2. Open Problems
Here we mention some open problems related to this work whose study
seems worthwhile.
Characterization of Detailed Balance
The importance of detailed balance II (Definition 2.21) for quantum dy-
namical semigroups in the discussion of decoherence has been shown in
Section 3.2.1. For this reason it would be interesting to have a characteri-
zation of detailed balance II for a quantum dynamical semigroup in terms
of its generator. Consider a uniformly continuous quantum dynamical
semigroup on a von Neumann algebra, then its generator is in Lindblad
form (2.29). What are necessary and sufficient conditions on the opera-
tors H and Aω for the semigroup to satisfy detailed balance II with respect
to a given faithful normal state? This question has been studied in [73, 36]
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but with a slightly different (more restrictive) notion of detailed balance
than Definition 2.21.
Generalization of Proposition 4.15
Proposition 4.15 gives sufficient conditions for a semigroup on the CCR
algebra, which is induced by a perturbed convolution semigroup, to be
covariant with respect to a state ω, i. e. to extend to a quantum dynam-
ical semigroup on the von Neumann algebra corresponding to GNS rep-
resentation of ω. A major restriction is that {St}t∈R is assumed to be a
symplectic group, and it would be important to remove it. This gener-
alization would include a number of interesting semigroups in our frame-
work, which should be of interest in quantum optics. A possible approach
is the following: Suppose that ω is a separating quasifree state on the
CCR algebra A(S, σ), and let {τt}t≥0 be induced by a {Sˆt}t≥0-perturbed
convolution semigroup {µt}t≥0. Then according to Theorem B.7 a semi-
group {τt}t≥0 is ω-covariant provided ω and ω ◦ τt are quasi-equivalent for
all t ≥ 0. If ω◦τt is quasifree as well, then one can use the characterization
of quasi-equivalence of quasifree states given in [130] to directly verify that
ω and ω ◦ τt are quasi-equivalent under appropriate conditions imposed
upon {Sˆt}t≥0 and {µt}t≥0.
A General Method to Construct Semigroups Satisfying
Detailed Balance II
At the beginning of Chapter 4 we have already commented about the
difficulty to construct quantum dynamical semigroups on von Neumann
algebras and the lack of examples. In this work we have established a
class of quantum dynamical semigroups on representations of the CCR
algebra. However, we may also ask if there is a general method to construct
quantum dynamical semigroups on an arbitrary von Neumann algebra
such that they automatically satisfy detailed balance II with respect to
a faithful normal state, for then they automatically display decoherence.
One might proceed as follows.
Suppose that M is a von Neumann algebra acting on H , and that
ξ0 ∈H is a normalized cyclic and separating vector for M. We define the
real subspace
Hr = Msaξ0 ⊆H , (5.1)
together with the inner product 〈ξ, η〉r = Re〈ξ, η〉, ξ, η ∈ H , the closed
real subspace Hr becomes a real Hilbert space. Moreover, we define the
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subset
P = M+ξ0. (5.2)
Then P ⊆ Hr is a cone, i. e. ξ, η ∈ P implies ξ + η ∈ P and λ ≥ 0 and
ξ ∈P implies λξ ∈P. Its dual cone is given by
P∨ = {ξ ∈H : 〈ξ, η〉 ≥ 0 ∀η ∈H } = M′+ξ0. (5.3)
Then we have the following result.
Lemma 5.1 Suppose that Tˆ is a linear operator on H such that Mξ0 ⊆
dom Tˆ , M′ξ0 ⊆ dom Tˆ ∗, and assume that Tˆ (M+ξ0) ⊆ P as well as
Tˆ (ξ0) = ξ0. Then there exists a normal positive linear unital map T :
M −→M such that T (x)ξ0 = Tˆ (xξ0) for all x ∈M.
The proof1 is similar to the proof of Theorem 2.29. Moreover, we can
establish the following.
Lemma 5.2 The cone P has the following properties:
1. P ∩ (−P) = {0}.
2. For every ξ ∈ Hr there exist ξ1, ξ2 ∈ P such that ξ = ξ1 − ξ2 and
ξ1 ⊥ ξ2.
3. The cone P is self-dual in Hr, i. e. P = P♦, where P♦ = {ξ ∈
Hr : 〈ξ, η〉r ≥ 0∀η ∈P} denotes its dual cone in Hr.
To construct dynamical semigroups onM satisfying detailed balance II one
might be able to proceed as follows: One starts with a strongly continuous
semigroup {Tˆt}t≥0 of (real) linear contractive operators on Hr such that
Tˆt(ξ0) = ξ0 and such that Tˆt(P) ⊆P for all t ≥ 0 (i. e. {Tˆt}t≥0 is positive
with respect to the order induced by P). Since Hr is a real Hilbert
space and P is a self-dual cone in Hr (in particular this entails that P
is a normal cone), there are some powerful Hille–Yosida type results for
positive semigroups on Hr available in the literature [125, 39, 115] which
allow the construction of positive semigroups on Hr. Now given such a
semigroup onHr the idea is to extend each Tˆt to a complex linear operator
on H such that the condition of Lemma 5.1 is satisfied; this will lead to
a positive semigroup {Tt}t≥0 on M. Imposing a further condition on the
operators Tˆt and using the methods in the proof of Theorem 2.29 we may
be able to construct semigroups {Tt}t≥0 in this way which satisfy detailed
balance II.
1Unpublished notes by the author.
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Physical Models
A physical model in which a subclass of the quasifree dynamical semi-
groups constructed in Chapter 4 arise is missing, see however [72] for some
results in this direction. More models with a clear physical interpretation
which display decoherence in our sense would be welcome. Moreover, a
generalization of the example in Section 4.7.2 to obtain a more general
{St}t≥0 would be desirable.
Appendix A.
The CCR Algebra
In this appendix we introduce the algebra of the canonical commutation
relations, in short CCR algebra. It is the C*-algebra used to describe
bosonic quantum systems (according to the spin-statistics theorem of rel-
ativistic quantum field theory). It has the fundamental property that
to every representation of the canonical representation relations (in Weyl
form) there corresponds a *-representation of the CCR algebra. It was
introduced in [101] and further studied in [120, 103] ; since then it has
generated a vast amount of literature. The style of our presentation fol-
lows mainly [101, 103].
A.1. Definition and Properties
A.1.1. Definition
We will introduce the CCR algebra for not necessarily nondegenerate sym-
plectic forms as in [103]. Let S be a symplectic group, i. e. an abelian group
whose operation is denoted by + and its neutral element by 0, endowed
with a map σ : S× S −→ R satisfying
σ(0, f) = 0, (A.1)
σ(f, g) = −σ(g, f), (A.2)
σ(f + g, h) = σ(f, h) + σ(g, h), (A.3)
for all f, g, h ∈ S. We allow σ to be degenerate; it will be called non-
degenerate provided σ(f, g) = 0 for all f ∈ S implies g = 0. In most
applications S will be a real vector space with addition playing the role of
the above group operation, endowed with a symplectic form σ, i. e. a map
satisfying (A.2) and (A.3), and additionally
σ(λf, g) = λσ(f, g) (A.4)
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for all f, g ∈ S and λ ∈ R. Then we call the pair (S, σ) a symplectic
space. Let W (f), f ∈ S, be abstract symbols, called Weyl operators, and
let A0(S, σ) be the set of all formal linear combinations of Weyl operators,
A0(S, σ) =
{ n∑
k=1
zkW (fk) : zk ∈ C, fk ∈ S, n ∈ N
}
.
Then the W (f) are linearly independent and form a basis of the real
vector space A0(S, σ). A product of two Weyl operators is defined by the
canonical commutation relations in Weyl form,
W (f)W (g) = e−iσ(f,g)/2W (f + g), f, g ∈ S, (A.5)
and an involution by
W (f)∗ = W (−f), f ∈ S, (A.6)
which may be extended by linearity and antilinearity, respectively, to
A0(S, σ). Then A0(S, σ) becomes a unital *-algebra with unit 1 = W (0).
To establish the existence of W (f) satisfying (A.5) and (A.6) define W (f)
as the function S −→ C with
S 3 g 7→W (f)g =
{
1 if f = g
0 if f 6= g . (A.7)
The completion A1(S, σ) of A0(S, σ) with respect to the norm∥∥∥ n∑
k=1
zkW (fk)
∥∥∥
1
:=
n∑
k=1
|zk|, fi 6= fj if i 6= j,
is a Banach *-algebra.
Now we introduce a C*-norm on A0(S, σ). Let R(S, σ) be the set of all
nondegenerate *-representations of the involutive Banach algebra A1(S, σ)
on a Hilbert space. We introduce
‖x‖ = sup{‖pi(x)‖ : pi ∈ R(S, σ)}, for all x ∈ A1(S, σ). (A.8)
Let us check that (A.8) is a C*-norm. If x =
∑n
i=1 λiW (fi) is some
element in A0(S, σ) and if pi ∈ R(S, σ), then
‖pi(x)‖ ≤
n∑
i=1
|λi| · ‖pi(W (fi))‖ = ‖x‖1, (A.9)
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thus ‖x‖ ≤ ‖x‖1 for all x ∈ A1(S, σ). If ‖x‖ = 0 then pi(x) = 0 for
all pi ∈ R(S, σ), hence x = 0. The triangle inequality for ‖·‖ is clear
as well as homogeneity, moreover, we have ‖pi(x∗)‖ = ‖pi(x)∗‖, hence
‖x∗‖ = ‖x‖. The C*-property follows similarly, ‖pi(x)∗pi(x)‖ = ‖pi(x)‖2
implies ‖x∗x‖ = ‖x‖2. Finally, we observe that ‖xy‖ ≤ ‖x‖·‖y‖. Thus we
have shown the following.
Proposition A.1 The completion A(S, σ) of A0(S, σ) with respect to the
norm (A.8) is a C*-algebra. This C*-algebra is minimal in the following
sense: Let ‖·‖0 is another C*-norm on A1(S, σ) then ‖x‖0 ≤ ‖x‖ for all
x ∈ A0(S, σ), i. e. A˜1(S, σ) ⊇ A(S, σ), where A˜1(S, σ) denotes the comple-
tion with respect to ‖·‖0.
Proof. It remains to show the last property. Let B be the completion
of A1(S, σ) with respect to ‖·‖0. It has a faithful *-representation pi onH ;
sinceB ⊇ A1(S, σ) it is also a *-representation of A1(S, σ). By faithfulness,
‖pi(x)‖ = ‖x‖0 for all x ∈ B, hence we get from definition (A.8) ‖x‖0 ≤
‖x‖ for all x ∈ A1(S, σ). 
Definition A.2 Let (S, σ) be a symplectic group. The C*-algebra A(S, σ)
constructed in Proposition A.1 is called the CCR algebra of (S, σ).
Lemma A.3 Suppose that (S, σ) is a symplectic vector space with σ non-
degenerate. Then we have ‖W (f)− 1‖ = 2 for all f ∈ S\{0}.
Proof. Clearly W (f) is unitary in A(S, σ), and from (A.5) it follows that
W (g)W (f)W (g)∗ = eiσ(f,g)W (f) for all f ∈ S, hence specW (f) is rotation
invariant and thus equal to the unit circle. Then
‖W (f)−W (0)‖ = r(W (f)−W (0))
= sup{|λ| : λ ∈ spec(W (f)−W (0))}
= 2,
where r denotes the spectral radius. 
A.1.2. Properties
The next lemma shows that the CCR algebra is simple provided σ is
nondegenerate, the proof we give is due to [101] with slight corrections.
Lemma A.4 Let (S, σ) be a symplectic group with σ be nondegenerate.
Then A(S, σ) is simple.
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Proof. Let pi be a nondegenerate *-representation of A(S, σ) on H , we
will show that pi is faithful. This implies simplicity since every closed left
ideal is of the form kerpi for some pi ∈ R(S, σ). Assume without loss
of generality that pi has a cyclic vector ξ0. Observe that pi(W (0)) is the
identity 1 in L(H ) since pi(W (0))pi(x)ξ0 = pi(x)ξ0 for any x ∈ A(S, σ).
Moreover, pi(W (f)) 6= 0 since
pi(W (f))pi(W (f))∗ = pi(W (0)) = 1.
Next we show that
∑n
i=1 λiW (fi) ∈ kerpi for λ1, . . . , λn implies that∑n
i=1 λiW (fi) = 0. We proceed by induction on n. If n = 1 the assertion
is clear since pi(W (f)) 6= 0. Assume that the assertion holds for n > 1
and let
∑n+1
i=1 λiW (fi) ∈ kerpi and assume that fi 6= fj if i 6= j. Then∑n+1
i=1 λipi(W (fi)) = 0, and if we multiply this equality by pi(W (fn+1))
∗
from the right we obtain
0 = λn+11 +
n∑
i=1
λieiσ(fi,fn+1)/2pi(W (fi − fn+1))
= λn+11 +
n∑
i=1
µipi(W (gi)),
where gi = fi − fn+1 and for µi = eiσ(fi,fn+1)/2λi = eiσ(gi,fn+1)/2λi, i =
1, . . . , n ; hence gi 6= gj if i 6= j and gi 6= 0 for i = 1, . . . , n. Multiplying
this equality by pi(W (f)) from the left and by pi(W (f)∗) from the right
we obtain
0 = λn+11 +
n∑
i=1
µipi(W (gi))
= λn+11 +
n∑
i=1
µie−iσ(f,gi)pi(W (gi)),
for any f ∈ S, and this leads to
0 =
n∑
i=1
µi(1− e−iσ(f,gi))pi(W (gi))
for any f ∈ S. By the inductive hypothesis,
0 =
n∑
i=1
µi(1− e−iσ(f,gi))W (gi)
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for any f ∈ S and since W (g1), . . . ,W (gn) are linearly independent it
follows that µi(1 − e−iσ(f,gi)) = 0 for any f ∈ S and i = 1, . . . , n. But
then µ1 = · · · = µn = 0 since σ is nondegenerate, consequently λ1 = · · · =
λn = 0, and we are done. Thus the restriction of pi to A0(S, σ) is faithful,
and we can also conclude that the extension to A(S, σ) is faithful. 
A Weyl system is a map w : S −→ U (H ) of S into the unitary group
on the Hilbert space H such that
w(f)w(g) = e−iσ(f,g)/2w(f + g) for all f, g ∈ S, (A.10)
and such that [{w(f)ξ : f ∈ S, ξ ∈H }] =H .
Theorem A.5 Every Weyl system {w(f) : f ∈ S} on (S, σ) induces a
unique representation pi of A(S, σ) such that pi(W (f)) = w(f) for any
f ∈ S. Conversely, if pi ∈ R(S, σ) then f 7→ pi(W (f)) is a Weyl system.
Proof. Define pi : A0(S, σ) −→ L(H ) by pi(W (f)) = w(f) and extension
by linearity. Then we see as in (A.9) that ‖pi(x)‖ ≤ ‖x‖ for any x ∈
A0(S, σ), thus pi extends to A1(S, σ) and is in R(S, σ) as a consequence of
[{w(f)ξ : f ∈ S, ξ ∈H }] =H . Then clearly ‖pi(x)‖ ≤ ‖x‖, so pi extends
to A(S, σ). Now using (A.10) it is easy to see that pi is a *-homomorphism
and thus a *-representation on H . The converse is trivial. 
Corollary A.6 Let σ be nondegenerate and f 7→ w(f) ∈ U (H) a Weyl
system. Let A = lin{w(f) : f ∈ S}. Then A is *-isomorphic to A(S, σ).
Proof. Let pi be the representation constructed in Theorem A.5 with the
property pi(W (f)) = w(f). Since A(S, σ) is simple, pi is faithful, and
pi(A(S, σ)) is a C*-subalgebra of A and, in particular, closed. Now by the
isomorphism theorem A(S, σ)/ kerpi ∼= pi(A(S, σ)), hence pi must also be
surjective. 
The following lemma will be used in the next section.
Lemma A.7 Let ψ : A0(S, σ) −→ C be a positive linear functional.
Then ψ extends to a positive linear functional on A(S, σ).
Proof. There exists a state ω on A(S, σ) such that ψ ≤ λω, where λ ≥ 0.
Since |ω(W (f))| ≤ ω(W (0)) = 1 by the Cauchy–Schwarz inequality, it
follows that ∣∣∣ω( n∑
i=1
λiW (fi)
)∣∣∣ ≤ n∑
i=1
|λi| = ‖x‖1,
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thus ω extends to a state on A1(S, σ). If (piω,Hω, ξω) is the associated
GNS triplet we can choose ω such that piω ∈ R(S, σ). Then
|ψ(x)|2 ≤ λ2|ω(x)|2 ≤ λ2‖piω(x)ξω‖ ≤ λ2‖piω(x)‖,
and hence |ψ(x)| ≤ λ‖x‖ for all x ∈ A1(S, σ), by the definition (A.8), and
we conclude. 
A.1.3. Generating Functionals
A useful tool to study representations of the CCR algebra (or equivalently
of the canonical commutation relations, cf. Theorem A.5) is the concept
of the generating functional, introduced in [37].
Definition A.8 Let (S, σ) be a symplectic group. Then φ : S −→ C is
called a generating functional provided it satisfies the following properties:
1. φ(0) = 1.
2. For all n ∈ N, f1, . . . , fn ∈ S and λ1, . . . , λn ∈ C we have
n∑
i,j=1
λ¯iλjeiσ(fi,fj)/2φ(fi − fj) ≥ 0. (A.11)
The following result explains the name “generating functional”.
Proposition A.9 Let ω be a state on A(S, σ). Then f 7→ ω(W (f)) is
a generating functional. Conversely, if φ is a generating functional there
exists a unique state ωφ on A(S, σ) such that φ(f) = ωφ(W (f)) for all
f ∈ S.
Proof. Let ω be a state and let x =
∑n
i=1 λiW (fi) ∈ A0(S, σ). Then
0 ≤ ω(x∗x)
=
n∑
i,j=1
λ¯iλjω(W (fi)∗W (fj))
=
n∑
i,j=1
λ¯iλjeiσ(fi,fj)/2ω(W (fj − fi)),
so f 7→ ω(W (f)) is a generating functional. Conversely, let φ be a gener-
ating functional and define ωφ : A0(S, σ) −→ C by
ωφ(x) =
n∑
i=1
λiφ(fi), where x =
n∑
i=1
λiW (fi) ∈ A0(S, σ).
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In view of (A.11) this defines a positive functional on A0(S, σ) and since
ωφ(1) = 1 it is a state. By Lemma A.7 it extends to a state on A(S, σ)
with the required property. 
If φ is a generating functional and ωφ the corresponding state we shall
denote the GNS triplet associated with ωφ by (piφ,Hφ, ξφ).
A.1.4. Automorphisms
Proposition A.10 Suppose S : S −→ S is a surjective linear map such
that σ(S(f), S(g)) = σ(f, g) or σ(S(f), S(g)) = −σ(f, g) for all f, g ∈ S.
Then there exists a unique *-automorphism or *-anti-automorphism αS
on A(S, σ) such that αS(W (f)) = W (S(f)) for all f ∈ S.
Proof. Define αS on A0(S, σ) by αS(W (f)) = W (S(f)) and extension
by linearity; then αS is a *-automorphism or *-anti-automorphism with
(αS)−1 = αS−1 . Clearly, ‖αS(x)‖1 = ‖x‖1 for all x ∈ A0(S, σ) and αS ex-
tends to A1(S, σ), by surjectivity of S this extension is a *-automorphism
or *-anti-automorphism. Let pi ∈ R(S, σ), then pi ◦ αS ∈ R(S, σ), thus
‖αS(x)‖ = suppi∈R(S,σ)‖(pi ◦ αS)(x)‖ ≤ suppi∈R(S,σ)‖pi(x)‖ = ‖x‖ for
all x ∈ A1(S, σ). Thus αS extends to A(S, σ) and again αS is a *-
automorphism or *-anti-automorphism. 
A linear map S : S −→ S such that σ(S(f), S(g)) = σ(f, g) for all f, g ∈ S
is called symplectic.
We now show that if a symplectic group leaves invariant a generating
functional then the corresponding automorphism group is unitarily imple-
mented in the representation belonging to the generating functional.
Proposition A.11 Let {St}t∈R be a group of symplectic maps and φ a
generating functional on (S, σ). Suppose that R 3 t 7→ φ(St(f) + g) and
R 3 t 7→ σ(f, St(g)) are continuous for all f, g ∈ S, and that φ(St(f)) =
φ(f) for all t ∈ R and f ∈ S. Then there exists a strongly continuous
unitary group {ut}t∈R ⊆ U (Hφ) such that
utpiφ(x)ξφ = piφ(αt(x))ξφ, (A.12)
piφ(αt(x)) = utpiφ(x)u∗t , (A.13)
for all t ∈ R and x ∈ A(S, σ). Here αt ∈ AutA(S, σ) is the automorphism
such that αt(W (f)) = W (St(f)) (see Proposition A.10).
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Proof. For x =
∑n
i=1 λiW (fi) ∈ A0(S, σ) and t ∈ R we have
ωφ(αt(x)) =
n∑
i=1
λiωφ(W (St(f))) =
n∑
i=1
λiφ(St(f)) = ωφ(x),
and if we define ut on piφ(A0(S, σ))ξφ by (A.12) then
〈utpiφ(y)ξφ, utpiφ(x)ξφ〉 = 〈piφ(αt(y))ξφ, piφ(αt(x))ξφ〉
= 〈ξφ, piφ(αt(y∗x))ξφ〉
= 〈ξφ, piφ(y∗x)ξφ〉
= 〈piφ(y)ξφ, piφ(x)ξφ〉
for any x, y ∈ A0(S, σ), so ut extends to a unitary operator on Hφ. We
next check (A.13), to this end let x, y, z ∈ A(S, σ). Then
〈piφ(x)ξφ, utpiφ(x)u∗tpiφ(z)ξφ〉 = 〈ξφ, piφ(α−t(x∗)yα−t(z))ξφ〉
= ωφ(α−t(x∗)yα−t(z))
= ωφ(x∗αt(y)z)
= 〈piφ(x)ξφ, piφ(αt(y))piφ(z)ξφ〉,
and the claim follows since ξφ is cyclic. Now let x, y ∈ A0(S, σ) with
x =
∑n
i=1 λiW (fi), y =
∑m
j=1 µjW (gj). Then the map
t 7→ 〈piφ(x)ξφ, utpiφ(y)ξφ〉 = ωφ(x∗αt(y))
=
n∑
i=1
m∑
j=1
λ¯iµjωφ(W (−fj)W (St(gi)))
=
n∑
i=1
m∑
j=1
λ¯iµjωφ(W (St(gj)− fi))e−iσ(gj ,St(fi))/2
=
n∑
i=1
m∑
j=1
λ¯iµjφ(St(gj)− fi)e−iσ(gj ,St(fi))/2
is continuous. Since piφ(A0(S, σ))ξφ is norm-dense in Hφ it follows that
{ut}t∈R is weakly and hence strongly continuous. 
A.2. Regular and Quasifree Representations
In the following we shall assume that (S, σ) is a symplectic space.
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A.2.1. Regular Representations
Definition A.12 A *-representation pi of the CCR algebra A(S, σ) on a
Hilbert space H is called regular if the map t 7→ pi(W (tf)) is continuous
in the weak operator topology for any f ∈ S. A state ω is called regular if
the corresponding GNS representation (piω,Hω, ξω) is regular.
Since t 7→ pi(W (tf)) = ut is a unitary group acting on H it follows that
if pi is regular the map t 7→ pi(W (tf)) is continuous is the strong operator
topology.
Proposition A.13 Let φ be a generating functional. Then the corre-
sponding representation piφ is regular if and only if the map t 7→ φ(tf + g)
is continuous for all f, g ∈ S.
Proof. Assume that piφ is regular, then for any f, g ∈ S the map
t 7→ φ(tf + g) = ωφ(W (tf + g)) = 〈ξφ, piφ(W (tf + g))ξφ〉
= e−itσ(f,g)〈ξφ, piφ(W (tf))pi(W (g))ξφ〉
is continuous. Conversely, assume that t 7→ φ(tf+g) is continuous. Choose
ξ ∈H and  > 0, then there is x ∈ A0(S, σ) such that ‖piφ(x)ξφ − ξ‖ < .
It follows that
‖piφ(W (tf))ξ − ξ‖
≤ ‖piφ(W (tf))ξ − piφ(W (tf))piφ(x)ξφ‖
+ ‖piφ(W (tf))piφ(x)ξφ − piφ(x)ξφ‖+ ‖piφ(x)ξφ − ξ‖
≤ 2‖piφ(x)ξφ − ξ‖+ ‖piφ(W (tf))piφ(x)ξφ − piφ(x)ξφ‖
≤ 2+ ‖piφ(W (tf)x− x)ξφ‖
= 2+ ωφ[(W (tf)x− x)∗(W (tf)x− x)]1/2
= 2+
[
2ωφ(x∗x)− 2 Reωφ(x∗W (tf)x)
]1/2
= 2+
[
2ωφ(x∗x)
− 2 Re
n∑
i,j=1
λ¯iλjeiσ(fi,tf)/2eiσ(ft+tf,fj)φ(tf + fj − fi)
]1/2
,
if x =
∑n
i=1 λiW (fi). By hypothesis we see that the second term on the
right hand side becomes as small as we please if t→ 0. 
Let ω be a regular state on A(S, σ) and let Φω(f) be the generator
of the unitary group {piω(W (tf))}t∈R, where f ∈ S. We call Φω(f) the
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field operator evaluated at the test function f ; it is a self-adjoint operator
on Hω. Moreover, we can show (see [7]) the following: For every regular
state ω the set of operators {Φω(f),Φω(if) : f ∈M} has a common dense
set of analytic vectors, where M ⊆ S is any finite-dimensional subspace.
It is easy to check that Φω(f) is linear in f . We define the creation and
annihilation operators by
dom aω(f) = dom a∗ω(f) = dom Φω(f) ∩ dom Φω(if), (A.14)
aω(f) = 2−1/2(Φω(f) + iΦω(if)),
a∗ω(f) = 2
−1/2(Φω(f)− iΦω(if)).
(A.15)
One can show that they are densely defined and closed, and that a∗ω(f) is
the adjoint of aω(f) for any f ∈ S.
Proposition A.14 Let ω be a regular state on A(S, σ) and suppose that
ξω ∈ dom Φω(f) for all f ∈ S. Then
D = lin{piω(W (g))ξω : g ∈ S} ⊆ dom Φω(f) for all f ∈ S, (A.16)
and D is a common core for all Φω(f), f ∈ S. Moreover, we have
[Φω(f), piω(W (g))]ξ = −σ(f, g)piω(W (g))ξ, f, g ∈ S, ξ ∈ D. (A.17)
For f, g ∈ S we have Φω(f)D ⊆ dom Φω(g), and
[Φω(f),Φω(g)]ξ = iσ(f, g)ξ (A.18)
for all ξ ∈ D.
Proof. Write piω(f) = Wω(f). For f, g ∈ S, consider the following identity
which follows from (A.5), and whose right hand side is strongly differen-
tiable in t,
Wω(tf)Wω(g)ξω = e−itσ(f,g)Wω(g)Wω(tf)ξω.
The derivative of this equation at t = 0 is given by
Φω(f)Wω(g)ξω = −σ(f, g)Wω(g)ξω +Wω(g)Φω(f)ξω,
thus we obtain Wω(g)ξω ∈ dom Φω(f), hence D ⊆ dom Φω(f). Using this
result we get by a similar calculation that
[φω(f),Wω(g)]ξ = −σ(f, g)Wω(g)ξ.
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By the Weyl relations, it follows that Wω(tf)D = eitΦω(f) ⊆ D for any
t ∈ R, hence D is a core for Φω(f). To prove the last statement take
ξ = Wω(h) ∈ D, h ∈ S. Then for s, t ∈ R,
Wω(tf)Wω(sg)ξ = e−istσ(f,g)Wω(sg)Wω(tf)ξ,
differentiability shows that Φω(f)D ⊆ dom Φω(g), and differentiation with
respect to s and t at 0 yields the desired result. 
A state ω on A(S, σ) is said to be of class Cm if the map t 7→ ω(W (tf))
is m-times differentiable at t = 0 for any f ∈ S. A vector ξ ∈Hω is said to
be of class Cm if t 7→ piω(W (tf))ξ is m-times strongly differentiable. This
condition is equivalent to ξ ∈ dom Φω(f). Moreover, it can be checked
that ω is C2m if and only if ξω is of class Cm. If ω is of class C∞ then
arbitrary polynomials of Φω(f) can be defined; in particular, we can define
the n-point functions
ω(Φω(f1) · · ·Φω(fn)) = 〈ξω,Φω(f1) · · ·Φω(fn)ξω〉, (A.19)
ω(xΦω(f1) · · ·Φω(fn)) = 〈ξω, piω(x)Φω(f1) · · ·Φω(fn)ξω〉, (A.20)
where f1, . . . , fn ∈ S and x ∈ A(S). Finally, we remark that for a regular
representation we can introduce field operators as well as creation and
annihilation operators in a similar manner.
A state ω is called (entire) analytic if the function t 7→ ω(W (tf)) is
(entire) analytic for any f ∈ S in an open interval around 0. It can be
shown that ω is analytic if and only if ξω is an analytic vector for all Φω(f),
f ∈ S. Secondly, if ω is analytic then t 7→ ω(W (tf)) is analytic in an open
strip around the real axis (see [7]). By Proposition A.9 the state ω is
determined by its values on the Weyl operators, but if ω is analytic it is
determined by the derivatives at 0 of t 7→ ω(W (tf)) = φ(tf), i. e. by the
set {ω(Φω(f)) : f ∈ S, n ∈ N}, or equivalently by {ω(a∗ω(f)naω(f))n :
f ∈ S, n ∈ N}. Thus in this case the state is determined by its n-point
functions.
For regular representations of systems with finitely many degrees of
freedom we have the familiar Stone–von Neumann uniqueness theorem,
which we state now. Before we define Fock representations.
Definition A.15 Let pi be a regular representation of A(S, σ) on H .
Then pi is called a Fock representation if there exists a nonzero vec-
tor ξ0 ∈ H such that api(f)ξ0 = 0 for any f ∈ S. Here api is the an-
nihilation operator associated to the representation pi.
The normalized vector ξ0 of a Fock representation is called the Fock vac-
uum vector. The next is the Stone–von Neumann theorem.
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Theorem A.16 Let (S, σ) be a finite-dimensional symplectic space with σ
nondegerenate. Then all regular representations of the CCR algebra are
unitarily equivalent up to multiplicity. More precisely, in this case any
representation is unitarily equivalent up to multiplicity to a Fock repre-
sentation.
In the following we shall work with a symplectic space (S, σ) with a non-
degenerate symplectic form σ.
From the previous theorem all irreducible Fock representations are uni-
tarily equivalent, hence we can speak of the Fock representation. In this
context another notion of equivalence of representations is useful. Let pi
be a representation of a C*-algebra A. Then a state ψ ∈ S (A) is called
pi-normal provided there exists a normal state ϕ on the von Neumann
algebra pi(A)′′ such that ψ(x) = ϕ(pi(x)) for all x ∈ A. The set of all
pi-normal states is denoted by Npi. If ω is a state on A then Nω de-
notes the set of all states in S (A) which are piω-normal. The set Nω or
Npi ⊆ S (A) is a folium; it is sometimes called the folium of the state
or the representation. Two representations pi1 and pi2 are called quasi-
equivalent if Npi1 = Npi2 ; similarly, two states ω1, ω2 ∈ S (A) are called
quasi-equivalent if Nω1 = Nω2 . Now by Theorem 2.4.26. of [6] we have the
following:
Theorem A.17 Let pi1 and pi2 be two (nondegenerate, i. e. [pii(A)Hi] =
Hi) representations of a C*-algebra A. Then the following assertions are
equivalent:
1. pi1 and pi2 are quasi-equivalent.
2. There exists a cardinal number n such that npi1 and npi2 are unitarily
equivalent (i. e. pi1 and pi2 are unitarily equivalent up to multiplicity).
3. There exists an automorphism α : pi1(A)′′ −→ pi2(A)′′ such that
α(pi1(x)) = pi2(x) for all x ∈ A.
Thus we can express the Stone–von Neumann theorem as follows: If (S, σ)
is finite-dimensional then any regular representation of A(S, σ) is quasi-
equivalent to the Fock representation.
The Fock representation is characterized by an important property,
namely by the existence of a number operator [7]. Let A(S, σ) be the CCR
algebra over a Hilbert space S with canonical symplectic form σ(f, g) =
Im〈f, g〉, and let ω be a regular state on A(S, σ). Consider a finite-
dimensional symplectic subspace F ⊆ S and define a quadratic form nω,F
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by
domnω,F =
⋂
f∈F
dom aω(f), (A.21)
nω,F (ξ) =
∑
i
‖aω(fi)‖2, (A.22)
where {fi} is an orthonormal basis of F . It is not difficult to see that nω,F
does not depend on the choice of this basis. Then {nω,F }F is a net of
quadratic forms (the finite-dimensional subspaces F are ordered by inclu-
sion). Now define a quadratic form nω by
domnω =
{
ξ ∈
⋂
F
domnω,F : sup
F
nω,F (ξ) <∞
}
, (A.23)
nω(ξ) = sup
F
nω,F (ξ). (A.24)
Suppose that domnω ⊆ S is dense and let Nω,F and Nω denote the
self-adjoint operators on Hω corresponding to the quadratic forms nω,F
and nω. One can show (Lemma 5.2.13. of [7]) that then
lim
F
‖eitNω,F ξ − eitNωξ‖ = 0
for any ξ ∈ Hω and uniformly for t in compact real intervals. Now we
have the following.
Theorem A.18 Let (S, σ) be a complex Hilbert space and let ω be a reg-
ular state on A(S, σ). Then the following assertions are equivalent:
1. The state ω lies in the folium of the Fock representation.
2. piω is quasi-equivalent to the Fock representation.
3. domnω is dense in S, i. e. the so-called number operator Nω exists.
4. domnω contains a vector which is cyclic for piω(A(S, σ)).
For a proof see [7]. Formally, the number operator can be written as
Nω =
∞∑
k=1
a∗ω(fk)aω(fk),
where {fk}k∈N is an orthonormal basis of S.
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A.2.2. Quasifree States and Representations
We now turn to a particularly important subclass of states on the CCR
algebra, namely to the quasifree states. They were introduced in [113] and
studied in the algebraic framework in [102]. Let (S, σ) be a symplectic
space with a not necessarily nondegenerate symplectic form σ and let A
be the set of all real symmetric positive bilinear forms s : S × S −→ R
such that
|σ(f, g)|2 ≤ s(f, f)s(g, g) for all f, g ∈ S. (A.25)
Then we have the following result (due to [102], we give a different proof
which is simpler and more in line with the setup of Chapter 4).
Proposition A.19 Let s : S × S −→ R be a real symmetric positive
bilinear form and define
φs(f) = e−s(f,f)/4, f ∈ S. (A.26)
Then φs is the generating functional of a state on A(S, σ) if and only if
s ∈ A .
Proof. Given a bilinear form s satisfying (A.25) define the kernel ϕ : S×
S −→ C by
ϕ(f, g) = − 12σ(f, g) + 14s(f − g, f − g), f, g ∈ S.
Then by Schoenberg’s theorem ϕ is negative-definite if and only if e−tϕ
is positive-definite for all t ≥ 0. Let n ∈ N and f1, . . . , fn ∈ S, and
z1, . . . , zn ∈ C, write zi = ai+ibi, i = 1, . . . , n, and suppose that
∑
zi = 0.
Then it follows that
n∑
i,j=1
ziz¯jϕ(fi, fj) =
n∑
i,j=1
(ai + ibi)(aj − ibj)
(
− i
2
σ(fi, fj)
+
1
4
[s(fi, fi) + s(fj , fj)− 2s(fi, fj)]
)
= σ(f, g)− 12 (s(f, f) + s(g, g))
≤ σ(f, g)−
√
s(f, f)s(g, g)
≤ 0
by the assumption. Here we wrote f =
∑
aifi and g =
∑
bifi. Thus ϕ is
negative-definite and it follows that φω satisfies (A.11), hence is a gener-
ating functional. Conversely, suppose that φs is a generating functional.
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Then it follows that the kernel e−ϕ is positive-definite, and by bilinearity
of σ and s and a judicious choice of the f1, . . . , fn it follows that e−tϕ is
positive-definite as well for any t ≥ 0, hence ϕ is negative-definite. By the
above calculation we can then conclude that
0 ≥ σ(f, g)− 12 (s(f, f) + s(g, g))
≥ σ(f, g)−
√
s(f, f)s(g, g)
for all f, g ∈ S, which implies (A.25). 
Hence every s ∈ A determines a generating functional φs which by Propo-
sition A.9 induces a state ωs on A(S, σ).
Definition A.20 The states ωs for s ∈ A are called quasifree states.
Since the map
R 3 t 7→ φA(tf + g) = exp
[
t2
4 sA(f, f) + 2tsA(f, g) +
1
4sA(g, g)
]
is continuous for all f, g ∈ S it follows from Proposition A.13 that every
quasifree state is regular. We remark [102] that if (S, σ) is a symplectic
space with nondegenerate σ the Fock states (i. e. the states contained
in the folium of the Fock representation) are precisely those quasifree
states ωJ induced by sJ ∈ A , where sJ(f, f) = σ(Jf, f) for all f ∈ S,
with J such that J+ = −J (adjoint with respect to σ) and J2 = −1.
Then J permits us to introduce a complex structure on S, by defining
(λ+ iµ)f = λf + µJ(f), where λ, µ ∈ R and f ∈ S, and an inner product
〈f, g〉 = σ(f, Jg) + iσ(f, g). The generating functional then becomes
φJ = exp(− 14sJ(f, f)) = exp(− 14‖f‖2‖), f ∈ S.
Finally, we say that a representation pi is quasifree if there exists a
quasifree state ω such that its GNS representation piω agrees with pi. Con-
dition (A.25) shows that s ∈ A is an innser product on S. Denote the com-
pletion of S with respect to this inner product by S˜. It can be shown [102]
that the representation pi induced by a quasifree state ωs, where s ∈ A , is
primary if and only if the continuous extension of σ to S˜ is nondegenerate.
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Appendix B.
Extension of Semigroups
This Appendix is devoted to a result on the extension of semigroups that
we need in Chapter 4. Let A be a C*-algebra and suppose that {τt}t≥0 is a
one-parameter semigroup of (completely) positive contractive and unital
operators on A. Moreover, let pi be a representation of A on a Hilbert
space H and let M = pi(A(S))′′ be the von Neumann algebra correspond-
ing to pi. In this Appendix we address the following problem: Does there
exist a quantum dynamical semigroup {Tt}t≥0 on M, i. e. a semigroup
of normal unital and (completely) positive operators such that the map
R+ 3 t 7→ Tt(x) is ultraweakly continuous for each x ∈M, and such that
the condition
Tt(pi(x)) = pi(τt(x)), x ∈ A, t ≥ 0
is satisfied?
This problem consists of two parts, the first is that of ultraweak conti-
nuity of the map R+ 3 t 7→ Tt(x) and the second is that of normality (i. e.
ultraweak–ultraweak continuity) of each Tt. For automorphism groups the
first part of this problem (the second is automatic for *-automorphisms)
has been considered by a number of authors [33, 83, 104, 116] : If A is
a concrete C*-algebra acting on a Hilbert space and {αg}g∈G ⊆ AutA
is a group of automorphisms (here G is a topological group) such that
each αg extends to an automorphism α¯g on M = A′′, these authors gave
sufficient conditions for {α¯g}g∈G to be ultraweakly continuous provided
G 3 g 7→ αg(x) is ultraweakly continuous for each x ∈ A. In Section B.1
we provide a solution of a corresponding problem for weak* continuous
one-parameter semigroups on Banach spaces since in the case of a one-
parameter semigroup one can, using the Hille–Yosida theorem, obtain a
proof without using C*- or von Neumann algebra techniques. Then in
section B.2 this result is applied to the above mentioned problem of ex-
tending semigroups acting on a concrete C*-algebra to quantum dynamical
semigroups on the von Neumann closure of the C*-algebra.
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B.1. Extension of Semigroups on Banach
Spaces
Let X be a Banach space. We assume that it has a predual space X∗, i. e.
a Banach space such that its dual equals X. The canonical dual pairing
between X and X∗ is denoted by 〈·, ·〉. We shall use the σ(X,X∗) topology
or weak* topology on X. A semigroup {Tt}t≥0 of ‖·‖-bounded operators
is called weak* continuous if the maps R+ 3 t 7→ Tt(x) for each x ∈ X
and x 7→ Tt(x) for each t ≥ 0 are continuous when X is endowed with this
topology. We define its weak* generator Z as usual:
domZ =
{
x ∈ X : lim
t↓0
t−1(Tt(x)− x) in the weak* topology
}
,
Zx = lim
t↓0
t−1(Tt(x)− x) in the weak* topology, x ∈ domZ.
We recall the Hille–Yosida theorem which is the basis of the proof of the
main result in this section (Theorem B.4).
Theorem B.1 Let Z be an operator on X, then the following assertions
are equivalent:
1. The operator Z is the generator of a weak* continuous contractive
semigroup.
2. The operator Z is weak* densely defined and weak*–weak* closed.
For all numbers λ ≥ 0
‖(λ1− Z)x‖ ≥ λ‖x‖ for all x ∈ domZ, (B.1)
and for some and hence all λ > 0
ran(λ1− Z) = X. (B.2)
If 1. or 2. holds we have the following integral representation of the resol-
vent Rλ(Z) of Z,
Rλ(Z)x = (λ1− Z)−1x =
∫ ∞
0
e−λsTs(x) ds, x ∈ X, Reλ > 0, (B.3)
where the integral converges in the weak* topology.
For a proof see [6] (Proposition 3.1.6. and Theorem 3.1.10.).
For the rest of this section we shall always assume that the following
three conditions hold true:
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1. The predual X∗ is separable.
2. There exists a subspace X0 ⊆ X such that ballX0 ⊆ ballX is weak*
dense (then clearly X0 is weak* dense in X).
Let {T 0t }t≥0 be a semigroup of contractive operators T 0t : X0 −→ X0. In
addition to 1. and 2. above we also assume:
3. Each operator T 0t , t ≥ 0, has an extension to a weak*–weak* con-
tinuous operator Tt : X −→ X.
It is clear that the extension Tt is unique and contractive. Our goal is to
prove that under these assumptions {Tt}t≥0 is a weak* continuous semi-
group on X. We start by establishing two lemmas.
Lemma B.2 Assume that t 7→ Tt(x) = T 0t (x) is weak* measurable for
each x ∈ X0 and define the family of operators {R0λ : λ > 0} by
R0λ(x) =
∫ ∞
0
e−λsT 0s (x) ds, where x ∈ X0, λ > 0. (B.4)
Then R0λ extends to a bounded weak*–weak* continuous operator Rλ on X
such that ‖Rλ‖ ≤ 1/λ for all λ > 0.
Proof. The separability of X∗ implies that the weak* topology on ballX
is metrizable and by assumption ballX0 ⊆ ballX is dense. Let x ∈ ballX
and choose {xn}n∈N ⊆ ballX0 with xn → x. As pointwise limit of the
maps t 7→ αn(t) = T 0t (xn) the map t 7→ α(t) = Tt(x) is weak* measurable
and we may define
Rλ(x) =
∫ ∞
0
e−λsTs(x) ds (B.5)
for all x ∈ X and λ > 0, the integral is taken to be a weak* integral ; then
clearly Rλ extends R0λ. Next we have
|〈Rλ(x), ϕ〉| ≤
∫ ∞
0
e−λs‖x‖ · ‖ϕ‖ ds ≤ 1
λ
‖x‖ · ‖ϕ‖
for all x ∈ X and ϕ ∈ X∗, thus ‖Rλ‖ ≤ 1/λ. By the dominated convergence
theorem we obtain for ϕ ∈ X∗ that
〈Rλ(xn), ϕ〉 =
∫ ∞
0
e−λs〈Ts(xn), ϕ〉ds
→
∫ ∞
0
e−λs〈Ts(x), ϕ〉ds = 〈Rλ(x), ϕ〉
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as n → ∞ for any sequence {xn}n∈N ⊆ ballX with xn → x, therefore Rλ
is weak*–weak* continuous when restricted to ballX. Using the Krein–
Sˇmulian theorem this implies that Rλ is weak*–weak* continuous on X.
Lemma B.3 The operators Rλ defined in Lemma B.2 satisfy the resol-
vent equation
Rλ −Rµ = (µ− λ)RλRµ for all λ, µ > 0. (B.6)
Proof. Assume that λ− µ > 0. Using (B.5) we obtain
RλRµ(x) =
∫ ∞
0
∫ ∞
0
e−λse−µtTt+s(x) dtds
=
∫ ∞
0
e−(λ−µ)s
(∫ ∞
s
e−µtTt(x) dt
)
ds
=
1
λ− µRµ(x)−
∫ ∞
0
e−(λ−µ)s
(∫ s
0
e−µtTt(x) dt
)
ds
=
1
λ− µ (Rµ(x)−Rλ(x))
by a partial integration. From [Rλ, Rµ] = 0 for all λ, µ > 0 the result
follows. 
We are now ready to prove the main result of this appendix.
Theorem B.4 Suppose that conditions 1.–3. hold true. Then if t 7→
Tt(x) = T 0t (x) is weak* continuous for all x ∈ X0 it follows that {Tt}t≥0
is a weak* continuous contractive semigroup on X.
Proof. Using (B.6) we conclude that for any λ, µ > 0 the following rela-
tions hold:
kerRλ = kerRµ, ranRλ = ranRµ. (B.7)
Now let  > 0 and choose x ∈ X0, ϕ ∈ X∗. Then there exists δ > 0 such
that 0 ≤ t < δ implies
|〈Tt(x)− x, ϕ〉| = |〈T 0t (x)− x, ϕ〉| < .
Furthermore, there exists λ0 ≥ 0 such that λ > λ0 implies
λ
∫ ∞
δ
e−λs ds = e−λδ < .
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Thus if λ > λ0 it follows that
|〈λRλ(x)− x, ϕ〉| ≤ λ
∫ δ
0
e−λs|〈Ts(x)− x, ϕ〉| ds
+ λ
∫ ∞
δ
e−λs|〈Ts(x)− x, ϕ〉|ds
≤ λ
∫ δ
0
e−λs ds+ 2λ‖x‖ · ‖ϕ‖
∫ ∞
δ
e−λs ds
< + 2‖x‖ · ‖ϕ‖,
which shows that λRλ(x) → x as λ → ∞ in the weak* topology for
any x ∈ X0. Since ‖λRλ‖ ≤ 1 it follows from (B.7) that
ballX0 ⊆ ball ranRλ ⊆ ballX,
implying that ball ranRλ is dense in ballX. Next from (B.6) we conclude
that
‖(λRλ − 1)Rµ‖ = ‖λRλRµ −Rλ + (µ− λ)RλRµ‖
≤ ‖Rλ‖+ µ‖Rλ‖ · ‖Rµ‖
≤ 2
λ
for all λ > 0. Thus ‖(λRλ − 1)x‖ ≤ (2/λ)‖x‖ for all x ∈ ranRλ.
For each x ∈ X there exists a ‖·‖-bounded sequence {xn}n∈N ⊆ ranRλ
with ‖xn‖ ≤ ‖x‖ such that limxn = x in relative to the weak* topology.
Then, for any ϕ ∈ X∗, we have
|〈(λRλ − 1)xn, ϕ〉| ≤ 2
λ
‖x‖ · ‖ϕ‖,
and upon letting n → ∞ we get |〈(λRλ − 1)x, ϕ〉| ≤ (2/λ)‖x‖ · ‖ϕ‖, and
finally
‖(λRλ − 1)x‖ 2
λ
‖x‖
for all x ∈ X. This proves that
lim
λ→∞
λRλx = x
for all x ∈ X in the norm topology. If x ∈ kerRλ for some and hence all
λ > 0 then this result implies 0 = limλ→∞ λRλx = x, hence kerRλ = {0}
and Rλ is injective for any λ > 0. This allows us to define the operator
Z = λ01−R−1λ0 , domZ = ranRλ0 (B.8)
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for some λ0 > 0. Using (B.6) we have
(λ1− Z)Rλ = [(λ− λ0)1 + (λ01− Z)]Rλ
= [(λ− λ0)1 + (λ01− Z)]Rλ0 [1− (λ− λ0)Rλ]
= 1 + [(λ− λ0)[Rλ0 −Rλ − (λ− λ0)RλRλ0 ] = 1,
and similarly also Rλ(λ1 − Z) = 1. This shows that Rλ is the resolvent
of Z and that the definition of Z does not depend on λ0. Moreover, Z is
weak* densely defined and weak*–weak* closed since Rλ is weak*–weak*
continuous. Taken together we have
ran(λ1− Z) = X and ‖(λ1− Z)x‖ ≥ λ‖x‖
for all x ∈ domZ, λ > 0, showing that condition 2. of Theorem B.1 is sat-
isfied and Z is the generator of a weak* continuous contractive semigroup
{St}t≥0. It remains to prove that {St}t≥0 coincides with {Tt}t≥0. By the
integral representation of the resolvent∫ ∞
0
e−λsSs(x) ds = Rλ(x) =
∫ ∞
0
e−λsTs(x) ds
for x ∈ X and all λ ∈ C with Reλ > 0, which implies equality of {Tt}t≥0
and {St}t≥0 because the integrands are continuous functions of s. 
B.2. Extension of Semigroups on von
Neumann Algebras
We now apply the result of the last section to semigroups on von Neu-
mann algebras. Recall that on a von Neumann algebra M with predual
space M∗ the weak* topology, i. e. the σ(M,M∗) topology, is equivalent
to the ultraweak topology, and that an operator T : M −→ M is normal
if and only if it is σ(M,M∗)–σ(M,M∗) continuous.
Recall (Definition 1.16) that a semigroup {Tt}t≥0 of operators on a
von Neumann algebra M is called a quantum dynamical semigroup if it
is weak* continuous, i. e. if each Tt is continuous and if t 7→ Tt(x) is
ultraweakly continuous for all x ∈M, and moreover if each operator Tt is
completely positive and unital, i. e. Tt(1) = 1 for any t ≥ 0.
Let B be a nondegenerate *-subalgebra on the Hilbert space H (B is
automatically nondegenerate if it contains the identity operator 1), and
let M = B′′, the von Neumann algebra generated by B ; then B is ultra-
weakly dense in M. We consider a contractive semigroup {T 0t }t≥0 on B.
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Corollary B.5 Assume that H is separable and that each T 0t , t ≥ 0,
extends to a normal operator Tt on M. Moreover, assume that R+ 3 t 7→
Tt(x) is ultraweakly continuous for each x ∈ B. Then {Tt}t≥0 is a weak*
continuous contractive semigroup on M.
Proof. Since H is separable, it follows that M∗ is separable [24]. More-
over, by the Kaplansky density theorem ballB ⊆ ballM is weak* dense
and the conclusion follows from Theorem B.4. 
Thus if T 0t in Corollary B.5 is unital then it follows that the semigroup
{Tt}t≥0 is positive.
Now let A be an abstract C*-algebra and let {τt}t≥0 be a contractive
semigroup on A. For a state ω on A let us consider the GNS representation
(piω,Hω, ξω) of A on the Hilbert space Hω with cyclic vector ξω ∈Hω.
Definition B.6 The semigroup {τt}t≥0 is called ω-continuous if t 7→
piω(τt(x)) is ultraweakly continuous for all x ∈ A. Moreover, we say that
{τt}t≥0 is ω-covariant if there is a semigroup of normal contractive oper-
ators {Tt}t≥0 on M such that
Tt(piω(x)) = piω(τt(x)), x ∈ A, t ≥ 0. (B.9)
Let us observe that {Tt}t≥0 is uniquely defined. Furthermore, {Tt}t≥0 is
positive (resp. completely positive) if and only if {τt}t≥0 positive (resp.
completely positive), so this concept also applies to quantum dynamical
semigroups. A state ω is called separating if ξω is a separating vector for
the von Neumann algebra M = piω(A)′′, or equivalently, if ξω is cyclic
for M′. Let Nω ⊆ S (A) be the folium of all ω-normal states.
Theorem B.7 Let ω be a separating state on A and let Hω be separable.
Suppose that a positive unital semigroup {τt}t≥0 is ω-continuous, and let ω
and ω ◦ τt be quasi-equivalent for any t ≥ 0. Then {τt}t≥0 is ω-covariant
and the semigroup {Tt}t≥0 on M satisfying (B.9) is positive and weak*
continuous.
Proof. If ω is a separating state it follows that
Nω = {ψ ∈ S (A) : ψ ≤ λω for some λ ≥ 0},
where the closure is taken in norm topology (see [63], Theorem 4.2). By
assumption we haveNω = Nω◦τt . Let ψ ∈ Nω, then there exists a sequence
{ψn}n∈N with ψn ≤ λnω such that λn ≥ 0 and ‖ψn − ψ‖ → 0 as n→∞.
By positivity of τt we have ψn ◦ τt ≤ λn(ω ◦ τt), hence ψn ◦ τt ∈ Nω◦τt ,
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and since folia are norm-closed we obtain ψ ◦ τt ∈ Nω◦τt = Nω, thus we
have proved (τt ◦ ω)(Nω) ⊆ Nω. Therefore if ϕ ∈ M∗ is a normal state
and ψ(x) = 〈piω(x), ϕ〉, x ∈ A, there exists a normal state Tt,∗(ϕ) ∈ M∗
such that
ψ(τt(x)) = 〈piω(τt(x)), ϕ〉 = 〈piω(x), Tt,∗(ϕ)〉,
thus a bounded positive map Tt,∗ on M∗ is well-defined and its dual Tt is
normal and satisfies (B.9). We conclude by Corollary B.5 since piω(A) is
a nondegenerate *-algebra and since {τt}t≥0 is ω-continuous. 
We remark that it is easy to show that α ∈ AutA is ω-covariant if and
only if ω and ω ◦ α are quasi-equivalent (use e. g. Theorem 4.2.26. of [6]).
If A has a quasilocal structure, states of different normal folia correspond
to systems which differ in global properties [75], such as temperature for
systems in thermal equilibrium (KMS states on a type III von Neumann
algebra at different temperatures are disjoint). So the last result can be
interpreted as follows: If an evolution {τt}t≥0 is such that it changes only
local properties of the system (i. e. ω and ω ◦ τt remain quasi-equivalent
for all t ≥ 0 and hence Nω = Nω◦τt) then the evolution is ω-covariant and
is given by a semigroup of affine maps on the normal states of a single
representation.
Appendix C.
Nuclear Spaces and Maps
In this appendix we collect some basic facts concerning nuclear spaces and
nuclear operators on general locally convex topological vector spaces and
establish some notation. These facts will be used in Section 4.4. We will
mainly follow the expositions in [25, 26].
C.1. Nuclear Maps
Recall that a topological vector space E over R or C is called a locally
convex space (abbreviated l. c. s. in the following) if it is Hausdorff and
if any neighborhood of any x ∈ E contains a convex neighborhood of x.
Equivalently, E is a l. c. s. if there exists a neighborhood base of 0 con-
sisting of convex sets. A topology on a real or complex vector space E
is called locally convex if E, equipped with this topology, is a topological
vector space such that it has a neighborhood base of 0 consisting of con-
vex sets (without requiring that E is Hausdorff). The quotient E/M of a
topological vector space E and a subspace M is Hausdorff if and only if M
is closed in E, thus E/{0} is a Hausdorff space, it is called the Hausdorff
space associated with E ; if E is locally convex it is locally convex as well.
A locally convex topology on E is determined by a family of seminorms:
choose a family F0 of convex circled1 and radial2 0-neighborhoods such
that F = {λ−1V : λ > 0, V ∈ F0} is a 0-neighborhood base (such a
neighborhood base can always be found) and define the seminorms pV as
the gauge of V , i. e.
pV (x) = inf{λ > 0 : x ∈ λV }, x ∈ E. (C.1)
Conversely, a family of seminormsP determines a locally convex topology
on E as follows: For p1, . . . , pn ∈ P define V (p1, . . . , pn; ) = {x ∈ E :
1A subset V ⊆ E is called circled if λV ⊆ V for all λ with |λ| ≤ 1.
2A subset V ⊆ E is called radial if for any x1, . . . , xn ∈ E there exists λ0 ∈ K such
that {x1, . . . , xn} ⊆ λV whenever |λ| ≥ |λ0|.
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p1(x) ≤ , . . . , pn(x) ≤ }, then it can be shown that the collection of
all V (p1, . . . , pn; ) with  > 0, n ∈ N and p1, . . . , pn ∈P is a neighborhood
base at 0 for a locally convex topology of E.
Now let E be a vector space over K and let V ⊆ E be a convex circled
and radial subset. Then {n−1V : n ∈ N} is a neighborhood base for
a locally convex topology on E. Let p be the gauge of V and consider
the quotient EV = E/ ker p where ker p = {x ∈ E : p(x) = 0}. It is
the Hausdorff space associated with E and it is normable by the norm
‖[x]‖V = p(x), x ∈ E, where [x] denotes the coset [x] = x + ker p. Its
completion E˜V is then a Banach space. The canonical map φV : E −→
E˜V is continuous if E is a l. c. s. and if V is a convex circled and radial
neighborhood of 0.
If E is a l. c. s. and if B ⊆ E is a convex circled and bounded subset
define the subspace
EB =
∞⋃
n=1
nB. (C.2)
The gauge pB of B is a norm on EB and the canonical embedding ψB :
EB −→ E is continuous. If B is complete in E then EB is a Banach space.
Note that if B is additionally circled and radial we have EV = EB , so our
notation is consistent.
Let V1 and V2 be two convex circled and radial subsets of a real or
complex vector space E and let p1 and p2 be the corresponding gauges
of V1 and V2, respectively. If V1 ⊆ V2 then ker p1 ⊆ ker p2 and each
equivalence class [x] = x+ ker p is contained in a unique equivalence class
[y] = y + ker p2. A linear map EV1 −→ EV2 is well-defined by [x] 7→ [y]
and continuous. Therefore it has a unique extension φV2,V1 : E˜V1 −→ E˜V2
which is called the canonical map from E˜V1 into E˜V2 . Similarly, if B1, B2
are convex circled and bounded subsets such that B1 ⊆ B2 and B1 6= ∅
then EB1 ⊆ EB2 and the canonical embedding ψB2,B1 : EB1 −→ EB2 is
continuous. In this situation we have
φV2 = φV2,V1 ◦ φV1 , ψC2 = ψC2,C1 ◦ ψC1 . (C.3)
Let E and F be topological vector spaces and u : E −→ F a linear map.
The linear map u is called bounded if there exists a 0-neighborhood U of E
such that u(U) ⊆ F is bounded in F . If E and F are l. c. s. and if u is
bounded we can choose a convex circled and radial 0-neighborhood U
of E and a convex circled and bounded subset (take the convex circled
hull) B ⊆ F such that u(U) ⊆ B. Then there exists a linear map u0 :
EU −→ FB such that u = ψB ◦ u0 ◦ φU . Moreover, u0 is bounded. If FB
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is complete then u0 has a continuous (i. e. bounded) extension u¯0 to the
completion E˜U , i. e. u¯0 is a bounded map from the Banach space E˜U into
the Banach space FB such that
u = ψB ◦ u¯0 ◦ φU . (C.4)
Let E and F be vector spaces, E′ the algebraic dual of E and E′  F
the algebraic tensor product. We define a map φ : E′ ⊗ F −→ L(E,F ) as
follows: Let z =
∑n
i=1 fi ⊗ yi ∈ E′ ⊗ F , then
φ(z)x =
n∑
i=1
fi(x)yi, for all x ∈ E.
Then φ is a linear injection and its range are the finite rank maps in
L(E,F ). Now let E and F be Banach spaces and restrict the embedding φ
to E∗F , where E∗ is the Banach space dual of E, and equip E∗F with
the projective cross norm γ defined in (1.40). For z =
∑n
i=1 fi⊗yi ∈ E∗F
we have
‖φ(z)‖ = sup{‖φ(z)x‖ : x ∈ E, ‖x‖ ≤ 1}
≤ sup
‖x‖≤1
∣∣∣ n∑
i=1
fi(x)yi
∣∣∣
≤
n∑
i=1
‖fi‖ · ‖yi‖
for any representation of z, hence by the definition of γ we obtain ‖φ(z)‖ ≤
γ(z), hence φ is bounded. Since F is complete, L(E,F ) is complete for
the norm topology, thus it follows that φ has an extension φ¯ to the com-
pletion E∗ ⊗γ F of E∗F with respect to γ. This allows us to introduce
the concept of a nuclear operator between Banach spaces E and F . A
linear operator in L(E,F ) is called nuclear if it is contained in the range
φ¯(E∗ ⊗γ F ) of φ¯. We have the following characterization of nuclear oper-
ators between Banach spaces: u ∈ L(E,F ) is nuclear if and only if there
exist sequences {fn}n∈N ⊆ E∗ and {yn}n∈N ⊆ F such that ‖fn‖ ≤ 1
and ‖yn‖ ≤ 1 for any n ∈ N, and a sequence {λn}n∈N ⊆ K such that∑∞
n=1|λn| <∞, such that we have
u(x) =
∞∑
n=1
λnfn(x)yn for all x ∈ E. (C.5)
We now generalize the concept of nuclear operators to more general
spaces. Let E and F now be l. c. s. A linear map u ∈ L(E,F ) is called
172 Appendix C. Nuclear Spaces and Maps
nuclear if there exists a convex circled and radial 0-neighborhood U in E
and a convex circled and bounded subset B of F with FB complete such
that u(U) ⊆ B and such that the operator u¯0 ∈ L(E˜U , FB) in (C.4) is
nuclear. We have the following characterization of nuclear operators.
Theorem C.1 Let E and F be l. c. s., then u ∈ L(E,F ) is nuclear if
and only if there exist sequences {fn}n∈N ⊆ E∗ such that {fn}n∈N is
an equicontinuous set, a sequence {yn}n∈N contained in a convex circled
and bounded subset B ⊆ F such that FB is complete, and a sequence
{λn}n∈N ⊆ K satisfying
∑∞
n=1|λn| <∞, and
u(x) =
∞∑
n=1
λnfn(x)yn for all x ∈ E. (C.6)
For a proof see [25]. Clearly, by this theorem the concept of a nuclear
operator between l. c. s. generalizes the former in the Banach space case.
This theorem is also the key to prove the following properties of nuclear
operators given in the following proposition.
Proposition C.2 Let E and F be l. c. s. and let u ∈ L(E,F ) be nuclear.
Then u has the following properties:
1. The operator u is compact (i. e. for a suitable 0-neighborhood U in E
the set u(U) is relatively compact).
2. The operator u has a unique extension to the completion E˜ which is
a nuclear operator in L(E˜, F ).
A proof is given in [25].
C.2. Nuclear Spaces
In the present section we introduce the concept of a nuclear space. Let E
be a l. c. s. Then E is called nuclear if there exists a base F of convex
circled and radial 0-neighborhoods such that for each V ∈ F the canonical
map φV : E −→ E˜V is nuclear.
There are the following alternative characterizations of nuclear spaces.
Proposition C.3 Let E be a l. c. s., then the following assertions are
equivalent:
1. E is nuclear.
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2. Every continuous linear map from E into any Banach space is nu-
clear.
3. For every convex circled and radial 0-neighborhood U in E there
exists another convex circled and radial 0-neighborhood V such that
V ⊆ U and such that the canonical map φU,V : E˜V −→ E˜U is
nuclear.
For a proof see [25]. It follows immediately from 2. and Proposition C.2
that the completion E˜ of a nuclear space is nuclear. We can reformu-
late condition 3. of the previous proposition also in terms of a family of
seminorms P generating the locally convex topology on E.
Corollary C.4 Let E be a l. c. s. whose topology is generated by the fam-
ily P of seminorms. Then E is nuclear if and only if for every p ∈ P
there exists q ∈ P such that p ≤ q and such that the canonical map
φU,V : E˜V −→ E˜U is nuclear, where U = {x ∈ E : p(x) ≤ 1} and
V = {x ∈ E : q(x) ≤ 1}.
Proof. It suffices to note that U and V are convex circled and radial 0-
neighborhoods in E such that V ⊆ U . 
Nuclear spaces can also be characterized in terms of Hilbert–Schmidt
maps. Let E be a topological vector space and V ⊆ E a convex circled
and radial subset. We call V a pre-Hilbert subset if EV is a pre-Hilbert
space, i. e. if the norm ‖·‖V is induced by a sesquilinear form.
Proposition C.5 Let E be a l. c. s. It is nuclear if and only if the fol-
lowing two conditions are satisfied:
1. There exists a 0-neighborhood base of E consisting of pre-Hilbert
subsets.
2. For any pre-Hilbert neighborhood U of E there exists a pre-Hilbert
neighborhood V such that V ⊆ U and such that the canonical map
E˜V −→ E˜U is Hilbert–Schmidt.
For a proof see [26]
We next introduce an important example of a nuclear topology which
we shall need in this work.
Proposition C.6 Let E and F be two real or complex vector spaces
and 〈·, ·〉 a dual pairing between E and F . Then the σ(E,F ) topology
on E is nuclear.
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Proof. A base of convex circled and radial 0-neighborhoods of the σ(E,F )
topology is given by the sets
V (y1, . . . , yn; ) = {x ∈ E : |〈x, y1〉|, . . . , |〈x, yn〉| < }
where n ∈ N, y1, . . . , yn ∈ F are linearly independent, and  > 0. Choose
linearly independent vectors y1, . . . , yn ∈ F , fix  > 0, and define V =
V (y1, . . . , yn; ) and denote the gauge of V by p. From linear independence
it follows that ker p = {x ∈ E : 〈x, y1〉 = · · · = 〈x, yn〉 = 0}. Let, as
before, EV = E/ ker p and define the map φ0 : E −→ Kn by φ0(x) =
(〈x, y1〉, . . . , 〈x, yn〉), moreover, define φ : EV −→ Kn by φ([x]) = φ0(x).
This map is clearly well-defined, for if [x] = [x′] then x − x′ ∈ ker p and
φ0(x−x′) = 0, hence φ([x]) = φ([x′]). Moreover, it follows easily from the
definitions that φ is bijective. Thus we conclude that dimEV = dim E˜V =
n. Since any linear map between finite-dimensional spaces is nuclear the
claim follows from Proposition C.3. 
Let E be a topological vector space. A linear map f : E −→H into a
Hilbert space H is called a Hilbert–Schmidt map if there exists a Hilbert
space H0 and a continuous map α : E −→ H0 and a Hilbert–Schmidt
map u : H0 −→ H such that f = u ◦ α. The coarsest topology on E
such that all Hilbert–Schmidt maps are continuous is called the Sazonov
topology on E. A 0-neighborhood base of this topology is given by the
sets f−1(rB) where f is a Hilbert–Schmidt map into H , B is the open
unit ball in H centered at 0 and r > 0. Notice that the Sazonov topology
depends on the original topology on E since the concept of a Hilbert–
Schmidt map does. The next result gives an alternative 0-neighborhood
base of the Sazonov topology, its proof is due to [26].
Proposition C.7 Let E be a l. c. s. Then a 0-neighborhood base of the
Sazonov topology is given by the family FS of all pre-Hilbert subsets such
that for each U ∈ FS there exists a pre-Hilbert subset V ∈ FS such that
V ⊆ U and such that the canonical map E˜V −→ E˜U is Hilbert–Schmidt.
Proof. Let f be a Hilbert–Schmidt map into a Hilbert spaceH and B the
open ball centered art 0 in H of radius r > 0. Define U = f−1(B) The
map f factorizes as f : E α−→ H0 u−→ H , where α is continuous and u
Hilbert–Schmidt. The set u−1(B) is contained in an open ball B0 ⊆ H0
and we put V = α−1(B0). Then EU = E/ ker f and EV = E/ kerα, and
ker f ⊇ kerα, thus the canonical map φUV : EV −→ EU is well-defined.
We have the injections αˆ : EV −→ H0 and fˆ : EU −→ H , defined
by αˆ([x]) = α(x) and fˆ([x]) = f(x), x ∈ E. Thus EV and EU inherit
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pre-Hilbert structures from H0 and H , respectively, and U, V are thus
pre-Hilbert neighborhoods. Moreover, V = α−1(B1) ⊆ α−1(u−1(B)) =
f−1(B) = U . By noting that the diagram
E ================================== E
E˜V
φUV→
φV
→
E˜U
φU
←
H0
α
↓
u
→
αˆ
==
==
==
==
==
==
=
H
f
↓
fˆ
=============
is commutative we see that φUV is given by u and is thus Hilbert–Schmidt.
Conversely, suppose that U, V ∈ FS such that V ⊆ U and such that the
canonical map φUV : E˜V −→ E˜U is Hilbert–Schmidt. Since φV : E −→
E˜V is continuous the map f := φU = φUV ◦φV is Hilbert–Schmidt. We see
that U = f−1(B1), where B1 is the open unit ball centered at 0 in E˜U .
Corollary C.8 If E is a nuclear l. c. s. then the Sazonov topology on E
agrees with the original topology on E.
Corollary C.9 Let E be a l. c. s. and equip it with the Sazonov topology.
Then E is nuclear.
Proof. Both corollaries immediately follow by combining Proposition C.7
and Proposition C.5. 
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Appendix D.
Cylindrical Measures
The purpose of this appendix is to collect some results concerning cylin-
drical measures and provide a precise statement of a generalizations of the
classical Minlos–Sazonov theorem which will be used in Chapter 4. The
exposition follows partly [8].
D.1. Cylindrical Measures and Functions
D.1.1. Cylinder Sets
Let E be a set. We will construct a measurable structure on E by means
of a family of maps from E to measurable spaces. Let I be an index set
and suppose that for each i ∈ I there is given a measurable space (Ei,Bi),
where Ei is some set and Bi a σ-algebra of subsets of Ei. Moreover, let
fi : E −→ Ei be a surjective map for each i ∈ I. The family {fi}i∈I is
called consistent if for any two indices i1, i2 ∈ I there exists i ∈ I and a
pair of surjective measurable maps φiαi : Ei −→ Eiα , where α = 1, 2, such
that fiα = φiαi ◦ fi for α = 1, 2, i. e. such that the diagram
Ei1 ←
φi1i Ei
φi2i→ Ei2
E
fi
↑
fi2
→
fi1
←
is commutative. In this situation every map fi determines a σ-algebra
Ui = {f−1i (A) : A ∈ Bi} on E. By consistency of the maps {fi}i∈I the
family of σ-algebras Ui is directed, i. e. for i1, i2 ∈ I there exists i ∈ I
such that Ui ⊇ Ui1 ∪ Ui2 . We write i1 ≤ i2 if Ui1 ⊆ Ui2 . Note that by
this definition the index set does not become directed, unlike the set of
177
178 Appendix D. Cylindrical Measures
σ-algebras {Ui}i∈I which is directed by inclusion. By directedness
U =
⋃
i∈I
Ui
is an algebra on E, we write U = limI Ui in this situation. The elements
of U are called cylinder sets with respect to the family {fi}i∈I (or simply
cylinder sets when no confusion can arise), they are of the form Ci(B) =
f−1i (B), i ∈ I and B ∈ Bi ; B is called the base of the cylinder set Ci(B).
Given two spaces (E,U ), (F,V ) equipped with algebras U and V
arising in the way described above, i. e. U = limI Ui and V = limJ Vj , a
map f : E −→ F is called U /V -measurable if for all j ∈ J there exists
i ∈ I such that f is Ui/Vj-measurable in the usual sense, i. e. f−1(B) ∈ Ui
for all B ∈ Vj . Moreover, let (F,F ) be any measurable space equipped
with a σ-algebra F . A map f : E −→ F is called a cylindrical map (or
a cylindrical function if F = R or C) if there exists an index i ∈ I such
that f is Ui/F -measurable, i. e. if f−1(B) ∈ Ui for all B ∈ F .
Now we impose the additional assumption that E is a real linear space
(the complex case can be treated analogously). Suppose that F is another
real linear space in duality with E via the pairing 〈·, ·〉 : E × F −→ R. In
this situation it is natural to use its finite-dimensional subspaces to define
a cylinder algebra on E. Choose some subset F0 ⊆ F and let I be the
set of ordered finite tuples (y1, . . . , yn) of linearly independent elements
y1, . . . , yn of F0. For each i = (y1, . . . , yn) ∈ I define the map fi : E −→
Rn by fi(x) = (〈x, y1〉, . . . , 〈x, yn〉) onto the measurable space (Rn,Bn),
where Bn denotes the Borel σ-algebra of Rn. If now i1, i2 ∈ I where
i1 = (y1, . . . , yn) and i2 = (y′1, . . . , y
′
m), and if we assume that they are
related by
yj =
m∑
k=1
ajky
′
k, j = 1, . . . , n,
then by defining the matrix A = [ajk] a linear map φi1i2 : Rm −→ Rn is
determined which satisfies fi1 = φi1i2 ◦fi2 . Thus for any two maps fi1 , fi2
with i1, i2 ∈ I there is always a map fi satisfying the consistency condition,
it suffices to take a maximal linearly independent subset i of i1 ∪ i2. As
before we have the σ-algebras Ui, the algebra of cylinder sets on E with
respect to this family {fi}i∈I of maps will be denoted by UF0 = limI Ui.
It is easy to show that UF0 does not change if F0 is replaced by its linear
hull, i. e. UF0 = UlinF0 .
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D.1.2. Cylindrical Measures
Let E be a set endowed with a measurable structure U = limI Ui de-
scribed in Section D.1.1, i. e. U is the limit of a directed family of σ-
algebras Ui where i ∈ I. Let µ : U −→ [0,∞] be a set function. Then µ
is called a cylindrical measure if the restrictions µi to Ui, i ∈ I, are σ-
additive. This implies that µ is finitely additive on U but, in general, µ
is not σ-additive. The measures {µi}i∈I are called the finite-dimensional
measures or finite-dimensional distributions (in probabilistic contexts for
normalized positive cylindrical measures) of µ.
Now suppose that U = limI Ui arises from a consistent family of maps
{fi}i∈I . Choose two indices i1, i2 ∈ I with i1 ≤ i2, then by the consistency
condition there exists a map φi1i2 : Ei2 −→ Ei1 such that fi1 = φi1i2 ◦ fi2 ,
therefore the cylinder set Ci1(B) = f
−1
i1
(B) ∈ Ui1 , where B ∈ Bi1 , can
be written as Ci1(B) = f
−1
i1
(B) = f−1i2 (φ
−1
i1i2
(B)) = Ci2(B
′) ∈ Ui2 with
B′ = φ−1i1i2(B) ∈ Bi2 , thus the finite-dimensional distributions of µ satisfy
the consistency condition
µi1(f
−1
i1
(B)) = µi2(f
−1
i2
(φ−1i1i2(B))) (D.1)
for all i1, i2 ∈ I with i1 ≤ i2, B ∈ Bi1 , or by writing µ˜i = µi ◦ f−1i , the
consistency condition becomes µ˜i1(B) = µ˜i2(φ
−1
i1i2
(B)) for all i1, i2 ∈ I
with i1 ≤ i2, B ∈ Bi1 .
Conversely, if for every i ∈ I a measure µ˜i on Bi is given such that the
consistency relation µ˜i1(B) = µ˜i2(φ
−1
i1i2
(B)) for all i1, i2 ∈ I with i1 ≤ i2,
B ∈ Bi1 is satisfied, there exists a unique cylindrical measure µ on (E,U )
with finite-dimensional distributions {µi}i∈I , where µ˜i = µi◦f−1i . Indeed,
if A ∈ U , then there exists i1 ∈ I such that A = Ci1(Bi) = f−1i1 (Bi1) ∈
Ui1 , where Bi1 ∈ Bi1 is uniquely determined by surjectivity of fi1 . Then
one can define µ(A) = µi1(Bi1). This is well-defined, for if A ∈ Ui2 and
hence A = f−1i2 (Bi2) with Bi2 ∈ Bi2 , then there exists i ∈ I with iα ≤ i,
where α = 1, 2, such that µ˜i1(Bi1) = µ˜i(φ
−1
i1i
(Bi1)) = µ˜i(φ
−1
i2i
(Bi2)) =
µ˜i2(Bi2).
Given a cylindrical function f : E −→ C then we can define the integral
of f with respect to a cylindrical measure µ by∫
E
f(x) dµ(x) :=
∫
E
f(x) dµi(x), (D.2)
where i ∈ I is chosen such that f is Ui/B1-measurable and the integral
on the right hand side is understood in the usual sense. This is indeed
well-defined since by the consistency condition the integral on the right
does not depend on the choice of i.
180 Appendix D. Cylindrical Measures
Consider two sets (E,U ), (F,V ) with measurable structures U =
limI Ui and V = limJ Vj , and let φ : E −→ F be a U /V -measurable
map. Then for any cylindrical measure µ on E it is easy to see that the
set function ν := µ ◦ φ−1 on V , defined by ν(B) = µ(φ−1(B)) for B ∈ V ,
is a cylindrical measure on F . Let f : F −→ C be a cylindrical function.
Choose j ∈ J such that f is Vj/B1-measurable. Then there exists i ∈ I
such that φ is Ui/Vj-measurable, and by the change of variables formula
for integrals we have∫
E
f(φ(x)) dµi(x) =
∫
F
f(y) d(µi ◦ φ−1)(y),
therefore by using the definition (D.2) we get∫
E
f(φ(x)) dµ(x) =
∫
F
f(y) dν(y) =
∫
F
f(y) d(µ ◦ φ−1)(y). (D.3)
Hence we have obtained a generalization of the change of variables formula
for cylindrical measures and cylindrical functions.
Now let E and F be two real vector spaces in duality and consider
the cylinder algebra UF on E described in Section D.1.1. Let µ be a
finite cylindrical measure on UF . Then the function E 3 x 7→ ei〈x,y〉 is a
bounded cylindrical function for every y ∈ F . Indeed, take i = (y) ∈ I,
then the σ-algebra Ui consists of the sets {x ∈ E : 〈x, y〉 ∈ B}, where
B ∈ B1, so x 7→ ei〈x,y〉 is Ui/B1-measurable. Then the Fourier transform
of µ is defined as the map Fµ : F −→ C, where
(Fµ)(y) =
∫
E
ei〈x,y〉 dµ, y ∈ F. (D.4)
It is easy to see that Fµ is positive-definite for a finite positive cylindri-
cal measure µ. We now turn to the construction of cylindrical measures
by means of positive definite functions, i. e. we study generalizations of
Bochner’s theorem to spaces which are not necessarily locally compact.
Theorem D.1 Let the function ψ : F −→ C be continuous on all finite-
dimensional subspaces L ⊆ F and positive-definite, i. e. given z1, . . . , zn ∈
C, y1, . . . , yn ∈ F , and n ∈ N, we have
n∑
k,`=1
zkz¯`θ(yk − y`) ≥ 0. (D.5)
Then there exists a unique finite and positive cylindrical measure µ on
(E,UF ) such that
ψ = Fµ. (D.6)
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Conversely, if µ is a positive finite cylindrical measure on E and ψ is given
by (D.6), then it is positive-definite and continuous on finite-dimensional
subspaces. If these conditions are satisfied we have ψ(0) = µ(E).
Proof. If i ∈ I with i = (y1, . . . , yn), where y1, . . . , yn ∈ F are linearly
independent, consider the finite-dimensional subspace L = lin{y1, . . . , yn}
and introduce the canonical isomorphism φL : Rn −→ L with
φL(α1, . . . , αn) =
n∑
i=1
αiyi, (α1, . . . , αn) ∈ Rn.
Since the restriction of ψ to L is continuous there exists by Bochner’s
theorem a measure µ˜i on (Rn,Bn) such that
ψ(y) =
∫
Rn
ei〈x˜,φ
−1
L (y)〉 dµ˜i(x˜), y ∈ L ⊆ F.
In order to show that the µ˜i define a cylindrical measure µ on (E,UF ) it is
sufficient to prove that for i1, i2 ∈ I with i1 ≤ i2 we have µ˜i1 = µ˜i2 ◦ φ−1i1i2
on Bn, where φi1i2 : Rm −→ Rn as defined before. This, however, is
easily established by an application of the change of variables formula.
Now if i ∈ I with i = (y1, . . . , yn) and L = lin{y1, . . . , yn} it follows that
〈fi(x), φ−1L (y)〉 = 〈x, y〉 for all y ∈ L, where fi(x) = (〈x, y1〉, . . . , 〈x, yn〉)
as before, therefore
ψ(y) =
∫
Rn
ei〈x˜,φ
−1
L (y)〉 dµ˜i(x˜) =
∫
E
ei〈fi(x),φ
−1
L (y)〉 dµi(x)
=
∫
E
ei〈x,y〉 dµ(x),
and the first part of the theorem follows. The converse statement as
well as the uniqueness assertion is obvious by Bochner’s theorem, the last
statement follows from (D.6). 
D.2. The Generalized Minlos–Sazonov
Theorem
In this section we will state a generalization of the classical Minlos–
Sazonov theorem for Hilbert spaces which gives a sufficient condition for
σ-additivity of a cylindrical measure.
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Theorem D.2 Let E be a l. c. s. and let µ be a positive finite cylindrical
measure on (E′,UE), where E′ denotes the topological dual of E. If the
Fourier transform E 3 x 7→ (Fµ)(x) is continuous at 0 in the Sazonov
topology on E then µ is σ-additive on UE and hence there is a unique
σ-additive extension of µ to the σ-algebra σ(UE). Moreover, µ is strongly
regular: For every  > 0 there exists a σ(E′, E) compact subset C ⊆ E
such that µ(B) = 0 for every B ∈ UE with B ∩ C = ∅.
Next we collect some results concerning weak compactness of families of
measures. First let E be a completely regular Hausdorff space and denote
by C(E) the space of continuous functions on E. The space of all Radon
measures on E is denoted by Mb(E), and the corresponding duality by
〈f, µ〉 = ∫
E
f dµ for f ∈ C(E) and µ ∈ Mb(E). By the Riesz–Markov
theorem we have Mb(E) ∼= C(E)∗. The σ(Mb(E),C(E)) topology on
Mb(E) is called the weak topology. By Prokhorov’s theorem a subset
K ⊆ Mb(E) is relatively weakly compact if for any  > 0 there exists a
compact C ⊆ E such that |µ|(E\C) <  for all µ ∈ K. Another sufficient
condition for relative weak compactness is stated in the following theorem.
Theorem D.3 Let E be a l. c. s. with topological dual E′, and let K ⊆
M+b (E
′, σ(E′, E)) be a set of positive normalized Radon measures. If the
set of functions {Fµ : µ ∈ K} is equicontinuous at 0 in the Sazonov
topology corresponding to the τ(E,E′)-topology1 on E then K is weakly
relatively compact.
We also have a certain converse of Prokhorov’s theorem.
Theorem D.4 Let E be a l. c. s. with topological dual E′, and let K ⊆
M+b (E
′, σ(E′, E)) be a set of positive normalized Radon measures. Sup-
pose that the set of functions {Fµ : µ ∈ K} is equicontinuous at 0 in
the Sazonov topology corresponding to the τ(E,E′)-topology on E. Then
for any  > 0 there exists a σ(E′, E) compact subset C ⊆ E′ such that
µ(E′\C) < .
Proofs of these theorems can be found in [8], see also [121].
1Here τ(E,E′) denotes the Mackey topology.
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Summary
Today quantum mechanics is considered as the most fundamental phys-
ical theory available. As such it is not limited to its traditional areas
like atomic and elementary particle physics and quantum field theory, but
its scope should also contain macroscopic systems, obeying the laws of
classical physics. Here a fundamental problem arises: when the laws of
quantum mechanics are directly applied to the objects of our everyday
field of experience, contradictions arise. Probably the most famous exam-
ple is the Schro¨dinger cat, which exists is a nonclassical state which is a
superposition of the “dead” and “alive” state of the cat.
The program of environmental decoherence provides an answer to these
problems. It contends that quantum mechanics is universally valid but
that one has to take into account that macroscopic systems are usually
strongly interacting with their environment. This interaction causes the
time evolution of the system to become irreversible, and irreversibility is
able to dynamically generate classical properties. Specifically, the inter-
action between system and environment leads to a strong entanglement
between them which effectively renders phase relations between vectors
from certain subspaces of the systems Hilbert space unobservable, thus
limiting the superposition principle which is responsible for nonclassical
behavior like in the Schro¨dinger cat example.
Despite the recent progress in our understanding of decoherence there
is still a lot of discussion about the meaning and prospects of decoherence
going on. In order to clarify the status of decoherence and to classify
possible scenarios Ph. Blanchard and R. Olkiewicz introduced a mathe-
matically rigorous definition of decoherence in the algebraic framework of
quantum physics. The algebraic framework is an alternative mathematical
formulation of quantum physics which is more general than the traditional
Hilbert space formulation; in particular, it permits the rigorous discussion
of systems with infinitely many degrees of freedom occurring in quantum
field theory or in the thermodynamical limit, as well as superselection
rules and classical systems.
Up to now most studies on decoherence have been concentrating on sys-
tems describable by a finite-dimensional Hilbert space or standard quan-
tum mechanics with finitely many degrees of freedom. The theory of
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irreversible dynamics and decoherence of systems with infinitely many de-
grees of freedom in contrast is far less advanced. It is the objective of
this work to provide some general results about decoherence in systems
with Markovian time evolution which are sufficiently general to cover also
infinite systems. A second aspect is to construct irreversible dynamics on
representations of the algebra of canonical commutation relations (CCR
algebra) in a mathematically rigorous way and to study their properties.
Chapter 1 starts by introducing the algebraic framework of quantum
physics, in particular, we emphasize that quantum theory may fruitfully
be viewed as a generalization of classical Kolmogorovian probability the-
ory. The necessary mathematical tools to describe the dynamics of open
systems, in particular quantum dynamical semigroups, which are funda-
mental for decoherence are introduced as well. Next in Chapter 2 we
develop mathematical tools which will allow us to prove that a given quan-
tum dynamical semigroup displays the decoherence effect. Besides giving
a new proof for a special case of a theorem of  Lugiewicz and Olkiewicz we
will also discuss the Jacobs–de Leeuw–Glicksberg splitting for quantum
dynamical semigroups as well as a notion of detailed balance which will
lead to a new sufficient condition for decoherence of a quantum dynamical
semigroup. In Chapter 3 we introduce the notion of decoherence due to
Ph. Blanchard and R. Olkiewicz and discuss its consequences. Our results
from Chapter 2 lead to a number of new conditions for a quantum dy-
namical semigroup to display decoherence. A class of quantum dynamical
semigroups on von Neumann algebras corresponding to representations of
the algebra of the canonical commutation relations, which describe (not
necessarily finite) Bose systems is constructed in Chapter 4. Moreover,
we achieve a complete description of these semigroups in terms of their
generators and discuss the existence of faithful normal invariant states.
We close with some open problems and proposals for future investigations
in Chapter 5.
Zusammenfassung in deutscher Sprache
Die Quantenmechanik gilt heute als unsere grundlegendste physikalische
Theorie. Als solche beschra¨nkt sie sich nicht nur auf ihre urspru¨nglichen
Anwendungsbereiche wie die Atomphysik, Elementarteilchenphysik und
die Quantenfeldtheorie, sondern ihr Gegenstandsbereich sollte auch ma-
kroskopische Systeme einschließen, die den Gesetzen der klassischen Phy-
sik gehorchen. Hier sto¨ßt man jedoch auf ein fundamentales Problem:
Wendet man die Gesetze der Quantenmechanik direkt auf die Objekte un-
193
serer Alltagswelt an, so gelangt man zu Widerspru¨chen. Der wahrscheinlich
beru¨hmteste ist die Schro¨dinger-Katze, die sich in einem nichtklassischen
Zustand befindet, der eine koha¨rente U¨berlagerung des Zustandes ”tot“
und ”lebendig“ der Katze darstellt.
Die Theorie der Dekoha¨renz bietet eine Lo¨sung dieser Probleme. Sie geht
davon aus, daß die Quantenmechanik universell gu¨ltig ist, man jedoch zu
beru¨cksichtigen hat, daß makroskopische Systeme gewo¨hnlich stark mit
ihrer Umgebung in Wechselwirkung stehen. Durch diese Wechselwirkung
wird die Zeitentwicklung des betrachteten Systems irreversibel, und die-
se Irreversibilita¨t ist in der Lage, klassische Effekte dynamisch zu erzeu-
gen. Genauer gesprochen bewirkt die Wechselwirkung eine starke Ver-
schra¨nkung zwischen System und Umgebung, welche Phasenfaktoren zwi-
schen Vektoren bestimmter Unterra¨ume des Hilbertraumes des Systems
unbeobachtbar macht und somit das Superpositionsprinzip einschra¨nkt,
welches nichtklassische Zusta¨nde wie im Beispiel der Schro¨dinger-Katze
erlaubt.
Trotz des großen Fortschritts im Versta¨ndnis der Dekoha¨renz, der in den
letzten Jahren erreicht wurde, ist die Frage nach ihren Grundlagen und
Mo¨glichkeiten heute immer noch Gegenstand aktiver Diskussionen. Um
den Status der Dekoha¨renz zu kla¨ren und ihre verschiedenen mo¨glichen
Szenarien zu klassifizieren, wurde von Ph. Blanchard und R. Olkiewicz ein
mathematisch rigoroser Begriff der Dekoha¨renz im Rahmen der algebrai-
schen Quantenphysik vorgeschlagen. Die algebraische Quantenphysik ist
eine alternative und allgemeinere mathematische Formulierung der Quan-
tenmechanik als die traditionelle Hilbertraumformulierung. Insbesondere
ermo¨glicht sie eine mathematisch rigorose Behandlung von Systemen mit
unendlich vielen Freiheitsgraden, welche in der Quantenfeldtheorie oder
im thermodynamischen Limes vorkommen; außerdem lassen sich beson-
ders einfach Superauswahlregeln sowie klassische Systeme beschreiben.
Bisher konzentrierten sich die meisten Arbeiten zur Dekoha¨renz auf Sy-
steme mit endlichdimensionalem Hilbertraum oder auf Systeme mit end-
lich vielen Freiheitsgraden. Die Theorie der Dekoha¨renz und irreversibler
Zeitentwicklungen fu¨r Systeme mit unendlich vielen Freiheitsgraden ist
weit weniger fortgeschritten. Es ist das Ziel der vorliegenden Arbeit, eini-
ge allgemeine Resultate u¨ber Dekoha¨renz in Systemen mit Markoffscher
Zeitentwicklung beizusteuern, die hinreichend allgemein sind um auch fu¨r
unendliche Systeme ihre Gu¨ltigkeit zu behalten. Ein zweiter Aspekt ist die
mathematisch rigorose Konstruktion von irreversiblen Zeitentwicklungen
auf Darstellungen der Algebra der kanonischen Vertauschungsrelationen
(CCR-Algebra).
Das Kapitel 1 beginnt mit einer Einfu¨hrung in die algebraische Formulie-
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rung der Quantenphysik, insbesondere wird betont, daß der Formalismus
der Quantenphysik sich als Verallgemeinerung der klassischen Kolmogo-
roffschen Wahrscheinlichkeitstheorie auffassen la¨ßt. Die notwendigen ma-
thematischen Werkzeuge fu¨r eine Beschreibung irreversibler Zeitentwick-
lungen im algebraischen Rahmen werden ebenfalls zur Verfu¨gung gestellt.
In Kapitel 2 werden einige mathematische Resultate entwickelt, die es zu
beweisen erlauben, daß eine dynamische Halbgruppe Dekoha¨renz zeigt.
Neben einem neuen Beweis eines Theorems von  Lugiewicz und Olkiewicz
wird die Jacobs-de Leeuw-Glicksberg-Zerlegung fu¨r dynamische Halbgrup-
pen betrachtet sowie eine Detailed Balance-Bedingung, die im Hinblick auf
Anwendungen zur Dekoha¨renz untersucht wird. Das Kapitel 3 fu¨hrt den
Begriff der Dekoha¨renz nach Ph. Blanchard und R. Olkiewicz ein und dis-
kutiert einige seiner Konsequenzen. Die Resultate aus Kapitel 2 erlauben
die Formulierung einiger neuer Kriterien fu¨r Dekoha¨renz einer dynami-
schen Halbgruppe. Eine Klasse von dynamischen Halbgruppen auf Dar-
stellungen der CCR-Algebra, die (nicht notwendigerweise endliche) bosoni-
sche Systeme beschrieben, wird in Kapitel 4 konstruiert. Eine vollsta¨ndige
Beschreibung dieser Halbgruppen durch ihre Generatoren wird gegeben,
außerdem wird die Existenz eines treuen invarianten Zustandes diskutiert.
Das Kapitel 5 schließt mit einigen Bemerkungen zu offenen Problemen und
Vorschla¨gen fu¨r zuku¨nftige Untersuchungen.
195
Gedruckt auf alterungsbesta¨ndigem Papier nach din-iso 
