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Introduction
Increasing number of seismic stations that are located near the active
faults make it possible to investigate near-fault behavior of the seismic
signals. Occasionally, these stations recorded earthquakes with pecu-
liar seismic pattern at various major earthquakes. Such signals, called
henceforward pulse-shape signals, can be seen at the early stages of
the earthquake signal in velocity records.
There are various algorithms to detect pulse-shape signals in earth-
quake waveform. Mavroeidis and Papageorgiou (2003) proposed a
wavelet analysis to construct a mathematical representation of the
pulse, which depends on amplitude, period, duration and phase shift.
Shahi and Baker (2014) used a 4th-order Daubechies wavelet to deter-
mine pulse-shape signals. The method has some constraints such as a
minimum PGV amplitude, a pulse arrival located at the beginning of
the signal and arbitrary thresholds for the energy function. Mena and
Mai (2011) used windowed Fourier transform analysis for the pulse
shape signal and its position with certain energy thresholds. Chang
et al. (2016) used the energy function with certain thresholds to de-
termine the pulse-shape signal position and period. Kardoutsou et al.
(2017) used a cross-correlation between the potential pulse-shape sig-
nal and the wavelet functions to determine the pulse shape.
High amount of data in earth science and improvements on comput-
ers allowed earth scientist to use machine learning algorithms on their
databases. Asencio-Corte´s et al. (2018) used seismicity database of
California to forecast earthquakes. DeVries et al. (2018) used deep
learning methods to forecast aftershocks. Florido et al. (2018) im-
plement several machine learning algorithms to discover seismic pat-
terns. In Shahi and Baker (2011), generalized linear models (GLM)
were used in combination with a model fitting for predicting the prob-
ability of near-fault earthquake ground motion pulses without using
the time series data.
Data
Analyzed ground motions are selected from NGA-West2 (Ancheta
et al., 2012), GeoNet, Itaca (Pacor et al., 2011; Luzi et al., 2016) and
K-Net databases, which contain data from crustal earthquakes. Earth-
quake signals that are recorded due to Mw > 5.5 earthquakes with a
maximum distance range of 115 km from the epicenter, are selected.
In order to study pulse-shape signals, East and North components are
rotated to radial and transverse components. In total, our database
contains 2739 waveform recorded due to more than 100 earthquakes
with various source mechanisms.
Waveform are used with the fixed length of 60 seconds. Records
started where the P arrival is picked and ended 60 seconds later than
the pick. If the signal has less duration, then zeros added at the end of
the real signal.
Velocity waveform are used since it is easier to detect pulse shape
signals on velocity records and spectrogram. Impulsive signals. Spec-
trogram are used since impulsive part of the waveform contains most
of the seismic energy.
Figure 1: Seismological Networks & Databases That We Collect Data.
Figure 2: An example of velocity waveform and spectrogram of acceleration wave-
form of 20th of September 1999 Mw 7.6 at TCU039 station of Broadband Array in
Taiwan for Seismology Institute of Earth Sciences (1996), respectively.
Method
Determination of the Pulse Shape Signal
The propagation of fault rupture toward a site at a velocity close to
the shear wave velocity causes most of the seismic energy from the
rupture to arrive in a single large pulse of motion that occurs at the
beginning of the record. This pulse of motion represents the cumula-
tive effect of almost all of the seismic radiation from the fault. The
radiation pattern of the shear dislocation on the fault causes this large
pulse of motion to be oriented in the direction perpendicular to the
fault, causing the strike-normal ground motions to be larger than the
strike-parallel ground motions.
Chang et al. (2016)’s Algorithm
Chang et al. (2016) used energy ratio between a part of the signal
where PGV is occurred and whole velocity waveform. PGV should
be bigger than 30 cm/s in order to consider the waveform as possible
pulse shape signal producer. The pulse model is expressed as below:
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where vp is the extracted pulse, t time series, Ap means the ampli-
tude of the extracted pulse, Tp is the pulse period, Nc is the number of
the cycles in the pulse, Tpk means the location of Ap in the time axis,
θ represents the phase of the pulse.
Occurrence of the pulse shape behavior of the signal is valid, if the
energy ratio between the part of the signal where PGV occurs and the
whole waveform exceeds the threshold level which is 0.3. Mathemat-
ical representation of this methodology is in below:
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where ts and te represent the pulse starting and ending points in the
time domain, respectively.
Machine Learning Algorithms
Scikitlearn (Pedregosa et al., 2011) and Tensorflow (Abadi et al.,
2016) packages are used in order to process the data. Methods are
explained in Convolutional Neural Network (CNN) and work-flows
can be seen in Figure 3.
Convolutional Neural Network (CNN)
In this study, both velocity waveform and spectrogram are processed
with artificial neural networks. Architecture of the network has 4 lay-
ers. 1D and 2D convolutions are used for waveform and spectrogram,
respectively. Each layer has 32 filters and the relu activation function.
Architecture of the neural network can be seen in Figure 3.
Softmax cross entropy method is used to calculate the cost function.
Then Adam optimizer is used for optimization. 50 batch are used in
2000 epochs with a learning rate of 0.001. Data split up to 30% per-
cent of test and 70% of train the algorithm. 30% of the train data is
reserved for validation. Data length of waveform is 6000 data points
in 1D vector. On the other hand, spectrogram are hold in 2D ma-
trices with 452x512. Dimensions are related with time segments and
frequency resolution, respectively.
Figure 3: Structures of the neural network. Structure is the same for both waveform
and spectrogram analysis except that in waveform analysis 1D convolution is used
(left), whereas in spectrogram analysis 2D convolution is used (right).
Results
In our database we have 229 pulse shape signals. In order to train the
model, we keep 1:1 ratio between impulsive and non impulsive signals
and used randomly selected non impulsive signals in our database to
keep the ratio. Result are in average of various random choices of im-
pulsive and non impulsive signals for test, train and validations. The
results can be seen in Table 1.
Waveform Spectrogram
Accuracy (%) 84 81
Table 1: Results of averaged randomly selected impulsive and non impulsive sig-
nals.
Shortcomings
• Requires high amount of memory to process
•Algorithms cannot detect the exact location of the impulsive part of
the waveform
Conclusions
• Both waveform and spectrogram analysis have promising accuracy
rates, which are 84% and 81%, respectively.
•Depending of layer architecture, waveform and spectrogram can
analyzed more efficiently.
Future Plans
•Determining the position of the impulsive part of the waveform.
• Instead of using the spectrogram and waveform directly, one can
extract high level information high can describe impulsive and non
impulsive behaviours more accurately.
•Using the trained model in real time observations.
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