For the Cram6r-Lundberg risk model with phase-type claims, it is shown that the probability of ruin before an independent phase-type time H coincides with the ruin probability in a certain Markovian fluid model and therefore has an matrix-exponential form. When H is exponential, this yields in particular a probabilistic interpretation of a recent result of Avram & Usabel. When H is Erlang, the matrix algebra takes a simple recursive form, and fixing the mean of H at T and letting the number of stages go to infinity yields a quick approximation procedure for the probability of ruin before time T. Numerical examples are given, including a combination with extrapolation.
INTRODUCTION Consider the reserve R t = u -S t at time t of an insurance company where S is a L6vy process of the form
The time of ruin is r = r(u) =inf{t>O : Rt<O} =inf{t>0:St>u}, the infinite horizon ruin probability is ~,(u) = P(z(u) < ~o) and the probability of ruin before time T is ~, (u, T) = P (r (u) < T) (the probability and expectation are taken with respect to the process St).
Typically, the study of ~u (u, T) is much harder than that of ~u (u), and even ~u(u) can only be found explicitly in a few cases, mainly when F is phase-type (see, e.g., [20] , [21] , [3] , [17] or [7] for background and terminology). With a the initial row vector and G the phase generator, it then holds that ~(U) = t 1 e(G+gBfit)U l (2) where g = -G1 with 1 = (1 ... 1)' and q = - (2] c)otG -1. This was first pointed out by Asmussen & Rolski [10] in the risk theoretic setting, but in fact formula (2) is identical to the representation of the M/PH/1 waiting time distribution given in Neuts [20] . In the finite horizon case, the phase-type assumption did so far not appear to provide any substantial simplication (but see Stanford & Stroinski [23] for an attempt). However, recently Avram & Usabel [11] found a formula of similar form as (2) for the probability of ruin before an exponential time Ha independent of the risk process: if H = Ha is exponential with rate a and via(u) = Ha) = P(r(u) _< Ha) = E e (3) (where the last equality holds by integration by parts), then ~u(u, Ha) = qae (~+~')~ 1 (4) where qa = (~,]C) a(S a I-G) -1 and sa is the unique positive root of the Cram6r Lundberg equation (12) . Their result dealt more generally also with the deficit at ruin, which is in fact always automatic for phase type jumps -see Corollary 4. The approach was algebraic, with a key step in the proof being a linear algebra identity similar to that used in Asmussen & Bladt [8] .
In the present paper we generalize the results of [11] to a random horizon H with a general phase-type distribution, using a different approach proposed in Asmussen [7] . This approach solves perpetual first time passage problems for Levy processes with phase-type jumps by embedding them first into an equivalent continuous Markov modulated diffusion with a finite order Markovian environment (also called fluid model in the absence of a Brownian component). This has the analytic advantage of replacing the original Markovian integrodifferential generator by a simpler first order ordinary-differential generator for the fluid model (see [13] and the proof of Theorem 2 below), and reducing ultimately (at least for constant premiums) this type of problems to obtaining the Jordan decomposition of certain matrices. The end result is that formulas like (2), (4), are available under a wide variety of models, like for example that of phase-type renewal arrivals [13] . Moreover, as shown below, we may also incorporate a phase-type horizon H merely by increasing the dimension of the modulating environment (and of q).
The case of an Erlang H is of particular interest. Such an H with a large number L of stages provides a very good approximation for its mean since, as shown by Aldous & Shepp [1] , the Erlang distribution is the phase-type distribution with minimal variance for a given number of phases. Correspondingly, we find in Theorem 6 that if we fix the mean T and let L go to infinity, the corresponding ~u(u, H) converges to ~u(u, T) with a rate of convergence which is optimal. Furthermore, the Erlangian case turns out to be simpler computationally, since it leads to an explicit recursion for U. We thereby provide a quick route to approximations of ~u (u, T) (a topic which is in general not easy at all -see the survey in [7] Ch. IV). We illustrate the approach with a couple of numerical examples which show that indeed a good fit is obtained with relatively few stages L, and that the efficiency of the numerical scheme is much improved when combined with extrapolation.
THE PROBABILITY OF RUIN AT A PHASE-TYPE TIME
The connection between Levy processes with phase-type jumps (or, more generally, Markov modulated Levy processes with phase-type jumps) and Markovmodulated diffusions follows from an observation which seems to have been first exploited in Asmussen [5] (see also [6] , [7] ) and Asmussen & Kella [9] ). The general trick is to level out the positive jumps to sample path segments with slope +1 and the negative jumps to sample path segments with slope -1 and add an extra phase say ~ (or more if necessary), for the "regular time" when the process drifts. This embeds the process with phase-type jumps St in a continuous Markov additive process (J, V), where the Markov component Jt (called environment) is ~ at a regular time and gives the current phase of the jump otherwise.
In this way, one obtains a semi-Markov (or Markov modulated) risk process of the kind studied in [2] , but much simpler, in that there are no jumps, but only Markov modulated deterministic drifts (or "premiums"). This approach has technical advantages, like removing certain integrability difficulties arising due to the jumps (see Asmussen & Kella [9] Theorem 2.1.4); more importantly, it replaces the original problem involving an integro-differential equation by a related simpler problem involving a first order differential system for the resulting fluid model.
In our case of a phase-type horizon H, we have to keep track also of the phase of the horizon, and therefore the imbedding of St in a Markovian fluid {(Jr, Vt)} is slightly more complicated than the one described before. Assume that the set of phases for the jump distribution F is EF with pp elements and that H is phase-type with set of phases E/4 with P/4 elements, phase generator H and initial vector ft. We denote by h = -H1 the rates of absorbtion of the phase process into its absorption "cemetery" state C (note that 1 and similarly the identity matrix I and zero vectors/matrices 0 will have a dimension varying on the context throughout the paper). The background Markov process {Jt} has state space E = E0 u E÷ x E_ where E0 = { C} is the absorbing state, E_ = Eli, E÷ = Eli x EF (matrices and vectors are written in block-partitioned form corresponding to this ordering, and we write p_ = pli, p+ = Pn + PF). The fluid model { Vt} moves linearly at a rate ri when Jt = i; more precisely, it is defined as follows:
• Jt = C corresponds to the final segment of the risk process after time H and here r c = O.
• ,l t ~ E_ = EF corresponds to a segment of the risk process St without jumps, i.e., downwards motion at the linear rate ri = -1 and the state for {Jr} is the current phase of the phase process for H.
• .l t ~ E+ = Eli x EF corresponds to a jump of the risk process. The first component of {,It} is fixed at the current phase of the phase process for H during a segment corresponding to a fixed jump, and the second goes through the phases of the phase process for the jump. Further, ri = 1 for i eEn X EF. We state now a general result concerning the upcrossing probabilities of fluid models due to [14] and [18] and generalized by [4] to the case of Markov-modulated diffusions, following Theorem 3.2 of [4] . Here, the special structure of the matrices A etc plays no role; we will see however in the next section that if H is Erlang, then a considerably simpler recursive scheme is available. 
It follows that the initial distribution for {Jr} is (0 p 0) and that its transitions intensity matrix is
where U is the p+ x p+ matrix 
and further
Proof a,b) This is a reformulation of Theorem 3.2 of Asmussen [4] , with the following small amendments. First, it is assumed there that E0 = 0, but the separate treatment in [4] of the case E0 ~ 0 is not needed here because E0 is absorbing. Second, [4] gives q = ((31 + A--)q +A -+) (31-(A ++ + A+-g) -1
from which (5) is obtained by multiplying by 6/-U to the right and eliminating 6. c) The proof is an immediate application of Section 5 of [4] . Note that the fact that (8) satisfies the Riccati equation for any choice of eigenvectors ki, i = 1 .... , p+ is easily checked, but the fact that we need the negative real part eigenvalues requires some probabilistic argument -see also [9] for an optimal stopping approach. where U = A+++ A +-q, and thus ~(u) = eUUl. Also, this substitution transforms the first equation (after factoring $(u)) into the algebraic Riccati equation (5) .
2) It is interesting to investigate, in the spirit of [8] , whether this result holds also under the less restrictive assumption of jumps with a rational Laplace transform.
Finally, using the fact that in our case the horizon phases start with probabilities fl, we get:
Corollary 3. One has ~u(u,H) = ptleVUl where q is a E x E+ matrix and U a E+ x E+ matrix such that
The deficit at the time of ruin Y = S~ has also been studied by many authors, see e.g. [15] . An important advantage of phase-type modeling is that it renders the distribution of the deficit at ruin automatically. Indeed, it is easy to see from the probabilistic interpretation of Theorem 2 that this deficit is phasetype on E+ with initial vector title Uu and phase generator I ® G, which yields the corollary:
denote the "finite time bivariate probability of ruin" with time span H and severity of ruin bigger than y. Then,
~'(u, H, Y) = flqeUueGYl

THE ERLANG CASE
We first verify that Theorem 2 gives the result of [11] for the exponential case.
Here E_ consists of a single point so that t/is a E+ = EF row vector and U a EF x EF matrix, and (9), (10) take the form U= G+gq, We note now, as in [11] , that since the Laplace transform of the ruin function must be well defined over the positive numbers, s must be the unique positive root of this equation 4. Next consider the Erlang (2) case. The probabilistic interpretation of 7 given in [4] is that t/u is the probability that when J0 = i ~ E, then the first upcrossing of level 0 of the fluid model will occur at a time t with .It = J ~ E÷. Taking into account the specific structure of the Erlang case, it follows that we can write where 71 coincides with the 7 = 2a (sl-G') -1 just computed for the exponential case. By (9), (10) In the general case: 
Proof The form of q is seen exactly as when L = 2. Considering the upper right block, (9), (10) (14) follows. , (u, 7) + ~u (~(u, 7) -U.
Theorem 6. Let T> 0 be a fixed time and let IlL denote the Erlang distribution with L stages and mean T (i.e., a = L/T). Then ~u(u, HL) --+ ~u(u, T) as L --~
--[-O(E(HL-T)4)+O(c -¢OL)
r(~-T) ~ : ~ (u' 7) + ~-] g/(~) (U' 7) k! +0( 3/L2+6/L3 ) k=l 1/L + ~u(a)(u, 7) 2/L2 + O(L -2 ) : ~
NUMERICAL EXAMPLES
We implement now the Erlang method in practical calculations of ruin probabilities using the phase-type formula q/(u, H)= (q~, q2 ..... qL)eVUl and the simple recursive algorithm presented in the former section. The density of the claim sizes is f(x) = ot e6Xg and the relative security loading considered in the illustrations below is 0 = 0.1. In order to compare the Erlang approximations with the exact values (L = co) of the ruin probabilities, the Gaver-Stehfest method of inverting the Laplace transform was used, see, for instance, Usabel [24] .
We will first consider the hyperexponential distribution used by Wikstad [25] as an example of a highly skewed distribution; in matrix notation The reader can see at a glance how quickly the approximations yield at least one or two significant digits even for very small values of the ruin probabilities. Furthermore, motivated by the linear rate of convergence (15), we implemented next the Richardson extrapolation (see e.g. [22] ), leading to the improved estimate As expected, the extrapolation clearly improves the convergence, yielding at least three relative significant digits in most cases. Of course, for practical purposes, most often even just one or two significant digits will suffice.
The same conclusions are apparent from the extrapolated approximations for the Erlang(3) claim sizes: 
