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Abstract
In this paper, we propose a general scale invariant approach for sparse signal recovery via the
minimization of the q-ratio sparsity. When 1 < q ≤ ∞, both the theoretical analysis based on q-ratio
constrained minimal singular values (CMSV) and the practical algorithms via nonlinear fractional
programming are presented. Numerical experiments are conducted to demonstrate the advantageous
performance of the proposed approaches over the state-of-the-art sparse recovery methods.
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1 Introduction
Over the past decade, an extensive literature on Compressive Sensing has been developed, see the
monographs [10, 14] for a comprehensive view. Compressive Sensing aims to find the sparsest solution
x ∈ RN from few noisy linear measurements y = Ax + ε ∈ Rm where A ∈ Rm×N with m  N , and
‖ε‖2 ≤ η, which can be formulated as solving a constrained `0-minimization problem:
min
z∈RN
‖z‖0 subject to ‖Az − y‖2 ≤ η. (1)
Unfortunately, it’s a combinatorial problem which is known to be computationally NP-hard to solve [21].
Instead, a widely used solver is the following constrained `1-minimization problem [9]:
min
z∈RN
‖z‖1 subject to ‖Az − y‖2 ≤ η, (2)
which acts as a convex relaxation of `0-minimization.
∗Corresponding author, zhiyongzhou@zucc.edu.cn. This work was supported by the Swedish Research Council grant
(Reg.No. 340-2013-5342).
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Besides, a variety of non-convex recovery methods have been proposed to enhance sparsity, including
`p (0 < p < 1) [4, 6, 5, 13, 37], `1 − `2 [19, 20, 39], transformed `1 (TL1) [42], SCAD[12], MCP[40], and
`1/`2 [25, 35], to name a few. These non-convex methods result in the difficulties of theoretical analysis
and computational algorithms, but do lead to better recovery performances compared to the convex
`1-minimization in certain contexts. Among them, `p gives superior results for incoherent measurement
matrices, while `1 − `2 and `1/`2 are better choices for highly coherent measurement matrices. TL1 is a
robust choice no matter whether the measurement matrix is coherent or not.
Regarding the `1/`2 method, there are few literatures concerning on it due to its complex structure.
In fact, `1/`2 is neither convex nor concave, and it’s not even globally continuous. Some theoretical
analyses have been done when it’s restricted to non-negative signals[11, 38]. Very recently, a few new
attempts have been made. [25] gave some local optimality results and proposed to solve it based on
the Alternating Direction Method of Multipliers (ADMM)[2]. Some accelerated schemes were used for
the `1/`2 minimization in [35]. [34] adopted the `1/`2 minimization in computed tomography (CT)
reconstruction. [36] investigated exact recovery conditions as well as the stability of the `1/`2 method,
and provided the conditions under which `0 minimization is equivalent to `1/`2 minimization. [23]
showed that the `1/`2 method outperforms the `1 minimization in jointly sparse vectors reconstruction
problems and can be effectively solved via manifold optimization methods. Meanwhile, [1] proposed
a proximal subgradient algorithm with extrapolations for solving nonconvex and nonsmooth fractional
programmings which encompass the `1/`2 minization problem.
Inspired by the fact that ‖z‖21/‖z‖22 is a special case of the q-ratio sparsity measure sq(z) =
(
‖z‖1
‖z‖q
) q
q−1
with q = 2, we propose in this paper a more general scale invariant approach for sparse signal recovery
via minimizing the q-ratio sparsity measure sq(·). We aim to theoretically and numerically investigate
the minimization of the q-ratio sparsity. The main contribution of the present paper is four folds: (1)
We gave a further study on the properties of q-ratio sparsity and illustrate them with examples. (2)
We proposed the minimization of q-ratio sparsity for sparse signal recovery, which encompasses the well-
known `0-minimization, `1/`2 and `1/`∞ methods. (3) We gave a verifiable sufficient condition for the
exact sparse recovery, and introduced q-ratio constrained minimal singular values (CMSV) and derived
concise bounds on both `q norm and `1 norm of the reconstruction error for the `1/`q with q ∈ (1,∞] in
terms of q-ratio CMSV. We established the corresponding stable and robust recovery results involving
both sparsity defect and measurement error. To the best of our knowledge, in the study of this kind of
non-convex methods we are the first to establish the results for the compressible (not exactly sparse)
case since all the literature mentioned above merely considered the exactly sparse case. (4) We presented
efficient algorithms to solve the proposed methods via nonlinear fractional programming and conducted
various numerical experiments to illustrate their superior performance.
The paper is organized as follows. In Section 2, we present the definition of q-ratio sparsity and some
further study on its properties. In Section 3, we propose the sparse signal recovery methodology via the
minimization of q-ratio sparsity. In Section 4, we provide a verifiable sufficient condition for the exact
sparse recovery and derive the reconstruction error bounds based on q-ratio CMSV for the proposed
method in the case of 1 < q ≤ ∞. In Section 5, we design algorithms to solve the problem. Section 6
contains the numerical experiments. Finally, conclusions and future works are included in Section 7.
Throughout the paper, we denote vectors by lower case letters e.g., x, and matrices by upper case
letters e.g., A. Vectors are columns by defaults. xT denotes the transpose of x, while the notation xi
denotes the i-th component of x. We introduce the notations [N ] for the set {1, 2, · · · , N} and |S| for
the cardinality of a set S. Furthermore, we write Sc for the complement [N ] \ S of a set S in [N ]. The
support of a vector x ∈ RN is the index set of its nonzero entries, i.e., supp(x) := {i ∈ [N ] : xi 6= 0}. For
any vector x ∈ RN , we denote by ‖x‖0 =
∑N
i=1 1{xi 6=0} = |supp(x)| and we say x is k-sparse if at most
k of its entries are nonzero, i.e., if ‖x‖0 ≤ k. The `q-norm ‖x‖q = (
∑N
i=1 |xi|q)1/q for any q ∈ (0,∞),
while ‖x‖∞ = max1≤i≤N |xi|. For a vector x ∈ RN and a set S ⊆ [N ], we denote by xS the vector
2
which coincides with x on the indices in S and is extended to zero outside S. In addition, for any matrix
A ∈ Rm×N , we denote the kernel of A by ker(A) = {x ∈ RN |Ax = 0}.
2 q-ratio sparsity
In order to be self-contained, we first give the full definition of the q-ratio sparsity and then present
some further study on its properties, together with some illustrative examples.
Definition 1 ([18, 45]) For any non-zero z ∈ RN and non-negative q /∈ {0, 1,∞}, the q-ratio sparsity
level of z is defined as
sq(z) = exp(Hq(pi(z))) =
(‖z‖1
‖z‖q
) q
q−1
, (3)
where Hq(·) is the Re´nyi entropy of order q ∈ [0,∞] [24, 33]. When q 6= {0, 1,∞}, the equal-
ity (3) holds since the Re´nyi entropy is given by Hq(pi(z)) =
1
1−q ln(
∑N
i=1 pii(z)
q), while the cases of
q ∈ {0, 1,∞} are evaluated as limits: s0(z) = lim
q→0
sq(z) = ‖z‖0, s1(z) = lim
q→1
sq(z) = exp(H1(pi(z))),
s∞(z) = lim
q→∞ sq(z) =
‖z‖1
‖z‖∞ . Here pi(z) ∈ RN with entries pii(z) = |zi|/‖z‖1 and H1 is the ordinary
Shannon entropy H1(pi(z)) = −
∑N
i=1 pii(z) lnpii(z).
As an entropy-based sparsity measure, sq(·) possesses important properties such as continuity, scale-
invariance, non-increasing with respect to q and range equal to [1, N ] (i.e., for any q′ ≥ q ≥ 0, 1 ≤ ‖z‖1‖z‖∞ =
s∞(z) ≤ sq′(z) ≤ sq(z) ≤ s0(z) = ‖z‖0 ≤ N), see [18, 45] for details. To illustrate this sparsity measure,
we show the corresponding q-ratio sparsity levels for a compressible signal of length 50 generated with
its entries decay as i−2 with i ∈ {1, 2, · · · , 50} in Figure 1. As is shown, for a compressible signal
with very small but non-zero entries, the q-ratio sparsity with a moderate large q provided a better
sparsity measure than the traditional `0 norm. Another simple fact about the q-ratio sparsity is that,
sq(u) < sq(v) for some q, does not imply ‖u‖0 < ‖v‖0. For instance, let u = (10, 0, 1, 0.1, 0)T and
v = (1, 1, 0, 0)T , although we have s2(u) =
(
‖u‖1
‖u‖2
)2
= 1.0402 < s2(v) =
(
‖v‖1
‖v‖2
)2
= 2, but apparently
‖u‖0 = 3 > ‖v‖0 = 2.
Let Σk := {z ∈ RN : ‖z‖0 ≤ k} and Sq,k := {z ∈ RN : sq(z) ≤ k} be the sparsity level set and the
q-ratio sparsity level set, respectively. The following two propositions show that the q-ratio sparsity level
set Sq,k contains both the exactly k-sparse and the compressible vectors (by letting s = N in Proposition
2, the vector z considered there is not exactly sparse but can be well approximated by a k-sparse vector
if ξ is sufficiently small). They can be viewed as extensions of Proposition 1 and Proposition 2 in
[41], which only considered the special case of q = 2. An illustrative example for the sets Sq,1.2 with
q = 1.5, 2,∞ in R2 is presented in Figure 2.
Proposition 1 For any 0 ≤ q1 ≤ q2 ≤ ∞, we have Sq1,k ⊆ Sq2,k. In particular, for any q ∈ [0,∞], it
holds that Σk ⊆ Sq,k.
Proof. This follows immediately from the non-increasing property of q-ratio sparsity level with respect
to q, i.e., for any 0 ≤ q1 ≤ q2 ≤ ∞ and z ∈ Sq1,k, we have sq2(z) ≤ sq1(z) ≤ k, hence z ∈ Sq2,k. The
second half statement follows by letting q1 = 0 and q2 = q.
Proposition 2 Consider an s-sparse vector z ∈ RN with s > k. For any 1 < q ≤ ∞, assume that
I ⊂ supp(z), |I| < k and ‖zIc‖q ≤ ξ. We have z ∈ Sq,k for some sufficiently small positive ξ.
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Figure 1: q-ratio sparsity levels sq(x) for a compressible signal x while varying q. Here x ∈ RN is generated
with its entries decay as i−2 where i ∈ {1, 2, · · · , 50}. In the right panel, the dashed red line corresponds to the
sparsity level s∞(x) =
‖x‖1
‖x‖∞ = 1.6251.
Figure 2: q-ratio sparsity level sets Sq,1.2 = {x ∈ R2 : sq(x) ≤ 1.2} with q = 1.5, 3,∞.
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Proof. We denote t1 = |I| and t2 = |Ic|. Then for any q ∈ (1,∞], we have
‖z‖1 = ‖zI‖1 + ‖zIc‖1
≤ t1−1/q1 ‖zI‖q + t1−1/q2 ‖zIc‖q
≤ t1−1/q1 ‖zI‖q + t1−1/q2 ξ.
Since (k1−1/q− t1−1/q1 )‖zI‖q = (k1−1/q−|I|1−1/q)‖zI‖q > 0, we can choose a sufficient small ξ such that
ξ ≤ t1/q−12 (k1−1/q − t1−1/q1 )‖zI‖q. Thus, we obtain ‖z‖1 ≤ k1−1/q‖zI‖q ≤ k1−1/q‖z‖q which leads to
sq(z) =
(
‖z‖1
‖z‖q
) q
q−1 ≤ k, and hence z ∈ Sq,k.
3 Methodology
Based on the q-ratio sparsity sq(·), we here consider the following non-convex minimization problem
for sparse signal recovery:
min
z∈RN
sq(z) subject to ‖y −Az‖2 ≤ η, (4)
where y = Ax+ ε with ‖ε‖2 ≤ η, and some q ∈ [0,∞] is pre-given. Obviously, when q → 0, the problem
approaches the `0-minimization problem (1) as sq(z) approaches s0(z) = ‖z‖0.
To illustrate the sparsity promoting ability of the problem (4), we revisit a toy example which was
discussed in [25]. Specifically, let the measurement matrix
A =

1 −1 0 0 0 0
1 0 −1 0 0 0
0 1 1 1 0 0
2 2 0 0 1 0
1 1 0 0 0 −1
 ∈ R5×6,
and the measurement vector y = (0, 0, 20, 40, 18)T ∈ R5. Then, any solution of Az = y has the form of
z = (t, t, t, 20− 2t, 40− 4t, 2(t− 9))T for some t ∈ R. And it’s easy to notice that the sparsest solution
occurs at t = 0, where its sparsity is 3. Other local solutions include t = 10 with sparsity being 4,
and t = 9 with sparsity being 5. As was shown in Figure 1 of [25], among the methods discussed there
(including `1, `0.5, TL1, `1− `2 and `1/`2), only TL1 and `1/`2 model (corresponding to our model with
q = 2) can find the global minimizer t = 0. Moreover, according to Figure 3 presented here, other choices
of q are also able to find the global minimizer at t = 0. Specifically, as we can see, for q = 1.5, 2,∞,
the objective functions have two local minimizers (t = 0 and t = 10), while it has three local minimizers
(t = 0, t = 9 and t = 10) when q = 0.5.
In addition, we present the contour plots for sq(·) with different values of q in Figure 4. As we can
see, similar non-convex patterns arise while varying q. The fact that the level curves of sq(·) approach
the x and y axes as their values get small, also reflects their ability to promote sparsity.
In Compressive Sensing, an incessant challenge is how to numerically solve the optimization problem.
Consider our non-convex problem (4), the minimization structure of the case of 1 < q ≤ ∞ is essentially
different from the case of 0 < q ≤ 1. Intuitively, it seems that it’s much harder to solve the case of
0 < q ≤ 1 than the case of 1 < q ≤ ∞ because of the additional non-convexity of the `q norm with
0 < q < 1. This can be observed in Figure 3 where it shows that minimizing s0.5(·) processes more local
minimizers compared to the cases of q > 1.
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Figure 3: The objective functions of a toy example used to illustrate that minimizing q-ratio sparsity sq(·) can
find t = 0 as the global minimizer.
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As a preliminary exploration in this direction, in the following context we only focus on 1 < q ≤ ∞,
in which case solving (4) is equivalent to solve
min
z∈RN
‖z‖1
‖z‖q subject to ‖y −Az‖2 ≤ η. (5)
The case of q = 2 without measurement errors (i.e., η = 0) has been investigated in [11, 38] for non-
negative signals, and very recently in [25, 35, 36] for arbitrary signals. In the present paper, we extend it
to the scenarios of any 1 < q ≤ ∞ with measurement errors. The norm ratio ‖·‖1/‖·‖q can be regarded
as normalized `1 norm. In fact, it’s also a special case of the sparsity measure called the pq-mean, with
p = 1 and some q > 1, see [15, 16] for details.
Moreover, as discussed in Theorem 3.2 of [22], the case of q =∞ (i.e., `1/`∞-minimization) is almost
equivalent to the ordinary `1-minimization. Let t =
1
|zmax| , ui = tzi and vi =
1
tui, then the proof goes
as follows:minz
‖z‖1
‖z‖∞
s.t. ‖y −Az‖2 ≤ η.
=
minz
‖z‖1
|zmax|
s.t. ‖y −Az‖2 ≤ η.
=
{
min
u
‖u‖1
s.t. |u| ≤ 1, t ≥ 0, ‖y −Au/t‖2 ≤ η.
=

min
v
‖v‖1
s.t. |v| ≤ 1
t
, t ≥ 0, ‖y −Av‖2 ≤ η.
4 Recovery analysis
In this section, we study the global optimality results for the `1/`q minimization with q ∈ (1,∞]. We
choose not to present the local optimality results based on null space property as given in [25, 36]. We
conjecture that the local optimality results for the `1/`2 minimization in [25, 36] also hold for the `1/`q
minimization with q ∈ (1,∞] with some minor careful modifications.
We start with a sufficient condition for the exact sparse recovery using `1/`q minimization with
q ∈ (1,∞]. For some pre-given q ∈ (1,∞], we consider the noiseless `1/`q minimization problem:
min
z∈RN
‖z‖1
‖z‖q subject to Az = Ax. (6)
It’s easy to see that when the true signal x is k-sparse, the sufficient and necessary for the exact recovery
of the problem (6) is given by the following null space property [8]:
‖x‖1
‖x‖q <
‖x+ h‖1
‖x+ h‖q , ∀ h ∈ ker(A) \ {0}. (7)
Then, based on this null space property, we give the following sufficient condition that guarantees the
uniform exact sparse recovery using the noiseless `1/`q problem (6).
Proposition 3 If x is k-sparse, for some pre-given q ∈ (1,∞] such that k is strictly less than
inf
h∈ker(A)\{0}
3
q
1−q sq(h), (8)
then the unique solution to the problem (6) is the true signal x.
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Remark. A similar sufficient condition was established in Section 4 of [36] for the `p/`2 minimization
problem with 0 < p ≤ 1, while ours is for the `1/`q minimization problem with 1 < q ≤ ∞. As discussed
in [36], this kind of sufficient condition is satisfied with high probability for sub-gaussian random matrix
provided the number of its measurements m behaves in a linearly in k (up to a logarithmic factor). In
addition, we notice that this kind of q-ratio sparsity based sufficient condition was also given for the
noiseless `1 minimization in Proposition 1 of [45]. The sufficient condition established there for the
noiseless `1-minimization is k < inf{h∈ker(A)\{0}} 2
q
1−q sq(h), which is slightly weaker than ours for the
noiseless `1/`q minimization. It is worth noting that the sufficient condition we obtained is verifiable for
any pre-given measurement matrix. When q =∞, the minimization problem (8) can be solved through
N linear programs with a polynomial time. In the cases of 1 < q <∞, it’s very difficult to solve exactly,
but can be solved approximately via a convex-concave procedure algorithm. Please see the Section 5.1
of [45] for details.
Proof. The proof follows the same route as the Proof of Theorem 4.1 in [36]. It suffices to verify the
null space property (7). As x is k-sparse, we can assume that supp(x) = S such that |S| ≤ k. For
any h ∈ ker(A) \ {0} and q ∈ (1,∞], since ‖x + h‖1 = ‖x + hS + hSc‖1 ≥ ‖x‖1 + ‖hSc‖1 − ‖hS‖1 =
‖x‖1 + ‖h‖1 − 2‖hS‖1 and ‖x+ h‖q ≤ ‖x‖q + ‖h‖q, then it holds that
‖x+ h‖1
‖x+ h‖q ≥
‖x‖1 + ‖h‖1 − 2‖hS‖1
‖x‖q + ‖h‖q
≥ min
{‖x‖1
‖x‖q ,
‖h‖1 − 2‖hS‖1
‖h‖q
}
.
When k < 3
q
1−q sq(h), we have
‖h‖1
‖h‖q > 3k
1−1/q > k1−1/q + 2‖hS‖1‖h‖q , which implies that
‖h‖1−2‖hS‖1
‖h‖q >
k1−1/q ≥ ‖x‖1‖x‖q . Consequently, the null space property (7) holds and the proof is complete.
In what follows, we study the stable and robust recovery analysis results for the minimization prob-
lem (5) involving both sparsity defect and measurement error. First, we present the definition of q-ratio
constrained minimal singular values (CMSV), which is a computable quality measure for the measure-
ment matrix. As an efficient theoretical analysis tool, q-ratio CMSV can be well used for convex sparse
recovery algorithms such as the Basis Pursuit [7], the Dantzig selector [3] and the Lasso [32], and also
for non-convex weighted `r−`1 minimization with r ∈ (0, 1] [43]. More detailed arguments about q-ratio
CMSV are referred [29, 44, 45].
Definition 2 ([45]) For any real number s ∈ [1, N ], q ∈ (1,∞] and matrix A ∈ Rm×N , the q-ratio
constrained minimal singular value (CMSV) of A is defined as
ρq,s(A) = min
z 6=0,sq(z)≤s
‖Az‖2
‖z‖q . (9)
Next, we establish the uniform recovery analysis results for the problem (5) based on the q-ratio
CMSV, which shows that the q-ratio CMSV also works pretty well in the recovery analysis for the non-
convex `1/`q minimization problem. We start with the following main result for the case that the true
signal x is exactly sparse.
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Theorem 1 (Exactly sparse recovery) Suppose x is non-zero and k-sparse. For any 1 < q ≤ ∞, if
ρ
q,3
q
q−1 k
(A) > 0, then the solution xˆ to the problem (5) obeys
‖xˆ− x‖q ≤ 2η
ρ
q,3
q
q−1 k
(A)
, (10)
‖xˆ− x‖1 ≤ 6k
1−1/qη
ρ
q,3
q
q−1 k
(A)
. (11)
Remark. As studied in [44, 45], this sort of q-ratio CMSV based condition is fulfilled with high
probability for subgaussian and some structured random matrix when the number of its measurements
is reasonably large compared to the sparsity level k (behaves in a linearly in k up to a logarithmic factor).
Moreover, for any pre-given measurement matrix A, its q-ratio CMSV can be computed approximately
by using an interior point (IP) algorithm, see the Section 5.2 of [45] for detailed arguments. The stability
analysis of noisy `1/`2 minimization has also been presented in [36], while the discussion there splits into
two cases which is far less clean and straightforward than ours.
Proof. Since x is k-sparse, we have that |S| ≤ k, where S is the support of x. Let the residual h = xˆ−x.
Since xˆ = x+ h is the minimum among all z satisfying the constraint of (5), we have
‖x+ h‖1
‖x+ h‖q ≤
‖x‖1
‖x‖q ,
which implies that
‖x+ h‖1 · ‖x‖q ≤ ‖x‖1 · ‖x+ h‖q. (12)
Moreover,
‖x+ h‖1 = ‖xS + hS‖1 + ‖xSc + hSc‖1 ≥ ‖xS‖1 − ‖hS‖1 + ‖hSc‖1 = ‖x‖1 − ‖hS‖1 + ‖hSc‖1,
and ‖x+ h‖q ≤ ‖x‖q + ‖h‖q. Therefore, it follows from (12) that
(‖x‖1 − ‖hS‖1 + ‖hSc‖1) · ‖x‖q ≤ ‖x‖1 · (‖x‖q + ‖h‖q).
Consequently, we obtain that
‖hSc‖1 ≤ ‖hS‖1 + ‖x‖1‖x‖q ‖h‖q = ‖hS‖1 + sq(x)
1−1/q‖h‖q, (13)
which leads to
‖h‖1 = ‖hS‖1 + ‖hSc‖1 ≤ 2‖hS‖1 + sq(x)1−1/q‖h‖q ≤ (2k1−1/q + sq(x)1−1/q)‖h‖q. (14)
Thus, for any 1 < q ≤ ∞, sq(h) =
(
‖h‖1
‖h‖q
) q
q−1 ≤ (2k1−1/q + sq(x)1−1/q) qq−1 ≤ 3 qq−1 k, by using the fact
that sq(x) ≤ ‖x‖0 ≤ k.
Since both xˆ and x satisfy the constraint ‖y −Az‖2 ≤ η, the triangle inequality implies
‖Ah‖2 = ‖A(xˆ− x)‖2 ≤ ‖Axˆ− y‖2 + ‖y −Ax‖2 ≤ 2η. (15)
Then, it follows from the definition of q-ratio CMSV and sq(h) ≤ 3
q
q−1 k that
ρ
q,3
q
q−1 k
(A)‖h‖q ≤ ‖Ah‖2 ≤ 2η ⇒ ‖h‖q ≤ 2η
ρ
q,3
q
q−1 k
(A)
.
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Meanwhile, ‖h‖1 ≤ 3k1−1/q‖h‖q ⇒ ‖h‖1 ≤ 6k
1−1/qη
ρ
q,3
q
q−1 k
(A) , which completes the proof.
As a by-product of Theorem 1, we have the following corollary immediately by letting η = 0. The
presented condition that ρ
q,3
q
q−1 k
(A) > 0 is a bit stronger than the condition that ρ
q,2
q
q−1 k
(A) > 0 given
for the `1-minimization in [45].
Corollary 1 For any k-sparse signal x and any q ∈ (1,∞], if the condition ρ
q,3
q
q−1 k
(A) > 0 holds, then
the unique solution of (5) with η = 0 is exactly the truth x.
Furthermore, we extend the above result to the case when the true signal is allowed to be not exactly
sparse, but is compressible, i.e., it can be well approximated by an exactly sparse signal. As far as we
know, this part of result has not been touched before.
Theorem 2 (Compressible recovery) Let the `1-error of best k-term approximation of non-zero x be
σk,1(x) = inf{‖x − z‖1, z ∈ RN is k-sparse}, which is a function that measures how close x is to being
k-sparse. Denote Cq(k, x) = (4k
1−1/q + sq(x)1−1/q)
q
q−1 . For any 1 < q ≤ ∞, if ρq,Cq(k,x)(A) > 0, then
the solution xˆ to the problem (5) obeys
‖xˆ− x‖q ≤ 2η
ρq,Cq(k,x)(A)
+ k1/q−1σk,1(x), (16)
‖xˆ− x‖1 ≤ (4k
1−1/q + 2sq(x)1−1/q)η
ρq,Cq(k,x)(A)
+
(
4 + (sq(x)/k)
1−1/q
)
σk,1(x). (17)
Proof. Assume that S is the index set that contains the largest k absolute entries of x so that σk,1(x) =
‖xSc‖1 and let h = xˆ− x. Recall (12) which holds here as well. Since
‖x+ h‖1 = ‖xS + hS‖1 + ‖xSc + hSc‖1 ≥ ‖xS‖1 − ‖hS‖1 − ‖xSc‖1 + ‖hSc‖1,
and ‖x+ h‖q ≤ ‖x‖q + ‖h‖q, it follows that
(‖xS‖1 − ‖hS‖1 − ‖xSc‖1 + ‖hSc‖1) · ‖x‖q ≤ (‖xS‖1 + ‖xSc‖1) · ‖x‖q + ‖x‖1 · ‖h‖q.
Consequently, we obtain that
‖hSc‖1 ≤ ‖hS‖1 + 2‖xSc‖1 + ‖x‖1‖x‖q ‖h‖q = ‖hS‖1 + 2‖xS
c‖1 + sq(x)1−1/q‖h‖q, (18)
which leads to
‖h‖1 = ‖hS‖1 + ‖hSc‖1 ≤ 2‖hS‖1 + 2‖xSc‖1 + sq(x)1−1/q‖h‖q
≤ (2k1−1/q + sq(x)1−1/q)‖h‖q + 2‖xSc‖1. (19)
We assume that h 6= 0 and ‖h‖q > 2ηρq,Cq(k,x)(A) , otherwise (16) holds trivially. Since ‖Ah‖2 ≤ 2η, see
(15), so we have ‖h‖q > ‖Ah‖2ρq,Cq(k,x)(A) . Then it holds that
‖Ah‖2
‖h‖q < ρq,Cq(k,x)(A) = minz 6=0,sq(z)≤Cq(k,x)
‖Az‖2
‖z‖q
⇒ sq(h) > Cq(k, x)⇒ ‖h‖1 > Cq(k, x)1−1/q‖h‖q = (4k1−1/q + sq(x)1−1/q)‖h‖q. (20)
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Figure 5: The ratios inf
z∈RN
{
‖z‖1
‖z‖q
∣∣∣Az = Ax} (box-plot) and inf
z∈RN
{
‖z‖1
‖z‖q
∣∣∣z ∈ ker(A) \ {0}} (star-point) for DCT
matrix, with q = 1.5. Left panel (F = 2), Right panel (F = 5).
Combining (19), we have ‖h‖q < k1/q−1‖xSc‖1 = k1/q−1σk,1(x), which completes the proof of (16). The
error `1 norm bound (17) follows immediately from (16) and (19).
Remark. For any compressible x, by adopting Proposition 2 with z = x, s = N , I = S, replacing k by
k + c for any small constant c > 0, and ξ = σk,1(x) = ‖xSc‖1, we have sq(x) ≤ k + c as long as σk,1(x)
is sufficiently small. We can see that the reconstruction error bounds consist of two components, one is
caused by the measurement error, while the other one is caused by the sparsity defect. And according
to the proof procedure presented, we can sharpen the error bounds to be the maximum of these two
components instead of their summation.
Moreover, a similar fact which acts as an extension of Proposition 1 in [25] is listed as follows. We
skip the proof details since it follows from almost the same procedure as the proof in [25]. This propo-
sition is empirically verified in Figure 5, where we calculate the ratio in inf
z∈RN
{
‖z‖1
‖z‖q
∣∣∣z ∈ ker(A) \ {0}}
for 20 random realizations of the oversampled discrete cosine transform (DCT) matrices A with F = 2
and F = 5 (shown as the red star-points), and compute inf
z∈RN
{
‖z‖1
‖z‖q
∣∣∣Az = Ax} for each fixed A with x
processing different sparsity levels s ∈ {2, 4, 6, · · · , 24} (shown via the box plot). As expected, most of
the ratios subject to Az = Ax are upper bounded by the ones of Az = 0.
Proposition 4 For any 1 < q ≤ ∞, A ∈ Rm×N and x ∈ RN , it holds that
inf
z∈RN
{‖z‖1
‖z‖q
∣∣∣Az = Ax} ≤ inf
z∈RN
{‖z‖1
‖z‖q
∣∣∣z ∈ ker(A) \ {0}} (21)
5 Algorithms
The ADMM type algorithms were used in [25, 36] for solving the noiseless `1/`2 minimization problem.
Unfortunately, they can not be generalized directly to the `1/`q minimization. In fact, the minimization
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problem (5) belongs to the nonlinear fractional programming, which was comprehensively discussed in
Chapter 4 of [28], see also [26, 27]. We investigate two kinds of methods for solving it, namely parametric
methods and change of variable method. Note that it’s straightforward to add a box constraint as done
in Section 4.2 of [25] to alleviate the intrinsic drawback of `1/`q model that tends to produce one large
coefficient while suppressing the other non-zero entries. It is also worth noticing that [1] proposed a
proximal subgradient algorithm with extrapolations for solving a broad class of nonsmooth and noncon-
vex fractional program which covers the `1/`2 minimization problem. This algorithm might be adopted
for our `1/`q minimization problem, but in this section we propose two more specific algorithms for this
nonlinear fractional programming where both the numerator and denominator are convex functions.
5.1 Parametric methods
To solve the fractional problem (5), we discuss a class of methods based on the solution of the
following parametric problem denoted as Q(λ) depending on a parameter λ ∈ R:
min
z∈RN
λ‖z‖1 − ‖z‖q subject to ‖y −Az‖2 ≤ η. (22)
Let F (λ) = min
{z∈RN |‖Az−y‖2≤η}
(λ‖z‖1−‖z‖q) be the optimal value of the objective function of problem
Q(λ). Then we have the following statement, which establishes the relationship between the problem
Q(λ) and the problem (5).
Theorem 3 Let x¯ be an optimal solution of problem (5) and let λ¯ =
‖x¯‖q
‖x¯‖1 . Then we have
1) F (λ) < 0 if and only if λ < λ¯.
2) F (λ) = 0 if and only if λ = λ¯.
3) F (λ) > 0 if and only if λ > λ¯.
Remark. It should be pointed out that [35] got the similar observations in parallel in its Proposition 1,
but they only considered the noiseless `1/`2 model. Based on the relationship between `1/`2 and `1−α`2
for certain α, three numerical algorithms were presented there to minimize the noiseless `1/`2 model.
The corresponding generalizations to the noisy `1/`q model might be done, which though is out of the
scope of this paper.
Proof. We only proof the case 1), since the other cases can be treated similarly. If F (λ) < 0, then there
at least exists one solution x′ of Q(λ) such that λ‖x′‖1 − ‖x′‖q < 0, i.e., ‖x
′‖q
‖x′‖1 > λ. Moreover, x
′ is also
a feasible solution of problem (5), hence ‖x¯‖1‖x¯‖q ≤
‖x′‖1
‖x′‖q , which leads to
‖x¯‖q
‖x¯‖1 ≥
‖x′‖q
‖x′‖1 . Therefore, we have
λ < λ¯.
Conversely, if λ < λ¯, then there at least exists one solution x′′ of problem (5) (for example x′′ = x¯)
such that
‖x′′‖q
‖x′′‖1 > λ. Then, we have F (λ) = min{z∈RN |‖Az−y‖2≤η}
(λ‖z‖1 − ‖z‖q) ≤ λ‖x′′‖1 − ‖x′′‖q < 0.
Corollary 2 If F (λ) = 0, then an optimal solution of problem Q(λ) is also an optimal solution of
problem (5).
Proof. If F (λ) = 0, then Theorem 3 implies that λ = λ¯. If x′ is an optimal solution of problem Q(λ),
then λ‖x′‖1 − ‖x′‖q = 0. Hence, ‖x
′‖1
‖x′‖q = λ = λ¯, that is, x
′ is optimal solution of problem (5).
To illustrate the above results, we revisit the toy example discussed in Section 3 and present the
objective functions of λ`1 − `2 with λ = 1, λ¯, 0 in Figure 6. Here λ¯ = ‖x¯‖2‖x¯‖1 with x¯ being an optimal
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Figure 6: The objective functions of λ`1 − `2 with λ = 1, λ¯, 0 for the toy example.
solution of problem (5) for q = 2. As we can see, F (λ¯) = 0, while F (1) > 0 and F (0.5) < 0. As a result,
finding a solution to the nonlinear fractional programming problem (5) is equivalent to the determination
of λ = λ¯ for which F (λ) = 0, i.e., the determination of the root of the nonlinear equation F (λ) = 0. It
can be shown that this root is unique. The methods used for solving the equation F (λ) = 0 will generate
the solution algorithms for this nonlinear fractional programming problem (5). In fact, the function F (·)
has many nice properties as shown in the following proposition, see Theorem 4.5.2 and its proof in [28]
for more details.
Proposition 5 The function F (λ) is continuous, concave and strictly increasing in λ ∈ R.
Then, the parametric method (PM) for solving the problem (5) is summarized in Algorithm 1.
Algorithm 1 Solving the problem (5) with the PM
Step 1: Take λ = λ1, such that F (λ1) ≤ 0.
Step 2: Solve problem Q(λ). If |F (λ)| ≤ δ, stop. Otherwise, go to Step 3.
Step 3: Let λ =
‖x∗‖q
‖x∗‖1 , where x
∗ is an optimal solution of Q(λ) obtained in Step 2. Repeat Step 2.
Note that, in Step 1, λ1 = 0 or λ1 = ‖xˆ‖q/‖xˆ‖1, where xˆ is a feasible solution of the problem. δ
is a very small non-negative given constant, for instance δ = 10−5. And we use a difference of convex
functions (DCA) algorithm introduced by [30, 31] to solve Q(λ), see Algorithm 2.
As we can see, however, the parametric methods involve two iterations, which can inevitably result
in a problem of low speed. To resolve this speed issue, we introduce a more direct and faster solver,
namely the change of variable method.
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Algorithm 2 Solving the problem Q(λ) using DCA.
Initialization: Set x(0) = 0, k = 0.
Iteration: Repeat until k > Max = 100 or ‖x(k+1) − x(k)‖2/max{‖x(k)‖2, 1} < 10−8,
x(k+1) =

arg min
{z∈RN :‖y−Az‖2≤η}
λ‖z‖1 if x(k) = 0,
arg min
{z∈RN :‖y−Az‖2≤η}
λ‖z‖1 − (‖x(k)‖1−qq |x(k)|q−2x(k))T z otherwise.
(23)
Update iteration: k = k + 1.
5.2 Change of variable method
Let v = z‖z‖1 ∈ RN and t = 1‖z‖1 ∈ R+. Then, for any 1 < q ≤ ∞, the minimization problem (5) is
equivalent to the following problem:
min
v∈RN ,t∈R+
1
‖v‖q subject to t > 0, ‖y −Av/t‖2 ≤ η and ‖v‖1 = 1. (24)
Now let the equality constraint ‖v‖1 = 1 be replaced by ‖v‖1 ≤ 1, and change the minimization
problem to a maximization problem. Thus, it suffices to solve
max
v∈RN ,t∈R+
‖v‖q subject to t ≥ t0, ‖y −Av/t‖2 ≤ η and ‖v‖1 ≤ 1, (25)
where t0 = 1/a for some a ≥ max{‖z‖1|‖y − Az‖2 ≤ η}. More details concerning the reason why (24)
and (25) have the same set of optimal solutions are referred to the arguments in Section 3 of [26]. By
denoting the solution by vˆ and tˆ, our final recovered signal goes to xˆ = vˆ/tˆ.
Since the problem (25) is a convex-concave problem, it can be solved via a convex-concave procedure
(see [17] for details). The basic CCP algorithm goes as follows:
Algorithm 3 CCP to solve (25).
Input: measurement matrix A, measurement vector y, error bound η, and t0.
Initialization: Given an initial point v0 = x
(0)
‖x(0)‖1 . Let k = 0.
Iteration: Repeat until a stopping criterion is met at k = n¯.
1. Convexify. Linearize ‖v‖q with the approximation
‖v(k)‖q +∇(‖v‖q)Tv=v(k)(v − v(k)) = ‖v(k)‖q +
[
‖v(k)‖1−qq |v(k)|q−1sign(v(k))
]T
(v − v(k)).
2. Solve. Set the value of v(k+1) ∈ RN , t(k+1) ∈ R+ to be a solution of the linear program
max
v∈RN ,t∈R+
‖v(k)‖q +
[
‖v(k)‖1−qq |v(k)|q−1sign(v(k))
]T
(v − v(k))
subject to t ≥ t0, ‖y −Av/t‖2 ≤ η and ‖v‖1 ≤ 1. (26)
3. Update iteration: k = k + 1.
Output: The recovered signal xˆ = v(n¯)/t(n¯).
We choose x(0) to be the solution of `1-minimization problem. When q = ∞, and if the index to
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achieve the `∞ norm of v(k) is j, i.e., |v(k)j | = ‖v(k)‖∞, then the linearized term for ‖v‖∞ at v(k) will be
‖v(k)‖∞ + sign(v(k)j )(vj − v(k)j ).
In addition, for the case q = ∞, a method based on directly solving a linear program (LP) is also
presented here. Let the constraint convex set T = {(v ∈ RN , t ∈ R+)|t ≥ t0, ‖y−Av/t‖2 ≤ η, ‖v‖1 ≤ 1}.
Thus the problem (25) goes to
max
(v∈RN ,t∈R+)∈T
‖v‖∞ = max
1≤i≤N
max
(v∈RN ,t∈R+)∈T
|vi|. (27)
Since |vi| = v+i + v−i and vi = v+i − v−i , where v+i = max(vi, 0) and v−i = max(−vi, 0), (27) can be
converted to solve N linear programs:
max
1≤i≤N
{
max
(v˜∈RN+1,t∈R+)
v˜i + v˜i+1 subject to t ≥ t0, ‖y − A˜v˜/t‖2 ≤ η, ‖v˜‖1 ≤ 1, v˜i ≥ 0, v˜i+1 ≥ 0
}
,
(28)
where v˜ = (v1, · · · , v+i , v−1i , · · · , vN )T and A˜ = (a1, · · · , ai,−ai, · · · , aN ).
6 Numerical experiments
In the following experiments, we consider two types of measurement matrices, i.e., Gaussian ran-
dom matrix and oversampled discrete cosine transform (DCT) matrix. Specifically, for the Gaussian
random matrix, it is generated as 1√
m
times an m ×N matrix with entries drawn from i.i.d. standard
normal distribution. For the oversampled DCT matrix, we use A = [a1, a2, · · · , aN ] ∈ Rm×N with
aj =
1√
m
cos
(
2piw(j−1)
F
)
, j = 1, 2, · · · , N , and w is a random vector uniformly distributed in [0, 1]m. An
important property of DCT matrix is its high coherence where a larger F yields a more coherent matrix.
6.1 A test with PM and CCP
We first compare the performances of the PM and CCP with q = 2 for a sparse signal x ∈ R256
reconstruction with a Gaussian random measurement matrix A ∈ R64×256. We considered two cases,
one is that the true signal x has a sparsity level of 30 and the measurements are noise free, the other case
is that the true signal is 15-sparse and the measurements are noisy with σ = 0.1. As shown in Figure 7,
in both cases the reconstructed signals via PM and CCP methods are almost the same. Since the CCP
method is much faster than PM methods, we choose to adopt the former in our numerical experiments
to solve the problem (5).
Moreover, for the case of q =∞, we compared three different algorithms, i.e., PM, CCP and LP, to
recover a 10-sparse signal without noise and with noise (σ = 0.01) in Figure 8. The recovered results for
all these three algorithms are almost the same. When there is no noise in the measurements, a perfect
recovery can be achieved via `1/`∞, while it would not be impaired almost at all with slightly noisy
measurements.
6.2 Choice of parameter q
In order to understand what role the parameter q plays in recovering sparse signals, we carried out
a simulation study for `1/`q with different parameters q, varying among {1.1, 1.5, 2, 2.5, 5,∞}. In this
study, A is a 64× 256 random matrix generated as Gaussian. The true signal x ∈ R256 is simulated as
k-sparse with k in the set {6, 8, 10, 12, · · · , 32}. The support of x is a random index set and its non-zero
entries follow a standard normal distribution. For each q, we replicated the experiments 100 times with
different A and x. It’s recorded as one success if the relative error ‖xˆ−x‖2‖x‖2 ≤ 10−3.
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Figure 7: Reconstruction comparison between PM and CCP for q = 2.
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Figure 8: Reconstruction comparison between PM, CCP and LP for q =∞.
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In Figure 9, it shows the success rate over the 100 replicates for various values of parameter q and
sparsity level k. From this figure, we see that q = 1.5 is the best among all tested values of q. And the
results for q = 1.1 and q = 2 are better than those for q = 5 and q =∞. Basically, when q is too closer
to 1, the objective function is more non-convex and thus more difficult to solve. On the other hand, if q
is too large, the iterations are more likely to stop at a local minima far from the global one. Hence, in
the following comparison study, we set q = 1.5.
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Figure 9: Recovery performance comparison for Gaussian random matrices with different q for exactly sparse
signals.
6.3 Comparison on different recovery methods
In this subsection, we compare the proposed `1/`1.5 with other state-of-the-art sparse signal recovery
methods including ADMM-Lasso, `0.5, `1 − `2 and TL1. In all these comparisons, we fix the size of the
measurement matrices as 64 × 1024. The true signal x ∈ R1024 is simulated as k-sparse with k in the
set {2, 4, 6, 8, · · · , 24}. The support of x is a random index set and its non-zero entries follow a standard
normal distribution. For each recovery method, we replicated the experiments 100 times with different
A and x and evaluated its performance in terms of success rate for Gaussian random matrices, DCT
random matrices with F = 5 (low coherence) and F = 10 (high coherence). The corresponding results
are presented in Figure 10 and Figure 11, respectively.
As shown in Figure 10, the `1/`1.5 gives the best result for the Gaussian case, even outperforms the
`0.5 model which is used to be the best. For the two coherent cases listed in Figure 11, we can observe
that although the `1/`1.5 is not the best, but it is still comparable to the best ones (the TL1 for F = 5
and the `1− `2 for F = 10). Thus, the `1/`1.5 model proposed in the paper gives satisfactory and robust
recovery results no matter whether the measurement matrix is coherent or not.
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Figure 10: Recovery performance comparison for different algorithms for Gaussian random matrices.
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(Left Panel) and F = 10 (Right Panel).
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7 Conclusion
In this paper, we studied the sparse signal recovery approach via minimizing the q-ratio sparsity.
For the case 1 < q ≤ ∞, it reduces to a problem of minimizing the ratio of `1 and `q norms. We
gave a verifiable sufficient condition for the exact sparse recovery and established the corresponding
reconstruction error bounds in terms of q-ratio CMSV. Two computational algorithms were proposed
to approximately solve this non-convex problem. In addition, varieties of numerical experiments were
conducted to illustrate our results.
Minimization of the q-ratio sparsity in the case of 0 < q ≤ 1 is essentially different from the case
of q ∈ (1,∞] studied in the present paper. Both its theoretical analysis and computational algorithms
are challenging and left for future work. Our analyses based on q-ratio CMSV in this paper do not
give better recoverability and stability conditions compared to the ones given for `1 minimization. How
to obtain sharper sufficient conditions remains open. Other works that are also worth exploring in the
future include the study on unconstrained models, and the explorations of their applications in image
processing and machine learning.
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