The c0 values for which f c 0 ,d has a strictly pre-periodic finite critical orbit are called Misiurewicz points. Any Misiurewicz point lies inQ. Suppose that the Misiurewicz points c0, c1 ∈Q are such that the polynomials f c 0 ,d and f c 1 ,d have the same orbit type. One classical question is whether c0 and c1 need to be Galois conjugates or not. Recently there has been a partial progress on this question by several authors. In this note, we prove some new results when d is a prime. All the results known so far were in the cases of period size at most 3. In particular, our work is the first to say something provable in the cases of period size greater than 3.
Introduction
Let f (x) ∈ C[x] be a polynomial of degree d ≥ 2. We denote by f n (x) the nth iterate of f (x) for n ≥ 1. We also make the convention that f 0 (x) = x. For a given c ∈ C, the orbit of c under f is defined to be the set O f (c) = {f (c), f 2 (c), . . . }.
The polynomial f is called post-critically finite (PCF) if this orbit is finite for every critical point of f . Most polynomials are not post-critically finite, so such polynomials are rather special. In this paper, we will consider an even more special case, namely post-critically finite polynomials of the form 
are Galois conjugates?
In this note, we will study the following question, which is a more general version of Question 1.1. It appears in (Question 9.8, [1] ) in a different form. Before we talk about some recent partial progress on these questions, let us first precisely define the polynomial G d,m,n (c).
) . For m = 0, we define G d,m,n (c) as follows: We first set
Then, for m ≥ 2, we define
See [7] for a proof that G d,m,n (c) is in fact a polynomial with integer coefficients.
We also need to introduce the polynomials H d,m,n (c) ∈ Z[c], which are the unique polynomials that satisfy H d,0,1 (c) = 1, and
The polynomials H d,m,n (c) arise when one works with the polynomials g c,d (x) = cx d + 1 instead of f c,d (x) (see [2] and [3] ). In other words, they can be defined by simply replacing f c,d with g c,d in Definition 1.3. Question 1.1 is equivalent to ask whether the polynomial H d,m,n (c) is irreducible over Q or not, and Question 1.2 is equivalent to ask whether the polynomial G d,m,n (c) is irreducible over Q or not. From now on, whenever we say irreducible, we will mean irreducibility over Q (unless we state otherwise).
We note that because of the relation given above, the irreducibility questions for the polynomials G d,m,n (c) and H d,m,n (c) are not equivalent when d > 2, namely the irreducibility of G d,m,n (c) is a stronger condition than the irreducibility of H d,m,n (c).
We now summarize the known partial results regarding Question 1.1 and Question 1.2. Buff [2] has shown that H d,0,3 (c) is irreducible if and only if d ≡ 1(mod 6). The author [5] has proven that for any m ≥ 2, G d,m,1 (c) is irreducible when d is a prime, and also that G 2,m,2 (c) is irreducible. Buff, Epstein and Koch [3] have proven that for any m ≥ 2, H d,m,1 (c) and H d,m,2 (c) have exactly k irreducible factors when d is a prime power, where k is such that d = p k for some rational prime p. They have also proven that for any m ≥ 2, G 2,m,3 (c) is irreducible, and H 8,m,3 (c) has exactly 3 irreducible factors. These irreducibility results they have proven were corollaries of one of their main theorems (Theorem 19, [3] 
We now state our main result. 
The following immediate corollary to this theorem recovers all the cases that the polynomial G d,m,n (c) is known to be irreducible. 
Proof. Noting that each of
is irreducible, the corollary follows from Theorem 1.4.
We also obtain the following new irreducibility result. Although Theorem 1.4 does not prove any new irreducibility result when n > 3, it provides an upper bound for the number of irreducible factors of the polynomial G d,m,n (c), which is independent of m. In particular, because of the way its proof proceeds, it reduces Question 1.2 to perhaps a simpler problem. We illustrate this with the following example. Finally, we introduce some notation that we will be using throughout the article. Let K be a number field, and O K its ring of integers. For any a ∈ O K , we denote by (a) the ideal of O K generated by a. We will also denote by N K/Q (a) the norm of a in the extension K/Q. When the polynomial f c 0 ,d has type (m, n), we will use the set {a 1 , . . . , a m+n−1 } to denote the critical orbit of f c 0 ,d , where we set a i = f i c 0 ,d (0). Whenever we use a i for some i > m + n − 1, we again obtain it by setting a i = f i co,d (0) and using the periodicity of f c 0 ,d .
Proof of Theorem 1.4
The goal in this section is to prove Theorem 1.4. We first need to make some preparation. We start by recalling the main theorem of [5] , as it will be crucial throughout the paper.
. Then the following holds:
Lemma 2.2. Let p be a rational prime, and c 0 a root of
. Note that the sequence {a i } i≥1 is a rigid divisibility sequence (see [6] for a definition of a rigid divisibility sequence and the proof of this fact), from which one sees that G d,0,n (c 0 ) is the primitive part of a n (Lemma 5.4, [9] ). This implies that
, which is what we wanted. The following lemma due to Buff-Epstein-Koch will also be crucial in the proof of Theorem 1.4. Proof. Set N = N K/Q (α). If N is relatively prime to p, then there exist a, b ∈ Z such that aN + bp = 1, which will lie in the ideal, since clearly N lies in the ideal. For the other direction, suppose that (p, α) is the unit ideal. Choose a, b ∈ O K so that ap + bα = 1. Let σ 1 , . . . , σ n be the embeddings of K. Recall that N = n i=1 σ i (α). Then we have
which, after expanding, becomes pA + N B = 1 for some algebraic integers A, B, which clearly shows that N has to be relatively prime to p, as desired.
Lemma 2.5. Let K be a number field, and p a rational prime. Choose
where
). Hence, we get Res(f, h) ≡ 0(mod p), which forces f and h to have a common factor in F p [x], which proves this part of the statement. For the other direction, assume g i (x)|h(x) for some 1 ≤ i ≤ k. Since this means that f and h have a common factor in F p [x], this again implies that N K/Q (h(α)) = Res(f, h) ≡ 0(mod p), which, by Lemma 2.4, shows that (p, h(α)) is not the unit ideal in O K , as desired.
The next proposition combined with the remark following it will provide us an explicit factorization of the ideal (d) in the number field generated by a root of the Misiurewicz polynomial G d,m,n (c), which will be heavily used in the proof of Theorem 1.4.
are any lifts of these polynomials, and c 0 is a root of G d,m,n , we have
Proof. First note that from Lemma 2.2, we have a n = G d,0,n (c 0 )u for some unit u ∈ Z[c 0 ]. This gives that
for some α(c) ∈ Z[c]. We will now prove the proposition by showing that each side of (2.1) is contained in the other side:
⊇: All the generators of the product ideal involving d already belong to (a n ), because from Theorem 2.1 we have d ∈ (a n ). So, it suffices to show thatf 1 (c 0 ) · · ·f k (c 0 ) ∈ (a n ). We have d ∈ (a n ), which gives a n − dα(c 0 ) =f 1 (c 0 ) · · ·f k (c 0 )u ∈ (a n ), which gives what we want, since u is a unit. (2.2) ), we get that d lies in the right-hand side of (2.1), because from Theorem 2.1 we have d ∈ (a n ) k , and a k n lies in the right-hand side. But then, if d lies in the right-hand side of (2.1), we get that a n =f 1 (c 0 ) · · ·f k (c 0 )u + dα(c 0 ) lies in the right-hand side of (2.1) as well, as desired. So, we can assume without loss of generality that k > M m,n . By the reasoning above, to finish the proof, it suffices to prove that d lies in the right-hand side of (2.1). Write k = M m,n l + q, 0 ≤ q < M m,n . Note that similar to above, we will have a n ∈ (d,f iMm,n+1 (c 0 )) · · · (d,f (i+1)Mm,n (c 0 )) for i = 0, . . . , l − 1, and
This implies that a l+1 n lies in the right-hand side of (2.1), which, if l + 1 ≤ M m,n , will again imply that d lies in the right-hand side of (2.1), which will finish the proof. If l + 1 > M m,n , we can repeat the same argument again, and it is obvious that this procedure will eventually terminate, and we will get that d lies in the right-hand side of (2.1), so we are done.
Remark 2.7. Note that since we have (a n ) Mm,n = (d) from Theorem 2.1, Proposition 2.3 gives a factorization of the ideal (d) in O K . More precisely, we get
We are finally ready to prove Theorem 1.4.
Proof of Theorem 1.4. Recall from Lemma 2.3 that if
Let 
. The last equality implies that the product
, because all the generators of the product ideal are divisible by d. This gives The goal of this section is to prove Theorem 1.9. We start by recalling a basic fact from algebraic number theory:
an algebraic number field of degree n with ring of integers
Understanding Next, we recall Dedekind's criterion, which will be the most important tool for the proof of Theorem 1.9. 
We also need the following lemma, which is a special case of (Lemma 23, [3] ). We give an alternative proof in this special case.
Lemma 3.3. Let d be a prime. Then we have
for some H 1 (c), . . . , H l (c) ∈ Z[c], and let c 1 , . . . , c l be some roots of H 1 (c), . . . , H l (c), respectively.
. . , l. Note that we have
Recall as in the proof of Lemma 2.5 that Res(
where the third equality follows from Lemma 2.2, and the last equality follows by using the fact that norm is multiplicative, because we have (a
which gives us the result we want. Note that we used Lemma 2.3 for the last equality. Now assume k = n. First note that we will be done if we can show that Res(H i , G d,0,k ) = ±1 for i = 1, . . . , l. There are two cases: Either n|k or n | k. If n|k, since the sequence {a
We are finally ready to prove Theorem 1.9.
Proof of Theorem 1.9. Using the proof of Theorem 1.4, we can write the factorization of To prove this, we will do some computations with resultants.
Using Lemma 2.3, we can write
Hence, we have
Using (3.1), this gives
Thus, by the basic properties of resultants, we get
On the other hand, using (3.1) in the second factor in (3.2), we also have
Hence, in (3.6) and (3.8), we obtained two different expressions for X 1 . Doing the same thing for each 1 ≤ i ≤ l, and multiplying out X i s, we will obtain two different expressions for the product X 1 · · · X l . Namely, if we write each X i similarly to (3.6), we get (3.9)
Res(
On the other hand, if we write each X i similarly to (3.8), we obtain
where the last equality follows from Lemma 3.3. Hence, equating (3.9) and (3.12), and simplifying, we get
Recall that our goal was to show that A i (c) and
, it is clear that to prove this, it suffices to show that the right-hand side of (3.13) is not divisible by d. So, we will be done if we can show that Res(
, it is enough to show that Res(A i (c), G(c)) is not divisible by d for each i. We need the following lemma to achieve this. 
, respectively, and write
is relatively prime to p for all i.
Proof of Lemma 3.4. Considering the factorization of f (x) ∈ Z[x], without loss of generality, we can write
Then we have f (x) =f 1 (x) · · ·f k (x) + pF (x), where
. We would like to have that f 1 (x) and F (x) have no common factor in F p [x] (This will finish the proof, because one can then do the same thing for all i). We have
If F (x) and f 1 (x) had a common factor in
. But, this would force F 1 (x) and f 1 (x) to have a common factor in
, since Disc(f ) is relatively prime to p. So, if f 1 and F 1 (x) have no common factor in F p [x], we are already done. If they have a common factor, replacef 1 (x) byg 1 (x) =f 1 (x) + p, which,
and F 1 (x) are assumed to have a common factor, and f 1 (x) ∈ F p [x] is irreducible), and f 1 is relatively prime to f j in F p [x] for j = 2, . . . , i 1 (recall that Disc(f ) was relatively prime to p). It is easy to see that we can do the same thing for each f i without affecting the fact that f j and F 1 have no common factor in F p [x] for j < i, which finishes the proof.
Noting that Disc(G d,0,n ) is relatively prime to d (see for instance Lemma 3 in [2] ), now the proof of Theorem 1.9 clearly follows from Lemma 3.4. Proof. Note that if n | i, then a i is a unit in O K by Theorem 2.1, so there is nothing to prove. We also know from Theorem 2.1 that (a n ) = (a nk ) in O K for any k ≥ 1, so it is enough to prove that a n is square-free in O K . Recall from Proposition 2.6 that we have c 0 ) ), . . . , (d,f it (c 0 )) are distinct prime ideals in O K , which proves that a n is square-free in O K , as desired.
Remark 3.6. The author's interest in Corollary 3.5 comes from the questions related to the irreducibility of iterates of polynomials. For a field K, we call a polynomial f (x) ∈ K[x] stable if all of its iterates are irreducible over K. In our special case, it is known that f c,d is stable if the critical orbit of f c,d does not contain ±dth power (Theorem 8, [6] ). Corollary 3.5 implies that non-unit elements in the orbit cannot be ±dth power. This establishes stability in the case n = 1, because in that case there is no unit in the orbit (by Theorem 2.1). This was already proven in (Corollary 1.2, [5] ). In other words, Corollary 3.5 can be thought of as a mild generalization of (Corollary 1.2, [5] ).
