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Abstract—This paper presents a 3D video dataset containing
sequences with typical content from videoconferencing scenar-
ios. The objective of this dataset is to provide freely-available
sequences for the research community to support the develop-
ment and evaluation of processing techniques applicable to 3D
videoconferencing systems. Therefore, a detailed description of
the generation process and the content characteristics is provided,
together with insights of possible applications of the dataset.
Index Terms—3D video, dataset, videoconferencing, quality of
experience
I. INTRODUCTION
Videoconferencing is nowadays a common alternative to
telephony communications and face-to-face meetings both in
personal and professional environments, providing also inter-
esting applications like multiparty telemeetings and remote
learning. However, there is still a need of improving these
systems to provide more realistic, interactive, and immersive
audiovisual experiences to the users. Actually, in addition to
several recent research works [1][2][3], the importance of this
issue is reﬂected by the activities carried out by the ITU-T
study groups 12 (question 10) and 9 (question 12).
One option under research to improve the Quality of Ex-
perience (QoE) of the end users of these services is based on
using 3D video technologies, founded on the belief in their
possibilities to provide an added value to conventional video-
conferencing services [1]. Although nowadays there is some
skepticism about the success of current 3D video technologies
in the entertainment consumer market, videoconferencing, to-
gether with medical applications and gaming, seems to be one
of the domains where 3D video may be more useful [4]. This
is mainly motivated by the development of autostereoscopic
displays and their arrival to the consumer market, especially
in personal devices, such as tablets and smartphones.
In this regard, some studies have been presented analyzing
the performance of 3D videoconferencing systems pointing out
that there is still room for improving the QoE of the users com-
pared to conventional services [1][2]. Thus, more research is
still needed in that respect to support the development of high-
quality systems [5]. In this sense, not only the evaluation of
real systems is required, but also the performance of process-
ing techniques (e.g., encoding, transmission, etc.) applicable
to these services, which entails the necessity of audiovisual
content simulating typical videoconferencing scenarios [3].
Therefore, the availability of public video databases is a
major requirement for these purposes, allowing the access to
useful content for developing and evaluating video processing
algorithms and systems, together with the possibility of com-
paring the results of different approaches and studies using
the same test data. In this sense, an extensive work has been
carried out by Qualinet to generate a compilation of datasets
for several research purposes in relation with image and video
processing, which can be found in [6]. However, in contrast
to the large amount of conventional video databases [7], only
a few include 3D sequences [8], and there is a notable lack of
content related to videoconferencing scenarios.
Taking this into account, this paper presents a freely-
available dataset of stereoscopic videos, called ViCoCoS-
3D (VideoConference Common Scenes in 3D), with typical
content from videoconferencing scenarios, aiming at helping
in the research on developing and evaluating the performance
of processing algorithms and systems for these services. The
dataset is available in our website [9].
II. THE VICOCOS-3D DATASET
A. Content generation
The acquisition of the stereo sequences was carried out
using a professional dual-lenses camcorder for broadcasting
Sony PMW-TD300 [10]. In particular, the sequences were cap-
tured with Full-HD resolution per view and with a framerate
of 25 fps and stored in SxS cards of the camera. This storage
entails a high-quality compression of the video using MPEG-
2, main proﬁle, high-level, YUV 4:2:0 color sampling, and an
average bitrate of 35 Mbps. The stored videos for each view
were post-processed with Mistika 2K to guarantee that the
sequences are distortion free, and converted into uncompressed
(yuv420p) videos at 25 fps using FFmpeg.
In addition, depth maps were computed for each content
from both stereo views using the algorithm proposed by Werl-
berger et al. [11]. Although the properties of these depth maps
(obtained just from a stereo pair) may limit their applications,
they could be useful for developing perceptual models for
processing techniques for the considered scenarios.
B. Characteristics of the sequences
The main characteristics of the sequences of the database
are shown in Table I. In addition to a description of the scene
and the duration, information about the spatial and temporal
complexity of the sequences is provided according to the spa-
tial and temporal perceptual information (SI and TI) deﬁned
in the recommendation ITU-T P.910 [12]. Furthermore, these
indicators were also computed over the depth maps obtained
from the stereo sequences to provide information about the
spatial (DSI) and temporal (DTI) complexity of the depth
content. Finally, previews of the ﬁrst frame of the videos (left
view) and the depth maps are depicted, as well as disparity
histograms. Currently, the ﬁve sequences are provided without
TABLE I
PROPERTIES OF THE SEQUENCES
Sequence Screen Videochat Meeting Living room Lecture
Description Man speaking infront of a screen.
Typical videochat
scene.
Multiparty business
telemeeting.
Multiparty videochat
in home environment.
Remote learning
scenario.
Frames 400 500 750 500 500
SI 110.06 39.61 53.21 58.45 66.18
TI 18.04 4.42 9.02 6.42 10.04
DSI 28.78 19.10 23.98 22.99 23.90
DTI 5.59 4.13 8.32 3.74 13.50
Preview
Depth Map
Disparity
Histogram
audio, since they are addressed to study visual issues related
to 3D videoconferencing.
III. APPLICATIONS
The primary objective for the creation of ViCoCoS-3D
database was to have realistic content from videoconferencing
scenarios available for developing robust systems for deliver-
ing this type of services. Speciﬁcally, in videoconferencing
applications, the attention of the users is focused on very
speciﬁc parts of the picture, which motivates the use of cod-
ing and transmission techniques based on perceptual models
related to the 3D visual experience of the users. For instance,
error resilience and protection strategies (e.g., FEC protection,
trafﬁc shaping, etc.) could be used to reduce the especially
annoying impact of transmission errors in the QoE, by means
of prioritizing the most perceptually important areas [13].
Similarly, coding techniques could be implemented taking into
account perceptual factors related to stereoscopic vision (e.g.,
binocular suppression or binocular rivalry) in order to provide
a high QoE avoiding annoying degradations.
IV. CONCLUSION
This paper presents the ViCoCoS-3D public database pro-
viding ﬁve high-quality stereoscopic video sequences simulat-
ing various videoconferencing scenarios. The main objective
of this database is to provide useful content for developing and
evaluating video coding and transmission techniques for this
type of services. Future work will be focused on extending
the dataset including more sequences with realistic properties
of videoconferencing applications in terms of audio and video
content, and duration to properly evaluate the end users’ QoE.
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