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Abstract
A generic imaging model refers to a non-parametric
camera model where every camera is treated as a set of un-
constrained projection rays. Calibration would simply be
a method to map the projection rays to image pixels; such
a mapping can be computed using plane based calibration
grids. However, existing algorithms for generic calibration
use more point correspondences than the theoretical mini-
mum. It has been well-established that non-minimal solu-
tions for calibration and structure-from-motion algorithms
are generally noise-prone compared to minimal solutions.
In this work we derive minimal solutions for generic cal-
ibration algorithms. Our algorithms for generally central
cameras use 4 point correspondences in three calibration
grids to compute the motion between the grids. Using sim-
ulations we show that our minimal solutions are more ro-
bust to noise compared to non-minimal solutions. We also
show very accurate distortion correction results on fisheye
images.
1. Introduction
Minimal solutions for computer vision algorithms have
proven to be less noise-prone compared to non-minimal al-
gorithms: they have been very useful in practice as hypoth-
esis generators in hypothesize-and-test algorithms such as
RANSAC [4]. Minimal solutions have been proposed for
several computer vision problems: auto-calibration of radial
distortion [12], perspective three point problem [5], the five
point relative pose problem [17, 24, 15], the six point focal
length problem [25, 13], the six point generalized camera
problem [26], the nine-point problem for estimating para-
catadioptric fundamental matrices [6] and the nine point ra-
dial distortion problem [14]. Inspired by these works, we
add one more solution to the class of minimal solutions.
In our work we propose minimal solutions for the cal-
ibration of generic imaging models, which associate one
projection ray to each individual pixel. By projection ray
we refer to the 3D (half-) line along which light travels that
falls onto the pixel (here, we neglect point spread and the
finite spatial extent of a pixel). Rays may be unconstrained,
i.e. they may not intersect in a single point, in which case
the camera is callednon-central. This general model has
been used in various works [8, 16, 18, 19, 20, 22, 23, 29,
30, 31, 32], and is best described in [8], where properties
other than geometric ones are also considered. By adopt-
ing this model, one may formulate “black-box calibration”
and provide algorithms that allow to calibrate any camera,
be it of pinhole type (with or without optical distortions),
catadioptric [1, 11], pushbroom [9], or some other acquisi-
Figure 1.Distortion correction of a fisheye image after calibrating
the camera using our 4-point algorithm. Note that the algorithm
is capable of correcting highly distorted straight lines.
tion system [19, 23]. Such calibration algorithms have been
proposed in [2, 7, 8, 29]. A recent comparison paper shows
that the generic calibration algorithms perform better than
parametric approaches in the case of very high distortions
[3].
In this paper, we adopt the approach of [29] which allows
calibration from three or more images of a calibration grid,
without having to know the motion between the images.
Figure 2.The concept of generic calibration. Three images of a
calibration grid observed from different viewpoints and orienta-
tions are shown. A schematic diagram showing a single pixel and
its 3D ray. This ray is eventually computed by estimating theposes
of the individual grids.
We briefly explain the main idea behind the generic cali-
bration (see Figure 2). Three images of a calibration grid are
captured from unknown viewpoints. Every image pixel ob-
serves three 3D points in different calibration grids. How-
ever, these points are collinear if they are expressed in the
same coordinate system. This will enable us to compute
the motion between the views and eventually the projection
rays for the image pixels.
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It was shown in [29] that the generic calibration algo-
rithm involves the computation of trifocal tensors. The mo-
tion parameters are not evaluated directly, rather they are
first evaluated in coupled form and later extracted. One of
the major drawbacks in generic calibration is that the cur-
rent algorithm uses non-minimal approaches and the same
motion variables can be computed from two different cou-
pled variables. This leads to discrepancies in the computa-
tion of motion variables and some way of averaging should
be used to obtain a consistent solution. Using minimum
number of points, we avoid this problem and obtain a com-
mon consistent solution with respect to all the coupled vari-
ables. Later in section 4 we show that minimal solutions are
more robust to noise compared to the non-minimal ones.
In this work we first present a minimal solution for the
calibration of 2D central cameras. By 2D central cameras,
we refer to cameras which live on a 2D plane and the pro-
jection rays intersect at a single point on the plane. This
will best demonstrate our overall approach. Next we focus
on the calibration of generally central cameras using three
planar calibration grids. This is the most useful case in prac-
tice, as it models very accurately the commonly used cam-
eras such as pinhole, fisheye and central catadioptric. We
present a 4-point calibration algorithm for generally cen-
tral cameras. As mentioned before, the calibration problem
manifests itself as a motion estimation problem between the
three calibration grids. Using triplets of 3D points, lying
on the three calibration grids, for four pixels in the image,
we compute the motion between the calibration grids. This
will enable us to recover the projection rays. We recover all
possible solutions, which is 8 in central models, and disam-
biguate using cheirality constraints. Our algorithm provides
very accurate calibration results as shown in figure 1. Note
that our algorithm is capable of correcting highly curved
straight lines.
Overview of the paper: Section 2 is intended to be a sim-
ple case emphasizing the main idea in our minimal solution
algorithm. We present a generic calibration algorithm for
a 2D central camera (all projection rays lie on a plane and
intersect at a single point). In order to solve the calibration
problem using minimal number of correspondences, we use
orthogonality constraints and Gröbner basis computations.
In section 3 we present a calibration algorithm for 3D cen-
tral cameras (all projection rays intersect at a single point
in space) using planar calibration algorithm. We use only
4 point correspondences in our algorithm, which involves
simple algebraic transformations. Simulations are given to
show that our minimal algorithms are more robust to noise
compared to non-minimal ones in section 4. We also present
some real experiments for fisheye camera calibration using
the 4-point algorithm. We conclude with a brief discussion
about our work in section 5.
2. Central 2D Cameras
Minimal case: We study the calibration problem on a 2D
plane. The projection rays of the camera and the calibration
grids, both lie on a plane. LetQ andQ′ refer to the known
points on the first and the second calibration grids respec-
tively. Let the coordinate system of the first calibration grid
be the reference frame. Once the unknown motion between
the two calibration grids (R, t) is computed, projection rays
can be recovered. LetO represent the unknown optical cen-
ter. The number of independent degrees of freedom is 5 (1
for R′ and 2 fort′, 2 forO).
We develop a counting argument for the minimal case.
SinceO, Q and Q′ (after transforming to the reference
frame) lie on a projection ray, we can impose collinearity
constraint. Such a constraint is equivalent to a single equa-
tion in 2D space. This equation can be seen as the one that
matches the slope computed fromO and Q to the slope
computed fromQ andQ′. As a result, it can be easily seen
that we need at least 5 pairs of grid points on 5 projection
rays to solve the calibration problem. In the next section we
present a calibration algorithm which uses 5 pairs of grid
points in two calibration grids.
2.1. Algorithm
We use the constraint that with the correct estimates of
the grid poses and the optical center, the latter is collinear
with the two calibration points, for any pixel. The collinear-
ity constraint will force the determinant of the following
matrix to vanish:
∣
∣
∣
∣
∣
∣
O1 Q1 R
′
11Q
′
1 + R
′
12Q
′
2 + t
′
1Q
′
3
O2 Q2 R
′
21Q
′
1 + R
′
22Q
′
2 + t
′
2Q
′
3
1 Q3 Q
′
3
∣
∣
∣
∣
∣
∣
= 0
i Ci Vi
1 Q1Q′1 + Q2Q
′
2 R
′
21
2 Q1Q′2 − Q2Q
′
1 R
′
22
3 Q1Q′3 t
′
2 − O2
4 Q2Q′3 O1 − t
′
1
5 Q3Q′1 −O1R
′
21 + O2R
′
11
6 Q3Q′2 −O1R
′
22 + O2R
′
12
7 Q3Q′3 −O1t
′
2 + O2t
′
1
Table 1. Coupled variables in the bifocal matching tensor for a
central 2D camera.
This can be written as
∑
i=1 CiVi = 0, whereCi andVi
are given in Table 1. This is of the formAn×7V7×1 = 0. In
order to solve the coupled variablesVi’s uniquely we need
at least 6 corresponding grid points. The existing generic
calibration algorithm uses 6 point correspondences. We are
interested in giving a minimal solution and we use only 5
pairs of grid points. Consequently we obtain the solution in
a subspace spanned by two vectors.










R′21
R′22
t′2 − O2
O1 − t
′
1
−O1R
′
21 + O2R
′
11
−O1R
′
22 + O2R
′
12
−O1t
′
2 + O2t
′
1










= l1










a1
a2
a3
a4
a5
a6
a7










+ l2










b1
b2
b3
b4
b5
b6
b7










(1)
The vectorsa andb are known. There are 10 unknowns
(R′,O, t′, l1, l2) and we have 7 equations. This implies that
at least 3 more equations are needed to compute the un-
knowns. The remaining equations can be obtained from or-
thogonality constraints on the elements ofR′:
R′11 = R
′
22 (2)
R′21 = −R
′
12 (3)
R′
2
21 + R
′2
22 = 1 (4)
Using the above constraints along with equation (1), we ex-
pressR11, R12, R21, R22, O1 andO2 as shown below:
R
′ =
(
l1a2 + l2b2 −l1a1 − l2b2
l1a1 + l2b2 l1a2 + l2b2
)
, (5)
O =
(
t′1 + a4l1 + b4l2
t′2 − a3l1 − b3l2
)
(6)
In what follows, we present the last three rows of equa-
tion (1) using the above equations:
−(t′1 + a4l1 + b4l2)(a1l1 + b1l2) + (t
′
2+
a3l1 + b3l2)(a2l1 + b2l2) − a5l1 + b5l2 = 0 (7)
−(t′1 + a4l1 + b4l2)(a2l1 + b2l2) − (t
′
2+
a3l1 + b3l2)(a1l1 + b1l2) − a6l1 + b6l2 = 0 (8)
−(t′1 + a4l1 + b4l2)t2 + (t
′
2 + a3l1 + b3l2)
t′1 − a7l1 + b7l2 = 0 (9)
There are three equations and four variablesl1, l2, t′1 andt
′
2.
The fourth constraint is obtained from equation 4:
(a1l1 + b1l2)
2 + (a2l1 + b2l2)
2
− 1 = 0 (10)
The above system has four equations(7-10) and four un-
knownsl1,l2,t′1 andt
′
2. We use Gröbner basis functions to
solve the above system. The Gröbner basis for these four
equations is given below:
c11l
6
2 + c12l
4
2 + c13l
2
2 + c14 = 0 (11)
c21l1 + c22l
5
2 + c23l
3
2 + c24l2 = 0 (12)
c31t2 + c32l
5
2 + c33l
4
2 + c34l
3
2
+c35l
2
2 + c36l2 + c37 = 0 (13)
c41t1 + c42l
5
2 + c43l
4
2 + c44l
3
2
+c45l
2
2 + c46l2 + c47 = 0, (14)
wherecij are known constraints that depend ona andb.
First we solve Equation 11 to obtain 6 different solutions
for l2. For each solution ofl2 we obtain solutions forl1,
t2 and t1. As a result, we obtain 6 different solutions for
(t′1, t
′
2, l1, l2). The equations 5 and 6 are used to compute
R
′ andO.
Simulations were used to study the different solutions by
randomly generating the rotation and translation variables.
We conducted various tests. In one of them we obtained
six solutions, where all of them were real ones. We show
this test case in Figure 3. We use some kind of cheiral-
ity constraint to disambiguate the different solutions. As
per this constraint, all calibration points associated to one
pixel, should lie on the samehalf-line relative to the optical
center. Note that the cheirality constraints that we are us-
ing here are different than the well-known ones for perspec-
tive cameras: for perspective cameras, the usual cheirality
constraint means that points lien front of the camera, a
concept which is not directly applicable in omnidirectional
cameras, especially for a field of view larger than180◦.
Here, we only can impose that points seen by the same pixel
lie on the same half-line relative to the optical center. In
figure 3 we found that only one case satisfies the cheiral-
ity constraint. There were other cases where not all the six
solutions were real. For instance, in one of the tests we ob-
tained four imaginary solutions and two real ones. Only one
of the two real solutions satisfied the cheirality constraint.
(a) (b) (c)
(d) (e) (f)
Figure 3.We show the calibration results. Points from a single
calibration grid are represented by the same colour. Blue and Red
color points refer to points on the first and the second calibrtion
grids respectively. Six possible solutions are shown. The corre t
solution is the one shown in (b). In all other solutions the recov-
ered points do not satisfy the cheirality constraint. (Bestviewed in
colour)
3. Central 3D Cameras using planar grids
Minimal Case: We consider the calibration problem of a
central 3D camera using 3 planar calibration grids. First we
address the question whether it is possible to use just two
planar calibration grids to calibrate the camera. On exam-
ining the constraints, we found that they are insufficient to
estimate the motion variables. This is to be expected since
even for the pinhole model, full calibration using a planar
calibration grid requires three views at least [27, 33].
Let us consider the coordinate system of the first calibra-
tion grid to be our reference coordinate system. Let(R′, t′)
be the motion between the first and the second grids. Let
(R′′, t′′) be the motion between the first and the second cal-
ibration grids. The total number of independent parame-
ters to be computed is 15 (3 forO, 6 for (R′, t′) and 6 for
(R′′, t′′)).
Since we have 4 points (O, Q,Q′ andQ′′) on every pro-
jection ray we have 2 collinearity constraints (collinearity
constraint for(O,Q,Q′) and(O,Q,Q′′). Each collinear-
ity constraint is equivalent to 2 equations in 3D space. Thus
grid points on a single projection ray provides 4 equations.
As a result we need at least 4 corresponding grid points to
compute the 15 unknown parameters.
3.1. Algorithm
As explained in the 2D case the points are represented
using their homogeneous coordinates (a4 × 1 vector in 3D
space). The coordinate system of the first calibration grid
as the reference frame. We stack the three pointsO, Q and
Q′ (after transforming it to the reference frame:




O1 Q1 R
′
11Q
′
1 + R
′
12Q
′
2 + R
′
13Q
′
3 + t
′
1Q
′
4
O2 Q2 R
′
21Q
′
1 + R
′
22Q
′
2 + R
′
23Q
′
3 + t
′
2Q
′
4
O3 Q3 R
′
31Q
′
1 + R
′
32Q
′
2 + R
′
33Q
′
3 + t
′
3Q
′
4
O4 Q4 t
′
4Q
′
4




(15)
As a consequence of the collinearity constraint the de-
terminant of every3 × 3 submatrix vanish. This results
in equations of the form
∑
ViQjQ
′
k = 0 involving bifo-
cal tensors. Two of the four equations for collinearity con-
straint that usesO, Qi andQ′i are given in Table 2. In order
to solve the above set of equations using least squares we
need at least 5 triplets. However, we are interested in solv-
ing the minimal case by using only 4 triplets. As a result
we will obtain the solution in a subspace spanned by two
vectors as shown below:








R′3,1
R′3,2
−O3 + t
′
3
−O2R
′
3,1 + O3R
′
2,1
−O2R
′
3,2 + O3R
′
2,2
−O2t
′
3 + O3t
′
2








= l1








a1
a2
a3
a4
a5
a6








+ l2








b1
b2
b3
b4
b5
b6








,
(16)








R′3,1
R′3,2
−O3 + t
′
3
−O2R
′
3,1 + O3R
′
2,1
−O2R
′
3,2 + O3R
′
2,2
−O2t
′
3 + O3t
′
2








= l3








c1
c2
c3
c4
c5
c6








+ l4








d1
d2
d3
d4
d5
d6








(17)
The first three elements in Equations (16) and (17) are
the same. As a result we get the following equations.


a1 b1 −c1 −d1
a2 b2 −c2 −d2
a3 b3 −c3 −d3


︸ ︷︷ ︸
M




l1
l2
l3
l4




= 0 (18)
The rank ofM is 3. By solving the linear system, we will
be able to computel1, l2, l3 andl4 up to a scale. This im-
plies that we will be able to express the coupled variablesVi
andWi, given in Table 2 up to a scale. Let us assume that
this common scale factor isλ1. Using the same approach
we also compute the coupled variablesMi andNi up to a
common scaleλ2.
(
H ′6×2 J6×6 06×6
H ′′6×2 06×6 J6×6
)




−O1
−O2
X ′6×1
X ′′6×1




=
(
Y ′6×1
Y ′′6×1
)
,
(19)
H
′ =
0
B
B
B
B
B
@
0 l1a1 + l2b1
0 l1a2 + l2b2
0 l1a3 + l2b3
l1a1 + l2b1 0
l1a2 + l2b2 0
l1a3 + l2b3 0
1
C
C
C
C
C
A
, Y
i =
0
B
B
B
B
B
@
l1a4 + l2b4
l1a5 + l2b5
l1a6 + l2b6
l3c4 + l4d4
l3c5 + l4d5
l3c6 + l4d6
1
C
C
C
C
C
A
J =
0
B
B
B
B
B
@
0 0 0 0 1 0
0 0 0 0 0 1
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
1 0 0 0 0 0
1
C
C
C
C
C
A
, X
′ =
0
B
B
B
B
B
B
@
λiO3(t
i
1
− O1)
λiO3(t
i
2
− O2)
λiO3R
′
1,1
λiO3R
′
1,2
λiO3R
′
2,1
λiO3R
′
2,2
1
C
C
C
C
C
C
A
The matricesH ′′, X ′ andY ′′ are computed using the same
approach. We rewrite equation (19) as follows:
A12×(14)u14 = Y14
SinceA is a matrix of rank12 we express the 14 variables
u’s up to a linear combination of three vectors. Thus we
have 15 motion parameters and 3 linear combination factors
and thereby leading to 18 variables. We have only 14 equa-
tions that comes from the coupled variables. The method to
compute the solution of equations of the formAu = b using
a linear combination of vectors including the null vectors is
given in the appendix of [10]. We show the 14 elements of
i j k Vi Wi Mi Ni
1 1 1 0 R′3,1 0 R
′′
3,1
2 1 2 0 R′3,2 0 R
′′
3,1
3 1 4 0 −O3 + t′3 0 −O3 + t
′′
3
4 2 1 R′3,1 0 R
′′
3,1 0
5 2 2 R′3,2 0 R
′′
3,2 0
6 2 4 −O3 + t′3 0 −O3 + t
′′
3 0
7 4 1 −O2R′3,1 + O3R
′
2,1 −O1R
′
3,1 + O3R
′
1,1 −O2R
′′
3,1 + O3R
′′
2,1 −O1R
′′
3,1 + O3R
′′
1,1
8 4 2 −O2R′3,2 + O3R
′
2,2 −O1R
′
3,2 + O3R
′
1,2 −O2R
′′
3,2 + O3R
′′
2,2 −O1R
′′
3,2 + O3R
′′
1,2
9 4 4 −O2t′3 + O3t
′
2 −O1t
′
3 + O3t
′
1 −O2t
′′
3 + O3t
′′
2 −O1t
′′
3 + O3t
′′
1
Table 2. Coupled variables in four of the bifocal matching tensors in a 3D single center camera with a planar calibration grid. Among the
16 tensors, there are 4 trifocal and 12 bifocal tensors.
u below:
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
O1
O2
λ1O3(t
′
1
− O1)
λ1O3(t
′
2
− O2)
λ1O3R
′
1,1
λ1O3R
′
1,2
λ1O3R
′
2,1
λ1O3R
′
2,2
λ2O3(t
′′
1
− O1)
λ2O3(t
′′
2
− O2)
λ2O3R
′′
1,1
λ2O3R
′′
1,2
λ2O3R
′′
2,1
λ2O3R
′′
2,2
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
=
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
a1
a2
a3
a4
a5
a6
a7
a8
a9
a10
a11
a12
a13
a14
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
+ l1
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
b1
b2
b3
b4
b5
b6
b7
b8
b9
b10
b11
b12
b13
b14
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
+ l2
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
c1
c2
c3
c4
c5
c6
c7
c8
c9
c10
c11
c12
c13
c14
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
(20)
Note that we have already used the vectorsa, b andc in
equation (16). For simplicity we chose to use the same ele-
ments for subspace vectors in the above equation.
In order to computel1 andl2 we use the constraints from
the orthogonality properties of rotation matrix. We list the
orthogonality constraints forR′ andR′′:
R′11R
′
12 + R
′
21R
′
22 + R
′
31R
′
32 = 0 (21)
R′′11R
′′
12 + R
′′
21R
′′
22 + R
′′
31R
′′
32 = 0 (22)
R′
2
11 + R
′2
21 + R
′2
31 = 1 (23)
R′
2
12 + R
′2
22 + R
′2
32 = 1 (24)
R′′
2
11 + R
′′2
21 + R
′′2
31 = 1 (25)
R′′
2
12 + R
′′2
22 + R
′′2
32 = 1 (26)
Rewriting the above constraints using elements in equa-
tion (20):
u5u6 + u7u8 + V4V5O
2
3 = 0 (27)
u11u12 + u13u14 + M4M5O
2
3 = 0 (28)
u25 + u
2
7 + (V4O3)
2 = λ21O
2
3 (29)
u26 + u
2
8 + (V5O3)
2 = λ21O
2
3 (30)
u211 + u
2
13 + (M4O3)
2 = λ22O
2
3 (31)
u212 + u
2
14 + (M5O3)
2 = λ22O
2
3 (32)
Note that ui are coupled variables ofl1, l2, a, b and
c. We substitute forui and rewrite the above equation
to obtain the following linear system with eight variables:
l1,l2,l1l2,l21,l
2
2,O
2
3 , (λ1O3)
2 and(λ2O3)2.
A6×8












l1
l2
l1l2
l1
2
l2
2
O32
(λ1O3)
2
(λ2O3)
2












=








a5a6 + a7a8
a25 + a
2
7
a26 + a
2
8
a9a10 + a11a12
a29 + a
2
11
a210 + a
2
12








(33)
where the eight columns ofA are shown below.
A1 =








a5b6 + b5a6 + a7b8 + b7a8
a11b12 + b11a12 + a13b14 + b13a14
2a5b5 + 2a7b7
2a6b6 + 2a8b8
2a11b11 + 2a13b13
2a12b12 + 2a14b14








, (34)
A2 =








a5c6 + c5a6 + a7c8 + c7a8
a11c12 + c11a12 + a13c14 + c13a14
2c5a5 + 2c7a7
2c6a6 + 2c8a8
2c11a11 + 2c13a13
2c12a12 + 2c14a14








, (35)
A3 =








b5c6 + c5b6 + b7c8 + c7b8
b11c12 + c11b12 + b13c14 + c13b14
2b5c5 + 2c7b7
2b6c6 + 2c8b8
2b11c11 + 2c13b13
2b12c12 + 2c14b14








(36)
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.Calibration results for 3D central camera. Points of the same colour belong to a specific calibration grid. Eight possible solutions
are shown. Two of the solutions shown in (d) and (e) satisfy the cheirality constraint.
A4 =








b5b6 + b7b8
b11b12 + b13b14
b5
2 + b7
2
b6
2 + b8
2
b11
2 + b13
2
b12
2 + b14
2








,A5 =








c5c6 + c7c8
c11c12 + c13c14
c5
2 + c7
2
c6
2 + c8
2
c11
2 + c13
2
c12
2 + c14
2








(37)
A6 =








V4V5
M4M5
V 24
V 25
M24
M25








,A7 =








0
0
−1
−1
0
0








,A8 =








0
0
0
0
−1
−1








(38)
As a result we have eight variables in 6 equations. The
rank of this system is 5 and thus we obtain the solution for
these 8 variables in the subspace spanned by three vectors
and linear combination factorsm1 andm2.












l1
l2
l1l2
l1
2
l2
2
O23
(λ1O3)
2
(λ2O3)
2












=












d1
d2
d3
d4
d5
d6
d7
d8












+m1












e1
e2
e3
e4
e5
e6
e7
e8












+m2












f1
f2
f3
f4
f5
f6
f7
f8












There are five variables and 8 equations. We will have to
solve the above non-linear system to obtainl1 andl2. Us-
ing simulations we verified thate1, e2, f1 andf2 are always
zeros. This implies thatl1 andl2 can be obtained uniquely.
Using this result we compute the camera center as given
below:
O =



a1 + l1b1 + l2c1
a + 2 + l1b2 + l2c2
±
√
u5u6+u7u8
−V4V5


 (39)
The computedO is used to determine the scale factorsλ1
andλ2
λ1 = ±
q
u2
5
+ u2
7
+ (V4O3)2
O3
, λ2 = ±
q
u2
11
+ u2
13
+ (M4O3)2
O3
Usingλ1, λ2 andO we present the rotation and translation
parameters:
R
′ =



( u5
O3λ1
) ( u6
O3λ1
) ( u7
O3λ1
V5
λ1
−
u8
O3λ1
V4
λ1
)
( u7
O3λ1
) ( u8
O3λ1
) ( u6
O3λ1
V4
λ1
−
u5
O3λ1
M5
λ2
)
(V4
λ1
) (V5
λ1
) ( u5
O3λ1
u8
O3λ1
−
u7
O3λ1
u6
O3λ1
)



R
′′ =



( u11
O3λ2
) ( u12
O3λ2
) ( u13
O3λ2
M5
λ2
−
M4
λ2
u14
O3λ2
)
( u13
O3λ2
) ( u14
O3λ2
) ( u12
O3λ2
M4
λ2
−
M5
λ2
u11
O3λ2
)
(M4
λ2
) (M5
λ2
) ( u11
O3λ2
u14
O3λ2
−
u13
O3λ2
u12
O3λ2
)



t′ =



(u3+O1O2λ1
O3λ1
)
(u4+O2O3λ1
O3λ1
)
O3t
′
2
−V9
O2
,


 t
′′ =



u9+O1O2λ2
O3λ2
u10+O2O3λ2
O3λ2
O3t
′′
2
−M9
O2
,



Sign ambiguities exist forO3, λ1 andλ2. As a result
we have 8 possible solutions for the motion parameters. In
figure 4 we show the eight solutions for a test case. Note that
only two of the solutions satisfy the cheirality constraint.
In order to disambiguate the solutions we can impose the
constraint thatO3 has to be positive. This ensures that the
calibration grid is in front of the optical center.
4. Experiments
Simulations: In order to compare the minimal solutions
to the non-minimal ones we used simulations. We gener-
ated about 1000 random rays and used 4-point and 5-point
algorithm embedded in a RANSAC framework. We plot the
average angular error in the recovered projection rays with
respect to Gaussian noise in the image. The image is as-
sumed to be of size500 × 500. The comparison is shown
in figure 5. Note that our 4-point algorithm clearly outper-
forms the non-minimal 5-algorithm in the presence of noise.
Figure 5.Comparison of 4-point and 5-point algorithms with re-
spect to noise.
Fisheye Calibration: In order to test our calibration algo-
rithm in practice we use Nikon Coolpix E8 fisheye cameras
which has a very large field of view of183◦. We use white
planar calibration grids with black dots on them as shown
in Figure 6. For every image pixel we use interpolation to
compute the 3D points in three different grids.
We use the a variant of the calibration algorithm using
multiple grids proposed in [21]. The only difference be-
ing that we use our 4-point algorithm instead of their non-
minimal 5-point algorithm. We used about 12 calibration
grids to cover the whole fisheye image. The distortion cor-
rection is shown in figure 7.
5. Discussion
This paper presents a minimal solution for the calibra-
tion of generally central camera model, which is the most
useful one in practice. We have shown that the proposed al-
gorithm is more robust to noise than the non-minimal one.
We have shown promising result in distortion correction of
fisheye lens. We are currently investigating minimal solu-
tions for non-central camera models. In Table 3 we show
the number of views and correspondences required for the
algorithm given in [28].
Figure 6.Two images of the grids used for calibrating the fisheye
lens.
Figure 7.Distortion correction of a fisheye image using the cali-
bration obtained using our 4-point algorithm.
camera Model [28] Minimal Solution
2D-C (2,6) (2,5)
3D-C (2,11) (2,5)
3D-C-Planar (3,5) (3,4)
2D-NC (3,12) (3,6)
3D-NC (3,29) (3,6)
3D-NC-Planar (3,18) (3,6)
Table 3. 2Dand 3D refer to 2D and 3D central cameras respec-
tively. C andNC refer to central and non-central cameras respec-
tively. Planarrefers to planar calibration grids.(n, m) refer ton
calibration grids usingm grid points in each of them.
Central 3D cameras using non-planar grids: We briefly
give a counting argument for the minimal case for the cali-
bration of central 3D camera using two 3D calibration grids.
Let (R′, t′) be the motion between the first and the second
grids. LetO represent the optical center. The number of in-
dependent degrees of freedom is 9 (3 forO, 6 for (R′, t′)).
The pointsO, Q andQ′ are collinear. Every collinearity
constraint provides two equations in 3D space. We need at
least 5 collinearity constraints to compute the 9 degrees of
freedom.
For this case, we were successful in finding a calibration
algorithm using 8 pairs of grid points (3 pairs more than the
minimal case). Although this is much less than the number
of points used by [29], the minimal case is 5.
Non-central 3D cameras: Let (R′, t′) and(R′′, t′′) be the
motion between the second and the third grids with respect
to the reference frame (coordinate system of the first grid).
The only available constraint is the collinearity constraint
on every triplet of 3D points lying on the three grids corre-
sponding to a specific pixel in the image. As seen earlier,
this constraint is equivalent to two equations. In order to
compute the 12 motion variables we need at least 6 point
correspondences. In [29], the calibration was achieved us-
ing 29 point correspondences. This implies that, by using
an approach similar to the one proposed in this paper, we
will have to work in a subspace of 23 vectors.
The minimal cases of other scenarios, shown in Table 3
can be obtained in the same way. The remaining cases, other
than the ones shown in this paper, are currently under inves-
tigation.
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