Abstract. Let H be a complex Hilbert space, B(H) the algebra of all bounded linear operators on H and S a (H) the real linear space of all self-adjoint operators on H. We characterize the surjective maps on B(H) or S a (H) that preserve the numerical ranges of products or Jordan triple-products of operators.
Introduction
Denote by C the field of complex numbers and by R the field of real numbers.
For a Hilbert space H, ·, · stands for its inner product, B(H) the algebra of all bounded linear operators on H and S a (H) the real linear space of all self-adjoint operators in B(H). For every A ∈ B(H), the numerical range of
A is the set W (A) = { Ax, x | x ∈ H, x = 1} and the numerical radius of A is defined as w(A) = sup{|λ| | λ ∈ W (A)}. A map U on H is called a conjugate unitary operator if U is conjugate linear and U * U = UU * = I. Numerical range of operators is a very important concept and is extensively studied in both theory and applications. Particularly, many authors have studied numerical range preserving maps on various operator algebras; see [1] - [6] , [9] , [11] , [12] , [13, Chapter 5] . In this paper, we characterize surjective maps φ : B(H) → B(K) such that ( 
1.1) W (φ(A)φ(B)) = W (AB) for all A, B ∈ B(H).
Here H, K are two Hilbert spaces. This work is motivated by the result of L. Molnár [10] , who characterized surjective maps φ on B(H) such that
σ(φ(A)φ(B)) = σ(AB) for all A, B ∈ B(H).

Here σ(T ) is the spectrum of T ∈ B(H).
In Section We obtain more general results covering these in the indefinite inner product space context. Some remarks and questions are given in Section 5.
Maps on B(H)
In this section we discuss the question of characterizing maps which preserve numerical ranges of operator products or numerical ranges of operator Jordan tripleproducts. The following are our main results. The next lemma is crucial for our proofs of Theorem 2.1 and 2.2 as well as other results of this paper, which gives new characterizations of rank-one operators by numerical range of operator products.
Lemma 2.3. Let A ∈ B(H). The following conditions are equivalent:
(i) A is a rank-one operator.
(ii) For every B ∈ B(H) with AB = 0, W (AB) is either an ellipse which has 0 as a focus or a line segment which has 0 as an end point.
(iii) For every B ∈ B(H), BAB = 0 implies that W (BAB) is either an ellipse which has 0 as a focus or a line segment which has 0 as an end point.
Proof. (i)⇒(ii) and (i)⇒(iii) are obvious since, under the assumptions, AB and BAB are of rank one and the numerical range of every rank-one operator has the form stated in (ii).
(ii)⇒(i). Assume that rankA ≥ 2. Then there exist linearly independent vectors x 1 , x 2 ∈ H such that Ax 1 ⊥Ax 2 and Ax 1 = Ax 2 = 1. Let B = αx 1 
If α, β and γ are all nonzero, then W (AB) is an ellipse which has α, β as focuses, contradicting to the conditions of (ii).
(iii)⇒(i 
Where conv(Λ) denotes the convex hull of the set Λ. Thus we get a contradiction and then the proof of (iii)⇒(i) for the case dim H ≥ 4 is completed. So, the task of proving (iii)⇒(i) is reduced to the four dimensional case. Identify B(H 4 ) with M 4 (C) and assume A ∈ M 4 (C) has rank greater than 1. Then there exists a transformation S :
and there are positive numbers
Pick nonzero complex numbers b 1 and b 2 so thatū 11 s 1 b
It is easily checked that the matrix
has two nonzero eigenvalues λ 1 and λ 2 with λ 1 + λ 2 = 0, and hence its numerical range, as well as the numerical range of BAB, contains 0 but is neither an ellipse with 0 as a focus, nor a line segment with 0 as an end point. This completes the proof.
The rest of this section is devoted to proving Theorem 2.2. The proof of Theorem 2.1 is similar and we omit it here. To do this, we need two more lemmas which are also useful in Section 4.
For finite rank operators in B(H) one can define a trace functional tr by tr(
Lemma 2.4. Let A, C ∈ B(H). If tr(BAB) = tr(BCB) for every rank-one projection B ∈ B(H), then A = C.
Proof. Let B = x ⊗ x, where x is a unit vector. Then B is a rank-1 projection and every rank-1 projection takes this form. By the assumption, we have Ax, x = tr(Ax⊗x) = tr(BAB) = tr(BCB) = tr(Cx⊗x) = Cx, x . Thus Ax, x = Cx, x holds for every unit vector x ∈ H, which entails A = C since H is complex.
Lemma 2.5. Let T ∈ B(H) be invertible. Then
and N x are all closed linear subspaces, we must
If
Since x is arbitrary, we see that, for every x ∈ H, there is a scalar λ x such that T x = λ x x. This implies that there exists a λ ∈ C such that T = λI. Now we are in a position to prove Theorem 2.2. Note that, if two rank-one operators have the same numerical ranges, then they have the same nonzero eigenvalues, and hence have the same traces. This simple observation will be used frequently in this paper.
Proof of Theorem 2.2. It is clear that we need only to check the necessity. Suppose that φ satisfies Eq. (1.2). For the sake of simplicity we assume K = H.
First we check that φ preserves rank-one operators in both directions. Let A ∈ B(H) be a rank-one operator.
For every T ∈ B(H), there exists a B ∈ B(H) such that T = φ(B). It follows from W (T φ(A)T ) = W (BAB) and Lemma 2.3 that φ(A)
is a rank-one operator. Similarly, φ(A) is a rank-one operator will imply that A is a rank-one operator, too.
Second we show that φ is linear. Let A, A ∈ B(H) be arbitrarily given and let B ∈ B(H) be a rank-one operator. Notice that, for rank-one operators T and S, W (T ) = W (S) will imply tr(T ) =tr(S). Then Eq. 
(ii) there exist bijective conjugate linear operators U and V on H such that
Suppose the case (i) occurs, we will show that φ has the form (1) stated in Theorem 2.2. By Eq. (1.2), we have W (x ⊗ f ) = W (φ(I)φ(x ⊗ f )φ(I)). So, by taking trace, x, f = φ(I) 2 Ux, V f holds for every x, f ∈ H. It follows that U, V are bounded and
Hence φ(A) = λU AU −1 holds for every A ∈ B(H). Let x ∈ H be a unit vector; then we have 
Note that both U and V are conjugate linear. So by taking trace we have x, f = φ(I)Uf, φ(I) * V x = x, V * φ(I) 2 Uf for every x, f ∈ H. Now it is easily checked that both U and V are bounded, and V * φ(I) 2 U = I. Thus, similar to the corresponding part in the proof of case (i) above, one gets φ(I)
yields that
for every x, f . By Lemma 2.5 we see that V * U = λI with λ 3 = 1. Now for every
for every rank-one operator x ⊗ f . By Lemma 2.4, we obtain that 
Maps on the space of self-adjoint operators
In this section we characterize the maps on the real linear subspace S a (H) of all self-adjoint operators on a complex Hilbert space which preserve the numerical ranges of products of operators. Proof of Theorem 3.1. Suppose that Φ satisfies Eq. (3.1). Applying Lemma 3.2 we can prove that φ preserves rank-one operators in both directions and φ is real linear. Thus φ preserves adjacency in both directions with φ(0) = 0. By [7] , there exists a bijective linear or conjugate linear operator V on H and a real scalar c ∈ R \ {0} such that φ(
For every x ∈ H with x = 1, we have
It follows that c
then U is a unitary or conjugate unitary operator such that
There is no loss of generality in assuming that = 1. If U is unitary, then for every rank-one operator T ∈ S a (H), we have φ(T ) = UT U * . Thus, for each A ∈ S a (H),
and hence
for all x ∈ H. This ensures that
that is, φ has the form stated in the theorem. We assert the case that U is a conjugate unitary operator cannot occur. Assume on the contrary that U is conjugate unitary such that φ(x ⊗ x) = Ux ⊗ Ux for all x ∈ H. It follows that, for every A ∈ S a (H) and every x ∈ H,
and consequently,
Thus we still have φ(A) = UAU * for every A ∈ S a (H). On the other hand, for
for all A, B ∈ S a (H), which is impossible. The proof is completed.
Maps preserving numerical ranges of skew products
The purpose of this section is to classify the maps which preserve numerical ranges of skew products or Jordan skew triple-products of operators on Hilbert spaces, i.e., the maps φ which satisfy
Taking indefinite inner product structures into consideration, we discuss it here in a more general situation. In fact, we show that for every x, f ∈ H 1 . By Lemma 2.5 we see that there exists a λ ∈ C such that
It follows that λ = 1 and
for every x ⊗ f ∈ B(H 1 ). Let A ∈ B(H 1 ). For any rank-one operator x ⊗ f , Eqs. (4.5) and (4.8) together imply that
Applying Lemma 2.4, we see that
Thus we have proved that
−1 is a conjugate linear operator. Then, for any x ⊗ f we have
this implies that U 1 f is linearly dependent of Uf for every f ∈ H 1 . Thus we must have
for all A ∈ B(H 1 ). Equivalently, there exists a unitary operator U 2 :
for all A, where A t is the transpose of A with respect to an arbitrarily fixed orthonormal basis. By substituting Eq. (4.10) in Eq. (4.2) with B being rank one, and noting that W (T t ) = W (T ), it is easily checked that
By Lemma 2.4 again, we get U *
t . This implies that there is a scalar c such that
The proof is finished.
Remarks and questions
Before concluding this paper we give some remarks and propose a question. 
B(H).
It is natural and interesting to ask similar questions as in this paper for a more general case of the numerical radius. Question 5.3. How do we classify the maps which preserve the numerical radius of operator products or operator Jordan triple-products?
