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Résumé : Dans [PRID], Pridham a montré que tout n-champs d’Artin M admet une présenta-
tion en tant que schéma simplicial X· →M, telle que le schéma simplicial X satisfait à certaines
propriétés notées par G.Pn,k de [GROTH]. Dans la présentation (· · ·⇒ X2 ⇒ X1 ⇒ X0 →M) .
Le schéma X1 représente une carte pour X0×MX0. Donc, la lissité de X0 →M est équivalent à la
lissité des deux projections ∂0, ∂1 : X1 → X0. Ces sont les deux premières parties de la condition de
Grothendieck-Pridham, notées G.P1,0 etG.P1,1. Dans [BENZ12] nous avons introduite un n-champ
d’Artin M des éléments de Maurer-Cartan d’une dg-catégorie. On a construit une carte, et on a
déja fait la preuve des premières conditions de lissité explicitement. Pour tout n et tout 0 ≤ k ≤ n
Pridham considère un schéma noté MatchΛkn(X) avec un morphisme Xn → MatchΛkn(X). On
construira explicitement le schéma simplicial de Grothendieck-Pridham X, on montrera la lissité
formelle de cette carte précédente , ainsi que M est un n-champ géométrique.
Abstract : In [PRID], Pridham has shown that any Artin n-stack M has a presentation as a
simplicial scheme X· →M such that the simplicial scheme X satisfies certain properties denoted
G.Pn,k of [GROTH]. In the presentation (· · · ⇒ X2 ⇒ X1 ⇒ X0 → M), the scheme X1 repre-
sents a chart for X0 ×M X0. Thus, the smoothness of X0 →M is equivalent to the smoothness
of the two projections ∂0, ∂1 : X1 → X0. These are the first two parts of the Grothendieck-
Pridham condition, denoted G.P1,0 and G.P1,1. In [BENZ12] we introduced an Artin n-stack M
of Maurer-Cartan elements of a dg-category. We constructed a chart, and have already proven
the first smoothness conditions explicitly. For any n and any 0 ≤ k ≤ n Pridham considers a
scheme denoted MatchΛkn(X) with a morphism Xn →MatchΛkn(X). We will construct explicitly
the Grothendieck-Pridham simplicial scheme and show the smoothness of the preceding map,
therefore M is a geometric n-stack.
Introduction
Dans [BENZ08] on a construit une carte explicite V → Perf pour l’∞-champs des
complexes parfaits, où V était le schéma de Buchsbaum-Eisenbud [BUCH1], [BUCH2],
[BRUN], [HUNE], [KEMP], [MASS], [TRIV] et [YOSH] qui paramétrise les différentiels d
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2avec d2 = 0 sur une suite de fibrés vectoriels triviaux. Le but principal du [BENZ08] était
de montrer la lissité formelle du morphisme V → Perf, aprés avoir explicité l’∞−champs
d’Artin Perf .
Dans [BENZ12] on a généralisé ce résultat pour un autre champs. Nous utiliserons ici les
mêmes notations que dans [BENZ12]. On fixera une dg-catégorie k-linéaire P qui satisfait
aux hypothèses suivants :
– L’ensemble des objets Ob(P) est fini.
– Pour tout E, F ∈ Ob(P), pour tout i ∈ Z, P i(E, F ) est un k-espace vectoriel de
dimension fini.
– Il existe un indice n > 0 tel que pour tout i < −n, le k-espace vectoriel P i(E, F ) = 0.
On peut définir une (∞, 1)−catégorieMC(P) dont les objets sont les couples (E, η) où
E est un objet de P et η est un élément de Maurer-Cartan dans P1(E,E).
On a définit l’∞-champs MCP comme le ∞-champs associé à l’∞-préchamps MCP
es
qui à une k-algèbre B associe l’intérieur de MC(P ⊗k B).
Pour la carte, nous avons construit un foncteur
VE : AlgComk → Ens
représentable par un schéma affine qui associe à chaque B ∈ AlgComk son image VE(B)
l’ensemble des éléments de Maurer-Cartan dans P1(E,E)⊗k B.
Dans [BENZ12] nous avons démontré que le morphisme VE →MCP est formellement
lisse, ce qui fournit une carte. L’existence d’une carte nous a permis de déduire que MCP
est un (n+ 1)-champ d’Artin.
Cependant, la structure supérieure n’est pas explicite dans la carte.
Dans [PRID] , Pridham a montré que tout n-champs d’ArtinM admet une présentation
en tant que schéma simplicial
X· →M
telle que le schéma simplicialX· satisfait à certaines propriétés de lissité qui seront rappelées
ci-dessous. Ces propriétés ont été énoncés pour la première fois par Grothendieck dans
[GROTH] donc nous appellons cela la condition de Grothendieck-Pridham notée G.P .
Considérons le début de la présentation
X1 ⇒ X0 →M.
Le premier élément X0 du schéma simplicial est la carte pour M. Ensuite, le schéma X1
devra jouer le rôle de carte pour X0 ×M X0. Donc, la lissité de X0 → M est équivalent
à la lissité des deux projections ∂0, ∂1 : X1 → X0. Ces sont les deux premières parties
de la condition de Grothendieck-Pridham, notées G.P1,0 et G.P1,1. Dans le cadre de notre
construction, nous renvoyons à [BENZ12] pour la preuve de ces conditions. Pour la suite,
pour tout n et tout 0 ≤ k ≤ n Pridham considère un schéma noté MatchΛkn(X) avec un
morphisme
Xn → MatchΛkn(X).
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La condition G.Pn,k est que ce morphisme est lisse et surjectif. Ceci est un analogue géo-
métrique à la condition de Kan classique.
Si Xn sont des schémas de type fini sur k, il suffit de prouver que le morphisme est
formellement lisse et surjectif sur les points à valeurs dans un k-algèbre artinien local de
type fini B.
Notre but est de construire un schéma simplicial de Grothendieck-Pridham pour le
(n + 1)-champ des éléments de Maurer-Cartan considéré dans [BENZ12]. On obtiendra
ainsi une construction directe d’un (n + 1)-champ géométrique. Notre schéma simplicial
sera très naturel, alors que si on applique la construction de Pridham on obtiendrait une
présentation très compliquée.
Dans notre cas, on voudra commencer donc par X0 := VE , la carte construite dans
[BENZ12]. Ce schéma paramétrise les éléments de Maurer-Cartan pour la dg-catégorie P
fixée au départ. Ensuite,X1 sera le schéma des paramètres pour les triplets {(E, η), (F, ζ), α)}
où (E, η) et (F, ζ) sont des MC-objets et α une quasi-équivalence entre les deux. Plus gé-
néralement, Xn devrait correspondre au nerf consistant des suites de n quasi-équivalences
entre MC-objets.
Pour obtenir la lissité requise par la condition G.P , on utilisera le nerf cohérent. Afin
de définir ceci, nous commençons dans la première partie du papier, par une exposition de
la notion de foncteur faible entre dg-catégories. La notion de foncteur faible fait également
rentrer la notion d’élément de Maurer-Cartan, restant dans le même style. Cette construc-
tion est sans doute bien connue aux experts des dg et A∞-catégories, mais il semblerait
utile d’avoir une description explicite.
On démontre ainsi le théorème suivant ( Corollaire 2.7) : le schéma simplicial défini
par X(B) = NC∗(MC(P ⊗k B) satisfait aux conditions de Grothendieck-Pridham G.Pn,k
pour tout n ≥ 1 et tout 0 ≤ k ≤ n.
1 La catégorie des foncteurs faibles
Le but de cette section est de construire une dg-catégorie des foncteurs faibles, qu’on
notera par FF(A,B). On notera ainsi une dg-catégorie des semi-foncteurs faibles par
sFF(A,B) et la dg-catégorie pleine des foncteurs faibles strictement unitaires par FFsu(A,B).
Les objets de ces deux catégories seront bien définis dans les définitions (1.1) et (1.2),
et on donnera ensuite les morphismes dans la définition (1.3).
Définition 1.1 Soient A et B deux dg-catégories. On va définir, ici et en (1.3), la dg-
catégorie des semi-foncteurs faibles sFF(A,B). Les objets de cette catégorie sont les semi-
foncteurs faibles F : A→ B comprenant F : ob(A)→ ob(B) et pour toute suite
{X0
a1←− X1
a2←− ...
an−1
←−−− Xn−1
an←− Xn} Xi ∈ ob(A), ai ∈ Aki(Xi,Xi−1), i ∈ {1, ..., n} .
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Le foncteur bar F appliqué sur les ai définit par
dBF(a1|...|an) = −
n∑
i=1
(−1)τi+iF(a1|...|dai|...|an)
+
n∑
i=1
(−1)i−1F(a1|...|aiai+1|...|an)
+
n∑
i=1
(−1)i−1F(a1|...|ai)F(ai+1|...|an)
avec τi =
∑i
k=1 dim(ak) et tel que :
F(a1|...|an) ∈ B
k(X0, Xn), k =
n∑
i=1
ki + 1− n.
Définition 1.2 Si de plus, un objet F de sFF(A,B) satisfait la condition :
1. F(1X) = 1F(X) dans H
0(B(FX ,FX)), alors on dira que F est un foncteur faible,
et on notera par FF(A,B) ⊂ sFF(A,B) la sous-dg-catégorie pleine des foncteurs
faibles.
Si F satisfait aux conditions plus fortes
2. F(1X) = 1F(X) dans B(FX ,FX), et
3. F(a1| · · ·|ai|1|ai+2| · · ·|an) = 0 dans B.
Alors on dira que F est strictement unitaire (’su’) et on notera par
FFsu(A,B) ⊂ FF(A,B)
la sous-dg-catégorie pleine des foncteurs faibles strictement unitaires.
Définition 1.3 Pour tout objets F,G ∈ ob(FF(A,B)) , FF(A,B)(F,G) est le complexe
vérifiant :
Un élément η ∈ FF(A,B)(F,G)k sera la donnée pour chaque n ≥ 0 , pour toute suites
X0, X1, ..., Xn ∈ ob(A) et pour toute famille de flèches {ai ∈ A
ki(Xi, Xi−1)}i∈{1,··· ,n}, de{
η(a1|...|an) ∈ B
l(F(Xn),F(X0)) l =
∑n
i=1 ki + 1− n
et pour n = 0 : ηX0 est une transformation naturelle
où η est une application multi-linéaire :
η : Akn(Xn, Xn−1)⊗ ...⊗ A
k1(X1, X0)→ B
l(F(Xn),F(X0)).
On définit la différentielle d de ce complexe
dFG(η) ∈ FF(A,B)
k+1(F,G)
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par
dFG(η)(a1|...|an) = −d(η(a1|...|an)) (1)
+
n∑
i=1
(−1)(τi+i)η(a1|...|dai+1|...|an)
+
n−1∑
i=1
(−1)iη(a1|...|aiai+1|...|an)
+
n∑
i=1
(−1)iη(a1|...|ai)G(ai+1|...|an)
+
n∑
i=1
(−1)n−iF (a1|...|ai)η(ai+1|...|an)
avec τi =
∑i
k=1 dim(ak).
Définition 1.4 On définit la composition dans la dg-catégorie des foncteurs faibles par
FF(A,B)(G,H)⊗ FF(A,B)(F,G) → FF(A,B)(F,H)
(η ⊗ ϕ) 7→ (η ◦ ϕ)(a1|...|an) =
n−1∑
i=1
ϕ(a1|...|ai)η(ai+1|...|an).
Notre objectif est de démontrer le lemme suivant dans FF(A,B).
Lemme 1.5 1. La différentielle d définit dans (1) vérifie :
d2(η) = 0.
2. La différentielle de la composition sera donnée par
d(η ◦ ϕ) = d(η)ϕ+ (−1)|η|ηd(ϕ).
Avant de faire la démonstration du lemme dans FF(A,B), on construit une sous-
catégorie M(A,B) comme suit :
Définition 1.6 On définit la catégories des flèches, comme une sous-catégorie de celle
des foncteurs faibles, et on la note par M(A,B). Cette catégorie sera définie pour toutes
dg-catégories A et B par :
– ob(M(A,B)) = {ϕ : ob(A)→ ob(B)}.
– ∀k, ∀ϕ, ψ ∈ ob(M(A,B)) :
M(A,B)(ϕ, ψ)k = {f(a1, · · · , an) ∈ B
ϕ(X0),ψ(Xn), ∀X0 ← X1 ← · · · ← Xn}.
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L’ensemble de tout les flèches dans M(A,B) sera noté par
M(A,B)(ϕ, ψ) := ΠkHom(A
X0,X1 ⊗ ...⊗ AXn−1,Xn, BϕXn,ψX0).
Définition 1.7 Vu que M(A,B) est définit comme une sous-catégorie de FF(A,B) telle
que F(a1, ..., an) = 0, alors la différentielle sur la catégorie M(A,B) sera donnée pour tout
f ∈M(A,B)(ϕ, ψ) par
d(f)(a1|...|an) = −d(f(a1|...|an)) (2)
+
n∑
i=1
(−1)τi+if(a1|...|dai+1|...|an)
+
n−1∑
i=1
(−1)if(a1|...|aiai+1|...|an).
On cherche maintenant à définir la composition dans M(A,B).
Définition 1.8 soient f ∈M(A,B)(ϕ, ψ) et g ∈M(A,B)(ψ, ω), la composition
◦M(A,B) : M(A,B)(ϕ, ψ)⊗M(A,B)(ψ, ω) → M(A,B)(ϕ, ω)
(f ⊗M(A,B) g) 7→ g ◦ f : ϕ
f
−→ ψ
g
−→ ω
est donnée par
(g ◦ f)(a1, · · · , an) :=
n−1∑
i=1
(−1)ig(a1, · · · , ai)f(ai+1, · · · , an).
On formule la même propriété que le lemme (1.5) pour M(A,B), car la démonstration
sera plus simple dans ce cas, et conduira au lemme (1.5) par le formalisme des catégories
MC des éléments de Maurer-Cartan (voir [BENZ13]).
Lemme 1.9 1. La différentielle d définit dans (2) vérifie :
d2(η) = 0.
2. La différentielle de la composition sera donnée par
d(η ◦ ϕ) = ηd(ϕ) + (−1)|ϕ|d(η)ϕ.
Preuve
On démontre le lemme (1.9) :
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1. D’après la définition (1.7) de la différentielle d sur la catégorie M(A,B) mentionnée
dans (2), on a :
d(f)(a1|...|an) = −d(f(a1|...|an))
+
n∑
i=1
(−1)τi+if(a1|...|dai+1|...|an)
+
n−1∑
i=1
(−1)if(a1|...|aiai+1|...|an).
Posons g = d(f).
Pour tout g ∈M(A,B)(ϕ, ψ)k on a d(g) ∈M(A,B)(ϕ, ψ)k−1 , donc
d2(f) = d(d(f)) = d(g) (3)
et on appliquant (3) dans la même formule (2), on trouve
d(g)(a1|...|an) = −d(g(a1|...|an)) (4)
+
n∑
i=1
(−1)τi+ig(a1|...|dai+1|...|an)
+
n−1∑
i=1
(−1)ig(a1|...|aiai+1|...|an)
donc
d(d(f))(a1|...|an) = −d(d(f)(a1|...|an)) (5)
+
n∑
i=1
(−1)τi+id(f)(a1|...|dai+1|...|an) (6)
+
n−1∑
i=1
(−1)id(f)(a1|...|aiai+1|...|an) (7)
Le terme d(d(f))(a1|...|an) est la somme de trois termes (5), (6) et (7).
On note par
A := d(d(f))(a1|...|an),
A1 := d(d(f)(a1|...|an)),
A2 :=
n∑
i=1
(−1)τi+id(f)(a1|...|dai+1|...|an),
A3 :=
n−1∑
i=1
(−1)id(f)(a1|...|aiai+1|...|an),
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de sorte que
d(d(f))(a1|...|an) = A = −A1 + A2 + A3.
On va développer et simplifier chaque terme comme suit :
On appliquant la définition (1.7) de la différentielle d sur les trois termes, on obtient
A1 = d
(
− df(a1|...|an)
)
(8)
+ d
( n∑
i=1
(−1)τi+if(a1|...|dai+1|...|an)
)
(9)
+ d
( n−1∑
i=1
(−1)if(a1|...|aiai+1|...|an)
)
. (10)
On remarque dans (8) la présence d’un terme d(df(a1|...|an)) = 0 car d
2 = 0.
On sait que la différentielle d’une somme est égale à la somme des différentielles,
donc on appliquant ça sur les termes (9) et (10), on trouve :
A1 =
n∑
i=1
(−1)τi+id(f(a1|...|dai+1|...|an)) (11)
+
n−1∑
i=1
(−1)idf(a1|...|aiai+1|...|an). (12)
Le terme (6) noté par A2 donne
A2 = −
n∑
i=1
(−1)τi+i
(
df(a1|...|dai+1|...|an) (13)
+
n∑
j=1
(−1)τ
′
j+jf(a1|...|daj+1| ↔|dai+1|...|an) (14)
+
n−1∑
j=1
(−1)jf(a1|...|ajaj+1| ↔|dai+1|...|an)
)
. (15)
La notation f(a1|...|daj+1| ↔|dai+1|...|an) signifie que les termes daj+1 et dai+1 sont
quelque part mais sans spécifier dans quel ordre ; et qu’il y a aussi le terme avec
|d(dai+1)|. Dans (15) il y a aussi les termes avec |aidai+1| et |(dai+1)ai+2|. D’autre
part, les degrés τ ′j sont définies de la même façon que τj mais tenant compte du terme
dai+1 à sa place.
On peut écrire A2 comme somme des trois termes A
1
2, A
2
2 et A
3
2 ce qui donne
A2 := −A
1
2 + A
2
2 + A
3
2
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tels que
A12 :=
n∑
i=1
(−1)τi+i
(
df(a1|...|dai+1|...|an)
)
,
A22 :=
n∑
i=1
(−1)τi+i
( n∑
j=1
(−1)τj+jf(a1|...|daj+1| ↔|dai+1|...|an)
)
,
A32 :=
n∑
i=1
(−1)τi+i
( n−1∑
j=1
(−1)jf(a1|...|ajaj+1| ↔|dai+1|...|an)
)
.
La somme du terme (13) avec le prmier terme de A1 vaut 0.
Dans le terme (14) noté par A22, on remarque l’existence de deux dérivées dai+1 à
cause de la première dérivation, et daj+1 qui vient de la deuxième, ordonnées de la
manière suivante :

si j < i alors c’est f(a1|...|daj+i|...|dai+1|...|an),
si j = i alors c’est f(a1|...|d
2ai+1|...|an),
si j > i alors c’est f(a1|...|dai+1|...|daj+i|...|an).
Ce qui nous permet d’écrire
A22 =
n∑
i=1
(−1)τi+i
( i∑
j=1
(−1)τj+jf(a1|...|daj+i|...|dai+1|...|an)
)
(16)
+
n∑
i=1
(−1)τi+i
(
(−1)τi+1+i+1f(a1|...|d
2ai+1|...|an)
)
(17)
−
n∑
i=1
(−1)τi+i
( n∑
j=i+2
(−1)τj+jf(a1|...|dai+1|...|daj+i|...|an)
)
. (18)
Le terme A22 = 0 car dans (17) il y a d
2 = 0 donc tout le terme est nul, et les termes
(16) et (18) sont les mêmes avec signes différents, donc leurs somme est nulle.
Dans le terme (15) noté par A32, on remarque l’existence de deux compositions aiai+1
à cause de la première dérivation, et ajaj+1 qui vient de la deuxième, ordonnées de
la manière suivante :

si j < i− 1 alors c’est f(a1|...|ajaj+1|...|aiai+1|...|an),
si j = i− 1 alors c’est f(a1|...|ai−1aiai+1|...|an),
si j = i alors c’est (−1)if(a1|...|aiaj+1ai+2|...|an),
si j > i alors c’est f(a1|...|aiai+1|...|ajaj+1|...|an).
Donc on peut écrire :
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A32 =
n∑
i=1
(−1)τi+i
( i−2∑
j=1
(−1)jf(a1|...|ajaj+1|...|diai+1|...|an)
)
(19)
+
n∑
i=1
(−1)τi+i
(
(−1)i−1f(a1|...|ai−1diai+1|...|an)
)
(20)
+
n∑
i=1
(−1)τi+i
(
(−1)if(a1|...|diaj+1ai+2|...|an)
)
(21)
−
n∑
i=1
(−1)τi+i
( n−2∑
j=i+2
(−1)jf(a1|...|diai+1|...|ajaj+1|...|an)
)
. (22)
Le terme (7) noté par A3 donne
A3 = −
n−1∑
i=1
(−1)i
(
df(a1|...|aiai+1|...|an) (23)
+
n−1∑
j=1
(−1)τj+jf(a1|...|daj+1|...|an) (24)
+
n−2∑
j=1
(−1)jf(a1|...|ajaj+1|...|an)
)
. (25)
On peut écrire A3 aussi comme somme des trois termes A
1
3, A
2
3 et A
3
3 ce qui donne
A3 := −A
1
3 + A
2
3 + A
3
3
tels que
A13 :=
n−1∑
i=1
(−1)i
(
df(a1|...|aiai+1|...|an)
)
,
A23 :=
n−1∑
i=1
(−1)i
( n−1∑
j=1
(−1)τj+jf(a1|...|daj+1|...|an)
)
,
A33 :=
n−1∑
i=1
(−1)i
( n−2∑
j=1
(−1)jf(a1|...|ajaj+1|...|an)
)
.
Le terme (A13) s’annule avec le terme restant de A1 comme il est.
Dans le terme (24) noté par A23, on remarque l’existence de la composition aiai+1
à cause de la première dérivation, et de la dérivée dai+1 à cause de la deuxième,
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ordonnées de la manière suivante :

si j > i alors c’est f(a1|...|aiai+1|...|daj+1|...|an),
si j = i alors c’est f(a1|...|daiai+1 − aidai+1|...|an),
si j < i alors c’est f(a1|...|daj+1|...|aiai+1|...|an).
Donc
A23 =
n−1∑
i=1
(−1)i
( i−1∑
j=1
(−1)τj+jf(a1|...|daj+1|...|aiai+1|...|an)
)
(26)
+
n−1∑
i=1
(−1)i
(
(−1)τi+τi+1+if(a1|...|d(ai)ai+1)− aid(ai+1)|...|an)
)
(27)
−
n−1∑
i=1
(−1)i
( n−1∑
j=i+2
(−1)τj+jf(a1|...|daj+1|...|aiai+1|...|an)
)
. (28)
Ce terme s’annule avec A32.
Dans le dernier terme (25) noté par A33, on remarque l’existence de deux compositions
aiai+1 à cause de la première dérivation, et ajaj+1 qui vient de la deuxième, ordonnées
de la manière suivante :

si j < i− 1 alors c’est f(a1|...|ajaj+1|...|aiai+1|...|an),
si j = i− 1 alors c’est f(a1|...|ai−1aiai+1|...|an),
si j = i alors c’est (−1)if(a1|...|aiaj+1ai+2|...|an),
si j > i alors c’est f(a1|...|aiai+1|...|ajaj+1|...|an).
Donc on peut écrire :
A33 =
n−1∑
i=1
(−1)i
( i−1∑
j=1
(−1)jf(a1|...|ajaj+1|...|aiai+1|...|an)
)
(29)
+
n−1∑
i=1
(−1)i
(
(−1)if(a1|...|ai−1aiai+1|...|an)
)
(30)
+
n−1∑
i=1
(−1)i
(
(−1)i+1f(a1|...|aiai+1ai+2|...|an)
)
(31)
−
n−1∑
i=1
(−1)i
( n−2∑
j=i+2
(−1)jf(a1|...|aiai+1|...|ajaj+1|...|an)
)
. (32)
On remarque que les termes (30) et (31) sont opposés l’un à l’autre, car (−1)i(−1)i =
1 et (−1)i+1(−1)i = −1. Les termes (29) et (32) sont opposés donc leurs sommes est
0. Finalement on a bien d2(η) = 0.
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2. On montre maintenant que
d(η ◦ ϕ) = d(η)ϕ+ (−1)|η|ηd(ϕ)
On a
d(η ◦ ϕ)(a1|...|an) = −d(η ◦ ϕ(a1|...|an))
+
n∑
i=1
(−1)τi+iη ◦ ϕ(a1|...|dai+1|...|an)
+
n−1∑
i=1
(−1)iη ◦ ϕ(a1|...|aiai+1|...|an)
On note par B1, B2 et B3, les trois termes de cette égalité de sorte que
d(η ◦ ϕ)(a1|...|an) = −B1 +B2 + B3
et
B1 = d(η ◦ ϕ(a1|...|an))
B2 =
n∑
i=1
(−1)τi+iη ◦ ϕ(a1|...|dai+1|...|an)
B3 =
n−1∑
i=1
(−1)iη ◦ ϕ(a1|...|aiai+1|...|an)
Comme
η ◦ ϕ(a1|...|an) =
n∑
i=1
(−1)iη(a1, · · · , ai)ϕ(ai+1, · · · , an)
alors
B1 = d(η ◦ ϕ(a1|...|an))
= d
( n−1∑
i=1
(−1)iη(a1| · · ·|ai)ϕ(ai+1| · · ·|an)
)
=
n−1∑
i=1
(−1)i
(
dη(a1| · · ·|ai)ϕ(ai+1| · · ·|an) + (−1)
|η|η(a1| · · ·|ai)dϕ(ai+1| · · ·|an)
)
=
n−1∑
i=1
(−1)i
(
dη(a1| · · ·|ai)ϕ(ai+1| · · ·|an)
)
+ (−1)|η|
n−1∑
i=1
(−1)i
(
η(a1| · · ·|ai)dϕ(ai+1| · · ·|an)
)
= dη ◦ ϕ(a1|...|an) + (−1)
|η|η ◦ dϕ(a1|...|an)
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Donc
d(η ◦ ϕ(a1|...|an)) = dη ◦ ϕ(a1|...|an) + (−1)
|η|η ◦ dϕ(a1|...|an) (33)
De la même manière, on calcule B2
B2 =
n∑
i=1
(−1)τi+i
(
η ◦ ϕ(a1|...|dai+1|...|an)
)
=
n∑
i=1
(−1)τi+i
( n−1∑
j=1
η(a1| · · ·|aj)ϕ(aj+1| · · ·|an)
)
Dans B2, et pour tout i fixé, le terme dai+1 est présent avant aj pour j < i+ 1 donc
dans η et après aj+1 sinon, donc dans ϕ . Ça nous permet d’écrire B2 de la manière
suivante :
B2 =
n∑
i=1
(−1)τi+i
( n−1∑
j=1
η(a1|...|dai+1| · · ·|aj)ϕ(aj+1| · · ·|an)
)
+
n∑
i=1
(−1)τi+i
( n−1∑
j=1
η(a1| · · ·|aj)ϕ(aj+1|...|dai+1| · · ·|an)
)
Finalement, on a :
B3 =
n−1∑
i=1
(−1)iη ◦ ϕ(a1|...|aiai+1|...|an)
=
n−1∑
i=1
(−1)i
( n−2∑
j=1
η(a1| · · ·|aj)ϕ(aj+1| · · ·|an)
)
Dans B3, et pour tout i fixé, le terme aiai+1 est présent avant aj pour j < i+1 donc
dans η et après aj+1 sinon, donc dans ϕ . Ça nous permet d’écrire B2 de la manière
suivante :
B3 =
n−1∑
i=1
(−1)i
( n−2∑
j=1
η(a1|...|aiai+1| · · ·|aj)ϕ(aj+1| · · ·|an)
)
+
n−1∑
i=1
(−1)i
( n−2∑
j=1
η(a1| · · ·|aj)ϕ(aj+1|...|aiai+1| · · ·|an)
)
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On remarque qu’il y a deux termes dans B1, B2 et B3, l’un avec des applications sur
η et l’autre sur ϕ. On rassemblant les termes qui dépends de η ensembles, et ceux
dépendant de ϕ ensemble, on trouve
−B1 +B3 +B3 = dη ◦ ϕ(a1|...|an)
+
n∑
i=1
(−1)τi+i
( n−1∑
j=1
η(a1|...|dai+1| · · ·|aj)ϕ(aj+1| · · ·|an)
)
+
n−1∑
i=1
(−1)i
( n−2∑
j=1
η(a1|...|aiai+1| · · ·|aj)ϕ(aj+1| · · ·|an)
)
+ (−1)|η|η ◦ dϕ(a1|...|an)
+
n∑
i=1
(−1)τi+i
( n−1∑
j=1
η(a1| · · ·|aj)ϕ(aj+1|...|dai+1| · · ·|an)
)
+
n−1∑
i=1
(−1)i
( n−2∑
j=1
η(a1| · · ·|aj)ϕ(aj+1|...|aiai+1| · · ·|an)
)
tels que la somme des trois premiers termes vaux d(η)ϕ(a1| · · ·|an) et la somme des
trois derniers vaux (−1)|η|ηd(ϕ)(a1| · · ·|an)
Ce qui montre le lemme (1.9)
Lemme 1.10 La catégorie des foncteurs faibles est égale à la catégorie des éléments de
Maurer-Cartan de la catégories des flèches , autrement dit :
FF(A,B) =MC(M(A,B)) (34)
Soit η ∈ FF(A,B)(f, g) . par définition, la catégorie des foncteurs faibles est égale à
celle des élements de Maurer-cartan des flèches, on note par dfg la différentielle dans M et
par dFG celle dans FF
Démonstration du lemme (1.5) : On a déjà démontré que d2fg = 0 dans MC(M) , or
MC(M) = FF donc dfg = dFG et donc d
2
fg = d
2
FG = 0 ce qui montre le lemme (1.5).
On note par Comp... la composition dans FF . On a :
Conjecture 1.11 Soient A,B et C trois dg-catégories , alors
CompABC ∈ FF
(
FF(B,C),FF
(
FF(A,B),FF(A,C)
))
2 Un schéma simplicial de Grothendieck-Pridham
Par définition, on sait qu’il existe des liens entre les ∞-groupoïdes, les espaces et les
ensembles simpliciaux (Ens∆
o
:= {∆o → Ens}), donc tout préfaisceau d’un ∞-groupoïde
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peut être considéré comme un préfaisceau simplicial X avec
X = AlgComk → Ens
∆o
= AlgComk ×∆
o → Ens
= ∆o → Fonct(AlgComk, Ens)
Dans [PRID], il considère X tel que pour tout n ∈ ∆ les Xn : AlgComk → Ens sont
représentables par des schémas.
Le cas où X· est un schéma simlicial, on va expliciter le schéma simplicial
· · ·⇒ · · ·X2 ⇒ X1 ⇒ X0
tel que les Xi sont :
– X0 : représente la carte V sur MC,
– X1 : représente une carte pour
X0×MCX0 := {(x0, x1, α) tels que x0, x1 ∈ X0 et α est l’équivalence entre x0 et x1 et d(α) = 0}
autrement dit
X1 := {(x0, x1, α) avec α ∈ P
0(x0, x1), d(α) = 0 et α eq }
On a déjà explicité le cas X1 ⇒ X0 dans [BENZ12] et on peut le représenter de la manière
suivante :
Match∧1
0
(X) = X0
X1
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
Match∧1
1
(X) = X0
D’une manière analogue, on définit X2 par
X2 :=
{
(x0, x1, x2, α0,1, α0,2, α1,2, α0,1,2) avec αi,j ∈ P
0(xi, xj), α0,1,2 ∈ P
−1(x0, x2),
d(αij) = 0 et d(α0,1,2) = α1,2α0,1 − α0,2 ainsi que (αij) eq ∀i < j; i, j ∈ {0, 1, 2}
}
.
On généralise cette construction pour n quelconque par le nerf cohérent, voir ci-dessous,
et on cherche à démontrer la lissité formelle de la carte
Xn → Match∧n
k
(X), ∀n (35)
On considère un foncteur
R : AlgComk → dg − Cat
B 7→ R(B)
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R(B) est une catégorie dérivée graduée B-linéaire. On va appliquer ceci au foncteur
R(B) :=MCP(B) =MC(P ⊗k B)
mais ici on pourra travailler seulement avec R.
On a en particulier, le foncteur ob(R) : AlgComk → Ens et pour tout B ∈ AlgComk ,
pour tout x, y ∈ ob(R)(B) ;
Ri(x, y) : AlgComB →Mod
oùMod→ AlgComB est la catégorie fibrée de fibres sur B
′/B, la catégorie des B′-modules.
Ri(x, y)(B′) = R(B′)(x/B′, y/B′)
2.0.1 Hypothèses de représentabilitée (REPR)
1. Le foncteur ob(R) : AlgComk → Ens est représentable par un schéma ob(R).
2. Pour tout i, le foncteur Ri est représenté par un fibré vectoriel sur ob(R)× ob(R).
C’est-à-dire : pour tout X, Y : Spec(B) → ob(R) × ob(R) , alors Ri(B)(X, Y ) est
l’ensemble des sections {Ri ← Spec(B)→ ob(R)× ob(R)}
Proposition 2.1 Pour le cas R(B) = MC(P ⊗k B), les hypothèses de représentabilité
sont vrais.
Le nerf cohérent
Si A est une dg-catégorie, on définit NC(A) ∈ Ens∆
o
par
NC(A)n := FF
su(Idgn ,A)
où Idgn est la dg-catégorie avec objets {0, 1, · · · , n} et
Idgn (i, j)
· =
{
0 si i < j
k en degré 0 si i ≤ j
On note par eij l’élément de base de I
dg
n (i, j) avec ejk.eij = eik, et eii représente l’identité.
Explicitement
Soit α ∈ NC(A) la donnée pour tout n de X0, X1, · · · , Xn ∈ ob(A) et pour toute suite
croissante 0 ≤ i0 ≤ · · · ≤ ik ≤ n, α(i0, · · · , ik) ∈ A
1−k(Xi0 , Xik) satisfait aux conditions :
(i) “ su ” : si ij = ij+1 alors α(i0, · · · , ij, ij+1, · · · , ik) = 0. Sauf pour le cas où k = 1
qui donne α(i, i) = 1Xi l’identité sur Xi.
(ii)
d(α(i0, · · · , in)) =
n∑
j=0
(−1)jα(ij, ..., in)α(i0, ..., ij) +
n−1∑
j=0
(−1)α(i0, ..., iˆj , ..., in)
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On compose avec le foncteur R : AlgComk → dg − Cat on obtient
X := NC ◦R : AlgCom→ Ens∆
o
qui donne pour tout B ∈ AlgComk son image
X
(B)
n = {α ∈ NC(R(B)), ∀(X0, ..., Xn) ∈ (ob(R(B)))
n+1, ∀0 ≤ i0 ≤ · · · ≤ ik ≤
n, α(i0, · · · , ik) ∈ A
1−k(Xi0 , Xik)}
Proposition 2.2 Si R satisfait (REPR) alors, Xn est représentable par un schéma ( de
type fini sur k).
On a maintenant un schéma simplicial X : AlgComk → Ens
∆o , si Xn est représenté
par un schéma.
Modification
On va modifier les conditions de sorte que les α soient des équivalences. On définit ainsi
le sous-ensemble simplicial NC∗(A) ⊂ NC(A) par :
NC∗(A)n = {(X0, ..., Xn;α) tels que ∀i0 ≤ i1, α(i0, i1) ∈ A
0(Xi0 , Xi1) est une équivalence }.
Proposition 2.3 Si R satisfait (REPR), alors le foncteur X(B) := NC∗ ◦ R(B) est un
sous-schéma simplicial ouvert de X. c’est-à-dire que pour tout n : Xn(B) = NC
∗
n(R(B)) ⊂
NCn(R(B)) = Xn(B) est représenté par un ouvert de Zariski.
La construction de Grothendieck-Pridham
Sur le schéma simplicial X·, on considère
Match∧n
k
(X) = {fi ∈ Xn−1; tel que ∂k(fi) = ∂k(fj) dans Xn−2}
les fi sont les i
ème faces.
Remarque 2.4 Match∧n
k
(X) est également un schéma, et on un morphisme de schémas
µ : Xn →Match∧n
k
(X)
Condition de G.Pn,k :
Le morphisme µ : Xn → Match∧n
k
(X) est lisse. Il suffit de prouver que c’est formelle-
ment lisse. Il suffit de prouver que pour tout idéal I ⊂ B avec I2 = 0 (B peut être artinien
si nécessaire ) : soit α ∈Match∧n
k
(X) et α˜ ∈ Xn(B/I) tel que µ(α˜) = α/B/I , alors il existe
un relèvement αˆ ∈ Xn(B) tel que αˆ/B/I = α˜ et µ(αˆ) = α.
Remarque 2.5 le plus grand schéma simplicial X peut probablement être quasi-G.Pn,k.
C’est-à-dire satisfait au G.Pn,k, ∀0 < k < n pour les faces intérieurs. C’est une condition
G.P sur les quasi-catégories.
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Théorème 2.6 Le schéma simplicial défini par X(B) := NC∗(R(B)) satisfait aux condi-
tions de Grothendieck-Pridham G.Pn,k pour tout n ≥ 2 et tout 0 ≤ k ≤ n.
Si les complexes de morphismes de P sont à support en degrés ≥ −m alors X· est un
(m+ 1)-hypergroupoïde.
Le problème du sommet : pour R(B) =MC(P ⊗k B), X = NC
∗ ◦R satisfait GP1,0 et
GP1,1. Voir [BENZ12] pour la preuve de G.P1,0, et G.P1,1 est similaire.
Corollaire 2.7 Soit P une dg-catégorie qui satisfait aux conditions de [BENZ12] qui ont
été rappelées dans l’introduction. On pose R(B) := MC(P ⊗k B) et X(B) := NC
∗(R(B)).
Alors X· satisfait G.Pn,k pour tout n ≥ 1 et tout 0 ≤ k ≤ n , donc X· est un schéma
simplicial de Grothendieck-Pridham.
Corollaire 2.8 [PRID] Dans ce cas R(B) = MC(P ⊗k B), le schéma simplicial X cor-
respond à un n-champs géométrique.
La suite du papier est consacré à la démonstration du théorème 2.6. Soit B un k-algèbre
commutatif. On appliquera la discussion du nerf cohérent pour A = R(B).
2.0.2 Les éléments de Match∧n
k
(X)
Soit α ∈Match∧n
k
(X) , un tel élément est définit de la manière suivante :
1. Pour n ≥ 2 : Pour toute suites X0, ..., Xn ∈ ob(R(B)) et 0 ≥ i0 < ... < il ≥ n, alors
α(i0, ..., il) ∈ R
n−l(B)(Xi0, Xil).
2. Les i∧ sauf si (i0, ..., il) = (0, ..., kˆ, ..., n) ou (i0, ..., il) = (0, ..., n).
Un élément de Xn(B) est la même chose que les α(0, ..., kˆ, ..., n) et α(0, ..., n).
Pour n ≥ 2 la condition (i) des inversibilité de αˆ sont automatique à partir de α. Pour
n = 2 : Si deux des α(0, 1), α(1, 2) et α(0, 2) sont inversibles et d(α(1, 2)) = α(1, 2)α(0, 1)−
α(0, 2) , alors le troisième aussi est inversible. Donc on doit juste s’occuper de la condition
(ii).
On pose X0, ..., Xn sur B , on note par i∧ les deux cas particuliers (0, ..., kˆ, ..., n) et
(0, ..., n) , dans ce cas, on est donné α˜(i0, ..., il) sur B/I , et on cherche αˆ(i) = α(i) sauf
pour les i∧ et αˆ(i) = α˜(i) dans B/I. Pour les i∧, on a trois cas :
Cas 1 : Si 0 < k < n dans ce cas on a pas besoin d’utiliser l’inversibilité.
Cas 2 : k = n similaire au cas où k = 0 qu’on va détailler après.
Cas 3 : k = 0 dans ce cas on est donné tout sauf (1, ..., n) et (0, 1, ..., n).
On commence maintenant la preuve du théorème (2.6) dans le cas où n ≥ 2 et k = 0
{
d(αˆ(1, ..., n)) =
∑n
j=1(−1)
jαˆ(j, ..., n) ◦ αˆ(1, ..., j) +
∑n−1
j=1 (−1)
jαˆ(1, ..., jˆ, ..., n)
d(αˆ(0, ..., n)) =
∑n
j=0(−1)
jαˆ(j, ..., n) ◦ αˆ(0, ..., j) +
∑n−1
j=0 (−1)
jαˆ(0, ..., jˆ, ..., n)
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Notation
Fixons un n


d(αˆ(1, ..., n)) =
∑n
j=1(−1)
jαˆ(j, ..., n) ◦ αˆ(1, ..., j) +
∑n−1
j=1 (−1)
jαˆ(1, ..., jˆ, ..., n)
= U
d(αˆ(0, ..., n)) =
∑n
j=0(−1)
jαˆ(j, ..., n) ◦ αˆ(0, ..., j) +
∑n−1
j=0 (−1)
jαˆ(0, ..., jˆ, ..., n)
= αˆ(1, ..., n)α(0, 1) +
∑n
j=2(−1)
jαˆ(j, ..., n) ◦ αˆ(2, ..., j) +
∑n−1
j=0 (−1)
jαˆ(0, ..., jˆ, ..., n)
= αˆ1α + V
On note par 

α = α(0, 1) ∈ R(B)0(X0, X1)
αa = 1 + d(h)
aα = 1 + d(g)
d(a) = 0 et a ∈ R(B)0(X1, X0)
d(α) = 0
αˆ0 = αˆ(0, 1, ..., n) ∈ R(B)
1−n(X0, Xn)
αˆ1 = αˆ(1, ..., n) ∈ R(B)
2−n(X0, Xn)
ce qui donne un nouveau système{
d(αˆ1) = U
d(αˆ0) = αˆ1α + V
Lemme 2.9 On a
1. d(U) = 0.
2. d(V ) = −Uα ce qui implique que pour toute solution αˆ1 on a d(αˆ1α) + d(V ) = 0.
Preuve
1. On a
U = d(αˆ(1, ..., n)) =
n∑
j=1
(−1)jαˆ(j, ..., n) ◦ αˆ(1, ..., j) +
n−1∑
j=1
(−1)jαˆ(1, ..., jˆ, ..., n)
donc
d(U) = d(
n∑
j=1
(−1)jαˆ(j, ..., n) ◦ αˆ(1, ..., j) +
n−1∑
j=1
(−1)jαˆ(1, ..., jˆ, ..., n))
=
n∑
j=1
(−1)jd
(
αˆ(j, ..., n) ◦ αˆ(1, ..., j)
)
+
n−1∑
j=1
(−1)jd
(
αˆ(1, ..., jˆ, ..., n)
)
=
n∑
j=1
(−1)jAj +
n−1∑
j=1
(−1)jBj
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avec Aj = d
(
αˆ(j, ..., n) ◦ αˆ(1, ..., j)
)
et Bj = d
(
αˆ(1, ..., jˆ, ..., n)
)
.
Aj = d
(
αˆ(j, ..., n) ◦ αˆ(1, ..., j)
)
= d
(
αˆ(j, ..., n)
)
αˆ(1, ..., j) + (−1)n−jαˆ(j, ..., n)d
(
αˆ(1, ..., j)
)
=
( n∑
k=j
(−1)kαˆ(k, ..., n)αˆ(j, ..., k) +
n−1∑
k=j
(−1)kαˆ(j, ..., kˆ, ..., n)
)
αˆ(1, ..., j)
+(−1)n−jαˆ(j, ..., n)
( j∑
k=1
(−1)kαˆ(k, ..., j)αˆ(1, ..., k) +
j−1∑
k=1
(−1)kαˆ(1, ..., kˆ, ..., j)
)
=
n∑
k=j
(−1)kαˆ(k, ..., n)αˆ(j, ..., k)αˆ(1, ..., j) +
n−1∑
k=j
(−1)kαˆ(j, ..., kˆ, ..., n)αˆ(1, ..., j)
+(−1)n−jαˆ(j, ..., n)
( j∑
k=1
(−1)kαˆ(k, ..., j)αˆ(1, ..., k) +
j−1∑
k=1
(−1)kαˆ(1, ..., kˆ, ..., j)
)
=
n∑
k=j
(−1)kαˆ(k, ..., n)αˆ(j, ..., k)αˆ(1, ..., j) +
n−1∑
k=j
(−1)kαˆ(j, ..., kˆ, ..., n)αˆ(1, ..., j)
+
j∑
k=1
(−1)n+k−jαˆ(j, ..., n)αˆ(k, ..., j)αˆ(1, ..., k) +
j−1∑
k=1
(−1)n+k−jαˆ(j, ..., n)αˆ(1, ..., kˆ, ..., j)
)
Bj = d
(
αˆ(1, ..., jˆ, ..., n)
)
=
n−1∑
k=1
(−1)kαˆ(k, ..., [jˆ], ..., n)αˆ(1, ..., [jˆ], ..., k) +
n−2∑
k=1
(−1)kαˆ(1, ..., kˆ ↔ jˆ, ..., n)
tels que la notation : [jˆ] pour dire que le jème terme est enlevé soit du coté gauche
soit du coté droit mais pas des deux cotés au même temps, et la notation kˆ ↔ jˆ pour
dire que le jème et le kème sont enlevé quelques soit leurs ordres.
Ici on remarque que le 2ème et le 4ème terme de Aj sont les mêmes avec signes opposés
donc leurs sommes est nul. Aussi la somme des 1er et 3ème suivant les deux indices
k et j donne exactement l’opposé du premier terme de Bj. Le 2
ème terme de Bj
s’auto-annule car on trouve le même terme deux fois avec signes opposés suivant
l’emplacement des indices k et j, et donc
∑
j(Aj +Bj) = 0 , ce qui montre bien que
d(U) = 0.
2. Pour montrer que d(αˆ1α) + d(V ) = 0 on supposera que d(αˆ1) = U connue.
On a
2 UN SCHÉMA SIMPLICIAL DE GROTHENDIECK-PRIDHAM 21
d(αˆ1α) + d(V ) = d(αˆ1)α + d(V )
= Uα + d(V )
=
( n∑
j=1
(−1)jαˆ(j, ..., n)αˆ(1, ..., j) +
n−1∑
j=1
(−1)jαˆ(1, ..., jˆ, ..., n)
)
α
+
n∑
j=2
(−1)jd
(
αˆ(j, ..., n)αˆ(2, ..., j)
)
+
n−1∑
j=0
(−1)jd
(
αˆ(0, ..., jˆ, ..., n)
)
=
n∑
j=1
(−1)jαˆ(j, ..., n)αˆ(1, ..., j)α+
n−1∑
j=1
(−1)jαˆ(1, ..., jˆ, ..., n)α
+
n∑
j=2
(−1)jd
(
αˆ(j, ..., n)αˆ(2, ..., j)
)
+
n−1∑
j=0
(−1)jd
(
αˆ(0, ..., jˆ, ..., n)
)
= T1 + T2 + T3
et
T1 =
n∑
j=1
(−1)jαˆ(j, ..., n)αˆ(1, ..., j)α+
n−1∑
j=1
(−1)jαˆ(1, ..., jˆ, ..., n)α
T2 =
n∑
j=2
(−1)jd
(
αˆ(j, ..., n)αˆ(2, ..., j)
)
T3 =
n−1∑
j=0
(−1)jd
(
αˆ(0, ..., jˆ, ..., n)
)
Pour T1, on le garde comme il est, et on calcule T2 et T3.
T2 =
n∑
j=2
(−1)jd
(
αˆ(j, ..., n)αˆ(2, ..., j)
)
=
n∑
j=2
(−1)j
(
d(αˆ(j, ..., n))αˆ(2, ..., j) + (−1)n−jαˆ(j, ..., n)d(αˆ(2, ..., j))
)
=
n∑
j=2
(−1)j
( n∑
k=j
(−1)kαˆ(k, ..., n)αˆ(j, ..., k)αˆ(2, ..., j) +
n−1∑
k=j
αˆ(j, ..., kˆ, ..., n)αˆ(2, ..., j)
+(−1)n−j
( j∑
k=2
(−1)kαˆ(j, ..., n)αˆ(k, ..., j)αˆ(2, ..., k) +
j−1∑
k=2
(−1)kαˆ(j, ..., n)αˆ(2, ..., kˆ, ..., j)
))
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Et si on garde les mêmes notations que pour Bj , on remarque qu’il s’agit de la même
formule sauf pour le premier indice qui part de 0 au lieu de 1 comme suivant :
T3 =
n−1∑
j=0
(−1)jd
(
αˆ(0, ..., jˆ, ..., n)
)
=
n−1∑
j=0
(−1)j
( n−1∑
k=0
(−1)kαˆ(k, ..., [jˆ], ..., n)αˆ(0, ..., [jˆ], ..., k) +
n−2∑
k=0
(−1)kαˆ(0, ..., kˆ ↔ jˆ, ..., n)
)
On remarque ici que les termes de T1 ajouter au 1
er et au 3ème termes de T2 ensembles
forment l’opposé du 1er terme de T3, donc ils s’annulent. Aussi le 2
ème et le 4ème terme
de T2 sont les mêmes avec signes opposés donc ils s’annulent. Il reste le 2
ème de T3 qui
s’auto-annule puisque suivant l’emplacement des indices k et j on trouve à chaque fois le
même terme deux fois mais avec deux signes différents. Conclusion T1 + T2 + T3 = 0, ce
qui montre notre lemme. N
Maintenant on va résoudre le système{
d(αˆ1) = U
d(αˆ0) = αˆ1α + V
(36)
Noter que U est de degré 3− n et V est de degré 2− n. Dans la 2ème équation du système
(36) et en multipliant par a à droite, on trouve
d(αˆ0)a = αˆ1αa+ V a
= αˆ1(1 + d(h)) + V a
= αˆ1 + αˆ1d(h) + V a
= αˆ1 + (−1)
nd(αˆ1h)− (−1)
nd(αˆ1)h+ V a
car αˆ est de degré 2− n ≡ n(mod2),
d(αˆ1h) = d(αˆ1)h+ (−1)
nαˆ1d(h) ⇒ αˆ1d(h) = (−1)
nd(αˆ1h)− (−1)
nd(αˆ1)h
donc, en supposant la première équation du système (36) , on aurait
d(αˆ0)a = αˆ1 + (−1)
nd(αˆ1h)− (−1)
nUh + V a
Par intuition , on remarque que αˆ1 = −V a+ (−1)
nUh est une solution. En effet ;
d(αˆ1) = d(−V a + (−1)
nUh)
= −d(V )a− Ud(h)
= Uαa− U(αa− 1)
= U.
On remplace cette solution de la 2ème équation du système (36), on obtient
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d(αˆ0) = αˆ1α + V
= (−V a + (−1)nUh)α + V
= V (1− aα) + (−1)nUhα
= −V d(g) + (−1)nUhα
Or
d(V g) = d(V )g + (−1)nV d(g) ⇒ V d(g) = (−1)nd(V g)− (−1)nd(V )g
et
d(αˆ1hα) = d(αˆ1)hα + (−1)
nαˆ1d(hα)
= d(αˆ1)hα + (−1)
nαˆ1d(h)α
⇒ d(αˆ1)hα = d(αˆ1hα)− (−1)
nαˆ1d(h)α
car d(hα) = d(h)α vu que d(α) = 0. Donc notre deuxième équation devient
d(αˆ0) = −V d(g) + (−1)
nd(αˆ1)hα
= −(−1)nd(V g) + (−1)nd(V )g + (−1)n[d(αˆ1hα)− (−1)
nαˆ1d(h)α]
= −(−1)nd(V g) + (−1)nd(V )g + (−1)nd(αˆ1hα)− αˆ1d(h)α
= −d[(−1)nV g − (−1)nαˆ1hα] + (−1)
nd(V )g − αˆ1d(h)α
On peut choisir αˆ0 = (−1)
nαˆ1hα− (−1)
nαˆ1αg − (−1)
nV g. En effet ;
d(αˆ0) = d((−1)
nαˆ1hα− (−1)
nαˆ1αg − (−1)
nV g)
= (−1)nd(αˆ1hα)− (−1)
nd(αˆ1αg)− (−1)
nd(V g)
= (−1)nd(αˆ1)hα + αˆ1d(h)α− (−1)
nd(αˆ1)αg − αˆ1αd(g)− (−1)
nd(V )g − V d(g)
= (−1)nUhα + αˆ1(αa− 1)α− (−1)
nUαg − αˆ1α(aα− 1) + (−1)
nUαg − V d(g)
= (−1)nUhα + αˆ1αaα− αˆ1α− (−1)
nUαg − αˆ1αaα + αˆ1α + (−1)
nUαg − V d(g)
= (−1)nUhα − V d(g)
Nous avons donc résolu le système déquations (36), ce qui montre la surjectivité du
morphisme de Pridham pour n ≥ 2 et k = 0. On fait maintenant la preuve de la lissité
formelle, en suivant les mêmes lignes.
On note par [α˜0] et [α˜1] les solutions dans NC(R(B/I)). Notre objectif est de trouver
une solution αˆ sur B qui étend α et [α˜].
On prend sur B deux solutions quelconques α˜0 et α˜1 tels que α˜0 = [α˜0] modulo I
et α˜1 = [α˜1] modulo I, et on définit ϕ et ψ de I.R
!(B) comme les termes d’erreurs des
équations du système : {
d(α˜1) = U + ϕ
d(α˜0) = α˜1α+ V + ψ
(37)
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d(α˜1) = U + ϕ ⇒ ϕ = d(α˜1)− U
d(α˜0) = α˜1α+ V + ψ ⇒ ψ = d(α˜0)− α˜1α− V
On applique la différentielle d sur ϕ et ψ, on trouve :
d(ϕ) = d2(α˜1)− d(U)
= 0
et
d(ψ) = d2(α˜0)− d(α˜1α)− d(V )
= d(−α˜1)α− d(V )
= (−U +−ϕ)α− d(V )
= −Uα − ϕα + Uα car d(V ) = −Uα
= −ϕα.
On note qu’il s’agit des mêmes formules que dans le lemme (2.9). On pose maintenant les
deux solutions αˆ0 et αˆ1 avec les deux perturbations ε0 et ε1 tels que
αˆ0 = α˜0 − ε0 et αˆ1 = α˜1 − ε1
On applique la différentielle d sur les deux termes pour calculer d(ε0) et d(ε1) on trouve :{
d(αˆ0) = d(α˜0)− d(ε0)
d(αˆ1) = d(α˜1)− d(ε1)
(38)
En remplaçant le système (38) dans le système (36), le système que nous cherchons à
résoudre devient {
d(α˜1)− d(ε1) = U
d(α˜0)− d(ε0) = (α˜1 − ε1)α + V
(39)
ce qui donne {
d(ε1) = d(α˜1)− U
d(ε0) = d(α˜0)− α˜1α− V + ε1α
(40)
donc {
d(ε1) = ϕ
d(ε0) = ε1α + ψ.
(41)
Ce système admet des solutions similaires que celui d’avant. En effet, si en prend la
solution
(ε1 = −ψa + (−1)
nϕh, ε0 = (−1)
nε1hα− (−1)
nε1αg − (−1)
nψg)
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on trouve
d(ε1) = d(−ψa+ (−1)
nϕh)
= −d(ψ)a− ϕd(h)
= ϕαa− ϕ(αa− 1)
= ϕ.
et
d(ε0) = d((−1)
nε1hα− (−1)
nε1αg − (−1)
nψg)
= (−1)nd(ε1hα)− (−1)
nd(ε1αg)− (−1)
nd(ψg)
= (−1)nd(ε1)hα + ε1d(h)α− (−1)
nd(ε1)αg − ε1αd(g)− (−1)
nd(ψ)g − ψd(g)
= (−1)nϕhα+ ε1(αa− 1)α− (−1)
nϕαg − ε1α(aα− 1) + (−1)
nϕαg − ψd(g)
= (−1)nϕhα+ ε1αaα− ε1α− (−1)
nϕαg − ε1αaα− ε1α+ (−1)
nϕαg − ψd(g)
= −ψd(g) + (−1)nϕhα
= ψ(1− aα) + (−1)nϕhα
= ψ − ψaα + (−1)nϕhα
= ψ + (−ψa+ (−1)nϕh)α
= ψ + ε1α
car ε1 = −ψa + (−1)
nϕh. On a terminé la preuve que le schéma simplicial X satisfait les
conditions G.Pn,0 pour n ≥ 2. La preuve que le schéma simplicial X satisfait les conditions
G.Pn,n se fait d’une manière similaire.
Maintenant on va traiter G.Pn,k pour 0 < k < n, sans utilisation de l’inverse .
Théorème 2.10 Les deux schémas simpliciaux X et X satisfont tous les deux aux condi-
tions G.Pn,k pour 0 < k < n.
De la même manière, on notera par αˆ0 = αˆ(0, 1, ..., n) et αˆa = αˆ(0, 1, ..., aˆ, ..., n) tel que
aˆ signifie que le aème élément est enlevé.
On va résoudre le système

d(αˆa) =
∑n−1
j=0 (−1)
jαˆ(j, ..., [aˆ], ..., n)αˆ(0, ..., [aˆ], ..., j)
+
∑n−2
j=0 (−1)
[j]αˆ(j, ..., aˆ, ..., jˆ, ..., n)
= U
d(αˆ0) =
∑n
j=0(−1)
jαˆ(j, ..., n)αˆ(0, ..., j)
+
∑n−1
j=0 (−1)
jαˆ(0, ..., jˆ, ..., n)
= (−1)τa αˆa +
(∑n
j=0(−1)
jαˆ(j, ..., n)αˆ(0, ..., j)
+
∑n−1
j=0,j 6=a(−1)
jαˆ(0, ..., jˆ, ..., n)
)
= (−1)τa αˆa + V
(42)
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où τa est le degré de l’élément a qui vaut dans notre cas a + 1, la notation [j] signifie
que [j] = j si j < a et [j] = j − 1 si j > a et [aˆ] signifie que a est enlever d’un coté ou
l’autre.
Avec ces notations, on voit que
U =
n−1∑
j=0
(−1)jαˆ(j, ..., [aˆ], ..., n)αˆ(0, ..., [aˆ], ..., j)
+
n−2∑
j=0
(−1)[j]αˆ(j, ..., aˆ, ..., jˆ, ..., n)
V =
n∑
j=0
(−1)jαˆ(j, ..., n)αˆ(0, ..., j)
+
n−1∑
j=0,j 6=a
(−1)jαˆ(0, ..., jˆ, ..., n).
Avant de résoudre le système (42), on va d’abord démontrer le lemme suivant
Lemme 2.11 la différentielle d vérifie :
1. d(U) = 0.
2. d((−1)τaαˆa + V ) = 0, cela signifie que (−1)
τaU + d(V ) = 0.
Preuve :
La preuve de ce lemme est similaire à celle du lemme (2.9)N
On va résoudre maintenant le système{
d(αˆa) = U
d(αˆ0) = (−1)
τa αˆa + V
(43)
ce système admet comme solutions évidentes αˆa = −(−1)
τaV et αˆ0 = 0. N
Remarque 2.12 Pour tout Foncteur R satisfait (REPR), nous avons que le schéma sim-
plicial X satisfait au G.Pn,k, ∀n ≥ 2 et ∀0 < k < n.
Maintenant si on note par [α˜0] et [α˜a] les solutions modulo I du système (43), on cherche
des solutions α˜0 et α˜a sur B qui étendent [α˜0] et [α˜a].
Soient α˜0 et α˜a deux solutions quelconques sur B telles que{
[α˜0] = α˜0 modulo I
[α˜a] = α˜a modulo I
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On garde les mêmes notations que dans le cas (3), soient ϕ et ψ les termes d’érreurs des
équations du système{
d(α˜a) = U + ϕ
d(α˜0) = (−1)
aα˜a + V + ψ
⇒
{
ϕ = d(α˜a)− U
ψ = d(α˜0)− (−1)
aα˜a − V
(44)
On applique la différentielle d sur ϕ et ψ, on trouve
d(ϕ) = d2(α˜a)− d(U) = 0
= 0
et
d(ψ) = d2(α˜0)− (−1)
ad(α˜a)− d(V )
= −(−1)τad(α˜a)− d(V )
= −(−1)τa(U + ϕ)− d(V )
= −(−1)τaϕ
On pose maintenant les deux solutions αˆ0 et αˆa avec les deux perturbations ε0 et d(εa)
tels que
αˆ0 = α˜0 − ε0 et αˆa = α˜a − εa
On applique la différentielle d sur les deux termes pour calculer d(ε0) et εa on trouve :
d(ε0) = d(α˜0)− d(αˆ0)
= (−1)aα˜a + V + ψ − (−1)
aαˆa − V
= ψ + (−1)τaεa
et
d(εa) = d(α˜a)− d(αˆa)
= U + ϕ− U
= ϕ.
On obtient ainsi un système{
d(ε0) = ψ + (−1)
τaεa
d(εa) = ϕ.
qui admet une solution similaire à celle du système (43), donc on peut prendre εa =
−(−1)τaψ et ε0 = 0. Nous avons donc résolu le système d’équations (43), ce qui montre la
lissité formelle du morphisme de Pridham •
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