Abstract. Let φ be an endomorphism of the projective line defined over a global field K. We prove a bound for the cardinality of the set of K-rational preperiodic points for φ in terms of the number of places of bad reduction. The result is completely new in the function fields case and it is an improvement of the number fields case. An important tool is an S -unit equation theorem in 2 variables.
introduction
Some very important objects in arithmetic dynamic are periodic and more generally preperiodic points of a rational function φ : P 1 → P 1 . A point P is said to be periodic for φ if there exists an integer n > 0 such that φ n (P) = P. We call minimal or primitive period the minimal number n with the above properties. We say that P is a preperiodic point for φ if its (forward) orbit O φ (P) = {φ n (P) | n ∈ N} contains a periodic point, that is equivalent to say that the orbit O φ (P) is finite. In this context an orbit is also called a cycle and its size is called the length of the cycle.
Let K be a global field, that is either a finite extension of the field of rational numbers Q or a finite extension of the field F p (t) with p a prime number and F p the field with p elements. Let PrePer(φ, K) be the set of K-rational preperiodic points for φ. By considering the notion of height, it is possible to see that the set PrePer(φ, K) is finite for any rational map φ : P 1 → P 1 defined over K (see for example [Z2009] or [HS2000] ). The finiteness of the set PrePer( f, K) follows from some few calculations by applying [HS2000, Theorem B.2.5, p.179] and [HS2000, Theorem B.2.3, p.177] (even if these last theorems are stated in the case of number fields, they have a similar statement in the function field case). But from the above two theorems we deduce a bound that depends strictly on the coefficients of the map φ (see also [Z2009, Exercise 3.26 p.99]). In this context there is a strong conjecture, the so-called Uniform Boundedness Conjecture formulated in [MS94] by Morton and Silverman. It says that for any number field K, the number of K-preperiodic points of a morphism φ : P N → P N of degree d ≥ 2, defined over K, is bounded by a number depending only on the integers d, N and on the degree D of the extension K/Q. It seems very hard to solve this conjecture. An example to give an evidence of the difficulties to prove the Uniform Boundedness Conjecture is provided by the polynomial case, where it is conjectured that if f is a polynomial of degree 2 defined over Q, then it admits no rational periodic points of order n > 3, see [FPS97, Conjecture 2] . This last conjecture is proved only for n = 4 [Mor98, Theorem 4] and n = 5 [FPS97, Theorem 1]. Some evidence for n = 6 is given in [FPS97, Section 10], [Sto2008] and [HuIn2012] . By considering the Lattès map associated to the multiplication by two map [2] over an elliptic curve E, it is possible to see that the Uniform Boundedness Conjeture for N = 1 and d = 4 implies Laura Paladino's work is supported by the European Commission through the European Social Fund and by Calabria Region.
Merel's Theorem on torsion points of elliptic curves (see [Me96] ). The Lattès map has degree 4 and its preperiodic points are in one-to-one correspondence with the torsion points of E/{±1} (see [Sil2007] ).
The first author studied some problems linked to Uniform Boundedness Conjecture. In particular, he studied the case N = 1 in the number field case and he took in consideration families of rational functions characterized in terms of good reduction. The notion of good reduction is the same considered in the present article and it is a classical notion in the arithmetic of dynamical systems. See the definition in the next section. Let K be a global field and R its ring of algebraic integers. Roughly speaking: we say that an endomorphism φ of P 1 has (simple) good reduction at a place p if φ can be written in the form φ([x : y]) = [F(x, y), G(x, y)], where F(x, y) and G(x, y) are homogeneous polynomial of the same degree with coefficients in the local ring R p at p and such that their resultant Res(F, G) is a p-unit.
The first author proved in [C2007, Theorem 1] the following fact: let K be a number field and S be a finite set of places of K containing all the archimedean ones. Let φ : P 1 → P 1 be an endomorphism defined over K with good reduction outside S . Then the orbit of a preperiodic point P ∈ P 1 (K) is bounded by a number c(|S |) which depends only on the cardinality |S | of S .
The main aim of our work was to prove a similar result in the function field case. But the techniques that we found work also in the number field case and in that case we obtain a bound that is slightly better than the one proved in [C2007] . We resume the results in the following theorem to have a unique one for all global fields. The condition |S | ≥ 1 is only a technical one. In the case of number fields, we require that S contains the archimedean places, then it is clear that the cardinality of S is not zero. In the case of function fields the arguments that we used work also when S does not contain all the places at infinity. But the most important situation is when all the ones at infinity are in S . For example in order to have that any polynomial in F p (t) is an S -integer, we have to put in S any place at infinity. Our method in the case when S does not contain all finite places gives some nice bounds. See next Corollary 1.0.3. In the number field case the bound in Theorem 1 does not depend on the degree of the map. On the other hand our proof in the function field case provides a bound that depends also on the degree d of the map. Recall that in the function field case any place is non archimedean. On the other hand in the number field case there are archimedean places. Note that in that case the quantity |S | depends also on the degree D of the extension K of Q.
Our result extends to global fields and to preperiodic points the result proved by Morton and Silverman in [MS94, Corollary B]. They proved the bound 12(r + 2) log(5(r + 2))
for the length of a cycle of a K-rational periodic point for an endomorphism φ : P 1 → P 1 , defined over a number field K, with r primes of bad reduction. Their bound reposes on the result that they proved in [MS95, Proposition 3.2(b)]. They obtained it by considering the reduction modulo two suitable primes in K, i.e. by considering the reduction to two reduced fields having two different characteristics. Of course such a technique does not work in the function field case. Our proof uses the so called S -unit equation Theorems in positive characteristic. More precisely, we use a theorem in two S -units. In general it gives a large bound, but it is effective and in a few special cases gives some very small bounds (see 1.0.2 below). In particular we shall use some theorems and arguments contained in [V98] . Very useful will be also some arguments contained in [Le2012] and [Le2013] . See [DM2012] for some results in a more general setting. We shall use some ideas already written in [C2006] and [C2007] , but the original idea of using S -unit theorems in the context of the arithmetic of dynamical systems is due to Narkiewicz [N89] . In the case of function fields, a difficulty is that there could be infinitely many solutions in S -units even for an equation in two variables. For example consider K = F p (t) and S =< t, 1 − t >. The equation x + y = 1 admits the solutions (x, y) = (t p n , (1 − t) p n ) for any positive integer n. See [Le2012] and [Le2013] for a complete description of these solutions.
As an application of our Theorem 1 we can bound the number of preperiodic points of any endomorphism φ of P 1 : 
Our Corollary 1.0.1 is a generalization of the result obtained by Benedetto in [B2007] . He studied dynamics given by the maps induced by polynomials φ(z) ∈ K [z] . The Benedetto's bound is of the form O(|S | log |S |) where the constant in the big O depends only on the degree d of the polynomial φ and the degree D of the extension. On the contrary our techniques of proof could give only a very big estimation for the number C(p, D, d, |S |) (for this reason we decided not to give an explicit estimation for C(p, D, d, |S |)), but our result holds for any rational map in K(z) and not only for polynomials. Our result is different from the Benedetto's one because we use two completely different techniques. His technique involve the study of the filled Julia set associated to a polynomial φ at each place p of K.
In the bound of the previous Theorem 1 (and thus also in the Corollary 1.0.1), we can not avoid the dependence on d, the degree of the map, and on D, the degree of the field extension (over Q or F p (t)). For example, for any integer n ≥ 2 and n distinct elements P 0 , P 1 , . . . , P n−1 ∈ P 1 (K), there exists a polynomial f ∈ K[z] of degree n − 1 such that f (P i ) = P i+1 where P n = P 0 ; it is sufficient to take the Lagrange interpolating polynomial. The dependence on the degree D is also clear. For example if Ω is an algebraically closed field, then the set PrePer(Φ, P 1 (K)) is infinite (e.g. see [Sil2007, Corollary 4.7] ).
The dependence on p is because, for arbitrary finite set S , the bounds provided in the Sunit equation Theorems that we use depend on the characteristic p of the field. With the equation x + y = 1 and S =< t, 1 − t >⊂ F p (t), Leitner obtained in [Le2012] and [Le2013] some results that do not depend on the characteristic p. In a private communication, David Masser gave us a method to obtain some bounds in Theorem 3 that do not depend on p but they depend on the maximal degree of the elements in S . But dependence on p is also in other arguments of our proofs, in particular when we apply the Morton and Silverman's bound proved in [MS95] and we evaluate an upperbound for the minimal cardinality of the residue field at a prime not contained in S .
In [CPT2013] the authors considered the case of number fields and they studied the connections between the notion of good reduction, presented here and called simply good reduction, with the notion of critically good reduction. This second definition is given in terms of critical points for an endomorphism of P 1 . Almost any argument used in [CPT2013] should work also in the case of global function field.
The method that we developed to prove 1 led us to prove also the following result, that gives a very small bound to the number of the preperiodic points of an endomorphism of P 1 with degree at least 2 and with good reduction at every non-archimedean place. Corollary 1.0.2. Let φ : P 1 → P 1 be an endomorphism defined over Q, with good reduction at every non-archimedean place.
• If P ∈ P 1 (Q) is a periodic point for φ with minimal period n, then n ≤ 3.
• If P ∈ P 1 (Q) is a preperiodic point for φ, then |O φ (P)| ≤ 12.
Note that the statement of Corollary 1.0.2 in the case of an endomorphism of P 1 , that in the affine model is a polynomial, can be proved with elementary tools. It seems that the general case of rational functions is harder to prove and needs extra techniques.
with good reduction at any finite place. If P ∈ P 1 (F p (t)) is a periodic point for φ with minimal period n, then we have
) is a preperiodic point for φ we have
if p is odd.
It could be interesting to study of the same problem considered here, but in the situation of function field in the zero characteristic where it would be possible to apply the Everse and Zannier's result contained in [EZ2008] .
Effective bounds as in Theorem 1 can be also useful to solve problems concerning torsion points of elliptic curves. For instance, in some previous papers (see for example [Pal2011] , [PRV2012] ) the second author was faced with the local-global divisibility problem on commutative algebraic groups defined over a number field K (see [DZ2001] for an earlier formulation of the problem). In the case of elliptic curves, Theorem 1 in [PRV2012] states that if there not exist no torsion point with exact order a prime p, then the local-global divisibility by p n holds, for every positive integer n. By Here there is a short overview of the contents of the paper. In section 2 we present the tools that we shall use in our proofs. In particular, there is a subsection devoted to the S -unit equation Theorem in positive characteristic, that is a well known result. We present a proof of this result in order to have an almost self contained article and a summary of several small results contained in different sources. In section 3, the most important of this article, we prove the statement of Theorem 1, but only for periodic points. Section 4 contains the proof of Theorem 1. The last section is dedicated to the proof of the corollaries.
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Preliminaries
In this section we shall use the following notation: let K be a global field and v p a valuation on K associated to a non archimedean place p. Let R p be the local ring of
be the residue field and p its characteristic.
Recall that to any valuation v p it is possible associate an absolute value, or more precisely a place p that is a class of absolute values (See [HS2000] and [Sti01] for a reference about this topic). Recall that with K = F p (t), all places are exactly the ones associated either to a monic irreducible polynomial in F p [t] or to the place at infinity given by the valuation
, that is the valuation associated to 1/t. All these places are non-archimean, that means that the associated valuation is such that v p (x + y) ≥ min{v p (x), v p (y)} for each x, y ∈ K. In an arbitrary finite extension K of F p (t) the valuations of K are the ones that extend the valuations of F p (t). We shall call places at infinity the ones that extend the above valuation v ∞ on F p (t). The other ones will be called finite places. We have a similar situation in the number field case. The non archimedean places in Q are the ones associated to the valuations at any prime p of Z. But there is also a place that is not non-archimedean. It is the one associated to the usual absolute value on Q. With an arbitrary number field K we call archimedean places all the ones that extend to K the place given by the absolute value on Q.
2.1. Good reduction. We shall state the notion of good reduction following the presentation given in [Sil2007] .
Definition 2.1.1. Let Φ : P 1 → P 1 be a rational map defined over K, of the form
where F, G ∈ K[X, Y] are coprime homogeneous polynomials of the same degree. We say that Φ is in p-reduced form if the coefficients of F and G are in R p [X, Y] and at least one of them is a p-unit (i.e. a unit in R p ).
Recall that R p is a principal local ring. Hence, up to multiplying the polynomials F and G by a suitable non-zero element of K, we can always find a p-reduced form for each rational map. We may now give the following definition.
Definition 2.1.2. Let Φ : P 1 → P 1 be a rational map defined over K. Suppose that the morphism
where F p and G p are the polynomials obtained from F and G by reducing their coefficients modulo p.
With the above definitions we give the following one:
Definition 2.1.3. A rational map Φ : P 1 → P 1 , defined over K, has good reduction at p if deg Φ = deg Φ p . Otherwise we say that it has bad reduction at p. Given a set S of places of K containing all the archimedean ones. We say that Φ has good reduction outside S if it has good reduction at any place p S .
Note that the above definition of good reduction is equivalent to ask that the homogeneous resultant of the polynomial F and G is invertible in R p , where we are assuming that
2.2. Reduction of cycles. The condition of being of good reduction for an endomorphism of P 1 gives some important information on the length of a cycle. In this direction an important tool in our proof is the following result obtained by Morton and Silverman in [MS95] and [MS94] , or independently by Zieve in is PhD thesis [Zi96] (here we present a version adapted to our setting).
Theorem 2 (Morton and Silverman [MS95] , Zieve [Zi96] ). Let K, p, p be as above. Let Φ be an endomorphism of P 1 of degree at least two defined over K with good reduction at p. Let P ∈ P 1 (K) be a periodic point for Φ with minimal period n. Let m be the primitive period of the reduction of P modulo p and r the multiplicative period of (Φ m )
Then one of the following three conditions holds
In the notation of Theorem 2, if (Φ m ) ′ (P) = 0 modulo p, then we set r = ∞. Thus, if P is a periodic point, then the cases (ii) and (iii) are not possible with r = ∞. The above theorem will be useful to obtain a bound for the length of a cycle in terms of primes of bad reduction. In particular it will be useful to apply some divisibility arguments contained in the following subsection.
Divisibility arguments.
First of all we fix some notation useful to give the statement of some known results that we shall use in the sequel.
Let P 1 = x 1 : y 1 , P 2 = x 2 : y 2 be two distinct points in P 1 (K); by using the notation of [MS95] we shall denote by
is independent of the choice of the homogeneous coordinates, i.e. it is well defined. The divisibility arguments, that we shall use to produce the S -unit equation useful to prove our bounds, are obtained starting from the following two facts:
Proposition 2.3.2. [MS95, Proposition 5.2] Let φ : P 1 → P 1 be a morphism defined over K with good reduction at a place p. Then for any P, Q ∈ P(K) we have
As a direct application of the previous propositions we have the following one. Proposition 2.3.3. [MS95, Proposition 6.1] Let φ : P 1 → P 1 be a morphism defined over K with good reduction at a place p. Let P ∈ P(K) be a periodic point for φ with minimal period n. Then
2.4. On the equation ax + by = 1 in function fields. In this subsection, we extend some results contained in [V98] . As already written, this subsection contains well known results and standard definitions. We decide to present it to have an almost complete self contained article and also to have a quantitative result (Theorem 3), whose proof is elementary and, according to our knowledge, is not contained in any other articles. In the present subsection D will be the standard derivation over F p (t). For every x ∈ F p (t), we shall denote by Dx the standard derivative of x. From now on S will be a finite fixed set of places of K. We shall denote by
the ring of S -integers and by
We shall use the classical notation F p for the algebraic closure of F p . The case when S = ∅ is trivial because then already the ring of S -integers is finite; more precisely
Therefore in what follows we consider S ∅. In any case we have that
Recall that the group R * S /K * ∩ F p has finite rank equal to |S | − 1 (e.g. see [Ros2002, Proposition 14.2 p.243]). Thus, since K ∩ F p is a finite field, we have that R * S has rank equal to |S |. We recall some definitions already given in [V98] . 
Definition 2.4.2. An equation ax + by = 1, with a, b ∈ K * is called S-trivial if there exists an integer n, coprime with p, such that a n , b n ∈ R * S . Note that in our setting if a ∈ K and n ∈ N \ {0}, we have that a ∈ R * S if and only if a n ∈ R * S . This is not true in the more general setting in which the definition was originally stated by Voloch. Recall that if K is a separable extension of F p , then the standard derivation of [Le2012] and [Le2013] for a brief summary of these arguments. Therefore we shall split the proof of the next result in two cases: the first one with K separable and the second one with K purely inseparable over K s .
If the equation ax + by = 1 is S -trivial, then infinitely many solutions may exist (as already written in the introduction). But in that case the equation is S -equivalent to the equation (2) x + y = 1.
Note that any solution (x, y) ∈ (R * S ) 2 for the equation ax + by = 1 corresponds to the solution (ax, by) for the equation (2) and this correspondence is bijective.
We are now ready to state our quantitative version of the S -unit equation Theorem useful in the proofs contained in the next sections. 
if it is not S -trivial; 2) if the equation (3) is S -trivial, there exists a finite set
, with k a non negative integer and (λ, µ) ∈ E. Furthermore the set
In that case E has cardinality bounded by c(p, |S |).
We can take r(p,
Proof. Case K separable over F p (t). According to our notation we have that Suppose that the equation (3) is S -trivial. As remarked before, without loss of generality we study the set of solutions in (R * S ) 2 of the equation
is a solution of (2), then there exist two S -integers
2 is a solution of (2). If the solution (x 1 , y 1 ) belongs to H too, then we repeat the same procedure as above to obtain a new solution (x 2 , y 2 ) from (x 1 , y 1 ) and so on until we get a solution (x n , y n ) H. The procedure will stop in a finite number of steps because of our assumption on (x, y) (F p ) 2 . Indeed, the elements in K ∩ F p are the unique elements in K that are p n powers of an element in K, for any positive integer n (e.g. see [Le2013, Lemma 3] ). Therefore, according to the statement that we want to prove, we can suppose that the solution (x, y) is not in H.
By applying the derivation D to the members of the equation (2) Suppose that ∆ = 0, i. e. Dy/y = Dx/x. Since we are assuming (Dx, Dy) (0, 0), then from the second equation in the system (4), we get x + y = 0; that is a contradiction with x + y = 1. Therefore ∆ 0 and the system (4) has one solution, given by the Cramer's rule:
Thus, the number of solutions (x, y) ∈ (R * S )
2 \ H depends on the number of possible values for Dx/x and Dy/y.
Since we are in characteristic p, we have that α i , as a coefficient in the expression of Dx/x, assumes at most p values; the same holds for β i , for all i ∈ {1, ..., |S |}. Note that one of the generators of R S , let us denote it π 1 , is the generator of the cyclic group F p ∩ K, then Dπ 1 = 0. Thus, we have p |S |−1 possibilities for Dx/x and p |S |−1 possibilities for Dy/y. Since we are assuming that (Dx/x, Dy/y) (0, 0), then we can conclude that the equation
Recall that the multiplicative group F p ∩ K * is cyclic. Therefore we can choose E of cardinality bounded by c(|S |, p) = p 2|S |−2 . Case K inseparable over F p (t). Let K s be the subfield of K such that K/F p splits in the composition of two extensions K/K s and K s /F p where K s /F p is separable and K/K s is a purely inseparable. Recall that any prime of K s extends to a unique prime of K (see [Sti01] ). Thus the set S = {π ∩ K s | π ∈ S } has cardinality exactly |S |. Let k be the integer such that [K :
The existence of such a k follows from the structure of the purely inseparable extensions; e. g. see [L2002, Corollary 6.8 p.250]. If we take the p k -power of both sides in the equation (3), we obtain 
For the case S -trivial, note that an element λ ∈ K is not a p-power in K if and only if λ p k is not a p power in K s . We are using that
Remark 2.4.3. We set W ≔ x ∈ R * S | 1 − x ∈ R * S . By Theorem 3, we can take a finite set U ⊂ R * S of cardinality bounded by p 2|S |−2 such that for each x ∈ W there exists an element λ ∈ U and a non negative integer n with x = λ n . A quite similar situation holds for any S -trivial equation.
2.5. On the equation ax + by = 1 in number fields. Let K be a number field. Let S be a finite fixed set of places of K containing all the archimedean ones. We define as in the case of function fields the ring of S -integers R S and the group of the S -units R * S . But in the number field case we could have the problem that R and even R S are not principal ideal domain. Therefore it could be not possible to write points in P 1 (K) in S -coprime integral coordinates, see the next Notation 3.0.1. We could avoid the problem that R S is not a principal ideal domain by taking an enlarged set S of places of K containing S such that the ring R S is a principal ideal domain. From a simple inductive argument it follows that it is possible to choose S such that |S| ≤ s + h − 1 where h denotes the class number of R S (e.g see [Ma77] for a definition of it). But if we work with this enlarged set S we will obtain a bound in Theorem 1 that depends also on the class number h. As made in [C2007] , we use the following method to avoid the presence on h in our bounds.
Let a 1 , . . . , a h be ideals of R S that form a full system of representatives for the ideal classes of R S . For each i ∈ {1, . . . , h} there is an S -integer α i ∈ R S such that
with a m ∈ R * S }. Let S denote the set of all places of L lying above a place in S and denote by R S and R * S respectively the ring of S-integers and the group of S-units in L. By definition it is clear that R * S ∩ √ K = R * S and so it follows that R * S is a subgroup of L * of rank |S | − 1 (here we are using the fact that the rank of R S is |S | − 1).
If h, the class number of R S , is bigger than 1, then R S is not a P.I.D. and it is not clear what means that two S -integers are coprime. With the above notation we will explain how to avoid this problem. Let P ∈ P 1 (K). There exists two S -integers l and t (actually even in R) such that P = [l : t]. Let b ∈ {a 1 , . . . , a h } be the representative belonging to the same ideal class of the ideal tR S + lR S . Let β ∈ {α 1 , . . . , α h } be such that b h = βR S . Hence there exists λ ∈ K * satisfying (tR S + lR S ) h = λ h βR S . We define
It is clear that t
and, by few calculations, it is possible to see that there exist two elements a, b ∈ √ R S such that at ′ + bl ′ = 1. In particular it holds t
. In this case we say that P is written in √ R S -coprime integral coordinates. We shall use the following theorem with Γ = R * S .
Theorem 4 ([BS96])
. Let L be a number field and let Γ be a subgroup of (L * ) 2 of rank r. Then the equation
x + y = 1 in (x, y) ∈ Γ has at most 2 8(r+1) solutions.
If h = 1, it would be enough to use a standard S -unit equation theorem, for example the one proved by Evertse in [Ev84] .
Bound for the length of a cycle
In the zero characteristic there is the Morton and Silverman's bound proved in [MS94] and here stated in the following Theorem 6. The aim of this section is to prove a similar result for the positive characteristic case. Therefore in this section we assume that K is a global function field, i.e. K is a finite extension of the rational function field F p (t). But almost any argument used in this section works in some more general settings.
Recall that if K is an algebraic function field, then for every finite set S of primes of K, the ring R S is a principal ideal domain (e.g. see [Sti01, Proposition 3.2.10 p.81]). Furthermore, as remarked in the previous sections, the case when S = ∅ is trivial. Therefore, our standard setting will be the following one:
Notation 3.0.1. Let K be a finite algebraic function field over F p and S a non empty finite set of places of K. Since R S is a principal ideal domain, for any element P ∈ P 1 (K) there exist some elements x, y ∈ R S such that P = [x : y] and xR S + yR S = R S ; in that case we shall say that P = [x : y] is written in S -coprime integral coordinates.
If we take two points P 1 = [x 1 : y 1 ] and P 2 = [x 2 : y 2 ] written in S -coprime integral coordinates, we have that We are not really interested in finding some very sharp upperbounds but we want to prove the existence of some bounds as given in our statements. Therefore some times we are more interested in an aesthetic nice bound instead of the sharpest one.
Note that for n ≤ 3 we easily see that I(n) ≥ p n 2n . We want to show that the inequality holds for any n. Indeed for n ≥ 4
Let N be the smallest integral number such that
that is in contradiction with the minimality of N. Thus, in the case when D = 1 we can chose i(p, 1, |S |) = (p|S |)
. For any arbitrary fixed D, we can take i(p, D, |S |) = (p|S |)
2D . Suppose that φ is an endomorphism of P 1 with good reduction outside S . Let P ∈ P 1 (K) be a periodic point for φ. Let p S be such that |k(p)| ≤ i(p, D, |S |), such a p exists by the above argument. By Theorem 2, there exists a number n ≤ i(p, D, |S |)
2 − 1 such that the point P is a periodic point for n-th iterate φ n with minimal period p e , where e is a non negative integer.
If we take an endomorphism φ with good reduction outside S defined over K and a periodic point P ∈ P(K), we can take an automorphism α ∈ PGL 2 (R S ) such that α(P) = [0 : 1] is a periodic point for the map α • φ • α −1 which has good reduction outside S too, since R S is a principal ideal domain. Therefore, if φ and P are as before, then we can suppose that P is the zero point [0 : 1] and up to taking a suitable iterate of φ we can suppose that the minimal period of [0 : 1] is p e for a suitable integer e. We denote the cycle in the following way
Suppose P i = [x i : y i ], written in S -coprime integral coordinates for each i ∈ {1, . . . , p e −1}. As a direct application of Proposition 2.3.1 and Proposition 2.3.3 we have that
Thus, it follows that for each positive integer i there exists an S -integer
Furthermore, by Proposition 2.3.3 for any k coprime with p, we have that, by multiplying by an S -unit, the S -integer A k can be taken equal to 1. So that P k = [x 1 : y k ] is still written in S -coprime integral coordinates. The next lemma will be useful in the case of periodic points but also in the section about preperiodic points. It is a quite technical lemma and it is important because it will be our tool to solve the problem given by the fact that an S -trivial equation could have infinitely many solutions in S -units. 
Consider the following polynomial H(x, y)
= i∈{0,1} j∈{0,...,d} h i, j x i y j . Let λ ∈ K \ F p .
Then there exist only finitely many b ∈ N such that there exists an integer a ∈ N with H(λ a , λ b ) = 0 and H(λ a , z) ∈ K[z] is not the zero polynomial. The number of the possible values for b is bounded by d(2d + 1)(2d + 2).
Proof. Let p be a place of K whose associated valuation v is such that v(λ) 0. Suppose (a, b) ∈ N 2 such that H(λ a , λ b ) = 0. Then there exist two distinct pairs (i, j), (m, n) with i, m ∈ {0, 1} and j, n ∈ {0, . . . , d} such that
For fixed i, m ∈ {0, 1} and j, n ∈ {0, . . . , d}
is not the zero polynomial.
Let (a, b) ∈ N(i, j, m, n). Hence it holds v(h i, j )+(i·a+ j·b)v(λ) = v(h m,n )+(m·a+n·b)v(λ). That means (i
Then a is a fixed number and by writing where
In H(λ a , λ b ) = 0 we then substitute a with the right term in (10), obtaining
We want to prove that there exists a non zero polynomial G(z) ∈ K[z] of degree bounded by 2d such that G(λ b
(i−m) ) = 0. The coefficients of the polynomial G will be the coefficients in the brackets in the last sum in (11). We want to prove that at least one of the coefficients of G is not zero. We set g k = b could be negative. In that case it suffices to multiply everything in the above identity (11) by λ b·d and to choose the polynomial G(z) as before. In particular, G(z) has degree ≤ d + n − j. Note that the constant term in G(z) is given by the coefficient h 0,d and the coefficient of the monomial of degree d + n − j of the polynomial G(z) is given by the term h 1,0 . Note that the coefficient h 1,0 could be zero, in that case the degree of G is strictly less than d + n − j. Therefore by condition b) of the hypotheses the polynomial G(z) is not zero, hence b assumes at most d + n − j ≤ 2d values.
We resume the results in the above cases by writing that if (a, b) ∈ N(i, j, m, n), for fixed i, m ∈ {0, 1} and j, n ∈ {0, . . . , d}, then the integer b assume at most 2d values. The result follows from the fact the there are at most 2d+2 2 identities of type (8).
The bound d(2d + 1)(2d + 2) is not the best possible one. With some combinatorial arguments it would be possible to improve it; but as already remarked, the aim of this article is only to prove the existence of a bound of the type as in Theorem 1.
Very important is the following lemma. 
Proof. We suppose n ≥ 3 otherwise we are done.
As already remarked in Notation 3.0.1 we can assume that P i = [x i : y i ] are written in S -coprime integral coordinates for suitable x i , y i ∈ R S for each i ∈ {0, . . . , n − 1}. Furthermore, as usually up to conjugation with an element in PGL 2 (R S ) we can assume
The condition (12) with j = 0 implies that x i can be chosen equal to x 1 for each i ∈ {1, . . . , n − 1}. The condition (12) with j = 1 implies v p (x 1 ) = v p (x 1 y i − y 1 x 1 ) for each i ∈ {2, . . . , n − 1} and p S . This implies that there exists an S -unit u i such that y i = y 1 + u i for each i ∈ {2, . . . , n − 1}. Again from condition (12), for any distinct i, j ∈ {2, . . . , n − 1}, there exists an S -unit u i, j such that u i − u j = u i, j , which is equivalent to u i /u j − u i, j /u j = 1. Hence taking j = 2 we have that for any i ∈ {3, . . . , n−1} the unit u i is of the form u i = x·u 2 where x ∈ R * S is such that there exists y ∈ R * S with the property x + y = 1. In order to apply Theorem 3 we take in consideration the set U defined in Remark 2.4.3. We denote by e the cardinality of the set U, then e ≤ p 2|S |−2 . For any element λ ∈ U and t ∈ {1, 2, . . . , n − 2} we define the set
for some e i , e i+t }.
Recall that the points P i are the ones defined in the hypotheses of the present lemma and the u ′ i s are the units defined above. We shall use the fact that P i+t = φ t (P i ). Note that, by definition, no set N(λ, t) contains the pair (P 1 , P 1+t ).
We shall prove that for any λ ∈ U \ F p and t ∈ {1, 2, . . . , n − 2} the set N(λ, t) has cardinality bounded by
Thus we assume that λ and t are as above and fixed. We consider the t-iterate φ
For each c ∈ {0, 1} and l ∈ {0, . . . , d t }, let h c,e ∈ K be such that the equality in (13) (14) and (15) N(λ, t) .
In order to finish our proof we remark that if we consider the sequence of points between P i·e+2 and P (i+1)e+2 , for any non negative integer i, such that (i + 1)e + 2 ≤ n − 1, we find a pair of distinct points (P j , P j+t ) ∈ N(λ, t) for a suitable λ ∈ U and t ∈ {1, 2, . . . , e}, with j, j + t ∈ {i · e + 2, . . . , (i + 1)e + 2}. Suppose that m is the biggest number such that (m + 1)e + 2 ≤ n − 1. In other words m is the smallest integer such that n − 1 ≤ (m + 2)e + 1. Consider the following m sets of points:
with i ∈ {0, 1, . . . , m}. We remark that the disjoint union λ∈U t∈{1,...,e} N(λ, t) contains at least m pairs, because in the sequence of points (16) there are two of them that form a pair in a set N(λ, t) with λ ∈ U and t ∈ {1, . . . , e}.
If n − 2 ≤ e we are done. Otherwise suppose
Note that in the m sets as in (16), at most p |D| − 2 of them contain a pair of a set N(ǫ, t), where ǫ ∈ U is the generator of the multiplicative group F p ∩ K * . Therefore it would exist a set N(λ, t), with λ ǫ, containing more than d t (2d t + 1)(2d t + 2) pairs. Because
Thus the inequality (17) would be a contradiction with the above bound for the cardinality of a set N(λ, t). Therefore we have that n ≤ 4
Since e is a number that is bounded by the number c(p, |S |) ≤ p 2|S |−2 , as written in Remark 2.4.3, we obtain
The next lemma is a trivial application of Proposition 2.3.3. 
for every p S .
Proof. Apply Proposition 2.3.3 to the iterate φ p k .
We are ready to prove our main result about periodic points.
Theorem 5. Let K and S be as in Notation 3.0.1. Let p be the characteristic of K, D = [K : F p (t)] and |S | the cardinality of S . Let d ≥ 1 be an integer. Then there exists a number n(p, D, |S |, d), which depends only on D, d, p and |S |, such that if P ∈ P 1 (K) is a periodic point for an endomorphism of P 1 defined over K with good reduction outside S and degree d, then the minimal period of P is bounded by n(p, D, |S |, d). We can take
Proof. At first we consider the case when d = 1. Let φ : P 1 → P 1 be defined over K with good reduction outside S and degree d = 1 (i.e. it is an automorpohism). If a point of P 1 (K) is a periodic point for φ, with period n ≥ 3, then φ n is the identity map of P 1 (K). Hence φ is given by a matrix in PGL 2 (R S ), with two eigenvalues whose quotient is a primitive n-th root of unity. Since this root of unity has degree at most 2[K :
2 . This last inequality is because the degree of the ncyclotomic polynomial ϕ(n) is such that ϕ(n) 2 ≥ n − 2 for each positive integer n. This last inequality follows from some elementary computations that involve the Euler totient function, e.g. see [A76] for definition and properties of this function. Thus we have that n ≤ 2 + 4[K : F p (t)] 2 = 2 + 4D and the last value is smaller than the one in (18). Now we consider the case d ≥ 2. Let φ : P 1 → P 1 and P ∈ P 1 (K) be as in the statement. We shall denote by P i the point P i = φ i (P). As usual, without loss of generality, we can assume P = [0 : 1]. As remarked at the beginning of this section, it is enough to bound the part p e in the factorization of the minimal period as described in Theorem 2. Up to taking a suitable iterate of φ we can suppose that the cycle has the following form
where the points are written in coprime integral coordinates. Furthermore, by Proposition 2.3.3, for any integer k coprime with p, we have that A k can be taken equal to 1. If v p (A k ) = 0 for any k ∈ {2, . . . p e − 2} and any p S , by Lemma 3.1.2 we have that p e ≤ c(p, |S |, d). Otherwise there exists an index α with 0 < α < e such that the S -integer A p α is not an S -unit, because, by the Lemma 3.1.3, if such an α does not exist we are in the hypothesis of Lemma 3.1.2. We consider two cases.
Case p > 2. Because of our assumption on p, we have that for each k ∈ {0, 1, 2, . . . , p e−2 } and i ∈ {2, . . . , p − 1} the point P k·p+i = [x 1 , y k·p+i ] is such that δ p (P 1 , P k·p+i ) = v p (x 1 ) for any p S . This last identity implies that there exists a element u k·p+i ∈ R * S such that (19)
Furthermore with the same argument, by considering the identity δ p (P 1 , P p α ) = v p (x 1 ) we prove that there exist u p α ∈ R * S such that
2 is a solution of the equation A p α X − Y = 1 where A p α is not in R * S . By Theorem 3 there are only r(p, |S |) possibilities for the value of u l /u p α . Hence
Assume that α is the smallest integer k such that A 2 k is not an S -unit. Let i ≡ 3 mod 4. If α > 1, by Lemma 3.1.3 we have that δ p (P 1 , P i ) = δ p (P 0 , P 1 ) = δ p (P 1 , P 2 α ) for all p S . This means that there exist two S -units u i , u 2 α such that
u 2 α = 1. Again by Theorem 3 there are at most r(p, |S |) different possible values for u i . Suppose that α = 1, we have that δ p (P 1 , P i ) = δ p (P 0 , P 2 ) and δ p (P 0 , P 1 ) = δ p (P 1 , P 2 ). That means that there exist two Sunits u i , u 2 such that P i = [x 1 : y 1 + A 2 u i ] and P 2 = [A 2 : A 2 y 1 + u 2 ]. As before, we have that δ p (P 0 , P 1 ) = δ p (P i , P 2 ), hence there exists an S -unit u i,2 such that A e is equal to 2 e−2 . Therefore we obtain that 2 e ≤ 4r(p, |S |). In all the previous cases we have that p e ≤ 8(d + 1)
Thus it is enough to take
where i(p, D, |S |) is the number considered at the beginning of this section, that is bounded by (p|S |) 2D . Therefore, we can take the number given in (18) as n(p, D, |S |, d).
Bound for the cardinality of a finite orbit
As already written in the introduction of this paper, the case K function field gives some difficulties that are not present in the case of number fields. To avoid confusion with the notation we decided to divide this section in two parts; one for the function field case and one for the number field case.
A simple but useful result is the following lemma that holds for any global field. It is a direct application of Proposition 2.3.1 and Proposition 2.3.2. 
be an orbit for an endomorphism φ defined over K with good reduction outside S . For any a, b integers such that 0 < a < b ≤ m − 1 and p S , it holds
Proof. a) It follows directly from Proposition 2.3.2. b) By Proposition 2.3.1 and part a) we have
Let r be the largest positive integer such that −b + r(b − a) < 0. Then
The inequality is obtained by applying Proposition 2.3.1 several times.
4.1. Case K function field. We shall use also in this section the setting introduced in Notation 3.0.1. Let P ∈ P 1 (K) be a preperiodic point for an endomorphism of P 1 defined over K, with good reduction outside S . Suppose that P 0 is a periodic point contained in the orbit of P. Since in the previous section we prove the bound n(p, D, |S |, d) for the minimal periodicity of a point in P 1 (K), up to considering a suitable N-iterate with N ≤ n(p, D, |S |, d) we can suppose that P 0 is a fixed point. Furthermore there exists a transformation in PGL 2 (R S ) that sends the point P 0 to [0 : 1]. Hence, it is enough to study the case in which the finite orbit is of the form as in (20). We suppose that the points P −i = [x i : y i ] are written, as usually, in S -coprime integral coordinates. We shall prove Theorem 1 by using the previous Lemma 4.0.4. The strategy is to use the same arguments used in the proofs of the periodic case. In particular, we shall use the following Lemma 4.1.1 that is essentially Lemma 3.1.2 adapted to the case of preperiodic point whose orbit contains a fixed point. 
Proof. We assume m ≥ 2, so P −1 P 0 . As usually, without loss of generality we can assume that P 0 = [0 : 1]. Remark that the condition (21) implies that for any i ∈ {1, 2, . . . , m − 1} there exists an S -integer y i such that P −i = [x 1 : y i ] is written in coprime integral coordinates. By considering the p-adic distance between the points P −1 and P −i for any p S and i ∈ {−m + 1, 2}, we obtain that there exists an S -unit u i such that y i = y 1 + u i . At this point the proof is almost the same as the proof of Lemma 3.1.2. We should only consider P −i instead of P i and P −i+t instead of P i+t . Then we define in the same way the sets U and N(λ, t) for each λ ∈ U and t ∈ {1, 2, . . . , m − 2}. To prove that the cardinality of each set N(λ, t), with λ F p , is bounded by d t (2d t + 1)(2d t + 2) + 2, we defined the same polynomial H(x, y) as defined in the proof of Lemma 3.1.2. We use the same notation for φ t in terms of the f 
for all p S . Then, there exists an S -unit u j such that (24)
Note that Lemma 4.1.1 implies that the number of consecutive points P i in (20), starting from the point P 0 , with the property δ p (P 0 , P −i ) = δ p (P 0 , P −1 ) is bounded by the number given in Lemma 4.1. 
for all p S . That means that there exists an S -unit v j such that
For our assumption on x b we have that the above equation (25) is not S -trivial. Therefore by Theorem 3 there are only r(p, |S |) possible values for u j , so we have
because both numbers b and r(p, |S |) are smaller than the number in (22). Here we are taking an upper bound for b + r(p, |S |), maybe not optimal but useful to give a compact written form for our bound. Now we conclude the proof of Theorem 1 by multiplying the above last bound by the number in (18).
4.2.
Case K number field. The proof of Theorem 1 with K number field is quite similar to the one in the case of function fields. We shall use the following result proved by Morton and Silverman. The statement is slightly modified and adapted to our notation. From now on K will be a number field and S a finite fixed set of places of K containing all the archimedean ones. holds.
The strategy of the next proof is to reduced the problem to the study of an orbit of the shape as in (20) . For this reason we need to take in consideration the remarks given in the subsection §2.5.
Proof of Theorem 1 in the number field case. Let Q 0 ∈ P 1 (K) be a periodic point for the map φ : P 1 → P 1 , contained in the orbit of the point P. According to Theorem 6 we can take a number N bounded by the number in (26) so that the point Q 0 is fixed for the map φ N . Suppose that the orbit of P is as the one described in (20) with the Q −i instead of the P −i (but now we are not assuming that Q 0 = [0 : 1] yet). Let L, S, √ R S and R * S be defined as in §2.5. Let h be the class number of R S . Since for any index 0
Denote by b i the ideal t i R S + l i R S . As described in §2.5, for any index i, there exist an S -integer
As already seen in §2.5, we have that t 
is the one associated to the point A(P) = P −m+1 ∈ P 1 (L) for the map A • φ • A −1 that has good reduction to any place p S.
Note that the identity in (23) holds also in this situation for any p S. Therefore there exists a S-unit such that (24) holds. But we easily see that u j belongs to Γ = R * S . Now it is enough to repeat the same arguments used in the function field case. We take Γ instead of R S and we apply Theorem 4 instead of Theorem 3. Consider the same arguments that provide (25) in the function field case with b = 2. In this way we obtain that the units u j assume at most 2 8|S | values. Then
because Γ has rank |S | − 1, as recalled in §2.5. We finish the proof by remarking that in order to prove the bound of the theorem in the number field case, it is enough to multiply the above bound for m by the Morton and Silverman's bound cited in Theorem 6. for some u 2 , u 3 , u 4 ∈ R * S . Since R * S = {1, −1}, then P 2 = P 3 , P 2 = P 4 or P 3 = P 4 . We deduce n = 2 α 3 β for some positive integers α and β. Up to taking a suitable iterate of the map φ, we may treat separately the cases when n = 2 α and when n = 3 β . Assume that n = 2 α , we prove that α ≤ 1. Suppose that α ≥ 2. By the divisibility properties listed in Proposition 2.3.3, by considering the p-adic distances δ p (P 1 , P i ) with 2 ≤ i ≤ 4, we get that the beginning of the cycle is
where A 1 , A 2 ∈ R S and u 2 , u 3 ∈ R * S and everything is written in coprime integral coordinates.
By the second part of Proposition 2.3.3, we have δ p (P 2 , P 3 ) = δ p (P 0 , P 1 ), for any prime p. With few calculations we obtain that there exists an S -unit u 2,3 such that A 2 1 u 3 = −u 2 + v 2,3 . Since R * S = {1, −1}, then A 2 1 ∈ {0, 2, −2}. We have A 1 = 0 and n = 2, a contradiction with α ≥ 2. Then α ≤ 1.
Assume that n = 3 β , we prove that β ≤ 1. Assume that β ≥ 2. As before, by the divisibility properties listed in Proposition 2.3.3 and by considering the p-adic distances δ p (P 1 , P i ) with 2 ≤ i ≤ 4 we have that the beginning of the cycle is
where A 1 ∈ R S and u 2 , u 3 , u 4 ∈ R * S and everything is written in coprime integral coordinates. By the second part of Proposition 2.3.3, we have δ p (P 4 , P 3 ) = δ p (P 0 , P 1 ) for any prime p that implies that there exists an S -unit v 2,3 such that A 2 1 u 4 = −u 3 + v 2,3 . Since R * S = {1, −1}, then A 2 1 ∈ {0, 2, −2}. Again we have a contradiction and β ≤ 1. Thus we proved that n ∈ {1, 2, 3, 6}.
If n = 6, with few calculations we see that the cycle has the following form. where A 2 , A 3 ∈ R S and everything is written in coprime integral coordinates. We may apply Proposition 2.3.3, then by considering the p-adic distances δ p (P 1 , P i ) for all indexes 2 ≤ i ≤ 5 for every prime p, we obtain that there exists some S -units u i such that (31) y 2 = A 2 y 1 + u 2 ; y 3 = A 3 y 1 + A 2 u 3 ; y 4 = A 2 y 1 + A 3 u 4 ; y 5 = y 1 + A 2 u 5 .
Furthermore δ p (P 2 , P 4 ) = δ p (P 0 , P 2 ) for any prime p, i. e. A 2 x 1 y 4 = A 2 x 1 y 2 + A 2 x 1 u 2,4 , with u 2,4 ∈ R * S . Thus y 4 = y 2 + u 2,4 and A 2 y 1 + A 3 u 4 = A 2 y 1 + u 2 + u 2,4 . Since R * S = {1, −1}, then A 3 u 4 = u 2 + u 2,4 implies A 3 ∈ {2, −2}. We now consider δ p (P 4 , P 5 ) and we get the equation A 2 y 5 = y 2 + A 3 u 2,3 , with u 2,3 ∈ R * S . By substituting the expressions of y 2 and y 5 appearing in (31), we have A 2 2 u 5 = u 2 + A 3 u 2,5 . Since A 2 2 is a square, the only possibility is A 2 2 = 1. We may assume without loss of generality that A 2 = 1. In particular, y 3 = A 3 y 1 +u 3 and y 4 = y 1 + A 3 u 4 . By considering δ p (P 3 , P 4 ), we get the equation A 2 3 u 4 = u 3 + u 2,3 . As above we have a contradiction. We can conclude that n ≤ 3.
Suppose now that P ∈ P 1 (Q) is a preperiodic point for φ. Let P 0 be a periodic point contained in the orbit of P. Up to taking a suitable iterate φ k with k ≤ 3, we can suppose that P 0 is a fixed point. Furthermore without loss of generality we can assume that P 0 = [0 : 1]. Therefore we can consider the orbit as in (20), with P − j = [x j : y j ] written in coprime integral coordinates, for all integer j with m > j > 0. By using the same arguments as in the proof of Theorem 1 we see that also in this case the identities as in (24) holds. That means that there exists an integer T 1, j such that x 1 = T 1, j x j and (24) holds for each j with m > j > 0. That means
for a suitable S -unit u j . Since |R * S | = 2, we can conclude m ≤ 4. Thus, there are at most 4 preperiodic points in the orbit of P for φ k . Since the order of P 0 = [0 : 1] is at most 3 for φ, then |O φ (P)| ≤ 3 · 4 = 12.
5.3. Proof of Corollary 1.0.3. We use the same notation of Theorem 2. Note that we have R * S = F * p and the equation x + y = 1 does not have solutions in S -unit in characteristic 2; with p 2 it has p − 1 solutions in S -units.
Case p = 2. Let P ∈ P 1 (F p (t)) be a periodic point for φ. Remark that m is bounded by 3 and r = 1. Without loss of generality we can suppose that P = [0 : 1]. By Theorem 2 we have that n = m · 2 e with e a non negative integral number. Up to considering the m-th iterate of φ, we can suppose that the minimal periodicity of P is 2 e . So now suppose that n = 2 e , with e ≥ 2. Consider the following 4 points of the cycle: , we obtain that x 3 can be taken equal to x 1 , y 3 = y 1 + x 2 and y 2 =
x 2 x 1 y 1 + 1 (here we use that R * S = {1}). Consider the p-adic distances, between the third point and the fourth one, in order to obtain the contradiction x 2 2 + x 1 = x 1 . Thus, it follows that e ≤ 1 and so n ∈ {1, 2, 3, 6}. next step is to prove that n 6. Consider the cycle as in (30). Since R * S = {1}, we have that the identities in 31 become y 2 = A 2 y 1 + 1; y 3 = A 3 y 1 + A 2 ; y 4 = A 2 y 1 + A 3 ; y 5 = y 1 + A 2 where A 2 , A 3 are non zero elements in F p [t] . By considering the p-adic distance δ p (P 2 , P 4 ) for each finite place p, from Proposition 2.3.3 we obtain that v p (A 2 x 1 ) = δ p (P 2 , P 4 ) = v p (A 2 x 1 (A 2 y 1 + A 3 ) − A 2 x 1 (A 2 y 1 + 1)) = v p (A 2 A 3 x 1 − A 2 x 1 ) that means A 2 x 1 = A 2 A 3 x 1 − A 2 x 1 (because R * S = {1}), then A 2 A 3 x 1 = 0 that contradicts n = 6. Then n ≤ 3.
Suppose now that P is a preperiodic point. As usually consider the orbit of the shape as in (20). Let P −1 = [x 1 : y 1 ] written in S -coprime integral coordinates. As proven in the proof of Theorem 1 we see that for any i ≥ 2 we have that P −i = [x 1 : y 1 + u] with u an S -unit. That means P −i = [x 1 : y 1 + 1] and so the length of the orbit (20) is at most 3. Therefore we obtain the bound 9 for the cardinality of the orbit of P.
Case p > 2. We want to prove the bound in the case of periodic point by using the same arguments of the proof of Theorem 5 that under the present hypotheses are much simpler. Note that the bound r(p, |S |) for the number of solutions in S -units for a equation in two variables as in Theorem 3 can be chosen equal to p − 1. Therefore the bound c(p, |S |, d) for the number of consecutive points in P 1 (Q) as in Lemma 3.1.2 can be chosen equal to p + 2. With the same arguments used in the proof of Theorem 5 in the case p > 2, we can see that the minimal periodicity n for a periodic point P ∈ P 1 (Q) for the map φ is of the form n = mrp e where m ≤ p + 1, r ≤ p − 1 and p e ≤ p 2 r(p,|S |)
For the more general case P preperiodic, consider the same arguments used before either in the proof of Theorem 1 or at the end of the proof of Corollary 1.0.2. Thus, it is possible to see that the orbit of a point P ∈ P 1 (Q) containing P 0 ∈ P 1 (Q), as in (20), has length at most |R * S | + 2 = p + 1. The bound in the preperiodic case is obtained with multiplication by p + 1 by the above bound 
