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Abstract—Network virtualization provides a novel approach to
run multiple concurrent virtual networks over a common phys-
ical network infrastructure. From a research perspective, this
enables the networking community to concurrently experiment
with new Internet architectures and protocols. From a market
perspective, on the other hand, this paradigm is appealing as it
enables infrastructure service providers to experiment with new
business models that range from leasing virtual slices of their
infrastructure to host multiple concurrent network services.
In this paper, we present the slice embedding problem and
recent developments in the area. A slice is a set of virtual
instances spanning a set of physical resources. The embedding
problem consists of three main tasks: (1) resource discovery,
which involves monitoring the state of the physical resources,
(2) virtual network mapping, which involves matching users’
requests with the available resources, and (3) allocation, which
involves assigning the resources that match the users’ query.
We also outline how these three tasks are tightly connected,
and how there exists a wide spectrum of solutions that either
solve a particular task, or jointly solve multiple tasks along with
the interactions among them. To dissect the space of solutions, we
introduce three main classification criteria, namely, (1) the type
of constraints imposed by the user, (2) the type of dynamics
considered in the embedding process, and (3) the allocation
strategy adopted. Finally, we conclude with a few interesting
research directions.
I. INTRODUCTION
We all became familiar with the layered reference model of
ISO OSI as well as the layered TCP/IP architecture [47]. In
these models, a layer is said to provide a service to the layer
immediately above it. For example, the transport layer pro-
vides services (logical end-to-end channels) to the application
layer, and the internetworking layer provides services (packet
delivery across individual networks) to the transport layer.
The notion of distributed service architecture extends this
service paradigm to many other (large scale) distributed sys-
tems.
Aside from the Internet itself, including its future archi-
tecture design, e.g., NetServ [73] or RINA [23], with the
term distributed service architecture we refer to a large scale
distributed system whose architecture is based on a service
paradigm.
Some examples are datacenter-based systems [39], Cloud
Computing [36] (including high performance computing sys-
tems such as cluster-on-demand services), where the rentable
resources can scale both up and down as needed, Grid Comput-
ing [45], overlay networks (e.g., content delivery networks [6],
[10]), large scale distributed testbed platforms (e.g., Plan-
etLab [65], Emulab/Netbed [77], VINI [7], GENI [31]), or
Service-oriented Architecture (SoA), where web applications
are the result of the composition of services that need to be
instantiated across a collection of distributed resources [80].
A common characteristic of all the above distributed sys-
tems is that they all provide a service to a set of users or,
recursively, to another service. In this survey, we restrict our
focus on a particular type of service: a slice. We define a
slice to be a set of virtual instances spanning a set of physical
resources.
The lifetime span of a slice ranges from few seconds (in
the case of cluster-on-demand services) to several years (in
case of a virtual network hosting a content distribution service
similar to Akamai, or even a GENI experiment hosting a
novel architecture looking for new adopters to opt-in [34]).
Therefore, the methods to acquire, configure, manipulate and
manage such slices could be different across different service
architectures. In particular, the problem of discovering, map-
ping and allocating physical resources (slice embedding) has
different time constraints in each service architecture.1
In some distributed service architecture applications, e.g.
virtual network testbed, the slice creation and embedding
time is negligible relative to the running time of the service
they are providing. In many other applications, e.g. financial
modeling, anomaly analysis, or heavy image processing, the
time to solution — instant between the user, application or
service requests a slice and the time of task completion — is
dominated by or highly dependent on the slice creation and
embedding time.
Therefore, to be profitable, most of those service architec-
tures require agility—the ability to allocate and deallocate any
physical resource (node or link) to any service at any time 2.
Those stringent requirements, combined with the imperfect
design of today’s data center networks [35] and with the lack
of an ideal virtualization technology [78], have recently re-
motivated research on resource allocation [13], [82], [51], [35],
[4], [70].
In this paper, we define the slice embedding problem— a
1By resources we mean processes, storage capacity, and physical links, as
well as computational resources such as processors.
2We extend the definition of agility as “ability to assign any server to
any service” given by Greenberg et al. [35] by including links and, other
resources along with a deallocation phase.
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subarea of the resource allocation for service architectures—
in Section II, we give a taxonomy (Section III), and we survey
some of the recent solutions for each of its tasks (Sections IV,
V and VI). Then, with the help of optimization theory, we
model the three phases of the slice embedding problem as
well as its tasks’ interactions (Section VIII). We point out how
all the proposed approaches —including the related facility
location problems (Section VII)— have considered either cases
where the time to solution is practically equivalent to the
running time of a slice, i.e. they did not consider the slice
creation and embedding time at all, or they did not model some
of the slice embedding tasks. In Section IX we discuss some
interesting open research directions and finally, in Section X
we conclude our discussion.
II. BACKGROUND AND AREA DEFINITION
A. Network Virtualization
Network virtualization provides a novel approach to running
multiple concurrent virtual networks over a common physical
network infrastructure. A physical network supports virtualiza-
tion if it allows the coexistence of multiple virtual networks.
Each virtual network is a collection of virtual nodes and virtual
links that connect a subset of the underlying physical network
resources. The most important characteristic of such virtual
networks is that they are customizable (i.e., can concurrently
run different protocols or architectures, each tailored to a
particular service or application [75]).
The interest in this technology has recently grown sig-
nificantly because it will help the research community in
the testing of novel protocols and algorithms in pseudo-
real network environments [65], [77], [7], [28], as well as
experimenting with novel Internet architectures as envisioned
in [3]. This paradigm is particularly appealing to providers
as it enables new business models: operators may in fact
benefit from diversifying their infrastructure by leasing virtual
networks to a set of customers [30], or by sharing costs in
deploying a common infrastructure [11].
A recent survey on network virtualization can be found
in [18]. The authors compare with a broad perspective, ap-
proaches related to network virtualization, e.g. virtual private
networks and overlay networks. The paper also discusses
economic aspects of service providers, analyzes their design
goals (such as manageability or scalability), and overviews
recent projects that use this technology (e.g. Planetlab [65] and
GENI [31]). We narrow our focus on a more specific subarea
of network virtualization (i.e. slice embedding), introducing a
new taxonomy inspired by optimization theory for the three
phases of the slice embedding problem. We leave our utility
functions and model constraints as general as possible, so they
can be instantiated, refined or augmented based on policies that
would lead to efficient slice embedding solutions.
B. The Slice Embedding Problem
In this paper, we focus on a particular aspect of network
virtualization, namely, the slice embedding problem.
A slice is defined as a set of virtual instances spanning a
set of physical resources of the network infrastructure. The
slice embedding problem comprises the following three steps:
resource discovery, virtual network mapping, and allocation.
Resource discovery is the process of monitoring the state
of the substrate (physical) resources using sensors and other
measurement processes. The monitored states include proces-
sor loads, memory usage, network performance data, etc. We
discuss the resource discovery problem in Section IV.
Virtual network mapping is the step that matches users’
requests with the available resources, and selects some subset
of the resources that can potentially host the slice. Due to
the combination of node and link constraints, this is by far
the most complex step in the slice embedding problem. In
fact this problem is NP-hard [19]. These constraints include
intra-node (e.g., desired physical location, processor speed,
storage capacity, type of network connectivity), as well as
inter-node constraints (e.g., network topology). We define the
virtual network mapping problem in Section V.
Allocation involves assigning the resources that match the
user’s query to the appropriate slice. The allocation step can
be a single shot process, or it can be repeated periodically to
either reassign or to acquire additional resources for a slice
that has already been embedded.
C. Interactions in the Slice Embedding Problem
Before presenting existing solutions to the tasks encompass-
ing the slice embedding problem, it is important to highlight
the existence of interactions among these tasks, the nature of
these interactions, how they impact performance, as well as
the open issues in addressing these interactions.
In Figure 1, a user is requesting a set of resources. The arrow
(1) going from the “Requests” to the “Discovery” block, rep-
resents user queries that could potentially have multiple levels
of expressiveness and a variety of constraints. The resource
discoverer (2) returns a subset of the available resources (3) to
the principle in charge of running the virtual network mapping
algorithm (4). Subsequently, the slice embedding proceeds
with the allocation task. A list of candidate mappings (5)
are passed to the allocator (6), that decides which physical
resources are going to be assigned to each user. The allocator
then communicates the list of winners (7)—users that won
the allocation—to the discoverer, so that future discovery
operations can take into account resources that have already
been allocated. It is important to note that the slice embedding
problem is essentially a closed feedback system, where the
three tasks are solved repeatedly—the solution in any given
iteration affects the space of feasible solutions in the next
iteration.
D. Solutions to the Slice Embedding Problem
Solutions in the current literature either solve a specific
task of the slice embedding problem, or are hybrids of two
tasks. Some solutions jointly consider resource discovery and
network mapping [41], [1], others only focus on the mapping
phase [81], [54], [21], or on the interaction between virtual net-
work mapping and allocation [79], [52], while others consider
solely the allocation step [5], [9], [49], [33], [20]. Moreover,






















Fig. 1. Interactions and data exchanges in the slice embedding problem.
task is solved, and only consider the interaction between the
resource discovery and allocation [68]. We do not discuss
solutions that address the resource discovery task in isolation,
since it is not different from classical resource discovery in
the distributed system literature (see [60] for an excellent
survey on the topic). In addition to considering one [81], [5]
or more [62], [79] tasks, solutions also depend on whether
their objective is to maximize users’ or the providers’ utility.
E. The novelty of the slice embedding problem
The slice embedding problem, or more specifically its
constituent tasks, and network virtualization in general, may
seem identical to problems in classical distributed systems.
Network virtualization, however, is different in several ways,
namely: (a) it enables novel business models, (b) it enables
novel coexisting network approaches, and (c) it creates new
embedding challenges that must be addressed.
Business models: network virtualization lays the foundations
for new business models [22]. Network resources are now
considered commodities to be leased on demand. The leaser
could be an infrastructure or service provider, and the lessee
could be another service provider, an enterprise, or a single
user (e.g. a researcher in the case of virtual network testbed
as in [31], [7], [38], [65], [28]). In those cases where
the infrastructure is a public virtualizable network testbed
(e.g. GENI [31]), the physical resources may not have any
significant market value, since they are made available at
almost no cost to research institutions.
Coexisting network approaches: the concept of multiple
coexisting logical networks appeared in the networking
literature several times in the past. The most closely related
attempts are virtual private networks and overlay networks.
A virtual private network (VPN) is a dedicated network
connecting multiple sites using private and secured tunnels
over a shared communication network. Most of the time,
VPNs are used to connect geographically distributed sites
of a single enterprise: each VPN site contains one or more
customer edge devices attached to one or more provider edge
routers [66].
An overlay network, on the other hand, is a logical network
built on top of one or more existing physical networks. One
substantial difference between overlays and network virtual-
ization is that overlays in the existing Internet are typically
implemented at the application layer, and therefore they may
have limited applicability.
For example, they falter as a deployment path for radical
architectural innovations in at least two ways: first, overlays
have largely been in use as means to deploy narrow fixes
to specific problems without any holistic view; second, most
overlays have been designed in the application layer on top
of the IP protocol, hence, they cannot go beyond the inherent
limitations of the existing Internet [3].
In the case of VPNs, the virtualization level is limited
to the physical network layer while in the case of
overlays, virtualization is limited to the end hosts. Network
virtualization introduces the ability to access, manage and
control each layer of the current Internet architecture in the
end hosts, as well as providing dedicated virtual networks.
Embedding challenges: although the research community
has explored the embedding of VPNs in a shared provider
topology, e.g., [26], usually VPNs have standard topologies,
such as a full mesh. A virtual network in the slice embedding
problem, however, may represent any topology. Moreover,
resource constraints in a VPN or overlays are limited to
either bandwidth requirements or node constraints, while in
network virtualization, both link and node constraints may
need to be present simultaneously. Thus, the slice embedding
problem differs from the standard VPN embedding because
it must deal with both node and link constraints for arbitrary
topologies.
III. TAXONOMY
To dissect the space of existing solutions spanning the slice
embedding tasks, as well as interactions among them, we
consider three dimensions as shown in Figure 2: the type of
constraint, the type of dynamics, and the resource allocation
approach.
A. Constraint type
Users need to express their queries efficiently. Some con-
straints are on the nodes and/or links (e.g., minimum CPU
requirement, average bandwidth, maximum allowed latency)
while others consider inter-group [1] or geo-location con-
straints [17].
Based on this dimension, research work in this area assumes
no constraints [81], considers constraints on nodes only [65],
links only [55], [67], [37], or on both nodes and links [5],
[79]. In addition, the order in which the constraints are
satisfied is important as pointed out in [52]: satisfy the node
constraints and then the link constraints [81], [79], or satisfy
both constraints simultaneously [54], [52].
B. Dynamics
Each task in the slice embedding problem may differ in
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Fig. 2. Overview of the slice embedding taxonomy with classification of
representative references.
status updates of each physical resource may be collected
periodically [41], or on demand [1].
In the virtual network mapping task, virtual resources may
be statically mapped to each physical resource [81], or they
can move (e.g., using path migrations [79] or by re-running
the mapping algorithm [29]) to maximize some notion of
utility [37]. Also, the mapping can focus only on one single
phase at a time where each phase considers only nodes or
links [81], [40], or simultaneously both nodes and links [52],
[17].
Finally, the allocation task may be dynamic as well: users
may be swapped in or out to achieve some Quality of Ser-
vice (QoS) or Service Level Agreement (SLA) performance
guarantees, or they can statically remain assigned to the same
slice. An example of static assignment of a slice may be an
infrastructure hosting a content distribution service similar to
Akamai, whereas an example of dynamic reallocation could
be a researcher’s experiment being swapped out from/into the
Emulab testbed [77].
C. Admission Control
As the substrate—physical infrastructure—resources are
limited, some requests must be rejected or postponed to avoid
violating the resource guarantees for existing virtual networks,
or to maximize profit of the leased network resources. Some
research work, however, does not consider any resource allo-
cation [41], [54], [21], [81], [55], [52]. Others consider the
resource allocation task, with [33] or without [49], [5], [79]
guarantees to the user, i.e., the resource allocation mechanism
enforces admission to the users, or it only implements a
tentative admission, respectively. An example of tentative
admission is a system that issues tickets, without guarantee that
those tickets can be exchanged with a resource later in time.
The literature defines those tentative admission mechanisms
that do not provide hard guarantees as soft reservation [33].
IV. RESOURCE DISCOVERY
Although researchers have developed, and in some cases
deployed a number of resource discovery solutions for wide-
area distributed systems, the research in this area still has
many open problems. Some of the existing distributed systems
provide resource discovery through a centralized architecture,
see, e.g., Condor [53], Assign [67], or Network Sensitive
Service Discovery (NSSD) [41]; others use a hierarchical
architecture such as Ganglia [58], while XenoSearch [72],
SWORD [62] and iPlane Nano [57] employ a decentralized
architecture.
All of these systems allow users to find nodes that meet per-
node constraints, except iPlane Nano that considers path met-
rics, while NSSD, SWORD, and Assign also consider network
topologies. Unfortunately, none of these solutions analyze the
resource discovery problem when the queried resources belong
to multiple infrastructure or service providers. To obtain an
efficient slice embedding, such cases would in fact require
some level of cooperation (e.g., by sharing some state), and
such incentives to cooperate may be scarce.
As mentioned previously, we do not discuss solutions that
address the resource discovery task in isolation, since it is not
different from classical resource discovery in the distributed
systems literature. Instead, we consider the resource discovery
problem in combination with either the allocation or the
network mapping task.
A. Discovery + allocation
We first discuss the interaction between discovery and
allocation described in Network Sensitive Service Discovery
(NSSD) [41]. The goal is to discover a service that meets a
set of network properties specified by the user, and allocate it
to the user.
This work emphasizes the importance of the interaction
between discovery of network resources and their allocation
to the users. The resource discovery task infers the network’s
performance metrics during its search and returns the best
match with respect to some user criteria. In general, once
a user’s query is received, in existing systems either the
provider (pure provider-side allocation) or the users (pure user-
side allocation) execute the allocation task. If the allocation
is done by the provider, users do not have to worry about
anything after they submit a query, but may not know the
quality of service they are going to get (in systems like
PlanetLab for example, there are no service level agreements
that the provider needs to meet). On the other hand, when the
allocation is done by the user, each user needs to obtain a long
list of candidates, as well as collect the status information of
each candidate. Thus, the overhead of the discovery task is
higher if users need to have the ability to choose the best set
of resources. When the provider does the allocation instead,
there may be no need to look at the complete set of resources
as some heuristic (e.g. first fit) can be applied. Moreover,
by showing the most available physical resources they own,
providers could (indirectly) have to release information about
their states, e.g., information about which customer is hosted
on a physical machine could be inferred [69].
To the best of our knowledge, NSSD is the first system that
integrates the discovery and allocation tasks while enabling
users to query static and dynamic network properties. Com-
pared with pure provider-side allocation, NSSD allows users to
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control the selection criteria by returning a list of candidates.
Compared with pure user-side allocation, NSSD has lower
overhead in the discovery task, as only a small number of
candidates are returned. In this work, the resources to allocate
are single servers, hence there is no virtual network mapping
phase.
B. Discovery + virtual network mapping
We present SWORD [1], a system that considers the inter-
action between the resource discovery and the virtual network
mapping tasks. SWORD is a resource discovery infrastructure
for shared wide-area platforms such as PlanetLab [65]. We
choose to describe SWORD as it is a well known network
discovery system whose source code is available [74]. The
system has been running on PlanetLab for several years.
Some of the functionalities described in the original paper,
however, are currently disabled. For example, the current
implementation of SWORD runs in centralized mode, and
inter-node and group requirements (i.e., constraints on links
and set of nodes, respectively), are not supported because no
latency or bandwidth estimates are available.
Users wishing to find nodes for their application submit
a resource request expressed as a topology of interconnected
groups. A group is an equivalence class of nodes with the
same per-node requirements (e.g., free physical memory) and
the same inter-node requirements (e.g., inter-node latency) that
is within each group. Supported topological constraints within
and among groups include the required bandwidth and latency.
In addition to specifying absolute requirements, users can
supply SWORD with per-attribute penalty functions, that map
the value of an attribute (feature of a resource, such as load
or delay) within the required range but outside an ideal range,
to an abstract penalty value. This capability allows SWORD
to rank the quality of the configurations that meet the ap-
plications’ requirements, according to the relative importance
of each attribute. Notice that these penalty values would be
passed to the allocation together with the list of candidates.
Architecturally, SWORD consists of a distributed query
processor and an optimizer which can be viewed as a virtual
network mapper. The distributed query processor uses multi-
attribute range search built on top of a peer-to-peer network
to retrieve the names and attribute values of the nodes that
meet the requirements specified in the user’s query. SWORD’s
optimizer then attempts to find the lowest-penalty assignment
of platform nodes (that were retrieved by the distributed
query processor) to groups in the user’s query—that is, the
lowest-penalty embedding of the requested topology in the
PlanetLab node topology, where the penalty of an embedding
is defined as the sum of the per-node, inter-node, and inter-
group penalties associated with that selection of nodes.
Due to the interaction between the distributed query proces-
sor (resource discovery task) and the optimizer (mapping task),
SWORD is more than a pure resource discoverer. SWORD
provides resource discovery, solves the network mapping task,
but does not provide resource allocation. In particular, since
PlanetLab does not currently support resource guarantees, a
set of resources that SWORD returns to a user may no longer
meet the resource request at some future point in time. In light
of this fact, SWORD supports a continuous query mechanism
where a user’s resource request is continually re-matched to
the characteristics of the available resources, and in turn a
new set of nodes are returned to the user. The user can then
choose to migrate one or more instances of their application.
This process is all part of the general feedback system outlined
in Figure 1.
V. VIRTUAL NETWORK MAPPING
The virtual network mapping is the central phase of the slice
embedding problem. In this section we define the problem of
virtual network mapping, then we survey solutions that focus
only on this phase, as well as solutions that cover interactions
with the other two tasks of the slice embedding problem.
A. Problem definition
The virtual network mapping problem is defined as
follows [52]:
Definition 1 (Network): A Network is defined as an
undirected graph G = (N,L,C) where N is a set
of nodes, L is a set of links, and each node or link
e ∈ N ∪ L is associated with a set of constraints
C(e) = {C1(e), . . . , Cm(e)}. A physical network will
be denoted as GP = (NP , LP , CP ), while a virtual network
will be denoted as GV = (NV , LV , CV ).
Definition 2 (Virtual Network Mapping): Given a virtual
network GV = (NV , LV , CV ) and a physical network GP =
(NP , LP , CP ), a virtual network mapping is a mapping of GV
to a subset of GP , such that each virtual node is mapped onto
exactly one physical node, and each virtual link is mapped
onto a loop-free path p in the physical network. The mapping
is called valid if all the constraints C(e) of the virtual network
are satisfied and do not violate the constraints of the physical
network. More formally, the mapping is a function
M : GV → (NP ,P) (1)
where P denotes the set of all loop-free paths in GP .
M is called a valid mapping if all constraints3 of GV are
satisfied, and for each lv = (sV , tV ) ∈ LV , ∃ a path
p : (sP , . . . , tP ) ∈ P where sV is mapped to sP and tV is
mapped to tP .
Due to the combination of node and link constraints, the
virtual network mapping problem is NP-hard. For example,
assigning virtual nodes to the substrate (physical) network
without violating link bandwidth constraints can be reduced
to the multiway separator problem which is NP-hard [2].
To reduce the overall complexity, several heuristics were
introduced, including backtracking algorithms [54], [52], sim-
ulated annealing as in Emulab [67], as well as heuristics that
solve the node and link mapping independently.
3Examples of node constraints include CPU, memory, physical location,




G 6 Undirected graph representing a general network
N 6 General set of nodes (or vertices) of a network
L 6 General set of links (or edges) of a network
C 6 General set of network constraints
CP (CV ) 6 General set of physical (virtual) network constraints
C(e) = {C1(e), . . . , Cm(e)} 6 Set of m constraints on the element e (node or link) of the network
GP (GV ) 6 Undirected graph representing a physical (virtual) network
NP (NV ) 6 Set of nodes or vertices of a physical (virtual) network
LP (LV ) 6 Set of links or edges of a physical (virtual) network
P 6 Set of loop-free physical paths in a physical network GP
lv = (sV , tV ) 6 Virtual link starting from virtual node sV , and ending in virtual node tV
p : (sP , . . . , tP ) ∈ P 6 Physical path starting from physical node sP , and ending in physical node tP
M 6 Mapping function: GV → (NP ,P)
u′ 7 Next physical node assigned in node mapping algorithm [81]
Snmax (Slmax) 7 Maximum node (link) stress in GP [81]
SN (v) (SL(l)) 7 Current node (link) stress in GP [81]
l 7 Index of physical links [81]
v 7 Index of physical nodes to map [81]
u 7 index of mapped physical nodes in node mapping algorithm [81]
L(v) 7 Set of links adjacent to physical node v [81]
D(v, u) 7 Distance between physical node v and u [81]
Π(GV ) 7 Revenue for allocating virtual network GV [79]
CPUr and bwr 7 CPU and bandwidth required by the virtual network [79]
CPUa and bwa 7 CPU and bandwidth available on a physical network [79]
Ω 7 Price normalization factor [79]
H(nP ) 7 available resource on physical node nP [81]
RN (RL) 8 Physical node (link) stress ratio [79]
Uk(·) 8 Convex objective function run by virtual network k [37]
n0 8 Number of virtual networks to simultaneously map [37]
C(k) = c(k)lj 8 Binary matrix of capacity constraints for virtual network k using virtual path j on physical link l [37]
y(k) 8 virtual link capacities for virtual network k [37]
z(k) 8 Path rate vector for virtual network k [37]
g(k) 8 General convex constraint for virtual network k [37]
D 8 Matrix of physical link capacity
w(k) 8 Weight assigned to virtual network k in the slice allocation phase
ωij 9 Weight (or utilization) imposed on resource j by user i,
Pj 9 Price (in dollars) of the resource j [43]
Uj 9 Overall utilization of resource j [43]
Rj 9 Physical CPU capacity of resource j in a Colocation Game [43]
Kj(i) 9 Colocation cost for user i when mapped to resource j
aij 10 binary variable representing element i in the jth set in a Set Packing Problem
wj 10 Weight assigned to user requesting the set of resources —or objects— j in any allocation (Set Packing Problem)
yj 10 Binary allocation variable for object j in a Set Packing Problem
W (O) 10 Set of users W (objects O) to be allocated in a Set Packing Problem
Q 10 Collection of subsets of objects in a Set Packing Problem
bi 10 Number of copies for each object i in a Set Packing Problem
ci 11 Cost of opening a facility at location i in a Facility Location Problem
dij 11 Cost of serving a user j from facility i
zi 11 Binary variable showing whether or not the facility is selected at location i
xij 11 Binary variable that associates user j served by facility i in Facility Location Problem
xi 11 Decision variable for location i, which is equal to one if the facility is selected
f(·), g(·), h(·) 12 Utility functions for the discovery, virtual network mapping and allocation phase
γ (γj ) 12 Number of virtual nodes (requested by user j)
ψ (ψj ) 12 Number of virtual links (requested by user j)
nVij (n
P
ij ) 12 Decision variable on virtual (physical) node mappable (mapped) to user j)
lVij (pij ) 12 Decision variable on virtual (physical loop-free path) link mappable (mapped) to user j)
Θij (Φkj ) 12 System’s revenue when user j gets assigned to virtual node i (virtual link k.)
Cni (C
l
k) 12 Max virtual nodes (links) that can be simultaneously hosted on the physical node i (physical path k)
TABLE I
NOTATIONS USED IN THE PAPER.
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B. Network mapping without constraints
The problem of static assignments of resources to a virtual
network has been investigated in [81]. Since it is NP-hard,
the authors proposed a heuristic to select physical nodes with
lower stress (i.e., with the lower number of virtual nodes
already assigned to a given physical node), in an attempt
to balance the load. The algorithm consists of two separate
phases: node mapping and link mapping. The node map-
ping phase consists of an initialization step —cluster center
localization— and an iterative subroutine —substrate node
selection— that progressively selects the next physical node
u′ to which the next virtual node is mapped, i.e. the physical
node with the least stress.
In particular, the center cluster is selected as follows:
u′ = arg max
v




where Snmax and Slmax are the maximum node and link stress
seen so far in the physical network, respectively. SN (v) is the
stress on the physical node v, while SL(l) is the stress on
the physical link l. [Snmax − SN (v)] captures the availability




The substrate node selection subroutine maps the remaining
virtual nodes by minimizing a potential function proportional
to both node and link stress on the physical network, i.e.:




Snmax − SN (v) + ε
where VA is the set of already selected substrate nodes, v is
an index over all physical nodes (so v could be the same as
some u), ε is a small constant to avoid division by zero, and
D is the distance between any two physical nodes v and u
and it is defined as:





Slmax − SL(l) + ε
where p is an element of all loop-free paths P(u, v) on the
physical network that connects nodes u and v. The node
mapping phase successfully terminates when all the virtual
nodes are mapped.
The link mapping invokes a shortest path algorithm to find
a minimum hop (loop-free) physical path connecting any pair
of virtual nodes.
In the same paper, the authors modify this algorithm by
subdividing the complete topology of a virtual network into
smaller star topologies. These sub-topologies can more readily
fit into regions of low stress in the physical network.
C. Network mapping with constraints
Many of the solutions to the virtual network mapping
problem consider some constraints in the query specification.
Lu and Turner [55] for example, introduce flow constraints in
a mapping of a single virtual network. The NP-hard mapping
problem is solved by greedily finding a backbone-star topology
of physical nodes (if it exists, otherwise the slice cannot be
embedded), and the choice is refined iteratively by minimizing
a notion of cost associated with the candidate topologies. The
cost metric of a virtual link is proportional to the product
of its capacity and its physical length. No guarantees on the
convergence to an optimal topology mapping are provided,
and only bandwidth constraints are imposed.
A novel outlook on the virtual network mapping problem for
virtual network testbeds is considered in [21]. A topology and
a set of (upper and lower bound) constraints on the physical
resources are given, and a feasible mapping is sought. In
order to reduce the search space of the NP-hard problem, a
depth-first search with pruning as soon as a mapping becomes
infeasible is used.
Another solution that considers embedding with constraints
is presented in [52]. The authors propose a backtracking algo-
rithm based on a subgraph isomorphism search method [48],
that maps nodes and links simultaneously. The advantage of a
single step node-link approach is that link constraints are taken
into account at each step of the node mapping, therefore when
a bad decision is detected, it can be adjusted by backtracking
to the last valid mapping. With a two-stage approach instead,
the remapping would have to be done for all the nodes, which
is computationally expensive.
D. Network mapping + allocation
In all the solutions that focus only on the virtual network
mapping task, only a single virtual network is considered (with
or without constraints), abd no resource allocation mechanism
is provided. In case the mapping algorithm is designed for
virtual network testbeds such as Emulab [77] or Planetlab [65],
this may not be an issue except in rare cases, e.g., during
conference deadlines (see e.g., Figure 1 in [5]). The lack of
resource allocation is instead detrimental to an efficient slice
embedding when the system aims to embed virtual networks
(slices) that are profitable to the leasing infrastructure.
We discuss the case study of [79], that adds resource
allocation to the virtual network mapping task, and hence
introduces cooperation between the last two tasks of the slice
embedding problem. The solution proposed in [79] is targeted
specifically for infrastructure providers, as the physical re-
sources considered—bandwidth and CPU—are assumed to be
rentable. The authors define a revenue function R for each








where bwr(lV ) and CPUr(nV ) are the bandwidth and the
CPU requirements for the virtual link lV and the virtual node
nV , respectively. LV and NV are the sets of requested virtual
links and nodes, and Ω captures the price difference that the
infrastructure provider may charge for CPU and bandwidth.
The algorithm is depicted in Figure 3: after collecting a
set of requests, a greedy node mapping algorithm with the
objective of maximizing the (long term) revenue R is run. In
particular, the algorithm consists of the following three steps:
1) First the requests are sorted by revenue Π(GV ) so











Fig. 3. Path splitting and migration mapping algorithm [79].
2) Then the physical nodes with insufficient available CPU
capacity are discarded to reduce the complexity of the
search.
3) Similarly to [81] (see Section V-B), a virtual node is
mapped on the physical node nP (if it exists) that
maximizes the available resources H , where:




CPUa(nP ) and bwa(lP ) are the CPU and bandwidth
available on the physical node nP and link lP , respec-
tively, and L(nP ) is the set of links adjacent to nP .
After the node mapping, different link mapping algorithms
are presented. First, the authors propose to use a k-shortest
path algorithm [27]. The originality of this paper though,
lies in the improvement of such a link assignment algorithm
through two techniques: path splitting and path migration.
In path splitting the virtual routers forward a fraction of the
traffic through different physical paths to avoid congestion of
critical physical links useful to host other virtual networks.
Path migration instead is adopted to further improve the
resource utilization as it consists of a periodic link mapping re-
computation with a larger set of pre-mapped virtual networks,
leaving unchanged both node mapping—virtual node cannot
migrate on another physical node— and the path splitting
ratios—fraction of the total virtual links requested to which
at least two physical loop-free paths are assigned. After the
link mapping algorithm, the slice requests that could not be
embedded are queued for a re-allocation attempt, and they are
definitively discarded if they fail a given number of attempts.
Inspired by [79] and by the PageRank algorithm [63], two
topology-aware virtual network mapping and allocation algo-
rithms (Random Walk MaxMatch and Random Walk Breath
First Search) have been recently proposed [15]. The novelty,
and common underlying idea of the two algorithms, is to use
the same Markov chain model used in PageRank [63] to sort
both physical and virtual nodes (instead of web pages), and
map the most important virtual nodes to the most important
physical nodes. A physical (virtual) node is highly ranked not
only if it has available (required) CPU, and its adjacent links
have available (required) bandwidth (as in [79]), but also if its
neighbors (recursively) have high rank.
After sorting both physical and virtual nodes, highly ranked
virtual nodes are mapped to highly ranked physical nodes.
E. Dynamic approaches to network mapping and allocation
As mentioned in Section III-B, in the virtual network
mapping task, virtual resources may be statically assigned to
each physical resource, or they can be reassigned to maximize
some notion of utility during the lifetime of a slice.
Many algorithms whose task is simply to discover feasible
mappings are considered static, whether they use simulated
annealing [67], genetic algorithms [77], or backtrack heuris-
tics [54], [52]. A static resource assignment for multiple virtual
networks though, especially when each virtual network needs
to be customized to a particular application, can lead to lower
performance and under utilization of the physical resources.
Being aware of such inefficiencies, adaptive mechanisms to re-
allocate physical resources, on demand or periodically, have
been proposed.
Zan and Ammar [81] have proposed a dynamic version of
their mapping algorithm, in which critical nodes and links in
the physical network are periodically identified. To evaluate
the current stress levels SN and SL for nodes and links, two
metrics are defined: the node and link stress ratio (RN and
RL). The former is the ratio between the maximum node stress
and the average node stress across the whole physical network,
while the latter is the ratio between the maximum link stress











where NP and LP are the set of physical nodes and edges
of the hosting infrastructure, respectively. RN and RL
are periodically compared, and new requests are mapped
optimizing the node stress if RN > RL, or the link stress
if RN < RL. This process is iterated with the aim of
minimizing the stress across the entire physical network.
Dynamic mapping approaches also include the solutions
proposed in [55], since virtual links are iteratively reassigned,
and in [79], due to the migration operations. Although without
any considerations to the node constraints, also in [29] the
authors consider a dynamic topology mapping for virtual
networks.
A solution to the dynamic network mapping problem
that uses optimization theory was presented in the DaVinci
architecture—Dynamically Adaptive Virtual Networks for a
Customized Internet [37]. A physical network with n0 vir-
tual mapped networks is considered. Each virtual network
k = 1, . . . , n0 runs a distributed protocol to maximize its own
performance objective function Uk(·), assumed to be convex
with respect to network parameters, efficiently utilizing the
resources assigned to it. These objective functions, assumed
to be known to a centralized authority, may vary with the
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traffic class (e.g., delay-sensitive traffic may wish to choose
paths with low propagation-delay and keep the queues small to
reduce queuing delay, while throughput-sensitive traffic may
wish to maximize aggregate user utility, as a function of
rate), and may depend on both virtual path rates z(k) and the
bandwidth share y(k) of virtual network k over every physical
link l.
The traffic-management protocols running in each virtual
network are envisioned as the solution to the following opti-
mization problem:
maximize U (k)(z(k), y(k))




where z(k) are the variables (virtual path rates), g(k)(z(k))
are general convex constraints and C(k) defines the mapping
of virtual paths over physical links. This means that there
could be many flows on a single virtual network, i.e., a virtual
network k may host (allocate) multiple services. In particular,
c
(k)
lj = 1 if virtual path j in virtual network k uses the physical
link l and 0 otherwise. 4
The dynamism of this approach lies in the periodic band-
width reassignment among the n0 hosted virtual networks. The
physical network in fact runs another (convex) optimization
problem, whose objective is to maximize the aggregate utility





subject to C(k)z(k) ≤ y(k) ∀k∑
k y
(k) ≤ D
g(k)(z(k)) ≤ 0 ∀k
z(k) ≥ 0 ∀k
variables z(k), y(k) ∀k
(4)
where w(k) is a weight (or priority) that a centralized
authority in charge of embedding the slices assigns to each
virtual network, and D represents the physical capacities. Note
how there are two levels of resource allocation in this model:
each slice maximizes its utility by assigning capacity to each
service hosted, and the physical network maximizes its utility
by assigning resources to some slices.
As in [79], the DaVinci architecture allows (virtual) path
splitting, causing packet reordering problems, and assumes the
node mapping to be given. A more serious limitation is the
assumption that physical links are aware of the performance
objectives of all the virtual networks, which may not be
possible in real world settings.
F. Distributed Virtual Network Mapping Solutions
All the previously discussed solutions assumed a centralized
entity that would coordinate the mapping assignment. In
other words, their solutions are limited to the intra-domain
virtual network mapping. These solutions are well suited for
4As in [42], a system may in fact be hosted on a physical infrastructure by
leasing a slice, and then provide other services by hosting (even recursively)
other slices.
enterprises serving slices to their customers by using only
their private resources. However, when a service must be
provisioned using resources across multiple provider domains,
the assumption of a complete knowledge of the substrate net-
work becomes invalid, and another set of interesting research
challenges arises.
It is well known that providers are not happy to share traffic
matrices or topology information, useful for accomplishing an
efficient distributed virtual network mapping. As a result, ex-
isting embedding algorithms that assume complete knowledge
of the substrate network are not applicable in this scenario.
To the best of our knowledge, the first distributed virtual
network mapping problem was devised by Houidi et al. [40].
The protocol assumes that all the requests are hub-spoke
topologies, and runs concurrently three distributed algorithms
at each substrate node: a capacity-node-sorting algorithm, a
shortest path tree algorithm, and a main mapping algorithm.
The first two are periodically executed to provide up to date
information on node and link capacities to the main mapping.
For every element mapped, there has to be a trigger and
a synchronization phase across all the nodes. The algorithm
is composed of two phases: when all nodes are mapped,
a shortest path algorithm is run to map the virtual links.
The authors propose the use of an external signalling/control
network to alleviate the problem of the heavy overhead.
In [17], the authors proposed a simultaneous node and link
distributed class of mapping algorithms. In order to coordinate
the node and the link mapping phases, the distributed mapping
algorithm is run on the physical topology augmented with
some additional logical elements (meta node and meta links)
associated with the location of the physical resource.
In [16], the same authors describe a similar distributed
(policy-based) inter-domain mapping protocol, based on ge-
ographic location of the physical network: PolyViNE. Each
network provider keeps track of the location information of
their own substrate nodes employing a hierarchical addressing
scheme, and advertising availability and price information to
its neighbors via a Location Awareness Protocol (LAP) —
a hybrid gossiping - publish/subscribe protocol. Gossiping
is used to disseminate information in a neighborhood of a
network provider and pub/sub is employed so a provider could
subscribe to other providers which are not in its neighborhood.
PolyViNE also considers a reputation metric to cope with the
lack of truthfulness in disseminating the information with the
LAP protocol.
VI. ALLOCATION
Different strategies have been proposed when allocating
physical resources to independent parties. Some solutions pre-
fer practicality to efficiency, and adopt best effort approaches,
(see, e.g., PlanetLab [65]), while others let the (selfish) users
decide the allocation outcome with a game [43], [42]. When
instead it is the system that enforces the allocation, it can do it
with [33] or without [5] providing guarantees. In the remainder
of this section we focus first on the game theoretic solutions to
resource allocation, and then on the latter case, describing first
a set of solutions dealing with market-based mechanisms [5],
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[49], [9], and then a reservation-based approach [33]. All those
solutions focus solely on the standalone allocation task of the
slice embedding problem.
A. Game-theory based allocation
Londoño et al. [43] defined a general pure-strategies colo-
cation game which allows users to decide on the allocation of
their requests. In their setting, customer interactions is driven
by the rational behavior of users, who are free to relocate and
choose whatever is best for their own interests. Under their
model, a slice consists of a single node in a graph that needs
to be assigned to a single resource. They define a cost function





where ωij is the weight (or utilization) imposed on resource
j by user i, Pj is the price (in dollars) of the resource j, Uj





ωi ≤ Rj (6)
where J is the set of users mapped on resource j, and Rj is
the physical CPU capacity of resource j.
They define a rational “move” of user i from resource a
to resource b if Rb(i) < Ra(i). The game terminates when
no user has a move that minimizes her cost. Note how the
utility of a user (player) is higher if she can move to a more
“loaded” resource, as she will share the cost with the other
players hosted on the same resource.
The model has two interesting properties. First, the inter-
action among customers competing for resources leads to a
Nash Equilibrium (NE), i.e. a state where no customer in
the system has incentive to relocate. Second, it has been
shown that the Price of Anarchy—the ratio between the
overall cost of all customers under the worst-case NE and
that cost under a socially optimal solution— is bounded by
3/2 and by 2 for homogeneous and heterogeneous resources,
respectively. The authors also provide a generalized version of
this game (General Colocation Game), in which resources to
be allocated are graphs representing the set of virtual resources
and underlying relationships that are necessary to support a
specific user application or task. In this general case however,
the equilibrium results no longer hold as the existence of a
NE is not always guaranteed.
The work by Chen and Roughgarden [14] also introduces
a game theoretical approach to link allocation in the form of
source-destination flows on a shared network. Each flow has
a weight and the cost of the link is split in proportion to the
ratio between the weight of a flow and the total weights of all
the flows sharing the physical link.
As shown, even recently by Chowdhury [17], in a cen-
tralized solution, the virtual network mapping problem can
be thought of as a flow allocation problem where the virtual
network is a flow to be allocated on a physical network.
These two game theoretic approaches may serve as inspir-
ing example for new allocation strategies involving different
selfish principles for virtual service provisioning / competition.
A system may in fact let the users play a game in which the
set of strategies represent the set of different virtual networks
to collocate with, in order to share the infrastructure provider
costs.
B. Market-based allocation
When demand exceeds supply and not all needs can be
met, virtualization systems’ goals can no longer be related to
maximizing utilization, but different policies to guide resource
allocation decisions have to be designed. A natural policy is to
seek efficiency, namely, to allocate resources to the set of users
that bring to the system the highest utility. To such an extent,
the research community has frequently proposed market-based
mechanisms to allocate resources among competing interests
while maximizing the overall utility of the users. A subclass of
solutions dealing with this type of allocation is represented by
auction-based systems. An auction is the process of buying
and selling goods or services by offering them up for bid,
taking bids, and then selling them to the highest bidder.
Few examples where auctions have been adopted in
virtualization-oriented systems are Bellagio [5], Tycoon [49]
and Mirage [9]. They use a combinatorial auction mechanism
with the goal of maximizing a social utility (the sum of the
utilities for the users who get the resources allocated).
A Combinatorial Auction Problem (CAP) is equivalent to a
Set Packing Problem (SPP), a well studied integer program:
given a set O of elements and a collection Q of subsets of
these elements, with non-negative weights, SPP is the problem
of finding the largest weight collection of subsets that are
pairwise disjoint. This problem can be formulated as an integer
program as follows: we let yj = 1 if the jth set in W with
weight wj is selected and yj = 0, otherwise. Then we let
aij = 1 if the jth set in W contains element i ∈ O and zero
otherwise. If we assume also that there are bi copies of the






j∈W aijyj ≤ bi ∀i ∈ O
yj = {0, 1} ∀j ∈ Q
(7)
SPP is equivalent to a CAP if we think of the yjs as the users
to be possibly allocated and requesting a subset of resources
in O, and wj as the values of their bids. Note that solving a
set packing problem is NP-Hard [25]. This means that optimal
algorithms to determine the winner in an auction are also NP-
Hard. To deal with this complexity, many heuristics have been
proposed. In [5] for example, the authors rely on a thresholding
auction mechanism called SHARE [20], which uses a first-fit
packing heuristic.
Another example of a system that handles the allocation for
multiple users with an auction is Tycoon [49]. In Tycoon, users
place bids on the different resources they need. The fraction of
resource allocated to one user is her proportional share of the
total bids in the system. For this reason, Tycoon’s allocation
mechanism can also be considered best-effort: there are no
guarantees that users will receive the desired fraction of the





















Fig. 4. Architecture and allocation phases in SHARP [33].
any user may modify or withdraw their bid at any point in time,
and the allocation for all the users can be adjusted according
to the new bid-to-total ratio.
As pointed out in [4], although market-based allocation
systems can improve user satisfaction on large-scale federated
infrastructures, and may lead to a social optimal resource
allocation, there are few issues that should be taken into
account when designing such mechanisms. In fact, the system
may be exploited by users in many ways. Current auction-
based resource allocation systems often employ very simple
mechanisms, and there are known problems that may impact
efficiency or fairness (see [4], Section 6). We report three of
them here:
• underbidding: users know that the overall demand is low
and they can drive the prices down.
• iterative bidding: often one shot auctions are not enough
to reach optimal resource allocation but the iterations may
not end by the time the allocations are needed.
• auction sandwich attack: occurs when users bid for
resources in several time intervals. This attack gives the
opportunity to deprive other users of resources they need,
lowering the overall system utility.
C. Reservation-based allocation
As the last piece of this section on allocation approaches,
we discuss a reservation-based system, SHARP [33] whose
architecture is depicted in Figure 4. The system introduces
a level of indirection between the user and the centralized
authority responsible for authentication and for building the
slice: the broker or agent. The authority issues a number
of tickets to a number of brokers (usually many brokers
responsible for a subset of resources are connected). Users
then ask and eventually get tickets, and later in time, they
redeem their tickets to the authority that does the final slice
assignment (Figure 4).
This approach has many interesting properties but it may
lead to undesirable effects. For example, coexisting brokers
are allowed to split the resources: whoever has more requests








Fig. 5. Different values of Oversubscription Degree tune allocation guaran-
tees [33].
sharing of responsibilities may bring fragmentation problems
as resources become divided into many small pieces over time.
Fragmentation of the resources is a weakness, as the resources
become effectively unusable being divided into pieces that are
too small to satisfy the current demands.
One of the most relevant contributions of SHARP in the
context of the slice embedding problem, is the rule of the
Oversubscription Degree (OD). The OD is defined as the
ratio between the number of issued tickets and the number
of available resources. When OD is greater than one, i.e.,
there are more tickets than actual available resources, the user
has a probability less than one to be allocated even though
she owns a ticket. When instead OD is less or equal than
one, users with tickets have guaranteed allocation (Figure 5).
Note how the level of guarantees changes with OD. In
particular, when the number of tickets issued by the authority
increases, the level of guarantees decreases. The authors say
that the allocation policy tends to a first come first serve
for OD that tends to infinity. In other words, if there are
infinite tickets, there is no reservation at all, and simply the
first requests will be allocated. The oversubscription degree is
not only useful to control the level of guarantees (by issuing
less tickets than available resources the damage from resource
loss if an agent fails or becomes unreachable is limited), but
it can be used also to improve resource utilization by means
of statistical multiplexing the available resources.
VII. FACILITY LOCATION PROBLEMS
In this section we discuss a set of problems similar to slice
embedding: the facility location problems. Facility location
is a branch of operations research whose goal is to assign
a number of facilities to a set of users, while minimizing a
given cost function. An ample amount of literature exists on
centralized [61], [76] or distributed [32], [50] solutions for this
NP-hard problem [44].
The centralized facility location problem is defined as
follows: suppose we are given n potential facility locations
and a list of m users who need to be serviced from these
locations. There is an initial fixed cost ci of opening the facility
at location i, while there is a cost dij of serving a user j from
facility i. The goal is to select (open) a set of facility locations
and to assign each user to one facility, while minimizing the
cost.
In order to model this problem, we define a binary decision
variable zi for each location i, which is equal to one if the
facility is selected, and 0 otherwise. In addition, we define a







be therefore modeled as follows:
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(2)
After the discovery phase, the vectors of available physical resources
(nP , p) are passed to the virtual network mapping phase.
Virtual Network Mapping: This phase takes as input all the
available resources P " $ P and N " $ N , map (the best) virtual
nodes to physical nodes, (the best) virtual links to physical loop free
paths, and return the list of candidates — virtual nodes and virtual
links — to the allocator. To model the virtual network mapping
phase, we define other two binary variables nVij and lkj #i " N ",
#k " P ", and #j " J , where J is the set of user requesting a slice.
nVij = 1 if a virtual instance of node i could possibly be mapped
to user j and zero otherwise, while lkj = 1 if a virtual instance
of the loop free path k could possibly be mapped to user j and
zero otherwise. So the virtual network mapping phase of the slice
embedding problem can be modeled with the following optimization
problem:
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(3)
where !ij is the system’s revenue if user j gets the virtual node
i, and "kj the system’s revenue if the user j gets the virtual link
k. The first two constraints enforce that all the virtual resources
requested by each users are mapped, the third constraint ensures the
one to one mapping between virtual and physical node is respected,
and the fourth constraint ensures that at least one physical loop free
path is going to be assigned to each virtual link of the requested slice.
Allocation: Once the virtual mapping candidates have been
identified, a packing problem need to be run considering both
priority of the users and physical constraints. Pretty similarly to a set
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where Cni and Clk are the number of virtual nodes and links that
can be simultaneously hosted on the physical node i and path k
respectively, and yj is a binary variable equal to 1 if user j has been
allocated and zero otherwise; wj is the weight assigned to user j,
and it depends on the allocation policy used.
Slice Embedding: The three phases of the slice embedding
problem may be solved in a centralized fashion with the following
optimization problem:
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where the first nine constraints are the same as in problems (2),
(3) and (4) respectively, the last two coupling constraints guarantee
that a user is not selected unless all the resources queried are all
available, and %, & and ' are normalization constants.
Note how in related literature, problem (5) is never completely
solved. In [7] for example, the first two and the last two constraints
are omitted (plus % = ' = 0), and a global knowledge of the
resource availability is assumed. Other solutions that focus only on
the virtual network mapping phase (for example [8]), omit even the
capacity constraints (seventh and eighth).
Clearly, any constraint omission would lead to sub-optimal
allocation efficiency, but so far, centralized or distributed solutions
approaching the slice embedding problem as a whole seem to
be missing. We therefore believe that this subarea of network
virtualization is an interesting research field.
{nPij , pkj}
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After the discovery phase, the vectors of available physical resources
(nP , p) are passed to the virtual network mapping phase.
Virtual Network Mapping: This phase takes as input all the
available resources P " $ P and N " $ N , map (the best) virtual
nodes to physical nodes, (the best) virtual links to physical loop free
paths, and return the list of candidates — virtual nodes and virtual
links — to the allocator. To model the virtual network mapping
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where !ij is the system’s revenue if user j gets the virtual node
i, and "kj the system’s revenue if the user j gets the virtual link
k. The first two constraints enforce that all the virtual resources
requested by each users are mapped, the third constraint ensures the
one to one mapping between virtual and physical node is respected,
and the fourth constraint ensures that at least one physical loop free
path is going to be assigned to each virtual link of the requested slice.
Allocation: Once the virtual mapping candidates have been
identified, a packing problem need to be run considering both
priority of the users and physical constraints. Pretty similarly to a set
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where Cni and Clk are the number of virtual nodes and links that
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be missing. We therefore believe that this subarea of network
virtualization is an interesting research field.
{nPij , pkj}
{#j , $j , Cj(e)}
REFERENCES
[1] D.Bertsimas and J.N. Tsitsiklis. Introduction to Linear Optimization.
Ahena Scientific, 1997.
[2] Christian Frank and Kay Rmer. Distributed facility location algorithms
for flexible configuration of wireless sensor networks. 2007.
[3] Yun Fu, Jeffrey Chase, Brent Chun, Stephen Schwab, and Amin Vahdat.
Sharp: an architecture for secure resource peering. SIGOPS Operating
System Review, 37(5):133–148, 2003.
[4] Nikolaos Laoutaris, Georgios Smaragdakis, Konstantinos Oikonomou,
Ioannis Stavrakakis, and Azer Bestavros. Distributed Placement of Service
Facilities in Large-Scale Networks. In Proceedings of IEEE INFOCOM
2007, Anchorage, AK, May 2007.
[5] P. Mirchandani and R. Francis. Discrete Location Theory. Wiley, 1990.
[6] J Vygen. Approximation algorithms for facility location problems.
Technical report, 05950-OR, Research Institute for Discrete Mathematics,
University of Bonn, 2005.
[7] Minlan Yu, Yung Yi, Jennifer Rexford, and Mung Chiang. Rethinking
virtual network embedding: substrate support for path splitting and
migration. SIGCOMM Comput. Commun. Rev., 38(2):17–29, 2008.
[8] Ammar M. Zhu, Y. Algorithms for assigning substrate network resources
to virtual network components. INFOCOM 2006. 25th IEEE International
Conference on Computer Communications. Proceedings, pages 1 –12,
April 2006.
be therefore modeled as follows:












k!P pk ! $
nPi , pk " {0, 1} #i #k
(2)
After the discovery phase, the vectors of available physical resources
(nP , p) are passed to the virtual network mapping phase.
Vir l Network Mapping: This phase takes as input all the
available resources P " $ P and N " $ N , map (the best) virtual
nodes to physical nodes, (the best) virtual links to physical loop free
paths, and return the list of candidates — virtual nodes and virtual
links — to the allocator. To model the virtual network mapping
phase, we define other two binary variables nVij and lkj #i " N ",
#k " P ", and #j " J , where J is the set of user requesting a slice.
nVij = 1 if a virtual instance of node i could possibly be mapped
to user j and zero otherwise, while lkj = 1 if a virtual instance
of the loop free path k could possibly be mapp d to use j and
zero otherwise. So the virtual network mapping phase of the slice
embedding problem can be modeled with the following optimization
problem:
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where !ij is the system’s revenue if user j gets the virtual node
i, and "kj the system’s revenue if the user j gets the virtual link
k. The first two constraints enforce that all th virtual resources
requested by each users are mapped, the third constraint ensures the
one to one mapping between virtual and physical node is respected,
and the fourth constraint ensures that at least one physical loop free
path is going to be assigned to each virtual link of the r quested sl ce.
Allocation: Once the virtual mapping candidates have been
identified, a packing problem need to be run considering both
priority of the users and physical constraints. Pretty similarly to set
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where Cni and Clk are th number of virtual odes and links that
can be simultaneously osted on the physical node i and path k
respectively, and yj is a binary variable equal to 1 if user j has been
allocated and zero otherwise; wj is the weight assigned to user j,
and it depends on the allocation policy used.
Slice Embedding: The three phases of the slice embedding
problem may be solved in a centralized fashion with the following
optimization problem:
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where the first nine constraints are the same as in problems (??), (??)
and (??) respectively, the last two coupling constraints guarantee
that a user is not selected unless all the resources queried are all
available, and %, & and ' are normalization constants.
Note how in related literature, problem (??) is never completely
solved. In [?] for example, the first two and the last two constraints
are omitted (plus % = ' = 0), and a global knowledge of the
resource availability is assumed. Other solutions that focus only on
the virtual network mapping phase (for example [?]), omit even the
capacity constraints (seventh and eighth).
Clearly, any constraint omission would lead to sub-optimal
allocation efficiency, but so far, centralized or distributed solutions
approaching the slice embedding problem as a whole seem to
be missing. We therefore believe that this subarea of network
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Fig. 6. Interactions and data exchanges in the slice embedding problem.











=1 xij = 1 ∀j
xij ≤ zi ∀i,∀j




i=1 xij = 1 enforces a singl facility
to a user, while the constraint xij ≤ zi ensures that if there
is no facility at location i, i.e. zi = 0, th n user j cannot be
served there, and we must have xij = 0.
The facility l cation and the slice embedding problems may
look similar since both have the high level goal of assigning
a set of resources to a set of users, and both solutions require
knowledge of the resource availability to work efficiently.
However, the two problems differ in many aspects: first,
the facility location assignment algorithms usually assume
no cooperation with the discovery protocol, while in the
slice embedding problem the resource discovery is directly
interacting with the other two phases, as we discuss in the
next section. More importantly, the slice embedding problem
assumes that resources are virtual instances of both nodes and
edges of the physical infrastructure, as opposed to standalone
facilities to be assigned to users. This detail leads to important
differences in the assignment algorithms as explained in [79]
and in [52]. Moreover, facility location problems assume
that each and every user has to be assigned to only one
physical resource (and the positive cost to the system of such
assignment is minimized), while this assumption disappears in
the slice embedding problem where, in general, there may not
be the guarantee that every user is allocated.
VIII. ON MODELING THE SLICE EMBEDDING PROBLEM
In this section we use optimization theory to model the
interactions between the three phases of the slice embedding
problem. We first model each standalone phase — resource
discovery, virtual network mapping, and allocation — and
subsequently model the slice embedding problem as a whole
by merging the three phases into a centralized optimization
problem. Consider the ellipsoid in Figure 6, augmented from
Figure 1 (we explain the rest of the notation throughout this
section): user j requests a virtual network composed of γj ∈ N
virtual nodes, ψj ∈ N virtual links and a vector of constraints
Cj(e) =< Cj(e1), . . . , Cj(ec) > where e is a vector of
c = γj + ψj elements — nodes and links — of the network.
Discov ry: To model the resource discovery we introduce two
binary variables, nPi and pk that are equal to 1 if the i
th
physical node and the kth loop-free physical path, respectively,
are available, and zero otherwise. An element is available
if a di covery operation is able to find it, given a set of
protocol parameters, e.g., find all loop-free paths within a
given deadline, or find as many available physical nodes as
possible within a given number of h ps.
If the system does not return at least γ physical nodes and
ψ available loop-free physical paths among all the possible
N nodes and P paths of the physical network GP , then the
user’s request should be immediately discarded. Among all
possible resources, the system may choose to return a set
that maximizes a given notion of utility. Those utilities may
have the role of selecting the resources that are closer —
with respect to some notion of distance — to the given set
of constraints C(e). If we de ote as ui ∈ R and ωk ∈ R
the utility of physical nodes and paths respectively, then
the di covery phase of the slice embedding problem can be
mod led as follows:












k∈P pk ≥ ψ
nPi , pk ∈ {0, 1} ∀i ∀k
(9)
After the discovery phase is completed, the vectors of available
physical resources (nP , p) are passed to the virtual network
mapper.
Virtual Network Mapping: This phase takes as input all
the available resources (subset of all the existing resources)
P ′ ⊆ P and N ′ ⊆ N , maps virtual nodes to physical nodes,
virtual links to loop-free physical paths, and returns a list of
candidates — virtual nodes and virtual links — to the allocator.
To model this phase, we define two sets of binary variables
nVij ∀i ∈ N ′, and lkj ∀k ∈ P ′, ∀j ∈ J , where J is the set of
users requesting a slice. nVij = 1 if a virtual instance of node i
could possibly be mapped to user j and zero otherwise, while
lkj = 1 if a virtual instance of the loop-free physical path
k could possibly be mapped to user j, and zero otherwise.
The virtual network mapping phase of the slice embedding
problem can hence be modeled by the following optimization
problem:













ij = γj ∀j ∈ J∑
k∈P ′ lkj = ψj ∀j ∈ J
nVij = n
P
ij ∀i ∈ N ′ ∀j ∈ J
lkj ≤ pkj ∀k ∈ P ′ ∀j ∈ J
nPij , n
V
ij , pkj , lkj ∈ {0, 1} ∀i ∀j ∀k,
(10)
where Θij is the revenue that the system would get if user
j gets assigned to virtual node i, and Φkj is the system’s
revenue if the user j gets the virtual link k. The first two
constraints enforce that all the virtual resources requested by
each user are mapped, the third constraint ensures that the one-
to-one mapping between virtual and physical nodes is satisfied,
and the fourth constraint ensures that at least one loop-free
physical path is going to be assigned to each virtual link of
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the requested slice.
Allocation: As soon as the virtual mapping candidates have
been identified, a packing problem needs to be run, considering
both user priorities and physical constraints. Enhancing the
level of details from the standard set packing problem [71] to
virtual nodes and links, we model the allocation phase of the








ijyj ≤ Cni ∀i ∈ N ′∑
j∈J lkjyj ≤ Clk ∀k ∈ P ′
yj ∈ {0, 1} ∀j
(11)
where Cni and C
l
k are the number of virtual nodes and links
respectively, that can be simultaneously hosted on the physical
node i and physical path k, respectively, and yj is a binary
variable equal to 1 if user j has been allocated and zero
otherwise. A weight wj is assigned to each user j, and it
depends on the allocation policy used (e.g. in first-come first-
serve, wj = w ∀ j, or in a priority based allocation
wj represents the importance of allocating user j’s request).
As multiple resources are typically required for an individual
slice, the slice embedding needs to invoke the appropriate
resource allocation methods on individual resources, and it
does so throughout this last phase. Each resource type may
in fact have its own allocation policy (e.g., either guaranteed
or best-effort resource allocation models), and this phase only
ensures that users will not be able to exceed physical limits
or their authorized resource usage. For example, the system
may assign a weight wj = 0 to a user that has not yet
been authorized, even though her virtual network could be
physically mapped.
Slice Embedding: In order to clarify how the three phases
of the slice embedding problem interact and how they may
impact efficiency in network virtualization, we formulate a
centralized optimization problem that considers the slice em-
bedding problem as a whole. In particular, we model the three
phases as follows:
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where the first nine constraints (from (12a) to (12h)) are
the same as in problems (9), (10) and (11), respectively, the
two coupling constraints (12i) and (12j) guarantee that a user
is not allocated unless all the resources she queried can be
mapped, and α, β and δ are normalization factors.
Note how constraints (12e), (12f) and constraints (12i) and
(12j) bind the three phases of the slice embedding problem
together. However, all the above constraints have never been
simultaneously considered before in related literature. In [79]
for example, the first two as well as the last two constraints
are omitted (plus α = δ = 0), and a global knowledge of
the resource availability is assumed. Other solutions that focus
only on the virtual network mapping phase (for example [81]),
omit even the capacity constraints (12g) and (12h).
From an optimization theory point of view, constraint omis-
sions in general may result in sub-optimal solutions while
constraint additions may lead to infeasible solutions. For
example, the resource discovery constraints impact the other
phases of the slice embedding, since a physical resource not
found certainly cannot be mapped or allocated. Moreover, it is
useless to run the virtual network mapping phase on resources
that can never be allocated because they will exceed the
physical capacity constraints. As a consequence, centralized
or distributed solutions for the slice embedding problem as
a whole seem to be a valuable research subarea of network
virtualization.
IX. OPEN PROBLEMS
In this section we present some research challenges that are
important to achieving efficient slice embedding. In general,
due to its complexity, an efficient and largely scalable solution
for the slice embedding problem that involves all the three
tasks is still elusive.
A. Devising new heuristics and approximation algorithms
As described in Section V, the virtual network mapping
is often split into node and link mappings to reduce the
complexity. Note, however, that such assignments are not inde-
pendent. In other words, solving them sequentially introduces
sub-optimalities. Researchers should therefore keep in mind
that node assignments affect link assignments and vice-versa
when devising heuristics for this particular task of the slice
embedding problem.
Another interesting research direction is to devise heuris-
tics for conflicting objectives. For example, it is not clear
whether load balancing is the only way to improve system
performance as done in [81]. One can think about optimizing
other objectives such as bin packing on the physical resources
to save power. Clearly these two optimization approaches are
different and over the lifetime of a slice, one may need to
optimize one more than the other. The load profiling technique
presented in [59], seems to be a more generalized approach
than bin packing and load balancing, where neither extreme
is the objective, and the system attempts to match some target
load distribution across the physical resources.
Although approximation algorithms have been discussed for
similar problems (see for example [46] or in [12]), to the best
of our knowledge, only in [16] they have been applied to the
virtual network mapping task, thus leaving the modeling o
the interaction with discovery and allocation open for further
research.
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B. Addressing scalability and cooperation among the slice
embedding tasks
In all the solutions discussed, it is assumed that allocators
have ubiquitous and updated information on the physical
network. A resource allocator’s ability to make effective and
efficient use of the available resources, however, is governed
by how much information is available to it at the time it needs
to make a decision. Thus, its interaction with the resource
discovery is key. An important factor in this interaction is
how much data must be passed back and forth between
the two components. While passing node information—how
much resources are still available on each particular physical
node—should be manageable, path information is O(n2) in
the number of nodes, and hence will scale poorly.
Another open question is whether and how a system can
achieve efficient allocation with partial information: although
we are not the first to advocate that resource discovery and
allocation in virtualization oriented architectures should work
tightly together (Ricci et al. in [68] for example, claim that
the Emulab testbed is being improved by keeping this design
principle in mind), it is still not clear how much data should
pass between the discoverer and the allocator, how often the
two tasks need to communicate, and which subset of available
resources should be advertised to the allocator.
C. Modeling interactions between the slice embedding tasks
Generally, when designing solutions that involve different
tasks of the slice embedding problem, researchers may utilize
(distributed) optimization techniques. It is in fact possible
to view each phase of the slice embedding problem as a
standalone optimization problem, where different principles
try to optimize the different tasks of the slice embedding
problem, passing around a limited amount of information, to
obtain a globally optimal embedding solution. An efficiency-
overhead trade-off analysis of the mechanisms that involve
such message passing among the tasks encompassing the
slice embedding problem could be helpful in designing novel
virtualization-based systems. Such an analysis could also be
generalized to the cooperation among any coexisting infras-
tructure services [30], with the help of (centralized or dis-
tributed) optimization theory [8], [24], control or even game
theory, for those cases where the principles involved are selfish
or do not have incentives to cooperate.
D. Dissecting distributed decomposition alternatives
A systematic understanding of the decomposability struc-
tures of the slice embedding problem may help obtain the
most appropriate distributed algorithms, given the application.
Decomposition theory provides tools to build analytic founda-
tions for the design of modularized and distributed control of
both physical and virtual networks.
For a given problem representation, there are often many
choices of distributed algorithms, each leading to different
outcome of the global optimality versus message passing
tradeoff [56], [64]. Which alternative is the best depends on
the specifics of the slice embedding application.
We believe that qualitative or quantitative comparisons
across architectural decomposition alternatives of the slice
embedding problem is an interesting research area. When
designing novel (virtual) network architectures for specific
applications, to understand where to place functionalities and
how to interface them is an issue that could be more critical
than the design of how to execute and implement the func-
tionalities themselves.
E. Supporting multiple allocators
Since each allocator can only make scheduling decisions
based on the jobs submitted to it, it seems challenging to make
multiple allocators work together, and this opens an interesting
research direction. Allocation solutions consider only the
scheduling problem, but another interesting problem is what
to do after the resources are allocated. Since an infrastructure
should be able to host customized virtual networks, each with
different goals and constraints, we believe that there is not a
“right” type of resource allocator, but resource allocators of
modern distributed service architectures should rather support
different policies for different applications that they support;
for example, some users should be able to be allocated in a
first come first serve manner, others should have soft or hard
reservation guarantees. An architecture that would support a
range of allocation policies is still missing.
F. Protocol Design and Implementation
The recently proposed distributed service architectures (e.g.
NetServ [73] or RINA [23]) are a promising petri dish for
testing novel protocols and distributed applications. In the case
of RINA for example, (recursive) slice embedding protocols
could be designed and prototyped over virtualization-based
platforms. In particular, (inspired by [37]), we believe that
designing and implementing efficient protocols to guarantee a
given Service Level Agreement among slices managed by the
same, or by different providers, is an interesting research area.
In the case of the RINA architecture [23], where “Distributed
Inter-process communication Facilities (DIF)”—the building
blocks of the architecture — can be thought of as slices, this
would mean designing recursive protocols to enable service
provisioning across multiple tier-level providers. In fact, a DIF,
just as a slice, is a service building block that can be repeated
and composed in layers to build wider scoped services that
meet user requirements.
Moreover, as mentioned in Section VI-A, distributed pro-
tocols to capture competition and interactions among slice
embedding providers could be devised, assuming cooperation
among different principles providing the service, or by means
of a marketplace that allows selfish behavior.
X. CONCLUSIONS
Network virtualization has been proposed as the technology
that will allow growing and testing of novel Internet architec-
tures and protocols, overcoming the weaknesses of the current
Internet, as well as testing them in repeatable and reproducible
network conditions. Moreover, taking cue from current trends
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in industry, it can be anticipated that virtualization will be
an essential part of future networks as it allows leasing and
sharing the physical (network) infrastructure. In this regard, an
important challenge is the allocation of substrate resources to
instantiate multiple virtual networks. In order to do so, three
main steps can be identified in the so called slice embedding
problem: resource discovery, virtual network mapping and
allocation.
We outlined how these three tasks are tightly coupled, and
how there exists a wide spectrum of solutions that either solve
a particular task, or jointly solve multiple tasks along with
the interactions between them. We then concluded with a few
interesting research directions in this area.
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