A measurement of the inclusive cross section of top quark pair production in association with a Z boson using proton-proton collisions at a center-of-mass energy of 13 TeV at the LHC is performed. The data sample corresponds to an integrated luminosity of 77.5 fb −1 , collected by the CMS experiment during 2016 and 2017.
Introduction
The large amount of proton-proton (pp) collision data at a center-of-mass energy of 13 TeV at the CERN LHC allows for precision measurements of standard model (SM) processes with very small production rates. Precise measurements of the inclusive and differential cross sections of the ttZ process are of particular interest because it can receive sizable contributions from phenomena beyond the SM (BSM) [1, 2] . The ttZ production is the most sensitive process for directly measuring the coupling of the top quark to the Z boson. Also, this process is an important background to several searches for BSM phenomena, as well as to measurements of certain SM processes, such as tt production in association with the Higgs boson (ttH).
The inclusive cross section for ttZ production has been measured by both the CMS and ATLAS Collaborations using the pp collision data at √ s = 13 TeV collected in 2016, corresponding to an integrated luminosity of about 36 fb −1 . The CMS Collaboration used events containing three or four charged leptons (muons or electrons) and reported a value σ(ttZ) = 0.99
−0.08 (stat)
+0.12
−0.10 (syst) pb [3] . The ATLAS Collaboration measured σ(ttZ) = 0.95 ± 0.08 (stat) ± 0.10 (syst) pb, based on events with two, three, or four charged leptons [4] .
In this paper, we report an updated measurement of the ttZ cross section in three-and fourlepton final states using pp collision data collected with the CMS detector in 2016 and 2017, corresponding to a total integrated luminosity of 77.5 fb −1 . The Z boson is detected through its decay to an oppositely charged lepton pair. While the data analysis strategy remains similar to the one presented in Ref.
[3], this new measurement benefits largely from an improved lepton selection procedure based on multivariate analysis techniques and a more inclusive trigger selection. In addition to the inclusive cross section, the differential cross section is measured as a function of the transverse momentum of the Z boson, p T (Z), and cos θ * Z . The latter observable is the cosine of the angle between the direction of the Z boson in the detector reference frame and the direction of the negatively charged lepton in the rest frame of the Z boson.
Because of the key role of the top quark interaction with the Z boson in many BSM models [5] [6] [7] [8] [9] [10] , the differential cross section measurements can be used to constrain anomalous ttZ couplings. To this end, we pursue two different interpretations. A Lagrangian containing anomalous couplings [11] is used to obtain bounds on the vector and axial-vector currents, as well as on the electroweak magnetic and electric dipole moments of the top quark. The interpretation is extended in the context of SM effective field theory (SMEFT) [12] , and we constrain the Wilson coefficients of the relevant BSM operators of mass dimension 6. There are 59 operators, among which we select the four most relevant linear combinations, as described in Ref. [13] .
tor hadron calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity (η) coverage. Muons are detected in gas-ionization chambers embedded in the steel magnetic flux-return yoke outside the solenoid. Events of interest are selected using a two-tiered trigger system [14] . The first level, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events, while the second level selects events by running a version of the full event reconstruction software optimized for fast processing on a farm of computer processors. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [15] .
Data samples and object selection
The data sample used in this measurement corresponds to an integrated luminosity of 77.5 fb −1 of pp collision events collected with the CMS detector during 2016 and 2017. To incorporate the LHC running conditions and the CMS detector performance, the two data sets were analyzed independently with appropriate calibrations applied, and combined at the final stage to extract the cross section value, as described in more detail in Section 6.
Simulated Monte Carlo (MC) events are used to model the signal selection efficiency, to test the background prediction techniques, and to predict some of the background yields. Two sets of simulated events for each process are used in order to match the different data-taking conditions in 2016 and 2017. Events for the ttZ signal process and a variety of background processes, including production of WZ and triple vector boson (VVV) events, are simulated at next-to-leading order (NLO) in perturbative quantum chromodynamics (QCD) using the MADGRAPH5 aMC@NLO v2.3.3 and v2.4.2 generators [16] . The NLO POWHEG v2 [17] generator is used for simulation of the tt production process, as well as for processes involving the Higgs boson produced in vector boson fusion (VBF) or in association with vector bosons or top quarks. The NNPDF3.0 (NNPDF3.1) [18, 19] parton distribution functions (PDFs) are used for simulating the hard process. Table 1 gives an overview of the event generators, PDF sets, and cross section calculations that are used for the signal and background processes. For all processes, the parton showering and hadronization are simulated using PYTHIA 8.203 [20, 21] . The modeling of the underlying event is done using the CUETP8M1 [22, 23] and CP5 tunes [24] for simulated samples corresponding to the 2016 and 2017 data sets, respectively. The CUETP8M2 and CUETP8M2T4 tunes [25] are used for the 2016 ttH and ttVV samples, respectively. Double counting of the partons generated with MADGRAPH5 aMC@NLO and PYTHIA is removed using the MLM [26] and the FXFX [27] matching schemes for leading-order (LO) and NLO samples, respectively.
The ttZ cross section measurement is performed in a phase space defined by the invariant mass of an oppositely charged and same-flavor lepton pair 70 ≤ m( ) ≤ 110 GeV. Using a simulated signal sample, the contribution of tt γ * was verified to be negligible. The Z boson branching fractions to charged and neutral lepton pairs are set to (Z → , νν) = 0.301 [28] . The theoretical prediction of the inclusive ttZ cross section is computed for √ s = 13 TeV at NLO in QCD and electroweak accuracy using MADGRAPH5 aMC@NLO and the PDF4LHC recommendations [29] to assess the uncertainties. It is found to be 0.84 ± 0.10 pb [30] [31] [32] , with the renormalization and factorization scales µ F and µ R set to µ R = µ F = m(t) + m(Z)/2, where m(t) = 172.5 GeV is the on-shell top quark mass [30] .
All events are processed through a simulation of the CMS detector based on GEANT4 [42] and are reconstructed with the same algorithms as used for data. Simultaneous pp collisions in the same or nearby bunch crossings, referred to as pileup (PU), are also simulated. In simulation, the distribution of the reconstructed pp interaction vertices (IVs) in an event is chosen to match the one observed in the data. The average number of IVs in the years 2016 and 2017 was 23 and 32, respectively. The CMS particle-flow (PF) algorithm [43] is used for particle reconstruction and identification, yielding a consistent set of electron [44] , muon [45] , charged and neutral hadron, and photon candidates. These particles are defined with respect to the primary IV (PV), chosen to have the largest value of summed physics-object p 2 T , where these physics objects are reconstructed by a jet-finding algorithm [46, 47] applied to all charged tracks associated with the vertex. Jets are reconstructed by clustering PF candidates using the anti-k T algorithm [46] with a distance parameter R = 0.4. The influence of PU is mitigated through a charged hadron subtraction technique, which removes the energy of charged hadrons not originating from the PV [48] . Jets are calibrated separately in simulation and data, accounting for energy deposits of neutral particles from PU and any nonlinear detector response [49, 50] . Jets with p T > 30 GeV and |η| < 2.4 are selected for the analysis. Jets are identified as originating from the hadronization of b quarks using the DEEPCSV algorithm [51] . This algorithm achieves an averaged efficiency of 70% for b quark jets to be correctly identified, with a misidentification rate of 12% for charm quark jets and 1% for jets originating from u, d, s quarks or gluons.
Lepton identification and selection are critical ingredients in this measurement. Prompt leptons are those originating from direct W or Z boson decays, while nonprompt are those that are either misidentified jets or genuine leptons resulting from semileptonic decays of hadrons containing heavy-flavor quarks. To achieve an effective rejection of the nonprompt leptons, a multivariate analysis has been developed separately for electrons and muons similar to the one presented in Ref. [52] . A boosted decision tree (BDT) classifier is used via the TMVA toolkit [53] for the multivariate analysis. In addition to the lepton p T and |η|, the training uses several discriminating variables. These comprise the kinematic properties of the jet closest to the lepton; the impact parameter in the transverse plane of the lepton track with respect to the PV; a variable that quantifies the quality of the geometric matching of the track in the silicon tracker with the signals measured in the muon chambers; variables related to the ECAL shower shape of electrons; two variants of relative isolation-one computed with a fixed (R = 0.3) and another with a variable cone size depending on the lepton p T [54] . The relative isolation is defined as the scalar p T sum of the particles within a cone around the lepton direction, divided by the lepton p T . Comparing a stringent requirement on the BDT output to the non-BDT-based lepton identification used in Ref. [3] , an increase of up to 15% in prompt lepton selection efficiency is achieved, while the nonprompt lepton selection efficiency is reduced by about a factor 2 to 4, depending on the lepton p T . Muons (electrons) passing the BDT selection and having p T > 10 GeV and |η| < 2.4 (2.5) are selected. In order to avoid double counting, jets within a cone of ∆R = √ (∆η) 2 + (∆φ) 2 = 0.4 around the selected leptons are discarded, where ∆η and ∆φ are the differences in pseudorapidity and azimuthal angle, respectively.
Event selection and observables
Events are selected using a suite of triggers each of which requires the presence of one, two, or three leptons. For events selected by the triggers that require at least one muon or electron, the p T threshold for muons (electrons) was 24 (27) GeV during 2016 and 27 (32) GeV in 2017. For triggers that require the presence of at least two leptons, the p T thresholds are 23 and 17 GeV for the highest p T (leading) and 12 and 8 GeV for the second-highest p T (subleading) electron and muon, respectively. This strategy ensures an overall trigger efficiency higher than 98% for events passing the lepton selection described below over the entire 2016 and 2017 data sets. These efficiencies are measured in data samples with an independent trigger selection and compared to those obtained in simulation. The measured differences are mitigated by reweighting the simulation by appropriate factors that differ from unity by less than 2 (3)% in the 2016 (2017) data set.
Events with exactly three leptons (µµµ, µµe, µee, or eee) satisfying p T > 40, 20, 10 GeV or exactly four leptons (µµµµ, µµµe, µµee, µeee, or eeee) with p T > 40, 10, 10, 10 GeV are analyzed separately. In both categories, exactly one oppositely charged and same-flavor lepton pair consistent with the Z boson hypothesis is required, namely, for the three-and four-lepton categories |m( ) − m(Z)| < 10 and 20 GeV, respectively. This selection reduces the contributions from background events with zero or more than one Z boson. Events containing zero jets are rejected. The measurement uses the jet multiplicity N j in different event categories depending on the number of b-tagged jets N b in the event. For the three-lepton channel these are N b = 0, 1, ≥ 2, while for the four-lepton channel these categories are limited to N b = 0, ≥ 1. The analysis makes use of several control regions in data to validate the background predictions, as well as to control the systematic uncertainties associated with them. The details are given in Section 5.
Background predictions
Several SM processes contribute to the three-and four-lepton final states. The ttZ process typically produces events with large jet and b-tagged jet multiplicities. In contrast, events with N b = 0 are dominated by background processes. Following closely the methodologies used in Ref. [3] , the separation between signal and backgrounds is obtained from a binned maximum-likelihood fit with nuisance parameters. In the fit, the contributions from the various background processes are allowed to vary within their uncertainties.
The main contributions to the background arise from processes with at least one top quark produced in association with a W, Z, or Higgs boson, i.e., ttH, ttW, tWZ, tZq, tHq, tHW, ttVV, and tttt. They are collectively denoted as t(t )X and estimated using simulated samples. We consider both the theoretical and experimental systematic uncertainties in the background yields for the t(t )X category. The theoretical uncertainty in the inclusive cross section is around 11% [16, 31, 55] . This uncertainty is evaluated by varying µ R and µ F in the matrix element and parton shower description by a factor of 2 up and down, ignoring the anticorrelated variations, as well as the uncertainties stemming from the choice of PDFs. Among these processes, the tZq cross section was recently measured by the CMS Collaboration with a precision of 15% [56] . Thus, we use this measurement and its uncertainty for the tZq cross section.
The WZ production constitutes the second-largest background contribution, in particular for events with three leptons, while in the four-lepton category, ZZ production becomes substantial. For both these processes, the prediction of the overall production rate and the relevant kinematic distributions can be validated in data samples that do not overlap with the signal region. Events with three leptons, two of which form a same-flavor pair with opposite charge and satisfy |m( ) − m(Z)| < 10 GeV and N b = 0, are used to validate the WZ background prediction. Four-lepton events with two Z boson candidates are used to constrain the uncertainties in the prediction of the ZZ yield. Figure 1 presents the observed and predicted event yields for these categories and the reconstructed transverse momentum of the Z boson candidates, as well as the lepton flavor and N b in the ZZ-enriched control region. Agreement within the systematic uncertainties is observed. A normalization uncertainty of 10% is assigned to the prediction of the WZ and ZZ backgrounds [57] , and an additional 20% uncertainty is appended to the WZ background prediction with N j ≥ 3 because of the observed discrepancy in events with high jet multiplicity.
We also estimate the potential mismodeling of WZ production when heavy-quark pairs from gluon splitting are included by using a control data sample containing a Z boson candidate and two b-tagged jets. From a comparison of the angle between the two b jets for these events in data and simulation, a systematic uncertainty of less than 20% is estimated from possible mismodeling. Propagating this uncertainty to the number of simulated WZ events with gluon splitting, the additional uncertainty in the prediction of WZ events with N b ≥ 1 is estimated to be 8%.
The background from nonprompt leptons mainly originates from tt or Z → events in which an additional nonprompt lepton arises from a semileptonic decay of a b hadron. The lepton selection specifically targets the reduction of nonprompt-lepton backgrounds to a subdominant level, while keeping the signal efficiency high. The details of the nonprompt-lepton background estimation are given in Ref. [3] . In this analysis, it is validated in simulation and with a data control sample that contains three-lepton events without a Z boson candidate. Figure 2 shows the predicted and observed yields in this control sample for different lepton flavors, as a function of the p T of the lowest-p T lepton and N b . We find good agreement between predicted and observed yields. Based on these studies, a systematic uncertainty of 30% in the prediction of the background with nonprompt leptons is assigned, while the statistical uncertainty ranges between 5-50%, depending on the measurement bin.
A small contribution to the background comes from VVV processes. We group them in the "rare" category as these have relatively small production rates. Processes that involve a photon (Zγ ( * ) and tt γ ( * ) ) are denoted by Xγ. The contribution from both of these categories to the selected event count is evaluated using simulated samples described in Section 3. As in the case of the t(t )X backgrounds, scale factors are applied to account for small differences between data and simulation in trigger selection, lepton identification, jet energy corrections, and b jet selection efficiency. The overall uncertainty in the normalization of the rare background category is estimated to be 50% [30, 58] , while for Xγ it is 20% [59, 60] . The statistical uncertainty stemming from the finite size of the simulated background samples are typically small, around 5% and reaching 100% only in some extreme jet multiplicity regions. Number of events The lower panels show the ratio of the event yields in data to the predictions.
Systematic uncertainties
The systematic uncertainties affecting the signal selection efficiency and background yields are summarized in corresponding to a total inelastic pp cross section of 69.2 mb [63] . The uncertainty in the latter, which affects the PU estimate, is 5% [64] and leads to about 2% uncertainty in the expected yields.
The uncertainties in the corrections to the trigger selection efficiencies are propagated to the results. A 2% uncertainty is assigned to the yields obtained in simulation. Lepton selection efficiencies are measured using a "tag-and-probe" method [44, 45] in bins of lepton p T and η, and are found to be higher than 60 (95)% for lepton p T ≤ 25 (> 25) GeV. These measurements are performed separately in data and simulation. The differences between these two measurements are used to scale the yields obtained in the simulation. They are typically around 1% and reach 10% for leptons with p T < 20 GeV. The systematic uncertainties related to this source vary between 4.5 and 6% in the signal and background yields.
Uncertainties in the jet energy calibration are estimated by shifting the jet energy corrections in simulation up and down by one standard deviation. Depending on p T and η, the uncertainty in jet energy scale changes by 2-5% [50] . For the signal and backgrounds modeled via simulation, the uncertainty in the measurement is determined from the observed differences in the yields with and without the shift in jet energy corrections. The same technique is used to calculate the uncertainties from the jet energy resolution, which are found to be less than 1% [50] . The b tagging efficiency in the simulation is corrected using scale factors determined from data [51, 65] . These are estimated separately for correctly and incorrectly identified jets, and each results in an uncertainty of about 1-4%, depending on N b .
To estimate the theoretical uncertainties from the choice of µ R and µ F , each of these parameters is varied independently up and down by a factor of 2, ignoring the case, in which one param-eter is scaled up while the other is scaled down. The envelope of the acceptance variations is taken as the systematic uncertainty in each search bin and is found to be smaller than 4%. The different sets in the NNPDF3.0 PDF [18] are used to estimate the corresponding uncertainty in the acceptance for the differential cross section measurement, which is typically less than 1%. The uncertainty associated with the choice of PDFs for the anomalous coupling and SMEFT interpretations is estimated by using several PDFs and assigning the maximum differences as the quoted uncertainty, following the PDF4LHC prescription with the MSTW2008 68% CL NNLO, CT10 NNLO, and NNPDF2.3 5f FFN PDF sets (as described in Ref. [29] and references therein, as well as Refs. [66] [67] [68] ). In the parton shower simulation, the uncertainty from the choice of µ F is estimated by varying the scale of initial-and final-state radiation up by factors of 2 and √ 2 and down by factors of 0.5 and 1/ √ 2, respectively, as suggested in Ref. [22] . The default configuration in PYTHIA includes a model of color reconnection based on multiple parton interactions (MPI) with early resonance decays switched off. To estimate the uncertainty from this choice of model, the analysis is repeated with three other color reconnection models within PYTHIA: the MPI-based scheme with early resonance decays switched on, a gluon-move scheme [69] , and a QCD-inspired scheme [70] . The total uncertainty from color reconnection modeling is estimated by taking the maximum deviation from the nominal result and amounts to 1.5%.
Results

Inclusive cross section measurement
The signal extraction is performed using various jet and b jet categories from events with three and four leptons. The observed data, as well as the predicted signal and background yields, are shown in Fig. 3 . The statistical procedure to extract the cross section is detailed in Refs. [71] [72] [73] [74] . The observed yields and background estimates in each analysis category, and the systematic uncertainties are used to construct a binned likelihood function L(r, θ) as a product of Poisson probabilities of all bins. As described in Section 6, the bins of the two data-taking periods are kept separate, and the correlation pattern of the uncertainty as specified in Table 2 . The parameter r is the signal strength modifier, i.e., the ratio between the measured cross section and the central value of the cross section predicted by simulation, and θ represents the full suite of nuisance parameters.
The test statistic is the profile likelihood ratio, q(r) = −2 ln L(r,θ r )/L(r,θ), whereθ r reflects the values of the nuisance parameters that maximize the likelihood function for signal strength r. An asymptotic approximation is used to extract the observed cross section of the signal process and the associated uncertainties [71] [72] [73] [74] . The quantitiesr andθ are the values that simultaneously maximize L. The fitting procedure is performed for the inclusive cross section measurements, and separately for the SMEFT interpretation. The combined cross section of the three-and four-lepton channels within the phase space 70 ≤ m( ) ≤ 110 GeV for the pair is measured to be σ(pp → ttZ) = 0.95 ± 0.05 (stat) ± 0.06 (syst) pb, in agreement with the SM prediction of 0.84 ± 0.10 pb at NLO and electroweak accuracy [30] [31] [32] and 0.86
−0.08 (scale) ± 0.03 (PDF + α S ) pb including also next-to-next-to-leading-logarithmic (NNLL) corrections [75] . The measured cross sections for the three-and four-lepton channels are given in Table 3 .
The individual contributions to the total systematic uncertainty in the measured cross section are listed in the fourth column of Table 2 . The largest contribution comes from the imperfect knowledge of the lepton selection efficiencies in the signal acceptance. The uncertainties in parton shower modeling and t(t )X background yields also form a large fraction of the total uncertainty. With respect to the earlier measurements [3, 4], the statistical (systematic) uncertainty in the inclusive cross section is reduced by about 35 (40)%. The improvement in the systematic uncertainty is primarily the result of a better lepton selection procedure and the detailed studies of its performance in simulation, and an improved estimation of the trigger and b tagging efficiencies in simulation. The reported result is the first experimental measurement that is more precise than the most precise theoretical calculations for ttZ production at NLO in QCD.
A signal-enriched subset of events is selected by requiring N b ≥ 1 and N j ≥ 3 (2) for the three (four)-lepton channels. The signal purity is about 65% for these events. Figure 4 shows several kinematic distributions for these signal-enriched events. The sum of the signal and background predictions is found to describe the data within uncertainties. The event yields are listed in Table 4 . 
Differential cross section measurement
The differential cross section is measured as a function of p T (Z) and cos θ * Z . In the simulation, the transverse momentum of the Z boson is taken as the final momentum after any QCD and electroweak radiation. The differential cross section is defined in the same phase space as the inclusive cross section reported above, i.e., in the phase space where the top quark pair is produced in association with two leptons with an invariant mass of 70 ≤ m( ) ≤ 110 GeV, corrected for the detector efficiencies and acceptances, as well as for the branching fraction for the Z boson decay into a pair of muons or electrons.
The measurement of the differential cross section is performed in a signal-enriched sample of events defined by requiring exactly three identified leptons, N b ≥ 1, and N j ≥ 3. The post-fit distributions corresponding to that selection are shown in Fig. 4 . Since the data samples under study are statistically limited, a rather coarse binning in p T (Z) and cos θ * Z is chosen for the differential cross section measurement, with four bins in each distribution.
The cross sections are calculated from the measured event yields corrected for selection and detector effects by subtracting the background and unfolding the resolution effects. The number of signal events in each bin is determined by subtracting the expected number of background events from the number of events in the data, where the background samples are used without any fit. The ttZ MADGRAPH5 aMC@NLO MC sample is used to construct a response matrix that takes into account both detector response and acceptance corrections. The same corrections, scale factors, and uncertainties as used in the inclusive cross section are applied. Since the resolution of the lepton momenta is good, the fraction of events migrating from one bin to another is extremely small. In all bins, the purity, defined as the fraction of reconstructed events that originate from the same bin, and the stability, defined as the fraction of generated events that are reconstructed in the same bin, are larger than 94%. Under such conditions, matrix inversion without regularization provides an unbiased and stable method to correct for detector response and acceptance [76] . In this analysis, the TUnfold package [77] is used to obtain the results for the two measured observables.
For each theoretical uncertainty in the signal sample, such as the choice of µ R , µ F , the PDF, and the parton shower, the response matrix is modified and the unfolding procedure is repeated. The uncertainties in the background expectation are accounted for by varying the number of subtracted background events. Experimental uncertainties from the detector response and efficiency, such as the lepton identification, jet energy scale, and b tagging uncertainties, are applied as a function of the reconstructed observable. For the latter uncertainties, the unfolding is performed using the same response matrix as for the nominal result and varying the input data within their uncertainties. This choice is made in order to minimize possible contributions from numerical effects in the matrix inversion. cross sections as function of p T (Z) and cos θ * Z , as obtained from the unfolding procedure described above. Also shown is the prediction from the MC generator MADGRAPH5 aMC@NLO with its uncertainty from scale variations, the PDF choice, and the parton shower [30] [31] [32] , as well as a theory prediction at NLO+NNLL accuracy with its uncertainty from scale variations [75, 78] . Good agreement of the predictions with the measurement is found. The scale variations affect the normalization of the predictions but have negligible impact on their shapes.
Search for anomalous couplings and effective field theory interpretation
The role of the top quark in many BSM models [5] [6] [7] [8] [9] [10] makes its interactions, in particular the electroweak gauge couplings, sensitive probes that can be exploited by interpreting the differential ttZ cross section in models with modified interactions of the top quark and the Z boson. Extending the earlier analysis [3] , where the inclusive cross section measurement was used, we consider an anomalous coupling Lagrangian [79] 
which contains the neutral vector and axial-vector current couplings, C 1,V and C 1,A , respectively. The electroweak magnetic and electric dipole interaction couplings are denoted by C 1,V and C 1,A , respectively, and the four-momentum of the Z boson is denoted by p ν . In total, there are four real parameters. The current couplings are exactly predicted by the SM as
where θ W is the Weinberg angle, and Q f and I f 3,q label the charge and the third component of the isospin of the SM fermions, respectively [28] . The dipole moments, moreover, are generated only radiatively in the SM. Their small numerical values, which are well below 10 −3 [5, 80, 81] , therefore allow stringent tests of the SM. Beyond p T (Z), several observables have been considered that are sensitive to anomalous electroweak interactions of the top quark [82] . Among them, cos θ * Z has a high experimental resolution and provides the best discriminating power when compared to a comprehensive set of alternative choices calculated using the reconstructed leptons, jets, and b-tagged jets.
An alternative interpretation is given in the context of SMEFT in the Warsaw basis [12] formed by 59 independent Wilson coefficients of mass dimension 6. Among them, 15 are important for top quark interactions [83] , which in general have a large impact on processes other than ttZ. Anomalous interactions between the top quark and the gluon (chromomagnetic and chromoelectric dipole moment interactions) are tightly constrained by the tt+jets measurement [84] . Similarly, the modification of the Wtb vertex is best constrained by measurements of the W helicity fractions in top quark pair production [85] and in t-channel single top quark production [86] . It is thus appropriate to separately consider the operators that induce anomalous interactions of the top quark with the remaining neutral gauge bosons, the Z boson and the photon. In the parametrization adopted here [13] , the relevant Wilson coefficients are c tZ , c [I] tZ , c φt , and c − φQ . The former two induce electroweak dipole moments, while the latter two induce anomalous neutral-current interactions. These Wilson coefficients, which are combined as
are the main focus of this work. The Wilson coefficients in the Warsaw basis are denoted by C (33) uB , C (33) uW , C (33) φu , C
1(33)
φq , and C
3(33)
φq , as defined in Ref. [13] . The constraints C Based on the best expected sensitivity, we choose the following signal regions in the three-and four-lepton channels. In the three-lepton channel, there are 12 signal regions defined by the four p T (Z) thresholds 0, 100, 200, and 400 GeV, and three thresholds on cos θ * Z at −1.0, −0.6, and 0.6. In the four-lepton channel, the predicted event yields are lower, leading to an optimal choice of only three bins defined in terms of p T (Z) with thresholds at 0, 100, and 200 GeV. The jet multiplicity requirement is relaxed to N j ≥ 1. Next, 12 control regions in the three-lepton channel are defined by requiring N b = 0 and N j ≥ 1, but otherwise reproducing the threelepton signal selections. The three-lepton control regions guarantee a pure selection of the main WZ background. In order to also constrain the leading ZZ background of the four-lepton channel, we add three more control regions with N b ≥ 0 and N j ≥ 1 and require that there be two pairs of opposite-sign same-flavor leptons consistent with the Z boson mass in a window of ±15 GeV. A summary of the signal and control regions is given in Table 5 . Table 5 : Definition of the signal regions (SRs) and control regions (CRs). For signal regions SR13, SR14, and SR15 and control regions CR13, CR14, and CR15, there is no requirement on cos θ * Z .
The predictions for signal yields with nonzero values of anomalous couplings or Wilson coefficients are obtained by simulating large LO samples in the respective model on a fine grid in the parameter space, including the SM configuration. Then, the two-dimensional (2D) generatorlevel distributions of p T (Z) and cos θ * Z for the BSM and the SM parameter points are used to define the reweighting of the nominal NLO ttZ sample. The result of the reweighting procedure is tested on a coarse grid in BSM parameter space, where BSM samples are produced and reconstructed. The differences between the full event reconstruction and the reweighting procedure are found to be negligible for all distributions considered in this work. The theoretical uncertainties in the predicted BSM yields are scaled accordingly.
From the predicted yields and the uncertainties, we construct a binned likelihood function L(θ) as a product of Poisson probabilities, where θ labels the set of nuisance parameters. The test statistic is the profile likelihood ratio q = −2 ln(L(θ, C)/L(θ max )) whereθ is the set of nuisance parameters maximizing the likelihood function at a BSM point defined by the Wilson coefficients collectively denoted by C. In the denominator,θ max maximizes the likelihood function in the BSM parameter plane. Figure 6 shows the best-fit result in the plane spanned by c φt and c − φQ using the regions in Table 5 . Figure 7 displays the log-likelihood scan in the 2D planes spanned by c φt and c − φQ , as well as c tZ and c [I] tZ . Consistent with the measurement of the cross section, the SM value is close to the contour in 2D at 95% confidence level (CL) for modified vector and axial-vector current couplings. Models with nonzero electroweak dipole moments predict a harder p T (Z) spectrum that is not observed in data. The SM prediction is within the 68% confidence interval of the best-fit value of the c tZ and c [I] tZ coefficients. Figure 8 shows the complementary scan in the 2D plane spanned by the anomalous current interactions C 1,V and C 1,A , as well as the anomalous dipole interactions C 2,V and C 2,A . In both cases, the SM predictions are consistent with the measurements.
Finally, Figs. 9 and 10 display the one-dimensional (1D) scans, where in each plot, all other coupling parameters are set to their SM values. The corresponding 1D confidence intervals at 68 and 95% CL are listed in Table 6 and are the most stringent direct constraints to date. A comparison of the observed 95% confidence intervals with earlier measurements is shown in Fig. 11 , together with direct limits obtained within the SMEFiT framework [87] and by the TopFitter Collaboration [88] . 
Summary
A measurement of top quark pair production in association with a Z boson using a data sample of proton-proton collisions at √ s = 13 TeV, corresponding to an integrated luminosity of 77.5 fb −1 , collected with the CMS detector at the LHC has been presented. The analysis was performed in the three-and four-lepton final states using analysis categories defined with jet and b jet multiplicities. Data samples enriched in background processes were used to validate predictions, as well as to constrain their uncertainties. The larger data set and reduced systematic uncertainties such as those associated with the lepton identification, helped . The direct limits within the SMEFiT framework [87] and from the TopFitter Collaboration [88] , and the 68% CL indirect limits from electroweak data are also shown [90] . The vertical line displays the SM prediction.
to substantially improve the precision on the measured cross section with respect to previous measurements reported in Refs. [3, 4] . The measured inclusive cross section σ(ttZ) = 0.95 ± 0.05 (stat) ± 0.06 (syst) pb is in good agreement with the standard model prediction of 0.84 ± 0.10 pb [30] [31] [32] . This is the most precise measurement of the ttZ cross section to date, and the first measurement with a precision competing with current theoretical calculations.
Absolute and normalized differential cross sections for the transverse momentum of the Z boson and for cos θ * Z , the angle between the direction of the Z boson and the direction of the negatively charged lepton in the rest frame of the Z boson, are measured for the first time. The standard model predictions at next-to-leading order are found to be in good agreement with the measured differential cross sections. The measurement is also interpreted in terms of anomalous interactions of the t quark with the Z boson. Confidence intervals for the anomalous vector and the axial-vector current couplings and the dipole moment interactions are presented. Constraints on the Wilson coefficients in the standard model effective field theory are also presented. 
