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Preface
This PhD dissertation deals with two different topics: Mechanics of graphene
from a statistical mechanics approach, where internal interactions and effects
due to temperature are considered. And electron dynamics and chaos in
semiconductor superlattices, where we aim at enhancing the chaotic behavior,
with its applicability to random number generation in mind.
It is not our purpose to bridge these two different topics. But we do
believe that with the rise of nanotechnology and the ever-increasing inter-
disciplinary of science, studies where different topics are approached and
discussed are highly desirable.
Nanotechnology already rules our life. However, it is still surprising how
much progress has been achieved without a fully understanding of the physics
governing these structures. In particular, out-of-equilibrium behavior and
non-linear responses are present in every nanostructure, but, sometimes, it
is possible to avoid their effects at large time scales or small interactions.
However, the increasing demand of better and/or new performances makes
them sometimes unavoidable, or even, desirable.
Micro-metric samples of graphene or semiconductor superlattices cannot
be studied taking into account every microscopic interaction, which makes it
necessary to use mesoscopic models with a certain range of validity. Through-
out this work, we have tried to improve our understanding of the topics stated
above, using mesoscopic physical models and techniques from statistical me-
chanics and dynamical systems. We hope that the obtained results will help
the scientific community to gain insight into these fascinating topics and will
motivate new research in this direction.
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Chapter 1
Introduction
1.1 Statistical approaches to mechanics of graphene
1.1.1 Graphene
Most people have heard something about graphene, like its extraordinary
mechanical and electronic properties or the amazing fact that it is a one-
atom thick crystal membrane. Hearing about the process that lead to its
discovery through the Nobel Lecture of A. K. Geim [61] may be one of the
most encouraging and also fun experiences. In this story, Geim tells us about
his previous research experience, revisit his successes and failures, and points
to the “thought clouds” that brought him and his team to the measure of a
metallic field effect which switched between 2D electron and hole gases by
changing the gate voltage on few layers of atomic-thick graphite samples
[109], the Science paper which marks the birth of graphene, see figure 1.1.
Due to the existent vast literature about graphene, we will outline here
only some of its main features. Graphene is a one-atom-thick crystal in which
atoms are ordered on a hexagonal periodic lattice. Each atom is bounded to
its three nearest-neighbors through covalent bonds, therefore, the remaining
electron from the four valence electrons of every carbon atom is unbounded.
The atomic orbitals of carbon atoms hybridize in a sp2 configuration, where
the three ones that will form covalent bonds with their nearest-neighbors are
included in a plane and the unbound electron occupies an orbital perpendic-
ular to this plane, see figure 1.2.
The chemical structure of graphene, and mainly the geometry of its or-
bitals, is the main reason for the high conductivity (or electron mobility) of
graphene. The electron mobility excess of 200000 cm2 V−1 s−1 at electron
densities of ∼ 2 1011 cm−2 [18].
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Figure 1.1: Different images reprinted from [109]. A) Photograph (in normal
white light) of a relatively large multilayer graphene flake with thickness
∼ 3 nm. B and C) AFM images of multilayer and monolayer graphene,
respectively. D and E) Scanning electron microscopy and schematic view of
the device used to measure electric properties of graphene.
Figure 1.2: Sketch of the sp2 hybridization of carbon orbitals in graphene.
The left panel shows the electron probability distribution in the different
orbitals for a sp2 hybridization. The right panel depicts the hexagonal lattice
of graphene, where atomic orbitals are overlapping to form covalent bonds.
Reprinted from [38]
.
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One of the most famous features of graphene is the linear dispersion
relation of its charge carriers close to the vertices of its hexagonal Brillouin
zone, which gives them the denomination of Dirac fermions. This feature
was theoretically derived in the 40’s by Wallace to understand the band
structure of graphite [140]. Using a nearest-neighbor tight-biding approach,
in which the Hamiltonian of the crystal is computed taking into account
orbital overlapping only between nearest-neighbors, and diagonalizing this
operator, one can obtain the famous Dirac points of graphene band structure,
see figure 1.3. For more detailed derivations of the tight-biding approach
consult [38, 82, 126].
Even though electronic properties of graphene are its most famous feature,
its mecanical properties are also really unique. Its Young modulus it is
estimated to be E ≈ 1 terapascals, obtained using the effective thickness
∼ 3.4Å of graphene from the value of the 2D Young modulus Y ≈ 340 Nm−1
[89]. That establishes graphene as the strongest material ever measured.
In contrast, its bending rigidity is estimated around κ ≈ 1 eV [50]. This
makes graphene an extremely difficult to stretch material, but very easily
bendable. Then, thermal fluctuations are expected to play an important role
for graphene. In addition, mechanical effects as rippling or bending are also
discussed in this introduction.
1.1.2 Thermal fluctuations
The same as graphene has been a ‘CERN on one’s desk’ for relativistic quan-
tum phenomena, taking advantage of its linear dispersion relation (effectively
massless particles). It is expected to be a real testbed for the role of ther-
mal fluctuations in the effective modification of the mechanical properties of
membranes.
The first surprising fact in relation with graphene and thermal fluctua-
tions is the mere existence of this material. The divergence of out-of-plane
fluctuations for 2D soft membranes [41, 104] can be interpreted as the im-
possibility of producing stable 2D membranes at room temperature. Before
graphene, researchers always found impossible to produce nanometric thick
materials, see for example [49]: in the process of producing these ultra-thin
materials, they would coagulate forming islands and mounds.
However, graphene is always produced as part of a 3D structure, either
peeling it form bulk graphite or growing it epitaxially on a substrate, which
quenches thermal fluctuations. This process enables it to avoid the crumpling
instability. Once a mono-layer is created, this crystalline membrane can be
placed on a different substrate, whose van der Waals forces will prevent it
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Figure 1.3: Figure containing the main ingredients to compute the linear
dispersion relation in graphene. Top panel shows: on the left, hexagonal
lattice of graphene with unit vectors a1 and a2, and unit cell containing two
different kind of atoms A and B and, on the right, Brillouin zone in the
reciprocal lattice (Fourier space), unit vectors b1 and b2 and high symmetry
points Γ, M and K. Bottom panel contains graphene band structure in
the tight-binding approximation, high symmetry points are also depicted. A
linear relation close to K points is shown. Reprinted from [126].
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from rolling. In order to study the mechanical properties of graphene without
the interactions with a substrate, the graphene sheet is usually placed on a
substrate with holes. In this way, the suspended regions show interesting
features as rippling or buckling, which are discussed in section 1.1.3.
An enlightening approach to find out the effect of thermal fluctuations in
graphene is that of a momentum shell renormalization group (RG) procedure,
for more details see [7, 79]. It is easy to imagine that for high enough tem-
perature elastic equations (and its static solutions) are no longer valid. Our
system, instead of being at a stationary configuration, following for example
Föppl-von Kármán equations in the case of a thin shell, will be fluctuating
around this configuration (the one that minimizes its elastic energy). These
fluctuations will follow the typical Boltzmann factor for the probability of
configurations at thermal equilibrium,
P ∝ e− FkBT , (1.1)
where F is the elastic energy of the system and kB and T stand for the
Boltzmann constant and temperature, respectively. An intuitive picture of
the RG approach can be thought as one way to keep using the same ex-
pressions for the elastic (stationary) equations, once thermal fluctuations are
taken into account. Specifically, short-range deformations of our membrane
(more susceptible to thermal fluctuations) are integrated out of the elastic
energy F giving rise to a new effective elastic energy that conserves the same
form (thus conserving the elastic equations through a variational principle).
To accomplish that, the elastic constants are redefined (renormalized) to new
effective values. These new values of the elastic constants could be measured
in experiments for large enough systems or at high enough temperature.
The thermal length scale at which this renormalization process start to be
important it is the inverse of the characteristic wave vector [121],
qc =
√
3kBTY
8piκ
, (1.2)
which for graphene is ∼ 0.24 Å. That means that thermal fluctuations will
always be important in suspended graphene. Estimates using the results of
[10, 103] predict a stiffening of thermalized membranes, which would behave
(at high temperature/large systems) as having an effective bending rigidity
much bigger than the microscopic, “bare”, value.
Recent measurements of graphene bending rigidity account for values
much greater than the microscopic bending rigidity κ ≈ 1 eV, see figure 1.4.
Blees et al. [17] postulate that this effect can be produced by a combination
6 Chapter 1. Introduction
Figure 1.4: Stacked histogram of bending stiffness using two different tech-
niques. The graphene monolayer had two gold pads to which a force could be
applied using a laser beam. Alternatively, κ could be determined measuring
the thermal fluctuations of one of the pads. Inset: Interference micrograph
showing the structure of static ripples. Scale bar is 10 µm. Interference im-
ages were averaged over 180 frames at 90 frames per second. The red arrow
points to the value of the microscopic bending rigidity. Reprinted from [17].
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Figure 1.5: Perspective view of corrugated graphene. The roughness shown
imitates quantitatively the roughness found experimentally. Reprinted from
[99].
of the effect of thermal fluctuations and stable ripples, however their results
are not conclusive in this aspect.
The use of a renormalization group approach is appealing and could ex-
plain the effective behavior at large scales compared with the system size
(once short-range effects have been integrated out). Notwithstanding, there
are some features that make it necessary to consider other complementary
approaches: for example, out-of-equilibrium dynamics and the presence of
stationary ripples, which could be explained by taking into account the cou-
pling of internal degrees of freedom with the membrane strain tensor. These
features are two of the motivations for chapters 3, 4 and 5.
1.1.3 Ripples and Buckling
As stated in previous sections, ripples are ubiquitous in suspended graphene
monolayers. Their cause is not yet completely clear but there are experi-
mental evidences of nanometric [99] and atomic size [97, 141] rippling. As
we discussed in section 1.1.2, a completely flat crystalline membrane would
be thermodinamically unstable, which makes rippling a possible explanation
of how graphene avoids this instability. In other words, it is a 2D material
embedded in a 3D space, see figure 1.5. Ripples in graphene may stem from
the coupling between carrier density fluctuations and membrane deforma-
tions. Electron-holes puddles of nanometric size have also been observed,
which could support this theory, [98]. .
A relation between charge carriers and deformations in graphene is even
more clear after studying buckling experiments of suspended graphene with
scanning tunneling microscopy (STM) techniques. In these experiments, a
nanometric tip (ideally its sharp end would be an atom) is placed very close
to the sample, but not touching it. A voltage bias between the tip and the
sample induces a tunneling current, which greatly depends on their distance,
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Figure 1.6: Simplified picture of the Scanning Tunneling Microscopy (STM)
process. A tunneling current flows between the sample and the tip, it is
extremely dependent on the sample-tip distance, giving a high sensitivity to
the process. Different operational modes are possible, most common ones
maintain a constant voltage bias while measuring the height or the current
(leaving the other one constant too). Figure author: Michael Schmid, TU
Wien.
see figure 1.6.
To study buckling of graphene monolayers, one proceeds as follows the
process is the following: The tip is at a fixed x-y position over the sus-
pended graphene sheet. The current between tip and sample is kept con-
stant, whereas voltage is swept. To achieve these conditions, the microscope
adjust its height so that the current is kept constant, [102, 130].
For suspended graphene sheets, the sample is not rigid and “follows” the
movement of the microscope tip when it tries to adjust its height to main-
tain the current constant. In figure 1.7, the grid used as substrate for the
graphene sheet, a simplified drawing of the process, and the experimental
results are showed. If the current is below a certain critical value, which for
this configuration is around 1 nA, suspended graphene will bend following
the tip as voltage is increased and it will reversibly come back to its original
position when voltage is decreased, without buckling, see figure 1.7 reprinted
from [144]. However, once the current surpasses the critical value permanent
buckling occurs, depicted in figure 1.8.
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Figure 1.7: Figures showing reversible bending of graphene sheets controlled
by a STM operating at constant current mode. (a) SEM image of 2000-
mesh copper grid with transferred graphene. (b) Constant-current scanning
tunneling spectroscopy (CC-STS) data showing the vertical movement (d) of
the STM tip vs applied bias voltage for three different set-point currents. The
bottom trace is graphene on copper data that has been offset for clarity. The
inset shows the measured current as a function of applied bias voltage. (c)
Schematic of the large-scale location of the STM tip below the freestanding
graphene membrane with a low (left) and a high voltage (right). Reprinted
from [144].
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Figure 1.8: Figure showing permanent buckling of a graphene suspended
sheet induced by STM. The experimental procedure is analogous to the one
described in figure 1.7. In this case, red curves indicate the flexible state
which is reversible (similar to the ones shown in figure 1.7). For working
intensity equal or bigger than 1 nA, a permanent jump occurred, as shown
by the black curve. Once the system is permanently buckled, the blue curve
indicates its irreversibility. Curves are slightly offset from each other for
clarity. Reprinted from [130].
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Finally, recent experiments on suspended graphene using scanning tun-
neling microscopy working at constant-current mode, show how increasing
the current between the tip and the sample induces a tunable rippling on
the membrane, [63]. The used currents are in the pA range, three orders of
magnitude smaller than the ones used in [102, 130]. The ripples length scale
is reduced when increasing the tunneling current. Even if a clear explanation
to this effect is not available at the moment, it seems clear that strengthens
the idea of a coupling between charge density fluctuations and corrugations
in graphene.
1.2 Dynamics and chaos in semiconductor su-
perlattices
1.2.1 Weakly coupled semiconductor superlattices
A semiconductor superlattice (SL) is a periodic succession of different layers
of semiconductor materials, whose conduction bands form an alternation of
potential wells and barriers. In the most simple case, which is studied in this
dissertation, only two different semiconductor materials are used.
Semiconductor superlattices can be roughly separated in two groups:
Weakly and strongly coupled. This distinction is based on the barrier width.
It is a weakly coupled SL when this width is much larger than the typi-
cal electron wavelength inside the barrier and a description of the electronic
properties can be based on the subband structure of the corresponding iso-
lated quantum wells together with resonant tunnelling across the barrier of
two adjacent wells, see figure 1.9. In contrast, strongly coupled SLs con-
tain thin barriers between wells so that the electronic properties should be
described in terms of extended states such as Bloch functions, see [27].
Doped electrons inside these heterostructures will be immerse in the con-
duction band of both semiconductor materials. However, the difference in
the bottom of this band produces the effective wells and barriers already
discussed, translating in new subbands due to the confinement inside the po-
tential wells. Typically, electrons will decay to the bottom subband at every
well at a much faster rate than tunneling process occurs. Figure 1.9 shows
how resonant tunneling between subbands can involve two bottom subbands
at both sides of the barrier or transport from the first to the second subband
and subsequent decay to the bottom one; these two situations promote a
low and high electric field domain. Charge is accumulated in the transition
between these two domains, corresponding with the change in electric field
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Figure 1.9: Simplified plot of a weakly coupled SL. Potential wells and bar-
riers are depicted, arrows stand for resonant tunneling processes and grey
regions represent subbands (due to quantization coming from the potential
confinement) with scattering broadening. Low and high electric field (F)
domains are also shown. Reprinted from [27].
magnitude.
In experimental measurements, the SL will be subject to a external volt-
age (DC or AC). This voltage works as an external constraint to the SL, equal
to the total potential drop along the SL at every moment. However, even
for a constant external voltage, there are infinitely many potential “shapes”
(electric field distributions) that fulfill this condition. This situation trans-
lates to the fact that for constant external voltages there will be regimes of
stationary potential distributions or regimes where periodic, quasi-periodic
or even chaotic oscillations can be found.
Most common weakly coupled semiconductor superlattices were built us-
ing GaAs for wells and AlAs for barriers. However, they had to operate
at low temperatures since electrons would leak through barriers using the
X valley of AlAs, see figures 1.10 and 1.11.. Recent studies proposed to
move from AlAs to Al0.45Ga0.55As for the barriers, avoiding thermal carrier
leakage through the X valley and enabling the use of weakly coupled semi-
conductor superlattices at room temperature, [75]. This experimental work
found spontaneous chaotic current oscillations even at room temperature,
the frequency spectrum of which was ranged from DC to 4 GHz, which can
be used as ultra-wide-band noise sources with a bandwidth of several GHz.
The theoretical study of this behavior is addressed in the second part of this
dissertation.
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Figure 1.10: Band structure of AlxGa1−xAs for x < 0.45 (left panel) and
x > 0.45 (right panel). Note how the X valley is above the Γ valley for
x < 0.45 and below for x > 0.45. Reprinted from [1].
Figure 1.11: Magnitude of potential wells and barriers for AsAs/AlAs (a)
and AsAs/Al0.45Ga0.55As (b). Subbands are also depicted, arrows stand for
thermal carrier leakage through X valley, which is less probable in the (b)
case, enabling the use of weakly coupled SL at room temperature. Reprinted
from [75].
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1.2.2 Random number generation
Security of current technology and telecommunications dramatically depends
on the generation of random numbers. Online gambling, computer telecom-
munications, finance and online commerce, to mention some, use these ran-
dom numbers in their encryption systems. Usually, one actually uses pseudo-
random numbers, which are generated by numerical algorithms that produce
seemingly unpredictable number sequences given an initial seed. This ap-
proach is cheap and fast, and it can also be useful when doing stochastic
modelling or Monte Carlo simulations, since reproducibility is a desired fea-
ture.
To avoid vulnerability of secure communications or online commerce, new
sources of real random numbers are highly sought. Physical processes where
deterministic chaos or quantum uncertainty are present are possible candi-
dates, and the generation rate will be the determinant factor to enable their
use as true random numbers generators (TRNG). To name two examples,
TRNs are currently generated using atmospheric noise [2], or detection of
photons by photodiodes [45]. In the latter case, rates of random bit genera-
tion up to 4.01 Mbit/s were reached without any postprocessing procedure.
TRN generation rates were highly increased by the appearance of chaotic
semiconductor lasers [137]. However, their complex optical and electronic
components, depicted in figure 1.12, require specific conditions and make it
difficult their scalability and reduction of production costs. On the other
hand, semiconductor superlattices are all electronic submicron devices that
could be integrated in more complex circuits. They have reliably produced
truly random sequences of numbers at fast rates in laboratory experiments,
[92]. If they show to be scalable, these devices could generate fast and cheaply
large quantities of random numbers.
1.2.3 Some tools to study chaotic systems
From the broad field of dynamics, where systems that evolve in time are
studied, we will pick some tools that enable us to better understand and
characterize the chaotic behavior of semiconductor superlattices. In a few
words, a deterministic system is chaotic when it exhibits aperiodic behavior
that depends sensitively on the initial conditions. In that case, long-term
predictions become impossible due to the unavoidable uncertainty on mea-
surements.
A systematic approach to chaos is out of the scope of this introduction,
and only some concepts, useful for the next chapters, are covered. Introduc-
tory texts to the topic are [87, 135], whereas specific techniques applied to
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Figure 1.12: Experimental setup of random bit sequence generator using two
chaotic lasers. The intensity of the laser light output is converted to an elec-
trical signal by a photodetector (12 GHz bandwidth) with a.c. coupling to
remove the d.c. component. The signal is then amplified by an electronic
amplifier (18 dB gain, 20 GHz bandwidth) and then converted to a binary
digital signal. Amp, electronic amplifier; F, optical fibre; FC, fibre coupler;
ISO, fibre isolator; OSC, digital oscilloscope; PD, photodetector; SL, semi-
conductor laser; Th1,2, threshold voltages; VA, variable fibre attenuator;
VR, variable fibre reflector; XOR, exclusive OR. Reprinted from [137].
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the study of charge transport can be found in [31].
Semiconductor superlattices can be modelled as a set of coupled differen-
tial equations where quantum uncertainty (at the tunneling process, scatter-
ing, etc.) can be included through some noise terms. The phase space com-
prises all the variables defining the system configuration at time t whereas
the one-dimensional curve representing the solution of the system equations
in the phase space is called a trajectory.
The high number of dimensions of phase space makes it impossible to
visualize. However, projections of this space, called phase portraits, enable
us to represent part of the behavior of the system and to characterize its
main features.
Depending on a control parameter, the trajectory of the system in the
phase space may move from a fixed point (stationary solution) to a periodic
or quasi-periodic orbit up to a chaotic behavior. To condense all this in-
formation in one plot, it is useful to turn to Poincaré sections. Using the
intersections of the system trajectory with a chosen hyper-surface, the dy-
namical behavior can be characterized, see figure 1.13.
Figure 1.13: Simplified image of a Poincaré map. For the cycle represented
with the darker line, x0 maps onto itself. Reproduced from [87].
In the case that a 2D phase portrait is taken, the corresponding Poincaré
section is 1D, and it can be plotted versus the controlled parameter. This
bifurcation diagram can be very useful to visualize different dynamical be-
1.2. Dynamics and chaos in semiconductor superlattices 17
haviors depending on the controlled parameter value. Different bifurcations
can be observed using bifurcation diagrams. One well known route to chaos
is the period doubling cascade. It is characterized by doubling the number of
points in the Poincaré section at every bifurcation. The controlled parameter
values where these bifurcations happen follow the property,
µi −mui−1
µi+1 − µi → 4.6692016 . . . (1.3)
bifurcations are more and more close until the system reaches a chaotic state,
[53, 54].

Part I
Statistical approaches to
mechanics of graphene
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Motivation
The discovery of graphene has spawned one of the most fertile scientific
fields of today. Its unique electrical and mechanical properties [89, 105, 108,
109] promise to revolutionize current technology, which makes it important
to characterize the properties of graphene in order to design and optimize
new devices. Among its mechanical properties, the presence of ripples in
suspended graphene [12, 99], which modify the electronic band structure [69]
and are expected to be relevant in the understanding of electronic transport
[81], has triggered a great theoretical effort. Different works have focused on
their explanation from either first principles [3, 30, 50, 60, 66, 70, 83, 127] or
by using simple statistical mechanics models [22, 23, 25, 123, 130].
Thermal and external stresses have been used to create large ripples
(wrinkles) in a layer of graphene which is suspended over trenches [13].
These ripples have been explained using classical elasticity [13] and seem
to be qualitatively different from the nanometer sized ripples observed in
[84, 94, 99], which tend to be considered inherent to suspended graphene.
Even when ripples in graphene are not fully understood, one of the most
promising approaches to ripple formation is the quantum mechanical study
of the membrane and the phonon-electron interaction as a mechanism for
rippling [60, 127]. Since the graphene Debye temperature is TD ∼ 1000 K,
the quantum treatment of graphene seems justified at room temperature.
Perturbation treatments point to the vanishing of the renormalized bend-
ing energy of the membrane as a possible mechanism for ripple formation
[66, 127]. The destabilizing effects of quantum fluctuations on the bending
rigidity of crystalline membranes (without electron-phonon interaction) have
been considered in [80]. Within equilibrium theory and without phonon-
electron interaction, the effect of (Matsubara) frequency-dependent renor-
malization of the anharmonic coupling after elimination of in-plane phonons
has been considered in [9].
Recent experimental works emphasize buckling in suspended graphene
monolayers, as buckling is more easily characterized than ripple formation
and can strongly affect the design of new graphene-based devices. Long-range
buckling of the graphene sheet is pronounced near defects and dislocations
[24, 40, 86, 90, 120, 132]. In [93], buckled bilayer and monolayer graphene
are fully clamped to circular holes in an electrode. Buckling is induced by
the fabrication process so that the sheets are buckled at zero applied electric
field. In the experiment, an external electric field pressures the membrane
and induces a sudden change in the buckling direction (a “snap-through”
effect). A relation between the critical pressure and the bending rigidity of
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bilayer graphene provides a measure of the latter. Even when the graphene
layer is not buckled initially, a strong enough electrostatic force can produce
irreversible buckling [136]. A spontaneous buckling effect (“mirror buckling”)
is also found by Xu et al. in [143]. This effect is systematically studied
in [130], in a complementary approach to that in [93]. In [130], the authors
study a suspended graphene monolayer using scanning tunnelling microscopy
(STM). The microscope tip is located on the centre of an initially non-buckled
layer. The STM keeps a constant current and a variable potential between
the tip and the sample. Once the current is fixed at a sufficiently high value,
the sample buckles when the potential increases, similarly to the experiments
in [93, 136]. Molecular Dynamics (MD) simulations have also been carried
out and compared with experiments in [4, 102]
These experimental efforts have their theoretical counterpart through dif-
ferent approaches to the buckling of two dimensional (2D) layers such as
graphene. A broad overview of the effects of strain in graphene and its re-
lation with its electrical properties can be found in [8]. Moreover, the study
of spontaneous buckling in graphene due to doping is carried out in [60].
Finally, in polymerized membranes, buckling occurs below a critical temper-
ature [71].
Chapter 2
Bifurcation analysis and phase
diagram of a spin-string model
with buckled states
2.1 Introduction
Simple models are often used in statistical physics as a first step for describing
complex behaviours, because their simplicity helps us identify the main mech-
anisms underlying the observed phenomenology. One prototypical example is
the Ising model, which has been used in many different contexts. In the realm
of equilibrium statistical physics, a milestone is Onsager’s work on its phase
transition in the 2d case [111], which triggered an extensive body of work in
critical phenomena [88, 145]. Within non-equilibrium statistical mechanics,
Glauber’s work on the approach of the Ising model to equilibrium was a cru-
cial contribution to its early development [64]. More recently, the Ising model
has been also used to describe glassy behaviour, such as non-exponential re-
laxation [33, 133], residual properties in cooling processes [34, 85], aging
[32, 114, 117] or the so-called Kovacs hump [14, 15, 35, 65, 115, 125].
Mechanical systems coupled to spins have been used to describe struc-
tural phase transitions [29, 52, 77, 112, 113, 115, 118, 119, 129]. In most
cases, the effective system obtained after integrating the mechanical vari-
ables has been investigated. Therein, the phase transition is often associated
to the emergence of a long-ranged interaction among the spins, which makes
the magnetisation be non-zero below a critical temperature. Very recently,
rippling and buckling in graphene [22, 23, 30, 50, 60, 66, 127, 130] has been
addressed by using simple spin-string (in 1d) [25] or spin-membrane (in 2d)
[23, 123, 124] models. These models comprise elastic degrees of freedom on a
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lattice, modelled by coupled harmonic oscillators, which interact with some
internal degrees of freedom, modelled by pseudo-spins. Therein, the comple-
mentary approach has been considered: the integration over the pseudo-spin
variables leads to an effective free energy for the elastic system, in which its
curvature is controlled by the local magnetisation. Then, buckled profiles are
associated to pseudo-spins configurations with, at least partial, ferromagnetic
order.
In the spin-string or the spin-membrane models, the perpendicular to
the lattice displacement is modelled by a continuous variable ui, which is
connected to its nearest neighbours by harmonic springs and is also linearly
coupled to the pseudo-spin at the same site σi. To be concrete, we are us-
ing the notation for the 1d case, in the 2d system (ui, σi) must be replaced
by (uij, σij). As shown in [25], this coupling brings about a second-order
transition from the flat configuration to a buckled state below a certain crit-
ical temperature. The curvature of this buckled state is controlled by the
pseudo-spin local magnetisation; the flat-to-buckled transition in the string
or membrane is associated to a paramagnetic-to-ferromagnetic transition for
the pseudo-spins. Moreover, if short-ranged antiferromagnetic interactions
between the pseudo-spins are added [123, 124], the competition between these
interactions make it appear different phases and transitions between them,
depending on the values of the parameters characterising the interactions.
The simplicity of the model makes it possible to determine the role played
by the different interactions in the emergence of the different phases.
In this chapter, we take advantage of the simplicity of the 1d spin-string
model to build its phase diagram as a function of the temperature θ and the
parameter characterising the strength of the antiferromagnetic interaction κ.
Specifically, we are able to derive analytically the bifurcation line from which
the stable buckled solution stem continuously at high enough temperatures
and also the lines characterising the first-order transition that appears in the
model for lower temperatures. This change in the order of the transition takes
place at a certain point (κc, θc) in the (κ, θ) plane, which is a tricritical point
[68, 88]. This is crucial: what makes it possible metastability for low enough
temperatures is the emergence of a first-order transition. Interestingly, we
show that the physical picture that emanates from this phase diagram is com-
pletely compatible with the one obtained in the 2d spin-membrane model and
improves our understanding of the behaviour observed there, which was ob-
tained numerically. In particular, the STM-like transition upon a quasistatic
increase of the temperature can be understood as the system crossing the
bifurcation line, below which the flat string is metastable but above which
the only stable solution is buckled.
2.2. Free energy density of the string. Euler-Lagrange equation for the
profiles 25
The chapter is organised as follows. In Sec. 2.2, we define the model
and introduce the free energy density controlling its equilibrium behaviour,
together with the corresponding Euler-Lagrange equation governing the equi-
librium profiles. Section 2.3 is devoted to the study of some exact solutions of
the Euler-Lagrange equation, specifically the flat profile for all temperatures
and the linear-parabolic profiles appearing in the low temperature limit. We
analyse the bifurcation from the flat solution in Sec. 2.4 and the emergence
of a (tri)critical point, at which the transition changes from second-order to
first-order. Also, the stability of the different phases is investigated, including
the possible existence of metastable states. The phase diagram of the system
is thoroughly discussed in Sec. 2.5, using both the analytical results in the
previous sections and numerical results. We present the main conclusions of
our work in Sec. 2.6. The appendices deal with some technical details and
calculations that are omitted in the main text.
2.2 Free energy density of the string. Euler-
Lagrange equation for the profiles
Our starting point is the recently proposed 1d lattice model in Refs. [25,
123]. The elastic degrees of freedom are modelled by purely transversal
displacements uj at each lattice site j, j = 1, . . . , N , and the rest of the
“internal” degrees of freedom at each site are included in Ising pseudo-spin
variables σj = ±1. The Hamiltonian of the system is
H(u,p,σ) =
N∑
j=0
[
p2j
2m
+
k
2
(uj+1 − uj)2 − fujσj + Jσj+1σj
]
, (2.1)
where pj stands for uj’s conjugate momentum. Therefore, we have (i) a
nearest-neighbour harmonic interaction between the elastic variables, k(uj+1−
uj)
2, (ii) an on-site interaction between the elastic and the internal variables,
−fujσj, which can be understood to arise from the internal forces that push
each atom along the vertical direction, and (iii) a nearest-neighbour interac-
tion between the internal degrees of freedom, Jσj+1σj. The boundary con-
ditions correspond to a clamped situation, u0 = p0 = σ0 = uN+1 = pN+1 =
σN+1 = 0.
This simple mesoscopic model allows us to compute the out-of-equilibrium
evolution of the system, which could be much more complicated for first-
principles approaches. The dynamics of the model is as follows: (i) the
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oscillators’ equations of motion,
mu¨j − k (uj+1 + uj−1 − 2uj) = fσj, (2.2)
are the usual ones, whereas the spins evolve according to Glauber dynam-
ics [64]. The transition rate from the configuration (u,p,σ) to (u,p, Rjσ)
(obtained from σ by flipping the j-th spin) is
Wj(σ|u,p) = α
2
(1− βjσj), (2.3)
βj = tanh
[
f
T
uj − J
T
(σj−1 + σj+1)
]
, (2.4)
in which α is the characteristic attempt rate for the spin flips. The Glauber
transition rates ensure that the system satisfies detailed balance, and there-
fore the system reaches equilibrium for long enough times. In equilibrium, the
probability of a certain configuration (u,p,σ) is proportional to e−H/T/Z,
where we measure the temperature T in units of energy.
As explained in [25], for J = 0 rippling appears provided the temperature
is less than
T0 =
f 2K2N
k
, KN ∼ N
pi
, (2.5)
as N → ∞. To guarantee that the diffusive term in (2.2) remains finite in
the continuum limit, it is convenient to nondimensionalize the equations of
motion as follows:
u∗j =
kuj
fK2N
, t∗ =
t
KN
√
k
m
, (2.6)
κ =
J
T0
, δ =
αKN
√
m√
k
, θ =
T
T0
= T
k
f 2K2N
. (2.7)
Then the transition rates and the equations of motion become
W ∗j (σ|u∗,p) =
δ
2
(1− βjσj),
βj = tanh
[
u∗j
θ
− κ
θ
(σj−1 + σj+1)
]
,
d2u∗j
dt∗ 2
−K2N(u∗j+1 + u∗j−1 − 2u∗j) = σj. (2.8)
We will omit the asterisks in nondimensional equations from now on. In
order to obtain the scaling of the critical temperature, we need to know
the scaling of the model parameters with the system size. In principle, this
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could be done by deriving our model from a fundamental microscopic one,
but this is outside the scope of this paper. Nevertheless, we discuss some
possible scalings in the following. If both the elastic constant k and the
antiferromagnetic coupling constant J are considered to be independent of
the system size, the only remaining parameter is f , the coupling between
the elastic and internal (spin) degrees of freedom. If f is also independent
of the system size, the critical temperature T0 diverges as N2. In this case,
rippling would be observed at all temperatures. On the other hand, a finite
value of T0 in the large system size limit is obtained when f ∝ N−1. Then,
rippling would be observed only for T < T0. In principle, both situations
are compatible with current experiments, in which rippling is observed over
a wide temperature range.
Let us consider now the equilibrium situation. Equation (2.8) can be
averaged, with the result
1
pi2
d2
dx2
〈u〉 = −〈σ〉, (2.9)
in which 〈u〉 and 〈σ〉 are the equilibrium average height and spin at position
x = i/N ; the system has unit size in the continuous space variable x = i/N ,
0 ≤ x ≤ 1. Therefore, the average curvature of the ripples is directly linked
to the average spin. This idea has been used to develop a phenomenological
Ising model to study rippling in graphene in scanning tunneling microscopy
experiments, in which each spin represents a whole ripple and the spin sign
gives its corresponding convexity [130].
We can derive an effective free energy for the string, by integrating the
canonical distribution over the momenta p and the spins σ: the resulting
probability P becomes a functional of the string profile u(x), which in di-
mensionless variables reads,
P [u] ∝ exp
(
−F
θ
)
, F [u] = N
∫ 1
0
dx
[
1
2pi2
(
∂u
∂x
)2
− θ ln ζ
(u
θ
,
κ
θ
)]
︸ ︷︷ ︸
f(u, du
dx
)
,
(2.10a)
ζ
(u
θ
,
κ
θ
)
= exp
(
−κ
θ
)
cosh
(u
θ
)
+ exp
(κ
θ
)√
1 + exp
(
−4κ
θ
)
sinh2
(u
θ
)
.
(2.10b)
The quantity ln ζ is the logarithm of the spins partition function per site,
which depends on the “field” fuj/T → u/θ and the coupling J/T → κ/θ.
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The particularization of this free energy to the J = 0 case was obtained in
Ref. [25]. For J 6= 0, in order to calculate ln ζ, the system is divided into
a set of nearly independent subsystems with Ns  1 sites each, but such
that Ns  N and the “field” u can be considered almost constant within
each subsystem. Therefore, we can use the partition function for Ising spins
under a constant external field, equation 2.10b [55].
For the considered values of the parameters (θ, κ), F [u; θ, κ] is the total
free energy corresponding to the string profile u(x), f(u, u′; θ, κ) is the (local)
free energy density per unit length, and ln ζ(u; θ, κ) is the logarithm of the
pseudo-spins partition function per site.
2.2.1 Euler-Lagrange equation for the equilibrium pro-
files
The equilibrium profiles ueq(x) are those which minimise the free energy
functional F [u; θ, κ], with clamped boundary conditions, i.e. u(0) = u(1) =
0. They solve the Euler-Lagrange equation, that is,
1
pi2
u′′eq = −µ(ueq; θ, κ), ueq(0) = ueq(1) = 0, (2.11)
in which
µ(u; θ;κ) ≡ −∂f(u; θ, κ)
∂u
=
e−
2κ
θ sinh
(
u
θ
)√
e−
4κ
θ sinh2
(
u
θ
)
+ 1
, (2.12)
is the local value of the magnetisation. Therefore, it is the local value of
the pseudo-spin variable (magnetisation) that the local value of the string
curvature stems from. We can introduce an order parameter to discriminate
non-flat from flat profiles, specifically
M(θ;κ) =
∣∣∣∣ ∫ 1
0
dxµ(ueq; θ, κ)
∣∣∣∣ , (2.13)
which is the absolute value of the total magnetisation in the system We focus
on the simplest non-flat solutions with no internal nodes, so that M cannot
be zero for non-flat states. Further information is given by the parameter
DL(θ;κ) = 1
2
(
1− θ
∫ 1
0
dx
∂ ln ζ
∂κ
∣∣∣∣
u=ueq
)
, (2.14)
more specifically about the antiferromagnetic ordering of the pseudo-spins:
the nearest-neighbour pseudo-spin correlations is given by C = −θ ∂κ ln ζ
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[123]. Then, for perfect antiferromagnetic ordering we have DL = 0, DL =
1/2 for random pseudo-spins and DL = 1 for perfect ferromagnetic ordering.
The set of sufficient conditions for the free energy functional F [u] to have
a relative (or weak) minimum for the curve u = ueq(x) is:
1. the curve ueq(x) must satisfy the Euler-Lagrange equation (2.11).
2. If we linearise the Euler-Lagrange equation around ueq(x), i.e. we write
u(x) = ueq(x) + δu(x) and retain only linear terms in δu(x), the lin-
earised equation
δu′′ = −pi2
(
∂µ
∂u
)
u=ueq
δu, δu(0) = δu(a) = 0, (2.15)
must have only the trivial solution δu(x) ≡ 0, ∀x, for any a ≤ 1.
Note that the two conditions above, considered separately, are both necessary
conditions for having a weak minimum (with the nuance a < 1 instead of
a ≤ 1 in the second one) [62].
2.3 Some exact solutions of the Euler-Lagrange
equation
2.3.1 The flat profile
The flat profile uL(x) ≡ 0, ∀x, is always a solution of the Euler-Lagrange
equation, which we call phase L 1. Moreover, it is a (locally) stable equilib-
rium profile if it corresponds to a minimum of the free energy functional.
Therefore, we consider the particularisation of Eq. (2.15) for deviations from
the flat string, i.e.
δu′′ = −pi2 θ−1 exp(−2κ/θ) δu, u(0) = u(a) = 0, (2.16)
for any a ≤ 1. Aside from the trivial solution δu(x) ≡ 0, we may have
solutions of the type
δu(x) = A sin
[
piθ−1/2 exp(−κ/θ)x] , (2.17)
where A is an arbitrary constant, provided that one can choose a such that
θ−1/2 exp(−κ/θ)a = n, n ∈ N, a ≤ 1. (2.18)
1We use L (from level) instead of F , in order to avoid confusion in sentences such as
“the free energy F of the phase F ”
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Figure 2.1: Bifurcation line in the (κ, θ) plane. The point N at the nose of
the bifurcation curve, with coordinates (κn, θn), is explicitly marked. The flat
solution is locally stable (the free energy functional has a relative minimum)
outside the bifurcation line, whereas it becomes unstable (the free energy is
no longer a minimum) inside. In addition, the values of κ controlling the low
temperature behaviour, κ(0)t = 3pi2/128 and κ
(0)
M = pi
2/32, are shown with
points.
The above analysis shows, on the one hand, that the flat solution gives a
relative minimum of the free energy in the region of the (κ, θ) plane defined
by the inequality θ−1/2 exp(−κ/θ) < 1, where the only solution of Eq. (2.16)
is the trivial one. On the other hand, in the region θ−1/2 exp(−κ/θ) > 1,
the flat profile ceases to be stable: we have at least a non-trivial solution of
Eq. (2.16) by choosing a = θ1/2 exp(κ/θ) < 1. Thus, the necessary conditions
for F [u] to have a minimum for the flat solution do not hold any more.
The picture described in the above paragraph means that the curve
θ1/2 exp(κ/θ) = 1 is a bifurcation line in the (κ, θ) plane, at which other
non-flat possible equilibrium profiles may bifurcate. We plot this bifurcation
line in Fig. 2.1. We use the notation κb and θb to mark that a point (κb, θb)
belongs to the bifurcation line, i.e.
θb exp(2κb/θb) = 1, or κb = −1
2
θb ln θb. (2.19)
The “nose” of the bifurcation line corresponds to the maximum of κb as a
function of θb, i.e. to the point N ≡ (κn = (2e)−1, θn = e−1). For κ > κn,
the flat solution always gives a local minimum of the free energy, regardless
of the temperature value. For κ < κn, there are two temperature regions
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inside which the flat solution is locally stable: for high enough temperatures
θ > θ1(κ) and for low enough temperatures θ < θ2(κ), see Fig. 2.1. Note
that θ1 > 2κ whereas θ2 < 2κ (θn = 2κn). The tangent to the bifurcation
line at each point (κb, θb) can be written as
2 δκb + (1 + ln θb)δθb = 0, (2.20)
in which δθb and δκb are the (small) deviations from (κb, θb) over the tangent.
2.3.2 Low temperature profiles
The flat profile is the only possible solution of the Euler-Lagrange equation
and it is stable for very high temperatures, for which θ  |u| and its lineari-
sation around u = 0 stems naturally. Moreover, at very low temperatures,
the flat solution is also (locally) stable, since it corresponds to a minimum of
the free energy because exp(−2κ/θ)/θ < 1, see Fig. 2.1. Interestingly, other
non-flat solutions of the Euler-Lagrange equation can also be exactly found
in the low temperature region.
For θ  |u|, the local magnetisation µ (2.12) reduces to
µ(u;κ, θ = 0+) = sgn(u)η(|u| − 2κ), (2.21)
where η(x) is the Heaviside step function. Substitution of Eq. (2.21) into the
Euler-Lagrange equation (2.11) shows that those regions with |u| < u0 = 2κ
have a linear profile, u′′ = 0, whereas those with |u| > 2κ have a parabolic
shape, u′′ = ±pi2. For the sake of simplicity, we restrict ourselves to profiles
with only one maximum and no internal nodes. Due to the clamped boundary
conditions, the linear profile is found close to the boundaries, x ∈ (0, x0) or
x ∈ (1−x0, 1), and the parabolic profile is observed in the bulk of the system,
x ∈ (x0, 1−x0). Continuity of both u and u′ determines x0, pi2x0(1− 2x0) =
2u0. If κ < κ
(0)
M = pi
2/32, there are two solutions x0,1 and x0,2,
x0,1 =
1
4
1−√1− κ
κ
(0)
M
, x0,2 = 1
4
1 +√1− κ
κ
(0)
M
, (2.22)
such that x0,1 < 1/4, x0,2 > 1/4, x0,1 + x0,2 = 1/2. If κ > κ
(0)
M , these rippled
low-temperature profiles are not possible and we only have the solution u =
0. In Fig. 2.2, we depict an example of these typical profiles for a specific
value of κ. Below we show, analysing the low temperature states from the
pseudo-spins point of view, that these profiles correspond to pseudo-spins
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Figure 2.2: Low temperature non-flat string profiles. They comprise two lin-
ear zones of width x0 near the endpoints of the chain (in red) and a parabolic
zone in the middle of the system of width 1 − 2x0 (in blue). In the linear
zones, the pseudo-spins are antiferromagnetically ordered, whereas their or-
der is ferromagnetic in the central parabolic zone, see Fig. 2.3. Specifically,
the plot corresponds to a κ = pi2/50 < κ(0)t , which gives two possible values
of x0: x0,1 = 1/10 (solid line) and x0,2 = 2/5 (dashed line). The buckled
profile corresponding to the larger value x0,2 is always unstable. The string
profile corresponding to the smaller value gives the absolute minimum of the
free energy, since x0,1 < 1/8, whereas the flat string is metastable.
antiferromagnetically ordered close to the boundaries and ferromagnetically
ordered in the bulk.
The linearisation of the Euler-Lagrange equation around these non-flat
profiles, see Appendix A.1, proves that the profile corresponds to a relative
minimum of the free energy and is thus stable if x0 < 1/4 , whereas it is
unstable (not a minimum of F ) for x0 > 1/4. Then, we have two stable
configurations for the string, given by the flat profile and the buckled profile
with x0,1 < 1/4, separated by an unstable configuration, given by the buck-
led profile with x0,2 > 1/4 2. By direct integration, it is easily shown that
the absolute minimum of the free energy corresponds to the buckled config-
uration with x0,1 if 0 < κ < κ
(0)
t = 3pi
2/128 (0 < x0,1 < xt = 1/8), where
the flat profile is thus metastable. The situation is reversed for stronger
antiferromagnetic interaction: for κ(0)t < κ < κ
(0)
M (xt < x0,1 < 1/4), the
flat string is the most stable profile and the configuration corresponding to
x0,1 is metastable. The existence of metastable states is the signature of a
first-order phase transition: in fact, the stable and unstable buckled profiles
2In [123], it was incorrectly stated that this configuration was metastable, but this does
not affect reference [123] results and conclusions. The instability of the configuration for
x0,2 can also be shown from the pseudo-spins point of view, see discussion below.
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coalesce at κ = κ(0)M (x0,1 = x0,2 = 1/4), where they disappear. Consistently,
the first-order derivatives of the free energy change discontinuously at coex-
istence (κ = κ(0)t ): for instance, the order parameters M and DL jump from
M = 3/4 and DL = 3/4 over the, most stable, buckled with x0,1 phase for
κ = κ
(0)
t
−
to M = 0 and DL = 1/2 over the, most stable, flat phase for
κ = κ
(0)
t
+
.
It is enlightening to look into the low temperature profiles from the per-
spective of the pseudo-spins. The Euler-Lagrange equation tells us that the
string state can be visualised by analysing the pseudo-spins configuration:
buckling appears in those regions with non-zero average pseudo-spin. More-
over, this analysis will help us identify the physical mechanism by which
there is a phase transition in a one-dimensional system with short-ranged in-
teractions. In a nutshell, the question is that the spin-string coupling entails
a long-ranged interaction among the pseudo-spins, similarly to the situation
found in other spin-oscillator models [25, 29, 113].
We start by deriving the pseudo-spins’ marginal probability P(σ), in-
tegrating the canonical distribution exp(−H/T ) over the string degrees of
freedom. The result is
P(σ) ∝ e−Heff(σ)/θ, Heff(σ) = κσTJσ − pi
2
2N2
σTΛσ, (2.23)
in which the matrix J is the matrix restricting the antiferromagnetic inter-
action to the nearest neigbours,
Jij =
1
2
(δi,j+1 + δi,j−1) (2.24)
and Λ has elements
Λij =
1
N + 1
j(N − i+ 1) > 0, ∀i ≥ j, Λij = Λji, (2.25)
see Appendix A.2 for details on the derivation. Thus, Heff(σ) can be in-
terpreted as an effective Hamiltonian for the pseudo-spins, which contains
a short-ranged antiferromagnetic interaction, given by J , and a long-ranged
ferromagnetic interaction, given by Λ.
We focus on the low temperature limit as θ → 0+: therein, the equilibrium
probability concentrates in the pseudo-spin configuration that corresponds to
the absolute minimum of Heff. Therefore, we characterise the Heff landscape:
the closer to the centre of the system, the stronger the long-ranged ferromag-
netic interaction among the pseudo-spins given by the matrix Λ. Then, as
the intensity of the antiferromagnetic interaction, measured by κ, increases,
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na
[
Figure 2.3: Qualitative graph for the typical low-temperature configurations
for the pseudo-spins and the string. In the antiferromagnetic regions close to
the boundaries, there is no net magnetisation and thus the string has a linear
profile (u′′ = 0, red). In the ferromagnetic region in the bulk, the string takes
a parabolic shape (u′′ = −1, blue). We are plotting a system with N = 41
pseudo-spins and na = 5, which is the number of antiferromagnetic links at
either boundary.
we expect the absolute minimum of Heff move from the completely ferromag-
netic configuration to one that is antiferromagnetic at the boundaries and
ferromagnetic in the bulk of the system.
In light of the previous discussion, we restrict ourselves to states that
are antiferromagnetic at the boundaries and ferromagnetic in the centre,
in which the completely antiferromagnetic and ferromagnetic states are in-
cluded. In this projection of space, we label the states by the number na of
antiferromagnetic links at either side of the system, which can take the values
1, 3, 5, . . . , N/2, see Fig. 2.3. Moreover, we denote by Heff(na) the effective
potential for such a configuration. We have that
Heff(na)−Heff(na − 2) = 2pi
2
N2
[− 1 + (1 +N − 2na)na]− 8κ, (2.26)
which is derived in Appendix A.3 and can be iterated to obtain
Heff(na) = (na − 1)
{ pi2
6N2
[N(3 + na)3− 21− 13na − 4n2a]− 4κ
}
. (2.27)
The origin of energy has been taken to be such that Heff(na = 1) = 0.
Depending on the value of κ, Heff(na) has one or two minima, as seen
in Fig. 2.4. For κ = 0, the completely ferromagnetic configuration gives the
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minimum of Heff, as expected on physical grounds. On the other hand, as κ
increases, there appear several relevant values of κ, namely
κ0 =
pi2
4
N − 1
N(N + 1)
, (2.28a)
κ1 =
pi2
384
9N2 + 6N − 47
N2
, (2.28b)
κ2 =
pi2
96
3N2 + 6N − 5
N2
, (2.28c)
the physical meaning of which are discussed below. First, for κ = κ0, the con-
figurations with na = 1 and na = 0 share the same value of Heff. This marks
the onset of the antiferromagnetic ordering at the boundaries, although for a
large system this ordering is only relevant when na/N becomes of the order
of unity. In fact, κ0 is proportional to N−1 for large N , whereas both κ1
and κ2 become independent of N . Second, at κ1, the relative minimum of
Heff has the same value as the completely antiferromagnetic configuration.
Finally, at κ2, this relative minimum disappears and the only stable configu-
ration is that of the absolute minimum for na = N/2, that is, the completely
antiferromagnetic configuration.
The situation described above is illustrated in Fig. 2.4, in which we plot
Heff as a function of na, for different values of κ. For κ < κ1, the absolute
minimum ofHeff corresponds to the configuration that is antiferromagnetic at
the borders and ferromagnetic in the centre and the flat string is a metastable
state, whereas for κ1 < κ < κ2 the situation is reversed. Of course, in the
large N limit, the values of κ at which there are changes in the stability of
the solution are in perfect agreement with those obtained from the analysis
of the solution of the Euler-Lagrange equation (2.11) for the string profile: κ1
and κ2 tend to κ
(0)
t and κ
(0)
M , respectively. The completely antiferromagnetic
configuration leads to an almost flat, wrinkled, string whereas the completely
ferromagnetic distribution corresponds to a buckled configuration, with a def-
inite sign of the curvature. Accordingly, the low temperature phase, compris-
ing antiferromagnetic boundaries and a ferromagnetic bulk yields a buckled
string with linear (u” = 0) boundaries, as depicted in Figs. 2.2 and 2.3.
2.4 Bifurcation from the flat solution. Critical
point.
In this section, we investigate in detail the emergence of non-flat solutions
that takes place in the vicinity of the bifurcation line (2.19). Therein, we
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Figure 2.4: Heff as a function of the number of antiferro links na, for differ-
ent values of κ. In the limit as θ → 0+, the probability concentrates in the
absolute minimum of Heff. (a): κ = κ0, the absolute minimum corresponds
to na = 1. (b)-(d): κ0 < κ < κ1: the absolute minimum (here also the
relative one) shifts to greater values of na. (e): κ = κ1, the relative minimum
has the same value of Heff as the configuration with na = N/2, that is, the
completely antiferromagnetic state. (f): κ1 < κ < κ2, the absolute min-
imum corresponds to the completely antiferromagnetic configuration, since
its value of Heff is lower than that at the relative minimum. (g): κ = κ2, the
relative minimum disappears and the only equilibrium state is the completely
antiferromagnetic one.
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expect the possible non-flat (or buckled) solutions to be “small”, in the sense
that the free energy density, the local magnetisation, etc. can be expanded
in powers of u.
We start by expanding the free energy around the flat solution,
f(u, u′;κ, θ)− fL(κ, θ) = 1
2pi2
(u′)2 +
1
2!
f2(κ, θ)u
2
+
1
4!
f4(κ, θ)u
4 +
1
6!
f6(κ, θ)u
6 +O(u8), (2.29)
in which
fL(κ, θ) = f(u = 0, u
′ = 0;κ, θ) = −θ ln
(
2 cosh
κ
θ
)
, (2.30)
is the free energy density for the flat profile, and
fn(κ, θ) ≡ ∂
nf(u, u′;κ, θ)
∂un
∣∣∣∣
u=0
= − ∂
n−1µ(u;κ, θ)
∂un−1
∣∣∣∣
u=0
. (2.31)
Taking into account Eq. (2.12), we have that
f2(κ, θ) = −e
−2κ/θ
θ
, (2.32a)
f4(κ, θ) =
e−6κ/θ
θ3
(
3− e4κ/θ) , (2.32b)
f6(κ, θ) = −e
−10κ/θ
θ5
(
45− 30e4κ/θ + e8κ/θ) . (2.32c)
The bifurcation line is expressed thus as
f2,b ≡ f2(κb, θb) = −1, (2.33)
at which a sinusoidal, non-vanishing, solution arises. We consider a point
(κ, θ) close to the bifurcation line,
δκ = κ− κb = ηκ, δθ = θ − θb = ηθ, 0 <  1, (2.34a)
so that the small parameter  measures the separation from the bifurcation
line. The sign of (ηκ, ηθ) determines the sign of (δκ, δθ), respectively. Con-
sistently, we evaluate f2 up to linear order in the deviations, by defining δf2,b
as
δf2,b ≡ f2(κ, θ)− f2,b = f (θ)2,b δθ + f (κ)2,b δκ, (2.35)
where we have introduced the notation
f
(θ)
2,b =
1 + ln θb
θb
, f
(κ)
2,b =
2
θb
. (2.36)
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It is convenient to define
ϕ2,b ≡ δf2,b

= f
(θ)
2,b ηθ + f
(κ)
2,b ηκ, ϕ2,b = O(1). (2.37)
Therefore,  can be considered as a measure of the order of magnitude of
the (small) value of |δf2,b|. It is clear that δf2,b (or ϕ2,b) vanishes over the
bifurcation line, see Eq. (2.20). Then, it is the sign of δf2,b or ϕ2,b that tells
us at which side of the bifurcation line the point (κ, θ) lies. Specifically,
δf2,b or ϕ2,b < 0⇒ (κ, θ) is inside the bifurcation line,
(2.38a)
δf2,b or ϕ2,b > 0⇒ (κ, θ) is outside the bifurcation line.
(2.38b)
It suffices to obtain the values of f4 and f6 over the bifurcation line, which
we denote by f4,b and f6,b, respectively:
f4,b =
3θ2b − 1
θ2b
, f6,b =
−45θ4b + 30θ2b − 1
θ4b
. (2.39)
Note that, since the “coefficients” ϕ2,b, f θ2,b, fκ2,b, f4,b anf f6,b are evaluated
over the bifurcation line, they depend only on θb. Also, we expand u(x) close
to the bifurcation line by assuming that
u(x) = α
∞∑
j=0
βj Uj(x), Uj(0) = Uj(1) = 0, ∀j, (2.40)
where α and β are determined by seeking a consistent distinguished limit in
the expansion of the Euler-Lagrange equation in powers of , that is,
1
pi2
u′′ + u = δf2,b u+
1
3!
f4 u
3 +
1
5!
f6 u
5 +O(u7). (2.41)
We have that U0(x) is controlled by the lowest order terms, proportional to
α on the lhs of Eq. (2.41), which yield
1
pi2
U ′′0 (x) + U0(x) = 0 =⇒ U0(x) = A sin pix. (2.42)
Note that A remains arbitrary to the lowest order: in fact, it is de-
termined by the next order equation. Therein, the terms on the lhs of
Eq. (2.41) containing U1(x), which are proportional to α+β, must balance
with the dominant terms on the rhs, which are (i) δf2,bu ∼ 1+αϕ2,bU0 and
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(ii) f4u3/3! ∼ 3αf4,bU30/3!. The fifth-order term in subdominant with re-
spect to the third-order one if f4,b = O(1), the case f4,b  1 will be studied
afterwards. Therefore, α+ β = 1 + α = 3α, which gives α = 1/2 and β = 1,
and the equation for U1(x) is
1
pi2
U ′′1 (x) + U1(x) = ϕ2,bU0(x) +
1
3!
f4,bU
3
0 (x). (2.43)
Now, the constant A in U0(x) is fixed by the rhs of Eq. (2.43) being orthogonal
to U0(x), which entails
ϕ2,bA+ f4,b
A3
8
= 0. (2.44)
The above equation has the solutions A = 0 (flat solution) and
A2 = −8ϕ2,b
f4,b
, (2.45)
which correspond to sinusoidal buckled solutions.
The sign of f4,b controls the side of the bifurcation line at which the
buckled solutions appear. Note that f4,b vanishes at θb = θc = 1/
√
3, f4,b > 0
for θb > θc and f4,b < 0 for θb < θc. Thus, there are two different situations
1. f4,b > 0 or θb > θc, that is, we are to the left of θc, moving over the
upper branch of the bifurcation line in Fig. 2.1. Therein,
ϕ2,b < 0 or δf2,b < 0 (2.46)
to ensure that A2 > 0. Therefore, the buckled solution arises inside the
bifurcation line, where the flat solution has become unstable, and we
have a supercritical bifurcation.
2. f4,b < 0 or θb < θc, that is, we are to the right of θc, moving over the
upper branch of the bifurcation line, or at any point over the lower
branch thereof in Fig. 2.1. Here,
ϕ2,b > 0 or δf2,b > 0 (2.47)
and the bifurcation becomes subcritical: the buckled solution emerges
outside the bifurcation line, where the flat solution is (locally) stable.
In this way, the point over the upper branch of the bifurcation line at
which f4,b vanishes is a critical point: at K ≡ (κc, θc), the bifurcation changes
from supercritical to subcritical. To the left of K, the bifurcation line corre-
sponds to a second-order (continuous) transition line: (i) outside the bifurca-
tion line, the flat solution is the stable profile, and the buckled solution does
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not exist and (ii) inside the bifurcation line, the flat solution still exists but
is unstable, whereas the new buckled solution emerge continuously from the
bifurcation line and is stable. To the right of K, the change to a subcritical
bifurcation is the signature of the arising of a new first-order transition line
and the situation is more complex [68, 88, 128, 145]. Moreover, f4b tends to
zero in the vicinity of the critical point, Eq. (2.45) ceases to be valid, and a
different approach is needed.
2.4.1 A closer look into the vicinity of the critical point
Since f4,b vanishes at θb = θc, let as assume that f4,b = O(2α), so that the
dominant terms in Eq. (2.41) that are proportional to u3 and u5 are of the
same order, specifically 5α. The new dominant balance gives α = 1/4 and
β = 1.
The new scaling is relevant when |θb−θc| = O(
√
) and we can thus write
θb = θc +
√
 χ, (2.48a)
f4,b ∼ f (1)4,c ≡
df4,b
dθb
∣∣∣∣
θc
(θb − θc) =
√

6χ
θc
+O(). (2.48b)
The parameter χ = O(1) carries with it the sign of θb − θc (or f4,b). Taking
into account Eq. (2.45), the amplitude A of the sinusoidal profile far from
the critical point scales as
A2 ∼ − 1√

4θc
3
ϕ2,cχ
−1. (2.49)
Note that this is consistent with the new dominant balance, if A2 = O(−1/2),
we have that u(x) ∼ 1/2A sin(pix) = O(1/4). We have used the notation ϕ2,c
for the value of ϕ2,b at the critical point, that is, ϕ2,c ≡ ϕ2,b|θb=θc .
The equation for U0(x) is the same as before, then we have
U0(x) = A˜ sin(pix), u(x) ∼ 1/4U0(x), (2.50)
in which we denote the amplitude of the sinusoidal profile in this region by
A˜. The equation for U1(x) is now
1
pi2
U ′′1 + U1 = ϕ2,c U0 +
1
3!
6χ
θc
U30 +
1
5!
f6,cU
5
0 , (2.51)
with
f6,c =
12
θ2c
(2.52)
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being the value of f6,b at the critical point. By imposing again that the rhs
must be orthogonal to sin(pix), we obtain the equation for the amplitude A˜
(aside from A˜ = 0, of course),
1
2
A˜4 + 6θcχA˜
2 + 8θ2cϕ2,c = 0. (2.53)
Solving for A˜,
A˜2± = 6θc
(
−χ±
√
χ2 − 4
9
ϕ2,c
)
. (2.54)
Now, we look separately into the cases χ > 0 and χ < 0, which correspond
to θ > θc and θ < θc, respectively.
Above the critical point K, χ > 0 or θ > θc. In Eq. (2.54), only the
plus sign makes sense and we have
A˜2+ = 6θc
(
−χ+
√
χ2 − 4
9
ϕ2,c
)
, (2.55)
provided that ϕ2,c < 0. Then, the non-flat solution still stems from the line
ϕ2,c = 0, at which we have that A˜2+ = 0, that is, the transition is second-
order to the left of the critical point. Moreover, it smoothly matches with
the outer solution that we derived before, which is valid far enough from it.
It is straightforward to show that
A˜2+ ∼ −
4θc
3
ϕ2,cχ
−1, χ2  4
9
|ϕ2,c|, (2.56)
consistently with Eq. (2.49).
We call this buckled phase, which is described by Eqs. (2.45) and (2.46)
far from the critical point and by Eq. (2.55) close to it, B+ (Buckled phase
with the plus sign in the amplitude).
Below the critical point K, χ < 0 or θ < θc. Now, both the plus and
minus signs in Eq. (2.54) make sense. First, we take a look at the solution
with the plus sign, which continuously propagates the phase B+ to the right
of K. However, now A˜+ exists only if the argument of the square root is
non-negative, that is,
ϕ2,c ≤ 9
4
χ2, χ < 0 or θ < θc. (2.57)
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This means that this solution dies at the above line, which marks the limit of
existence of the phase B+. Moreover, at that line A˜2+ = −6θcχ 6= 0, making
it clear that a new first-order-transition line arises to the right of the critical
point. For a fixed value of θ, Eq. (2.57) is equivalent to
κ(θ) ≤ κM(θ) = κb(θ) + 9
4f
(κ)
2,c
(θ − θc)2, θ < θc, (2.58)
where f (κ)2,c stands for the value of f
(κ)
2,b , defined in Eq. (2.35), at the critical
point, that is, f (κ)2,c = 2/θc. Then, κM(θ) describes the first-order-transition
line in the vicinity of the critical point, |θ− θc|  1. Note also that, over the
bifurcation line (ϕ2,c = 0) A˜2+ = −12θcχ > 0 and this solution extends itself
inside the bifurcation line.
Now, we turn our attention to the solution with the minus sign, which
introduces a new phase that exists only to the right of the critical point. We
call this new phase B-, and its corresponding amplitude is given by
A˜2− = −6θcχ− 6θc
√
χ2 − 4
9
ϕ2,c . (2.59)
In order to have A˜2− ≥ 0, we have to impose that the argument of the square
root be non-negative, as before, and moreover that ϕ2,c ≥ 0. Proceeding
along the same lines as above, this is equivalent to
0 ≤ ϕ2,c ≤ 9
4
χ2, (2.60)
or, for a fixed value of θ,
κb(θ) ≤ κ(θ) ≤ κM(θ). (2.61)
Therefore, the phase B- only exists between the bifurcation line and the first-
order transition line. In fact, A˜− vanishes at the bifurcation line κb(θ) (over
which ϕ2,c = 0) and merges with A˜+ at the first-order-transition line κM(θ)
(over which the argument of the square root vanishes). Far enough from
the critical point, that is, for ϕ2,c  9χ2/4, A˜− smoothly matches the outer
solution given by Eqs. (2.45) and (2.47) to the right of the critical point.
Therein, along the same lines as in the derivation of Eq. (2.49), it is found
that A˜2− ∼ −43θcϕ2,cχ−1.
In the literature, a critical point K like the one described above, at which
three phases coalesce, is sometimes called a tricritical point [128, 145]. Here,
the three phases are the flat phase L and the two buckled phases B±. The
stability thereof is discussed in the next section.
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2.4.2 Stability of the phases
In order to elucidate the stability of the different phases, we have to calculate
the total free energy that corresponds to each of the string profiles that solves
the Euler-Lagrange equation. First, we have the phase L, corresponding to
the flat profile uL(x) ≡ 0. Second, we also have the buckled phases B±,
which correspond to the sinusoidal buckled string profiles just obtained by a
perturbative expansion close to the bifurcation line. Here, we denote these
sinusoidal string profiles by uS(x),
uS(x;C) = C sin(pix), (2.62)
We could make use of the values of the amplitude obtained before, when
solving perturbatively the Euler-Lagrange equation. Notwithstanding, we
follow here a different approach, which gives the same results but provides
additional, physically relevant, information. The difference of free energies
between the sinusoidal and the flat profiles is given by
∆F (C;κ, θ) ≡
∫ 1
0
dx [f(uS, u
′
S;κ, θ)− fL(κ, θ)] . (2.63)
Note that ∆F is no longer a functional but a function of the (unknown) am-
plitude C. Within the same level of approximation as we have been working
throughout, we have
∆F (C;κ, θ) ∼
∫ 1
0
dx
(
1
2
δf2,bu
2
S +
1
4!
f4bu
4
S +
1
6!
f6bu
6
S
)
. (2.64)
The idea is to find the extrema of ∆F as a function of C, see below.
Far from the critical point, consistently with the procedure for solving
perturbatively the Euler-Lagrange equation, the term proportional to u6 can
be neglected and by substituting Eq. (2.62) into (2.64), it is readily obtained
that
∆F (C) ∼ 1
4
δf2,bC
2 +
1
64
f4bC
4. (2.65)
To simplify our notation, we omit the dependence on (κ, θ) of ∆F hereafter.
The equilibrium values of C, which we denote by Ceq, can be found by seeking
the extrema of ∆F (C). Then, they obey
1
2
δf2,bCeq +
1
16
f4bC
3
eq = 0, (2.66)
which entails
C2eq = −
8δf2,b
f4b
⇒ Ceq =
√
A, (2.67)
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by comparing these equations with Eqs. (2.44) and (2.45). Taking into ac-
count Eq. (2.67), we have that
∆Feq ∼ −
δf 22,b
f4,b
. (2.68)
which shows that the sign of ∆Feq is controlled by the sign of f4,b.
The stability of the phases can be further elucidated by looking at the
sign of the second derivative of ∆F with respect to C. Since
∂2∆F
∂C2
=
δf2,b
2
+
3
16
f4bC
2, (2.69)
we have that
∂2∆F
∂C2
∣∣∣∣
eq
= −δf2,b. (2.70)
Therefore, the stability is controlled by the sign of δf2,b: to the left of the
critical point, the phase B+ exists inside the bifurcation line, where the flat
phase L becomes unstable, and is thus stable: δf2,b < 0 and ∂
2F (C)
∂C2
∣∣∣
B+
> 0
(consistently, ∆Feq|B+ < 0). To the right of the critical point, the phase
B- emerges outside the bifurcation line, where the flat phase is stable, and
is unstable: δf2,b > 0 and ∂
2F (C)
∂C2
∣∣∣
B−
< 0 (consistently, ∆Feq|B− > 0). The
phase B- is indeed unstable but it does not correspond to a (local) maximum
of the free energy functional, but to some kind of “saddle point” extremum
that is neither a minimum nor a maximum 3.
In the vicinity of the tricritical point K, we have to keep the u6 term,
and substitute the coefficients of the quadratic and quartic terms by their
leading behaviours. With the same notation as in the previous section,
∆F (C) ∼ 1
4
δf2,cC
2 +
1
64
f
(1)
4,cC
4 +
1
2304
f6,cC
6. (2.71)
Again, Ceq can be found by looking for the extrema of ∆F ,
1
2
δf2,cCeq +
1
16
f
(1)
4,cC
3
eq +
1
384
f6,cC
5
eq = 0. (2.72)
By taking into account the values of f (1)4,c and f6,c, as given by Eqs. (2.48)
and (2.52), respectively, and δf2,c = ϕ2,c, it is shown that
Ceq = 
1/4A˜. (2.73)
3Note that the phase B+ cannot be produced by an expansion around the flat solution
to the right of the critical point, because its amplitude does not vanish at the bifurca-
tion line. This is the reason why the solution obtained to the right of the critical point
corresponds to the phase B-.
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Again, the local stability of the phases is given by the second derivative of
∆F at equilibrium. After a little algebra, we get the result
∂2∆F
∂C2
∣∣∣∣
B±
= ± 3
4θc
A˜2±
√
χ2 − 4
9
ϕ2,c. (2.74)
The above equation tells us that the phase B+ is locally stable whereas the
phase B- is unstable. Of course, this is so for their respective domains of
existence to the right of the critical point, recall that the phase B+ exists
below the first-order line, κ < κM(θ), whereas the phase B- only exists
between the bifurcation line and the first-order line, κb(θ) < κ < κM(θ).
Over the first-order-line, at which the phases B± merge and disappear, the
argument of the square root becomes equal to zero and ∂2∆F/∂C2|B± = 0.
To the left of the critical point, only the plus sign is possible and Eq. (2.74)
smoothly matches with Eq. (2.70), after taking into account Eq. (2.56).
Further analysis is necessary to find out which of the two locally sta-
ble phases, the flat L phase and the buckled B+ phase, gives the absolute
minimum of the free energy and then it corresponds to the true equilibrium
configuration, whereas the other phase is metastable. Then, we calculate ∆F
at equilibrium,
∆F |eq = 3/2
f6,c
2304
A˜2
(
A˜4 + 18θcχA˜
2 + 48θ2cϕ2,c
)
. (2.75)
Substitution of A˜ into the above equation gives, for the B± phases,
∆FB± = 3/2
f6,c
576
A˜2±θ
2
c
[
−9χ2 + 8ϕ2,c ± 3χ
√
9χ2 − 4ϕ2,c
]
(2.76)
To the left of the critical point, χ > 0, only the upper sign is possible and
∆FB+ = 0 over the bifurcation line ϕ2,c = 0. Inside it, we have ϕ2,c < 0 and
consistently ∆FB+ < 0: the only relative minimum, and thus the absolute
one, is attained for the buckled B+ phase. To the right of the critical point,
χ < 0, and both signs are possible. On the one hand, consistently with its
unstable character, ∆FB− ≥ 0, it varies from ∆FB− = 0 over the bifurcation
line κb(θ), at which A− vanishes, to the positive value
∆FmaxB = 
3/2f6,c
64
A˜2θ2cχ
2 > 0 (2.77)
at the first-order line κM(θ). On the other hand, ∆FB+ < 0 at the bifurcation
line (note that
√
9χ2 = −3χ for χ < 0), whereas ∆FB+ = ∆FmaxB > 0 at
the first order line because the phases B± merge. Thus, there must be a
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line at which ∆FB+ changes sign when moving from the bifurcation line to
the first-order line. Making use of Eq. (2.76), this line is determined by the
condition ϕ2,c = 27χ2/16 or
κt(θ) = κb(θ) +
27
16f
(κ)
2,c
(θ − θc)2, θ < θc, |θ − θc|  1 (2.78)
The above equation gives the coexistence line in the vicinity of the critical
point, at which the free energy minima for the phases B+ and L are equally
deep and both phases are equiprobable. For κb(θ) < κ < κt(θ), the most
stable phase is B+, whereas the flat phase L is metastable; the situation is
just reversed in the region κt(θ) < κ < κM(θ).
2.5 Phase diagram in the plane (κ, θ)
We start by summarising the different phases found in the analysis carried out
throughout the previous sections. Above the critical point K (θ > θc), there
is only one buckled phase B+ that exists and is stable inside the bifurcation
line, that is, for κ < κb(θ). In this region, the flat phase L is unstable. At the
bifurcation line, the phase B+ changes continuously to the phase L: in fact,
outside the bifurcation line, κ > κb(θ), the only equilibrium string profile
is flat. Below the critical point (θ < θc), still we have only the buckled
phase B+ to be stable inside the bifurcation line, where the flat solution
continues to be unstable. At the bifurcation line, the phase B+ does not
merge any longer with the flat phase, the amplitude of the sinusoidal profile
does not vanish and the buckled phase B+ has a lower free energy than
the flat phase, ∆FB+ < 0. Moreover, a new buckled phase B-, which is
unstable, emerges continuously from the flat solution at the bifurcation line.
Both buckled solutions are present for κb(θ) < κ < κM(θ), in which κM(θ)
is a new first-order-transition line at which both phases B± coincide and
disappear abruptly (the amplitude of the sinusoidal profile is different from
zero at κ = κM(θ)). In the region κb(θ) < κ < κM(θ), both the phase L and
the phase B+ are locally stable, since they correspond to relative minima
of the free energy. There appears a coexistence line κt(θ), at which both
minima are equally deep. For κb(θ) < κ < κt(θ), the absolute minimum of
the free energy is that of the phase B+ and the flat phase L is metastable;
for κt(θ) < κ < κM(θ) the situation is reversed. A qualitative picture of this
phase diagram is provided in Fig. 2.5.
In the low temperature region, we have found that (i) the flat phase
L is always locally stable, since limθ→0+ κb(θ) = 0, and (ii) there appear
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Figure 2.5: Zoom of the phase diagram in a region close to the critical point
K including the nose N of the bifurcation curve. The solid line represents
the bifurcation line κb(θ), and the dotted and dashed lines correspond to the
coexistence line κt(θ) and the first-order line κM(θ), κb(θ) < κt(θ) < κM(θ),
respectively. These three lines delimit different zones of the phase diagram:
in zone I (κ > κM(θ)), there is only one phase, the flat phase L, whereas in
zone II (κ < κb(θ)) there are two possible phases: the flat phase is unstable
and the buckled B+ is stable. In zone III (κb(θ) < κ < κM(θ)), the situation
is more complex, the three phases L, B+ and B- exist but the latter is always
unstable. The relative stability of the locally stable phases therein, B+ and
L, changes when one moves from zone IIIa (κb(θ) < κ < κt(θ)) to IIIb
(κt(θ) < κ < κM(θ)). In zone IIIa, it is the phase B+ that gives the absolute
minimum of the free energy and the flat phase L is metastable, while the
relative stability of these phases is reversed in zone IIIb.
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two buckled phases, with linear profiles (antiferromagnetic ordering of the
pseudo-spins) in the edges of the system and parabolic profiles (ferromagnetic
ordering) in the system bulk for κ < κ(0)M = pi
2/32. The two phases differ
in the length x0 of the antiferromagnetic regions at the edges, x0,1 < 1/4 <
x0,2. The phase with the larger value x0,2 is unstable, whereas that with
the smaller value x0,1 corresponds to a relative minimum of the free energy.
Interestingly, the buckled phase with x0,1 is the most stable one for small
enough κ, specifically κ < κ(0)t = 3pi2/128, where the flat phase is thus
metastable. Conversely, for κ(0)t < κ < κ
(0)
M , the buckled phase with x0,1 is
metastable and the flat phase is the most stable one.
The situation described in the two previous paragraphs is completely
compatible with the following physical picture: there are three phases in our
system, which we call B+, B- and L, extending the nomenclature used in
the vicinity of the critical point to the whole temperature range. For θ < θc,
the existence and properties of these phases are qualitatively similar to those
described in the first paragraph. The existence and properties of the phases
are controlled by the bifurcation line κb(θ), the coexistence line κt(θ) and the
first-order-line κM(θ), for which we have obtained approximate expressions
when |θ − θc|  1. We expect that the coexistence and first-order lines
propagate to low temperatures with the properties limθ→0+ κt(θ) = κ
(0)
t and
limθ→0+ κM(θ) = κ
(0)
M , respectively.
In region II, that is, inside the bifurcation line, κ < κb(θ), the phase B+
is the only stable phase whereas the flat phase L is unstable. In region III,
between the bifurcation and the first-order lines, κb(θ) < κ < κM(θ), this
phase B+ continues to exist and is locally stable throughout, changing from
the sinusoidal profile with amplitude A˜+ to the linear-parabolic phase with
x0,1 < 1/4 as the temperature is decreased from θ → θ−c to θ → 0+. In this
region, both B+ and the flat phase L are locally stable, with their relative
stability changing at the coexistence line κt(θ). In addition, there appears
an unstable phase B- that continuously changes from the sinusoidal profile
with amplitude A˜− close to θc to the linear-parabolic phase with x0,2 > 1/4
for very low temperatures. In region I, κ > κM(θ), the antiferromagnetic
interaction is too strong and no longer do buckled phases appear: the only
possible equilibrium profile for the string is flat.
In order to complete and check the physical picture depicted above,
we have integrated numerically the Euler-Lagrange equation to find the
equilibrium profiles over a representative grid of points in the (κ, θ) plane.
Specifically, we have considered a grid of 200 × 200 points in the rectangle
[0, 0.5]× [0, 1]. The numerical integration has been done in the half interval
x ∈ [0, 1/2], with the boundary conditions u(0) = 0, u′(1/2) = 0, because
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Figure 2.6: Density plot of the magnetisation M and the free energy dif-
ference ∆F over the numerical solution of the Euler-Lagrange equation for
the phase B+. The magnetisation M and the free energy difference ∆F
are shown in the top and bottom panels, respectively. In both panels, also
plotted are the bifurcation line (solid) κb(θ) and the first order transition
lines (dotted): at the coexistence line κt(θ), ∆F = 0, whereas the buckled
solution disappears at the limit line κM(θ), beyond which only the flat phase
exists (both ∆F = 0 and M = 0). For the sake of clarity, we provide some
additional information, but different in each panel. In the magnetisation
panel, we have also marked the critical point K and labelled the different
phases. In the free energy panel, we plot the analytical expressions close to
the critical point for the first-order transition lines κt(θ) and κM(θ), as given
by Eqs. (2.78) and (2.58), respectively, but extended up to low temperatures,
namely for θ ≥ 0.08.
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Figure 2.7: Density plot of the magnetisation M and the free energy differ-
ence ∆F over the numerical solution of the Euler-Lagrange equation for the
phase B-. Again, the magnetisation M and the free energy difference ∆F
are shown in the top and bottom panels, respectively.
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we are interested in string profiles u(x) with no internal nodes. We have em-
ployed a shooting method to solve the boundary-value problem, in particular
its built-in implementation in Wolfram Mathematica R©.
First, we have allowed Mathematica R© to choose automatically the shoot-
ing parameter u′(0) (of course, u(0) = 0). In this way, the buckled phase
B+ is found in its domain of existence, κ ≤ κM(θ) (regions II and III). For
κ ≥ κM(θ) (region I), the found solution is, logically, the flat one.
In Fig. 2.6, we present density plots for the numerical estimates for the
magnetisation order parameter M (top panel) and the free energy differ-
ence ∆F (bottom panel) as functions of (κ, θ). Therein, we also show the
numerical results for the coexistence line κt(θ), obtained by imposing that
|∆F | ≤ 10−10, and the limit line κM(θ), beyond which only the flat solution
exists. It is observed that these lines tend to the analytical values κ(0)t and
κ
(0)
M , marked with points, which we obtained in the low temperature limit
in Sec. 2.3.2. This is consistent with the qualitative picture that we put
forward before for the phase diagram; we have labelled the different zones
of the density plot for the magnetisation with (I,II,IIIa,IIIb), analogously to
what was done in Fig. 2.5. On the one hand, note that in zone II we have
that ∆F < 0, since it is the phase B+ is the only stable solution. On the
other hand, in zone III we have that ∆F < 0 between the bifurcation line
and the coexistence line, that is, in region IIIa where the phase B+ gives the
absolute minimum of the free energy, whereas ∆F < 0 in region IIIb where
the phase B+ is only metastable.
Second, we consider the buckled phase B-, which is always unstable and
only exists in region III, that is, κb(θ) ≤ κ ≤ κM(θ). This phase is found
in region III by choosing an initial value of the shooting slope u′(0) equal
to that over the low temperature solution for the considered value of κ. In
regions I and II, this initial slope leads to the flat solution.
Analogously to what was done in Fig. 2.6 for the stable phase B+, we
present density plots for the numerical estimates for the magnetisation order
parameter M (top panel) and the free energy difference ∆F (bottom panel)
as functions of (κ, θ) for the unstable phase B- in Fig. 2.7. We have that
∆F > 0 everywhere in zone III, consistently with the phase B- being always
unstable.
In Fig. 2.8, 3-dimensional plots of the magnetisation vs (θ,κ) together
with sections for different values of θ are displayed. The magnetisation sur-
face comprises two sheets: (i) the upper sheet, with larger values ofM , which
corresponds to the stable phase B+, whereas (ii) the lower sheet, with smaller
values of M , which corresponds to the unstable phase B-. Both sheets co-
alesce at the first-order line κM(θ), beyond which M = 0 (flat phase L) is
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Figure 2.8: Plots depicting the phase diagram of the system, numerically
computed from eq. (2.11). Figures 2.8(a) and 2.8(b) show two different
views of a 3D plot where the total magnetization of the buckled solutions
are plotted versus κ and θ. The upper orange (lower blue) surface stands for
the stable (unstable) solution, two different profiles of such solutions at low
temperatures can be found in figure 2.2. Different sections for constant κ can
be found in figures (c)-(f), where subcritical and supercritical bifurcations
are present. Figure (c) shows a subcritical (suprecritical) bifurcation for
low (high) temperatures. In figure (d), κ > κc ∼ 0.16, the lower unstable
solution (B-) starts to bifurcate from θ2, creating the subcritical bifurcation
depicted in blue at high temperatures. For κ > κn (figure (e)) an isola stems
from the M = 0 plane, B- is no longer bifurcating from the flat solution for
κ > κn ∼ 0.184. The isola disappears for κ ∼ 0.3, see figures (a) and (b)
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the only solution. It is clearly observed how the lower sheet continuously
stems from M = 0 at the bifurcation line where it exists, that is, for tem-
peratures smaller than θc, whereas the upper sheet only stems from M = 0
for temperatures larger than θc. Sections for different values of θ show in
more detail how the stable (orange) and unstable (blue) solutions separate
from the plane M = 0 for several values of κ. They produce an isola that
disappears for κ > κM , leaving only the flat solution for bigger κ.
2.6 Conclusions
Despite its simplicity, the 1d string model contains the key ingredients that
lead to the emergence of wrinkled and buckled phases in graphene. The
transversal displacements ui are coupled to some internal degrees of free-
dom, modelled in the simplest way by pseudo-spin variables σi that have two
competing interactions: (i) first, an on-site interaction with its correspond-
ing displacement and (ii) an antiferromagnetic interaction between nearest
neighbour pseudo-spins, the strength of which is measured by κ. On the
one hand, the interaction between the pseudo-spins and the elastic degrees
of freedom entails that the string curvature is controlled by the local mag-
netisation. As the temperature θ is lowered for not too large values of κ,
this brings about the existence of non-flat (buckled) profiles with non-zero
global magnetisation. On the other hand, for low enough temperatures, the
frustration arising from the short-ranged antiferromagnetic interaction (i)
modifies the buckled phase, introducing an antiferromagnetic region close to
the boundaries and (ii) makes the flat string become metastable.
A key element in the observed behaviour is the existence of a tricritical
point K, at which all the observed phases coalesce. From it, three lines
emanate that control the different phases: the bifurcation line κb(θ), the
coexistence line κt(θ) and the first-order line κM(θ), κb(θ) < κt(θ) < κM(θ),
as shown in Figs. 2.5 and 2.6. We have obtained the exact expression for
κb(θ) and approximate analytical expressions for both κt(θ) and κM(θ) in the
vicinity of the critical point. The extension of these expressions far from the
critical point gives a better account of the coexistence line κt(θ) than of the
first-order-line κM(θ), as seen in Fig. 2.6. This is quite logical, since they are
calculated by using a Landau-like expansion of the free energy around the
flat solution.
Beyond the first-order line (region I), κ > κM(θ), only the flat phase L
is stable. Inside the bifurcation line κ < κb(θ) (region II), there only stable
phase is the buckled one B+. The situation is more complex and thus inter-
esting in the intermediate region III, κb(θ) < κ < κM(θ). We may understand
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this region as the zone, for each value of the temperature θ, in which there
is an actual competition between the ferromagnetic interaction that induces
global buckling and the antiferromagnetic interaction that favours the flat
phase.
There are three phases in region III: two buckled phases B+ and B-,
with the maximum value of u(x) being larger in the locally stable phase
B+ than in the unstable phase B-, and the also locally stable flat phase
L. The two locally stable phases B+ and L coexist at the line κt(θ), over
which their respective free energy minima are equally deep. The buckled
phase B+ is the most stable state (absolute minimum of the free energy)
and the flat phase L is metastable for κb(θ) < κ < κt(θ), that is, when
the antiferromagnetic interaction is strong enough to stabilise the flat phase
but not too strong. The situation is inverted for κt(θ) < κ < κM(θ), that is,
when the antiferromagnetic interaction is capable of further favouring the flat
phase with respect to the buckled phase B+. In the spirit of Kramers theory
[72], the unstable phase B- can be seen as providing a free energy barrier
that the system has to overcome to move from one free energy minimum to
the other.
The above phase diagram is qualitatively similar to that found numer-
ically in a 2d version of the model, built on a hexagonal lattice to mimic
buckling and rippling in graphene [124]. It is the qualitative shape of this
phase diagram that explains the emergence of the rippled to buckled transi-
tion when the system is heated, recently observed in STM experiments [130].
The key point is the existence of a region of values of the antiferromagnetic
parameter κ, inside which the flat phase is locally stable for low enough tem-
peratures but becomes unstable and is replaced by a buckled phase when the
temperature is increased. This is the region to the left of the turning point
(nose) of the bifurcation line, that is, κ < κn. For a low enough initial value
of the temperature, the string may be prepared in a rippled, flat, profile be-
cause it is a metastable equilibrium state at low temperatures. Then, as the
temperature is slowly increased, the string suddenly jumps to a buckled state
just as the temperature crosses the bifurcation line, and remains buckled.
In light of the above discussion, it is tempting to conjecture that the
actual phase diagram of graphene is similar to the one found here. The
crux is the existence of some internal degrees of freedom, for which (i) the
direct short-ranged interaction among themselves, whose intensity is mea-
sured by a parameter κ, favours rippling but (ii) their coupling with the
elastic modes give rise to a long-ranged interaction that favours buckling. It
is this competition that leads to a phase diagram like ours, in which there
appears a bifurcation line κb(θ) below some value of the temperature. The
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unit of temperature is chosen as the transition temperature when there is no
antiferromagnetic coupling, that is, κb(θ = 1) = 0. If the competition be-
tween the direct short-ranged and the induced long-ranged interaction leads
to κb(θ = 0+) → 0 for low temperatures, a maximum or nose in the curve
κb(θ) would emerge, leading to the STM-like rippled to buckled transition
described in the previous paragraph.

Chapter 3
Rippling in a spin-membrane
model on a hexagonal lattice
3.1 Introduction
There have been many studies of graphene ripples. The earliest studies using
Monte Carlo [50] or molecular dynamics simulations [3] have shown that rip-
ples may be connected to variable length σ bonds of carbon atoms and may
be caused by thermal fluctuations. Other studies have explored the connec-
tion between rippling and electron-phonon coupling [59, 83]. In particular, it
has been suggested that, at zero temperature, the electron-phonon coupling
may drive the graphene sheet into a quantum critical point characterized by
the vanishing of the bending rigidity of the membrane [127]. The continua-
tion of this work by J. Gonzalez [66] discusses the nonzero expectation value
of the mean curvature (the Laplacian of the flexural phonon field) once the
bending rigidity of the membrane vanishes, and its role as order parame-
ter. Alternatively, assuming that the graphene membrane is fluctuating in
2 + d dimensions (with d  1), Guinea et al. have calculated the dressed
two-particle propagators of the elastic and electron interactions. They have
found a collective mode which becomes unstable at a nonzero wave vector
and causes the appearance of Gaussian curvature [70]. Amorim et al. [9]
estimate the crossover temperature between quantum and classical descrip-
tions to be 70-90 K. Thus a quantum description of ripples is not necessary
at room temperature. All these studies investigate and characterize rippling
as equilibrium phenomena.
We are interested in rippling dynamics and stability of static corruga-
tions under disturbances. In experiments to visualize ripples using a trans-
mission electron microscope (TEM), the suspended graphene sheet is hit by
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a low-intensity electron beam that may push atoms out-of-plane upward or
downward in a random fashion. An alternative technique to visualize rip-
ples is using a scanning tunneling microscope (STM)[147]. In this case, the
graphene sheet is pushed and locally heated in the region close to the tip.
Depending on the tunneling current and the voltage between tip and sheet,
the latter may undergo a phase transition from a flexible (rippled) to a rigid
(buckled) state [130].
In Ref. [110], the authors simplify the distortion of the 2d crystal by
modeling it with two-state spin-like variables (+1 upward, −1 downward).
There are antiferromagnetic interactions among these spins, because the out-
of-plane shift of the atoms in opposite directions stabilize the strictly 2d
system while keeping the gapless band structure of graphene [110]. A rich
phase diagram is found, including paramagnetic, ordered and glassy phases,
depending on the temperature and the values of the nearest-neighbor and
next-nearest-neighbor couplings. In this way, they describe the formation
and origin of the atomic scale rippling found in Ref. [97]. On the other
hand, there are also models that investigate rippling by considering at each
lattice site a continuous variable u describing the out-of-plane displacement
of the carbon atom coupled to a spin variable (σ = ±1) representing an
internal degree of freedom [23, 25]. This may be understood as a mechanical
system coupled to a spin system. The spin at each lattice site represents the
non-saturated fourth bond that, by a physical mechanism similar to the one
discussed in [110], tries to pull the corresponding atom upward (u > 0) or
downward (u < 0) from the flat sheet configuration. Mathematically, this is
done by introducing a linear coupling term in the system energy, proportional
to −uσ for each lattice site. In these simple models, the mechanical system is
either a chain of oscillators [25] or a discrete elasticity model of the hexagonal
graphene lattice [23], while the spins are in contact with a thermal bath and
flip randomly according to Glauber dynamics at the temperature T of the
thermal bath. In both models, the system forms metastable but long-lived
ripples assuming slow spin relaxation [23, 25].
It is worth investigating a combination of the two approaches described in
the previous paragraph. Firstly, it seems sensible to model the out-of-plane
displacement at each lattice site by a continuous variable as in Refs. [23, 25],
which is driven by the internal degree of freedom represented by the spin.
Secondly, these spins certainly interact among themselves, by the mecha-
nism proposed in [110]. Thus, in this paper we discuss the formation and
dynamics of ripples in graphene through a system of atoms connected by
harmonic springs and coupled to interacting Ising spins. We start from the
spin-oscillator chain model [23, 25, 113] and add interactions among spins
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that produce stable rippling states. There appear different phases and tran-
sitions between them depending on parameter values.
The plan of this chapter is as follows. Section 3.2 is devoted to the
expansion of the model to 2 dimensions on a hexagonal lattice, with first
and second-neighbors interactions between spins. Besides, we carry out a
systematic analysis of the system modifying the parameters and studying the
stationary configuration after the transitory, using a phase diagram in Section
3.2.1, and describing the different phenomenology of each phase in Section
3.2.2. The main conclusions are presented in Sec. 3.4. Relevant information
that is not covered in the main text is presented in the Appendices: some
geometrical expressions for the hexagonal lattice are discussed in B.1, while
images of the different phases are collected in 3.3.
3.2 The two-dimensional model
Here, we extend the one-dimensional model from chapter 2 to dimension d =
2, in the hope that this will make it possible to find more complex behaviors.
This extension is almost direct and, as we are interested in applying the
model to mimic a graphene sheet, we consider a hexagonal lattice. Due to
the symmetry, it is important to write the hamiltonian carefully. First, each
atom is indexed: i will be the row index and j the column index, with the
peculiarity that each row comprises atoms with two different heights in a
zigzag distribution, see Figure 3.1. It is important to note that the form
of the equations will be qualitatively different for atoms for which |i − j| is
an even number (e-atoms), which have one nearest neighbor above and two
below, and those for which |i − j| is an odd number (o-atoms), which have
one nearest neighbor below and two above, that is, the opposite situation. It
is quite obvious that if the plane is rotated by an angle of pi, the two types
of atoms are interchanged.
Taking into account the notation described in chapter 2, we can write
down the extension of the 1d Hamiltonian to d = 2. Moreover, we introduce
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Figure 3.1: Figure summarizing the atoms indexes and the parameters of the
unit cell of the hexagonal lattice.
next-nearest-neighbor interactions,
H =
∑
ij
[
p2ij
2m
− fuijσij + J ′σij(σi−1,j−1 + σi,j−2 + σi+1,j−1)
]
+
∑
|i−j|=even
{
k
2
[
(uij − ui+1,j)2 + (uij − ui,j−1)2 + (uij − ui,j+1)2
]
+Jσij(σi+1,j + σi,j−1 + σi,j+1)
}
, (3.1)
where i and j take values 1 → imax and 1 → jmax, respectively. Following
the same steps as in the previous section, the nondimensional equation of
motion for each atom and the expressions for the transition rate become
u¨ij −K2N(ui+1,j + ui,j−1 + ui,j+1 − 3uij) = σij, (3.2)
ωij(σ|u) = δ
2
(1− γijσij), (3.3)
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γij = tanh[
uij
θ
− κ
θ
(σi+1,j + σi,j+1 + σi,j−1)− λ
θ
(σi,j−2 + σi,j+2
+ σi−1,j−1 + σi−1,j+1 + σi+1,j−1 + σi+1,j+1)], (3.4)
where KN is a large scale parameter to be calculated later. As we said before,
the difference between e-atoms with o-atoms follows from the rotation by pi
of the plane. For that reason, only equations for e-atoms have been written.
In the latter equations, the height variable u and time are dimensionless. In
the nondimensionalization, the same parameters as in equations (2.6) and
(2.7) appear, with the addition of λ = J ′/T0, which corresponds to the new
next-nearest-neighbor interaction.
The length of each side of the finite hexagonal lattice is L˜ = [3(n− 1) +
1]l˜/2, where l˜ is the side of a unit hexagonal cell and n is the maximum value
of the row index i in Fig. 3.1. Let us measure all lengths in units of L˜, so
that l = l˜/L˜ tends to zero as the hexagonal lattice fills the plane. Then the
expression within parenthesis in (3.2) has the limit [22, 25, 39]
ui+1,j + ui,j−1 + ui,j+1 − 3uij → a
2
4
(∂2xu+ ∂
2
yu), (3.5)
as a =
√
3l→ 0. Therefore, we take KN proportional to a−1, namely
KN =
√
2
pi
a−1 =
3n− 2√
6pi
∝ n, (3.6)
to guarantee that the diffusive term in (3.2) remains finite as l → 0 (con-
tinuum limit). Note that the increments of the continuous variables are
∆x(i→ i+ 1) = 3l/2 and ∆y(j → j+ 1) = a/2 = √3l/2, as seen in Fig. 3.1,
so that the hexagonal lattice goes to the unit square 0 ≤ x, y ≤ 1 in the
continuum limit. For details, see B.1.
Once the system reaches the stationary state, equation (3.2) can be av-
eraged ignoring thermal fluctuations. Thus, using equation (3.5) for n  1
we get
1
2pi2
∇2〈u〉 = −〈σ〉, (3.7)
where 〈u〉 and 〈σ〉 are the average height and spin at the point (x, y) of the
unit square. This equation is completely equivalent to its 1-D counterpart,
equation (2.9). For κ = λ = 0, we have that 〈σ〉 = tanh(u/θ) and the flat
configuration 〈u〉 = 0 becomes unstable at θ = 1, similarly to the situation in
the 1d case. This kind of rigidly buckled configurations have been observed
in graphene in recent STM experiments [130]. Equation (3.7) tells us that
there is a correspondence between lattice patterns given by the average height
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profile and the spin configuration. Specifically, the curvature of the rippling is
directly proportional to the average spin. Therefore, in the following section
we will mainly characterize the phases by the spin configuration.
3.2.1 Phase diagram
As it has already been said, the stable steady state is a rigidly buckled
configuration below the critical temperature (θ < 1), provided there is no
interaction between spins. We expect that the introduction of the nearest
neighbour interaction among the spins should introduce new phases. By
analogy with the 1d system, an antiferromagnetic nearest neighbour interac-
tion should make antiferromagnetic ordered phases to appear for low enough
temperatures. Looking for a more complex phenomenology, we introduce
a next-nearest-neighbor interaction, as in Ref. [110]. This term appears in
(3.1) through J ′ and in (3.4) through its dimensionless counterpart λ.
It is important to note that both J (κ) and J ′ (λ) may take positive or
negative values, corresponding to antiferromagnetic and ferromagnetic inter-
actions, respectively. However, only positive values of λ will be considered,
since a next-nearest-neighbor ferromagnetic interaction just strengthens the
nearest-neighbor one 1. For positive values of κ and λ the qualitative be-
havior is quite different. The nearest-neighbor interaction provides a defined
minimum energy distribution in which each spin and its nearest-neighbors
point in opposite directions. However, the next-nearest-neighbor interaction
does not yield a defined minimum energy distribution. In fact, the second-
neighbors of each atom are second-neighbors to each other, and therefore the
next-nearest-neighbor interaction causes the system to be frustrated [110].
An enlightening discussion about frustration is given in the introduction of
[100]. In principle, it is tempting to exclude negative values of κ from the
analysis. On intuitive grounds, one may conclude that the nearest-neighbour
ferromagnetic coupling with κ < 0 should only strengthen the already long-
ranged ferromagnetic interaction among the spins induced by the spin-lattice
coupling term −fuijσij [25]. Nevertheless, the situation is a little bit more
complex, as discussed below.
We plot a phase diagram to show in only one graph all the different be-
haviors, see Figure 3.2. In our simulations, we have chosen a nondimensional
temperature θ = 0.01, which is far below critical for κ = λ = 0. A key
1For both ferromagnetic and antiferromagnetic ordering, the next-nearest-neighbors of
a given spin are parallel to it.
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Figure 3.2: Phase diagram for a hexagonal lattice coupled to Ising spins.
Different regions have been delimited using the domain-wall parameter, the
magnetization and the specific heat. Once the equilibrium state is reached,
each region has a different behavior, which is explained in the text. Also
plotted is the line κ/λ = 4, which is a good estimate for the transition line
between zones C and D. This agrees with the line separating phases Ordered
1 and 2 in Ref. [110].
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parameter is
DL = 1
N
∑
|i−j|=even
[3 + σij(σi+1,j + σi,j−1 + σi,j+1)], (3.8)
where N denotes the number of atoms in the lattice. This parameter esti-
mates the domain-wall length [110], and it is equal to 3 (resp. 0) for com-
pletely ferromagnetic (resp. antiferromagnetic) behavior. Analogous to the
1-D version, equation (2.14). In addition, to delimit the regions on the dia-
gram, we have used the absolute value of the usual magnetization
M =
∣∣∣∣∣ 1N ∑
ij
σij
∣∣∣∣∣, (3.9)
and energy fluctuations (proportional to the specific heat),
F =
√
〈(∆∗e)2〉. (3.10)
Here e is the system energy and ∆∗e = (e−〈e〉), where the angular brackets
stands for the mean value that is calculated once the stationary state has
been reached.
3.2.2 Region characterization
The different regions in the phase diagram have been characterized using
the three parameters DL, M and F . Figure 3.2 is the superposition of the
projections of M and DL on the plane λ/θ − κ/θ. Each region of the plane
correspond to different combinations of M and DL values. Once the regions
have been delimited using the magnitudes described above, the system is
allowed to evolve with κ and λ in one of the regions. Next, we verify that
the system reaches the equilibrium state and we obtain the basic structures
in the spin domains. Moreover, to check that we have actually reached the
equilibrium state, another simulation is carried out with this distribution
as the initial condition: if, aside from thermal fluctuations, no evolution is
found, equilibrium has been reached.
• Region A. DL ∼ 3, M ∼ 1. The plane is completely curved, and the
spins are all pointing in the same direction. This situation corresponds
to small values of κ and λ, for which the interaction that dominates
is the one between the surface and the spins, in agreement with the
simple picture already present in the 1d model, see chapter 2.
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• Region B. It is the zone surrounding A, on which DL and M decrease
from the A values to those on the other regions. Here, the system
displays a behavior that is analogous to the one described in chapter
2 (in 1d). The interaction between the surface and the spins is an
effective ferromagnetic interaction with an intensity that decreases from
the center to the border. Thus, the plane is buckled but the spins close
to the border are antiferromagnetically arranged.
• Region C. DL ∼ 0.5, M ∼ 0. The predominant interaction is the anti-
ferromagnetic first-neighbor one. The equilibrium state (starting from
a random initial spin distribution) is composed of antiferromagnetic
domains.
• Region D. DL increases from 0.5 to 1.2, M ∼ 0. The states in this
region are metastable. Taking the distribution corresponding to the
equilibrium state of C or E as the initial condition, the system does
not evolve to the other state, at least in a simulation time much greater
than the relaxation time from random initial conditions.
• Region E. DL ∼ 1.2, M ∼ 0. In this case, the spins are distributed in
rows of two atoms in the lowest energy configuration. Beginning with
random initial conditions, these two-atoms domains were created, with
the rows in any of the three symmetrical directions.
• Region F . DL ∼ 1.5, M ∼ 0.2. The interaction between the plane and
the spins is relevant again, since the antiferromagnetic next-nearest-
neighbor interaction (with κ ∼ 0) has no defined minimum energy
distribution. The plane is curved, leading to a non-zero magnetization.
• Region G. DL ∼ 1.8, M ∼ 0. The typical equilibrium configurations
are long serpentine lines, with zero magnetization. Taking as initial
conditions the spins arranged in rows, the system remains static.
• Regions H and I. In them, the system evolves from the characteristic
configurations of G to the ferromagnetic configurations of J , with the
difference that in H the magnetization is different from zero whereas in
I it is not. I is a ferromagnetic first-neighbor state, but with domains
smaller than in J (DL smaller than in J).
• Region J . DL ∼ 2.5, M ∼ 0.1. In this case the system behaves
as a completely ferromagnetic first-neighbor system. Starting from
random initial conditions, ferromagnetic domains grow until reaching
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a stationary state. In this caseM is close to zero since spins are pointing
to different directions in adjoining domains.
The plots of the typical equilibrium configurations for each region are in
section 3.3.
It should be noted that our phase diagram does not contain a param-
agnetic state because the chosen temperature, θ = 0.01, is far below the
critical temperature for κ = 0 and λ = 0 (unity in our dimensionless vari-
ables). Each point of the phase diagram corresponds to the energy minimum
to which the system evolves for the considered parameters. Once it is in the
neighborhood of this minimum, the energy barriers are so high that ergod-
icity is no longer valid, and the system remains frozen [138]. This causes an
Edwards-Anderson order parameter [46],
qEA ≡ 1
N
∑
ij
µ2ij, µij ≡ 〈σij〉, (3.11)
to be different from zero at every point of the plotted phase diagram. On
the other hand, close to κ = λ = 0, the order parameter qEA will vanish as
θ → ∞, once ergodicity is recovered. In Eq. (3.11) the average should be
understood as a time average or an extended Gibbs average in a phase space
composed of disjoint ergodic components [138].
3.3 Phase diagram images
In our simulations, we have used a lattice of 2,150 atoms and a tempera-
ture θ = 0.01. We need to impose initial and boundary conditions for the
membrane and the spins. Initially, the spins are in a completely random
configuration, whereas the membrane is flat and at rest. The membrane is
clamped (zero displacement) at the boundaries. As nearest and next-nearest
neighbors determine the dynamics of a given spin, see eq. (3.4), a spin located
next to the boundary condition needs data from nearby spins located at the
boundaries and also outside the lattice. The simplest possibility is that the
spins of clamped boundary atoms and their nearest neighbors outside the
lattice do not interact with the others, which can be achieved by formally
assigning spin zero to them.
3.4 Conclusions
We have studied a system of atoms connected by harmonic springs and cou-
pled to Glauber spins. The spins are in contact with a thermal bath and
3.4. Conclusions 67
interact with their neighbors. The 1d system forms one ripple and becomes
antiferromagnetic at the boundaries as ρ increases, until it becomes com-
pletely antiferromagnetic. When the system is on a 2d hexagonal lattice,
each spin interacts with its nearest-neighbors and next-nearest-neighbors,
aside from the coupling with the out-of-plane displacement. This situation
generates different phases which are included in a phase diagram.
The range of parameters in our phase diagram includes negative values
for the nearest neighbor coupling constant κ and is thus wider than the one
used in [110], in which only antiferromagnetic interactions were considered.
The change in the sign of the spin-spin interaction can be produced by the
scattering of the conduction electrons at the spins, see [16, 122]. We are
interested in zero magnetization phases since they correspond to no overall
bending. Our model provides different phases obeying this constraint: I
and J are long wave length phases, similar to those observed in [12, 99],
whereas C, E and G are phases with atomic wave length. G is a stripy phase
(see Figure 3.3), which could be associated with patterns seen in [97]. The
atomic wave length phases C and E correspond with phases Ordered 1 and
2, respectively, from Ref. [110]. Therein, the line between these two phases
is (in our variables) κ/λ = 4, which agrees with the limit of true stability
of C here. Interestingly, neither the metastable phase D or the other phases
(including the long wavelength phases I and J) were found in Ref. [110]. In
that reference, (i) only positive values of κ were considered, and (ii) there
was no spin-atom coupling.
The buckling phase A is surrounded by rippled phases C, E, and G with
no overall bending. Starting from a point of the phase diagram belonging to
region C (rippled phase), if we increase the temperature while keeping κ and
λ (supposed temperature independent) fixed, we move along a straight line of
slope λ/κ in Figure 3.2 from phase C to the buckled phase A. In experiments
with STM at fixed current, the temperature is locally increased at the tip
region and this triggers a transition from a rippled flexible phase to a rigid
buckled phase [130]. Thus our model seems to contain the rippled-to-buckled
transition observed in experiments, which is studied in more detail in chapter
4.
To conclude, our model is based in a few parameters controlling simple
interactions which generate complex collective behaviors. This allows us
to identify the interactions responsible for each pattern. In addition, the
elastic feature of the model makes it possible to visualize and quantify the
magnitude of the rippling, which could be compared with experiments once
height measurements had been improved.
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Figure 3.3: Final configuration of the plane and the spins (red for spin
up and blue for spin down) for different values of κ and λ, corresponding
to different regions of the phase diagram in Fig. 3.2. From top to bottom
and left to right: Region A, κ/θ = −10 and λ/θ = 2, Region B, κ/θ = 0
and λ/θ = 10, Region C, κ/θ = 40 and λ/θ = 3, Region E, κ/θ = 40 and
λ/θ = 27, Region F , κ/θ = 0 and λ/θ = 24, Region G, κ/θ = −25 and
λ/θ = 24, Region H, κ/θ = −60 and λ/θ = 30, Region I, κ/θ = −73 and
λ/θ = 27, Region J , κ/θ = −91 and λ/θ = 3.
Chapter 4
STM driven transition from
rippled to buckled graphene in a
spin-membrane model
4.1 Introduction
Buckling upon heating a graphene sample has been systematically investi-
gated in ref. [130] by using scanning tunneling microscopy (STM). Specifi-
cally, the tip of the microscope is centered on a suspended sample that is
initially flat on average although it is surely covered with ripples [99]. Ap-
plication of a voltage bias V between the STM tip and the membrane has a
twofold effect: (i) it induces a tunneling current that locally heats the sam-
ple, and (ii) it produces an electrostatic interaction between the tip and the
sample. Experiments show that the suspended graphene sheet experiences a
transition from “floppy” rippled-flat to “rigid” buckled state. The membrane
height Z is plotted in Fig. 4.1 as a function of the voltage bias V for several
values of the tunneling intensity I. On the one hand, for “small” values of
I, the height Z = Z(V ) is a monotone increasing and continuous function of
V . The membrane is rippled and its behavior is reversible: the same curve
Z(V ) is observed whether the voltage bias increases from 0 to a certain value
Vmax or decreases from Vmax to 0. On the other hand, once the current is
kept constant at a high enough value, increasing the bias causes the sample
to buckle irreversibly: once a sufficiently large value Vmax is reached, the
sample remains buckled as the bias is decreased back from Vmax to zero.
Schoelz et al proposed a phenomenological Ising model to explain their
experimental results [130]. In their model, each local spin σij represents
one ripple composed of ∼ 1000 carbon atoms and the value of the spin
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Figure 4.1: Height of the STM tip on the graphene sheet versus applied
voltage for different values of the tunneling current. Curves are slightly
offset from each other for clarity. From ref. [130].
indicates the curvature of the ripple. The energy of this Ising system has
two contributions. Firstly, a nearest neighbor spin-spin interaction, with a
coupling constant J that depends on the total magnetization M =
∑
ij σij.
The second contribution to the energy is an interaction of the spins with
an external field h = h0e−r/ξ, where h0 is assimilated to the voltage bias in
the experiment and r is the distance to the center of the sample, located
just “below” the STM tip. The spin-spin interaction is antiferromagnetic
(J = −1) for 0 < M < M0 and ferromagnetic (J = 2) for M > M0,
M0 is 60%–70% of the maximum possible value of the magnetization. The
correlation length ξ may also change discontinuously and, counterintuitively,
the temperature decreases as the tunneling current increases [130]. The M
versus h curve of this model is as follows [130]. At zero field, M = 0 and
thus J = −1. As h0 increases to hmax0 = 3, the spin-spin interaction reverses
suddenly to ferromagnetic (J = 2) at a field h0 ' 2.5 for whichM has reached
M0. This discontinuous increase in J at h0 = 2.5 causes a sudden increase of
the magnetization. Afterwards, when the external field is decreased back to
0, the coupling constant is left unchanged at J = 2 and therefore the spins
never go back to the initial state. To further mimic experimental results, a
smaller jump in the magnetization for h0 < 2.5 is induced by an increase in
the correlation length ξ; see Figure 3 in ref. [130].
In this chapter, we qualitatively explain Schoelz et al’s experimental find-
ings [130] by using a spin-membrane model that exhibits ripples on a flat
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membrane, buckling and a dynamical transition from floppy to rigid states.
Thus we do not need to: (i) interpret spins as many-atom ripples, (ii) intro-
duce jumps in J and ξ with M , and (iii) decrease the temperature with in-
creasing tunneling current, as done in ref. [130]. Our model includes coupling
between out-of-plane elastic displacements of atoms and local pseudo-spins
that pull atoms off plane. The pseudo-spins are coupled by nearest neighbor
interactions. In chapter 3, we have analyzed a similar model under constant,
low, temperature conditions, see also [123].
STM experiments occur under varying temperature conditions because
of Joule heating due to the tunneling current. Increasing the temperature is
akin to driving the system through a first-order phase transition, which is the
essence of our explanation of Schoelz et al’s experiments. Thus in the present
work we include: (a) an external field that represents the STM voltage and,
most importantly, (b) the (non-homogeneous) time-dependent temperature
profile brought about by the STM heating of the sample. For different val-
ues of control parameters, first and second order phase transitions between
a rippled-flat membrane state and a buckled state appear. In the parameter
region where these phases coexist, it is possible to drive the system in con-
ditions that mimic those in the experiment: inhomogeneous sample heating
due to the tunneling current and electrostatic tip-sample interaction [130].
We then show that the wrinkled to buckled transition appears naturally in
our model, without having to invoke ad-hoc jumps in the model parameters.
Moreover, the spin-membrane model reproduces all the key experimental
observations in the STM experiment, while providing a reasonable physical
picture of the real system.
The plan of the chapter is as follows. The spin-membrane model in
a hexagonal lattice is introduced in section 4.2. The different equilibrium
phases are numerically characterized in section 4.3, in which we show that
there is a first order phase transition between a flat but rippled membrane
and a buckled one. In section 4.4, we drive the system through the first
order phase transition in conditions similar to those in the experiments. A
discussion of our results is presented in section 4.5.
4.2 The model on a hexagonal lattice
Here, we briefly recall our 2d model and its governing equations, which were
more carefully presented in chapters 2 and 3.
Carbon atoms are placed on a hexagonal lattice as shown in Fig. 3.1. Let
(σij, uij, pij) be the values of the atom pseudo-spin, height and momentum,
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respectively, at site (i, j). The Hamiltonian is
H =
∑
ij
(
p2ij
2m
− fuijσij
)
+
∑
|i−j|=even
{
k
2
[
(uij − ui+1,j)2 + (uij − ui,j−1)2
+ (uij − ui,j+1)2
]
+ Jσij(σi+1,j + σi,j−1 + σi,j+1)
}
. (4.1)
This is a particular case of the Hamiltonian introduced in equation (3.1) that
had an additional next-nearest-neighbor interaction among spins.
The dynamics of the system consists of (i) Hamilton’s equations of motion
for (uij, pij), and (ii) Glauber dynamics [64] at temperature T for σij:
u¨ij −K2N(ui+1,j + ui,j−1 + ui,j+1 − 3uij) = σij, (4.2)
ωij(σ|u) = δ
2
(1− γijσij), (4.3)
γij = tanh
[uij
θ
− κ
θ
(σi+1,j + σi,j+1 + σi,j−1)
]
. (4.4)
Here ωij is the rate at which the pseudo-spin at site (i, j) flips and δ is
a parameter setting the characteristic time-scale for the pseudo-spin flips.
In the long time limit, the system reaches thermodynamic equilibrium and
its probability distribution has the canonical form P ∝ exp(−H/T ). It is
convenient to introduce the following parameters,
T0 =
f 2K2N
k
, KN =
3n− 2√
6pi
, (4.5)
where n is the total number of rows in the lattice. The temperature T0 is
the transition temperature from a (high temperature) flat to a buckled string
configuration for J = 0 [123]. Then, we define dimensionless displacements
and time,
u∗ij =
kuij
fK2N
, t∗ =
t
KN
√
k
m
, (4.6)
and also dimensionless spin-spin coupling constant and temperature,
κ =
J
T0
, θ =
T
T0
=
k T
f 2K2N
. (4.7)
Thus we measure energy in units of the transition temperature T0.
In the equilibrium state, the average dimensionless displacements obey
the discrete Poisson equation
−K2N(ui+1,j + ui,j−1 + ui,j+1 − 3uij) = µij, (4.8)
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in which µij stands for the average magnetization at site (i, j). The asterisks
have been omitted so as not to clutter the formulae. In the continuum limit,
Eq. (4.8) becomes
1
2pi2
∇2u(x, y) = µ(x, y). (4.9)
Here 0 ≤ x, y ≤ 1, and the sample becomes the unit square in the continuum
limit with our choice of dimensionless variables, see chapter 3 or [123] for
more details. Therefore, the average magnetization gives the curvature of
the membrane. Thus we can deduce the state of the membrane by looking at
either the atoms displacements u(x, y) or the pseudo-spins local value µ(x, y).
4.3 Equilibrium Phase Diagrams
Except for J = 0 that can be exactly solved, the equilibrium phase diagrams
have to be calculated numerically. At J = 0, the flat solution bifurcates at
T = T0 to a buckled state, which is thermodynamically stable for T < T0
[123]. This can be appreciated in Fig. 4.2, which has been drawn by down-
sweeping the dimensionless temperature from a given θ > 1 at each fixed
value of κ. At the largest value of θ, the initial configuration is random and
the simulation reaches equilibrium after a certain time. Then, the magneti-
zation M and the domain length parameter DL of ref. [110],
M =
∣∣∣∣∣ 1N ∑
ij
σij
∣∣∣∣∣, (4.10)
DL = 1
3N
∑
|i−j|=even
[3 + σij (σi+1,j + σi,j−1 + σi,j+1)] , (4.11)
are registered. For the next simulation, θ is slightly lowered and the equilib-
rium configuration reached at the previous temperature is used as the initial
condition. This procedure is continued until the phase diagram is completed.
Note that the parameter DL has an additional factor 1/3, as compared to the
one in chapter 3, so that DL = 1/2 for random pseudo-spins and DL = 0 for
antiferromagnetic ordering. For ferromagnetic ordering, it is M = DL = 1.
Note that the magnetization (4.10) does not discriminate between the two
possible signs of the curvature in Eq. (4.9).
The method we have just described produces the correct phase diagram
provided the phase transitions are second order, which is the case for high
critical temperatures (θ > 0.5 as seen in Fig. 4.2). For first order phase tran-
sitions, down-sweeping yields only one part of the hysteresis loops associated
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(a) Magnetization (b) Domain Length
Figure 4.2: (a) Magnetization and (b) domain length parameter as functions
of θ and κ obtained by temperature downsweeping as explained in the text.
with first order phase transitions, specifically that corresponding to the sta-
ble phase at the higher temperatures. To visualize the thermodynamically
stable phase at first order phase transitions that occur for low critical tem-
peratures, θ < 0.5, we have redrawn the diagram always starting simulations
from a random configuration and waiting for the system to equilibrate. This
produces Fig. 4.3. On the one hand, we observe that there is a region of zero
magnetization at low temperatures (approximately, 0.07 < κ < 0.2) that was
absent in Fig. 4.2. In this region, the membrane is rippled as shown by its
partial antiferromagnetic ordering, 0 ≤ DL ≤ 0.1. On the other hand, the
membrane ends up in low temperatures states that are similar to those in
Fig. 4.2 both for κ . 0.07 (buckled membrane) and κ & 0.2 (rippled flat
membrane). These results are qualitatively equivalent to the phase diagram
for the 1-d model described in chapter 2.
4.4 Driving graphene across the rippled to buck-
led phase transition
In Schoelz et al’s experiments [130], the floppy rippled membrane undergoes
a transition to a rigid buckled state when heated by the STM current. In our
model, this may correspond to driving the system across the low temperature
first order phase transition seen in Fig. 4.3 for small values of κ and θ. To
illustrate this, we set κ = 0.1 and θ = 0.01 for all lattice points in our
numerical simulations and start with an initially flat membrane and randomly
oriented pseudo-spins. We consider n = 35 rows in a 2d hexagonal lattice,
with N = 2100 atoms. The system reaches a stationary state, which is
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(a) Magnetization (b) Domain Length
Figure 4.3: (a) Magnetization and (b) domain length parameter as functions
of θ and κ. The initial configuration for all the simulations consists of a flat
membrane and randomly oriented pseudo-spins. In (a), we show a heating
cycle corresponding to the interaction with a STM tip, see Sec. 4.4. The
continuous red arrow represents the part of the cycle where the temperature
is increased and the wrinkled to buckled phase transition occurs, whereas the
dashed blue arrow marks the cooling part of the cycle where no transition is
found since the system remains buckled.
typically rippled, M = 0 and DL ' 0.1 < 1/2.
First, for the sake of simplicity and to understand the basic physical
mechanism under the first order transition, we analyze homogeneous heating
of the membrane. Second, in order to have a situation closer to the experi-
ments and discuss some more specific details thereof, we consider the case of
inhomogeneous heating.
4.4.1 Homogeneous heating
Assume that the heat bath temperature felt by the pseudo-spins is the same
at all lattice points and varied at a constant rate. The pseudo-spins flip
according to the Glauber dynamics given in (4.3) with the instantaneous
and externally controlled value of the temperature θ(t).
Upon heating, the membrane remains rippled with zero magnetization
for θ . 0.15. At about θ2 = 0.15, the magnetization and the height of
the central atom suddenly increase, as shown in Fig. 4.4. This effect strongly
resembles the STM experiments in ref. [130], where the increase in dissipated
power (modeled here with an increase of the temperature of the heat bath
to which the system is coupled) promotes a discrete increase in height, that
is, a buckling transition.
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(b) Central Atom Height
Figure 4.4: Magnetization and height of the central atom as a function of
temperature, upon heating of the system. Different lines correspond to differ-
ent heating rates. Both the magnetization and the central atom height jump
around θ2 = 0.15, revealing a first-order phase transition in the system. The
slower the system is heated, the lower the temperature of the jump. In these
simulations the initial and final temperatures are θ0 = 0.01 and θf = 0.3,
respectively. The system is heated with a constant rate, θ(t) = θ0 + rt, and
the different lines correspond to rates (from left to right): 3×10−5, 3×10−4,
4× 10−4, 6× 10−4, 10−3, 3× 10−3, 6× 10−3.
The temperature at which the transition occurs depends on the heating
rate. For the slowest rates, the jump is almost vertical and takes place at
θ ' 0.15. For faster rates, the transition is softer and happens for a slightly
higher temperature, up to θ ' 0.20 for the values considered in Fig. 4.4.
The physical image is the following: a very slow, almost quasi-static, process
leads to a sharp transition at the temperature at which the flat membrane
becomes unstable. If heating is faster, the system remains in the unstable
flat configuration for a certain time and is hindered from finding the “path”
to the true thermodynamic equilibrium.
Finally, in Fig. 4.5, we present simulations in which the temperature is
first increased, until the membrane buckles, and the system is subsequently
cooled down to the initial low temperature. Interestingly, we observe that the
system remains buckled when the temperature is lowered. This hysteretic
behavior is a numerical proof of the metastability of the initial wrinkled
configuration for low temperatures and thus is consistent with Fig. 4.2. The
final state resembles the “rigid” states that are reached in STM experiments
for large enough currents [130].
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Figure 4.5: Height of the central atom as a function of the temperature for
two heating/cooling cycles, the leftmost and rightmost lines correspond with
the slowest and fastest rates of temperature variation in Fig. 4.4, respectively.
The solid arrows and the dashed ones mark the heating and cooling part of
the cycle respectively, analogously to the arrows present in Fig. 4.3. When
cooled, the system remains buckled for θ < 0.15, which shows that the flat
rippled membrane configuration in the low temperature region is metastable.
4.4.2 Inhomogeneous heating
In STM experiments, the graphene sample is locally heated. We model this
by an inhomogeneous temperature profile of a circular membrane of radius
R = 1/2 (clamped at the boundary) inscribed in the unit square. Through-
out this section, r stands for any point in the circle, 0 ≤ r ≤ R, with
r = |r|. Energy is injected at the membrane center and the temperature is
initially homogeneous throughout the sample, θ(r, t = 0) = θ0. At t = 0, the
heating process starts, and the border of the sample is always kept at room
temperature θ0, θ(r, t)|r=1/2 = θ0.
The space and time temperature profile obeys the heat equation with a
source term,
∂tθ − α∇2θ = q(r), q(r) = Q0 e−r2/a2 , (4.12)
Note that we are using dimensionless variables, so that the thermal diffusivity
α and the energy source from the STM tip q are measured in the units intro-
duced in the previous sections (the dimensions of α and q are length2/time
and energy/time, respectively). The source term has radial symmetry and
exhibits a Gaussian decay from its maximum value Q0 over a characteris-
tic length a (in dimensional units, a is a few angstroms [42]). Note that,
for fixed values of a and α, the total injected power is proportional to Q0.
Therefore, we can consider that Q0 ∝ IV in the STM experiments, where
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Figure 4.6: From bottom to top, steady temperature profiles for ∆θ = 0.1,
0.2, 0.3, 0.4.
I is the tunneling current and V the voltage bias between the tip and the
sample. Interestingly, the same lateral decay of the injected power has been
used in other experimental situations, see for instance ref. [51] for the study
of the thermal conductivity of a graphene membrane excited by a laser.
We seek stationary solutions of the heat equation with radial symmetry,
θ(r, t) = θs(r), which obey
∇2θs + Q0
α
e−r
2/a2 = 0, (4.13a)
θs(r = R) = θ0, lim
r→0
|∂rθs(r)| <∞. (4.13b)
Equation (4.13) is solved along the same lines as in ref. [51], with the result
θs(r) = θ0 +
∆θ
2
∫ R/a
r/a
dx
1− e−x2
x
, ∆θ =
Q0a
2
α
. (4.14)
We plot this stationary temperature profile for several values of ∆θ in Fig. 4.6.
We do not consider the transitory decay of the temperature profile to this
steady solution, since graphene is a very good thermal conductor [51]. Thus,
we expect the time scale for the decay to this steady profile to be much shorter
than those associated to the increase or the decrease of the voltage bias in
the STM experiments. In any case, we would like to stress that taking into
account the transient to the stationary state does not alter our conclusions.
The STM tip also has an electrostatic interaction with the sample, which
is included in our model by adding an external-field term ∆H to the Hamil-
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tonian (4.1),
∆H = −
∑
ij
hijσij. (4.15)
Note that the external field breaks the up-down symmetry of the pseudospins,
which gives rise to a preferred sign of the curvature in Eq. (4.9). In ref. [130],
the field hij decays exponentially from the center of the tip over a charac-
teristic length of a few hundreds of the graphene lattice constant, which is
consistent with the long-range character of the electrostatic interaction. In
our work, we consider samples with 1650 atoms inside the circle of unit di-
ameter. For such small samples, the field experiences almost no decay and,
therefore, we simply take hij = h, independent of (i, j). Since the strength
of the electrostatic interaction increases with the applied bias V , we identify
h with V . Thus, the current is I = ∆θ/V and the width of the source term,
a, is three lattice constants in our simulations. For the sake of clarity, we
sum up the key parameters of the model that control the behaviour showed
in the simulations in Table 4.1.
Table 4.1: Main parameters controlling the behavior of the system in the
inhomogeneous heating process, for an applied bias V and a tunneling current
I spread over a region of characteristic length a, as expressed by Eqs. (4.12)-
(4.15).
Parameter Role Controlling
κ Pseudospins’ anti-
ferro interaction
Lower critical tem-
perature θ2, the sys-
tem buckles for θ >
θ2.
∆θ ∝ IV a2 Strength of the Joule
effect
Temperature at the
center of the sample:
should be larger than
θ2 to induce buckling.
h Strength of the tip-
sample electrostatic
interaction
Sign of the curva-
ture (breaks up-down
symmetry).
To mimic the experimental procedure in ref. [130], we fix I in each simula-
tion, increase V at a certain constant rate and track the height of the central
atom, see Fig. 4.7. In this way, we are driving the system in the parameter
region where there is a first order phase transition as described in the previ-
ous section. Except for not having averaged the oscillations in our numerical
results, the behavior displayed in Fig. 4.7 is completely analogous to that
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observed in ref. [130], see Fig. 4.1. For small I, the increase in V produces
a reversible pulling that increases the global magnetization and the height
of the central atom but does not produce overall buckling. Here, reversible
means that if the voltage is decreased back to zero from its maximum value,
the same curves are swept. This notwithstanding, once I reaches a certain
critical value, non-reversible buckling appears (upper-curve): the membrane
remains buckled when the voltage is decreased back to zero.
In the STM experiments, the buckling (when it occurs) comprises two
steps: apart from the large jump in height at a certain value of the voltage
Vc, there appears a smaller “bump” in height at a smaller voltage V1 < Vc.
Interestingly, even this fine detail of the experimental results is reproduced by
our model without having to assume a jump in the correlation length ξ as in
ref. [130]. As energy is injected, first the maximum of the temperature profile
(at the center r = 0) exceeds the critical value θ2 ' 0.15 at V ' V1 ' 0.025
and this brings about the small height bump observed in Fig. 4.7 between
V = 0.025 and V=0.035. Second, as the voltage bias is further increased to
Vc > V1, there is a large enough region of the system in which the temperature
is above θ2, which makes the system buckle.
In the considered range of V , 0 ≤ V ≤ 0.06, heating (I 6= 0) is absolutely
necessary to produce membrane buckling because the external field is not
strong enough by itself. However, if we further raise V , it would reach a
value at which the system buckles even without heating (I = 0). Therefore,
our model may also be useful to investigate the buckling phenomena observed
when strong electrostatic forces are applied, as in refs. [93, 136].
It is worth stressing some further aspects of our numerical results in
Fig. 4.7. First, we increase the voltage at a specific rate and, therefore,
different curves are obtained for different rates. Of course, a rate-independent
equilibrium curve is obtained if the voltage is increased slowly enough, that is,
quasi-statically. Second, our numerical results show some time oscillations.
Therefore, the present model allows us to resolve the time evolution of the
membrane over a finer scale than that of the currently available experimental
results, which are time-averaged.
4.5 Conclusions
Our spin-membrane model exhibits a first order phase transition from rippled-
flat to buckled membrane for appropriately small values of the non-dimensional
temperature and spin-spin coupling. The main parameter to be fixed is κ,
that is, the strength of the antiferromagnetic pseudo-spin interaction. Once
κ has been chosen in the range where the low-temperature first order phase
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Figure 4.7: Central atom height vs. voltage bias V . The simulations have
been conducted in a circular membrane having N = 1650 sites. From top to
bottom, the lines correspond to tunneling currents I = ∆θ/V = 1, 2, and 6.
The voltage V increases at a constant rate from 0 to Vmax in steps Vmax/250,
during a total time ttotal = 250. For clarity, we have shifted downwards
the two lowest curves. The curve for I = 6 exhibits a small bump around
V ' 0.025, which coincides with the maximum of θs reaching 0.15. Once
we have reached Vmax for I = 6, we decrease back the voltage to 0 and then
height follows the almost flat upper curve. This shows that the jump at
V ' 0.035 is irreversible.
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transition is present, it also determines the temperature θ2 above which the
membrane buckles. The additional quantities controlling the system behav-
ior are I and V , which govern the strength of the Joule effect that heats the
membrane, so that the temperature θ > θ2, and makes it buckle. Conversely,
the characteristic length a (which estimates the radius of interaction between
the STM tip and the sample) does not play a key role: changing its value
only shifts the range of V and I over which driving through the transition is
observed.
Membrane buckling arises from the long range interaction among spins
induced by the spin-membrane coupling and the metastable state of a flat
membrane with ripples stems from the short-range antiferromagnetic spin-
spin coupling. To model the results of Schoelz et al’s experiments, we need to
drive the system through the first order phase transition by an appropriate
control of temperature and the electrostatic interaction between the STM tip
and the graphene membrane.
Control of a homogeneous bath temperature induces irreversible buck-
ling but the connection between the parameters of this process and those in
the STM experiment is not transparent. Moreover, the STM should heat
inhomogeneously the sample. Therefore, we have assumed that the bath
temperature adopts the inhomogeneous profile that solves the heat equation
with a Gaussian source term. Furthermore, we have introduced an external
field term in the spin energy that mimics STM electrostatic force. The latter
breaks the spin up-down symmetry which, in turn (via the spin-membrane
coupling), breaks the up-down symmetry of the vertical membrane displace-
ments.
The combination of the two above mechanisms produces numerical re-
sults that contain every feature of STM buckling experiments, including the
existence of a critical value of the current. Our numerical results strongly
suggest that both the electrostatic force and heat dissipation are playing a
role in the buckling phenomenon observed in ref. [130]. In addition, our spin-
membrane model improves that in ref. [130] because it explicitly shows the
membrane ripples and it does not need to change the sign of the spin-spin
coupling to induce buckling.
There are some hurdles that need to be overcome before finding a micro-
scopic model closer to first principles that explains STM induced buckling of
graphene membranes. Firstly, as experiments become more accurate, they
may allow for a better definition of all parameters in mesoscopic models, im-
proving the current physical understanding of graphene rippling. Secondly,
starting from an electron-phonon Hamiltonian for a suspended graphene
sheet, it is possible to derive stationary saddle-point equations for verti-
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cal displacements coupled to some auxiliary fields [70]. From these equa-
tions, critical temperatures below which there is buckling can be found [30].
These results are qualitatively similar to those found with our spin-membrane
model. It seems worth investigating modeling the interaction between the
graphene membrane and the STM tip at the level of saddle-point equations.
Then some inhomogeneous heating program similar to that in the present
paper could be used to explain Schoelz et al’s experiments from “first princi-
ples”.
Finally, note that the buckling transition has been also observed in exper-
iments in which only an electrostatic force is applied to the sample, with no
energy injection. Our model can also explain this effect, since the external
field term favors that the spins have a well-defined sign, that is, that the sign
of the membrane curvature is well-defined. In this respect, a detailed experi-
mental study of buckling in graphene, in which both the temperature (via an
energy injection mechanism) and the electrostatic force can be independently
changed, would greatly improve our insight into the internal interactions that
govern buckling.

Chapter 5
Critical radius and temperature
for buckling in graphene
5.1 Introduction
In [70], Guinea et al. have developed a model for suspended graphene based
in the coupling between flexural phonons and electrons. They consider a
2D membrane in equilibrium that is embedded in a 2 + d dimension space,
where there are d dimensional out-of-membrane displacements (d = 1 in
the physical situation). Then they eliminate the in-plane phonons, ignore
the frequency dependence of the resulting couplings, use the self-consistent
screening approximation and perform a saddle-point analysis of the free en-
ergy in the limit as d→∞. The resulting saddle-point equations (SPEs) are
time-independent and will be analyzed in the present paper. They consist of
one von Kármán type plate equation for the physical out-of-plane displace-
ment coupled to two equations for two auxiliary fields: one “scalar” stress
associated to membrane curvature and a field associated to charge fluctu-
ations. We expect these equations to describe buckling and ripples of the
graphene membrane in a stable stationary (equilibrium) configuration after
all possible transients have decayed. We find flat membrane solutions with
constant non-zero auxiliary fields. The linearization of the stationary SPEs
about these solutions accompanied by appropriate boundary conditions pro-
vide an eigenvalue problem that yields critical values of temperature and
membrane size corresponding to the bifurcation of buckling states from the
flat membrane. Why?
The stationary SPEs provide stationary solutions to not yet derived dy-
namic SPEs that should describe the graphene membrane out of equilibrium.
Among them, we have found the stationary flat membrane solution. Other
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solutions may bifurcate from it at appropriate parameter values. To find
them, we have to solve the eigenvalue problem that governs the linear sta-
bility of the stationary flat membrane solution to dynamic SPEs. The cor-
responding eigenvalues give the growth of disturbances about the stationary
solution. We do not know the precise shape of the dynamic SPEs but we
may surmise that stationary solutions bifurcating from the flat membrane
appear when these eigenvalues are zero. But linearized dynamic SPEs with
zero eigenvalues are the same as linearized stationary SPEs, which we know
from [70]. These linearized stationary SPEs have nonzero solutions only for
particular values of the constant auxiliary fields that correspond to critical
temperature and membrane sizes. The eigenmodes solving these equations
give the shape of the buckling states near bifurcation points. A combination
of eigenmodes may characterize ripples in graphene.
The rest of the chapter is as follows. In section 5.2 we briefly revise the
derivation of the stationary saddle-point equations [70] and write them in real
(not Fourier) space. In section 5.3, we find the flat membrane solution of the
SPEs for constant auxiliary fields. In Section 5.4, we linearize the plate equa-
tion that forms part of the stationary SPE about the flat solution and add
appropriate boundary conditions for a finite circular graphene sheet. Thus
we obtain an eigenvalue problem for critical values of the constant auxiliary
fields. From the critical auxiliary fields, we get critical values of temperature
and membrane size at which non-flat buckled solutions may bifurcate from
flat ones. The linearized plate equations are solved for a circular monolayer
of graphene with two different boundary conditions corresponding to a free
graphene layer and to a clamped sample. We obtain different eigenmodes
(corresponding to vertical deformations of the layer) together with their re-
spective critical temperatures and radii. The critical radii allow us to predict
the minimal size that allows a graphene layer to buckle. Moreover the combi-
nation of the different bifurcating modes could be used to characterize ripples
in graphene. The last section contains our conclusions.
5.2 Model and saddle-point equations
In [70], Guinea, Le Doussal and Wiese have considered the graphene sheet to
be a 2D membrane embedded in a larger space of dimension d+ 2 and inter-
acting with Nfd copies of a free Dirac fermion. The real physical system has
Nf = 4 (four flavors, two valleys and two spins) and d = 1 but Guinea et al
have derived saddle-point equations involving the out-of-plane displacement
in the limit as d → ∞. Here we analyze buckling of the graphene mem-
brane using the saddle-point equations. Let us briefly recall the model, the
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saddle-point equations and their meaning. The model Hamiltonian consists
of:
• The deformation energy of the graphene sheet is the sum of kinetic
energy, Hkin, and of curvature and elastic energy, Helas, with
Helas =
1
2
∫
d2x[κ(∇2ha)2 + λu2ii + 2µu2ij]. (5.1)
Here ui, i = 1, 2, are the in-plane phonon displacements, ha, a = 1, ..., d
are the out-of-plane flexural phonon modes, uij := 12(∂iuj + ∂jui +
∂iha∂jha), λ and µ are the Lamé constants, and κ is the bending energy.
• The energy of the free Dirac fermions (in units such that ~ = 1),
He =
∫
d2x
Nfd∑
γ=1
Ψ¯γ[−vFσ · (−i∇)]Ψγ. (5.2)
Here σ = (σx, σy) are the Pauli matrices, vF is the Fermi velocity of
Dirac electrons in graphene such that, in these units, vF
a
= 5 eV (a = 1.4
Å is the side of a graphene hexagon).
• The electron-phonon coupling
He−ph = −g0
∫
d2xδρ(x)uii(x), (5.3)
δρ(x) = ρ(x)− ρ0 = 1
d
Nfd∑
γ=1
Ψ¯γ1Ψγ − ρ0, (5.4)
where δρ(x) is the the charge distribution on the graphene layer, ρ0 is
the equilibrium carrier density, and g0 is in the range between 4 and
50 eV.
• Finally the Coulomb interaction has the form
Hee =
1
2
∫
d2q
(2pi)2
V0(q)|ρ(q)|2, (5.5)
where V0(q) = 2pie
2
0q
is the Fourier transform of the electrostatic poten-
tial, V0(r) = e2/(0r), 0 is the dielectric constant of the environment
and −e < 0 is the charge of the electron.
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Once all interactions are defined, the resultant Hamiltonian is integrated
over the in-plane phonons, leading to a coupled theory of flexural phonon
modes and electrons. The frequency dependence of the resulting couplings
is ignored, as it is important only for temperatures below 90 K [9], that we
do not consider here. In this process, the Coulomb interaction becomes
Vˆ (q) =
2pie2
0q
− g
2
0
λ+ 2µ
. (5.6)
The effective Hamiltonian, depending only on the electrons and flexural
phonon modes, is used to build a Matsubara equilibrium partition func-
tion. For later convenience, this partition function is transformed using two
fluctuating auxiliary fields, σ and α, defined through the relation,(
σ(x)
α(x)
)
=
∫
x′
(
K0 −g
−g Vˆ
)
xx′
(
Φ(x′)
δρ(x′)
)
=
(
K0Φ(x)− gδρ(x)
−gΦ(x) + ∫
x′ Vˆ (x− x′)δρ(x′)
)
. (5.7)
Here g = 2µ
2µ+λ
g0 ∼ g0, K0 = 4µ(µ + λ)/(2µ + λ)d, (K0)xx′ = K0δ(x − x′),
(g)xx′ = gδ(x − x′) and table 5.1 gives the dimensions of parameters and
variables. In (5.7), Φ(x) is
Φ(x) =
1
d
d∑
a=1
1
2
P Tij (∂)∂iha∂jha, (5.8)
where P Tij = δij− ∂i∂j∇2 is the transversal projector. With this definition, Φ(x)
is related to the Gaussian curvature (K) through the relation Φ(q) = K(q)/q2.
In (5.7), σ(x) is a local linear combination of Φ(x) and the charge distur-
bance δρ(x), whereas α(x) is a nonlocal linear combination, as it involves
the potential energy of one electron in x with respect to the charge distur-
bance distribution in x′,
∫
x′ Vˆ (x−x′)δρ(x′). The action corresponding to the
Matsubara partition function is
S =
∫
d2x
β∫
0
dτ
d∑
a=1
[ρ
2
(∂τha)
2 +
κ
2
(∇2ha)2
]
+
1
β
∑
ω′n
∫
q
{
Nfd∑
γ=1
Ψ¯γ(−q,−ω′n)
[−vFσ · (−i∇)− (iω′n + µ)1]Ψγ(q, ω′n)
}
+
∫
xτ
{
σ(x)
[1
2
P Tij (∂)
d∑
a=1
∂iha∂jha
]
+ α(x)
Nfd∑
γ=1
Ψ¯γ1Ψγ
}
− d
2
∫
xx′τ
(
σ α
)
xτ
(
K0 −g
−g Vˆ
)−1
xx′
(
σ
α
)
x′τ
, (5.9)
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Dimensions of variables
σ(x) α(x) K0 g V (x) Vˆ (q) Φ(x) δρ(x) vF κ
E
L2
E E
L2
E E EL2 1 L−2 EL E
Table 5.1: Dimensions of the parameters and variables appearing in equations
(5.7), (5.11) and (5.12). E for energy and L for length dimension.
where µ is the chemical potential. We now decompose the vertical displace-
ments into an average and a fluctuating part, ha = 〈ha〉 + δha, and assume
symmetry breaking in the direction a = 1, 〈ha〉 = δa1h1 6= 0. Integrating
over the fermions and the fluctuating part of the vertical displacements, the
action is [70]
S ′
d
=
1
2
tr ln(−ρ∂2τ + κ∇4 −
[
P Tij (∂)σ(x, τ)
]
∂i∂j)− Nf
2
tr ln(−vF [σ · (−i∇)]
+ [α(x, τ)− µ− ∂τ ]1)− 1
2
∫
xx′τ
(
σ α
)
xτ
(
K0 −g
−g Vˆ
)−1
xx′
(
σ
α
)
x′τ
+
1
d
∫
x,τ
[κ
2
(∇2h1)2 + ρ
2
(∂τh1)
2 +
σ
2
P Tij (∂)∂ih1∂jh1
]
. (5.10)
To obtain the saddle-point equations, we vary (5.10) with respect to σ, α
and h1, thereby obtaining∫
x′
(
K0 −g
−g Vˆ
)−1
xx′
(
σ0(x
′)
α0(x
′)
)
=(
P Tij ∂xih(x)∂xjh(x)− 12β
∑
ωn
P Tij ∂xi∂xj [ρω
2
n + κ∆
2
y − P Tlmσ0(y)∂yl∂ym ]−1xx
4
β
∑
ω′n
(iω′n)[(iω
′
n − α0(y) + µ)2 + v2F∇2y]−1xx
)
.
(5.11)
−κ∆2h+ ∂xi(σij∂xjh) = 0, (5.12)
∂xiσij = 0, (5.13)
σij = P
T
ijσ0 = (δij − ∂xi∂xj∆−1)σ0, (5.14)
where we have replaced h1 = h and not yet made µ = 0 as in [70]. Eq. (5.11)
provides the average fields σ0 = 〈σ(x)〉 and α0 = 〈α〉 in terms of h. The
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average auxiliary fields are related to the averages of the charge distribution
(5.4) and of the field (5.8),
Φ0(x) =
1
d
〈
d∑
a=1
1
2
P Tij (∂)∂iha∂jha
〉
, δρ0(x) = 〈δρ(x)〉, (5.15)
by the linear equation (5.7), which also holds for the averages of the corre-
sponding quantities. (5.12), (5.13) and (5.14) are von Karman plate equa-
tions (they appear in Fourier transform form in [70]). The stress tensor σij
is generated by the average auxiliary field σ0 and it is automatically in equi-
librium as ∂xiP Tij = 0. P Tij is the transversal projector, and ωn = 2pin/β and
ω′n = 2pi(n+
1
2
)/β are the bosonic and fermionic Matsubara frequencies. The
matrix Green function appearing in (5.11) satisfies∫
x′′
(
K0 −g
−g Vˆ
)
xx′′
(
K0 −g
−g Vˆ
)−1
x′′x′
≡
∫
x′′
(
K0 −g
−g Vˆ
)
xx′′
G(x′′, x′)
=
(
1 0
0 1
)
δ(x− x′), (5.16)
and G(x′′, x′) can be computed from (5.16) as
G(x, x′) = 1
4pi2
∫
q
eiq(x−x
′) 1(
K0Vˆ (q)− g2
) ( Vˆ (q) g
g K0
)
≡ 1
4pi2
∫
q
eiq(x−x
′)Gˆ(q). (5.17)
It is clear from (5.17) that G(x, x′) = G(x − x′). Using this translation
invariant Green’s function, we can write (5.11) as(
σ(x)
α(x)
)
=
∫
y
(
K0 −g
−g Vˆ
)
xy(
P Tij ∂yih(y)∂yjh(y)− 12β
∑
ωn
P Tij ∂yi∂yj[ρω
2
n+κ∆
2
z−P Tlmσ(z)∂zl∂zm ]−1yy
4
β
∑
ω′n
(iω′n)[(iω
′
n − α(z) + µ)2 + v2F∇2z]−1yy
)
(5.18)
Henceforth from this equation we suppress the subscript 0 in all average
quantities.
Let us now set µ = 0 as in [70]. It is important to note that the flat
membrane h(x) = 0 is always a solution of (5.12). However, the right side
of (5.18) is not zero for h(x) = 0 and therefore the trivial solution (h = σ =
α = 0) is not a valid solution of the SPEs. As we will see in the next section,
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h = 0 and non-zero σ and α is a valid solution. Nonzero auxiliary fields σ and
α provide a residual stress that induces plate buckling and rippling below a
certain critical temperature and over a critical plate size. In a mathematically
related phenomenon, a growing bacterial biofilm can be modeled as a plate
with a growth tensor that modifies the elastic part of strain, acts as residual
stress and may trigger ripples (called wrinkles in that application) [48]. The
critical growth term may then be sought by solving an appropriate eigenvalue
problem for h(x) coming from the linearized plate equations [44].
5.3 Flat membrane with constant auxiliary fields
We now seek simple solutions of equations (5.12)-(5.14) and (5.18) with µ =
0, σ(x) = σ (a constant), α(x) = α (a constant) and h(x) = 0. Using that
P Tij ∂xi∂xj = 0, [(iω
′
n − α(y))2 + v2F∇2y]−1xx =
∫
q
1
(iω′n − α)2 − v2F q2
, (5.19)
and (5.17), Equation (5.18) now becomes(
σ
α
)
=
(
K0 −g
−g Vˆ (0)
)(
0
4
β
∑
ω′n
∫
q
iω′n
(iω′n−α)2−v2F q2
)
, (5.20)
where Vˆ (0) ≈ V (q = 0) = 2pie2R/0 (1/R is an infrared cutoff resulting
from the graphene sheet radius) is its regularized version and the constant
appearing in (5.6) has been neglected. The right side of (5.20) is computed
separately in Appendix B.2 with the result
4
β
∫
q
∑
ω′n
iω′n
(iω′n − α)2 − v2F q2
∼ vFΛ
2 − 2αΛ
2pivF
+
α2
2piv2F
− pi
6β2v2F
, (5.21)
where Λ = 2pi/a is an ultraviolet momentum cutoff (a is the side of a graphene
hexagon). The term Λ2/2pi in (5.21) is proportional to the area of the Bril-
louin zone, and it will play a key role in the computation of the critical
temperature and radius for the graphene layer. We discuss in Appendix
B.3 other possible interpretations of (5.20) that do not involve setting the
chemical potential µ = 0 and turn out to be unphysical. From (5.20) we
obtain
σ = − αg
V (0)
, (5.22)
α
V (0)
∼ vFΛ
2 − 2αΛ
2pivF
+
α2
2piv2F
− pi
6β2v2F
. (5.23)
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The left side of (5.23) is much smaller than the right side and it can be
ignored, thereby producing the solution
α
vFΛ
∼ 1± pi√
3βvFΛ
, (5.24)
which gives σ by insertion in (5.22).
5.4 Linearized equation and eigenvalue prob-
lem
We want to ascertain the linear stability of the solution found in the previous
section, h = 0 and constant auxiliary fields. For this we need to know the
dynamics and to linearize the corresponding SPEs about this solution. Let
us assume that the dynamic SPEs are
F(u; p) = G
(
∂u
∂t
,
∂2u
∂t2
)
, u =
 hσ
α
, (5.25)
so that
F(u; p) = 0, G(0,0) = 0, (5.26)
are the stationary SPEs (5.12)-(5.14) and (5.18). Let u0(p) be the flat so-
lution h = 0 and constant σ(p) and α(p) of (5.22) and (5.24). Here p is a
bifurcation parameter, later to be identified as the temperature or the radius
of a circular graphene membrane. Linear stability about u0 follows from
substituting u(t) = u0 + eυtU in (5.25) and keeping terms of order U in the
result. We obtain the eigenvalue problem
δF
δu
(u0(p); p)U = υ
[
δG
δ∂u/∂t
(0,0) + υ
δG
δ∂2u/∂t2
(0,0)
]
U, (5.27)
where δF
δu
, δG
δ∂u/∂t
and δG
δ∂2u/∂t2
are functionals acting upon U ≡ U(x). For
appropriate values of p, the real parts of all eigenvalues υ are negative and
the flat constant solution u0(p) is linearly stable. Then zero eigenvalues or
eigenvalues with zero real part give the critical values at which non-flat solu-
tions bifurcate from the flat constant solution. Stationary solutions bifurcate
from u0(p) at those critical values of p for which υ = 0. At such pc, (5.27)
becomes
δF
δu
(u0(pc); pc)U = 0. (5.28)
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While the dynamic SPEs are not known, (5.28) are the known linearized
stationary SPEs about the flat constant solution. We consider (5.28) as
an eigenvalue problem for the critical values pc and proceed to determine
“eigenvalues” pc. The corresponding eigenvectors U are buckling modes of
the membrane issuing forth from the flat constant solution. When many of
these modes become active we may have generated a variety of rippling states
of the graphene sheet.
To solve the linearized stationary SPEs, we need appropriate boundary
conditions. To solve the linearized plate equation (5.12), we need the value
of σij in (5.13) for the constant σ and α of (5.22) and (5.24). Now u =
∆−1σ solves the equation ∆u = σ with appropriate boundary conditions. A
solution is
u =
σ
4
|x|2 + u0, ∆u0 = 0.
For a circular plate with zero data Dirichlet boundary conditions at r = R
the solution is u = σ
4
(r2−R2). Then, by (5.13) and (5.14), σij = σδij/2, and
(5.12) becomes
∆2h =
σ
2κ
∆h. (5.29)
There are different eigenvalue problems associated to solving Equation
(5.29) with different boundary conditions for a finite graphene membrane.
Each of these problems yield its critical temperature and size and allows us
to know the shape of different eigenmodes that appear as buckled solutions
of the suspended layer of graphene. We consider a finite circular layer of
graphene with a free border (natural boundary conditions) or a graphene
sheet clamped to a circular hole. Suspended graphene sheets are clamped at
their boundaries but the case of a free border is easier to treat mathemati-
cally, so we start by analyzing it.
5.4.1 Membrane with free border
The natural boundary conditions to solve (5.29) for a free circular graphene
layer of radius R are
∆h = 0 and
(
∆− σ
2κ
)
∂rh = 0 at r = R. (5.30)
Let us first solve the eigenvalue problem for H = ∆h: ∆H − σ
2κ
H = 0 with
H = 0 at r = R. We find the solution
Hn,m =
1
a
eimθJm
(γn,mr
R
)
,
σ
2κ
= −γ
2
n,m
R2
, (5.31)
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where Jm(γn,m) = 0, n = 1, 2, . . ., m = 0, 1, 2, . . .. The lowest possible
value of σ in (5.31) corresponds to the first zero γ1,0 = 2.4048 of the Bessel
function J0(x). Note that γ1,0 < γ1,1 < γ1,2 < γ2,0 < γ1,3. Thus there are two
eigenvalues corresponding to azimuthal eigenfunctions (m = 1, 2) between
the first two eigenvalues corresponding to radially symmetric eigenfunctions
with m = 0.
The solution of ∆h = H that satisfies the other boundary condition is
hn,0(r) =
R2
aγ2n,0
[
1− J0
(rγn,0
R
)]
, (5.32)
for m = 0 (normalized so that hn,0(0) = 0), and
hn,m(r, θ) = − R
2
aγ2n,m
eimθJm
(γn,mr
R
)
, (5.33)
for m > 0.
We are interested in computing the critical temperature and radii. To
this end, we use (5.31) with equations (5.22) and (5.24), and find that ripples
appear below the critical temperature
Tc =
2
√
3vF
a
∣∣∣∣1− e20vF 2aκRg γ21,0
∣∣∣∣. (5.34)
Note that the critical temperature decreases as the size R decreases. As
R/a→∞, the critical temperature tends to 2
√
3vF
a
≈ 16.05 eV (about 186,000
K). For finite membrane size, (5.34) with γn,m instead of γ1,0 produces the
following numerical estimate,
1− 5.4× 10−6 Tn,m =
1.6 γ2n,m
R
. (5.35)
Here Tn,m is the temperature (measured in Kelvin) at which the mode hn,m
appears and R is measured in nanometers. The values considered for the
parameters are g = 3.9 eV (the lowest value considered in [70]) and κ = 1
eV. At room temperature, equation (5.35) gives us different critical radii
above which the different modes hn,m (characterised by γn,m) appear, see
table 5.2 and figure 5.1.
5.4.2 Clamped Membrane
In this more realistic case, the boundary conditions are h˜ = 0 and ∂rh˜ = 0
at r = R instead of (5.30). We use h˜ instead of h to distinguish the out-of-
plane displacement in the clamped case. Following the same procedure as
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h: h1,0 h1,1 h1,2 h2,0
Rc (nm): 9 24 43 50
Table 5.2: Critical radii given by Equation (5.35) for a circular layer graphene
at room temperature with natural boundary conditions. Mode hn,m appears
from the flat solution for R > Rc.
(a) h1,0 (b) h1,1 (c) h1,2
(d) h2,0
Figure 5.1: (Color online) Modes appearing over their respective critical
radii, see table 5.2. For a suspended layer of graphene of radius R and
free boundaries, all modes with Rc < R can combine to produce ripples or
buckling. The grey disk is the plane h = 0.
96 Chapter 5. Critical radius and temperature for buckling in graphene
for equations (5.31) and (5.32), we get
Hn,m =
1
a
eimθJm(kr), k
2 = − σ
2κ
, (5.36)
instead of (5.31), and in which k is not yet determined. Now the radial part
h˜m(r) satisfies (
∂2r +
1
r
∂r − m
2
r2
)
h˜m =
1
a
Jm(kr). (5.37)
For m = 0, this equation is
∂r(r∂rh˜) =
r
a
J0(kr) =⇒ r∂rh˜ = 1
ka
[rJ1(kr)−RJ1(kR)],
in which we have used the boundary condition h˜′(R) = 0. Integrating once
and using h˜(R) = 0, we obtain
h˜(r) =
1
k2a
[J0(kR)− J0(kr)]− R
ka
ln
( r
R
)
J1(kR).
The vertical displacement is unbounded at r = 0 unless
J1(kR) = 0 =⇒ σ
2κ
= −γ
2
n,1
R2
. (5.38)
Then
h˜n,0(r) =
R2
γ2n,1a
[
J0(γn,1)− J0
(γn,1r
R
)]
. (5.39)
Similarly, for m > 0 the solution of ∆h˜ = Hn,m is
h˜n,m(r, θ) =
( c1
rm
+ c2r
m
)
eimθ+
rm
a
eimθ
∫ r
0
dr
r2m+1
∫ r
0
ds sm+1Jm(ks). (5.40)
Clamped boundary conditions yield
c2 = −1
a
∫ R
0
dr
r2m+1
∫ r
0
ds sm+1Jm(ks)− c1
R2m
, (5.41)
c1 =
1
2ma
∫ R
0
ds sm+1Jm(ks) =
Rm+2
2ma
∫ 1
0
ds sm+1Jm(kRs) =
Rm+1
2mka
Jm+1(kR).
(5.42)
The condition that h˜n,m be bounded at r = 0 produces c1 = 0. Thus
Jm+1(kR) = 0, i.e., k = γn,m+1/R and therefore
σ
2κ
= −γ
2
n,m+1
R2
. (5.43)
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h˜: h˜1,0 h˜1,1 h˜1,2 h˜2,0
Rc (nm): 24 43 66 80
Table 5.3: Critical radii given by Equation (5.35) for a circular layer graphene
at room temperature with clamped boundary conditions. Mode h˜n,m appears
from the flat solution for R > Rc.
Equation (5.40) becomes
h˜n,m(r, θ) =
rm
a
eimθ
∫ r
R
dr
r2m+1
∫ r
0
ds sm+1Jm
(γn,m+1s
R
)
= − R
2eimθ
γn,m+1a
( r
R
)m∫ 1
r/R
ds
sm
Jm+1(γn,m+1s)
=
R2eimθ
aγ2n,m+1
{( r
R
)m
Jm(γn,m+1)− Jm
(
γn,m+1
r
R
)}
, (5.44)
which agrees with (5.39) for m = 0.
According to (5.43), the critical radii are given by (5.35) with γn,m+1 in-
stead of γn,m. Then the critical radii of table 5.3 are greater than those in
table 5.2, and buckling of a clamped graphene membrane should be observ-
able only for radii over 24 nm. Thus a clamped membrane remains flat for
larger radii than in the case of natural free boundary conditions. This is
according to our intuition that it is harder to buckle a clamped membrane
than a membrane with a free border. The lowest possible value of σ in (5.31)
corresponds to γ1,1 = 3.8317. Note that γ1,1 < γ1,2 < γ1,3 < γ2,1. Again there
are two eigenvalues corresponding to azimuthal eigenfunctions (m = 1, 2)
between the first two eigenvalues corresponding to radially symmetric eigen-
functions with m = 0. These first four modes given by (5.44) are depicted
in figure 5.2.
5.5 Conclusions
In conclusion, the stationary saddle-point equations give the vertical dis-
placement of a graphene membrane and auxiliary fields associated to cur-
vature and to charge fluctuations, provided elasticity and phonon-electron
interaction are considered [70]. We have solved these equations for a flat
circular graphene sheet under constant auxiliary fields. We have then solved
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(a) h˜1,0 (b) h˜1,1 (c) h˜1,1
(d) h˜2,0
Figure 5.2: (Color online) Modes appearing over their respective critical radii,
see table 5.2. In a suspended layer of graphene clamped on a circular hole
of radius R all modes with Rc < R can appear and combine to form ripples
and buckling. The grey disk is the substrate plane h = 0.
the SPEs linearized about the flat membrane solution and subject to ei-
ther free or clamped boundary conditions. The latter problem has nonzero
solutions only for discrete values of the auxiliary fields. These discrete val-
ues correspond to critical values of temperature and membrane radius at
which buckling membrane solutions issue forth from the flat membrane. The
flat membrane is stable only for temperatures larger than critical and radii
smaller than critical. For an infinite membrane, the predicted critical tem-
perature is extremely large and unphysical (186,000 K). However, critical
radii at room temperature are in the nanometer range. Different modes of
membrane buckling appear below specific critical temperatures and over spe-
cific critical radii, see tables 5.2 and 5.3. The stability of these modes is to be
analytically determined, but experiments describing rippling [99] and buck-
ling [130] of graphene show that the flat solution is not stable in most cases:
Flat graphene has only been observed when it stands over a substrate [95].
The calculated critical radii (tables 5.2 and 5.3) suggest that the differ-
ent modes appearing in figures 5.1 and 5.2 could be observed for a specific
temperature and membrane size. This brings the opportunity to develop
new experiments, as no buckling should appear below the minimum critical
radius Rc. Similar experimental procedures to the ones in [93, 136, 143],
where suspended graphene layers were forced to buckle using an external
electrical potential or a STM, could be used to determine the value of Rc
and the validity of our results. For this purpose, suspended graphene layers
may be clamped to holes of different dimensions, under different tempera-
tures. Checking when the layer may or not buckle, it should be possible to
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get a better estimation of g and κ by fitting the results of experiments with
equation (5.34).
A different approach to study the effects due to the existence of non-
flat modes would be experiments with graphene resonators [37, 47]. In this
setting, when the external driving force is sufficiently strong to deform the
graphene layer close to one of the stable buckling modes (away from the flat
configuration), the response of the resonator should be extremely nonlinear.
Instead of oscillating around a single potential well (more or less parabolic)
corresponding to the rippled configuration, the system may oscillate under
influence of two different potential wells (the buckling modes). This effect
could be measured by observing oscillation damping once the driving force
is turned off.
Characterization of ripples in suspended graphene is not yet accurate
enough to compare with our results. Once the experimental techniques have
been improved, experiments with suspended graphene layers clamped to holes
of different radii should show ripples that are combination of the possible
bifurcating modes for these membranes (table 5.3).
The study of different solutions of the SPEs with position-dependent aux-
iliary fields σ and α is left as future work. From a theoretical point of view,
it is also interesting to take into account the influence of external forces, such
as an electrostatic force, and to study the resulting dynamical effects. Then
we may be able to reproduce the transition from the flat membrane with
superimposed ripples to the buckled membrane and compare with existing
STM experimental results [130].

Part II
Dynamics and chaos in
semiconductor superlattices
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Motivation
A doped, weakly coupled semiconductor superlattice (SSL) represents an
almost ideal spatially one-dimensional nonlinear dynamical system with a
large number of degrees of freedom, the nonlinearity of which is due to se-
quential resonant tunneling between adjacent quantum wells. Fluctuations of
the layer thicknesses, electron density, energy levels, and inter-well coupling
transform a weakly coupled SSL into a complex nonlinear system, in which
the electron transport is strongly dissipative. A great richness of nonlinear
transport behavior has been observed in weakly coupled SSLs, including the
formation of stationary electric-field domains, periodic as well as quasi-period
current self-oscillations, and even driven as well as undriven chaos [20, 27].
The oscillatory behavior is due to the recycling and motion of domain walls
separating low and high electric field domains [27]. Only very recently, spon-
taneous chaotic [75] and quasi-periodic [74] current self-oscillations were ob-
served at room temperature in GaAs/(Al,Ga)As SSLs using an Al content
of 45%, which results in the largest direct barrier for this materials system.
Fast random number generators (RNGs) are relied upon for many appli-
cations including, inter alia, data encryption systems, stochastic modeling,
and secure communication [56, 106, 134]. In many cases, the RNG is sub-
stituted by a numerical algorithm that produces a seemingly unpredictable
sequence of numbers when a short random ‘seed’ is entered as input [11].
While this approach is convenient and inexpensive, the resulting number se-
quences are only pseudorandom, i.e. the algorithm will produce identical
number sequences given identical seeds. To eliminate this vulnerability, it
is necessary to find fast and reliable physical sources of entropy that pro-
duce true random number sequences. Recently, chaotic semiconductor lasers
[78, 101, 116, 131, 137] and superlattices [92] have been used for fast gen-
eration of truly random numbers at a rate of tens or hundreds of Gb/s. In
both cases, quantum fluctuations are coupled with chaotic dynamics to pro-
duce a macroscopic fluctuating signal that is detectable using conventional
electronics. However, while semiconductor lasers require a mixture of optical
and electronic components, semiconductor superlattices (SSLs) are entirely
electronic submicron devices that are more readily integrated into complex
circuits, see Figure 7.1. Hence SSLs could be vastly useful, as the security
of digital computers and networks relies on fast generation of truly random
numbers.

Chapter 6
Noise-enhanced chaos in a weakly
coupled GaAs/(Al,Ga)As
superlattice
6.1 Introduction
With the continuous advancement of nonlinear science and the theory of ran-
dom dynamical systems, we have become aware of the fact that noise should
not always be considered as a disturbing factor. Actually, a small amount of
noise may enhance the dynamics of a system so that it becomes better de-
fined and controllable. Constructive effects of noise in nonlinear systems have
been investigated extensively in the context of stochastic resonances and co-
herence resonances. By stochastic resonance, noise can optimize the response
of a bistable system to periodic external signal and induce stochastic phase
synchronization to the external force [57, 142]. For a coherence resonance,
pure noise without an external signal can generate a coherent oscillation in
the system, which has been observed in excitable systems [58, 149].
Both theoretical and experimental results have proven that noise can
affect the charge transport in weakly coupled GaAs/AlAs SSLs [19, 73]. A
noise-enhanced coherence resonance has been observed in a weakly coupled
GaAs/AlAs SSL at 77 K [76]. The main reason for the existence of such a
coherence resonance in such a SSL is related to the interaction between the
noise and the two oscillation modes existing in weakly coupled SSL oscillators
such as the well-to-well hopping mode and the dipole-motion mode. On this
basis, numerical simulations have shown that noise enhances spontaneous
chaos at room temperature [5, 21].
In this chapter, we report clear evidence for noise-enhanced spontaneous
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chaos in a doped, weakly coupled GaAs/Al0.45Ga0.55As SSL at room temper-
ature. We find that, with increasing noise amplitude, spontaneous chaotic
oscillations appear over a wider range of voltages. The experimentally ob-
served results are qualitatively very well validated by numerical simulations
based on a discrete resonant tunneling model that captures the main features
of vertical transport in doped, weakly coupled SSLs [5, 21]. The chapter is or-
ganized as follows. In the next section, we describe the sample structure and
measurement techniques followed by the experimental results of the current-
voltage characteristics, the current self-oscillations, and attractors extracted
from the experimental results. In Sec. 6.3, we present the discrete resonant-
tunneling model and the results of the numerical simulations. Finally, we
summarize the obtained results and conclude in Sec. 6.4.
6.2 Experimental results
6.2.1 Sample structure and measurement techniques
The sample consists of a doped, weakly coupled GaAs/(Al,Ga)As SSL with
50 periods, each period consisting of a GaAs quantum well and an Al0.45Ga0.55As
barrier. The central 3 nm of each 7-nm-thick GaAs well are doped with Si at a
density of 2×1017 cm−3. The thickness of the Al0.45Ga0.55As barriers is 4 nm,
resulting in a rather weak coupling between adjacent quantum wells. The
SSL is sandwiched between two highly doped GaAs contact layers forming
an n+-n-n+ diode. For more details of the sample structure, see Ref. [91].
After plasma etching and providing Ohmic contacts of AuGe/Ni/Au with
35/10/500 nm using electron beam evaporation followed by rapid thermal an-
nealing at 420 ◦C, square mesas with a side length of 30 µm are investigated.
Single devices are wire bonded for electrical measurements. All experimental
measurements are performed at room temperature. The DC bias voltage
VDC and the noise with amplitudes Vnoise are applied using the function gen-
erator Agilent 33220A. The current-time traces and the frequency spectra
are recorded with a 6 GHz oscilloscope LeCroy Wavepro 760Zi-A. For the
current-time traces, the oscilloscope records voltage pulses, which are then
converted in current values using the I-V characteristics. A schematic of the
measurement circuit is shown in Fig. 6.1, which is the same as the one in
Ref. [76].
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oscilloscope
50 
SSL
VDC + Vnoise
Figure 6.1: Schematic of the experimental setup. The DC bias voltage VDC
and the noise with amplitudes Vnoise are supplied by a function generator.
The current-time traces and the frequency spectra are recorded with a 6 GHz
oscilloscope over a 50 Ω resistor.
6.2.2 Current-voltage characteristics
A typical current-voltage characteristic of the the doped, weakly coupled SSL
device is shown in Fig. 6.2. In the voltage range between 850 and 860 mV,
the DC current rapidly increases from 1.24 to 1.55 mA, followed by a current
plateau between 860 and 930 mV. In this voltage range, electric-field domains
are formed with a charge accumulation layer forming the domain boundary.
As the voltage increases further to 940 mV, the current decreases to 1.50 mA
and then continues down to 1.31 mA.
0 2 4 6
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2
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Figure 6.2: Measured current IDC versus voltage VDC of the doped, weakly
coupled GaAs/Al0.45Ga0.55As SSL at room temperature. At VDC = 840 and
940 mV, the frequency spectra are dominated by broad-band noise.
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6.2.3 Current self-oscillations and frequency spectra
The frequency spectra displayed in Fig. 6.3(a) recorded between VDC =
800 and 960 mV without any external noise do not show any current self-
oscillations for VDC values between 840 and 940 mV. For VDC values outside
this region, i. e., smaller than 840 or larger than 940 mV, the frequency
spectra exhibit periodic oscillations with higher-order harmonics, and the
fundamental frequency depends on VDC. At VDC = 840 and 940 mV, where
the transitions between current oscillations and no current oscillations occur,
the frequency spectra are dominated by an abrupt decrease to zero frequency.
These transitions are accompanied by an abrupt change of the current as
shown in Fig. 6.2. This observation may indicate an infinite period collision
of the oscillatory attractor with a homoclinic orbit. Numerical simulations
confirm this scenario for the SSL model.
Figures 6.3(b) and 6.3(c) show the frequency spectra for applying addi-
tional external noise with amplitudes of Vnoise = 20 and 80 mV, respectively.
For Vnoise = 20 mV in Fig. 6.3(b), the chaotic oscillations in the transi-
tion regions appear over a larger voltage interval than without any external
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Figure 6.3: Measured frequency spectra of the current versus VDC recorded
between 800 and 960 mV (a) without noise, (b) with Vnoise = 20 mV, and (c)
with Vnoise = 80 mV.
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noise [cf. Fig. 6.3(a)]. The voltage region with no current oscillations be-
comes narrower. Increasing the noise amplitude to 80 mV results in a further
shrinkage of the voltage region with no current oscillations, and the voltage
range of seemingly chaotic oscillations extends to 855 and 929 mV as shown
in Fig. 6.3(c). At the same time, the frequency spectra become broader with
increasing noise amplitude. These experimental data clearly demonstrate
that noise can significantly enhance the chaos generated in doped, weakly
coupled SSLs. This was shown theoretically for the case of internal (shot
and thermal) noise by the results of the numerical simulations in Ref. [5].
The present results show that chaos enhancement can also be achieved more
generally by adding appropriate external noise.
Current traces as a function of time have been recorded for two noise am-
plitudes at VDC = 939 mV as shown in Fig. 6.4. Note that the current traces
are recorded only with AC coupling so that the information about the DC
current level is lost. For Vnoise = 20 mV, the current trace contains several
irregularly spaced spikes as shown in Fig. 6.4(a). When the noise amplitude
is increased to 80 mV, the current trace exhibits more spikes with somewhat
smaller amplitudes as shown in Fig. 6.4(b). Similar current traces are ob-
served for VDC = 844 mV (not shown). There are typically two oscillation
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Figure 6.4: Measured current oscillations I(t) recorded for different noise
amplitudes (a) Vnoise = 20 mV and (b) Vnoise = 80 mV. VDC was fixed at
939 mV.
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modes present in doped, weakly coupled SSLs, the dipole motion mode and
the well-to-well hopping mode. When the noise level is low, the dipoles are
formed at the emitter moving toward the collector with a large interval of
noise spikes. As the noise amplitude is increased, a continuous motion of the
well-to-well hopping of the domain boundary occurs, introducing fast current
oscillations in the SSL.
The power spectrum shown in Fig. 6.5(a) recorded at VDC = 944 mV
clearly demonstrates that, even without any external noise, the doped, weakly
coupled SSL can already exhibit a broad-band spectrum, indicating the pos-
sibility of the presence of chaotic oscillations even without external noise.
When noise is added as in Fig. 6.5(b), the power spectrum becomes even
broader. At the transition regions between periodic oscillations and no os-
cillations, the system appears with increasing external noise amplitude to
exhibit a chaotic attractor, which leads to spontaneous chaos at room tem-
perature. As predicted by the results of the numerical simulations reported
in Ref. [5], internal noise enhances spontaneous chaos. The same effect of
chaos enhancement is observed when we add external noise with increasing
amplitude as will be further discussed below. At the same time, the fre-
quency spectra in the periodic region are dominated by an oscillation with
a single frequency, but with increasing bandwidth as the noise amplitude
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Figure 6.5: Measured frequency spectra recorded (a) without any external
noise and (b) with Vnoise = 20 mV. VDC was fixed at 944 mV.
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Figure 6.6: Poincaré maps extracted from experimental current traces versus
time for (a) no external noise as well as with external noise of amplitude (b)
Vnoise = 20, (c) 80, and (d) 120 mV. (e) Values of the capacity dimension
D0 (diamonds), the information dimension D1 (squares), and the correla-
tion dimension D2 (circles) as a function of Vnoise. (f) Multifractal spectra.
Vnoise = 20 (solid line), 80 (dashed line) and 120 (dash-dotted line). VDC was
fixed at 845 mV.
is increased. Noise can significantly enhance the chaos generated in doped,
weakly coupled SSLs.
6.2.4 Attractors obtained from experimental results
Figures 6.6(a), 6.6(b), 6.6(c), and 6.6(d) show reconstructed Poincaré maps
from the experimental current traces versus time for no noise as well as
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Vnoise = 20, 80, and 120 mV, respectively, at VDC = 845 mV. In the absence of
external noise, the deterministic attractor is stationary, and the Poincaré map
should consist of a single point. In Fig. 6.6(a), the unavoidable internal noise
produces many points concentrated in a small region. When external noise is
added, the Poincaré maps explore a region that becomes larger and fuller as
the external noise amplitude increases as shown in Figs. 6.6(b), 6.6(c), and
6.6(d). Similar Poincaré maps are extracted from experimental current traces
versus time at VDC = 940 mV. Figure 6.6(e) shows the values of the capacity
dimension D0, the information dimension D1, and the correlation dimension
D2 as a function of the external noise amplitude, which all increase with
increasing noise amplitude. Without external noise, the SSL is in a stationary
state with zero fractal dimension. When the external noise is turned on
and increased, time-dependent oscillations appear, and the fractal dimension
D0 increases abruptly demonstrating evidence of chaotic oscillations induced
by noise. Figure 6.6(f) shows the multifractal dimension for the different
noise amplitudes. For large positive values of q, the fractal dimension Dq
corresponds to regions of the attractor that are more often visited by the
system trajectory and does not increase that much with external noise. For
q < 0 and |q| large, Dq is due to the least sampled regions of the attractor,
and it increases more strongly when the external noise increases. We conclude
that increasing the external noise expands the regions in phase space that are
visited by the system trajectory, an effect that is obvious from the sequence
shown in Figs. 6.6(b)–6.6(d).
6.3 Model and simulated results
6.3.1 Discrete resonant tunneling model
Numerical results are obtained using a discrete resonant tunneling model that
captures the main features of doped, weakly coupled SSL [20, 27]. The model
consists of dynamical equations describing the evolution of the variables such
as the electric field −Fi as well as the two-dimensional (2D) electron density
ni at well i, the tunneling current density Ji→i+1 from well i to i+ 1, and the
SSL total current density J(t).
The numerical values of the parameters correspond to the experimental
configuration described in Sec. 6.2 with an equivalent 2D doping density due
to the doping of the central part of the quantum well of ND = 6×1010 cm−2.
The effective mass of the electrons in the GaAs/AlxGa1−xAs SSL is m∗ =
(0.063 + 0.083x)me, where me denotes the free-electron mass. The well and
barrier widths are lw = 7 and lb = 4 nm, respectively, as for the experimen-
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tally investigated SSL so that the period of the SSL is l = lb + lw = 11 nm.
The transversal area of the SSL is assumed to be A = s2 with s = 30 µm.
Finally, the relative permittivity of the SSL is  = l/[lw/w + lb/b] with
w = 12.90 and b = 10.90 referring to the relative permittivity of the well
and barrier material, respectively. 0, −e < 0, kB, T , and σ0 denote the
vacuum permittivity, the electron charge, Boltzmann’s constant, the lattice
temperature, and the contact conductivity, respectively.
Poisson equation in the superlattice reads,
ni = ND +

e
(Fi − Fi−1), (6.1)
and together with charge continuity we get,

dFi
dt
+ Ji→i+1 = J(t), (6.2)
expression relating the total current with electric field and tunneling current
at well i. The overall voltage drop between the ends of the SSL
∑N
i=1 Fi/l
is equal to the DC voltage bias VDC, while a noise voltage amplitude η(t) is
considered and corresponds to Vnoise, both provided in the experiment by the
function generator in Fig. 6.1,
N∑
i=1
Fi =
VDC + η(t)
l
, η(t) = ηth(t) + ηc(t), (6.3)
where N denotes the number of periods of the SSL. Voltage noise η(t) has two
components: (i) ηth(t), which is related to the intrinsic noise of the source,
and (ii) the external noise ηc(t). In addition, a linear approximation for the
contact conductivity is considered,
J0→1 = σ0F0, JN→N+1 = σ0
nN
ND
FN . (6.4)
Resonant tunneling currents are computed as,
Ji→i+1 =
eni
l
v(f)(Fi)− J−i→i+1(Fi, ni+1, T ), (6.5)
J−i→i+1(Fi, ni+1, T ) =
em∗kBT
pi~2l
v(f)(Fi) ln
[
1 + e
− eFil
kBT
(
e
pi~2ni+1
m∗kBT − 1
)]
, (6.6)
where the forward electron velocity v(f)(Fi) is a function with peaks cor-
responding to the discrete energy levels in every well calculated using a
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Table 6.1: Values of the potential barrier Vbarr and the first three energy
levels E1, E2, and E3 for the doped, weakly coupled GaAs/Al0.45Ga0.55As
SL.
Vbarr (meV) E1 (meV) E2 (meV) E3 (meV)
388 45 173 346
Kronig-Penney model for the investigated SSL configuration as summarized
in Tab. 6.1. Specifically, v(f) takes the form,
v(f)(Fi) =
n∑
j=1
~3l(γC1+γCj )
2m∗2 Ti(C1)
(C1 − Cj + eFil)2 + (γC1 + γCj)2
, (6.7)
Ti() = 16k
2
i k
2
i+1α
2
i (k
2
i + α
2
i )
−1(k2i+1 + α
2
i )
−1
(lw + α
−1
i−1 + α
−1
i )(lw + α
−1
i+1 + α
−1
i )e
2αilb
, (6.8)
~ki =
√
2m∗, ~ki+1 =
√
2m∗(+ elFi), (6.9)
~αi−1 =
√
2m∗
[
eVB + e
(
lb +
lw
2
)
Fi − 
]
, (6.10)
~αi =
√
2m∗
[
eVB − elwFi
2
− 
]
, (6.11)
~αi+1 =
√
2m∗
[
eVB − e
(
lb +
3lw
2
)
Fi − 
]
. (6.12)
where Cj stands for the position of the j energy level at every quantum
well and γCj stands for its energy broadening due to scattering. A detailed
derivation of these expressions can be found in references [21, 27].
The contact conductivity σ0 is derived from a linear approximation of
the emitter current density J0→1, which depends on the structure of the
contact. We use σ0 = 0.763 A/(V m), which qualitatively reproduces the
experimental current-voltage characteristic shown in Fig. 6.2 for a barrier
height Vbarr = 388 meV.
In the simulations, the thermal noise ηth(t) is simulated by picking random
numbers every 5×10−11 s from a zero mean distribution with a standard
deviation of 1.6×10−3 V. The external noise ηc(t) is simulated by picking
random numbers every 5×10−9 s from a zero mean distribution with a tunable
standard deviation.
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Figure 6.7: Results of the numerical simulations of the current IDC versus
voltage VDC for σ = 0.763 A/(V m). The dash-dotted, the dashed, and
the solid line correspond to the maximum, mean, and minimum current,
respectively. In the voltage region between 0.26 and 0.4 V, current oscillations
occur. The simulated curves are shifted to lower voltages compared with the
experimental curve due to built-in fields and a voltage drop at an external
resistance. Nevertheless, the oscillatory region is qualitatively similar to the
one found in the experiments as shown in Fig. 6.2.
6.3.2 Results of numerical simulations
Figure 6.7 depicts the simulated current-voltage characteristic for the de-
terministic equations of our model [η(t) = 0)]. The mean current (dashed
line) should be compared with the experimental one in Fig. 6.2. The aver-
age current for voltages at which there are current oscillations in Fig. 6.7 is
qualitatively similar to the first part of Fig. 6.2. There is a shift between the
theoretical and experimental curves due to the built-in voltage and a voltage
drop at an external resistance that are absent in our model equations. In
the experiment, there is a voltage region of stationary current between two
regions of current oscillations. This window of stationary currents is absent
in the simulations of our model. However, the end of the first voltage region
with current oscillations in Fig. 6.2 is similar to the end of the voltage region
with current oscillations in Fig. 6.7.
Figures 6.8(a), 6.8(b), 6.8(c), and 6.8(d) show the results of the numeri-
cal simulations for the current oscillations for different noise amplitudes (a)
Vnoise = 1 (only thermal noise is present), (b) 8, (c) 33, and (d) 46 mV,
respectively, at VDC = 380 mV, which lies in the oscillatory region of the
current-voltage curve presented in Fig. 6.7. The internal and external noise
are numerically generated as explained above. With increasing Vnoise, the
oscillations become less periodic, contain more spikes in the same time inter-
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val, and the amplitude becomes more and more irregular. The corresponding
frequency spectra as determined by a numerical Fourier transform are dis-
played in Fig. 6.8(e), 6.8(f), 6.8(g), and 6.8(h), respectively. The number
of peaks in the frequency spectra decreases with increasing noise amplitude,
while the width of the frequency spectra increases. We have repeated the
simulations for a voltage of 460 mV, for which the deterministic system is
in a stationary state. The behavior with increasing noise amplitude is very
similar to the one shown in Figs. 6.8(b)–6.8(d) with some differences in the
details of the current oscillations and frequency spectra. In comparison to
Fig. 6.8(a), it looks of course different, because there are no current oscil-
lations in this case. Overall, the experimental trend with increasing noise
amplitude is reproduced, i. e., the larger the controlled noise amplitude, the
more random the current oscillations become. Note that simulations of the
field distribution (not shown) indicate that the current spikes in the simu-
lated current traces in Figs. 6.8(a)–6.8(d) are caused by the generation of
a small charge dipole, which is generated at the emitter contact and moves
toward the collector contact. When the front part of the dipole reaches the
collector contact, it disappears, while the back part of the dipole rebuilds the
domain wall, which existed before the current spike.
We have also constructed phase portraits from the calculated electric field
in well number 47 versus well number 3. We can build alternative Poincaré
maps based on the intersection of the trajectories in these phase portraits
with an appropriate segment of a straight line. Period doubling scenarios or
quasi-periodic attractors could be visualized using such Poincaré maps. Thus,
these phase portraits give information on the chaotic state of the system.
Figures 6.9(a), 6.9(b), 6.9(c), and 6.9(d) show the phase portraits for different
noise amplitude (a) Vnoise = 1, (b) 8, (c) 33, and (d) 46 mV, respectively,
at VDC = 380 mV, which lies in the oscillatory region of the current-voltage
curve presented in Fig. 6.7 and corresponds to the simulated data in Fig. 6.8.
When only thermal noise is present [cf. Fig. 6.9(a)], the oscillations are
periodic, even though they are somewhat distorted by noise. However, when
controlled noise is added as shown in Figs. 6.9(b)–6.9(d), the oscillations
loose their periodicity and become more and more distorted with increasing
noise amplitude, i. e. the complexity of the phase portraits strongly increases,
indicating increasing chaotic behavior. The phase portraits for a voltage of
460 mV (not shown), for which the deterministic system is in a stationary
state, look qualitatively very similar to the ones shown in Fig. 6.9, except for
the first one with only thermal noise, because there are no current oscillations
in this case. Note that the thermal noise does not distort the periodicity,
since it only introduces some small fluctuations. However, by introducing a
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Figure 6.8: Results of the numerical simulations for the current oscillations
I(t) for different noise amplitude (a) Vnoise = 1, (b) 8, (c) 33, and (d) 46 mV at
VDC = 380 mV in the oscillatory region of the current-voltage characteristics
presented in Fig. 6.7. The corresponding frequency spectra as determined by
a numerical Fourier transform are shown in (e), (f), (g), and (h), respectively.
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longer time-correlated (controlled) noise, clear chaotic behavior is obtained.
6.4 Summary and conclusions
We have observed that the external noise can induce spontaneous chaotic os-
cillation in a narrow voltage interval in a doped, weakly coupled GaAs/AlAs
SSL at room temperature. Results of numerical simulations of nonlinear
transport based on a discrete tunneling model qualitatively confirm the ex-
perimentally observed features. While in a noise-free SSL static domain
boundaries are formed, the domain boundary moves into the collector, new
domain walls are formed near the emitter, and chaotic current oscillations are
induced, when noise is added. Therefore, with increasing noise amplitude,
chaotic current oscillations can be enhanced in semiconductor superlattices.
This approach is consequently a very robust method of producing chaotic
current oscillations in doped, weakly coupled semiconductor superlattices.
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Figure 6.9: Results of the numerical simulations for the phase portraits,
where the electric field in well number 47 is presented versus the electric
field in well number 3. The noise amplitude increases from (a) Vnoise = 1,
(b) 8, (c) 33, to (d) 46 mV at VDC = 380 mV in the oscillatory region of
the current-voltage characteristics presented in Fig. 6.7. Loops correspond
to oscillations depicted in Fig. 6.8.
Chapter 7
Enhancing Chaotic Behavior at
room temperature in
GaAs/(Al,Ga)As Superlattices
7.1 Introduction
Two different time scales are involved in the dynamics of SSLs. The inter-
site tunneling and inter-subband relaxation processes occur on much shorter
timescales than the dielectric relaxation processes [26, 28]. Therefore, the
long timescale dynamics of semiconductor lasers [131] and superlattices [5, 27]
are typically modeled using semiclassical equations, while the short timescale
processes are treated stochastically. In weakly coupled GaAs/AlAs superlat-
tices, chaos driven by ac voltage bias was predicted [36] and observed in
experiments [96] at ultralow temperatures in the 1990s. Spontaneous chaos
was also observed in 1996 experiments [148]. Different oscillation types were
observed and also abrupt transitions from periodic to chaotic oscillations.
However, simulations based on the sequential tunneling model failed to find
spontaneous chaos for the same superlattice configurations. For much longer
superlattices (100 periods), numerical sumulations showed spontaneous chaos
based on the period doubling route [6]. Recently, Huang et al. have ar-
gued [75] that phonon-assisted transport though the X-valley of AlAs allows
a thermal distribution of carriers to diffuse through the SSL. This Γ − X
electron transfer mechanism eliminates self-sustained oscillations and spon-
taneous chaos at higher temperatures. When the concentration of Al at the
barriers is 45%, the Γ and X minima have the same energy. Then the X
level energy is the same as the barrier height between wells and there is
no Γ − X transfer, see section 1.2.1. They subsequently observed current
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Figure 7.1: Simplified image of a semiconductor superlattice. A external
voltage is applied between the contacts at the top and bottom of the device,
which consists of N periods of GaAs/AlxGa1−xAs. The 7nm GaAs wells are
divided into three zones to prevent doping diffusion.
self-oscillations and spontaneous chaos in dc-biased 50-period SSLs at room
temperature for the first time [74, 75]. Weak noise-enhanced chaos has been
found in simulations for 50-periods SSL [5], which opened the way to new
perspectives that could optimize the chaotic behavior in SSLs.
In this chapter, we investigate the behavior of the sequential resonant tun-
neling (SRT) model, discussed in section 6.3 of previous chapter, for shorter
SSLs at room temperature and without noise. We consider two different
barrier heights corresponding to an Aluminum content of 45% (as in recent
experiments [74, 75]) and a different concentration of 70% to study the pos-
sible effect of increasing the barrier height on the dynamical behavior. We
observe a period doubling route to chaos on wide voltage intervals for a
10-period SSL. Moreover, the chaotic self-oscillations occur at much higher
frequencies for these shorter superlattices, increasing the possible rate of ran-
dom number generation. The outline of the chapter is as follows. The results
of our numerical simulations are reported in section 7.2, and a discussion of
our results is contained in section 7.3.
7.2 Results
We analyze the sequential resonant tunneling model of 10-period semicon-
ductor superlattices such that GaAs/Al0.7Ga0.3As and GaAs/Al0.45Ga0.55As
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T (K) ND (cm−2) lb (nm) lw (nm) s (µm)
295 6× 1010 4 7 60
Vbarr (meV) E1 (meV) E2 (meV) E3 (meV)
600 53 207 440
388 45 173 346
Table 7.1: (Top) The design parameters of the superlattice. (Bottom) Val-
ues of the potential barrier and energy levels for GaAs/Al0.7Ga0.3As and
GaAs/Al0.45Ga0.55As superlattices, first and second row, respectively. In the
simulations the value of the contact conductivity has been taken to reproduce
the experimental results with N = 50: σ0 = 0.783 A/Vm for Vbarr = 388 meV
(x = 0.45) and σ0 = 0.06 A/Vm for Vbarr = 600 meV (x = 0.7), where Vbarr
is the height of the barrier [5, 75].
are considered, using the material parameters indicated in table 7.1. Equa-
tions described in section 6.3 are evolved in time for tf = 200 ns using the
forward Euler method. We remove the transient behavior due to the initial
conditions by discarding first ti = 100 ns of evolution at each bias voltage. Bi-
furcations are detected via the Poincaré map, which is depicted in Figures 7.3
and 7.4. First, the time-evolution is projected onto a two-dimensional slice
through phase space, in this case, the F4-F6 plane was used. When F4(t)
passes through its center value, and, in order to sample the trajectory only
once per cycle, F˙4(t∗) < 0, the time t∗ and the values of F6(t∗) and F˙6(t∗)
are stored. These sets of values form PF6 and PF˙6.
The Poincaré map transforms the continuous time evolution in the 2N+1-
dimensional phase space (electric fields, electron densities and total current
density) into a discrete map from a one-dimensional interval into itself [43].
Both, a stationary state and a periodic orbit will appear as a fixed point of the
Poincaré map. A period-doubling bifurcation is identified when one-cycles
transition to two-cycles. Chaotic regions are identified where a proliferation
of period-doubling bifurcations yields fractal structure in the bifurcation di-
agram.
We support our analysis of the Poincaré map by comparing our conclu-
sions against the power spectrum
P [J ](f) =
∣∣∣∣∫ tf
ti
dt e−i2piftJ(t)
∣∣∣∣2 , (7.1)
where f is the frequency. As in the Poincaré map, different spectra are as-
sociated with different dynamical structures: (a) periodic orbits correspond
to a series of peaks with widths of the same order as the frequency bin size,
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Figure 7.2: Power spectrum and bifurcation diagram for a 10-period
GaAs/Al0.45Ga0.55As SSL, in a voltage region where chaotic behavior is
present. (Top row) The power spectrum ofJ(t)plotted against the bias
voltage. (Bottom row) The bifurcation diagram, plotting the Poincaré map
against the bias voltage.
faling at integer multiples of the fundamental frequency, (b) period dou-
bling bifurcations are recognized when the number of peaks in the spectrum
changes by a factor of two, and a new peak appears in the power spectrum
at half the fundamental frequency, (c) strange attractors have broadband
spectra. These spectra may contain both sharp and broad peaks.
Figure 7.2 shows a voltage region where deterministic chaotic behavior
is present in the simulations for the 10-period GaAs/Al0.45Ga0.55As SSL, see
Table 7.1. In contrast with theN= 50case for the same aluminum content,
there are observable windows of strong chaotic behavior, whereas chaotic
dynamics forN = 50appeared within very narrow voltage windows and
were so weak that they became observable only by the addition of stochastic
terms to the evolution equations that enhanced chaos [5]. Moreover, the
simulations show that the lowest harmonic can reach frequencies up to25
GHz, at least one order of magnitude higher than those observed in the
50-period SSLs.
The bifurcation diagram for the 10-period GaAs/Al0.7Ga0.3As SSL, see
Table 7.1, is presented in Figure 7.3, and several phase portraits are presented
in Figure 7.4. Voltage windows where chaotic behavior is present are one
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Figure 7.3: Power spectrum versus voltage and bifurcation diagrams for a
10-period GaAs/Al0.7Ga0.3As SSL and diﬀerent voltage regions. (Top row)
Power spectrum ofJ(t)versus voltage. (Bottom row) Bifurcation diagram
of Poincaré map versus voltage. The Hopf bifurcation from the steady state
is shown in the ﬁrst column. A period doubling “bubble” is shown in the
second column. A period-doubling cascade is shown in the third column.
order of magnitude wider than in the previous case, Figure 7.2. Combining
the bifurcation diagram, power spectra and phase portraits of Figures 7.3
and 7.4, we characterize the dynamical instabilities of the SRT model for
N= 10. At low voltages,J(t)approaches a steady state. We observe the
folowing bifurcations:
Supercritical Hopf bifurcation. In the leftmost column of Figure 7.3,
we observe a transition from stationary state to periodic orbit. Subsequently,
we observe a circle in the phase portrait at the top row of Figure 7.4, and the
power spectrum contains peaks faling at integer multiples of a fundamental
oscilation frequency.
Period doubling bifurcation. In the second column of Figure 7.3 and
the second row of Figure 7.4, we observe a transition from one-cycles to
two-cycles in the Poincarè map, so that a new peak in the power spectrum
appears at half of the former fundamental frequency.
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Figure 7.4: Representative phase portraits for the 10-period
GaAs/Al0.7Ga0.3As SSL. The first column shows the average current J
plotted against time t. The second column shows the phase portrait F6(t)
plotted against F4(t). The third column shows the Poincare map PF˙6(t∗)
plotted against PF6(t∗). The last column shows the power spectrum of J(t).
A periodic oscillation is shown in the first row. The period-doubling cascade
to a chaotic attractor is shown in the bottom four rows.
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Period doubling cascade. The period doubling of the periodic orbit con-
tinues into a period-doubling cascade, resulting in a strange attractor. In
particular, we have determined the first Feigenbaum constant with less than
1% error. The rightmost column of Figure 7.3 and the bottom three rows of
Figure 7.4 illustrate the period-doubling cascade. Based upon the emergence
of a broad peak between the two strongest harmonics, we conclude that the
invariant manifold is a strange attractor.
7.3 Conclusions
This work predicts that 10-period semiconductor superlattices (SSLs), in
contrast with the 50-period SSLs typically used in experiments, exhibit a
more robust intrinsic deterministic chaotic behavior with faster self-sustained
current oscillations. In the same direction, to increase the voltage barrier
height (through increasing the aluminum content) also enhances the chaotic
behavior. The deterministic chaos found in simulations of the sequential
resonant tunneling (SRT) model is characterized as a Feigenbaum period
doubling cascade to chaos. These results open the possibility to create faster
random number generators using these shorter superlattices.
We associate the bifurcations described in Section 7.2 with several poten-
tial applications. First, the Hopf bifurcation leads to nonlinear oscillations
involving superharmonic frequencies reaching several tens of GHz. Hence
these SSLs could be used as solid-state sources of electromagnetic radiation.
Secondly, the half frequency found at the period doubling “bubble,” see the
middle column of Figure 7.3, could be used to compress information into a
desirable frequency range or to squeeze out of it undesirable noise [67].
The SRT model has proven to robustly describe the essential behavior of
SSLs over a wide parameter range, hence we put forward that the dynamical
instabilities described in this work are the main mechanism triggering the
experimentally observed chaos in SSLs. In addition, it is important to note
that intrinsic quantum entropy sources are not taken into account in this
work. In the real system, these quantum fluctuations are amplified by the
deterministic dynamics, enabling the construction of true RNG [21, 101].

Concluding remarks
This thesis brings together part of the results obtained from fall 2013 to
the summer of 2017. Our main efforts have been focused on understand-
ing the physics behind mechanical properties of graphene. Nonetheless, the
appearance of new experiments that showed chaotic behavior of semiconduc-
tor superlattices working at room temperature spurred our interest in these
systems.
Rippling and buckling of graphene monolayers
Rippling and buckling of suspended graphene monolayers are reminiscent of
some coupling between elastic deformations of the membrane and internal
degrees of freedom, possibly, as proposed by [70, 139], charge carrier density
fluctuations. Regardless the nature of the internal degrees of freedom cou-
pled to the membrane deformations, an unloaded membrane, clamped and
only under elastic energy would remain flat, let alone discussions about the
stability of crystal order in 2-D [88].
Simple spin-string or spin-membrane models presented in chapters 2, 3
and 4 capture the main mechanical features of suspended graphene monolay-
ers. This simple approach, where atomic vertical displacements are coupled
to Ising spins (modelling some internal degrees of freedom), enables a de-
tailed study of the phase diagram as well as the out-of-equilibrium dynamics
of the system.
• Chapter 2 analytically derives the main properties of the phase diagram
of the spin-string (1-D) model, once spin degrees of freedom are inte-
grated out. It presents first and second order phase transitions, which
are used in chapter 4 to emulate the STM driven transition from rip-
pled to buckled graphene. A detailed explanation of the main features
of the phase diagram is provided. Besides, a numerical integration of
the Euler-Lagrange equations is carried out, which produces the string
profiles and the corresponding order parameters for the different phases.
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• The existence of static ripples on graphene monolayers motivates the
extension of the spin-string model to a two-dimensional hexagonal
lattice in chapter 3. Therein, and similarly to the one-dimensional
model, the out-of-plane displacements are coupled to Ising spins, which
also have a nearest-neighbour interaction. In addition, next-nearest-
neighbor spin interactions are taken into account. Starting from ran-
dom initial conditions, we look for the stable states that the system
attains in the long time limit. A phase diagram for low tempera-
tures is displayed, which shows different rippling patterns depending
on the value of the spin-spin interactions. This proves that this simple
model shows an ample range of experimentally observed rippling pat-
terns, suggesting that a proper first-principles approach for suspended
graphene monolayers may be reducible to this (or a similar) model. The
phase diagram also includes a buckled phase, which makes it possible
the appearance of a rippled to buckled phase transition.
• In chapter 4, the 2-D spin-membrane model derived in chapter 3 is used
to explain recent experiments where STM drives a transition from rip-
pled to buckled graphene [102, 130].We show the existence of stable
and metastable buckled states, reminiscent of the phases in the phase
diagram for the 1-D model, analyzed in chapter 2. Modelling the STM-
graphene interactions as a current-dependent temperature plus an ex-
ternal field for the spins, qualitative results equivalent to the experi-
mental ones are found. Starting from a metastable rippled state at low
temperature, the interaction with the STM increases the temperature
driving the system to the stable buckled state. This transition could
also be driven by a electrostatic or mechanical interaction, instead of a
temperature change, which can also be reproduced by our model.
The rich phenomena observed in the spin-membrane model, and its con-
cordance with experimental results, supports the election of elastic models
coupled with internal degrees of freedom to understand the mechanics of
suspended graphene monolayers.
Chapter 5 deals with a first-principle model [70] to understand rippling in
suspended graphene. Elastic energy for the membrane, with stretching and
bending terms, is considered. Energy terms for charge carriers in graphene
(free Dirac fermions), Coulomb interaction and coupling between charge den-
sity fluctuations and the strain tensor are also included.
The complexity of the model does not allow us to derive either the out-of-
equilibrium dynamics or a complete phase diagram, as we have done in the
spin-membrane model. However, the inclusion of boundary conditions not
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considered in [70] enables a linear stability analysis approach that helped us
pinpoint the bifurcation where the flat solution becomes unstable. Consid-
ering two different boundary conditions, free and clamped, different critical
radii at room temperature are obtained. Below these critical radii, which are
in the nanometric range, the flat solution is stable, whereas different critical
modes bifurcate for larger membranes. The combination of many of these
modes for micrometric membranes would give rise to the experimentally ob-
served ripples.
We hope our work may help to better understand the phenomenology
observed in the mechanics of suspended graphene monolayers. Nevertheless,
there are still opened questions to address regarding these issues.
• Spin-membrane models have been extensively studied during this work.
Even though the main features for the 1-D case have been analyti-
cally derived and the 2-D case has been numerically studied, there are
still potential results to find out. The agreement between mechani-
cal graphene phenomenology and this model with clamped boundary
conditions (BC) could be complemented with periodic boundary con-
ditions. Comparison between the spin-membrane model with periodic
BC for two sides and carbon nanotubes would add more insight in the
relation of this model with real systems. In addition to that, a deriva-
tion of this model from a first-principles approach is missing and would
be greatly desirable.
• Even when the addition of boundary conditions to the first-principles
model studied in chaper 5 has proven to be essential for the linear
stability analysis that can explain the instability of the flat solution,
more work is still necessary. The BCs were imposed over the results of
Guinea et al. [70] and a consistent derivation of the same results tak-
ing into account the BC from the beginning is necessary. This could
quantitatively modify our results, although we do not expect them to
be qualitatively different. A discrete model, where a lattice instead of
a continuous space is used, can also be useful to impose the bound-
ary conditions in a more consistent way and to conserve the intrinsic
discrete nature of graphene, which could bring new phenomenology.
Chaotic behavior in semiconductor superlattices
The main purpose of chapters 6 and 7 is to characterize the chaotic behavior
of SLs and to find out some ways to enhance it, which could be applied to
the generation of true random numbers.
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• Chapter 6 presents theoretical and experimental results where a source
of external noise is used to enhance the chaotic behavior of semicon-
ductor superlattices. The dynamical behavior of the system depends
on the external applied voltage V , which is taken very close to an
infinite period bifurcation Vb. For V < Vb the current is periodi-
cally oscillating whereas for V > Vb the current is constant. Adding
amplitude-controlled noise to the voltage source produces seemingly
chaotic behavior. Theoretical and experimental results qualitatively
agree, opening the possibility of true random number generation using
this setup.
• To better understand the way to use semiconductor superlattices as
true random number generators, chapter 7 addresses the existence of
deterministic chaos, and the route to it. Studying a sequential reso-
nant tunneling model describing electron transport in semiconductor
superlattices, a period doubling cascade to chaos is found. It is also
observed that the reduction of the number of wells or the increase of
Aluminum quantity in the barriers greatly enhance the deterministic
chaotic behavior. Entropy sources are not taken into account in this
model, such as quantum uncertainty in the resonant tunneling currents.
In the real system, the deterministic chaos acts as an amplifier of these
quantum uncertainties, opening the possibility of true random number
generation.
We do believe that semiconductor superlattices can be a feasible candi-
date for fast generation of true random numbers. Their possible competi-
tiveness against other random sources as chaotic laser reside in its scalability,
what would enable them to be included in micrometric circuits. Nevertheless,
to accomplish a full understanding of their behavior more work is necessary:
• Even when the sequential resonant tunneling model have proven to be
a reliable selection for modelling SSL behavior in multiple occasions,
[27], some features could be studied in more detail. Specifically, the
linear approximation of the contact conductivity could be modified to
account for more realistic effects. In addition, inhomogeneities in the
quantum well and barrier properties could also be considered.
• The improvement of the understanding of the contact physics as well as
a better fitting of all the parameters appearing in the model (miniband
energies, broadening . . . ) would improve the prospect for proposing
new device configurations that would work in experiments as desired.
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• We think it is worth trying to experimentally enhance the chaotic be-
havior of SLs using the approaches explained in chapter 7. Decreasing
the number of wells, or increasing the Aluminium quantity in the bar-
riers (while decreasing the contact conductivity), are two possibilities
that should translate in greater chaotic behavior.

Part III
Appendix

Appendix A
Appendices for chapter 2
A.1 Stability of the low temperature string pro-
files
At low temperatures θ → 0+, the Euler-Lagrange equation becomes equiva-
lent to
1
pi2
u′′ + sgn(u)η(|u| − 2κ) = 0, u(0) = u(1) = 0. (A.1)
We focus on the solution of the Euler-Lagrange equation with no internal
nodes, which is [123]
u(0)(x) = ±

pi2
2
(1− 2x0)x, x < x0,
2κ+ pi
2(x−x0)(1−x0−x)
2
, x0 < x < 1− x0,
pi2
2
(1− 2x0)(1− x), x > 1− x0.
(A.2)
The parameter x0 is obtained by imposing that u0(x) is continuous at x0 (or
1− x0), that is,
pi2
2
x0(1− 2x0) = 2κ, (A.3)
which has two solutions, symmetrical with respect to 1/4, x0,1 < 1/4 < x0,2,
as given by Eq. (2.22), provided that κ < κ(0)M = pi
2/32. For κ = κ(0)M , it is
x0,1 = x0,2 = 1/4, and for κ > κ
(0)
M , there are no buckled solutions.
In order to analyse the local stability of the buckled solutions with x0,1
and x0,2, we have to linearise the Euler-Lagrange equation around u(0)(x),
that is, we write
u(x) = u(0)(x) + ∆u(x). (A.4)
For parity reasons, the stability results are the same for the two possible
signs in Eq. (A.2), and thus we carry out this analysis for the solution with
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the plus sign. Then, the linearised equation is
1
pi2
∆u′′ + δ(u(0)(x)− 2κ)∆u = 0. (A.5)
According to the stability conditions described in Sec. 2.2.1, we have to solve
the above equation with the boundary conditions
∆u(0) = ∆u(a) = 0, a ≤ 1. (A.6)
If Eqs. (A.5) and (A.6) has only the trivial solution ∆u(x) ≡ 0 for any a ≤ 1,
u(0)(x) is stable, if there is a non-trivial solution for some a < 1, u(0)(x) is
unstable.
Equation (A.5) tells us that ∆u(x) is composed of straight lines, the slopes
of which have jumps at the points xJ = x0 or 1 − x0, where u(0)(x) = 2κ.
The change of slope is obtained by integrating Eq. (A.5) in a narrow interval
around these points, which gives the result
∆u′(x+J )−∆u′(x−J ) = −
2
1− 2x0 ∆u(xJ), (A.7a)
in which xJ can be equal to either x0 or 1 − x0. Now we proceed to seek
non-trivial solutions of the linearised equation (A.5), which allows us to
choose the initial slope ∆u′(0) = 1 [62]. Then, ∆u(0+) > 0 and the stability
of u(0)(x) can be elucidated by looking at ∆u(1): if ∆u(1) < 0, it means that
∆u(x) vanishes at some intermediate point a ≤ 1 and the profile u(0)(x) is
unstable.
Let us denote by c2 and c3 the slopes of ∆u(x) in the intervals (x0, 1−x0)
and (1 − x0, 1), respectively. As stated above, the initial slope is c1 = 1 in
the interval (0, x0). By using Eq. (A.7), we readily obtain that
c2 = c1
1− 4x0
1− 2x0 , c3 = −c1, (A.8)
which entails that
∆u(x0) = c1x0, ∆u(1− x0) = c1(1− 3x0), (A.9a)
∆u(1) = c1(1− 4x0). (A.9b)
On the one hand, if x0 > 1/4, we have that ∆u(1) < 0 and the linearised
equation does have a non-trivial solution with boundary conditions Eq. (A.6).
This means that the necessary condition for u(0)(x) corresponding to a min-
imum does not hold, and the buckled profile with x0 > 1/4 is unstable. On
the other hand, if x0 < 1/4, we have ∆u(1) > 0 and ∆u(x) does not change
sign in [0, 1]. This implies that there is no choice of a ≤ 1 that gives a
non-vanishing solution of the linearised equation, the sufficient conditions
for u(0)(x) giving a relative minimum of the free energy hold, and this profile
is stable.
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A.2 Effective Hamiltonian for the pseudo-spins
We start by deriving the pseudo-spins’ marginal probability P(σ) by integrat-
ing the canonical distribution P(u,p,σ) over the string degrees of freedom.
To do so, we rewrite Eq. (2.1) in matrix form,
H = 1
2m
pTp+
k
2
uTKu− fuTσ + JσTJσ, (A.10)
in which (u,p,σ) are now column matrices of dimension N , (uT ,pT ,σT ) are
their respective transpose matrices, and J and K are symmetric matrices of
dimension N , namely
J=

0 1
2
1
2
0 1
2
1
2
0 1
2
. . .
1
2
0
 , K=

2 −1
−1 2 −1
−1 2 −1
. . .
−1 2
 . (A.11)
Also, we make the following change of variables, u = v + fk−1Λσ, where Λ
is the inverse of the matrix K,
Λij =
1
N + 1
j(N − i+ 1) > 0, ∀i ≥ j, Λij = Λji, (A.12)
see below for details on the derivation of the elements of Λ.
Interestingly, the variables (v,p) and σ become decoupled in the Hamil-
tonian, making it easy to integrate the canonical distribution over (v,p).
The result is
P(σ) ∝ e−Heff(σ)/θ, Heff(σ) = κσTJσ − pi
2
2N2
σTΛσ, (A.13)
which is Eq. (2.23) of the main text.
Now, we derive the explicit expression of the elements of the matrix Λ =
K−1. From equation Eq. (A.11), we can directly calculate the determinant
of the matrix Kn (K-matrix with dimension n) as
det(K1) = 2, det(K2) = 3, (A.14a)
det(Kn) = 2 det(Kn−1)− det(Kn−2). (A.14b)
Hence,
det(Kn) = n+ 1. (A.15)
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We take advantage of K being a symmetric matrix K = KT , and impose
i ≥ j when calculating Λij, which is also symmetric. Then, for dimension N
Λij =
1
N + 1
(−1)i+j det(Kj−1)(−1)i−j det(KN−i)
=
1
N + 1
j(N − i+ 1), (A.16)
where we have made use of
det
(
A 0
B C
)
= det(A) det(C), (A.17)
in which A, B and C are non-zero matrices and 0 the zero matrix.
A.3 Effective Hamiltonian landscape
We want to characterise the Heff landscape as κ is modified, where the phase
space is formed by all possible configurations of σ. For small enough κ, the
completely ferromagnetic configuration with all the pseudo-spins pointing
up (or down) minimises Eq. (A.13). On the other hand, as κ increases the
configuration minimising Eq. (A.13) changes. Let us start from a completely
ordered ferromagnetic configuration σferro, in which σi = +1, ∀i, and change
the sign of σl, thereby obtaining the configuration Rlσferro. The additional
contribution to the free energy is
∆Heff≡Heff(Rlσferro)−Heff(σferro)= pi
2
2N2
N∑
i6=l
K−1l,i − κ, (A.18)
where
N∑
i6=l
K−1l,i =
(N − 1)(N + 1− l)l
2(N + 1)
. (A.19)
This positive expression has a maximum at the centre, l = (N + 1)/2, and
therefore ∆Heff is minimum when the flipping pseudo-spins are those at the
borders of the chain. This suggests that, as κ increases, the most probable
(minimum free energy) state will become antiferromagnetic at both bound-
aries while remaining ferromagnetic in the bulk.
Now we can analyse the behaviour of this global minimum with increasing
κ. In light of the discussion above, we restrict ourselves to configurations
in which na consecutive antiferromagnetic links have been created at each
boundary, see Fig. 2.3. We denote by Heff(na) the value of the effective
A.3. Effective Hamiltonian landscape 139
Hamiltonian for such a configuration. Since na increases by two, we are
interested in evaluating Heff(na)−Heff(na−2). Using Eq. (A.13), taking into
account the symmetries of K and J , and that we only have to take care of
the terms that change their sign from Heff(na) to Heff(na − 2), we get the
expression
Heff(na)−Heff(na − 2) = 4pi
2
N2
[
na−1∑
j=1
(−1)j j(N − na + 1)
N + 1
+
N−na∑
i=na+1
na(N − i+ 1)
N + 1
+
N∑
i=N−na+2
(−1)i+1 (N − i+ 1)na
N + 1
]
− 8κ. (A.20)
After some simplifications,
Heff(na)−Heff(na − 2) = 2pi
2
N2
[−1 + (1 +N − 2na)na]− 8κ, (A.21)
which is Eq. (2.26) of the main text.
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Appendices for chapters 3 and 4
B.1 Geometrical expressions for the 2-D spin-
membrane model
We want our hexagonal lattice to have equal overall length and height. Let
n ≡ imax be the total number of rows. Then
jmax = IntegerPart
[
3(n− 1) + 1√
3
+ 1
]
, (B.1)
is the total number of columns, and the height of the hexagonal lattice is
L˜ =
3(n− 1) + 1
2
l˜, (B.2)
where l˜ is the length of the side of a unit hexagonal cell. With these ex-
pressions, if n = 25, then jmax = 43 and the vertical and horizontal side of
the lattice are 1 and 0.997 respectively, in units of L˜. Our finite hexagonal
lattice is then roughly inscribed in a square and the nondimensional side of
the unit hexagonal cell is l = l˜/L˜ = 0.027.
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B.2 Matsubara frequency sum
The sum over Matsubara frequencies in the expression on the right side of
equation (5.20) gives [107]
1
β
∑
ω′n
iω′n
(iω′n − α)2 − v2F q2
=
1
2β
∑
ω′n
(
1
iω′n − α− vF q
+
1
iω′n − α + vF q
+
2α
(iω′n − α)2 − v2F q2
)
=
1
2
(
1
1 + eβ(α+vF q)
+
1
1 + eβ(α−vF q)
)
(B.3)
+
α
2qvF
(
1
1 + eβ(α+vF q)
− 1
1 + eβ(α−vF q)
)
=
1
2qvF
×
(
α + vF q
1 + eβ(α+vF q)
− α− vF q
1 + eβ(α−vF q)
)
=
1
2qvF
(
α + vF q
1 + eβ(α+vF q)
− vF q − α
1 + eβ(vF q−α)
)
+
vF q − α
2qvF
.
Then
4
β
∫
q
∑
ω′n
iω′n
(iω′n − α)2 − v2F q2
=
1
pivF
∫ Λ
0
(
α + vF q
1 + eβ(α+vF q)
− vF q − α
1 + eβ(vF q−α)
)
dq
+
1
pi
∫ Λ
0
(
q − α
vF
)
dq=
vFΛ
2− 2αΛ
2pivF
− 1
piβ2v2F
(∫ e−βα
e−β(vFΛ+α)
ln t dt
1 + t
−
∫ eβα
e−β(vFΛ−α)
ln t dt
1 + t
)
(B.4)
We now split the last integral on the right hand side of (B.4) as∫ eβα
e−β(vFΛ−α)
ln t dt
1 + t
=
(∫ 1
e−β(vFΛ−α)
+
∫ eβα
1
)
ln t dt
1 + t
=
∫ 1
e−β(vFΛ−α)
ln t dt
1 + t
−
∫ eβα
1
ln t dt
(1 + t)t
+
1
2
(ln t)2
∣∣∣∣eβα
1
(B.5)
∼ α
2β2
2
+
∫ 1
0
ln t dt
1 + t
−
∫ ∞
1
ln t dt
(1 + t)t
=
α2β2
2
− pi
2
6
.
The result is
4
β
∫
q
∑
ω′n
iω′n
(iω′n − α)2 − v2F q2
∼ vFΛ
2 − 2αΛ
2pivF
+
α2
2piv2F
− pi
6β2v2F
, (B.6)
because the other integrals are of order O(e−βα) 1. In these computations
q is upper bounded by Λ = 2pi/a.
B.3. Selecting the chemical potential 143
B.3 Selecting the chemical potential
Keeping a nonzero chemical potential, (5.20) and (5.21) yield
σ = − gα
V (0)
,
α
V (0)
=
4
β
∫
q
∑
ω′n
iω′n
(iω′n − α + µ)2 − v2F q2
∼ (α− µ− vFΛ)
2 − pi2
3β2
2pivF
.
(B.7)
These are two equations for three unknowns, σ, α and µ, so that we can give
a value to µ and solve for σ and α. We have already seen the consequences
of setting µ = 0. What do we get from other choices?
1. Assume that µ is selected so that µ + vFΛ = 0 and therefore the
right hand side of (B.7) (which represents the Fermionic propagator in real
space for x = 0) becomes finite as Λ → ∞. Following the same steps as in
previous sections, e.g. using equations (5.23) and (5.31), we get (the minus
sign corresponds to g < 0)
8κpie4
gv2F 
2
0
γnm = 1±
√
1 +
2pi2e4
920v
4
Fβ
2
R2
β2
. (B.8)
The right hand side of this equation contains the product R/β = RT . This
produces a critical radius (at which the graphene sheet starts buckling) that
decreases when the temperature increases. This is unphysical because in-
creasing temperature would favor rippling, contrary to experimental evidence
[13].
2. Let us set R =∞ and α = 0 in (B.7), thereby obtaining
µ+ vFΛ = ± pi√
3β
. (B.9)
If α is no longer zero for finite radius, (5.23) gives
α
(
α∓ 2pi√
3β
− 2piv
2
F
V (0)
)
= 0. (B.10)
Then either α = 0 and σ = 0, which contradicts (5.31), or
α = 2pi
(
± 1√
3β
+
v2F
V (0)
)
. (B.11)
In this case, the same arguments based on Equations (5.23) and (5.31) pro-
vide
γ2nm =
gpiv2F 
2
0
κe4
± gpi0√
3κe2
R
β
. (B.12)
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Once the numerical values of the constants are taken into account, we notice
that the left hand side of (B.12) is positive, whereas the second term in the
right hand side of this equation (the minus sign corresponds to g < 0) is
proportional to TR, and this again produces the same unphysical effect as
before.
Thus we conclude that the physically meaningful choice of chemical po-
tential is µ = 0 as in [70]. We do not renormalize the parameters of the
model and leave the natural ultraviolet and infrared cutoffs Λ = 2pi/a and
q0 = 2pi/R, respectively, in terms of the lattice constant a and the radius R.
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