Abstract-An ultra-wideband (UWB) spatial filter is proposed to mitigate multipath effects in a one-way time-of-arrival (TOA) localization system that localizes along one dimension inside a tunnel. The spatial filter is a two-dimensional weighted array of judiciously placed antennas that exploits the fact that electromagnetic waves propagate as modes in a tunnel by selectively extracting these mode(s). The design of several spatial filters is presented alongside vigorous analyses to characterize the localization performance afforded by them in a noisy environment. The filters are evaluated using data from an analytical equation waveguide model, a ray tracer model and measurements. These spatial filters deliver accurate localization estimates across distance and well-designed filters can operate at higher signal-to-noise ratios (SNRs) than single sensors and their performance is comparable to basic time-reversal (TR) systems. Moreover, the use of the spatial filter in the localization system allows for relatively simple signal processing of received signals in comparison to alternative receiver architectures, such as Rake and TR. Insights into successful spatial filter design are provided in this contribution and this spatial filtering technique has created a new branch of multipath-aware localization systems.
I. INTRODUCTION
A S wireless localization systems are increasingly important in society, it is vital that localization systems continue to deliver high performance and accuracy in all environments. The most ubiquitous localization systems, such as radar and the Global Positioning System (GPS), cannot be easily exploited to localize objects in indoor or enclosed environments. Therefore, alternative localization strategies must be implemented. One enclosed environment, in which few localization strategies have been proposed, is a tunnel. Precise tunnel localization is paramount in several situations, such as object tracking in tunnel sections of mines, vehicular monitoring in automobile tunnels, train positioning in train tunnels and object or pedestrian tracking in large corridors.
In underground mines, wireless sensor networks and radiofrequency tags have been proposed to locate objects [1] - [4] .
In train tunnels, train locations can be monitored using technologies such as transponders, radio-frequency tags and infrared sensors [5] . However, some of these mine and train tunnel systems may not continuously track an object, have limited ranging abilities (considering distance and accuracy), require complicated positioning algorithms and require a large investment for system installation. Thus, the motivation for this research is to provide a simple tunnel localization system that has the ability to operate over long distances while delivering accurate location estimates, and the potential to provide real-time information. The target application for this research is vehicular localization in tunnels.
Ultra-wideband communications is a forefront candidate for localization applications because short ultra-wideband pulses enable centimeter-level accuracy [6] . Moreover, UWB technology has been recognized a promising and suitable for tunnel positioning [5] . There have been many recently proposed and tested TOA and time-difference-of-arrival (TDOA) UWB localization systems [7] - [10] . These systems operate in indoor environments where the area or volume considered is limited. In some situations, optimal receiver positions have been determined [7] , [8] . These systems are, however, not designed for use in a tunnel, where propagation is very different and the placement of transmitters and receivers is constrained.
Rake receivers have been proposed to mitigate multipath effects by combining multipath components [11] - [13] . The total number of Rake taps, each designed to extract specific multipath components, depends on the Rake design used [11] . There are a couple of substantial challenges in using Rake receivers. First, the Rake receiver must be trained in order to find suitable tap parameters. Second, the delay spread in a tunnel is inherently short and a digitally realized Rake would require very high sampling rates to assign appropriate tap delays [14] , [15] . As a result, simpler alternatives to Rake receivers are desirable.
UWB communication and localization in tunnels has been considered previously [16] - [22] . However, in several of these situations the focus was not always on localization specific to a tunnel. In many cases the proposed systems' implementations were complex, requiring for example variations of multiple-input multiple-output schemes or time-reversal receivers.
In this paper a single-user TOA tunnel localization system that accounts for tunnel propagation characteristics is described. In this localization system a single transmitting antenna is placed along a tunnel wall, such that vehicular traffic or tunnel activities can move unconstrained in the tunnel. A receiving structure, that consists of a two-dimensional filtering array of antennas or spatial filter, is placed to measure fields across points in the tunnel's cross-section. It is assumed that the spatial filter would be mounted on a vehicle, occupying a large portion of the tunnel's cross-section, and that the vehicle is to be localized in one dimension as it moves along the tunnel's length. The operational distance range for this system is limited by UWB power constraints. The spatial filter mitigates multipath effects and capitalizes on the fact that electromagnetic waves propagate as modes in a tunnel. The objective of this system is to provide TOA-based UWB location estimates in tunnels by using this spatial filter. For this early-stage system, only straight, rectangular tunnels with no discontinuities are considered and TOA algorithms have not been optimized. In contrast to a Rake receiver, TR receiver and other receiver implementations, this receiver uses comparatively simple processing of the received signals to perform TOA calculations. In this paper various filter configurations are explored to lead to practically implementable filters and to gain design insights on how to design a well-performing spatial filter.
The organization of this paper is as follows. In Section II the waveguide model used to study electromagnetic wave propagation in a tunnel is first described. Following this the spatial filter concept, its design and evaluation metrics for it are presented. Section III provides sample spatial filter designs. Section IV presents measurement details and field results showing data from models and measurements. Section V provides numerous spatial filter performance results alongside a thorough discussion. Finally, Section VI concludes this work and proposes future extensions.
II. SPATIAL FILTER CONCEPT AND ITS USE IN A TUNNEL LOCALIZATION SYSTEM

A. A Waveguide Model for Tunnel Propagation
The knowledge of electromagnetic wave propagation in a tunnel is essential in designing an UWB localization system to operate within it. Wave propagation in a tunnel is unlike that in a terrestrial environment, where empirical models are typically utilized in radio system design. If the wavelength of operation is much smaller than tunnel dimensions the tunnel can be thought of as a large, dielectric waveguide in which modes naturally propagate. Field configurations and modes in a straight, rectangular tunnel have been derived [23] , [24] . The modes are lossy hybrid modes but can be cast into a simplified form that is used in propagation models [24] . Assuming the geometry in Fig. 1 where the tunnel dimensions are in the -plane, the -polarized modes are given as (1) where the mode indices and are integers, if is even, if is odd, if is even and if is odd. In Fig. 2 mode profiles for sample modes, including the lowest order mode , (denoted as (1,1)), are shown. The received electric field at any point in the waveguide can thus be written as a summation of propagating modes as (2) where the attenuation constant and propagation constant of the th mode have been previously presented [25] , and the mode intensity, , has been derived by solving Green's function in the tunnel where the current source is assumed to be a -polarized infinitesimal dipole. The result is
where is the dipole's input current, is angular frequency, is the wavenumber in free space, is the permeability of free space, is the transmitter location and is the length of the dipole. Corresponding equations can be written for -polarized modes and additional types of antennas.
Propagation in a tunnel at UWB frequencies is like propagation in an overmoded waveguide. Fig. 2 illustrates that the overall electric field in the tunnel is a superposition of all the propagating modes. Modes attenuate and disperse as they propagate, which is attributed to the lossy nature of the tunnel, and modes of increasing order have increasingly higher attenuation rates. Thus, the energy distribution among modes changes as the electromagnetic field propagates and low order modes dominate at far distances, regardless of the initial transmitter-dependent weighting coefficients, . However, the transition distance at which low order modes begin to dominate is not at a specific distance for all tunnels because it depends on tunnel properties and the original energy distribution of the modes, which is a result of a chosen transmitter and its placement.
Modelling electromagnetic waves as modes in a tunnel is one deterministic model available to study tunnel propagation and it has been used in a number of studies [18] , [26] - [29] . Ray theory, in which multiple rays traverse unique propagation paths, has also been used to model propagation in a tunnel and it will also be used alongside the waveguide model in this study [14] , [15] , [17] , [30] , [31] .
B. Spatial Filter Concept
For a TOA localization system it is crucial that the first arriving multipath component is resolved and isolated in order to provide accurate localization estimates. Constructive interference of later multipath components may result in erroneous TOA estimates because the first multipath component is overwhelmed. Moreover, since the localization system must move in the tunnel the accuracy of estimates will change as the electromagnetic wave distribution fluctuates. In a ray context, one ray would have to be filtered out of a large collection of rays arriving with different times and angles. To do this there must be knowledge of which angle the direct ray arrives from and which angles indirect rays arrive from; that way arrivals from certain angles could be disregarded. These rays' angles change with distance and the reflecting paths, which can have significant amplitudes, may arrive at angles less than a few degrees apart from the direct path [15] . Hence, implementing such an adaptable, angle-sensitive filter would be challenging.
In a waveguide theory context, one mode could be filtered out of a received signal. An UWB mode has a clear, distinct pulse shape, like one multipath component, but it disperses as it propagates. By receiving one mode the TOA could be accurately extracted. To do this other modes must be filtered out and the clearest way to do this is by spatially filtering the incident electromagnetic field such that only one mode is sampled, on which the TOA calculation would be based. This solution is conceptually simple and more robust than filtering signals from specific arrival angles.
The proposed spatial filter is a two-dimensional weighted array of receiving antennas. The spatial filter is shown in Fig. 3 as part of a TOA localization system. An arbitrary mode can be perfectly resolved by using a very dense grid of receiving antennas placed across the tunnel's cross-section. However, even fifty antennas may be too many for a practically implementable spatial filter. Thus, the following three steps are proposed to design a spatial filter with a limited number of receiving antennas, providing a feasible transmitter position has been identified. The design steps consider that an offset transmitter is used and therefore the spatial filter cannot be based off of the lowest order modes for close distances as their energy is much less than those of higher order modes.
1) Choose the mode to be extracted : Analyze mode coefficients excited by the infinitesimal dipole transmitter by evaluating (3). The mode to be extracted by the filter should have a high coefficient and as low a mode order as possible. Both conditions ensure the mode is easily detectable in the presence of noise. The latter condition also ensures that the mode does not disperse and attenuate significantly as it propagates. 2) Place receiving antennas in the sampling plane: Using a limited number of receiving antennas, choose their locations such that they coincide with or near extrema of the chosen mode. The signal from each antenna is weighted, with , to correspond to the filtered mode ; that is (4) where is the location of the antenna. The weights of the antennas correlate with the orthogonal tunnel modes and, thus, only the desired mode and spatially aliased modes pass. 3) Evaluate performance: Spatial filter performance can be evaluated many ways to ensure design criteria are met. For example, one can study the performance of the spatial filter in additive white Gaussian noise (AWGN) and compare it to theoretical bounds, a single sensor's performance, an ideal spatial filter's performance and other receivers' performances. All practically sized spatial filters will undersample a tunnel's aperture fields because many modes propagate in practically sized tunnels at UWB frequencies. To satisfy Nyquist conditions an impossibly high number of antennas would be necessary. Nyquist conditions state that there must be sample points in every meter and every meter interval in the and directions, respectively for the th mode. Correspondingly, this means there must be a sample point at every extrema in a given mode to resolve it and other lower order modes adequately. For example, to satisfy Nyquist requirements one sample point is necessary in the dimension for mode types. In overmoded tunnels the number of sample points necessary to resolve modes accurately depends on the highest order mode that is to be extracted or suppressed. For example, in a 5 m 5 m tunnel that has an offset dipole as the source, modes up to about , will be present at close distances. Thus, 50 50 antennas must be used to resolve any given mode perfectly in this environment. It is impractical to use this many antennas in a realizable spatial filter. Fewer antennas, such as 30 10, could be used if modes with and have much less energy and attenuate quickly. Some very high order modes will be aliased, but this will have a minute effect on TOA localization as these modes arrive later and will only be aliased for short distances. To reduce the number of antennas further, to 15 or less, the fact that mode aliasing is inevitable must be accepted.
In the second design step it was specified to place antennas at or near extrema of the mode to be extracted by the filter. This is done so that maximum energy is extracted from the desired mode. Other modes may have nulls, extrema or values in between at these antenna positions, and as a result the majority of other modes will be attenuated by the filter. Other modes may also be passed by the filter due to aliasing and their effect on the spatial filter's performance is studied next.
From an antenna theory perspective, a spatial filter can be thought of as a beamformer whose beam angles match the bounce-angles of the modes the spatial filter is designed to select. Fig. 3 shows the proposed UWB localization system architecture. The spatial filter receives the UWB signal transmitted by a single transmitting antenna placed at a feasible location in the tunnel. The receiving antennas are in the transverse cross-sectional plane in the tunnel and they are assumed to be mounted on the vehicle that is to be localized. The output of the spatial filter is obtained using a summing network that combines the weighted signal from each antenna. The summing network could be implemented using a microwave network, or digitally if very high speed sampling is available.
C. A Spatial Filter as Part of an UWB Localization System
The spatial filter output signal, which is a single mode or superposition of a few modes, then passes through a matched filter that is matched to the transmitter's pulse shape. The output of the spatial filter will most likely not match the matched filter's template due to mode dispersion, but by using the matched filter the system can tolerate more AWGN than without it. A distance-dependent signal template could be used in the matched filter, but is not considered in this research to simplify the receiver. The output signal is then thresholded and time-of-arrival calculations are made based off of the instant at which the threshold is passed. It is assumed that the transmitter and receiver are synchronized in time and, thus, this is a one-way ranging system that calculates the longitudinal tunnel distance between the transmitting and receiving planes. As the group velocity for each mode is unique, that is each mode has a unique arrival time at a specific distance, a mode-dependent adjustment factor is used in TOA distance calculations. 1 The effects of digital sampling and other receiver non-idealities, such as timing jitter, are not considered in this analysis in order to show the potential accuracy of the system. It is emphasized that although the receiver consists of multiple antennas its complexity is low as only one matched filter is required and signal processing requirements are low. In this localization system a train of unmodulated pulses is assumed and the pulse shape used is a fifth order Gaussian derivative as it fits the UWB spectral mask [32] .
D. Evaluation Metrics for the Spatial Filter
Root mean square error (RMSE) is used as a figure of merit to show the TOA ranging accuracy of a spatial filter for different levels of AWGN [6] . It is defined as the square-root of the mean square error (MSE) of a TOA estimate and is given by (5) where denotes the expected value. In practice the MSE can be calculated across many equivalent measurements, also known as Monte Carlo trials. The result is (6) where is the number of Monte Carlo trials and is the estimated TOA for the trial. The theoretical TOA is based off of the time it takes a specific mode's pulse to propagate directly from the transmitting to receiving planes in the tunnel.
By varying noise conditions a spatial filter's robustness to noise can be characterized. The performance limits of TOA estimation in an AWGN channel is bounded by the Cramér-Rao bound (CRB) for large SNRs [33] .
III. SAMPLE SPATIAL FILTER DESIGN EXAMPLES
Sample spatial filters are designed for a tunnel-mimicking environment, a hallway, as it was readily available to conduct measurements in. The hallway has thick cinder block walls, minimal doorways and no obstructions in it. The dimensions of the hallway are 2.4 m wide by 2.6 m high by 38.3 m long, and the permittivity and conductivity of the walls is estimated to be 7.5 and 0.05 S/m, respectively. Electric fields were simulated in the described tunnel using the analytical equation waveguide model described in Section II-A. The transmitter location was chosen as (1.15, 0.774, 0) m, corresponding to coordinate system in Fig. 1 .
The square of the mode coefficients, , was evaluated over frequency to find the energy of the modes in the transmitting plane. Fig. 4 plots as a function of the mode index . The mode coefficients directly affect the energy distribution of modes in the tunnel, especially at close distances where many modes are propagating. As distance increases a mode's coefficient and attenuation influences its energy in the tunnel. In Fig. 4 modes centered around and have the maximum energy, which is directly attributed to the chosen transmitter location. That is, since the transmitter location is very close to the vertical wall, modes centered around have the maximum energy. The lowest order mode, (1,1), has a small fraction of the energy of the strongest modes and would be hard to extract at close distances.
The choice of which mode to extract with a spatial filter is not trivial in this situation because the pulse shape of the mode at a given distance, and to a lesser degree, the mode attenuation, must be considered. Attenuation is a usually a secondary consideration because for large tunnels (e.g. 5 m 5 m) the attenuation constants of practically observable modes minutely vary from each other. For this smaller tunnel attenuation has a larger effect. Considering the index, choosing is natural because it is the lowest order index with a high intensity. Considering the index, the choice is more involved because of the aforementioned reasons.
The UWB pulse shape, which is also the ideal spatial filter output, of several modes at a propagation distance of is shown in Fig. 5 . The spatial filter outputs are shown as voltages which are obtained by assuming that an infinitesimal dipole with an appropriate vector effective length receives an electric field at a point. As mentioned previously, the electric field is generated assuming an infinitesimal dipole source that has a current varying according to the fifth order Gaussian derivative pulse. The electric field is also appropriately scaled to comply to the UWB mask by assuming a pulse repetition frequency of 20 MHz, a constant antenna gain of 1.76 dB and an appropriate radiation resistance. In Fig. 5 as the mode order increases dispersion affects a mode's pulse shape more, especially at distances further away from the transmitter. The (1,1) pulse is the least dispersed, but this mode has the least energy and smallest amplitude of the four. Therefore, higher order modes must be used in the spatial filter despite their dispersed pulse shapes. However, if a pulse is too dispersed the spatial filter's performance may also be compromised; in the range of interest, a balance between having a high mode energy and minimal dispersion must be made in choosing a mode to extract. To complicate the choice of the extracted mode further, mode aliasing must also be considered. Multiple spatial filter configurations will be considered next. First, receiving antennas are placed along the line such that the modes are sampled. Second, a variety of -sample points are chosen for antenna positions to allow various spatial filter configurations based on several strong modes that have varying degrees of aliasing. The -sample points chosen are , 0.15, 0.3, 0.45 and 0.55 m. By using these nine points the filter configurations in Table I will be tested. Table I also lists significant modes passed, or aliased, by each of the spatial filter configurations. Modes are listed in the approximate order of increasing attenuation by the spatial filter.
As an example, the (9,2) 5 spatial filter has mode weights based off of the (9,2) mode and 5 antennas placed at or near (9,2) extrema. By using these 5 antenna positions the (25,2) mode is also strongly aliased, which is illustrated in Fig. 6 as vertical lines marking antenna positions on the -axis are aligned with the (9,2) and the (25,2) mode in the top two plots. The (17,2) mode is also aliased, as shown in the bottom plot, but not as significantly because not all antenna weights have the same sign.
The fields in the tunnel must also be considered when evaluating the effect of aliasing. Taking the (9,2) 5 spatial filter as an example again, the (9,1) mode will be aliased but its effect on the filter output will be minimal because the (9,1) mode has less energy in the tunnel, as Fig. 4 shows. Meanwhile, the effect of aliasing the (9,3) mode will be larger because the (9,3) mode has comparable energy to the (9,2) mode. Note that the highest order mode considered for a spatial filter is the (17,2) mode because for higher order modes dispersion effects are greater and more antennas are required to sample modes of increasing order. In general, energy in the lower order modes that may be aliased by the filter must be tracked carefully since they can significantly affect the TOA estimate.
IV. MEASUREMENT CAMPAIGN AND COMPARISON OF FIELDS
Frequency domain measurements were made at the nine points listed at five distances (4.88, 9.75, 14.63, 19.51 and 24.35 m) in the described tunnel. An N5244A Precision Network Analyzer (PNA) was used to measure the channel's transfer function. The frequency range used was 2.2 GHz to 11.2 GHz, the limits of which correspond to the 30 dB attenuation points of the fifth order Gaussian derivative pulse. In the specified range 16001 linearly spaced frequency points were gathered. The transmitting and receiving antennas used were UWB Balanced Antipodal Vivaldi Antennas (BAVAs) [34] . Additionally, an ultra-wideband low noise amplifier (LNA) was used to amplify received signals.
In the measurements the transmitter remained at the same location while the receiver was manually moved to the nine points at a given distance. In order to extract the received electric field from gathered data for each of the measurement points the effect of the LNA was removed by dividing out the LNA's response. Then the frequency-domain data was multiplied with the pulse spectrum used in simulations and its inverse fast Fourier transform was taken. Fig. 7 shows a comparison of the -oriented time-domain electric field at the point (0.55, 0.65, 14.63) m from the ana- lytical equation model, a ray tracer model and measurements. Normalized amplitudes are shown in Fig. 7 as the angle-and frequency-dependent antenna gain properties could not be easily de-embedded from measurements data. An image-based ray tracer that uses a described propagation environment was implemented to compare to the waveguide model and measurements [30] . Up to five recursions were used in ray tracing simulations, which was sufficient in the described environment. It was verified in ray tracing simulations that the inclusion of the few doors in the hallway only minimally affected field data, especially for main multipath arrivals. Hence, the hallway is a reasonable approximation of a homogeneous tunnel section. Note that in both models an infinitesimal dipole was assumed as the transmitter whereas in measurements a BAVA was used. The true amplitudes of the models agree [25] . Directive antennas, such as BAVAs, will attenuate high order modes, especially at low frequencies, but the modes considered in this analysis have small bounce angles and will be minimally affected.
In Fig. 7 all fields agree in terms of the arrival times and shapes of the main multipath components. In terms of amplitudes, the first multipath component is in agreement but later arriving multipaths have small amplitudes according to the ray tracing model and measurements, in comparison to the analytical equation model. The discrepancy between the models is attributed to the faster than analytically predicted attenuation of the high order modes. When either model is used to evaluate a spatial filter's performance the multipath components after the first arrival have little or no effect on results. This is especially the case when the mode extracted by the filter is of a low-to mid-order and the distance is large. Therefore, the discrepancy between the models is not significant in the evaluation of the spatial filter.
V. RESULTS
A. Performance of an Ideal Spatial Filter
An ideal spatial filter is one that perfectly resolves a given mode using an infinitely dense grid of receiving antennas. Practically, a finite number of closely spaced sensors can be used to implement an ideal filter without significant aliasing effects creeping in. For the 2.4 m 2.6 m tunnel, nearly ideal filters using 49 53 antennas (with a uniform spacing of 0.05 m) are simulated using data from the analytical equation model. Modes up to and , which is the maximum mode order considered here, are resolved as they are adequately sampled.
In Fig. 8 the RMSE of ideal filters extracting the (1,1), (9,2) or (17,2) modes are compared to the CRB for varying receive SNR levels. To compare to the CRB over a range of noise levels AWGN is added to the spatial filtered signal according to its energy. This SNR definition is illustrated in Fig. 9 (a) and is denoted a receive SNR as noise is varied according to the energy of the receiver's output. The filters' performances come very close to the CRB at high SNRs. Since the matched filter uses a non-dispersed template none of the dispersed arriving modes match with it and the CRB is never perfectly met. An apparent error floor is reached the (1,1) and (9,2) curves. If the SNR was extended and if signal resolution is increased further it would be seen that these error floors do not extend, rather, the errors eventually continue to decrease. The error floor is caused by the TOA threshold using an incorrect peak in the oscillating received signal in the presence of noise. Fig. 5 showed highly dispersed modes and when the modes, especially those of increasing order, experience even small amounts of noise the TOA may be triggered early or late. RMSE is extremely sensitive to outlying estimates in Monte Carlo trials and, therefore, the apparent error floor lasts across a wide range of SNRs. 2 In Fig. 8 the TOA calculations use appropriate group velocities associated with the modes under study. These adjustments are especially significant when mode dispersion is substantial and the difference between a mode's TOA and the true TOA is large. However, depending on the degree of acceptable error for the application at hand group velocity considerations may not be 2 The jagged behaviour of RMSE curves in the transition area from a high RMSE to a low RMSE is also due to the RMSE's sensitivity to outlying estimates. This highlights the importance of performing many Monte Carlo trials, but limits must be used for reasonable simulation times.
necessary. For example, at a distance of 100 m, the error may amount to be 100 cm or 1% relative error for high order modes if group velocities are not considered. Group velocity corrections are used in this analysis to allow a fair comparison between extracting various modes.
An adjustment to the SNR definition presented in Fig. 9 (a) is now made to make further comparisons between the spatial filters. The receive SNR definition adds noise based on a signal's energy, which will vary for different spatial filter configurations. Thus, spatial filters cannot be fairly compared to one another, especially if different numbers of antennas are used in them. Fig. 9(b) illustrates an alternative SNR definition in which the transmit power of the emitted signal is varied while the noise added to each antenna in the spatial filter is constant and reflects white thermal noise in a realistic receiver. This SNR definition is denoted as transmit SNR because SNR changes are a result of varying transmit powers. The thermal noise is modelled assuming a receiver noise figure of 2 dB and an antenna temperature equal to the room temperature , which yields an overall system temperature of 460 K. Fig. 10 shows the performance of the ideal spatial filters using transmit SNR. A single median-performing sensor is also plotted in Fig. 10 , which is selected considering all of the 49 53 sensors used. In Fig. 10 three of the ideal filters perform better than the median-performing single sensor as they operate at lower SNRs and have more accurate ranging estimates. For the (9,2), (17,2) and (25,2) ideal filters an SNR gain of 12-15 dB is achieved at this distance. Additionally, an error of approximately 2 cm or less (or less than 0.1% relative error) is achieved with the spatial filters. These ideal filters have an SNR performance gain over the single sensor because many antennas are used versus one, and because the filter's outputs match the template signal better in the matched filter, compared to the multipath-corrupted single sensor output.
In Fig. 10 the (17,2) filter provides the most SNR gain in comparison to the single sensor whereas the (1,1) filter's performance is behind. However, the most noise-robust ideal spatial filter across a range of distances is not necessarily the (17,2) spatial filter because of mode energy and dispersion considerations. Considering mode energy first, it is intuitive to think that the ideal filter extracting the mode with the most energy will perform the best. To visualize how the modes' energies change with distance, Fig. 11 shows the energy attenuation of sample modes in the described tunnel. It can be seen in Fig. 11 that the higher the mode order, the higher the attenuation rate; thus, while the (25,2) mode has the most energy initially, its energy attenuates quickly. Spatial filters based on mid-order modes, such as (17,2) or (9,2) are a better choice, considering that the target distance range is limited by UWB power constraints and will be less than 200 or 500 m, respectively. At the furthest distances (over 1000 m) the (1,1) mode may be used. Spatial filters operating across a wide distance range may use adaptive weights that extract varying high-energy modes. Note that in larger tunnels the attenuation rates for these modes are closer together and the cross-over points do not occur until longer distances. Returning to Fig. 10 , from a mode energy perspective at the spatial filter extracting the (25,2) mode should withstand higher noise levels than the (17,2) or (9,2) filters as per Fig. 11 . However, the (17,2) and (9,2) filters perform better at lower SNRs. Considering mode dispersion it is known that the (25,2) mode disperses much faster than the (17,2) or (9,2) modes. Therefore, dispersion also influences the performance of these comparableenergy ideal spatial filters at these close distances. The energy of modes with increasing order is less concentrated and, thus, the maximum amplitude of the signal may be smaller than a mode with slightly less energy, which can be verified in Fig. 5 . As a result the higher-order mode can not withstand as high a noise level. Therefore, it is very important to consider both mode energy (which includes initial energy and attenuation) and dispersion in spatial filter design. 
B. Performance of Practical Spatial Filters using a Varying Receive SNR
In Fig. 12 the RMSE performance of two practically sized spatial filters is presented, alongside the CRB, across varying receive SNR levels for two of the five measured distances. Data from the analytical equation model, ray tracer model and measurements are plotted in Fig. 12 .
First note the shapes of the RMSE performance curves for each filter configuration are similar across the three techniques. For example, for the (17,2) 5 receiver spatial filter at the AE, RT and Meas curves all have a similar shape. At other distances there are, at times, horizontal shifts between the AE, RT and Meas curves for the same filter. These horizontal shifts occur because the filter output predicted by a given technique (e.g. AE) may have more energy than another (e.g. RT), and thus, more noise will be added to the former output for a given receive SNR. Since this is a function of the channel response predicted by each technique, the horizontal shifts can be disregarded and only the shapes of the curves from the different techniques should be evaluated. A similar performance is achieved at the remaining three distances and for the (8,2) 4 filter configuration; that is, the shape of the RMSE curves are comparable.
Secondly, note that in comparison to Fig. 8 these spatial filters do not come as close to the CRB. An error floor is usually reached because the filter's output does not match the mode's pulse shape precisely due to dispersion, and the fact that the thresholded filter output is used as a basis for determining the TOA. In Fig. 12 error floors of approximately 10 cm or less (or 2% or less of relative error at ) are achieved across all distances using both configurations, which are deemed very good.
C. Performance of Practical Spatial Filters Using a Varying Transmit SNR
The proposed spatial filters are now evaluated and compared in terms of their RMSE performance across varying transmit SNRs. In Fig. 13 the spatial filters' results are plotted using measurement data at three measurement distances, in order to see the relative performance between them. Analytical equation and ray tracer data are not included for brevity, since it is of interest to see the practically achievable performance of the system.
In Fig. 13 ; a single median-performing sensor is also plotted for comparison and it has a decent performance. However, in Fig. 13 the spatial filters typically obtain a lower error floor than the median-performing single sensor. Moreover, at the two further distances select spatial filters exhibit an SNR gain of 1 to 4 dB over the single sensor case. A spatial filter's performance is more dependable across distance because a single sensor's performance depends on the tunnel's highly overmoded electric field, which fluctuates rapidly as a function of longitudinal distance. A single sensor may perform well at some distances if multipath arrivals are sufficiently spaced and the first multipath has a very high amplitude with respect to the following multipath arrivals. This is the case in Fig. 13(a) .
In Fig. 13 the various spatial filters are also compared to a simple time-reversal TOA system, which is expected to provide best-case scenario RMSEs [22] , [35] . In the TR scheme considered one of the original receiving antennas first emits a pulse to the transmitter that is received, time-reversed and sent back to the receiver. A TR system is two-way and to compare it to the one-way scheme proposed the time-reversed signal is scaled two ways. First, the TR signal is scaled such that its amplitude fits the same UWB mask as the transmitted signal used with the spatial filters. 3 Second, the TR signal is scaled such that its energy is equivalent to the energy of the transmitted signal used with the spatial filters, which technically violates the mask. Additional schemes can be used to scale the time-reversed signal, Fig. 13 . RMSE of TOA estimates versus transmit SNR plots for various spatial filters and TR systems using measurement data. See Table I especially in multiple antenna TR systems [36] , [37] . Both of the described TR schemes are shown in Fig. 13 for a median-performing TR link. The TR receiver also features a pulse-shaped matched filter and it has an envelope and peak detector to extract the TOA. The error floor is very low for the TR system, as expected. The equal energy TR scheme outperforms all spatial filters, but the equal amplitude, or energy spectral density, scheme is considered a fairer comparison because it is the limiting factor in UWB systems. Disregarding the combining gain afforded by using multiple antennas in the spatial filters, the mask compliant TR system and spatial filters have similar performances at the same transmit SNR levels. Thus, the proposed TOA system performs well under noisy conditions and it has the advantage that it does not require complex transmitter(s) that must time-reverse signals in real-time, an operation that would be difficult using digital techniques for the same reasons the Rake receiver was identified as infeasible earlier.
Considering only the spatial filters plotted alongside one another in Fig. 13 , the question of why a given filter works better than another does not have a simple answer. Previously, it was observed that ideal filters that extracted modes with high initial energy, and reasonable attenuation and dispersion in the distance range of interest performed the best in high noise levels. This trend is also partially observed here as the (17,2) 5 filter performs the best across distance, but that is not the only reason it performs well.
Recall that in Table I modes admitted, or minimally attenuated, by each of the spatial filters were listed. For the (8,2) 4 and (9,2) 5 spatial filters many modes admitted lay around to 10 or to 27 and to 3, whereas for the (17,2) 5 spatial filter modes admitted mainly ranged from to 19 and to 3. Due to this distribution the (17,2) 5 filter can gather much more energy as the modes in the range to 19 and to 3 have more cumulative and focused energy than the other spatial filter types considered.
Regarding the number of sensors used in the spatial filter, up to 13 antennas were considered in additional analyses and it was observed that there is no guarantee that localization performance will improve by adding more antennas. In the considered cases mode undersampling was always present and, thus, spatial filter performance did not always improve by adding more antennas. A statistical study that varies the position of the array of antennas would be required to identify general trends for undersampling spatial filters of variable size.
Analytical equation and ray tracer data generally agrees with measurement transmit SNR results, which can be approximately extrapolated from Fig. 12 . However, the (17,2) 5 spatial filter performs at lower SNRs at all distances using analytical equation data, which is not always the case when using ray tracing data. This is also partially observed in measurement data, which may suggest that late-arriving modes attenuate faster than what mode theory predicts. Other filter configurations are in good agreement.
If transmit power is set such that the UWB emissions mask is met assuming a non-modulated pulse train is transmitted with a pulse repetition frequency of 20 MHz the range of the localization systems utilizing various spatial filters can be predicted and the result is shown in Fig. 14 using analytical equation data. The performance of the median-performing single sensor is also included. Considering a 100 cm error threshold, the error increases past 100 cm at 65 m for the (8,2) 4 and (9,2) 5 filter, and 83 m for the (17,2) 5 filter. The (17,2) 5 receiver spatial filter achieves the furthest range because of its aforementioned characteristics. Up to this transition distance the spatial filters can deliver 0.1 to 40 cm of error, which can be lowered to below 10 cm across all distances if group velocity considerations are made. In comparison, the median-performing single sensor delivers about 20 cm of error and can be used reliably up to 64 m, and a randomly positioned single sensor may perform much worse. The error does not necessarily monotonically increase versus distance for a given spatial filter (or the single sensor) because aliased modes are dispersing and attenuating, which results in distance-dependent interference with the targeted mode. In a larger 5 m 5 m tunnel, where modes attenuate slower, it is predicted that spatial filters with a comparable amount of sensors will deliver precise localization estimates up to approximately 175 m for the (8,2) 4 and (9,2) 5 filter and 225 m for the (17,2) 5 filter. This prediction was made by comparing energy versus distance profiles for the two tunnels in which equivalent transmitters were used. The predicted range and low error levels of the proposed system are very significant considering that the transmitted pulse satisfies UWB power constraints, especially considering that many UWB localization systems are proposed operate in the range of 0 to 30 m.
VI. CONCLUSION
UWB signals are extremely well suited to localization applications as short UWB pulses enable centimeter level accuracy. Due to multipath propagation in a tunnel the potential localization accuracy available by UWB signals cannot be realized in simple one-transmitter, one-receiver TOA localization systems. Thus, a filtering technique has been proposed to improve the performance of one-way TOA systems in a tunnel. This spatial filtering technique is very simple as minimal hardware components are required, except for multiple antenna elements, and real-time signal-processing requirements are low in comparison to alternative receiving solutions such as Rake receivers and time-reversal.
In this paper sample spatial filters were evaluated for an example scenario using measurement results alongside modelling results. Practically-sized 4 or 5 antenna spatial filters can deliver less than 10 cm of error across distance, which is more than adequate for most tunnel localization applications. Furthermore, the predicted range of the UWB localization system subject to UWB mask compliancy is at least 65 m in this small tunnel and is predicted to be upwards of 175 m in larger tunnels, which is considerable given the transmit power constraints. The spatial filters' performances in comparison to a single receiver show potential SNR gains and lower error floors. Moreover, the spatial filter localization system is a viable alternative to a single receiver TR scheme that must use an intricate receiver.
Spatial filter design insights have been gained from the sample scenario considered. The extracted mode of the spatial filter must be chosen considering its initial energy, attenuation rate and dispersion throughout the entire distance in which the spatial filter is to operate. Additionally, the modes aliased by the spatial filter utilizing a limited amount of judiciously placed antennas should be neighboring modes or modes containing minimal energy. As a result of this consideration the number of antennas necessary to implement the spatial filter can be chosen. Traditional system improvement by adding more antennas is not always observed for practically sized spatial filter design because modes are undersampled. System robustness requirements, for example in situations of antenna blockage and non-tunnel like propagation behaviour, may also influence the number of antennas used.
By using these design insights well-performing spatial filters can be designed and they will operate better than a single sensor across distance as part of the localization system presented. Extensions of the spatial filter design technique can also be applied to propose, for example, reconfigurable spatial filters. Reconfigurable spatial filters could operate with distance-dependent antenna weights that extract different modes as the energy distribution of the modes changes versus distance. In future work tunnel discontinuities' effects and localization system aspects will be investigated.
