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Within the non-equilibrium Green’s function (NEGF) formalism, the Generalized Kadanoff-Baym Ansatz
(GKBA) has stood out as a computationally cheap method to investigate the dynamics of interacting quantum
systems driven out of equilibrium. Current implementations of the NEGF–GKBA, however, suffer from a draw-
back: real-time simulations require noncorrelated states as initial states. Consequently, initial correlations must
be built up through an adiabatic switching of the interaction before turning on any external field, a procedure
that can be numerically highly expensive. In this work, we extend the NEGF–GKBA to allow for correlated
states as initial states. Our scheme makes it possible to efficiently separate the calculation of the initial state
from the real-time simulation, thus paving the way for enlarging the class of systems and external drivings ac-
cessible by the already successful NEGF–GKBA. We demonstrate the accuracy of the method and its improved
performance in a model donor-acceptor dyad driven out of equilibrium by an external laser pulse.
I. INTRODUCTION
The real-time Nonequilibrium Green’s Function (NEGF)
technique1–3 for inhomogeneous systems has received a boost
in recent years. One of the reasons is the reinvention of the
Generalized Kadanoff-Baym Ansatz (GKBA)4 for the solu-
tion of the NEGF equations, which has made it possible to per-
form ab-initio simulations of atoms, molecules, and bulk sys-
tems thanks to a drastic reduction of the computational effort.
The NEGF–GKBA has been used to study, e.g., atoms5, bi-
ologically relevant molecules6, organic compounds7,8 as well
as a large class of extended systems9,10 including several two-
dimensional layered materials11,12. Recently, the scheme has
also been used to study model Hamiltonians with Hubbard or
extended Hubbard interactions13–17.
The practical application of the NEGF–GKBA, however,
suffers from a drawback. At present it is not known how to
include initial correlations in the equations of motion; hence
correlations have to be built up in real time. This means tak-
ing a noncorrelated state as initial state, evolving the system
with an adiabatically switched-on interaction and then con-
tinuing the evolution in the presence of time-dependent ex-
ternal fields if nonequilibrium properties are of interest. The
NEGF–GKBA formalism, in the most common approxima-
tions, contains a memory kernel that makes the computational
effort scale quadratically with the number of time steps. Thus,
if we needNic time steps to build up initial correlations (using
the adiabatic switching) and if the nonequilibrium properties
of interest require Nprop more time steps, the overall simu-
lation scales like (Nic + Nprop)2. Depending on the system
Nic can be very large, up to the point of making the simu-
lation computationally prohibitive in the physically relevant
time window (from Nic to Nic + Nprop). Overcoming this
drawback would therefore be of utmost practical value.
We stress from the outset that the reduced computational
complexity of NEGF–GKBA with respect to NEGF is cur-
rently possible only for many-body self-energies up to the sec-
ond Born (2B) level, with first- and second-order exchange di-
agrams evaluated using either the bare Coulomb interaction v
or the statically or partially dynamically screened interaction
W . Indeed, the implementation of, e.g., a full GW or T-matrix
self-energy would give back the original NEGF scaling in the
absence of a GKBA-like expression for the fully dynamically
screened interaction W or T-matrix T . This current limitation
prevents the use of NEGF–GKBA for too strongly correlated
systems.
In this work, we extend the NEGF–GKBA equation to al-
low for starting the real-time evolution from an initially cor-
related (IC) state. This allows for driving the system out of
equilibrium already at the beginning of the simulation, thereby
reducing the scaling of a calculation from (Nic + Nprop)2 to
N2prop. The resulting NEGF–GKBA+IC scheme is general
and in principle applicable to any system. Existing NEGF–
GKBA codes can easily be extended and the additional com-
putational cost is negligible.
The structure of the paper is as follows. We first give a brief
introduction to the NEGF formalism and the GKBA. We then
discuss the issue of initial correlations and extend the NEGF–
GKBA formalism. Two schemes for calculating the initial
correlated state are proposed. We present numerical results
in a model donor-acceptor complex, show how our method
works in practice and demonstrate its accuracy and improved
performance with respect to standard NEGF–GKBA simula-
tions. Finally, we conclude and provide an outlook for future
directions.
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2II. KADANOFF-BAYM EQUATIONS
We consider electrons described by the general time-
dependent second-quantized Hamiltonian in a finite basis
Hˆ(t) =
∑
ijσ
hij(t)cˆ
†
iσ cˆjσ +
1
2
∑
ijmn
σσ′
vijmn(t)cˆ
†
iσ cˆ
†
jσ′ cˆmσ′ cˆnσ.
(1)
The creation (annihilation) operator cˆ†iσ(cˆiσ) creates (de-
stroys) an electron in basis function i with spin σ. The single-
particle Hamiltonian h(t) contains the kinetic energy as well
as a general time-dependent external field. The two-body in-
teraction vijmn(t) is taken to be time-dependent in order to
describe adiabatic switchings or interaction quenches; we do
not specify its specific shape further here. Without any loss
of generality we assume that the system is in equilibrium for
times t ≤ 0. For simplicity we consider spin-compensated
systems, although no complications arise in the more general
case.
We describe the nonequilibrium dynamics of the electrons
governed by the Hamiltonian in Eq. (1) using NEGF1–3,18. The
equations of motion for the lesser G< and greater G> single-
particle Green’s function are known as the Kadanoff-Baym
Equations (KBE)19 and read (in matrix form):[
i
→
∂ t − hHF(t)
]
G≶(t, t′)
=
[
Σ≶ · GA + ΣR · G≶ + Σ e ? Gd
]
(t, t′),
(2)
G≶(t, t′)
[
−i
←
∂ t′ − hHF(t′)
]
=
[
G≶ · ΣA + GR · Σ≶ + Ge ? Σ d
]
(t, t′),
(3)
where we have defined the real-time and imaginary-time con-
volutions according to
[A ·B] (t, t′) ≡
∫ ∞
0
dt¯ A(t, t¯)B(t¯, t′), (4)
[A ? B] (t, t′) ≡ −i
∫ β
0
dτ¯A(t, τ¯)B(τ¯ , t′), (5)
with β the inverse temperature. The imaginary-time convolu-
tions involve the so-called mixed functions with one real time
and one imaginary time; they contain information about the
IC state2. The retarded and advanced functions are defined as
XR/A(t, t′) = ±θ(±(t− t′)) [X>(t, t′)−X<(t, t′)]. (6)
The quantity Σ in the KBE is the correlation part of the self-
energy. The time-local mean-field or Hartree-Fock (HF) part
of the self-energy is incorporated in hHF, defined as
hHF,ij(t) = hij(t) +
∑
mn
wimnj(t)ρnm(t), (7)
where ρ(t) = −iG<(t, t) is the single-particle density matrix
and we have defined wimnj(t) ≡ 2vimnj(t)− vimjn(t).
In this work we consider the 2B approximation to the cor-
relation self-energy5
Σ
≶
ij (t, t¯) =
∑
mnpqrs
virpn(t)wmqsj(t¯)G≶nm(t, t¯)G≶pq(t, t¯)G≷sr(t¯, t).
(8)
For future reference, we note that the calculation of the 2B
self-energy scales like N5b with the number of basis functions
Nb and that for any fixed t and t¯ it does not scale with the
number of time steps Nt.
Knowledge of the lesser/greater Green’s functions give ac-
cess to many observables, e.g., density, current density, spec-
tral function, total energy, etc. Unfortunately, the computa-
tional effort to solve the KBE is relatively high since these are
integro-differential equations for two-time functions. Using a
time-stepping technique the propagation up to Nt time steps
scales likeN3t , provided that the calculation of the self-energy
does not scale higher than that20. For the most common ap-
proximations used in the literature, i.e., the 2B, GW and T-
matrix approximations, the full solution of the KBE does in-
deed scale cubically with Nt21–24. This cubic scaling is what
prohibits long time evolutions in many systems.
To reduce the computational effort we reduce the informa-
tion contained in the unknown functions. Instead of solving
the KBE for the Green’s function we solve the equation of
motion for the single-particle density matrix ρ(t) which is a
one-time function. The equation for ρ can be derived from
the KBE by subtracting Eq. (3) from Eq. (2), and then letting
t′ → t2,19
∂tρ(t) + i [hHF(t), ρ(t)] = −
(I(t) + I ic(t) + H.c.) , (9)
where we have defined the collision integral
I(t)=
∫ t
0
dt¯
[
Σ>(t, t¯)G<(t¯, t)− Σ<(t, t¯)G>(t¯, t)] (10)
and the IC integral
I ic(t) = −i
∫ β
0
dτ¯Σ e(t, τ¯)Gd(τ¯ , t). (11)
The IC integral I ic(t) depends on t only through the in-
tegrand, whereas the collision integral I(t) depends on t
through both the integrand and the upper integration limit.
Thus, the calculation of the right hand side of Eq. (9) scales
linearly with the number of time steps Nt. This implies that
the full propagation of the density matrix scales quadratically
with Nt, provided that the calculation of the self-energy does
not scale higher than that.
Although the time-stepping technique for ρ is numerically
cheaper than for the Green’s function, Eq. (9) suffers from
a fundamental problem: it is not a closed equation for ρ.
The collision integral I(t) involves the off-diagonal (in time)
G≶(t, t′) and the IC integral contains the mixed functions. In
the next Section we discuss the Generalized Kadanoff-Baym
Ansatz (GKBA) to transform I into a functional of ρ whereas
in Section IV we present the main result of this work, i.e., a
suitable functional form of I ic in terms of ρ.
3III. COLLISION INTEGRAL WITH GKBA
The GKBA4 is the following ansatz for the lesser and
greater Green’s function (in matrix form)
G<(t, t′) =− [GR(t, t′)ρ(t′)− ρ(t)GA(t, t′)] ,
G>(t, t′) = [GR(t, t′)ρ¯(t′)− ρ¯(t)GA(t, t′)] , (12)
where ρ¯(t) ≡ 1ˆ− ρ(t) = iG>(t, t). Of course, Eq. (12) alone
does not transform I into a functional of the density matrix.
We also need to specify the retarded/advanced Green’s func-
tions GR/A(t, t′). These functions satisfy their own KBE and
the computational advantage would be lost if we had to solve
them numerically. For systems where the average collision
time is smaller than the quasi-particle’s lifetime the effect of
the correlation self-energy on GR/A(t, t′) can be discarded,
and we can employ the HF approximation to GR/A(t, t′), i.e.
GR(t, t′) = −iθ(t− t′)T
{
e−i
∫ t
t′ hHF(t¯)dt¯
}
. (13)
The calculation of the HF GR(t, t′) for all t′ < t scales lin-
early in t. We mention that there are also other approximations
to GR(t, t′) with the same scaling. They are written in terms
of ρ only and contain correlation effects to some extent16,25–28.
The following discussion applies to these approximations as
well.
The expression for the retarded Green’s functions, Eq. (13),
together with Eq. (12), define the GKBA. Since the HF hamil-
tonian depends only on ρ, see Eq. (7), the right hand side of
Eq. (12) and hence the self-energy of Eq. (8) are functionals
of ρ. Consequently, the collision integral I(t), see Eq. (10),
becomes a history-dependent functional of ρ(t¯) with t¯ ≤ t.
IV. INITIAL CORRELATION INTEGRAL WITH GKBA
A. Drawbacks of a vanishing IC integral
Without an expression of I ic in terms of ρ, the equa-
tion of motion for the density matrix, Eq. (9), cannot be
solved. NEGF-GKBA simulations are usually performed with
I ic = 0. However, this is justified only provided that the ini-
tial state is noncorrelated. In fact, in the absence of exter-
nal fields ρ(t) = ρeq should be stationary and consequently
hHF(t) = h
eq
HF is stationary too. If I ic = 0 then Eq. (9) at
time t = 0 implies [ρeq, heqHF] = 0 since I(0) = 0. Therefore
ρ(t) = ρeq is solution of Eq. (9) with I ic = 0 only if I(t) = 0
for all t, i.e., only in the absence of correlations. Viceversa,
a correlated density matrix ρeq does not commute with heqHF
and for it to be stationary in the absence of external fields, I ic
cannot vanish. This is easily seen by taking again into account
that I(0) = 0 and hence Eq. (9) at time t = 0 implies
I ic(0) + H.c. = −i [heqHF, ρeq] . (14)
The common way to circumvent the problem of initially
noncorrelated states consists in starting from a noncorre-
lated ρ(0) = ρeq and then build up correlations by a slow
switching-on of the interaction. The drawback of this proce-
dure is that the correlation build-up time can be rather long,
like in systems with a small gap between the ground state and
the lowest excited states. Suppose that we are interested in
studying the nonequilibrium dynamics for Nprop time steps
and that Nic time steps are necessary for the IC build-up. The
computational effort to perform the i-th time step in the phys-
ically relevant time-window scales like Nic + i (since I in
Eq. (10) contains an integral from time step 0 to time step
Nic + i) and therefore the cost of the entire simulation scales
like (Nic +Nprop)2.
B. Equivalent expression of the IC integral
Let us now discuss the removal of the adiabatic switching
from the numerical procedure. For this purpose, we inevitably
need to find an expression of the IC integral in terms of ρ
which satisfies the stationarity property
I ic(0) = I(t) + I ic(t) (15)
for any ρ(t) = ρeq solution of the stationary equation (14).
The difficulty in deriving such an expression stems from the
fact that there is no GKBA-like form for the mixed functions
appearing in I ic, see again Eq. (11).
The solution to the problem is found by rewriting the IC
integral in an equivalent manner. In Appendix A we prove
a generalized version of the fluctuation-dissipation theorem
and use this generalization in Appendix B to show that the IC
integral in Eq. (11) can equivalently be expressed in terms of
real-time Green’s functions according to (see Eq. (B7))
I ic(t) =
∫ 0
−∞
dt¯
[
Σ>(t, t¯)G<(t¯, t)− Σ<(t, t¯)G>(t¯, t)]. (16)
For t < 0, when the system is in equilibrium, Eq. (16) follows
from the standard fluctuation-dissipation theorems for G and
Σ 2. With the generalized fluctuation-dissipation theorem of
Appendix A one can show that Eq. (16) is also valid out of
equilibrium, i.e., for t > 0. We emphasize that the equiva-
lence between Eqs. (16) and (11) is an exact result, at zero or
finite temperature. For notational convenience, we suppress a
convergence factor in Eq. (16), see Eq. (B7).
Let us now employ the GKBA approximation to Eq. (16).
The main advantage of Eq. (16) over Eq. (11) is that it contains
only lesser and greater Green’s functions for which a GKBA
exists, and we avoid the necessity of constructing a GKBA for
the mixed functions. Therefore, Eq. (16) allows us to trans-
form I ic into a functional of ρ.
While Eq. (16) is an exact relation, it is not obvious that the
application of GKBA to Eq. (16) will yield a solution that sat-
isfies the stationarity property. Let us prove that the functional
I ic indeed fulfills Eq. (15). For any stationary ρ and in the ab-
sence of external fields GR/A is a function of the time differ-
ence only, see Eq. (13). Via the GKBA, Eq. (12), the same is
true for the lesser and greater Green’s functions and hence for
the 2B self-energy of Eq. (8). Renaming the integration vari-
able in Eq. (10) and Eq. (16) according to t¯′ = t¯ − t we have
4that G≶(t, t¯) = G≶(0, t¯′) and hence Σ≶(t, t¯) = Σ≶(0, t¯′).
Using Eq. (10) and Eq. (16) this in turn implies that
I(t)+I ic(t) =
∫ t
−∞
dt¯
[
Σ>(t, t¯)G<(t¯, t)− Σ<(t, t¯)G>(t¯, t)]
=
∫ 0
−∞
dt¯
[
Σ>(0, t¯)G<(t¯, 0)− Σ<(0, t¯)G>(t¯, 0)] = I ic(0).
Therefore, a stationary ρeq satisfying Eq. (14) yields a station-
ary right-hand side in Eq. (9) also for positive times, in the
absence of external fields. This demonstrates the formal use-
fulness of Eq. (16) in the GKBA context. In the next section
we will discuss the practical implications.
C. Practical implementation of the IC integral with GKBA
To make the NEGF–GKBA+IC scheme practical we have
to perform the IC integral from minus infinity to zero ana-
lytically for arbitrary time-dependent drivings switched on at
t > 0. Let us insert the 2B self-energy of Eq. (8) into the
expression for I ic:
I ic(t) = J ic(t)− J¯ ic(t), (17)
where
J icik(t) =
∑
mnpqrsj
virpn(t) wmqsj
∫ 0
−∞
dt¯
× G>nm(t, t¯)G>pq(t, t¯)G<sr(t¯, t)G<jk(t¯, t)eηt¯, (18)
and J¯ icik(t) is defined as in Eq. (18) with the replacement
G≶ → G≷. We added the convergence factor eηt¯ [see Eq. (B7)
for details]. In Eq. (18) we took into account that the tensor w
is independent of time since we assumed that the Hamiltonian
is constant at negative times (for otherwise the system would
not be in equilibrium). The contributionsJ ic and J¯ ic have the
same structure; we then discuss J ic only. Since t¯ < 0 < t,
the GKBA of Eq. (12) yields
G>(t, t¯) = GR(t, t¯)ρ¯(t¯),
G<(t¯, t) = ρ(t¯)GA(t¯, t). (19)
Furthermore, the retarded/advanced Green’s functions in the
HF approximation, Eq. (13), satisfies the group property
GR(t, t¯) = iGR(t, 0)GR(0, t¯),
GA(t, t¯) = −iGA(t¯, 0)GA(0, t). (20)
Therefore, we can rewrite the lesser and greater Green’s func-
tions in Eq. (19) as
G>(t, t¯) = iGR(t, 0)G>(0, t¯),
G<(t¯, t) = −iG<(t¯, 0)GA(0, t). (21)
As we shall see below, Eqs. (21) allow for isolating the t-
dependence in J ic(t) as well as for performing the integral
over t¯ analytically.
To ease the notation we define the time-dependent tensor
v˜irpn(t) ≡
∑
n˜p˜r˜
vir˜p˜n˜(t)GRn˜n(t, 0)GRp˜p(t, 0)GArr˜(0, t). (22)
We also find it useful to define J˜ ic = J ic(t)GR(t, 0) from
which we can get back the original J ic(t) through J ic(t) =
J˜ ic(t)GA(0, t) [we have used that GR(t, 0)GA(0, t) = 1ˆ].
Inserting Eq. (21) into Eq. (18) and taking into account the
above definitions we have
J˜ icik(t) =
∑
mnpqrsj
v˜irpn(t)wmqsj
×
∫ 0
−∞
dt¯ G>nm(0, t¯)G>pq(0, t¯)G<sr(t¯, 0)G<jk(t¯, 0)eηt¯.
(23)
As anticipated the t−dependence has been isolated since it is
now contained only in the tensor v˜. To perform the integral
over t¯ we observe that hHF(t¯) = h
eq
HF for all t¯ < 0 and there-
fore
GR(0, t¯) = [GA(t¯, 0)]† = −ieiheqHF t¯. (24)
Let us work in the eigenbasis of heqHF. In general, this is not
the basis resulting from a pure HF calculation since ρeq and
heqHF do not commute in the correlated case, see again Eq. (14).
Denoting by n the n-th eigenvalue of h
eq
HF, from Eq. (19) we
have
G>nm(0, t¯) = −iein t¯ρ¯eqnm,
G<nm(t¯, 0) = iρeqnme−im t¯.
(25)
Inserting these expressions into Eq. (23) and manipulating
J¯ ic(t) in a similar way we eventually obtain
I ic(t) = I˜ ic(t)GA(0, t), (26)
with
I˜ icik(t) = i
∑
npr
v˜irpn(t)w˜nprk
r + k − n − p + iη , (27)
and the tensor w˜ defined according to
w˜nprk≡
∑
mqsj
wmqsj
(
ρ¯eqnmρ¯
eq
pqρ
eq
srρ
eq
jk − ρeqnmρeqpqρ¯eqsrρ¯eqjk
)
.
(28)
A few remarks are in order:
(i) Equations (26,27) together with the definitions in
Eqs. (22,28) allow for including initial correlations in the
NEGF–GKBA scheme. The resulting NEGF–GKBA+IC
scheme is the main results of this work and it consists in solv-
ing Eq. (9) with nonvanishing collision integral and IC inte-
gral. The latter is functional of the initial correlated equilib-
rium density matrix ρeq and of its time-dependent value ρ(t)
(through the retarded/advanced Green’s functions).
(ii) The Coulomb tensor v and hence w are written in the
eigenbasis of heqHF. Thus, interactions that are sparse in some
5basis, such as the Hubbard interaction in the site basis, do not
necessarily yield a sparse tensor v in the eigenbasis of heqHF.
(iii) In the noncorrelated case ρeq is diagonal and it is easy to
show that the tensor w˜ is identically zero for r+k−n−p =
0. For a general correlated density matrix w˜nprk vanishes
whenever r = n and k = p or r = p and k = n. We as-
sume the same behavior even for accidental degeneracies and
restrict the summation in Eq. (27) to include only those in-
dices for which the denominator is non-vanishing. Thus, we
can safely set η = 0.
(iv) The extra computational effort for the implementation of
the IC integral is minimal. The calculation of w˜nprk has to
be done only once and the summation can be performed ef-
ficiently in sequence, scaling at most like N5b where Nb is
the number of basis functions. The same efficient summation
can be used to calculate v˜nprk(t) in Eq. (22), although in this
case the summation has to be performed for every time step.
Having w˜ and v˜(t) we calculate I˜ ic(t) from Eq. (27), another
operation that scales likeN5b . The scaling with the fifth power
of Nb is the same as that of the summation involved in the 2B
self-energy of Eq. (8). Thus, I(t) and I ic(t) scale in the same
way with the number of basis functions. However, the IC in-
tegral does not scale with the number of time steps Nt (no
time integration) whereas the collision integral scales linearly
withNt (integration from time step 0 to time stepNt). Conse-
quently, the inclusion of initial correlations via I ic(t) adds a
negligible computational cost to standard GKBA simulations.
Furthermore, the calculation of I ic(t) is completely indepen-
dent from I and can be done separately; hence no internal
modifications need to be made to an existing GKBA code in
order to incorporate initial correlations.
(v) In Appendix C we show that the above conclusions remain
intact when using a given dynamically screened interaction
W (t − t′), as that of Ref.7,29, in place of the bare time-local
interaction v.
V. THE EQUILIBRIUM CORRELATED DENSITY
MATRIX
In the NEGF-GKBA+IC scheme the initial and correlated
density matrix ρeq satisfies Eq. (14), and ρ(t) = ρeq is a so-
lution of the equation of motion (9) in the absence of external
fields. A scheme to obtain ρeq based on solving the equilib-
rium KBE for the lesser Green’s function using the GKBA for
the collision integral has recently been proposed in Ref.30. In
the following we discuss two alternative methods.
The first method consists in solving Eq. (14) self-
consistently. This equation, however, admits infinitely many
solutions since the diagonal of the left and right hand sides
vanish in any real basis for Hamiltonians invariant under time-
reversal. In fact, Eq. (14) is not a variational equation, rather
it is a stationary equation, i.e., it stems from setting ∂tρ = 0.
The possible solutions do therefore correspond to the in-
finitely many stationary density matrices of the system. A
unique solution can be found by supplementing Eq. (14) with
the value of the diagonal occupations ρnn = {fn} in some
basis. To illustrate the self-consistent procedure let us first
discuss the noncorrelated case, i.e., I ic = 0. Then, Eq. (14)
tells us that ρeq is diagonal in the eigenbasis of hHF. We then
diagonalize the noninteracting Hamiltonian h, find the eigen-
vectors ϕ(0)n , and construct ρ
(0)
nm = δnmfn in the basis of these
eigenvectors. In the (i + 1)-th iteration step we use ρ(i) to
calculate h(i)HF = hHF[ρ
(i)], find the eigenvectors ϕ(i+1)n and
construct ρ(i+1)nm = δnmfn in the (i + 1)-basis. At conver-
gence we have the HF basis with HF occupations {fn}. In
particular, if fn = 1 for n ≤ Nel and zero otherwise the
procedure converges to the HF ground state with 2Nel elec-
trons. In the correlated case the procedure is identical but in
the (i+1)-th iteration step ρ(i+1)nm is not diagonal. In the eigen-
basis ϕ(i+1)n of h
(i)
HF = hHF[ρ
(i)] with eigenvalues (i+1)n we
have for n 6= m
ρ(i+1)nm = i
I icnm(0) + I ic∗mn(0)

(i+1)
n − (i+1)m
. (29)
As already observed this result does not allow to update the
diagonal elements. We could either supplement Eq. (29) with
ρ
(i+1)
nn = fn for some reasonable set of occupations or take
advantage from a self-consistent Matsubara Green’s function
calculation providing ρpq = δpqfq in the natural orbital basis
ψq and supplement Eq. (29) with
ρ(i+1)nn =
∑
q
fq|〈ψq|ϕ(i+1)n 〉|2. (30)
Independently of the prescription to fix the diagonal elements
ρ
(i+1)
nn , at convergence ρeq satisfies Eq. (14).
The second method is instead borrowed from standard
NEGF–GKBA simulations. We start from an noncorrelated
density matrix at time t = 0 and evolve the system with
no external fields in the presence of a slowly increasing in-
teraction v(t) having the property that v(t < 0) = 0 and
v(t > Tic) = v. The time Tic is the IC build-up time which
should be chosen large enough for ρ(t) = ρ(Tic) to be suffi-
ciently stationary when t is larger than Tic. Taking advantage
of the fact that v(t) = 0 for t ≤ 0, the IC integral vanishes at
all times t since Σ≶(t, t¯) = 0 for t¯ ≤ 0, as can be seen from
Eq. (8) and Eq. (16). At the steady state ρ(Tic) = ρeq sat-
isfies Eq. (14). We emphasize again that the number of time
steps for the IC build-up does not affect the computational
cost of the subsequent physically relevant time propagation
with ρ(0) = ρeq as initial state. We also observe that this
second method is limited to systems at zero temperature. In
fact, due to correlation-induced level crossings and/or split-
tings of degenerate many-body states, the finite-temperature
noninteracting density matrix does not, in general, evolve into
the finite-temperature interacting one.
VI. EXAMPLE OF GKBA WITH INITIAL
CORRELATIONS
In this section we provide numerical evidence that our pro-
cedure works and is efficient. As a non-trivial example, we
6consider the donor-acceptor dyad used in Ref.16 as a molec-
ular junction to address the ultrafast charge dynamics at the
donor-acceptor interface. The system is modelled by a two-
levels donor, the levels being the HOMO (H) and LUMO (L),
and a linear chain of Na acceptor sites labelled by the site in-
dex a. The Hamiltonian reads
Hˆ = A
Na∑
a=1
nˆa + TDA
∑
σ
(
cˆ†Lσ cˆ1σ + H.c.
)
+
∑
i=H,L
inˆi + TA
Na−1∑
σ,a=1
(
cˆ†aσ cˆa+1,σ + H.c.
)
+ UDA(t)(nˆH+nˆL−2)
Na∑
a=1
nˆa − 1
a
,
where H.c. denotes the hermitian conjugates. We defined
nˆi =
∑
σ nˆiσ the occupation of level i = H,L with energy i
and likewise for the occupation of the acceptor sites. The sys-
tem is isolated and the dimension of the single-particle basis
is Nb = 2 +Na. The LUMO is not coupled to the HOMO but
to the first site of the acceptor chain with tunneling amplitude
TDA. The tunneling amplitude between two nearest neigh-
bour acceptor sites is TA. In accordance with Ref.16 we set
the level energies H = −2.92, L = −0.92 and A = −2.08,
and the tunneling amplitudes TDA = −0.3 and TA = −0.2
(all quantities are in atomic units). The donor-acceptor dyad is
half-filled with equal number of up and down electrons. The
electrons interact with a density-density type of interaction,
and we set the interaction strength UDA(t) = UDA = 0.5 for
positive times.
As time-dependent perturbation we choose
Hˆext(t) = f(t)
∑
σ
(
DLHe
iΩtcˆ†Hσ cˆLσ + H.c.
)
(31)
describing the coupling between a monochromatic electric
field of amplitude f and frequency Ω, and the HOMO-LUMO
dipole moment DLH . We consider a resonant frequency
Ω = L − H = 2 and set the value of DHL = 0.3. The elec-
tric field is very strong, f = 1, and it is active from time t = 0
until time t = pi4DLH ' 2.6. As we shall see, the external driv-
ing transfer one unit of electric charge from the initially filled
HOMO to the initially empty LUMO. In all simulations below
we have considered the number of acceptor sites Na = 4.
A. Simulations without external field
We first show calculations without external fields to illus-
trate that the system is stationary with the inclusion of the
IC integral. We use the adiabatic switching method to obtain
the initially correlated density matrix ρeq, see Section V. The
switching protocol was chosen to be
UDA(t) = UDA ×
{
sin2
(
pi
2
t
Tic
)
t < Tic
1 t ≥ Tic
(32)
We have used the CHEERS code31 with time step ∆t = 0.005
to perform three separate calculations: (a) A calculation with
Iic(t) = 0 that starts from t = 0 with the noncorrelated HF
density matrix and adiabatically switches on the interaction
with Tic = 100 (for this calculation we have shifted the time
axis to set the time origin at Tic); (b) A NEGF–GKBA+IC
calculation with the IC integral evaluated as described in Sec-
tion IV C that starts from t = 0 using ρ(t = 0) = ρeq; (c)
A calculation with Iic(t) = 0 that starts from t = 0 us-
ing ρ(t = 0) = ρeq. We remind that ρeq = ρeq(Tic) and
hence calculations (a) and (b) are expected to coincide for
large enough Tic. We also stress that the computational time
for calculations (b) and (c) is practically equal.
In Fig. 1 we show the evolution of the LUMO occupation
nL = ρLL(t) up to t = 1000. From the left panel we con-
clude that the adiabatic evolution, calculation (a), yields a
LUMO occupation that remains stationary after t > 0, ex-
cept for small oscillations due to the finiteness of Tic. The
same quantity for calculation (b), that includes I ic, is indeed
stationary, even for very long propagation times. Calculation
(c), where I ic is artificially set to zero, does instead yield a
nonstationary ρ(t), as expected from the discussion of the pre-
vious Section. For long times, the LUMO occupation for both
calculations (a) and (b) (top right panel) shows small oscil-
lations due to the finite adiabatic switching time. Increasing
the switching time to Tic = 1000 the amplitude of the oscil-
lations decreases for both calculations (bottom right panel in
Fig. 1). Perhaps remarkably, the correlated density matrix ρeq
resulting from the adiabatic switching with Tic = 100 yields
a reasonably stationary ρ(t) in NEGF–GKBA+IC [certainly
less oscillatory than that of calculation (a)], indicating that the
NEGF–GKBA+IC equation is numerically stable.
B. Simulations with external field
We now show that also the off-diagonal elements of the
density matrix are well-reproduced in NEGF–GKBA+IC. We
perform the three type of calculations of the previous section
in the presence of the external driving in Eq. (31), and use a
very long adiabatic switch-on time Tic = 1000 to converge
the calculations. The quantities chosen to illustrate the perfor-
mance of the NEGF–GKBA+IC scheme are the LUMO den-
sity, the current J(t) = 2|TDA| Im[ρL1(t)] flowing through
the bond between the LUMO and the first acceptor site and
the real part of the off-diagonal HOMO-LUMO matrix ele-
ment of ρ(t). The results are shown in Fig. 2 up to t = 1000.
As anticipated the NEGF–GKBA+IC scheme, calculation
(b), correctly reproduces the outcome of standard NEGF–
GKBA with an adiabatically switched-on interaction, calcu-
lation (a). The agreement is excellent all the way to the end
of the simulation time. Neglecting the IC integral and starting
from the correlated density matrix ρeq, calculation (c), intro-
duces an error that becomes more severe as the time increases.
The general trend is that all quantities can be well-reproduced
for short times even without properly accounting for initial
correlations, but eventually the agreement tend to deteriorate.
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VII. CONCLUSIONS
Using the NEGF–GKBA+IC scheme we have shown how
to separate the calculation of the correlated density matrix
from that of the time-dependent responses. By generalizing
the fluctuation–dissipation theorem for the Green’s function
and self-energy we have derived an equivalent expression of
the IC integral suited to be evaluated using the GKBA. With
the addition of this IC integral it is possible to use correlated
states as initial states, thus removing the bottleneck of a pre-
liminary adiabatic switching. For the most common approxi-
mations the computational effort of our method scales favor-
ably and, most importantly, does not slow down an ordinary
NEGF–GKBA implementation. Furthermore, the scheme can
easily be implemented in any existing GKBA code without in-
ternal modifications. The NEGF–GKBA+IC equation widens
the class of nonequilibrium phenomena considered so far, al-
lowing for larger systems and/or longer time propagations
than was previously feasible. We also emphasize that the pro-
8posed scheme is compatible with any technique to obtain the
initially correlated density matrix as it does not rely on the
adiabatic switching procedure. In fact, the NEGF–GKBA+IC
equation is also suitable to study systems at finite temperature
(the adiabatic switching procedure is consistent only at zero
temperature).
An interesting future prospect is the implementation of
many-body approximations to the correlation self-energy that
go beyond the ones currently used within the GKBA. We de-
rived a feasible form for the IC integral in the 2B approxi-
mation, but the fundamental idea is completely general. In-
deed, in Appendix C we provide an expression of the IC in-
tegral for the GWeq approximation, where the dynamically
screened interaction is taken from an equilibrium calculation.
For other commonly used many-body approximations, like
the full GW and T-matrix approximation, it is first necessary
to find a GKBA-like form of the screened interaction W and
T-matrix T for otherwise the favourable quadratic scaling with
the number of time steps is lost. Perhaps a more immediate di-
rection is the application of the NEGF–GKBA+IC scheme to
open systems. This would allow for more efficiently studying,
for example, transient quantum transport or photoionization in
molecules.
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Appendix A: Generalized fluctuation-dissipation theorem
The purpose of this appendix is to present a generalized ver-
sion of the fluctuation-dissipation theorem for the nonequilib-
rium Green’s function, which will be used to derive the equiv-
alence between the two different expressions for the IC inte-
gral, Eq. (11) and Eq. (16).
Without any loss of generality, we consider a system in ther-
mal equilibrium at inverse temperature β and chemical poten-
tial µ for times t ≤ 0, and out of equilibrium for t > 0. Let %ˆ
be the many-body thermal density matrix with partition func-
tion Z:
%ˆ =
e−β(Hˆ−µNˆ)
Z =
∑
k
%k|ψk〉〈ψk|, (A1)
where |ψk〉 are the many-body eigenstates of Hˆ with eigen-
value Ek and number of particles Nk. Then,
%k =
e−β(Ek−µNk)
Z . (A2)
By definition, the exact lesser and greater Green’s function
read2
G>ji(t, t′) = −i
∑
k
%k〈ψk|dˆj,H(t)dˆ†i,H(t′)|ψk〉, (A3)
G<ji(t, t′) = i
∑
k
%k〈ψk|dˆ†i,H(t′)dˆj,H(t)|ψk〉, (A4)
where the subscript H denotes operators in the Heisenberg
picture. Taking into account that the system is in equilibrium
for t′ < 0 we have
dˆ
(†)
i,H(t
′) = eiHˆt
′
dˆ
(†)
i e
−iHˆt′ , (A5)
where dˆ(†)i is the annihilation (creation) operator in the
Schro¨dinger picture. Thus, for t′ < 0, the lesser/greater
Green’s function can be written as
G>ji(t, t′) = −i
∑
kp
%k〈ψk|dˆj,H(t)|ψp〉〈ψp|dˆ†i |ψk〉
× ei(Ep−Ek)t′ , (A6)
G<ji(t, t′) = i
∑
kp
%k〈ψk|dˆ†i |ψp〉〈ψp|dˆj,H(t)|ψk〉
× ei(Ek−Ep)t′ , (A7)
where we inserted the completeness relation 1ˆ =∑
p |ψp〉〈ψp| between the fermionic operators.
Although the above expressions yield G≶ only for t′ < 0,
the right hand sides are well defined for all t′. We then define
the auxiliary lesser and greater Green’s functions G≶aux1(t, t′)
as the right hand sides of Eqs. (A6,A7) for all t and t′. Natu-
rally, G≶aux1(t, t′) = G≶(t, t′) only for t′ < 0. We now show
that these auxiliary functions satisfy a generalization of the
fluctuation-dissipation theorem.
Let us consider the Fourier transform of the auxiliary func-
tions:
G≶aux1(t, t′) =
∫
dω
2pi
eiωt
′G≶aux1(t, ω). (A8)
From Eqs. (A6,A7) it is straighforward to get
G>aux1,ji(t, ω) = −2pii
∑
kp
%k〈ψk|dˆj,H(t)|ψp〉〈ψp|dˆ†i |ψk〉
× δ(ω − Ep + Ek), (A9)
G<aux1,ji(t, ω) = 2pii
∑
kp
%k〈ψk|dˆ†i |ψp〉〈ψp|dˆj,H(t)|ψk〉
× δ(ω − Ek + Ep). (A10)
Inserting the obvious relation
%k = e
−β(Ek−Ep)+βµ(Nk−Np)%p, (A11)
9in Eq. (A9), taking into account that only states fulfilling
Nk = Np − 1 contribute, and renaming the indices k ↔ p
we obtain
G<aux1(t, ω) = −e−β(ω−µ)G>aux1(t, ω). (A12)
The lesser and greater auxiliary functions can be used to de-
fine the retarded and advanced auxiliary functions in the usual
manner
GR/Aaux1(t, t′) = ∓iθ (∓t± t′)
[G>aux1(t, t′)− G<aux1(t, t′)] .
It is straightfoward to verify that G>aux1(t, t′)− G<aux1(t, t′) =
GRaux1(t, t′) − GAaux1(t, t′). Fourier transforming the retarded
and advanced functions as in Eq. (A8) and taking into ac-
count Eq. (A12) we find a generalization of the fluctuation-
dissipation relations
G>aux1(t, ω) = f¯(ω − µ)
[GRaux1(t, ω)− GAaux1(t, ω)] ,
G<aux1(t, ω) = −f(ω − µ)
[GRaux1(t, ω)− GAaux1(t, ω)] ,
(A13)
with Fermi function
f(ω) =
1
eβω + 1
, and f¯(ω) = 1− f(ω). (A14)
A generalized version of the fluctuation-dissipation rela-
tions exists also for t < 0 and t′ arbitrary. In this case, from
Eqs. (A3,A4) we find
G>ji(t, t′) = −i
∑
kp
%k〈ψk|dˆj |ψp〉〈ψp|dˆ†i,H(t′)|ψk〉
× ei(Ek−Ep)t, (A15)
G<ji(t, t′) = i
∑
kp
%k〈ψk|dˆ†i,H(t′)|ψp〉〈ψp|dˆj |ψk〉
× ei(Ep−Ek)t. (A16)
Again the functions on the right hand sides are well defined
for all t and t′ and we denote them by G≶aux2(t, t′). Of course,
G≶aux2(t, t′) = G≶(t, t′) only for t < 0. A derivation similar
to the one presented for Gaux1 can be carried out for this other
type of auxiliary functions leading to
G>aux2(ω, t′) = f¯(ω − µ)
[GRaux2(ω, t′)− GAaux2(ω, t′)] ,
G<aux2(ω, t′) = −f(ω − µ)
[GRaux2(ω, t′)− GAaux2(ω, t′)] ,
(A17)
where we defined
G≶aux2(t, t′) =
∫
dω
2pi
e−iωtG≶aux2(ω, t′). (A18)
In the derivation of the generalized fluctuation-dissipation
relations, Eq. (A13) and Eq. (A17), the only property of the
operators dˆj that we have explicitly used is that its action on a
state with N particles yields a state with N − 1 particles. Un-
der the same considerations as in Ref.2, this leads to a gener-
alized fluctuation-dissipation relation also for the correlation
self-energy, since
Σ>ji(t, t
′) = −iTr
[
%ˆ γˆj,H(t)γˆ
†
i,H(t
′)
]
irr
, (A19)
Σ<ji(t, t
′) = iTr
[
%ˆ γˆ†i,H(t
′)γˆj,H(t)
]
irr
, (A20)
where the operators γˆi ≡
∑
mnp vimnpdˆ
†
mdˆndˆp and the sub-
script “irr” denotes the irreducible part of the correlator1,2.
Using the same notation as for the auxiliary Green’s functions
we then have
Σ>aux1(t, ω) = f¯(ω − µ)
[
ΣRaux1(t, ω)− ΣAaux1(t, ω)
]
,
Σ<aux1(t, ω) = −f(ω − µ)
[
ΣRaux1(t, ω)− ΣAaux1(t, ω)
]
,
(A21)
and similarly
Σ>aux2(ω, t
′) = f¯(ω − µ) [ΣRaux2(ω, t′)− ΣAaux2(ω, t′)] ,
Σ<aux2(ω, t
′) = −f(ω − µ) [ΣRaux2(ω, t′)− ΣAaux2(ω, t′)] .
(A22)
We emphasize that Eq. (A13), Eq. (A17), Eq. (A21) and
Eq. (A22) are exact relations. In the next appendix we use
them to obtain an equivalent expression of the IC integral.
Appendix B: IC integral in terms of real-time lesser and greater
Green’s functions
We consider the time-off-diagonal generalization of the IC
integral in Eq. (11):
I ic(t1, t2) = −i
∫ β
0
dτΣ e(t1, τ)Gd(τ, t2). (B1)
When setting t1 = t2 = t > 0, we obtain the original IC
integral, i.e. I ic(t) = I ic(t, t). To make use of the generalized
fluctuation-dissipation theorems in Eq. (B1), we rewrite Σ e
and Gd in terms of Σ< and G>, respectively. This rewriting
can be done by the same considerations as in Ref.2, and reads
Gd(τ, t2) = eµτG>(−iτ, t2),
Σ e(t1, τ) = e−µτΣ<(t1,−iτ),
where the lesser and greater functions for complex times are
defined via the analytic continuation t → −iτ in Eq. (A15)
and Eq. (A20). Moreover, these lesser and greater functions
coincide with their respective auxiliary quantities since the
first (second) argument is governed by the equilibrium Hamil-
tonian. The factors containing µ in the above equations will
cancel when inserted into Eq. (B1), yielding
I ic(t1, t2) = −i
∫ β
0
dτΣ<aux1(t1,−iτ)G>aux2(−iτ, t2). (B2)
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Furthermore, the Fourier transform of the auxiliary quanti-
ties, Eq. (A8) and Eq. (A18), yields
G>aux2(−iτ, t2) =
∫
dω2
2pi
e−iω2(−iτ)G>aux2(ω2, t2)
Σ<aux1(t1,−iτ) =
∫
dω1
2pi
eiω1(−iτ)Σ<aux1(t1, ω1).
Inserting these relations into Eq. (B1) and integrating over τ
yields
I ic(t1, t2) = −i
∫
dω1dω2
4pi2
eβ(ω1−ω2) − 1
ω1 − ω2 − iη
× Σ<aux1(t1, ω1)G>aux2(ω2, t2), (B3)
where we, in the denominator, added to ω1 a small negative
imaginary part ω1 → ω1−iη/2, and likewise ω2 → ω2+iη/2
to regularize the integral (the limit η → 0 should be taken at
the end of the calculation2).
We now use the generalized fluctuation-dissipation rela-
tions for Σ<aux1 and G>aux2 which, together with the relation
f(ω1−µ)f¯(ω2−µ)
(
eβ(ω1−ω2) − 1
)
= f(ω2−µ)−f(ω1−µ),
yields
I ic(t1, t2) = −i
∫
dω1dω2
4pi2
[
ΣRaux1(t1, ω1)− ΣAaux1(t1, ω1)
]G<aux2(ω2, t2)− Σ<aux1(t1, ω1) [GRaux2(ω2, t2)− GAaux2(ω2, t2)]
ω1 − ω2 − iη .
(B4)
Writing the denominator as
1
i(ω1 − ω2 − iη) =
∫ 0
−∞
dt¯ ei(ω1−ω2−iη)t¯, (B5)
and recognizing the inverse Fourier transform of the quantities under the integral sign in Eq. (B4) we can write
I ic(t1, t2) =
∫ 0
−∞
dt¯
[(
ΣRaux1(t1, t¯)− ΣAaux1(t1, t¯)
)G<aux2(t¯, t2)− Σ<aux1(t1, t¯) (GRaux2(t¯, t2)− GAaux2(t¯, t2))] eηt¯. (B6)
Next we observe that for t¯ < 0 the first auxiliary self-energy Σaux1 is identical to the self-energy Σ and the second auxiliary
Green’s function Gaux2 is identical to the Green’s function G. Furthermore, using G>−G< = GR−GA, and likewise for Σ , we
find
I ic(t1, t2) =
∫ 0
−∞
dt¯
[
Σ>(t1, t¯)G<(t¯, t2)− Σ<(t1, t¯)G>(t¯, t2)
]
eηt¯. (B7)
If we now let t2 → t1 = t > 0, we obtain the sought-after
equivalence between the two alternative forms of the IC inte-
gral, i.e., Eq. (11) and Eq. (16).
Appendix C: Initial correlations for the GWeq approximation
Let us consider the GW approximation to the lesser and
greater self-energy
Σ
≶
ij (t, t¯) = iG≶ij (t, t¯)W≶ij (t, t¯), (C1)
and let us insert the relation Eq. (21) in Eq. (C1). The first
term J icik(t) of the IC integral in Eq. (16) reads
J icik(t) = i
∑
mnp
GRin(0, t)
×
[∫ 0
−∞
dt¯ G>nm(0, t¯)W>im(t, t¯)G<mp(t¯, 0)
]
GApk(0, t).
(C2)
In a full GW calculation the screened interaction W is a func-
tional of the nonequilibrium G. In this case the use of the
GKBA does not reduce the cubic scaling with the number of
time steps of the KBE.
To introduce dynamical screening to some extent we con-
sider a prescribed screened interaction like, e.g., the one re-
sulting from an equilibrium calculation W = W eq. This is
11
the case in GW0, where W0 is obtained from the RPA re-
sponse function with bare or HF equilibrium Green’s func-
tion. Another example is the W of Refs.7,29 where the re-
sponse function satisfies the Bethe-Salpeter equation with a
frequency-dependent kernel. The advantage of working with
an equilibrium screened interaction is that W eq(t, t¯) depends
only on t− t¯. Fourier transforming according to
W eq,≶(t, t¯) =
∫
dω
2pi
e−iω(t−t¯)W eq,≶(ω), (C3)
we obtain
J icik(t) = i
∑
np
GRin(0, t)finp(t)GApk(0, t), (C4)
where the tensor finp(t) =
∫ dω
2pi e
−iωtfinp(ω) is the Fourier
transform of
finp(ω) =
∑
m
W eq,>im (ω)
∫ 0
−∞
dt¯ eiωt¯G>nm(0, t¯)G<mp(t¯, 0).
The time integral in the expression above can be done analyt-
ically by using Eq. (25) and one finds
finp(ω) =
1
i(ω + n − p) + η
∑
m
ρ¯eqnmW
eq,>
im (ω)ρ
eq
mp.
(C5)
The same considerations can be applied to the second term
J¯ icik(t) of the IC integral in Eq. (16), yielding an expression
for the IC integral suitable for numerical implementations. In
fact, the tensor finp(t) can be calculated separately for the
needed time interval, and the computational effort scale lin-
early with the number of time steps. Furthermore, the IC inte-
gral in the GWeq approximation scales with the fourth power
of the number of basis functions Nb (this should be compared
with the N5b scaling of IC integral in the 2B approximation).
Thus, the GWeq approximation is numerically feasible.
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