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Abstract
Wederive the eigenstate thermalization hypothesis (ETH) from a randommatrixHamiltonian by
extending themodel introduced byDeutsch (1991Phys. Rev.A 43 2046).We approximate the
coupling between a subsystem and amany-body environment bymeans of a randomGaussianmatrix.
We show that a common assumption in the analysis of quantum chaotic systems, namely the
treatment of eigenstates as independent randomvectors, leads to inconsistent results. However, a
consistent approach to the ETH can be developed by introducing an interaction between random
wave-functions that arises as a result of the orthonormality condition. This approach leads to a
consistent form for off-diagonalmatrix elements of observables. From there we obtain the scaling of
time-averaged ﬂuctuations of generic observables with system size for whichwe calculate an analytic
form in terms of the inverse participation ratio. The analytic results are compared to exact
diagonalizations of a quantum spin chain for different physical observables inmultiple parameter
regimes.
1. Introduction
The emergence of statistical physics fromunitary quantumdynamics has been debated since the early days of
quantum theory [1]. It is by nowwidely accepted that generic non-integrable quantum systems undergo a
process known as quantum thermalization, which implies that an initially out-of-equilibrium state of an isolated
quantum systemwill approach thermal equilibrium after some typical relaxation time. The underlying
mechanismbehind quantum thermalization is still a subject of debate [2–14]. One of themost successful
approaches to this long-standing problem is the eigenstate thermalization hypothesis (ETH) [15–17]. According
to this conjecture, themany-body eigenstates of a non-integrableHamiltonian yield the same expectation values
of local observables as those calculatedwith amicrocanonical ensemble. Belowwewill give amore detailed
presentation of this conjecture, which can be formulated as an ansatz for thematrix elements of observables in
the eigenbasis of amany-bodyHamiltonian. To visualize qualitatively the physics behind the ETH,we can
consider a quantum lattice systemwith interactions coupling different sites. If we express amany-body
eigenstate in a local basis, we expect that interactions lead to a highly entangled state distributed over the lattice
[18, 19]. The ETHassumes that the resulting linear superposition has similar properties to amicrocanonical
ensemble. Note that thismechanism for thermalization is purely quantummechanical since the existence of
quantum correlations and entanglement are essential ingredients.
The validity of the ETHhas been conﬁrmed for awide range of non-integrable systems bymeans of exact
diagonalizations [20–26]. Still, there are some aspects of quantum thermalization and the ETH that are not
completely clear. The conjecture can be qualitatively justiﬁed by using the theoretical framework of quantum
chaos, however, it has not yet been fully derivedmathematically from ﬁrst principles. A possible direction to
address the validity of the ETH is to try to derive it from amore basic or fundamental assumption or set of
assumptions. In particular, we know thatmany-body eigenstates of large systems can be often described by
randommatrix theory (RMT). The original work byDeutsch [16] actually used a randommatrixHamiltonian as
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a toymodel to show the emergence of quantum thermalization in isolated quantum systems. InDeutsch’s
approach a non-ergodic system is perturbed by aGaussian randommatrix, which results in an approximate
description ofmany-body eigenstates by randomwave-functions with uncorrelated random coefﬁcients. This
theoretical framework does not by itself prove the occurrence of thermalization in particularmany-body
systems, however, it proves certain aspects of the process as long as reasonable assumptions on the underlying
system are fulﬁlled.
The quantum thermalization process has two fundamental aspects. Firstly, it involves the equivalence
between time-averages of expectation values of observables andmicrocanonical averages. Secondly, it also
involves the equilibration of an initially excited state into a thermal state, that is, we expect that time-ﬂuctuations
around thermal averages will be small. Furthermore, those ﬂuctuations should decrease with system size such
that statisticalmechanics is recovered in the thermodynamic limit. Equilibration is governed by the off-diagonal
matrix elements of an observable in the basis of eigenstates of theHamiltonian. The ETHas formulated by
Srednicki [15] includes a condition for off-diagonalmatrix elements, which ensures equilibration. Furthermore,
it has been proved that the randomwave-functionmodel can be used to qualitatively reproduce the ETH result
for time-ﬂuctuations [27]. However, randomwave-functionmodels usually work under the assumption of
statistically independent random coefﬁcients. This condition limits the validity of this approach, as we show in
the next section.
A deeper understanding of time-ﬂuctuations in the quantum thermalization process is actually crucial to
describe current experiments withmicroscopic systems. Physical realizations of isolated quantum systems,
where the emergence of statistical physics can be investigated, have beenmade possible only recently due to
advances in quantum simulators with atomic and solid-state systems [28–30]. These include ultracold atoms
[31–33], trapped ions [34, 35], and superconducting qubits [36]. Identifying quantum thermalizationwould
ideally involve a comparison between observed time-averages andmicrocanonical averages, however
computing the latter is a challenge in complexmany-body systems. An alternative path to test theoretical ideas
such as the ETH is to check predictionsmade on the time-ﬂuctuations of observables, such as the scalingwith
system size or interaction strength. For that aim, a deeper understanding of the physics and assumptions
underlying the ETHwould be required, to obtain quantitative predictions that can be used to identify ergodic
phases in experiments.
In this workwe present a derivation of the ETH in a randommatrixmodel that yields an approximate
description of a quantumnon-integrable systemunder some reasonable assumptions.We build on the
theoreticalmodel introduced byDeutsch [16], and extend it to the calculation of off-diagonalmatrix elements of
observables.We show that correlations induced by orthonormality between randomwave-functionsmust be
taken into account to obtain a consistent derivation of the ETH fromRMT.Ourwork cannot be considered as a
proof of the validity of the ETH, however, it shows that the conjecture can be fully obtained from a description in
terms of randomwave-functions. Our theory can be used to quantify time-ﬂuctuations after a quantumquench,
and to predict the scaling ofﬂuctuationswith system size, thus yielding predictions that can be comparedwith
experimental results and used to identify ergodic regimes in quantummany-body systems.
This article is structured as follows. In section 2we introduce the ETHansatz and discuss the limitations of a
model of independent randomwave-functions to describe the behaviour of off-diagonalmatrix elements of
observables. In section 3we introduceDeutsch’s randommatrixmodel consisting of a diagonalHamiltonian
perturbed by aGaussian randommatrix.We extend the originalmodel to account for interactions between
randomwave-functions arising from the orthonormality condition. In section 4we calculate the correlation
functions between randomwave-functions. In section 5we use those correlation functions to calculate the off-
diagonalmatrix elements of an operator, and show that they take the same formpredicted by the ETH. In
sections 6 and 7we present a numerical conﬁrmation of our analytical results. Finally, in section 8we show that
ourmodel provides uswith a good description of the time-ﬂuctuations in a non-integrable quantum spin chain.
Weﬁnishwith ourConclusions in section 9, wherewe discuss the range of applicability of our results and their
implications.
2. ETHand the limitation of the independent randomwave-function ansatz
In this sectionwe introduce the ETHand the randomwave-function ansatz.Wewill show that a description of
many-bodywave-functions based on independent randomvariables does not lead to a consistent description of
off-diagonalmatrix elements of typical observables.
To focus our discussion, consider a systemdescribed by a non-integrableHamiltonian,H, with eigenvectors
and eigenenergies y ñm∣ andEμ, respectively, such that y yñ = ñm m m∣ ∣H E . The system is initially in the state Y ñ =∣ ( )0
yå ñm m m∣a withmean energy áY Y ñ¯ ≔ ( )∣ ∣ ( )E H0 0 . The equilibrationof a closedquantumsystem into a thermal
state implies that (assuming non-degenerate energy levels),
2
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wherewe have used the deﬁnition y yá ñmm m m≔ ∣ ∣O O . Equation (1) expresses an equivalence between the time-
average of á ñ( )O t and themicrocanonical average ofO taken over an energy shell of eigenstates with energies Eμ
close to E¯. The ETH for diagonal elements of observables consists of the assumption thatOμ μ is a smooth
function of the energy Eμ,O m( )E ,
O=mm m( ) ( )O E . 2
ETH
Assuming that probabilities m∣ ∣a 2 take non-vanishing values close to E¯, the ETH ensures that the second term in
equation (1) is equivalent to amicrocanonical average.
To understand the relation between the ETHand a randomwave-function ansatz, let us assume that the
observableO is a local operator in a quantum latticemodel deﬁned on a subsystem S. The rest of the lattice forms
a bath,B, andwewrite the totalHamiltonian likeH=HS+HB+HSB, whereHSB is the interaction term.Now
we deﬁneH0=HS+HB, and the non-interacting energy eigenbasis, f fñ = ña a a∣ ∣H E0 . To simplify the
notation inwhat followswewill assume that variables with indicesμ, ν refer to eigenenergies or eigenstates of the
interactingHamiltonian, whereas indicesα,β refer toH0.
The randomwave-function ansatz consists of the assumption that
åy a fñ = ñm
a
m a∣ ( )∣ ( )c , 3
with cμ(α) independent normalized randomvariables with average
a a d d m aá ¢ ñ = Lm m m m a a¢ ¢ ¢( ) ( ) ( ) ( )c c , , 4V , ,
whereΛ(μ,α) is a function of (Eμ−Eα), normalized such that m a m aå L = å L =a m( ) ( ), , 1. The average
á ñ V is taken over realizations of the randomwave-function (this will bemore clearly deﬁned in the next
section).We assume that the functionΛ(μ,α) is smooth, has amaximumwhen Eμ=Eα, and vanishes when
Eμ−Eα?Γ, withΓ being a typical energywidth. A perturbative calculation, inwhichHSBwas approximated
by a randommatrix, carried out byDeutsch [37] leads to a randomwave-functionmodel with a Lorentzian,
m a w pL = G- + Gm a( ) ( ) ( )E E, , 5
0
2 2
whereω0 is the average spacing between energy levels andwe assume for now that bothΓ andω0 are independent
ofα,μ. Outside a perturbative regime, however, numerical calculations on non-integrablemodels have shown
thatwave-functions have aGaussian shape [38–42].
Diagonalmatrix elements in the interacting basis can be approximated under the assumption of self-
averaging,
å åa b m a= » Lmm
ab
m m ab
a
aa( ) ( ) ( ) ( )O c c O O, , 6
where f fá ñab a b≔ ∣ ∣O O . Equation (6) implies that the coupling induced byHSB leads to the smoothing of the
distribution of diagonalmatrix elements in the interacting basis and provides uswith a justiﬁcation for the ETH
for diagonal elements of observables (2)within the randomwave-functionmodel [3, 16], since we canmake the
identiﬁcation,
O å m a= Lm
a
aa( ) ( ) ( )E O, , 7
which yields a smooth function as long as the sum runs over a sufﬁciently large number of states.
We also expect that in the thermodynamic limit the average á ñ( )O t does not deviate toomuch from its
mean-value (equilibration aspect of quantum thermalization). The averaged time-ﬂuctuations over an inﬁnite
integration time are given by [43],
åd ¥ = m n
m n
mn m n
¹
( ) ∣ ∣ ∣ ∣ ∣ ∣ ( )O a a , 8O2
,
2 2 2
under the assumption of non-degenerate energy gaps. Based on quantum chaos theory, Srednicki [15]
introduced the ETHansatz for the off-diagonalmatrix elementsOμ ν,
w=mn m n mn¹∣ ( ) ( ) ( )O D E f E R
1
, . 9OETH
In this expressionD(E) is the density of states (the original expression by Srednicki included an equivalent
normalization by using themicrocanonical entropy instead),E=(Eμ+Eν)/2 andω=Eν−Eμ.Rμν is a set of
randomvariables with zero average and unit variance. fO(E,ω) is a continuous function ofE andω, whichwe
3
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expect to be centred aroundω=0, and take negligible values if the difference between energiesω is larger than a
typical energy width.
A natural question is whether a randomwave-functionmodel can be used to justify the ETHansatz for off-
diagonalmatrix elements aswell. As the off diagonal elements of a typical observable average to zero, it is
convenient instead to analyse the squaredmodulus. To simplify the discussionwe restrict our evaluation for
now to those observables that are diagonal in the basis ofH0,
å a a b b=mn m n
ab
m n m n aa bb¹∣ ∣ ( ) ( ) ( ) ( ) ( )O c c c c O O . 102
A common assumption that ismade here [16, 27] is to treat the coefﬁcients cμ(α) as uncorrelated random
numbers, the only surviving terms of this sumwill then be
å åa a m a n a= » L Lmn m n
a
m n aa
a
aa¹∣ ∣ ∣ ( )∣ ∣ ( )∣ ( ) ( ) ( )O c c O O, , , 112 2 2 2 2
which actually agrees with the ETHansatz.However this expression cannot provide uswith a consistent
description on off-diagonalmatrix elements. To show this, consider the equality
å y y= á ñ
n
mn m m∣ ∣ ∣ ∣ ( )O O . 122 2
Now, analysing the diagonal and off-diagonal terms of equation (12) separately, i.eå = +n mn mm∣ ∣ ∣ ∣O O2 2
ån m mn¹ ∣ ∣O 2, for the off-diagonal termswe have, given equation (11),
å å m a» L »
n
mn m n
a
aa aa¹∣ ∣ ( ) ( )O O O, , 132 2 2
wherewe have deﬁned amicrocanonical average around Eμ, aaO2 . Now, the sumof off-diagonal elementsmay
also be obtainedwithout use of the randomwave-function ansatz as
å
å åm a m a
= -
» L - L
» -
n
mn m n mm mm
a
aa
a
aa
aa aa
¹∣ ∣ ( ) ∣ ∣
( ) ( )
( )
O O O
O O
O O
, ,
, 14
2 2 2
2
2
2 2
wherewe have only assumed a self-averaging condition. Thus, comparing equations (14) and (13)we can
observe thatwe obtain an inconsistency.We are thus lead to conclude that there are indeed correlations between
the coefﬁcients, and that equation (11) is naïve. If insteadwewrite
å å å å åa a a a b b= +
n m
mn
n m a
m n aa
n m aba b
m n m n aa bb
¹ ¹ ¹ ¹
∣ ∣ ∣ ( )∣ ∣ ( )∣ ( ) ( ) ( ) ( ) ( )O c c O c c c c O O , 152 2 2 2
wecan thenapply the self-averagingassumptiononcemore, i.e the replacement a a b bå ån m aba b m n m n¹ ¹ ( ) ( ) ( ) ( )c c c c
a a b b å åaa bb aa n m aba b m n m n¹ ¹ ( ) ( ) ( ) ( )O O O c c c c
2 whichwecansee is consistent if this term is equal to- aaO 2.
Onecan in fact showsimply fromexpanding theorthogonality condition y y m nå á ñ = ¹n m n∣ ∣0 the relation
å å a a b b f= - + ñ
n m aba b
m n m n a
¹ ¹
( ) ( ) ( ) ( ) (∣ )) ( )c c c c 1 IPR . 16
where f añ åa m m(∣ ) ≔ ∣ ( )∣cIPR 4 is the inverse partition ratio (IPR)2, which is small for systems inwhich our self
averaging procedure is correct. Thuswe ﬁnd that the self-averaging assumption is consistent when applied
without use of the randomwave-function ansatz.
The above analysis indicates that correlations between probability amplitudes do in fact play a role, and that
the common assumption that the coefﬁcientsmay be treated as uncorrelated randomnumbers is naïve. The
illustration above is valid for generic systemswith no special symmetries or correlations caused by features of the
interaction, and thus the only source of these correlations is the orthonormality requirement of eigenstates.
Indeed, wewill see below that by including these correlations the correct scaling is obtained.
2
Notice that our deﬁnition of IPRdiffers here from the one used in [35] and in otherworks in theﬁeld of quantum chaos (e.g. [43])where
the reciprocal quantity is deﬁned as the IPR.Our deﬁnition in this article ismore consistent with the original notion of participation ratio as
the number of energy eigenstates or atomic orbitals involved in the initial state (see for example: D J Thouless 1974Phys. Rep. (sectionC of
Physics Letters) 13 93142).
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3.Model for generic non-integrable quantum systems
Wenowpresent the randommatrixmodel fromwhichwewill base our analysis, consisting of a non-interacting
diagonal part, and interactionsmodelled by a randommatrix. Explicitly, theHamiltonian in question is given by
d= + = +ab a ab ab ( )H H V H f h, , 170
where the diagonalmatrix elements, fα=αω0, are energies equally spaced byω0, andwe choose energy units
such thatω0=1/N, withN the total number of levels. The perturbation term is a real randomGaussian
Hermitianmatrix, h, which follows the probability distribution µ -⎡⎣ ⎤⎦( )P h N h gexp Tr14 2 2 , such thatmatrix
elements hαβ have average =abh 0, and variance =ab( )h g N2 2 for a b¹ , and =aa( )h g N22 2 for
diagonal elements. This is the sameHamiltonian used in the pioneeringwork byDeutsch [16, 37], which
captures the behaviour of a generic non-integrable quantum system in the thermodynamic limit.
We no longer restrict ourselves to observables that are diagonal in the basis ofH0, and thus for a generic
observableOwehave,
å a b a b= ¢ ¢mn m n
aba b
m n m n ab a b¹
¢ ¢
¢ ¢∣ ∣ ( ) ( ) ( ) ( ) ( )O c c c c O O , 182
where, to reiterate, we have deﬁned y yá ñmn m n≔ ∣ ∣O O , and f fá ñab a b≔ ∣ ∣O O , such thatα,β labels the non-
interacting basis diagonalizingH0, f ña{∣ }, andμ, ν labels the interacting basis diagonalizingH, y ñm{∣ }. The
coefﬁcients cμ(α) are random variables representing the eigenstates ofH, y a fñ = ñm m a∣ ( )∣c .
In order to obtain a functional form for the off-diagonal observable elements mn m n¹∣ ∣O 2 we are thus interested
inﬁnding the correlation function
a b a bá ¢ ¢ ñm n m n( ) ( ) ( ) ( ) ( )c c c c , 19V
where the average á ñ V is taken over realizations of the randomHamiltonian.We can see from the argument of
the previous section that the cμ(α)s are not true randomvariables, but have correlations due to orthogonality
whichmust be accounted for. The probability distribution of the cμ(α) coefﬁcients is given by

ò å å  å d d a b= - - - ¢ ¢ab
a b
ab
a
aa
mn
m n a b
m a b n
ab
a b
ab
> > ¢ ¢
¢ ¢
⎡
⎣
⎢⎢⎢
⎤
⎦
⎥⎥⎥
⎛
⎝
⎜⎜⎜
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎞
⎠
⎟⎟⎟( ) ( ) ( ) ( ) ( )P c A cc I
h
g N
h
g N
c H c hexp
2 4
d . 20T
2
2
2
2
In equation (20)we use the shorthand notation, c, to represent thematrix of cμ(α)s.A is a normalization
constant, andwe perform the integral over all independent entries of randomHamiltonianmatrix elements,
hα,β. Further, we have used å = åaba b ab aba b ab¹ >[ ] [ ]h hexp exp 2
2 2 , fromwhichwe can see that, for the random
matrix selected from theGaussian orthogonal ensemble (GOE), thewidth of the distribution diagonal elements
is twice that of the off-diagonal elements. Theﬁrst delta-function inP(c) imposes an orthonormalization
constraint whereas the last delta-function restricts the values of the cμ(α) to those of eigenstates of the
Hamiltonian (17); theHermiticity ofH implies that the latter need only run overμ>ν.Workingwith the exact
probability distribution P(c) is obviously very difﬁcult. Studies of quantum chaotic systems [44] indicate,
however, that probability amplitudes behave asGaussian distributed random variables, suggestingwemay treat
the cμ(α)s as belonging to aGaussian distributionwith somewidth depending onμ,α. However, as we saw in
section II above, wemust account for orthogonality in order to obtain a consistent result for off-diagonalmatrix
elements of observables.We thus look for an approximate probability distribution of the cμ(α)ʼs of the form
å  åam a d a aL = - Lma
m
mn
m n a
m n
>
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
⎛
⎝⎜
⎞
⎠⎟( )
( )
( )
( ) ( ) ( )p c
Z
c
c c,
1
exp
2 ,
. 21
p
2
In equation (21)we assume an approximation in terms of independent Gaussian variables, however, we keep the
orthonormality constraint to account for correlations. Toﬁnd the functionsΛ(μ,α) that lead to an optimal
description of the problemwehave tominimize the free energy,
ò= - L L( ) ( )( ) ( )F cp c P cp cd , ln , , 22
wherewe havewritten ò cd as shorthand for an integral over all elements, ò ò a ma m ( )c cd d . The
calculation of the distributionsΛ(μ,α)which fulﬁl this condition is performed (using a differing target
probability distribution p(c,Λ)) in [37].We repeat this calculation in appendix A for clarity.We obtain
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m a w pw m w aL =
G
- + G( ) ( ) ( ), . 230 0 0 2 2
where G = pw
g
N
2
0
, differing by a factor of 2 from [37] (this is corroborated belowwith a numerical calculation).
Also required for the calculation of the correlation function (19) is the partition function of our approximate
probability distribution, which is also obtained in appendix A (equation (A24)):
  åp m a m a n a= L L L
ma mnm n a
-
>
-⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜⎜
⎛
⎝⎜
⎞
⎠⎟
⎞
⎠
⎟⎟⎟( ) ( ( )) ( ) ( ) ( )Z 2 , , , . 24p
N N 22 12
1
2
In equation (24) theﬁrst product is the contribution from the freeGaussian term in p(c,Λ), whereas the second
product is a result of the orthonormality condition.
4. Calculation of correlation functions
Wecan see from equation (24) that theﬁnal formof the partition function describing the full system is a product
of all eigenvector interactions occurring in pairs.We are interested now in the calculation of the correlation
function (19) involving a pair of randomwave-functions, cμ(α) and cν(α). For that we deﬁne the generating
function
ò ò å å
å 
x x am a
a
n a x a x a
d a a a a
= - L + L + +
´
m n m n
a
m n
a
m a m n a n
a
m n
a
m n
⎡
⎣
⎢⎢
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎤
⎦
⎥⎥( )
( )
( )
( )
( )
( ( ) ( ))
( ( ) ( )) ( ) ( ) ( )
G
c c
c c
c c c c
, exp
2 , 2 ,
d d . 25
,
2 2
, ,
Wewill calculate correlation functions by differentiation ofGμ,νwith respect to the auxiliaryﬁelds ξμ,α, ξν,α,
described for allα by x xm n
 
, . This approach involves an implicit approximation, namely, we are assuming that
correlations involving two randomwave-functions can be computed by singling out the contribution of those
wave-functions to the partition function and factoring out the rest. This approximation is well justiﬁed since it
accounts for the effect of the orthonormality betweenμ and ν, whichwill determine the formof the correlation
function.
Equation (25)may be evaluated as a N2 -dimensional Gaussian integral after we express the delta-function in
its Fourier form,
òå åd a a p l a a l=a m n a m n
⎛
⎝⎜
⎞
⎠⎟
⎡
⎣⎢
⎤
⎦⎥( ) ( ) ( ) ( ) ( )c c c c
1
2
exp i d . 26
Wewrite our generating function in the form
ò òx x p l= - +m n m n ⎡⎣⎢ ⎤⎦⎥( ) ( )G x x J x xA, 12 exp 12 d d , 27T T N, 2
where = m n m n ( ( ) ( ) ( ) ( ))x c c c N c N1 , 1 , ..., , is a vectormade up of coefﬁcients of both relevant eigenvectors,A is
a block diagonalmatrix given by
m l
l n
m l
l n
=
L
L
L
L
  
⎡
⎣
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎤
⎦
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
( )
( )
( )
( )
N
N
A
1
, 1
i
i
1
, 1
0
0
1
,
i
i
1
,
,
and x x x x= m n m n

( )J , ,..., ,N N,1 ,1 , , is the generating function for the calculation of the correlation functions.
Equation (27)may then be calculated exactly, as the N2 -dimensional integral over x is now inGaussian form,
and is given by
ò p- + = -     ⎡⎣⎢ ⎤⎦⎥ ⎡⎣⎢ ⎤⎦⎥( )∣ ∣ ( )x x J x x J JA A Aexp 12 d 2 exp 12 . 28T T N
N
T2 1
1
2
where ∣ ∣A is the determinant of the block diagonalmatrixA, given by the product of the determinants of each
2×2 block,
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  m a n a lL L +a a a
⎛
⎝⎜
⎞
⎠⎟∣ ∣ ≔ ∣ ∣ ≔ ( ) ( ) ( )AA
1
, ,
, 292
and
å xn a
x
m a lx x= - L + L -a a
m a n a
m a n a-
  ⎡
⎣
⎢⎢
⎤
⎦
⎥⎥∣ ∣ ( ) ( ) ( )J J AA
1
2
1
2
1
, ,
2i . 30
T 1 ,
2
,
2
, ,
We then have,
ò åx x p xn a
x
m a lx x l= - L + L -m n m n x a a
m a n a
m a n a
-
m n
 

⎡
⎣
⎢⎢
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
⎤
⎦
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1
2
1
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0
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2
,
2
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,
1
2
whichwewrite as
ò x x p m a n a l x x l= L L +m n m n x a ma na -
-
m n
 

⎛
⎝
⎜⎜
⎛
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⎞
⎠⎟
⎞
⎠
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1
, ,
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2
where
x x x m a x n a lx x m a n al m a n a=
L + L - L L
+ L Lm a n a
m a n a m a n a⎡
⎣
⎢⎢
⎤
⎦
⎥⎥( )
( ) ( ) ( ) ( )
( ) ( )
( )g , exp 1
2
, , 2i , ,
1 , ,
. 33, ,
,
2
,
2
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2
Now,we can rewrite the integrand in equation (32) as
  p m a n a l m a n a x xL L + L ¢ L ¢
a a a
ma na-
¢
-

 
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟( ) ( ( ) ( )) ( ( ) ( )) ( ) ( )g2 , , 1 , , , . 34
N 1 212
1
2
Then, as + »( )x xln 1 for small x, in the highN limit we have
 å
å
l m a n a l m a n a
l m a n a
+ L L = - + L L
» - L L
a a
a
- ⎡
⎣⎢
⎤
⎦⎥
⎡
⎣⎢
⎤
⎦⎥
( ( ) ( )) ( ( ) ( ))
( ) ( ) ( )
1 , , exp
1
2
ln 1 , ,
exp
1
2
, , . 35
2 2
2
1
2
Thus, we obtain for the generating function

å ò
x x p m a n a
l m a n a x x l
= L L
´ - L L
m n m n x a
a a
ma na

-
¢
¢ ¢
m n
 

⎛
⎝⎜
⎞
⎠⎟
⎡
⎣⎢
⎤
⎦⎥
⎛
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⎠⎟
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
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exp
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2
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N
,
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The generation function can be checked to yield the correct x =m

0, x =n

0 limit,

åp
m a n a
m b n b=
L L
L Lmn
a
b
-
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟( ) ( )
( ) ( )
( ) ( )
( )G 0, 0 2
, ,
, ,
. 37N
1
2
1
2
Taking the product over all pairs of eigenvectorsμ, ν of the 2-eigenvector partition function of equation (37)we
recover the interacting part of the partition function of the previous section, equation (24).
We can proceed now and simplify the generating function by simplifying equation (33) in the limitΓ/ω0?
1. For this, we ﬁrst notice that, due to theGaussian term in equation (36), the integration variableλ is restricted
to take values such that,
ål m a n aL L
a
( ) ( ) ( ), , 1. 382
Since the term m a n aå L La ( ) ( ), , is of order wG -( )0 1, this implies that l w» G( )0 1 2. On the other hand, in
equation (33), weﬁnd in the denominator the termλ2Λ(μ,α)Λ(ν,α). Since the productΛ(μ,α)Λ(ν,α) takes
values of the order of wG -( )0 2, weﬁnd that
Ol m a n a wL L =
G - ⎛⎝⎜
⎞
⎠⎟( ) ( ) ( ), , 1. 39
2
0
1
Using this approximation and carrying out the integration overλwe arrive at the following form for the
generating function,
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å å
å å
x x x m a x n a
x x x x m a m b n a n bm a n a
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- L L L LL ¢ L ¢
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a
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a
n a
a b
m a m b n a n b
a¢
  ⎡
⎣⎢
⎤
⎦
⎥⎥
( ) ( ) ( )
( ) ( ) ( ) ( )
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( )
G , exp
1
2
,
1
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,
1
2
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, ,
, 40
, ,
2
,
2
,
, , , ,
wherewe have ignored the non-interacting factors, which are irrelevant for the calculation of the correlation
functions. Equation (40) is the basis of a self-consistent description ofmatrix elements in terms of randomwave-
functions.
We apply our result for the correlation function of interest (see equation (18)),
a b a bá ¢ ¢ ñ = ¶ ¶ ¶ ¶m n m n
mn
x x x x mn
x x= =
m a n b m a n b
m a n a
¢ ¢( ) ( ) ( ) ( ) ( )c c c c G
G
1
. 41V
0, 0
, , , ,
, ,
After calculating the derivatives of our simpliﬁed generating function (40)we obtain,
å å
a b a b m a n b d d
m a n a m b n b d d
m n
m a n a m a n a d d
m n
á ¢ ¢ ñ = L L
- L L L LL L -
L L L ¢ L ¢
L L
m n m n aa bb
ab ba ab a b
¢ ¢
¢ ¢ ¢ ¢
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
( )
c c c c
n n n n
, ,
, , , ,
, ,
, , , ,
, ,
. 42
V
n n
In the last equation, the second and third terms in the right-hand side arise solely due to the interactions between
randomwave-functions that are induced by the orthonormality condition.
For an observable that is diagonal in the basis ofH0 we only need to consider the valuesα=β and a b¢ = ¢.
The relevant correlation function is then of the simpler form
åa a b b m a n b d
m b n a m a n b d
m ná ñ = L L -
L L L L +
L Lm n m n ab
ab( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( )
( )c c c c
n n
, ,
, , , , 1
, ,
. 43V
n
Equation (43) is one of themost important results of this work.Note that the ﬁrst term in the rhs of this equation
is the contribution one obtains by ignoring the interaction between randomwave-functions, whereas the second
term arises solely due to those interactions. It is thus necessary to understandwhether the corrections induced by
interactions are relevant or, on the contrary, can be neglected to leading order (as assumed inmany previous
works). For this weﬁrst notice that
m a wL » G»m a( )∣ ( ), , 44E E
0
where the ratioω0/Γ= 1, since it corresponds to the inverse number of states in the energywindowdeﬁned by
Γ.Weﬁnd the following scaling
Om a n a wL L  G⎜ ⎟
⎛
⎝
⎞
⎠( ) ( ) ( ), , , 45
0
2
O
m b n a m a n b
m n
wL L L L
å L L  G
⎜ ⎟⎛⎝
⎞
⎠
( ) ( ) ( ) ( )
( ) ( )
( )
n n
, , , ,
, ,
. 46
n
0
3
Wecould feel tempted to simply ignore the correlation term in equation (43), since it is of higher order in the
small parameterω0/Γ. Neglecting the correlation term is a valid approximation in the caseα=β, since weﬁnd
that the leading term contribution is given by equation (45). On the contrary, for non-diagonal terms (a b¹ ),
the lowest order contribution is given by equation (46) and it is of orderO wG( )30 . However, there are of order
Γ/ω0more non-diagonal than diagonal termsWhenever we use the correlation function equation (43) to
calculate the expectation value of an observable, wewill need to sumover indicesα,β. Thuswe expect that the
contribution ofO w
G( )
0
non-diagonal terms each contributing an amount of orderO wG( )30 will yieldﬁnally a
contribution or orderO wG( )20 , which is thus comparable to the contribution from the diagonal termsWe
conclude that both terms in the rhs of equation (43) are equally relevant.
The reasoning above also explains discrepancies that onemayﬁndwhen, for example, verifying the
orthonormality sum rule with equation (43). Explicitly, orthnormality implies that,
å a a b b m a dá ñ = L
n
m n m n a b( ) ( ) ( ) ( ) ( ) ( )c c c c , . 47,
However, equation (43) yields,
Oå a a b b m a d wá ñ = L + Gn m n m n a b ⎜ ⎟
⎛
⎝
⎞
⎠( ) ( ) ( ) ( ) ( ) ( )c c c c , . 48V ,
0
2
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The correction of orderO wG( )20 can be ignored, since the leading contribution to the diagonal term isΓ(μ,α),
which is of orderO wG( )0 . The attentive readermay ﬁnd a contradiction in neglecting terms that are one order
lower inω0/Γ in equation (48), while keeping the second term in the rhs of equation (43). However, we recall
that in the latter case, we have to sumover a large number of low-order non-diagonal corrections, and thus both
equations (45) and (46)may lead to contributions of the same orderwhen calculatingmatrix elements of
observables.
We also stress here thatwhilst the derivation of the Lorentzian formofΛ(μ,α) is perturbative, and thus only
accurate for small couplings, our result of equation (42) ismore general and relies only on the condition that the
wave-function is spread overmany non-interacting states. For example, a systemwith aGaussian formΛ(μ,α)
could be described by the approximate distribution (21), and yet lead to the same form for the randomwave-
function correlations.
5. Calculation of off-diagonalmatrix elements
Wecannowuse the functional form for a b a bá ¢ ¢ ñm n m n( ) ( ) ( ) ( )c c c c V developed in the previous section to
calculate a generic form for mn∣ ∣O 2.We have
å a b a b= ¢ ¢mn m n
aba b
m n m n ab a b¹
¢ ¢
¢ ¢∣ ∣ ( ) ( ) ( ) ( ) ( )O c c c c O O . 492
Now, assuming self-averaging, we can replace a b a b a b a b¢ ¢  á ¢ ¢ ñm n m n m n m n( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )c c c c c c c c V . Then,
using our expression for the correlation function, equation (42)we canwrite
å å
å
m a n b d d m a n a m b n b d dm n
m a n a m a n a d d
m n
= L L - L L L LL L
- L L L ¢ L ¢L L
mn m n
aba b
aa bb
ab ba
ab a b
ab a b
¹
¢ ¢
¢ ¢
¢ ¢
¢ ¢
¢ ¢
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
∣ ∣ ( ) ( ) ( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
( )
O
n n
n n
O O
, ,
, , , ,
, ,
, , , ,
, ,
. 50
n
n
2
If we oncemore brieﬂy focus on those observables that are diagonal in theH0 eigenbasis, this becomes
å å åå
å
å
m a n a
m a n a m b n b
m n
m a n a
m n
= L L -
L L L L
L L
- L LL L
mn m n
a
aa
a aa b bb
a aa
¹∣ ∣ ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
( ) ( )
( ) ( )
( )
O O
O O
n n
O
n n
, ,
, , , ,
, ,
, ,
, ,
. 51
n
n
2 2
2 2 2
Again, we ﬁnd that a non-negligible contribution arises from the randomwave-function correlations. To further
approximate this expressionwe deﬁne the average
å m aLaa m
a
aa[ ] ≔ ( ) ( )O O, , 52
where m m n+≔ ( ) 2, which onemay observe is essentially amicrocanonical average centred on the energy
mE . A further self-averaging approximation allows thismicrocanonical average to be removed from the
summation.
å ååm a n a
m a n a
m n= - L L -
L L
L Lmn m n aa m aa m a aa m
a¹∣ ∣ ([ ] [ ] ) ( ) ( ) [ ]
( ) ( )
( ) ( )
( )O O O O
n n
, ,
, ,
, ,
. 53
n
2 2 2 2
2 2
Equation (53) is one of themost important results of this work.Note that the result is now free from the
pathology thatwe foundwhen approximatingmany-bodywave-functions by independent randomnumbers in
equation (11). Our ﬁnal expression has a similar form, however correlations induce a second term that appears
as a result of the orthonormality condition. Finally we note that the overall dependence of m n∣ ∣O , 2 on the energies
Eμ,Eν agrees with the ETHansatz for off-diagonalmatrix elements in equation (9).
We then take the continuum limit, substituting òå a waEd 0 , and thereby obtain
ò
ò ò
w m a n a
w m a n a w m n
= - L L
- L L L L
mn m n aa m aa m
a
aa m
a
¹
-⎛
⎝⎜
⎞
⎠⎟
∣ ∣ ([ ] [ ] ) ( ) ( )
[ ] ( ) ( ) ( ) ( ) ( )
O O O
E
O
E E
n n
d
, ,
d
, ,
d
, , . 54n
2 2 2
0
2
0
2 2
0
1
Whilst the second term in equation (54) is analytically obtainable, wemay observe that this term is wµ 02, and
thuswithin our approximation is correctly ignored.We then see, as the convolution of two Lorentzian functions
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ofwidthsΓ1 andΓ2 is simply a Lorentzian of widthΓ1+Γ2, that the functional form for a diagonal observable is
w p= D G- + Gmn m n aa m m n¹∣ ∣ [ ] ( ) ( ) ( )O O E E
2
2
, 552 2 0
2 2
where D -aa m aa m aa m[ ] ≔ [ ] [ ]O O O2 2 2 .We see here that, toﬁrst order inω0, the off diagonal elements of a generic
observable that is diagonal inH0 are described by a Lorentzian of width 2Γ. Formore general observables one
simply uses the known structure in the non-interacting basis, as wewill see below. This result corroborates the
relation between the variances of diagonal and off-diagonal elements obtained in [9], and observed numerically
in [38, 45], showing that they differ by a factor of two.One can see that thewidth of the distribution of diagonal
elements is the same as that of thewave-function,Γ, from equation (6).
Returning to our original argument indicating the failure of the randomwave-function ansatz, wemay
double check the consistency of the above RMTapproach by repeating the calculation ofån mn m n¹∣ ∣O 2 using
equation (55). This is obtained by replacing ò wå n m n¹ Ed 0 (the correction due to theμ=ν term is wµ 02
and thus ignored)
ò òw w w p= D G- + G
= D
n mn m n
n
aa m m n
aa m
¹∣ ∣ [ ] ( ) ( )
[ ] ( )
E
O
E
O
E E
O
d d 2
2
, 56
0
2
0
2 0
2 2
2
as expected. Thus the RMTapproach, including correlations due to orthogonality, leads to a correct
normalization of thematrix elements of observables.
We note here that the result from the RMTapproach tells usmore about the source of this scaling thanwe
obtained fromour previous discussion. Equation (16) tells us that the sumover all off diagonal eigenstates
contributes this scaling factor, but gives us no information about the contribution of any individual eigenstate.
We can see from the RMT result of equation (55) that the scaling by D aa m[ ]O2 occurs on the level of each
individual eigenstate, and not simply on average.
6. Comparison to numerical randommatrixmodel
To check the results abovewe ﬁrst compare them to a numerical randommatrixmodel by diagonalizing
equation (17) and calculating the off-diagonal distribution for thematrix elements of example observables.We
choose our observables,Oodd andOsym, to be deﬁned such that in the non-interacting basis f ña{∣ }all off-
diagonal elements are zero, and the diagonal elements are given by
a
a=
=
=aa
⎧⎨⎩( ) ( )O
1, if odd
0, if even,
57odd
and
a
a=
=
- =aa
⎧⎨⎩( ) ( )O
1, if odd
1, if even.
58sym
These observables are chosen as they have similar structure to realistic spin-observables, as well as having
different D aa m[ ]O2 values such that the scalingmay be adequately demonstrated. For simplicity we choose
diagonal examples here, though the RMTmethod developed above can easily account for non-diagonal
observables, as wewill see below for a spin-chain system. To obtain the observable distributionswe ﬁnd the
average distribution overmany realizations of theHamiltonian, equation (17), which is essentially the
mathematical procedure toﬁnd the probability distribution in equation (20). Examples of the overlap of the
RMTprediction are shown inﬁgure 1.Herewe see a very good agreement between the analytic predictions of
equation (23) (ﬁgure 1(a)) and equation (55) (ﬁgures 1(b), (c)) and the exact numerical results.
As shown inﬁgure 1, the scaling of each observableOodd andOsym are different, andwe can see here that the
analytic prediction of an observable dependent rescaling is true to the numerics.We note that for couplings of
⪆g 0.2 our analytic treatment is no longer a good approximation. This corresponds to the bulk eigenstates
having signiﬁcant value at the edges of the spectrum, and thus our assumptionsmade obtaining a functional
form forΛ(μ,α) (appendix A) are not good for such coupling strengths.
Beforemaking comparison to realistic systems, we comment here on an essential ingredient to the
derivation of our analytic results: the self-averaging procedure. This property of randommatrices is commonly
assumed [9, 46], andwhilst not rigorously proven, has been an invaluable tool in the descriptive power of
RMT—indeed, RMThas seenmuch success in describing interacting spin systems [12], and atomic and nuclear
physics [47, 48]. Further, the analysis of randommatrices based on the above assumptions alreadymakes up
much of the basis of our understanding of the ETH [9], which has seen repeated numerical veriﬁcations in
10
New J. Phys. 20 (2018) 103003 CNation andDPorras
non-integrablemodels. One canwrite the essential assumption as, for example
å a b a b= á ñ = á ¢ ¢ ñmn mn
aba b
m n m n ab a b
¢ ¢
¢ ¢∣ ∣ ∣ ∣ ( ) ( ) ( ) ( ) ( )O O c c c c O O , 59V V2 2
such that the observablematrix elements are taken to be equal to their ensemble average. Note thatOαβ are not
averaged quantities, as they do not depend on the randomperturbation. Ourwork is by nomeans a rigorous
proof of this property, however the success of the analytic results when compared to the exact numericsmay be
seen as further evidence of the self-averaging property of randommatrices.
7. Comparison to exact diagonalization of spin-chain
Wenowperform a comparison of the theory from randommatrices outlined above to amore physical system.
We choose a 1D spin chain, with aHamiltonian of the form
= + + ( )H H H H . 60S B SB
We reiterate here that the Lorentzian functional form for thewave-function distributionΛ(μ,α) is obtained in
the perturbative regime (see appendix A), and thuswe only expect good agreement with our RMT result when
the interactionHamiltonianHSB is small. However, the theory developed above for correlation functions, and
thus the application to observable distributions, ismore general. Previous numerical studies have shown that in
the high coupling limit one observes aGaussianwave-function distribution [38–42], and thus for high coupling
strengthswe do not expect a good overlapwith the developed RMT results, however the basic phenomenology
should remain unchanged.
For ourmodel, the systemHamiltonianHS is simply given by a spin in perpendicular ﬁelds,Bx andBz,
s s= + ( )( ) ( ) ( ) ( )H B B , 61S zS zN xS xNS S
whereNS labels the position of the system in the chain, between 1 andN. The bathHamiltonian is a spin-chain
with nearest-neighbour Ising interactions in bothBz andBxﬁelds,
å ås s s s s s s s= + + + +
¹ ¹ -
+ + -+ - ++( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )H B B J . 62B
n N
z
B
z
n
x
B
x
n
n N N
B z
n
z
n n n n n
, 1
1 1 1
S S S
The interaction part of theHamiltonianHSB is given by
s s s s s s= + ++ -  - +  ( ) ( )( ) ( ) ( ) ( ) ( ) ( )H J J . 63SB I N N N N z zN zN1 1 1S S S S S S
Thuswe haveH0=HS+HB, andHI=HSB. For the analysis belowwe compare various limits of this system, to
showwhere our assumptionsmade above do and do not hold. Each limit is non-integrable, and expected to
thermalize.
We focus here on two cases: a homogeneous chain, and the case of aweakly coupled impurity. It is the latter
for whichwe expect the RMTdescription towork best, as it is here that the assumption that the density of states
does not change over the couplingwidth is valid. It is this assumption that allows us to treat the interaction
Hamiltonian as a full randommatrix in equation (17). Should the density of states signiﬁcantly change over the
relevant couplingwidth, then a randommatrix with some bandwidthwould be required.
Initially, for the impurity case, we set = = = =( ) ( ) ( )J B B B 1B zS zB xB , = =( )J B 0z xS , and vary JI. The second
limit we study is when =( )B 1xS and Jz= JI, with the chain thus being truly homogeneouswhen Jz=JI=1.We
Figure 1.Numerical comparison to analytic results forN=1000, g=0.05, average of 500 realizations ofH. (a) Shows the eigenstate
μ=500, analytic result given by (23) (b), (c) show the off-diagonal distributions (μ=ν points are excluded) forOodd andOsym,
respectively, analytic result given by equation (55).
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calculate the off-diagonalmatrix elements of systemobservables for varying system sizes fromN=8 toN=13.
We set the systemposition to beNS=5 throughout.
To test the RMTprediction for the observable andwave-function distributions we calculate these
distributions directly using exact diagonalization and perform aﬁt to the distribution toﬁnd the observedwidth
ΓFit. This is then compared to the expectedwidth from a randommatrix framework,ΓRM,whichwe discuss
below. To perform theﬁt weﬁrst smooth the ED result by applying a Lorentzianmask over each point such that,
for smoothed eigenstates we have
å a d= -m a
a
m e a( ) ∣ ( )∣ ( ) ( )F E c E E , 642
where d p e- = - +e a n-( ) [( ) ]E E E E1 2 . This function is related to the strength function introduced in
quantum chaos theory [12]. Similarly, for an observableO
å d= -m n
n
mn e n( ) ∣ ∣ ( ) ( )S E E O E E, . 65O 2
Weperform a three variable (central energy, peakwidthΓ, and peak height)ﬁt to a Lorentzian toﬁnd theΓFit.
The values forΓFit can then be compared toΓ=Γ(W0) found from the interactionHamiltonian using the
method outlined below.
7.1. Computation of RMTwidth
For comparison of our RMTdescription to the ED calculation, wemust be able to calculate an estimate forΓ
from the randommatrix perspective. This can be obtained from theHamiltonian, as for the randommatrix we
have p wG = g NRM 2 0, and g N , whichmay be found by the average value of the random interaction
Hamiltonian. Relating this to a physical systemmust be donewith some care, however, as the average value
should not be taken over the entireHamiltonian, but over some energy widthW, as discussed below.We can
writeΓRM, for a randommatrix, as
pG = { } ( ) ( )
†H H
N
D E
Tr
, 66I IRM 2
whereD(E)=1/ω0 is the density of states. In this formwe can seemore easily the relation to a realHamiltonian.
Howeverwemust treat the above expression carefully, as the association  { }†g N H H NTr I I2 2must be
madewith proper consideration of the physical relationship between the interactionHamiltonian and a random
matrix. To reiterate, the physical grounds for using a random interactionHamiltonian here rely on the fact that
for generic non-integrable systems the interactionHamiltonian, when expressed in the basis of eigenstates of the
non-interactingHamiltonian, resembles a banded randommatrix with somewidthWBW.We can use a full
randommatrix for the low coupling limit as the density of states, which dictates the bandwidth, does not change
much over thewidth of the coupling energyΓ. Thus, there are two caveats to be considered in implementing
equation (66):HImust be expressed in the basis ofH0, and the tracemust be taken over aﬁnite width
W0<WBW.We thus deﬁne the trace over an energywidthW, { }TrW , as the trace over all states f ña{∣ }
satisfying  -a b∣ ∣W E E . This gives usΓ as a function of the energy widthW
*
pG =( ) { } ( ) ( )
†
W
H H
N
D E
Tr
, 67W I I
2
where *N 2 is the number of elements included in { }TrW .
The question is, then, which is the physically relevant value, G( )W0 , of the possible values ofΓ(W)?We know
thatΓmust satisfyΓ(W0)=WBW, as otherwise our assumption that the density of states does not change over
thewidthΓ is invalid. Furthermorewemust haveΓ(W0)=W0 such that all states within the coupling energy
Γ≔Γ(W0) are counted. Thuswe have the conditionΓ(W0)=W0=WBW.We should expect to see a plateau in
the functionΓ(W), giving thewidth over which the interactionHamiltonian is effectively described by a random
matrix. AsW growswe should then expect to seeΓ(W) decay forW>WBW, as the long range interaction terms
vanish. It is the value ofΓ(W) on the plateau that is the physically relevant point, as assuming the interaction
strength is weak enough, the structure of long-range interactions should notmatter.
We can see fromﬁgure 2 that this description is a good approximation for the spin chain, however the
estimation ofΓ from thismethod is a likely source of error for the system sizes available, as the plateau region is not
exactlyﬂat as onewould expect froma true randommatrix. For larger sizes, one expects the initial structure of the
Hamiltonian to bemore ‘washedout’ by the change to thenon-interacting basis.Wecan also see fromﬁgure 2 that
as the interaction strength JI increases the lineΓ(W)=Wwill extend further into the plateau region, as the average
value of the interactionHamiltonian elements in this region increases. The randommatrix approximation
becomes invalid in the limitwhere the lineΓ(W)=W extendspast the plateau region, as it is in this case that the
density of states begins to change signiﬁcantly over thewidthΓ (hence the conditionΓ(W0)=W0).
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7.2. Impurity
Webegin by analysing the simple case where = =( )J B 0z xS . Here the systemqubit behaves differently to the
bath, and thus can be thought of as an impurity. The natural observables in this case are the Pauli operators the
s( )zNS and s( )xNS . It is straightforward to obtain the expected distribution for s( )zNS fromRMTby directly applying
equation (55), obtaining
s w p= G- + Gmn m n m n¹∣( ) ∣ ( ) ( ) ( )
( )
E E
2
2
. 68z
N 2 0
2
S
For the case of the s( )xNS observable wemust instead use informationwe have about the structure of the
observable in the non-interacting basis to obtain a functional form for the observable distribution from the RMT
formalism above. The useful observation here is that for s( )xNS
s = = ab b a
⎧⎨⎩( ) ( )
( )
( )E E B1, if 2
0, Otherwise.
69x
N z
S
S
Thus, using equation (50), andwritingΛ(μ,α)→Λ(Eμ,Eα) for clarity, weﬁnd
Oòs w w
w p w p
= L L + + L - +
= G- + + G +
G
- - + G
mn m n
a m a n a n a
m n m n
¹∣( ) ∣ ( )[ ( ) ( )] ( )
( ) ( ) ( ) ( )
( )
( ) ( ) ( )
( ) ( )
E
E E E E B E E B
E E B E E B
1
2
d
, , 2 , 2
2 2 2 2
, 70
x
N
z
S
z
S
z
S
z
S
2
0
0
2
0
2
0
2
S
where the factor of 1
2
is necessary for correct normalization.We can thus see that for the s( )xNS observable we
expect two peaks in the distribution of off-diagonalmatrix elements, each of widthΓ, separated by awidth ( )B4 z
S .
Shown inﬁgure 3 is a comparison between the EDnumerical calculation and the RMTprediction.We
compare the value forΓFit obtained from theﬁt to the smoothed distribution and the value found forΓ(W0) to
obtain a relative error, shown inﬁgure 4, whichwe observe to decrease on averagewith system size for varying
interaction strengths JI.Whilst the range in relative error here is high, this is largely due to the difﬁculty in
estimatingΓ for the available system sizes, and the ﬁt to a Lorentzian distribution is very good. Furthermore, one
would expect a high error for such short spin-chains, as the RMT result is valid in the thermodynamic limit, and
requires thewave-function to be spread out overmany states.
7.3.Homogeneous chain
The inclusion of aﬁnite ( )Bx
S adds a level of complexity to the problem, as neither relevant observable s( )zNS or
s( )xNS is diagonal in the non-interacting basis. A similar approach to that shown in above for s( )xNS allows us to
calculate a distribution for s∣ ∣( )zN 2S , which for =( )B 1xS onewould expect to bemade up instead of three
Lorentzian peaks at = m n nE E E, 2 2 , with the central peak of twice the height.
We can see inﬁgure 5(a) that we obtain a good agreement for theweak coupling case. Aswe approach the
fully homogeneous case inﬁgure 5(b), however, we observe the RMTprediction no longer holds.We can see
fromﬁgure 6 that theΓ(W)=W line extends to the end of the plateau region, and thus the requirements for
assuming a full randommatrix perturbation are not fulﬁlled—the change in density of states also contributes to
the distribution of thewave-functions. Thus in this limit we no longer expect thewave-function distribution to
be a Lorentzian, nor dowe expect themethod outlined above to be a good indication of the distributionwidth.
Figure 2. (a)Plot ofΓ(W) (equation (67)) for varying values ofW (black dots). ApproximateΓ=Γ(W0) shown by red dashed line.We
see that the plateau region indeed extendswell past theΓ(W)=W line (blue solid line). (b) Shows all entries to the interaction
HamiltonianHI above 10
−6. ThewidthW0, whereΓ=Γ(W0) is shown in red.We can see that this does not extend past the coupling
band. Shown for the impurity case, = =( )J B 0z xS , withN=12, JI=0.4.
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Furthermore we note that the for high couplings there are also added technical challenges for the systems
available to our study, as the interactionHamiltonian structure is not sufﬁciently randomized by the
transformation to the non-interacting basis.We note thatmost of this structure occurs at the edges of the
spectrum, and thus one can simply take the trace over the central half of the energies, as indicated inﬁgure 6(b).
This is justiﬁed for the bulk states we are analysing.
8. Finite size scaling of long timeﬂuctuations
Off-diagonal elements of observables dominate the behaviour of their long-time ﬂuctuations [24, 43, 49].
Indeed, the inﬁnite time (diagonal ensemble)ﬂuctuations of an observable are given by
åd a a¥ = mn
m n
m n mn
¹
( ) ∣ ( )∣ ∣ ( )∣ ∣ ∣ ( )c c O . 71O2 2 2 2
Using the RMT result above, wemay evaluate equation (71) by the previous prescription of converting the sums
to integrals, and integrating using the functional forms for am∣ ( )∣c 2 and mn m n¹∣ ∣O 2 derived above.We obtain
Od wp w¥ = G D +aa m( ) [ ] ( ) ( )O4 , 72O
2 0 2
0
2
where the w( )O 02 term is due to the subtraction of theμ=ν part. A further parameter that is of interest [35] to
theﬁnite size scaling of closed quantum systems is the IPR, deﬁned as f añ = åa m m(∣ ) ∣ ( )∣cIPR 4. This can also be
obtained in a similarmanner using theRMT result
Figure 3. Smoothed ED calculation (blue) of the central eigenstate (a), and off-diagonal elements of s∣ ∣z 2 (b) and s∣ ∣x 2 (c). Fit to a
equations (23), (68), and (70), respectively, (red) andRMTprediction (yellow) usingΓ=Γ(W0) (equation (67)) also shown for each.
Raw data for each shown in insets. Each plot shown forN=13,NS=5, JI=0.5, and for an energy Eμ in the centre of the spectrum.
Figure 4.Comparison of ﬁttedΓFit values withΓ=Γ(W0) (equation (67)). Relative error of each distributionwidth given by
(ΓFit−Γ(W0))/Γ(W0). Comparisons shown for the central eigenstate (μ=2
N−1) for theﬁt to smoothed eigenstate distribution (a)
and the s( )zNS observable (b).
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f wpñ = Ga(∣ ) ( )IPR
3
2
, 730
where the factor of 3 in the denominator comes from the ratio of the second and fourth ordermoments of
Gaussian variables. From thesewe obtain
d f¥ = D ñaa m a( ) [ ] (∣ ) ( )O16 IPR . 74O
2 2
Wecan see from ﬁgure 7 that the proportionality is indeed correct, which has previously been shown to be a
consequence of the ETH in [35]. Similar results have also been previously observed in [2, 4, 5], which obtain
bounds on the late time ﬂuctuations in terms if the IPR.Ourwork implies that in those systemswhich can be
well described by a randommatrix ansatz, the IPRdetermines not only an upper bound, but also the scale of the
time-ﬂuctuations. Similar dependencies have also been observed numerically in [50]. One also observes in
ﬁgure 7 that the numerical prefactor, expected to be 1/6 for small couplings, as D =aa m[ ]O 12 for the s( )zNS
observable here, seems to depend on the coupling strength.Motivated by previous numerical studies [38–42,
51], observing wave-functions of non-integrable systems to beGaussian for large coupling strengths, onemay
repeat a similar calculation to that leading to equation (74), howeverwithΛ(μ,α) replaced by aGaussian.We
then obtain a prefactor of -( )3 2 1.We deﬁne
Figure 5. Smoothed ED calculation (blue) (raw data shown in insets) andRMTdistribution (red) of smoothed s( )zNS observable
(analogous to equation (70)) for couplings JI=Jz=0.3 (a) and the fully homogeneous case (b) JI=Jz=1. Each hasN=13,
=( )B 1xS , andEμ in the centre of the spectrum.
Figure 6. (a)Plot ofΓ(W) (equation (67)) for varying values ofW (black dots), found using central half of theHamiltonian energies
only.We see that theΓ(W)=W line (blue solid line)now extendsmuch further, and thus the change inΓ(W) value over this width
alters thewave-function lineshape. (b) shows all entries to the interactionHamiltonianHI above 10
−6. Elements used inΓ(W)
calculation outlined by red dashed line, as elements outside this line retain structure due to ﬁnite size. Shown forN=12, =( )B 1xS ,
JI=Jz=1.
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d f= D ¥ ña aa m a
- -[ ] ( ) (∣ ) ( )r O IPR 75O2
1 2 1
in order tomore closely analyse the dependence of the numerical prefactor as the coupling strengths are altered.
For the case ofﬁgures 8 and 9we show the change in á ña ar , that is rα averaged overmany bulkα values, for the
impurity and homogeneous cases, respectively. Here we have D =aa m[ ]O 12 , and thus á ña ar gives the value of the
prefactor directly.We indeed observe a growth of this prefactor to~ -( )3 2 1, the value expected by applying a
Gaussian distributedwave-function to theRMTapproach above in both the impurity and homogeneous cases.
We note that for low couplings the fact that á ña ar does not tend exactly to the expected value fromRMT is not
surprising, as this is wherewe aremost limited by theHilbert space sizes available to our study, and thus there is a
high associated error in this limit. Similar phenomena are observed for a numerical randommatrixmodel,
where the high coupling limit is obtained by the replacementΛ(μ,α)=Λ=1/N, the scaling ofﬂuctuations for
this case is analysed in appendix B.
9.Discussion
Wehave analytically studied a randommatrixHamiltonian, equation (17), made up of a linear ensemble of
states with random interactions, and expanded on previouswork [16, 37] toﬁnd a functional form for generic
observables, as well as clarifyingmany of the approximationsmade to obtain thewave-function distribution
(appendix A). The formobtained formatrix elements of observables is in agreement with the ETH.We also
predict that there is a linear relation between the time-ﬂuctuations of an observable and the IPR. This relation
may be relevant to detect quantum ergodicity bymeasuring the time-ﬂuctuations in an experiment, if we
Figure 7. d ¥s ( )2z versus f ña(∣ )IPR for the central half of the spectrumofα values for the impurity case = =( )B J 0xS z . (a) Shows
JI=0.2 (b) shows JI=1. Analytic result fromRMT, equation (74) shown by red dashed line. Dash-dotted burgundy line shows
prefactor obtained ifΛ(μ,α) is replaced by aGaussian.
Figure 8.Plot of á ña ar (equation (75)) as coupling JI is increased for impurity case = =( )B J 0xS z . Average á ña taken over central 201
elements.
16
New J. Phys. 20 (2018) 103003 CNation andDPorras
understand quantum ergodicity as the participation ofmanyHamiltonian eigenstates in the initial state, which is
implied by small IPR values. Thus,measuring an exponential decrease of the time-ﬂuctuationswith system size
would yield evidence that the IPR itself is exponentially decreasingwith system size, which could be used as a
smoking gun of quantum ergodicity.
We have assumed that an approximate description of the quantumdynamics of a subsystem in amany-body
system can be achieved by an interaction term given by a structureless randomGaussianmatrix. This
approximation implies that the typical energy bandwidth of the coupling term,WBW, is considered inﬁnite
compared to the coupling strength,WBW?Γα. Our results are thus immediately applicable to the stuation of an
impurity weakly coupled to amany-body bath, since in this caseΓα depends on a different interaction strength
(JI in the spin chain example above) than the energy bandwidth,WBW, and thusΓα can bemade arbitrarily small.
Our numerical calculations conﬁrm that in this weak coupling limitmany-bodywave-functions arewell
approximated by Lorentzian-shaped randomwave-functions.
Theweak coupling approximationmay fail if, for example, we consider a subsystem in a homogeneous
systemwhere the coupling strength is not necessarily small compared to the bandwidth of the coupling term.
Actually, in a homogeneous systemwe expect thatWBW≈Γα since both energy scales are governed by the same
interactions. For example, in the spin chain considered in the last section, bothWBW andΓα are determined by
the spin–spin interactions in the bulk JB. In this case, we have observed numerically that the randomwave-
functions envelope is not necessarily a Lorentzian, but rather aGaussian function.However, a valid random
wave-function relying in the approximate distribution (21) is still possible by considering thatΛ(μ,α) are now
normalizedGaussian functions.Most of the discussion in the subsequent sections remains intact, including
expression (53) for the non-diagonalmatrix elements of an observables. The only effect from the strong
coupling condition is a different line-shape of envelope functions deﬁned in equations (64), (65), and a different
prefactor in the scaling of the time-ﬂuctuations as a function of the IPR, as shown in our numerical calculations
(see ﬁgures 8 and 9).
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AppendixA. Variational calculation of rmtwave-function distribution
Toﬁnd the distribution of eigenstates for the randommatrix systemwemust obtain a functional formofΛ(μ,α)
byminimizing equation (22). Note that the integral in equation (22) is taken over all elements of {cμ(α)}, i.e
ò ò a ma m ( )c cd d . The original probability distribution for the randomwave-functions is given by
equation (20), whichmay be re expressed bywriting the second delta-function in Fourier form
Figure 9.Plot of á ña ar (equation (75)) as coupling JI is increased for homogeneous case = =( )B J J1,xS z I . Average á ña taken over
central 201 elements.
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wherewe have expressed the independent widths of the off-diagonal and diagonal element distributions as g1
and g2, respectively. This further differs from that used in [37] by appropriate symmetrization of the random
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TheGaussian integrals over hαβmay then be performed, giving
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wherewe have absorbed any constant prefactors into the new constant ¢A . Now, the above equationmay be
transformed into aGaussian integral by noting the following expansion of theﬁrst term in the exponent,
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Where in the last stepwe have used that l l=mn nm. Now,we have, assuming = =g g g2 22 1 , such that the
randommatrix perturbation is selected from theGOE,
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Carrying out the secondGaussian integral overλμνwe have,
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Wenote here that this leaves uswith the same integral as would be obtained if we had enforced orthogonality of
only two eigenvectors at a time, as in [37], up to a factor of two.Now,we observe
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wherewe have absorbed the constant terms into a new constant 1/ZP, andwritten explicitly the full formof the
delta-function d -( )cc IT . One can see byGibbs’ inequality, L L( )
( )
( )p c, ln 0
P c
p c,
, that we can obtain the best
possible approximation p(c,Λ) by obtaining the functional formofΛ that fulﬁls
¶
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F
0, A10
aswell as any constraints onΛwemay require. This is the problem solved in [37], though using a different target
distribution p(c,Λ). The free energy integral of equation (22) can be split into two parts, whichwe heuristically
label the ‘energy’,E, and ‘entropy’, S, with F=E−S, we have
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Note that the orthogonality condition delta-functions inP(c) and p(c,Λ) cancel in equation (22) to obtain the
above expressions for S andE. To calculate the Free Energywe need to evaluate the partition functionZp, which
is given by
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,
wherewe havewritten the delta-function as a Fourier integral. The conditionμ>ν is required such that
pairwise interactions are not doubly counted. From the second equality onemay recognize that this integralmay
be seen as an average over aGaussian distribution of cμ(α)s, thuswewrite
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Expanding the exponent, wemaywrite
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where a aåmn a m n≔ ( ) ( )O c c . From this we can see each term in the power series of equation (A17) scales as the
average of increasing powers of the operatorO, summed over the eigenstates. As oddmoments ofO are
identically zerowe are immediately left with only even terms Furthermore, as the average is takenwith a
Gaussian distribution of cμ(α)s, the only non-zero terms in the average occurwhen labels are equal in pairs. For
example, for theﬁrst non-zero term (n= 2)we have
å åa a a a a aá ñ = ¢ ¢ »mn m n
aa
m n m n
a
m n¢ ¢
¢
¢ ¢( ) ( ) ( ) ( ) ( ) ( ) ( )O O c c c c c c , A18G
G G
2 2
so
å å å å å
å å
l l l l a a a a
l a a
á ñ = ¢ ¢
=
m n
m n
mn
m n
mn m n mn m n
m n
m n
mn
m n
mn m n
aa
m n m n
mn
m n
mn
a
m n
¢ ¢
¢> ¢ >
¢ ¢ ¢ ¢
¢ ¢
¢> ¢ >
¢ ¢
¢
¢ ¢
>
( ) ( ) ( ) ( )
( ) ( ) ( )
O O c c c c
c c . A19
G
G
G
2 2 2
We then obtain
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To calculate the full average in equation (A17), we need to calculate the average of all the even powers,
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In the limit of large participation ratios,Γ/ω0? 1, the dominant contribution comes from contractions between
pairs, m nO ,i i and m nO ,j j, such that,
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where the factor - -( )!! ≔ · · ( )n n2 1 1 3 5 2 1 , arises after the counting of all possible combinations of
pairs. In this approximationwe are neglecting those termswhere indices are not contracted by pairs, however,
those terms have at least one less summation over one of the indicesαj, and thus they are supressed by a factor
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wG -( )0 1.Wemay thus re-express the average in (A14) as
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Now, the entropy, equation (A12)may be easily evaluated to obtain (noting oncemore that the integral is
understood by ò ò a ma m ( )c cd d )
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Using the partition function found in equation (A24), and ignoring any constant terms, which do not contribute
to theﬁnal formofΛ(μ,α), wewrite,
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Now,we can see that the ﬁrst term is also constant, as the sumoverα cancels that over a¢, thus this termdoes not
contribute, andwe obtain
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Wenote that in [37] theﬁrst term is here labelled entropy, and the second term is labelled a repulsion energy.
Theﬁnal calculation required for evaluation of the free energy is the energy part, equation (A11). AsZP does not
depend onΛ(μ,α), we can ignore this part (aswe require F only for it is derivative with respect toΛ(μ,α)).We
can also rewrite the delta-function factor as UUd a a å -  å å -m a m m a m¥( ( ) ) [ ( ( ) ) ]c c1 lim exp 12 2 2 , and
thuswe are left with
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Wecan see that theﬁrst termhere ensures normalization of the cμ(α)s, and is zero provided this condition is
met. The second term, similarly to the partition function,may be re-expressed as theGaussian average
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Now, aswith the partition function this cannot be calculated exactly, butwe can use the fact that the average is
taken over aGaussian distribution of cμ(α)s toﬁnd the dominant part. This ismost clearly seen bywriting the
average in the form
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The key observation here is that as the only non-zero terms in equation (A31) are thosewith even powers of cμ(α)
any terms that have correlations between the ‘bias’ factor a= å åm a a m( ( ))H f cb Ng4 2 22 from theHamiltonian and
the orthogonality factor are either excluded by the fact that m n¹ or reduced by the need for a a a= ¢ , . Thus
the dominant cause of correlations, leading to non-zero terms in the average, are from correlationswithin each
factor, and not between. This leads to the approximation, which is equivalent to thatmade in the partition
function evaluation above,
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Explicitly, we have
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We see that the contributions of the averages aá ñm ( )c G2 and aá ñm ( )c G4 may be ignored, as they are proportional to
m aL( ), 3 2 andΛ(μ,α)5/2, respectively, and are thus small.Wemay therefore approximate this as
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where the last step is valid provided that the functionΛ(μ,α) is sufﬁciently smooth.We are now able towrite the
full functional formof the free energy from F=E−S,
å å å å åm a m a n a m a= - L + L L - L
m a
a
mn a ma
⎛
⎝⎜
⎞
⎠⎟( ) ( ) ( ) ( ) ( )F
N
g
f
4
,
1
4
ln , ,
1
2
ln , . A35
2
2
Now,wewish toﬁnd the functionΛ(μ,α) thatminimizes equation (A35) under the conditions
m a m aå L = å L =a m( ) ( ), , 1.We thus introduce the corresponding Lagrangemultipliers into
equation (A35), andﬁnd the derivative with respect to m aL ¢ ¢( ), .We thuswish toﬁnd the functional form forΛ
(μ,α) satisfying
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wherewe have introduced the Lagrange coefﬁcients ημ(α) of their respectivemultipliers
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whichwemay simplify given that due to the normalization conditionwe have ‘incompressibility’ [37] of bulk
eigenstates, and thus
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and
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after a suitable change of variables. Thuswe have
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Now,wemake the ansatz
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Taking the continuum limit and noting that
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we thus obtain
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wherewe have absorbed all constant terms into the Lagrangemultipliers hm¢ and ha¢.We nownote that terms in
a¢may be absorbed into the Lagrangemultiplier hm¢ and vice versa, thuswe can readily observe that the
condition equation (A43) is fulﬁlled for p wG = g N2 0.
Appendix B. Scaling ofﬂuctuations for randommatrixHamiltonian
If we analyse the  ¥g limit of our randommatrix system, wherewe have simply a realHermitian random
matrix as ourHamiltonian. In this limit we thus expect to seeΛ(μ,α)=1/N. This can be easily seen to
minimize our free energy, equation (A35), in the  ¥g limit. Repeating, then, the analysis above, weﬁnd in
this limit
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Now, the inﬁnite time ﬂuctuationsmay nowbe obtained via equation (71), fromwhichwe ﬁnd
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The IPRmay be easily seen to be equal to 3/N, where once again the factor of three originates in the relationship
between the second and fourthmoments of Gaussian distributed variables. From this we obtain
d f¥ = D ñaa m a( ) [ ] (∣ ) ( )O13 IPR , B4O
2 2
as the expected scaling of inﬁnite time ﬂuctuations for the  ¥g limit. Thuswe can see fromﬁgures B1 andB2
that the factor of two emerges fromourRMTmodel when the coupling is large.
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