Given an undirected graph, a bramble is a set of connected subgraphs (called bramble elements)
Introduction
The concept of brambles is first introduced by Seymour and Thomas [25] , where they also show that a graph having bramble number k has a treewidth of k − 1. Following this result, determining a graph's bramble number received attention from many researchers. Bodlaender et al. [6] provide a heuristic for computing brambles on general graphs (and on planar graphs with slight modification on the algorithm), where brambles are constructed such that they potentially give the best bramble order while keeping the computation and construction times reasonable. Many other studies focus on efficient algorithms for specially structured graphs. On graphs that can be formed as Cartesian products of complete graphs, Lucena [16] finds lower bounds on treewidths by using brambles. This approach employs a methodology to generate brambles for such graphs so that computing the orders of these brambles is simplified. Birmelé et al. [5] use brambles to show that a k-prism has a treewidth of O(k 2 ). By the graph minor theorem [23] , there exists a function f such that for every graph with treewidth at least k, there is a bramble of order k + 1 and size f (k). Grohe and Marx [12] show that there is an exponential lower bound for the function f , and opens the question of the existence of an exponential upper bound on f . Grigoriev et al. [11] compute brambles in grid minors to provide lower bounds on planar graphs. In this paper, we provide an optimal integer programming algorithm to compute a general graph's bramble number.
Finding optimal brambles may be beneficial for clustering or vertex covering type of problems where the subsets must have some type of pairwise "connectivity" or hierarchical structure. Vertex covering is similar to vertex partitioning but with the relaxation that vertices may be shared by subsets;
this version of vertex covering is not to be confused with the more known vertex cover problem. For example, in wireless networks, vertex partitioning algorithms have been utilized to cluster "interfering nodes" together for better scheduling of the network to achieve higher data rates [1] . Furthermore, recent work has shown that using a vertex covering type of clustering approach offer better data rates than using just vertex partitioning [24] . Given the nature of a bramble set, this is indeed a structure that could prove beneficial for this type of application and others of a similar nature. In addition, finding optimal bramble sets may prove insightful about understanding the structure of optimal tree decompositions.
A more well known and active area of research has been addressing the problem of finding a (simple, undirected) graph's bramble number, given Seymour and Thomas' result that brambles provide a lower bound on the treewidth of graphs [25] . In graph-theory, identifying a graph's treewidth is essential because of the difficulty of problems in this area and the efficiency of algorithms utilizing tree decomposition. For fixed treewidths, tree decomposition has been shown to produce polynomial-time algorithms for a number of NP-complete problems modeled on graphs [3, 4, 8, 10] . In addition to its theoretical importance with respect to graph structure, tree decomposition is an important tool in computational and theoretical complexity. Practical algorithms utilizing tree decompositions have also been developed by Lauritzen and Spiegelhalter [14] and Koster et al. [13] (see also Röhring [28] ). The notions of treewidth and tree decomposition were introduced by Robertson and Seymour [22] as part of a series of papers proving Wagner's conjecture (also known as the Graph Minors Theorem). However, the problem of finding the treewidth itself is shown to be NP-hard [2] . Therefore, several approaches have been developed to compute bounds of a graph's treewidth. In addition to the bramble number of a graph, lower bound approaches include utilizing degree [21] , graph minors [7] , the maximum cardinality search algorithm [15] , and by adding edges [9] .
In this paper, we present a branch-and-price-and-cut algorithm to optimally solve the bramble problem on general graphs. To our knowledge, this is the first exact optimization algorithm that has been developed for this problem. The benefit of this approach is that it determines optimal bramble elements (i.e., connected subgraphs that induce the optimal bramble number), which in turn yield insights into optimal bramble solutions for general graphs. The remainder of this paper is organized as follows. Section 2 gives the problem statement and general outline for our algorithm. Sections 2.1-2.4
explain four phases of our algorithm: master problem, hitting set generation, column generation, and branching, respectively. We present the result of our computational experiments in Section 3 and give our concluding remarks in Section 4.
2 Branch-and-Price-and-Cut Approach
Let G = (V, E) be an undirected graph with node set V and edge set E. Let X i and X j denote node sets of any two subgraphs of G. These subgraphs are said to be touching if
Let B be a set of connected subgraphs of G. If each pair of subgraphs in B is touching, then B is called a bramble. Each element of a bramble corresponds to a connected subgraph and is referred to as a bramble element. Let S be a minimum-cardinality hitting set over elements of bramble B, i.e.,
Then we say that the bramble B is of order |S|. The largest bramble order over all brambles that can be defined on G gives its bramble number b G .
Let C be the index set of all connected subgraphs of G that correspond to candidate bramble elements for an optimal bramble, and let K be the index set of all vertex subsets corresponding to all possible hitting sets. Our solution method consists of four main phases. The first phase solves a master problem, which begins with a restricted set of possible bramble elementsC ⊂ C, and a restricted set of possible hitting setsK ⊂ K. The model for this phase is given Section 2.1, and solves a linear program to select a set of bramble elements fromC that maximizes the minimum-cardinality hitting set for the bramble overK. A solution to this problem thus consists of a set of bramble elements (perhaps fractionally selected, since a linear program is used), and a minimum-cardinality hitting set fromK, the candidate hitting sets enumerated so far.
In the second phase (explained in Section 2.2), we determine if a smaller-cardinality hitting set exists for the bramble obtained from the restricted master problem. If so, then this new hitting set is added toK in the form of a cutting plane, and the restricted master problem is solved again. The algorithm continues to repeat the first two phases until no new hitting sets need to be added to the model. Then, the third phase is invoked.
The third phase, explained in Section 2.3, generates a new connected subgraph given a solution from the first two phases of the algorithm. This phase consists of a column generation problem, which introduces a new column for the master problem that corresponds to a new candidate bramble element.
The master problem is solved again after the new column is introduced, and the solution is passed to the column generation model once more to seek another column. The third phase terminates when no enterable columns (having a positive reduced cost) exist.
These three phases are repeated until no more hitting sets (rows) or candidate bramble elements (columns) are generated. If the master problem returns a binary selection of bramble elements, the algorithm terminates with an integer optimal solution. Otherwise, a fourth phase of branching is started (see Section 2.4) that branches on a fractionally-selected bramble element, and repeats first three phases for each branch.
Master Problem
Let S k denote the k th enumerated subset of V , k ∈ K, which corresponds to a candidate hitting set. The node set of the i th connected subgraph (i.e., candidate bramble element) in C is denoted by
We also define T (X i ) ⊆ V to be the set of nodes that are touching X i , i.e., node u ∈ V belongs to T (X i ) if and only if u ∈ X i or (u, v) ∈ E for some v ∈ X i . Therefore, if two connected subgraphs with node sets X i and X j are not touching, then we have
Define binary variables x i = 1 if the subgraph represented by X i is included in the bramble, and 0 otherwise, ∀i ∈ C. Also, let z be a variable representing the minimum cardinality of a hitting set that covers all selected bramble elements. An exponentially-sized formulation of the bramble problem is given as follows.
The objective function (1a) maximizes the cardinality of any hitting set covering all of the bramble elements selected. The value of this objective function gives the order of the bramble computed with respect to those sets that we have enumerated so far. Constraints (1b) define the upper bounds on z,
given by the cardinality of a hitting set S k , plus the number of selected bramble elements that are not covered by this hitting set. Constraints (1c) ensure that the bramble elements selected are pairwise touching, and (1d) ensures the binariness of each x-variable. Proof. Consider any solutionx, where C = {i ∈ C :
For every i ∈ C , let n i be any arbitrary node belonging to X i . Then S k is a feasible hitting set for the elements in C , and ∪ i∈C {n i } is a feasible hitting set for C . Then the minimum cardinality hitting set for C is no more than |S k | + | ∪ i∈C {n i }| ≤ |S k | + i∈C: Xi∩S k =∅ x i .This bound corresponds to the right-hand-side of constraint (1b), thus verifying its validity.
Rather than enumerating all sets in K and C, we consider a master problem formulationK ⊆ K andC ⊆ C, and relax the binary constraints on the x-variables. We denote this (linear programming) master problem formulation as MP(K,C). Example 1 shows how MP is modeled, givenK andC, for the graph G 1 in Figure 1 . Figure 1 . Each candidate bramble element
, is encircled with dashed lines. Suppose that |K| = 2, S 1 = {5}, and S 2 = {1, 6}.
Then MP(K,C) for this instance is formulated as follows:
An optimal solution for this problem is x * = {0, 0, 1, 1, 1} with z * = 3, where the first constraint z ≤ 1 + x 1 + x 3 + x 4 is the binding constraint for the objective function.
Adding a New Hitting Set
The solution of (1) yields a selection of bramble elements, {x j } j∈C , and the minimum cardinality,ẑ, with respect to the hitting sets listed in the index setK. The next step is to find a new hitting set Sk,k ∈ K \K, having cardinality smaller thanẑ, if one exists. The identified hitting set results in a new constraint of the form (1b) that is violated by the current solutionẑ and {x j } j∈C . Therefore, our
cutting-plane generation model identifies ak ∈ K that minimizes the right-hand side of (1b) over all elements of index set K with respect to a current master problem solution.
Let p i be a binary variable that indicates whether node i belongs to hitting set Sk. Let q j be a binary variable that equals 1 if Sk does not hit bramble element X j , for all j ∈C. Noting that |Sk| = i∈V p i and i∈C:Xi∩Sk=∅x i = j∈Cx j q j , the following problem seeks a hitting set Sk that minimizes the right-hand side of (1b):
The objective function (2a) minimizes the right-hand-side of (1b). Constraint (2b) results in q j = 1 only if p i = 0 for all i ∈ X j , and otherwise allows q j = 0 (as enforced at optimality by the objective function). Note that there exists an optimal solution to problem (2) in which all q-variables are binaryvalued; hence, only the nonnegativity of the q-variables needs to be enforced by (2d). Constraint (2c)
ensures that a non-empty hitting set is considered, and constraints (2e) enforce binary restrictions on the p-variables.
Givenẑ and {x j } j∈C , the constraint (1b) would be violated by Sk if and only ifẑ is larger than the optimal objective function value to (2) . In this case, the hitting set generated according to the p-solution of (2) is added to the master problem. Otherwise, ifẑ equals the objective value of (2), no constraints of the form (1b) corresponding to hitting sets not inK are violated by the current solution
Remark 1. Consider an optimal solution (p * , q * ) to (2) . Suppose that there exists an indexĵ ∈C withxĵ > 0 and i∈Xĵ p * i = 1, i.e., Xĵ is covered by exactly one node in the hitting set. Letî ∈ Xĵ be the node for which p * i = 1, and further suppose thatî / ∈ X k , ∀k ∈C \ {ĵ}. That is, nodeî belongs to the generated hitting set for the sole purpose of covering Xĵ. Because (p * , q * ) is optimal, we must havexĵ = 1 and q * j = 0. An alternative optimal solution would setpî = 0 andqĵ = 1, with all other p-andq-values matching those in (p * , q * ). Letting Sk = {i ∈ V : p * i = 1}, this inequality becomes
The right-hand-side of (3) is less than that of (1b) generated according to Sk when there is no bramble element X j that cannot be covered by a vertex i ∈ Sk \ {î} (otherwise x j is added to the summation on the right-hand-side of (3)). To generate this alternative inequality corresponding to (3),
we could postprocess Sk and remove any hitting set element that covers only one bramble element. On the other hand, if an equality (1b) is preferred that has the largest possible value of |S k |, then we can verify that for each i ∈C :x i = 1, at least one node j ∈ X i exists in S k . If not, one such node would be added to S k . Our preliminary computational results show that it is slightly preferable to generate (1b) corresponding to large |S k |, even though this has the effect of possibly generating slightly weaker inequalities than those corresponding to smaller |S k | sets.
Example 2. Continuing Example 1, the next step would solve the minimum hitting set problem for the selected bramble elements X 3 , X 4 , and X 5 (corresponding to x * = {0, 0, 1, 1, 1}). The minimum cardinality hitting set is Sk = {2, 3}. The solution for the hitting set model corresponding to Sk is p * 2 = p * 3 = 1 and p * i = 0 for other values of i, and q j = 0 for all j ∈C with objective function value of 2. Because its cardinality is less than z * = 3, we add the cut z ≤ 2 + x 1 + x 2 to the master problem.
Column Generation
The solution we seek from the column generation model is a connected subgraph of G with node set X n ⊆ V , which corresponds to a new column in the master problem. From our optimal solution of (1), let α k denote the dual variable associated with constraint (1b) corresponding to k ∈K. Let β ij denote the dual variable associated with constraint (1c), corresponding to pair i, j ∈C (where β ij ≡ 0 if X i and X j are touching for notational convenience, noting that (1c) does not exist in this case), and let γ i be the dual variables for the upper bounding constraints in the continuous relaxation of (1d), ∀i ∈C. The reduced cost of a new variable x n is thus given by:
where u k is a binary constant that equals 1 if and only if X n ∩ S k = ∅, and v i is a binary constant that equals 1 if and only if X n ∩ T (X i ) = ∅, ∀i ∈C. DefineĈ 1 ⊆C as the index set of bramble elements for whichx i = 1 in the solution of (1). Essentially, the α k -values are rewards for having X n not intersect S k , ∀k ∈K, and the β in -values are penalties for having X n not touching sets X i , ∀i ∈Ĉ 1 . Clearly,
has not yet been generated, i.e., x n currently equals zero, and γ n cannot be positive due to complementary slackness.
Determining unknown duals
The only unknown values required to calculate rc(x n ) are the β in -values. For each X i , i ∈C, that touches the new column represented by X n , we must set β in = 0 since no constraint x i + x n ≤ 1 would be generated. Furthermore, note that β in equals 0 necessarily for any i ∈C :x i < 1 in the current master problem solution, because the constraint x i + x n ≤ 1 would not be binding (even if it exists due to X i and X n not touching). Therefore, we are only interested in basic variables such thatx i = 1, i ∈C, in the solution of the master problem (1). We must thus determine appropriate β in -values associated with any i ∈Ĉ 1 that does not touch X n .
For i ∈Ĉ 1 , it is possible to simply set β in = 0 with X i not touching X n . On the other hand, using these cost coefficients may give an overly optimistic reduced cost for variable x n , resulting in the generation of multiple columns that fail to enter the master problem basis. That is, if we set all β in = 0 and identify a new column x n with rc(x n ) > 0, we would generate the column and add it to the master problem. However, if we obtain rc(x n ) ≤ 0, given a different set of duals, we would skip the generation of x n , and would perhaps be able to terminate the column generation procedure more quickly.
The following three lemmas establish principles that allow us to derive nonzero β in -values. For this discussion, the original dual solutions obtained from MP are labeled asβ andγ, and the revised duals asβ andγ.
Lemma 2. Consider any i ∈Ĉ 1 such thatγ i > 0, and new variable x n , n ∈ C \C. If X i and X n do not touch, then adjusting the dual optimal solution of (1) by settingβ in =γ i andγ i = 0 retains dual optimality to MP.
Proof. To prove that dual optimality is retained, we need to prove that (β,γ) is still feasible and the dual objective remains unchanged. The dual constraint associated with primal variable x i is
where γ i , β ij , α k ≥ 0 for all respective indices. After a new variable x n is added toC, variable β in needs to be added to the summation on the left-hand-side of (5), whereβ in (the current value of β in )
is taken as zero. Settingγ i =γ i − ∆ andβ in =β in + ∆, the left-hand-side of (5) remains unchanged and feasibility is retained. Consequently, setting ∆ =γ i (which is the maximum allowed value due to γ i ≥ 0) results in a feasible dual solution whereβ in =γ i andγ i = 0. The objective function is now stated by
where both variables β in and γ i appear with a cost-coefficient value 1. Therefore, decreasing one of them by some ∆ and increasing the other by the same ∆ results in a zero net change in the objective function value. Hence,β in =γ i andγ i = 0 gives an alternative optimal dual solution.
Lemma 3. Consider a pair of variables x i and x j , where X i and X j do not touch, and where x j has not been fixed to zero in the branching process. Suppose thatx i = 1 andx j = 0 in the solution to MP. Also, consider a new variable x n , n ∈ C \C, representing the bramble element with node set X n , where X n does not touch X i . Define ∆ = min{β ij , −rc(x j )}. Then adjusting the dual optimal solution of (1) by settingβ in =β in + ∆ andβ ij =β ij − ∆ retains dual optimality.
Proof. Consider variables x i and x j as described, and again add β in to the left-hand-side of inequality (5) due to the introduction of a new variable x n to (1). Both dual variables β ij and β in appear with coefficient value of 1 in (5). Therefore, adjustingβ in =β in + ∆ andβ ij =β ij − ∆ does not change its left-hand-side and retains feasibility with respect to this constraint. Further, 0 ≤ ∆ ≤ β ij remains satisfied by our choice of ∆.
To guarantee optimality, we enforce the condition that the reduced cost of x j remains nonpositive after the adjustment. The reduced cost of x j is given by
Subtracting ∆ > 0 from β ij will increase rc(x j ) by ∆, and so ∆ can be no more than −rc(x j ) to ensure that rc(x j ) stays nonpositive. Because both β ij and β in have the same cost coefficient in the dual objective function (given in (6)), settingβ in =β in +∆ andβ ij =β ij −∆ where ∆ = min{β ij , −rc(x j )} does not change the dual objective function value and retains dual optimality.
Lemma 4. Consider a variable x j , j ∈C that has been fixed to zero in the branching phase. Then for a pair (x i , x j ) as described in Lemma 3, we can adjustβ in by ∆ =β ij without any limitation by
Proof. Follows from the arguments given for Lemma 3. Note that rc(x j ) as given by (7) is now allowed to be positive, because a constraint x j ≤ 0 has implicitly been added, whose dual can be made arbitrarily large to ensure dual feasibility with respect to x j .
We are now ready to state our β-computation algorithm. Let L be an ordered list of given pairs values (β andγ) to the master problem, where x 1 , x 2 , and x 5 are basic variables that equal 1.
Suppose (only for the sake of illustration) that rc(x 3 ) = −1/2 and rc(x 4 ) = −1/6.
We consider the addition of column x n to MP, where X n does not touch X 1 , X 2 , or X 5 , leading to the addition of new constraints x 1 + x n ≤ 1, x 2 + x n ≤ 1, and x 5 + x n ≤ 1. Algorithm 1 computes dual valuesβ 1n ,β 2n , andβ 5n associated with these new constraints, first settingβ 5n 
Generating the new column
Now, we develop a mixed-integer programming model that identifies a maximum-reduced-cost column for (1) with respect to the dual values obtained from MP(K,C) and modified by Algorithm 1. Our model works on a graph G, which is created by appending a dummy node t to the original graph G, where node t is connected to every node j ∈ V with a directed arc (t, j). Then G = ( V , E), where V = V ∪ {t} and E = E ∪ {(t, j) : j ∈ V }. A network flow enters G from the external source node t via a single arc to ensure connectedness of the node set X n . The amount of supply at node t is equal to the number of nodes in X n , which is determined by the model. We can verify that all nodes j ∈ X n are connected by ensuring that one more unit of flow enters node j ∈ X n than leaves it, and that no flow enters any node in V \ X n . We denote the set of nodes in V adjacent to node j ∈ V by N (j).
We define variables f ij that represent the simulated flow from node i to node j, ∀(i, j) ∈ E. Let y j be a binary variable that equals 1 if and only if node j ∈ X n , and let w j be a binary variable that equals 1 if and only if there is a positive flow from node t to node j ∈ V . In the calculation of our reduced costs, we must know whether or not a bramble element intersects each enumerated hitting set inK, and whether or not it touches the candidate bramble elements inĈ 1 . Hence, we introduce binary variables u k , ∀k ∈K, which equal 1 if hitting set S k does not have any common nodes with X n , and u k = 0 otherwise. Also, let v i be a binary variable that equals 1 if and only if X n and X i do not touch, ∀i ∈Ĉ 1 . The flow value f tj between nodes t and j gives the number of nodes that belong to X n .
We discuss two other features of the model before presenting the formulation. First, note that any bramble element having two or more nodes can be generated from multiple flow solutions, each in particular having w j = 1 for a different j ∈ X n . The presence of this symmetry in the model impairs its solvability (see, e.g., [17, 18, 19, 20, 26, 27] ). To avoid this situation, we require that the bramble element X n accepts flow coming from node t via its smallest-indexed node.
In addition, we must ensure that the column generation model does not regenerate any set X i corresponding to a basic variable x i in the current branching step, or one that has been forbidden by a prior branching step. In a generic column generation model, a column that corresponds to a basic variable x i would have a zero reduced cost, and therefore would not be regenerated. However, our objective function for (8) is just an estimation for the reduced cost of x n because we do not know the optimal solution for MP with the new variable x n a priori. Hence, it is very likely that the column generation model estimates a positive reduced cost for a new variable replicating a basic variable x i since it represents a favorable column. Thus, we have an additional constraint set ensuring that X n = X i for all previously generated X i . Our formulation of the column generation (CG) model is then given as follows.
The objective function (8a) corresponds to the reduced cost of the generated column. Constraint (8b) ensures that node t initializes flow to create X n through exactly one node i in V , and constraint (8c) forces that node i to be visited (i.e., y i = 1) when w i = 1. Constraints (8d) enforce anti-symmetry conditions by stating that if w j = 1, no nodes 1, . . . , j − 1 may belong to X n . Constraints (8e) and (8f) prohibit flow from t to j ∈ N if w j = 0, and otherwise place an upper bound on f tj . The upper bound on f t1 is |V | − 1 in (8e), which disallows the generation of bramble element representing G itself. This exclusion is valid because the inclusion of a bramble element covering all nodes in V does not change the bramble order, due to the fact that every hitting set element belongs to this bramble element. The upper bound on f tj is |V | − j + 1 if w j = 1 for some j > 1, because nodes k = 1, . . . , j − 1 are not included in the bramble element.
Constraints (8g) prohibit flow into node j ∈ N if y j = 0, and constraints (8h) prohibit internal flow into node j if w 1 = · · · = w j−1 = 0. In the latter case, even if y j = 1, there exists a solution in which all flow entering node j arrives from external node t. Similarly, constraints (8i) prohibit flow out of node i ∈ N if y i = 0. Otherwise, constraints (8g)-(8i) give an upper bound on i∈V f ij of |V | − 2, since one unit of flow is consumed at some prior node i, and |X n | ≤ |V | − 1 by (8e) and (8f).
Constraints (8j) are the flow balance constraints, which ensure that node j will consume one unit of flow if it belongs to X n .
Constraints (8k) prevent regeneration of any bramble element in set P . Since the u k -values are pushed toward 1 at optimality, we need only to force u k = 0 by constraints (8l) when an element of S k is chosen to be in X n . Similarly, optimization pushes the v i -values toward zero, and constraints (8m)
force v i to equal one if X n does not touch X i . Finally, constraints (8n)-(8q) state non-negativity and logical constraints on the variables, where fixing f i1 = 0, ∀i ∈ V , is justified by the same logic used to justify (8h).
Branching and Heuristic Scheme
The branching phase is invoked if the x-solution after the first three phases is not all integer. In this case, we need to branch on some x i , i ∈C, for whichx i ∈ (0, 1) in MP(K,C). Each branch defines a subproblem corresponding to fixing either x i = 0 or x i = 1. Every subproblem is then evaluated by applying the first three phases, and the branching steps are recursively applied to the subproblems as in a typical branch-and-bound procedure.
In order to improve the computation time of the proposed algorithm, we periodically apply a heuristic routine at nodes of the branch-and-bound tree. Given a fractional solution {x i } i∈C , the heuristic starts with index sets F = {i ∈C :x i = 1} and A = {i ∈C : 0 <x i < 1}. Our heuristic attempts to create a feasible bramble solution containing as many elements from F ∪ A as possible, noting that given solutions consisting of brambles B and B with B ⊂ B , the order of B is not more than B . We initialize our solution by fixing all elements in F equal to one, noting that these elements are all pairwise touching (and perhaps more likely to belong to an optimal bramble). We then sort the elements of A in non-increasing order of theirx i -values. One-by-one, we determine if the next candidate bramble element in A touches all elements in F. If so, we add the element to F; otherwise, we discard it as required by feasibility. After the termination of the algorithm, we solve the minimum hitting set problem over F to determine the order of our solution. The summary of this process is given in Algorithm 2.
Algorithm 2: Lower bound heuristic Set F = {i ∈C :x i = 1} and A = {i ∈C : 0 <x i < 1}
Compute LB = cardinality of minimum hitting set overx Return LB
Computational Results
In this section, we present computational results that demonstrate the efficacy of our proposed approached, and prescribe implementation details based on our experiments. We randomly generated 30 instances, where the i th graph is denoted as G i (V i , E i ). Table 1 Table 1 . An instance is referred to by the number of nodes, density, and sub-index associated by its graph (e.g., G12-25-1 is the first twelve-node instance with 25% edge density). To generate a random graph instance with the given number of nodes |V | and edges |E| (or density d), we start by randomly generating a |V |-node tree as follows. We add each node u ∈ {1, . . . , |V |} to the tree one-by-one and connect u to a randomly selected node v that is already in the tree. The second part of the procedure consists of randomly selecting the remaining |E| − (|V | − 1) edges to complete the graph.
The branch-and-price-and-cut algorithm is implemented using CPLEX 11.0 and ILOG Concert fashion when Algorithm 1 is applied. When branching is required by the algorithm, we branch on a variable x i corresponding to an element X i having the smallest cardinality, where ties are broken in favor of a variable having the smallest index. We do not incorporate the heuristic algorithm to improve the lower bound in branching calculations in the default setting of the algorithm.
The hitting set model (2) might have alternative optimal hitting sets with different cardinalities.
Because of the objective of the optimal bramble number problem, the effect of favoring smaller hitting sets in the hitting set generation phase needs to be investigated. Table 2 presents results of our computational study on different perturbations on the objective function of HS model, where the first group of columns labeled as "no " corresponds to the original form of the HS objective with no perturbation. Following the arguments in Remark 1, for each j ∈C withx j = 1, the coefficient of q j is changed tox j − so that any bramble element of size one is ignored by the optimal hitting set.
Such a perturbation of the objective function with a small > 0 tends to generate smaller sized hitting sets, while retaining the same objective function value (within the subtracted 's). The column group labeled as "with − " of Table 2 shows that, perhaps surprisingly, it is not computationally effective to force the HS model to generate smaller sized hitting sets. One possible reason for this behavior appears to be that large hitting sets tend to enable more bramble elements to be selected with ease in the subsequent iterations of the algorithm without updating the set of generated hitting sets (K)
often. On the other hand, favoring larger hitting sets (given in column group "with + " of Table 2 ) Table 2: perturbation in HS objective 1  413  2305  45  2122  6941  876  350  2364  68  2  60  957  44  50  753  45  66  972  52  3  26  519  46  31  665  62  26  600  48   55   1  55  1026  52  104  1726  66  70  1051  53  2  69  1182  45  60  1041  32  57  990  31  3  30  624  27  28  580  23  22  526  16   70   1  15  315  8  23  396  13  17  349  7  2  22  430  13  22  434  16  15  356  8  3  30  535  19  40  676  22  32  540  19   85   1  15  311  10  15  300  5  55  712  6  2  14  358  24  16  319  11  16  358  19  3  10  208  2  13  258  4  11  252  4 turned out to be slightly better, yet still not ideal either. Although adding the perturbation improved the efficiency of the algorithm significantly for a few instances, overall it also failed to outperform the other two strategies in most instances. Hence, we keep the original form of the HS objective function (given in (2a)) in the default setting of our algorithm.
In Section 2.3.1, we show that different L orderings lead to different cost coefficients for objective function (8a). We have tested different ordering strategies for L including FIFO, LIFO, cardinality based orderings and reduced-cost based orderings. Although the ordering of L determines coefficients of the objective function for column generation phase, computationally the overall performance of the algorithm stays almost the same under all ordering strategies. Under different objective functions, different columns might be given priority to enter the basis, yet the final set of columns to be added to the model does not change despite this prioritization. This result is due to the structure of the problem, where there is a number of bramble elements that determine the optimal bramble number, and the alternative optimal solutions can be generated via adding feasible bramble elements. On the other hand, LIFO ordering (where last generated variable is considered first) requires slightly fewer iterations for instances G15-70-1, G15-70-2 and G15-85-1 while its effect on CPU time is almost negligible. This result is not surprising, because the columns are generated with respect to their potential reduced cost, and it should be expected that the last column generated will be more likely to be effective in the algorithm. For this reason, the LIFO ordering scheme for L is used in the rest of the computational study in this paper. In Table 3 , we compare branching on the lowest index i, the smallest cardinality |X i |, and the most fractional x i . In the latter two, any tie is broken in the favor of the variable with the lower index. The results given in this table show that branching on a variable corresponding to the smallest cardinality element significantly outperforms the other two branching rules. Especially with the larger graphs (G15-40, G15-55), the smallest-cardinality branching strategy is the only approach that allows the algorithm to terminate with an optimal solution within our computational limit. To test further branching strategies, we keep Rule |X i | either as the primary or tie-breaking rule due to these results. Table 4 shows the results for branching with Rule |X i | as the primary rule, with either Rule i (in the first group of columns) or Rule x i (in the second group of columns) as tie-breakers. In Table 4, while Rule x i reduces the number of iterations for some instances, using Rule i results in a slightly lower CPU time than other implementations in most cases due to avoidance of any additional reordering. For example, although the instances G12-25-1 and G15-55-1 have more iterations under Rule i, the resulting CPU time for both are still the lowest. While instance G15-40-1 is the only one with significantly better results under Rule x i , the difference between the results observed for instance G15-40-2 is much stronger. Hence, we keep Rule (|X i |, i) as the default branching rule.
The last group of columns in Table 4 tests branching strategy (x i , |X i |). These results indicate that not only it is important to pick a good pair of branching rules, it is also important to assign them into their correct roles as primary and tie-breaker. This strategy performs worse than its counterpart strategy (|X i |, x i ), and even fails to optimize two of the instances (G15-40-2 and G15-55-2) within the given time limit. In addition, these results support our observation from Table 3 . When branching on the element with the smallest cardinality is adopted, the results are significantly better than the other branching strategies analyzed here. The performance of the algorithm is improved even when it is used as the tie-breaking rule in column (x i , |X i |) in Table 4 (versus column (x i , i) in Table 3 ) where a weak primary branching rule is adopted. This result is due to the structure of the problem, and in particular due to touching requirement of the selected bramble elements.
To provide intuition that explains the behavior of these branching rules, note that each time we branch on a variable x i , we make a decision on whether or not to add the corresponding candidate bramble element X i in the solution bramble. If we consider a large subgraph, it is more likely that this large bramble element will touch other bramble elements and intersect the binding hitting set.
Therefore the choice on its selection may be less likely to affect the optimal master problem solution that is obtained. Hence, branching on a bramble element having a high cardinality value may just create two almost identical problems with the same result. On the contrary, if we consider a relatively small sized subgraph, which may touch relatively few bramble elements, it will affect the selection of the rest of the bramble elements as well as the hitting set. We have tested this observation by branching on a largest-cardinality element, and the results are given on a set of 6-node and 9-node graphs with varying densities. (These graphs are small due to limitations of this approach. Note also that it is not possible to generate a 25%-dense 6-node connected graph.) In Table 5 , the first group of columns labeled as G give the graph characteristics, the column group labeled (|X i |, i) is as in Table   3 , and the column group labeled as (∼ |X i |, i) gives the results for branching on a largest-cardinality element first. Under this rule, the total number of iterations performed increases drastically as the instances get larger. Even for 9-node instances, the limit of maximum number of iterations (5400) is reached, as opposed to the corresponding runs where branching is done on the smallest cardinality element, where it takes less than 4 seconds to terminate with an optimal solution. These results show that branching on a smallest-cardinality element appears to be the best strategy for this particular problem, paired with a tie-breaking rule customized to the structure of that instance.
The results for the application of Algorithm 2 are summarized in Table 6 , where different frequencies for executing the heuristic within the branch-and-bound tree are compared. The first column group labeled as "no heuristic" reports the results for a branching scheme without any heuristic calculation to improve the lower bound for objective function value. In this setting, only the objective function values of the integer solutions found are used to determine a lower bound value. As we move toward the right-hand-side on the tables, the frequency for the use of the algorithm increases. The second column group gives the result where Algorithm 2 is employed at every fifth fractional solution, the third column corresponds to at every second fractional solution, and the last column group corresponds to use of the heuristic at every fractional solution found. The heuristic improves the results only in two instances (G12-55-3 and G12-70-2). Although applying the heuristic at every fifth fractional solution has the most number of improved results, there are some instances where this frequency gives the worst results (e.g., G12-55-1, G15-40-3). We observed that the optimal bramble number is often found in very early iterations of the algorithm for most instances, where the rest of the algorithm runs to fathom the remaining branches that have been opened. This observation indicates the efficiency of our column generation model (8) and cutting plane generation model (2) , and so in the default setting of our branch-and-price-and-cut algorithm, we do not incorporate Algorithm 2. However, while this heuristic does not appear to be effective in reducing the computational time needed to solve the optimal bramble problem by our technique, we still recommend its periodic use within the branch-and-bound tree for situations in which a good feasible solution must quickly be obtained for the problem.
A common result from all of the tables given in this section regards the relationship between the density of the graph and performance of the algorithm to find the optimal solution. Both sparse graphs (d < 40) and dense graphs (d > 55) are observed to be significantly easier to solve compared to those with medium-density (d ∈ {40, 55}). In Tables 2-6 , the number of iterations and CPU time increase significantly for medium-density instances. The reason that these medium-density instances are difficult to solve is due to the size of the problem they generate. When solving a sparse graph, the number of generated columns cannot grow too large, because there are not many connected candidate bramble elements to generate. In addition, among those bramble elements generated, only a few of 1  15  315  8  16  315  8  18  373  8  18  373  8  2  22  430 13  24  430 13  29  556 30  30  556 30  3  30  535 19  22  430  9  25  470 14  25  470 14   85   1  15  311 10  16  311 10  17  311 10  17  311 10  2  14  358 24  16  369 24  16  371 25  17  371 25  3  10  208  2  10  208  2  10  210  2  10  210  2 Table 7 : Algorithm performance on larger instances them will be chosen in the optimal bramble because of the touching restriction given by constraints (1c).
Moreover, the tables given in this section show that highly dense graphs are even easier to solve compared to their sparse counterparts. In a dense graph, it is easier to determine a connected subgraph due to the excess number of edges present, which leads to an easier column generation model to solve.
For the same reason, it is also easier to satisfy the touching requirement on the bramble elements, which consequently reduces the number of constraints (1c) in the master problem. Although a dense graph might lead to a lot of variables in the worst case because of the number of candidate bramble elements, an efficient column generation model prevents most of them from being generated and appear in the master problem. Having fewer constraints with a good set of candidate variables permits the master problem to identify an optimal solution at a very early iteration. On the other hand, the graphs with medium-density level carry the advantages of neither sparse nor dense graphs. Table 7 shows the performance of our branch-and-price-and-cut algorithm on some larger instances.
All of the large instances given correspond to graphs with 40% edge density, which is among the hard density levels for our test data. For instances having 16 or 17 nodes, the CPU time is closer to those with fewer nodes. However, instances with 18 nodes show a significant increase both in CPU and the number of master problem iterations. In addition, we have encountered a number of 18-node instances that were terminated early due to the limit on the maximum number of iterations. These results indicate that further algorithmic enhancements may be investigated for larger instances.
Conclusions
Seymour and Thomas [25] opened a new area of research when they introduced the concept of brambles (they called them screens) and proved that the treewidth of a graph is exactly one less than its bramble number. Today, the literature includes a vast variety of work searching for the most efficient techniques to create good brambles. In this paper, we proposed an exact algorithm based on a branch-andprice-and-cut strategy for computing the optimal bramble of a given graph. We modeled the optimal bramble problem as a three-stage mixed-integer problem, with a fourth stage of branching that ensures an integer solution. We showed that micro-level parameters of our algorithm such as the tendency for smaller or larger hitting sets, estimation of the dual values in the objective function of phase 3 and adding a lower bound heuristic in phase 4 do not affect the average performance of the algorithm. On the other hand, a good branching rule determines the performance of the algorithm because it defines the elements included in the optimal bramble. Finally, we showed that the edge-density of graph is significant in terms of difficulty of an instance. Our computational results indicate that sparse and dense graphs compose easier instances (dense graphs are slightly easier) where graphs with medium edge density (around 50%) yield the most difficult instances for computing the optimal bramble.
To the best of our knowledge, this study is the first exact algorithm for computing the optimal bramble number on general graphs. According to our computational results, the computational time to compute the optimal bramble number can be reasonably small when correct algorithmic settings are chosen. Our branch-and-price-and-cut algorithm with the suggested parameters and settings provide very good results on general graphs. On the other hand, with a few instances, different settings yield slightly better results than our default setting. This points to a possibility of further improvement on some aspects of the algorithm, especially on the branching scheme. One strategy that is worth investigating is a dynamic branching scheme where switching in-between branching rules is allowed.
Another algorithmic enhancement to be investigated is related to customizing the phases of the algorithm depending on the edge density of the graph. Finally, it is possible that there exists a rich class of specially structured bramble instances that may be polynomially solvable. Using relaxations of the graph instances we consider (obtained by augmenting the graph with additional edges), we may be able to compute additional bounds on the bramble number that could be employed in our optimization scheme.
