Multilayer graphs are commonly used to model relationships of different types between data points. In this paper, we propose a method for multilayer graph data clustering, which combines the different graph layers in the Riemann manifold of SemiPositive Definite (SPD) graph laplacian matrices. The resulting combination can be seen as a low-dimensional representation of the original data points. In addition, we consider that data can also carry signal values and not only graph information. We thus propose new clustering solution for such hybrid data by training a neural network such that the transformed data points are orthonormal, and their distance on the aggregated graph is minimized. Experiments on synthetic and real data show that our method leads to a significant improvement with respect to state-of-the-art clustering algorithms for graph data.
Introduction
Due to data rapid growth, new mathematical models are required to deal with the complexity of highly structured data spaces. Examples can be found in numerous application domains, such as biology, social networks, financial and banking, mobility and traffic patterns. Graph signal processing (GSP) extends the classical signal processing models and tools to irregular domains represented by graphs, addressing the problem of analyzing and extracting information from complex and structured data.
Graphs are appealing mathematical tools for modeling pairwise relationships between data points. Each point can be represented as a graph node, and the pairwise relationships can be represented by weighted edges. In addition, it is also possible to add a signal on the graph nodes, in order to effectively model the correlation patterns inside the signal, without being limited by the rigid structure of Euclidean spaces. For example, a public transport system can be represented by a graph, where the nodes are traveling hubs and the signal is the number of travelers at each hub.
Numerous applications in practice actually rely on multiple sources of information to characterize different relationships between data points. This can be represented on a multilayer graph, where data points can be modeled as nodes that are shared across layers. In multilayer graphs, each layer models a specific group of relationships (graph edges) and a specific set of observations (signal on graph nodes). For example, a social network can be represented by a multilayer graph, where each layer corresponds to a different type of relationship among the same group of persons. The corresponding graph signals can be the photos taken by users, the music interests, etc.
Multilayer graphs can be used in many signal processing and data mining techniques, including inference of mixture models, multi-view learning and processing, graph wavelet transforms, dictionary learning, anomaly detection, and community detection. The application that motivates our work is multilayer graph signal clustering. In particular, the objective of multilayer graph signal clustering is to assign each graph node (shared by different layers) to a cluster by taking into account the signals and the connectivity patterns in each layer. Multilayer graph signal clustering differs from single layer graph signal clustering in several aspects:
• the information about cluster membership must be aggregated from multiple layers;
• the performance of multilayer graph clustering will depend on each layer of the graph, and on the graph signal assigned to each node; This paper proposes a multilayer graph signal clustering algorithm that uses tools from semi-positive definite matrices (SPD) manifold space. Specifically, the algorithm provides a barycenter of the set of laplacian matrices corresponding to each layer. Aggregating the multilayer graph into a single graph on SPD manifold shows that we are taking into account the topology of the graphs. Numerical experiments for multilayer graph clustering on synthetic and real data are conducted to verify that a barycenter on SPD manifold performs better than other clustering methods [Dong et al., 2013, Chen and Hero, 2017] . Moreover, we propose a new optimization algorithm that incorporates the graph signals and the barycenter SPD matrix for automated cluster assignment. Unlike the optimization of standard algorithms for clustering, where an orthogonality constraint is enforced, we have proposed a new approach that involves the constraint implicitly in the optimization problem. We propose to train a neural network with a cost function that penalizes the pairwise interactions provided by the barycentric Laplacian (like in spectral embedding). An implicit orthogonality constraint that allows us to train the network without supervision. Experimental results on real-world multilayer graphs show that the proposed approach has competitive speed performance for clustering compared to the baseline approach [Shaham et al., 2018] .
The remaining of this paper is organized as follows. Section 2 reviews related work on multilayer graph clustering. Section 3 represents the optimization problem that we adapt to compute the barycenter of a set of Laplacians. Section 4 studies the graph signal clustering algorithm. Section 5 provides an experimental validation on synthetic and real multilayer graphs. Finally, Section 6 concludes this paper.
Related work
The most straightforward way to combine multilayer data is to form a linear combination of the information from the individual graphs [Argyriou et al., 2005 ,Tang et al., 2012 . However, averaging or computing linear combinations can be efficient in some cases, but may not be able to capture the specificities in the individual layers.
Instead of using a linear combination, the authors in [Wang et al., 2013] have considered the eigenspaces of the graph Laplacian of the individual graph layers as points on a Grassmann manifold, and have studied the distances between them. In [Bronstein et al., 2013] , the authors have proposed to find the pair of the closest commuting operators to a given pair of graph Laplacian matrices, which constitute a commuting matrix pair, and thus have the same eigenbases.
Another strategy is to integrate the information from individual graphs directly into the optimization problem underlying the learning process. Examples include the co-EM clustering algorithm [Bickel and Scheffer, 2004] , and the clustering approach proposed in [Kumar and Daumé, 2011] based on co-training [Blum and Mitchell, 1998 ] and co-regularization [Sindhwani and Niyogi, 2005] .
These methods can be useful when a unified representation for the multiple views is not easy to find in the data. Hence, in [Dong et al., 2014] , the authors have modeled each graph layer as a subspace on a Grassman manifold. Then, they have proposed to combine multiple graph layers by merging different subspaces on a Grassmann manifold. Recently, [Chen and Hero, 2017] have proposed a multilayer clustering algorithm for layer aggregation. A convex multilayer aggregation is a performed with the advantage of automated selection of the number of clusters. Specifically, the multilayer graphs is merged using an weighted average of the adjacency matrices of the layers.
Spectral clustering can be linked to dimensionality reduction, which aims at representing high-dimensional data into low-dimensionality space (also called spectral embedding), which preserves the most important information from diverse relationships between data points. Graph-based clustering techniques [Schaeffer, 2007 ,Fortunato, 2010 can be broadly categorized into hierarchical approaches, graph cut, spectral analysis, and Markov chain based methods. In this paper, we are interested in clustering based on spectral analysis.
In this regard, one of the most popular graph-based techniques [Shi and Malik, 2000, Ng et al., 2001] is to embed the graph nodes into a subspace spanned by the eigenvectors of the graph Laplacian matrix corresponding to the K smallest eigenvalues. So doing, one can detect clusters in the low-dimensional space via K-means algorithm [MacQueen, 1967] .
A different approach consists of introducing a suitable constraint into the spectral embedding formulation, with the aim of conveying some prior knowledge on the cluster analysis [Xu et al., 2005, Wang and Davidson, 2010] . Alternatively, one can use the first K eigenvectors of the graph Laplacian as embedding matrix, and use it in a modularity maximization problem [Newman, 2006a , Newman, 2006b ]. Another approach is the interpretation of Principal Component Analysis (PCA) on graphs [Saerens et al., 2004] , which again links the graph structure to a subspace spanned by the top eigenvectors of the graph Laplacian.
Closer to this paper, the work in [Dong et al., 2013] , uses spectral clustering by handling tools from subspace analysis on a Grassmann manifold. However, the latter lacks of a meaningful summarization of information contained in individual graphs, and neglects any signal that may be assigned to a graph. The main novelty of the proposed approach w.r.t. [Dong et al., 2013] lies in the introduction of a new numerical algorithm to combine the characteristics of the graph layers using tools of the SPD manifold, as well as the design of a new approach that takes into account graph signals on each layer that often carry relevant information about the data.
Finally, there exist a few methods in the literature that consider the graph signal clustering. The work in [Shaham et al., 2018] , which is called SpectralNet, learns a nonlinear map that embeds data points into the eigenspace of their associated graph Laplacian matrix, and subsequently clusters them. Differently from [Shaham et al., 2018] , we use a multilayer graph signal, and we propose a new algorithm for learning the nonlinear map via a neural network. In this respect, the originality of our approach lies in the reformulation of the optimization problem, in which we replace the orthogonality constraint with a QR decomposition injected directly into the cost function.
Multilayer Graph Clustering
Throughout this paper, we aim at clustering a mul-
, which consists of a set V of N vertexes shared across S layers of edges, representing different relationships between vertexes. The graph G s in the s-th layer is an undirected graph with non-negative edge weights w s i,j , and
is the weighted adjacency matrix, with w s i,i = 0 for all i. Without loss of generality, we assume that the graphs are connected. The degree of a vertex i in the graph
, is defined as the sum of weights of all the edges incident to i in the graph G s . The degree matrix D s is then defined as: ∀s ∈ {1, . . . , S},
The laplacian is a symmetric positive-definite (SPD) matrix that arises in many physical and mathematical contexts [Pennec, 2006] . This is not surprising as the set of SPD matrices has a very rich structure and possesses many interesting features. In this work, we exploit the differential geometric structure of the set of SPD matrices to aggregate the multilayer graph into a single-layer graph without the graph signal at this stage. However, the graph signal will be taken into account in the clustering algorithm, as we show in the next section.
Layers aggregation
We start by introducing the necessary notation in SPD manifolds. We briefly recall some properties of the differiential geometry [Moakher, 2006 , Pennec, 2006 .
Let M(N ) denote the space of N ×N real matrices. On M(N ) we have the Frobenius inner product A, B F = tr(A T B) and the associated norm A F = tr(A T A). On M(N) we define the Euclidean metric by
The vector space of symmetric matrices in M(N ) is denoted by S(N ). The subset of S(N ) consisting of all positive-definite matrices is a convex cone whose interior consists of all positive-definite matrices and is denoted by P(N ).
The set P(N ) is a manifold, whose tangent space at any point P is the space T P P(N ) = {P } × S(N ). The line element
defines a Riemannian metric on P(N ).
The exponential of a symmetric matrix is a symmetric positive-definite matrix. The inverse map, i.e., the principal logarithm, which we denote by Log, of a symmetric positive-definite matrix is a symmetric matrix. Exponential map and its inverse map from cone of P(N ) onto the vector tangent space T p P(N ) at a given matrix P are respectively defined in a closed form as
The geodesic distance between P and Q in P(N ) is given by [6, p. 326]
The arithmetic mean and geometric means, usually used to average a finite set of positive numbers, generalize naturally to a finite set of SPD matrices. This generalization is based on the key observation that a mean has a variational characterization.
The arithmetic mean minimizes the sum of the squared Euclidean distances to given positive numbers. Likewise, the geometric mean minimizes the sum of the squared hyperbolic distances to the given positive numbers.
By analogy with the set of positive numbers, we define a mean relative to a distance of a finite set of SPD matrices L 1 , . . . , L S to be the SPD matrix L that minimizes the following loss function
The loss function ϕ is known to be non-convex in Euclidean space but geodesically 2N -strongly convex.
Arithmetic mean Let d(·, ·) be the euclidean distance defined in Eq. (3). Given the set of SPD matrices L 1 , . . . , L S , the arithmetic mean is given by
Geometric mean The mean relative to the Riemannian distance (Eq. (7)) is the geometric mean (Karcher-Fréchet barycenter), which is the unique solution of the nonlinear matrix equation
Solution of the nonlinear matrix equation (10) can be obtained numerically by different methods. For instance, one can use Newtons method on general Riemannian manifolds which is similar to the classical Newton's method on a Euclidean space but with the substitution of straight lines by geodesics and vector addition by the exponential map, see e.g. [Smith, 1993] . We also point out the fixed point algorithm proposed in [Moakher, 2004] specifically to solve (10).
In our experiments, we will adopt the following Riemannian gradient descent rule
where β is the step size or learning rate parameter of the gradient descent. Using the expression given in Equation (5) and (6), the geometric mean can be rewritten using the following expression
The convergence rate of the Riemannian gradient descent method [Zhang and Sra, 2016] attains O(1/k) for geodesically strongly-convex and geodesically convex problems.
Spectral Clustering
Equipped with the Riemannian manifold geometric mean, we are now ready to apply a graph spectral clustering algorithm on the aggregated layer L. This intermediate evaluation phase aims at showing that computing the geometric mean on the Riemannian manifold performs better than the arithmetic ones, since the aggregation takes into account the topology of the multilayer graphs.
The idea behind spectral clustering is to convert a clustering problem into a graph partitioning problem, where the vertexes are grouped based on the provided laplacian matrix, so that clusters are formed by those being more strongly connected. Spectral clustering partitions the nodes in the graph into K clusters based on the K eigenvectors (associated with the K smallest eigenvalues of L). Each row of the spectral embedding matrix U represents a set of coordinate of the corresponding vertex in the K-dimensional space. Thus, two vertex that are linked with a strong edge are mapped to two close vectors in the K-dimensional space (i.e., rows of U ). Consequently, one can apply a K-mean algorithm on the rows of U to group the nodes into K clusters.
More specifically, spectral clustering involves two steps.
Step 1: A multi-way graph partition is obtained by solving the following optimization problem:
where u n are the rows of U . The solution is the matrix U = v 1 | . . . | v K whose columns are the first K smallest eigenvectors v k of the Laplacian L.
Step 2: The rowsū 1 , . . . ,ū N of the solutionŪ are clustered with K-means. As a result, each vertex i is uniquely associated to a partition.
Recall that we consider in this paper additional attributes to the multilayer graph nodes and we model them as signals on the multilayer graphs. Let us assume that each graph G s is associated to a signal
Indeed, these signals stem from different kind of sources and each element x s can be viewed as a discrete-time signal with N samples. However, we can not apply the classical signal processing techniques since these signals are living in an irregular data domain. The latter is modeled by the multilayer graphs, which are not decorrelated from the graph signals. Each laplacian matrix gives additional information about the signals and their underlying structure.
In graph signal processing, the assumption about the data residing on graphs are usually taken into account. For example, a simple property and also the most widely used is smoothness with respect to the intrinsic structure (weighted graph). An easy way to quantify how smooth is a signal X n on a given weighted undirected graph G is through the function
In other words, if two vectors X i and X j from a smooth set reside on the two well connected nodes (i.e. w i,j is large), they are expected to have a small distance X i − X j so that tr(X T LX) is small.
The embedding of data points can be achieved by a simple eigen-decomposition of their graph laplacian matrix. However, in large datasets direct calculation of eigenvectors can be computationally heavy. To overcome this bottleneck, we aim at finding a generalized embedding that maps each input data point X n to an output f θ (X n ). The spectral map f θ is estimated using a neural network, and the parameter θ denotes the network weights.
Nonlinear Spectral Network
In nonlinear spectral clustering, one aims at learning a nonlinear mapping f θ : R M ×S → R K parameterized by θ ∈ R B , such that the transformed data points f θ (X n ) are orthonormal and their distance on the graph is minimized. This task amounts to:
Let us define the matrix (15) can be more compactly written as
An algorithm for dealing with the above problem was recently proposed in [Shaham et al., 2018] for the case when f θ is a generic network, called SpectralNet. The overall procedure is an unsupervised learning method that encompasses three steps: (i) training a siamese network to estimate the affinity matrix from the distances between data points; (ii) learning the map f θ by solving Problem (16); (iii) obtaining the cluster assignments by applying k-means in the embedded space.
Orthogonality Constraint
One of the main difficulty in solving Problem (16) amounts to dealing with the orthogonality constraint. The latter can be enforced implicitly by using the upper triangular matrix R θ of the QR decomposition
which corresponds to the upper triangular matrix of the Cholesky
Note that the matrix Y θ is not orthogonal, but
Also, R θ is a function of Y θ , for which we can compute the gradient w.r.t. θ. Therefore, Problem (18) can be solved using gradient descent. (18) is avoiding the complexity of alternating between orthogonalization and gradient step. Tuning weights will be done in each step of the gradient descent using backpropagation. Finally, to obtain the clusters assignments, we perform a K-means on the embedding Y θ R −1 θ .
The main advantage of Problem
1 Any rectangular matrix Y θ ∈ R N ×K with N ≥ K can be factorized as Y θ = Q θ R θ , where Q θ ∈ R N ×K is orthonormal, and R θ ∈ R K×K is upper triangular. When Y θ is positive definite, the decomposition is unique and R θ is equal to the upper triangular factor A of the Cholesky decomposition of Y θ Y θ = AA . Then, it is possible to extract the Q-factor of 
Experimental results
The numerical analysis is organized in two parts. Firstly, we assess the performance achieved with only the clustering algorithm on the aggregated graph with no signal, as proposed in Section 3.1. Secondly, we extend our analysis to the graph signal clustering algorithm proposed in Section 4.2. The latter results will be divided in two sub-parts:
• The graphs are computed from the signals.
• The graphs are computed from some signals, which are different from the ones on the vertexes.
Data description
For the evaluation of the proposed clustering algorithm, we consider a synthetic dataset and a real world dataset coming from Yelp challenge. Both have a multilayer graph signal representation of data. An overview is given in the following.
Synthetic data We consider three multilayer graph with three layers S = 3, and five clusters K = 5. Each data point is generated from a five-component Gaussian mixture model with different values for the mean and variance of the normal distributions (shown in Fig. 1 ), where each component represents a class of 500 points with specific color. This gives us a 3-layer graph of 2500 vertexes, where each graph layer is from a point cloud forming a particular letter. The goal with this dataset is to recover the five clusters (indicated by five colors) of the 2500 vertexes, using the three graph layers constructed from the three point clouds.
Yelp data Yelp is a popular website for reviewing and rating local businesses. Each business organizes its own listings, while users rate it from 1 to 5 stars and write text reviews. Users can also vote on other helpful, cool or funny reviews written by other users. Using this enormous amount of data that Yelp has collected over the years, it would be meaningful if we could predict ratings.
In our experiments, we focus on restaurant reviews. The Yelp dataset has information on reviews, users, businesses, and business check-ins. We only extract text reviews, star ratings, and evaluations. We ignore the other information in the dataset. The goal on Yelp dataset is to estimate the user star by constructing a network of different layers. We have considered two subset of the data: (1) the set of users evaluation with stars equal to 1 and 5; (K = 2) (2) the set of users with stars evaluation equal to 1, 3 and 5 (K = 3).
To process the data, we first convert the reviews to a signal. We use a natural language processing to identify whether a review sentiment on the restaurant is positive or negative (using TextBlob python library for natural language processing). The sentiment property returns a polarity score within the range [−1.0, 1.0], on which we apply a thresholding. Hence, we get a first estimation of the stars by applying the condition:
Some of the Yelp dataset are not coherent, and may fool machine learning algorithms (an example is shown in Fig. 2 ). For this reason, we have removed some of the data. For example, for K = 2, we have just considered the star evaluation which equal to 1 and the value of cool + usef ul + f unny is less than 5. In addition to the stars equal to 5 and the value of cool + usef ul + f unny is greater than 5.
Our goal of Yelp dataset is to construct a multilayer graph (with and without signals) to estimate the star ratings of businesses via unsupervised learning.
Graph construction A 5-nearest neighbor graph is constructed for each signal by assigning the weight of the edges connecting two vertices (points) as the reciprocal of the Euclidean distance between them.
We have considered three different scenarios:
1. For each signal x s , we construct a graph Laplacian matrix L s . Using the algorithm proposed in Section 3.1, we compute the barycenter Laplacian L and use it in spectral clustering (see Table 1 ).
2. We compute the barycenter Laplacian L as before, but we also take into account the graph signal by applying the algorithm proposed in Section 4.2 (see Table 2 ).
3. We split the signals in two subsets. The first subset is used to build the graph Laplacians, which are aggregated into the barycenter Laplacian L. The second subset is used as graph signal (see Table 3 ).
Figure 2: Yelp data example before processing. Some data are not coherent as line 59 (which is removed from the trained data).
Result analysis
We evaluate the performance of different clustering algorithms using three criteria: Purity, Normalized Mutual Information (NMI), and Rand Index (RI).
Using the datasets described in the previous section, we compare the clustering performance of the proposed algorithms with four other methods. The first method is the multilayer graph clustering algorithm proposed in [Dong et al., 2014] , called SC-ML. The second approach is the convex layer aggregation proposed in [Chen and Hero, 2017] , named MIMOSA. The third method is a greedy multilayer modularity maximization approach, called GenLouvain. 2 These three methods do not take into account any graph signal. The comparison will be limited to the clustering evaluation on the aggregated Laplacian, reported in Table  1 . The fourth method is SpectralNet [Shaham et al., 2018] , which considers one signal used to construct the graph.
It is observed from Table 1 that SPD manifold aggregation using the Riemannian distance has the best clustering performance among 2 datasets. Compared to SC-ML, SPD manifold outperforms the Grassman manifold in most of the datasets, suggesting that simply summing a multilayer graph to create a single-layer graph does not necessarily benefit multilayer graph clustering. The clusters found by Riemannian distance on the SPD space have better clustering metrics than MIMOSA and GenLouvain. Table 2 shows the first set of results with the graph signal clustering. We computed each Laplacian L s from the signal x s with Nearest Neighbors. Then, using SC-ML and SPD manifold aggregation, we computed the barycenter L, which is used to show the clustering results without graph signal in the column "No GS" of Table 2 . By concatenating the signals x s , we applied the algorithm presented in 3. The results are reported in the column "with GS" of Table 2 .
To make a fair comparison with SpectralNet, we have used the concatenated signals to train their network. As one can see, SPD manifold performs better than SC-ML, whereas SPD manifold with signal (column "with GS") presents no improvement with respect to SPD manifold without signal (columns "No Sig" and ), since the Laplacian are computed from the signals defined on the graph vertexes. Nevertheless, SPD manifold still outperforms SpectralNet. Note that we have used a 4 layer Neural Network to estimate the spectral embedding f θ in an unsupervised way. Table 3 shows the second set of results with the graph signal clustering. We split the Yelp data into two subset of signals: (x 1 , x 2 ) and (x 3 , x 4 ). The first set is used to compute the Laplacian L 1 and L 2 , which are then aggregated to the Laplacian L. The two signals x 3 and x 4 are concatenated to one signal vector X. The clustering results are reported for SC-ML and SPD manifold methods. As we can see, the proposed approach performs better than SC-ML, and the clustering results are also better that the ones reported in Table 2 .
The clustering results indicate that it is better to work on a single aggregated graph, rather than multiple graph layers. This gives us a great advantage to manage a bigger amount of data points with the proposed approach. Moreover, graph signals provide a performance boost when the aggregation of Laplacians is based on a simple averaging, where they seem to be less relevant when the aggregation is performed with the proposed SPD manifold technique.
Conclusion
In this paper, we provided a framework for multilayer graph signal clustering. We compute the barycenter of laplacian matrices on the Riemann manifold of SPD matrices, and we use it to unsupervisedly train a neural network on the graph signals, using a formulation similar to spectral clustering. The latter step is tackled with a new optimization algorithm that deals with the orthogonality constraint in an implicit way. The resulting model is well adaptive to SPD matrices, and the clustering results suggest that it is better to work on a single aggregated graph with signals, rather than multiple graph layers.
Interesting perspectives include a better modeling of graph signals, possibly through a general optimization algorithm to simultaneously aggregate the Laplacian matrices with the graph signals. Finally, it could be interesting to explore more general optimization algorithms, which allows us to consider various constraints/regularizations. 
