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Resumen 
En este trabajo se presenta una aproximación novedosa al problema de obtención 
de información tridimensional de una escena a partir de distintas vistas de la misma. 
El montaje sobre el que se ha realizado la validación experimental de los algoritmos 
desarrollados es del tipo hand-eye por ser un tipo de montaje suficientemente con-
trastado en la literatura y con claras aplicaciones industriales. Entre ellas están las de 
prototipado rápido, agarre o construcción de entornos virtuales para teleoperación. No 
obstante, los algoritmos obtenidos son fácilmente realizables sobre otro tipo de siste-
mas tales como robots móviles. En este caso las aplicaciones en navegación visual y 
levantamiento de mapas de entornos desconocidos son claramente identificables. 
La consecución del objetivo final ha supuesto la investigación y la obtención de 
resultados reseñables en distintas áreas. Ha sido necesario el desarrollo de un proceso 
de calibración del sistema en el que se hacen aportaciones a la calibración de cámaras 
con fuerte distorsión radial. La estructura tridimensional de los objetos de la escena se 
ha obtenido de manera incremental. La investigación en este campo ha dado como fruto 
la evolución de un método clásico (MCE) de obtención de distancias por estereoscopia 
y el desarrollo de otro novedoso (RRD). La determinación de la posición de la siguiente 
reconstrucción incremental ha hecho necesario el estudio de las diferentes estrategias 
presentes en la literatura para la solución del problema de determinación de la siguiente 
mejor vista (NBV). Como resultado se presenta el desarrollo de un nuevo algoritmo 
NBV especialmente adaptado al empleo de cámaras como elemento de toma de datos. 
El trabajo concluye presentando los resultados obtenidos al utilizar los resultados 
obtenidos en un sistema de reconocimiento tridimensional de objetos. Este tipo de 
aplicación se ha elegido por su gran exigencia en la calidad de los datos de entrada y 
la clara aplicación práctica de un sistema de este tipo. 
Abstract 
This work shows a new approach to the retrieval of the 3D structure of a scene using 
several views of it. The setup used during the experimental validation of the developed 
algorithms has been a hand-eye configuration. Such kind of setup is widely used in this 
scientific área and has very clear industrial applications. These applications include 
fast prototyping, grasping or virtual environments used in teleoperation. Nevertheless, 
the developed algorithms have been tailored to be easily portable to mobile robots. 
In such scope, visual navigation and map building of unknown environments are clear 
applications. 
The prosecution of the main goal has been carried out decomposing it in several 
tasks. A complete calibration scheme has been developed and a new camera calibra-
tion algorithm is shown. This algorithm is specially suited to cameras with a heavy 
radial distortion. The spatial structure of the scene has been obtained in an incremen-
tal way. This research has produced a enhanced classical method of steresoscopic 3D 
reconstruction (called MCE) and also the development of a new one (called RRD). 
Determination of the focus of the next partial reconstruction implies the study of the 
different strategies solving the problem of the next best view (NBV). As a result, a new 
(NBV) algorithm has been developed. This algorithm has been developed considering 
visual Information as data input. 
This work concludes showing several experimental results obtained using the depth 
maps obtained as input data to a 3D recognition system. This kind of application has 
been selected due to the high quality data required to obtain acceptable results. It is 
also a direct application for a system such as the presentad one. 
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Reproducir la información tridimensional de la forma y posición de un cuerpo sólido 
usando medidas indirectas ha sido una tarea cotidiana a lo largo de la historia en 
muy diversas disciplinas. Desde la copia de escenas del natural mediante rudimentarios 
instrumentos de medida usados por los artistas del renacimiento hasta los actuales 
equipos de prototipado rápido basados en sensores de rango, la historia está llena de 
ejemplos de dispositivos fabricados para capturar la estructura tridimensional de una 
escena con muy diversos fines. 
La aparición de los primeros ordenadores digitales, con capacidad suficiente, puso de 
manifiesto la posibilidad de disponer de métodos más efectivos y rápidos de conseguir 
esta información que la copia manual que se había estado realizando hasta entonces. 
Sin embargo, numerosas dificultades, tales como la gran carga computacional o la 
necesidad de resolver numerosas incertidumbres asociadas al inexacto conocimiento 
del equipo experimental, han hecho que este sea un campo de investigación todavía 
abierto. 
Disponer de un sistema capaz de reconstruir la estructura tridimensional de una 
escena de manera rápida, fiable e integrada con el entorno en el que se vaya a usar es un 
objetivo de importancia crítica en numerosas áreas. En ciencias de la computación, el 
conocimiento de la estructura tridimensional de un objeto es un paso previo en tareas de 
animación, diseño y fabricación asistida por computador. Enlazando con la fabricación 
asistida, otros campos donde la estructura tridimensional de un objeto resulta de gran 
importancia son los relacionados con la robótica: identificación y localización de objetos, 
tareas de seguimiento y agarre, introducción de modelos de objetos reales en escenas 
virtuales en entornos de teleoperación, etc. 
Precisamente la identificación de los distintos objetos que componen una escena y 
la determinación de sus posiciones y orientaciones relativas a fin de poderlos incluir en 
un entorno de teleoperación mediante técnicas de realidad virtual es el motivo que ha 
determinado la realización de este trabajo. 
1.2. Objetivos de la tesis 
Este trabajo de tesis tiene por objeto el diseño y puesta a punto de un sistema 
robótico capaz de obtener la estructura tridimensional de una escena usando técnicas 
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de visión artificial. Por estructura tridimensional se entenderá la posición espacial de 
los puntos que forman la superficie de los objetos presentes en la escena. Este conjunto 
de coordenadas tridimensionales se usará como datos de partida para el sistema pre-
viamente desarrollado en [A097] a fin de reconocer los objetos presentes y determinar 
su pose relativa. 
La consecución de este objetivo final será posible a partir de la descomposición del 
trabajo en distintas tareas, cada una de las cuales se considerará un objetivo parcial. 
Dichas tareas marcarán el desarrollo de esta memoria y se tratan en detalle en los 
siguientes capítulos haciendo mención en cada caso de las aportaciones realizadas. 
Por el momento será suficiente enumerarlas para dar una visión general del problema 
abordado. 
En primer lugar se estudiarán las distintas alternativas posibles en la elección del 
sistema encargado de captar los datos a partir de los que se obtendrá el modelo que 
permita la identificación de los objetos de la escena. 
Una vez decidido el tipo de sistema sensor, en nuestro caso un montaje de tipo 
hand-eye^ habrá que determinar la relación existente entre la situación en el espacio 
del objeto inspeccionado y las coordenadas que se obtienen de cada uno de sus puntos 
en la imagen. Esta relación se obtiene como resultado de la calibración del sistema. En 
este trabajo se presta especial atención a la calibración de la cámara utilizada debido 
a los problemas de fuerte distorsión radial que presenta una cámara con una distancia 
focal tan corta (5.6mm) como la utihzada. 
A continuación, será necesario elaborar la estrategia o estrategias a seguir para 
obtener la información tridimensional. Esta tarea se ha descompuesto en dos niveles 
distintos; el más bajo consistirá en una extracción local de mapas de profundidad. En el 
nivel superior, estos mapas de profundidad se irán fusionando de manera incremental en 
un modelo de ocupación espacial del volumen de trabajo. En relación con este modelo, 
se diseñará la estrategia de movimiento de la cámara que permitirá obtener información 
de la escena lo más completa posible en un tiempo aceptable. 
Por último será este modelo de ocupación espacial el que se suministrará como 
entrada al sistema de reconocimiento que proporcionará la descripción última de los 
objetos presentes. 
1.3. Estado del arte 
La estructura tridimensional de un objeto puede ser reconstruida mediante multitud 
de técnicas basadas en sistemas sensoriales muy distintos. 
En primer lugar, las basadas en sistemas sensoriales 'activos', entendiendo como 
tales aquellos que de alguna forma interaccionan con la escena que se está estudiando. 
En este grupo están los basados en tiempo de vuelo, que proporcionan directamente una 
medida de la distancia que separa el sensor de la escena. La información proporcionada 
por este tipo de sensores presenta un rango de aplicaciones muy reducido, sólo medición 
de distancias, por lo que suele ser necesario incluir en la aplicación otro tipo de sensores 
que proporcionen información complementaria. 
Una posible alternativa consiste en usar como datos de partida información visual. 
Esta aproximación permite un enfoque más flexible, pudiendo utilizar un mismo sensor 
para distintos propósitos. Como contrapartida, será necesario introducir una etapa 
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previa que realice el paso de la información bidimensional a información tridimensional 
que se usará como punto de partida en el proceso de reconstrucción. 
La obtención de información tridimensional usando técnicas de visión artificial ha 
sido objeto de estudio por la comunidad científica desde hace ya largo tiempo. A media-
dos de los años 70, D. Marr y T.A. Poggio [MP76, MP77, MP79, MPP77] establecieron 
modelos de cómputo de disparidad a partir de las teorías sobre el modelo visual huma-
no. También al campo de la determinación de un modelo de la visión estereoscópica en 
el hombre pertenecen los trabajos de J.E.W. Mayhew [MF91, MF81, MLH84] y W.E.L. 
Grimson [Gri81], entre otros. 
Centrándose en las técnicas empleadas para la obtención de información tridimen-
sional se suele considerar una primera diferenciación entre visión pasiva y visión activa 
[BajSS]. 
En las técnicas de visión pasiva se engloban aquellas en las que las condiciones del 
entorno no se alteran para mejorar los datos obtenidos. Este tipo de técnicas incluye la 
mayoría de las variantes de visión estéreo en las que varias cámaras, sobre un montaje 
fijo, observan la escena y la reconstruyen haciendo uso de las propiedades geométricas 
del montaje. 
Por contra, la visión activa busca la mejora en la toma de datos interactuando 
de alguna forma con la escena sometida a estudio. Esta interrelación con el entorno 
puede ser debida al tipo de sensor empleado (láser, ultrasonidos, radar), al modelo de 
iluminación empleado (luz estructurada en cualquiera de sus variantes) o al uso que 
se hace del mismo (variación de parámetros tales como distancia focal o apertura del 
diafragma en cámaras). 
Otra posible clasificación de las técnicas usadas para extraer información tridimen-
sional mediante técnicas de visión artificial se puede establecer atendiendo a la carac-
terística o características a observar. Según esta clasificación, se pueden diferenciar tres 
campos principales de investigación. 
En primer lugar, el conjunto de técnicas denominadas Forma a partir de X, don-
de X es la característica sometida a estudio. Estas técnicas estudian la evolución de 
un determinado parámetro en una serie de imágenes de la escena tomadas desde el 
mismo punto de vista en distintos instantes de tiempo. Esta característica puede ser 
la sombra arrojada por una luz sobre la escena, la nitidez de la imagen al variar la 
distancia focal efectiva de la cámara usada, la evolución de los contornos de los objetos 
presentes en la escena a medida que estos se mueven según trayectorias conocidas, etc. 
En este tipo de técnicas son clásicos los trabajos de B.K.P. Horn [Hor75, Hor70, HB89] 
y K. Ikeuchi [Ike79, IH81, Ike93] en obtención de forma a partir de sombreado en el 
caso del primero y la combinación con la información proporcionada por las oclusio-
nes parciales entre los objetos de la escena en el caso del segundo. En Zhang et. alt. 
[ZTCS99] se encuentra una revisión de las técnicas de forma a partir de sombreado más 
actuales hasta su publicación. Este trabajo es un buen punto de partida para iniciarse 
en este campo. Trabajos más recientes son los de N. Nakamura [NSOOO], A. Tankus 
[TYOO] con aplicaciones militares y P.L. Worthington y E.R. Hancock [WH99, WHOl] 
en topografía. 
En segundo lugar, como caso particular de las técnicas de forma a partir de X se 
encuentra el caso del flujo óptico en el cual se estudia el cambio de posición que sufren 
los distintos puntos de la imagen en instantes sucesivos de tiempo. 
Por último, el tercer campo lo componen el conjunto de técnicas que se podrían 
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agrupar como visión estereoscópica. Ahora la escena pasa a observarse simultáneamente 
desde varios puntos de vista. En este grupo de técnicas el problema real reside en la 
etapa de resolución de correspondencias entre los puntos de las distintas imágenes. Una 
vez resuelta esta correspondencia se tiene un problema puramente geométrico con una 
solución sencilla y conocida. 
Aportaciones muy importantes a la resolución del problema de correspondencia 
han sido las realizadas por Olivier Faugeras [Fau93] y la escuela francesa del INRIA. 
Es este grupo de investigación el que sienta definitivamente las bases de la llamada 
geometría epipolar [XZ96] que permite reducir a una dimensión el espacio de búsqueda 
para determinar la correspondencia entre varias vistas de un mismo punto. 
Los algoritmos de reconstrucción de la estructura tridimensional propuestos en esta 
tesis pueden considerarse una aproximación a la visión estereoscópica usando técnicas 
activas. En este caso el parámetro que varía es la posición del sensor respecto de la 
escena. 
Este tipo de configuraciones son las que se denominan en inglés hand-eye configu-
ration, siendo objeto de atención por parte de la comunidad científica desde hace largo 
tiempo [MSTZ77]. Aunque llevan usándose en investigación sobre robótica y visión por 
computador desde la década de los 80 de manera habitual, es difícil encontrar refe-
rencias explícitas a las peculiaridades de este tipo de sistemas con anterioridad a la 
primera mitad de la década de los 90 [BSP94]; siendo todavía un campo abierto como 
queda de manifiesto en los trabajos desarrollados por A.J. Sánchez y J.M. Martínez 
[SMOO] o N. Navab [NBL+00] en cuanto a control de posición o por H. Malm y A. 
Heyden [MHOO] en calibración de este tipo de montajes. 
Las líneas de investigación que más han aprovechado la versatilidad que proporciona 
la realimentación visual y especialmente disponer de una cámara montada sobre un 
robot, pudiéndose así elegir la pose de ésta respecto de la escena, han girado en torno 
al trabajo de robots en entornos no estructurados. Merece especial mención el trabajo 
de Papanikolopoulos y otros [Pap92, PKK93, PK93, SBP94] en el establecimiento de 
estrategias de control visual y su aplicación al seguimiento de objetos en movimiento. 
Continuando en la línea de los trabajos reseñados anteriormente, cabe citar el trabajo de 
Smith, Brand y el propio Papanikolopoulos [SBP97], donde se estudia el establecimiento 
de estrategias de seguimiento y de extracción de profundidad a partir de flujo óptico. 
En el campo de la reconstrucción tridimensional de objetos empleando sistemas 
hand-eye se pueden destacar los trabajos de Kutulakos y Dyer [KD94, KD95]. Estos 
autores trabajan en la reconstrucción tridimensional de sólidos a partir de la evolución 
de los contornos ocultos por el movimiento controlado de una cámara. En la misma 
línea se encuadra el trabajo de Marchand [Mar96] y Marchand y Chaumette [MC99] en 
el que se propone un sistema completo de reconstrucción basado en la toma de vistas 
parciales mediante control del movimiento de una cámara. 
El trabajo que se presentará en esta memoria se encuandra en el tipo de sistemas 
descritos en este último grupo de referencias. Pero, mientras que los anteriores se basan 
en la recuperación de primitivas geométricas (cilindros y segmentos), el trabajo desaro-
Uado no limita el tipo de objetos que integran la escena. Además, los trabajos anteriores 
realizan la reconstrucción total en dos etapas. En la primera se obtienen las primitivas 
que manejan y en la segunda se realiza la reconstrucción completa de la escena. Por 
contra, el trabajo que se presenta a continuación realiza la reconstrucción completa de 
cada vista de la escena en una sola etapa. De esta forma se consigue una estructura más 
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flexible puesto que se desacoplan las tareas de reconstrucción parcial y acoplamiento de 
reconstrucciones. Además, se disminuye el tiempo de computo necesario para obtener 
una reconstrucción completa de la escena, 
1.4. Estructura de la memoria 
Una vez concluida la introducción, en el capítulo 2 se describe el conjunto del 
sistema realizado. Se presta atención tanto al equipamiento físico que ha sido necesario 
como a los programas realizados para probar los algoritmos desarrollados. 
Tras esta primera visión de conjunto, necesaria para seguir la descripción del trabajo 
desarrollado, se revisarán cada uno de los puntos abordados en la presente tesis. 
En el capítulo 3 se revisa el concepto de calibración. Se repasa el estado del arte en 
esta materia y se detallan las soluciones aportadas a la calibración del sistema realizado. 
Se aborda la calibración intrínseca y extrínseca de la cámara y la determinación de la 
relación entre los sistemas de referencia de la cámara y del extremo del robot. 
Una vez descrito el método de calibración empleado, los capítulos 4 y 5 entran en la 
parte principal de la tesis. En el primero de ellos se da una visión del estado del arte en 
visión estereoscópica para pasar a continuación a describir los algoritmos desarrollados 
y las aportaciones realizadas. A continuación se estudiarán las soluciones publicadas en 
la literatura en estimación de la siguiente mejor siguiente vista. Estas técnicas son las 
empleadas para decidir las distintas ubicaciones desde donde se tomarán las imágenes 
de la escena a reconstruir. 
Para concluir esta memoria, en el capítulo 6 se exponen los resultados obtenidos 
del trabajo experimental realizado y en el 7 se detallan las conclusiones obtenidas, 
haciendo especial hincapié en las aportaciones realizadas y las líneas de investigación 




Tal como se anticipaba en el apartado 1.4, este capitulo se dedica a la descripción 
del sistema experimental desarrollado. Se comenzará por justificar el tipo de montaje 
elegido. A continuación se describirá el equipamiento físico con el que se ha contado. 
Por último, se presentará una descomposición en subsistemas según la tarea de la que 
se ocupa cada uno de ellos. 
2.1. Elección del tipo de montaje 
Cuando se trata de obtener la información tridimensional de una escena mediante 
el empleo de visión artificial, resulta común elegir un sistema estereoscópico. 
La primera posibilidad consiste en situar un conjunto de cámaras, normalmente 
dos, en posiciones fijas y conocidas y a partir de ellas determinar las distancias a cada 
punto de la escena. Esta es la aproximación clásica pero presenta el gran inconveniente 
de que sólo es posible reconstruir una vista. Se obtiene una información tridimensional 
parcial que será necesario completar de alguna manera si lo que se pretende es llegar 
a reconstruir la estructura tridimensional completa de los objetos que están siendo 
observados. 
Como respuesta a esta necesidad de aportar información adicional, cabe plantearse 
la posibilidad de observar la escena desde distintos puntos de vista. Esto es posible bien 
manteniendo el conjunto de cámaras (cabezal estéreo) fijo mientras se mueve la escena 
O bien situando las cámaras sobre un dispositivo que permita observar la escena fija 
desde distintas posiciones. De esta forma es posible obtener la estructura tridimensional 
de la escena acoplando distintas vistas parciales. En tareas de agarre o seguimiento 3D, 
este dispositivo suele ser el mismo brazo robótico que se usará en etapas posteriores de 
manipulado del objeto. Con esta disposición se consigue disminuir el número de equipos 
necesarios ya que el mismo robot que se usa para tareas de manipulación es el que 
facilita la obtención de información tridimensional. Además, al estar el cabezal situado, 
normalmente, cerca del punto donde de acopla la herramienta, en todo momento se 
tiene un punto de vista próximo a la herramienta que realizará la manipulación. Ello 
permite que un operador humano pueda seguir en primer plano las tareas que se están 
realizando además de que se puedan obtener reconstrucciones parciales de la zona de 
trabajo de la herramienta. Como inconveniente de estos montajes hay que destacar el 
volumen y peso de los cabezales estereoscópicos. Estas características limitan en gran 
medida su utilidad, ya que limitan la carga útil que puede manipular el robot y es 
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fácil que interfieran con el entorno en el que se desarrollan las tareas o cuando menos 
limiten las posibilidades de movimiento del robot. 
La alternativa que se plantea al uso de un cabezal estéreo es el uso de una sola 
cámara montada sobre el robot y en una situación próxima a la herramienta. Con esta 
disposición se mantienen las características deseables de la configuración anterior: 
• un operador humano puede seguir visualmente las operaciones que se están rea-
lizando. 
• se puede obtener un mapa parcial de la zona de trabajo de la herramienta. 
Este último punto merece una reflexión más profunda. Ya no hay varias cámaras 
que se puedan utilizar para realizar una reconstrucción por técnicas de estereoscopia. 
En su lugar se recurrirá a situar la cámara en distintas ubicaciones que se tomarán 
como las posiciones de las cámaras en un cabezal estéreo. Este recurso permite obtener 
la reconstrucción tridimensional de escenas estáticas, y además utilizando el número de 
imágenes que en cada caso se estime oportuno. Además esta configuración permite una 
integración más natural de las vistas parciales ya que una misma imagen se utilizará en 
varios procesos de reconstrucción parcial. Como desventaja de esta estrategia, tenemos 
el hecho de que cada una de las imágenes se toma en un instante distinto del tiempo, lo 
cual la hace inadecuada para escenas no estáticas. Sin embargo, por comparación con 
la anterior, esta desventaja no es tal, ya que cada una de las reconstrucciones parciales 
se hace en un instante distinto. 
La alternativa para conseguir eliminar esta limitación consistiría en disponer del 
número suficiente de cámaras para poder tomar de manera simultanea todas las imáge-
nes necesarias para conseguir una reconstrucción total. Puesto que esta solución resulta 
inviable desde el punto de vista económico, e incluso operativo, se ha optado por utilizar 
un montaje con una única cámara situada en el extremo final de un robot manipulador 
que se utilizará para situarla en los distintos puntos del espacio que en cada instante 
decida el algoritmo de control. 
2.2. Equipo físico 
Como puede verse en la figura 2.1, los elementos básicos que componen el prototipo 
son: una cámara que tomará las imágenes usadas como datos de partida por los algo-
ritmos de reconstrucción, el brazo manipulador encargado de situar esta cámara en el 
lugar requerido, el subsistema de vídeo que captura y procesa las imágenes recibidas 
y el ordenador de control desde donde se coordinan las acciones tomadas por todo el 
sistema, 
A continuación se describirán más detalladamente cada uno de estos elemientos 
básicos. 
2.2.1. Brazo manipulador 
Como elemento destinado a situar la cámara utilizada en la posición y con la orien-
tación requerida para tomar las imágenes de la escena que serán después procesadas se 
ha empleado un robot industrial estándar Stáubh RX90. Entre sus características más 
relevantes cabe citar las siguientes: 
2.2 Equipo físico 
Visión 
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Figura 2.1: Esquema del sistema de experimental puesto a punto 
Figura 2.2: Brazo del robot con la cámara montada. 
• Se trata de un robot industrial de 6 grados de libertad y un radio de acción 
de 985 mm. Esto ha permitido durante la etapa de validación experimental la 
reconstrucción de escenas de un volumen aproximado de l/2m^ situadas en las 
inmediaciones del extremo del robot. 
• La repetitibilidad indicada por el fabricante es de ±0,02mm. 
• El controlador del robot está basado en un microprocesador Motorola 68030 
montado sobre bus VME y dispone de 4 puertos serie RS-232 y 1 puerto RS-
422/485. La programación de las tareas del robot se realiza en lenguaje V+. El 
entorno permite multitarea y gran facilidad de uso de las comunicaciones serie. 
Más detalles pueden encontrarse en [Sta97b] sobre las características del brazo, en 
[Sta97a] sobre el armario de control y en [Sta93b, Sta93a] sobre el entorno de pro-
gramación. En la figura 2.2 se observa el brazo del robot con la cámara encargada de 
tomar las imágenes ya montada. 
2.2.2. Subsistema de visión 
En este apartado se describen de manera conjunta la cámara y las tarjetas de análisis 
empleadas para la captura y procesamiendo de bajo nivel de las imágenes recogidas. 
Sus características más destacables son: 
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Figura 2.3: Pieza de montaje de la cámara en el robot. 
Cámara Jai-CVMIOOO. Se trata de una microcámara color tipo 'dedo' con las 
siguientes características: 
• Dispone de un sensor CCD de 1/3", con un área sensible de 4,9x3,7mm 
dividida en 752a;582 elementos de captación. 
• Se equipa con una óptica de distancia focal 5, Qmm. 
• La señal de vídeo está disponible a su salida en formato RGB. 
Esta cámara se monta en el extremo del Stáubli RX90 mediante una pieza de 
especial diseño que la mantiene alineada y centrada con respecto al eje de la herra-
mienta del manipulador. En la figura 2.3 se puede observar la cámara montada 
mediante esta pieza. 
Tarjetas Matrox-Genesis. Estás tarjetas conforman el núcleo central del subsiste-
ma visión. Cada una de ellas consta de un módulo de adquisición, uno de proceso 
y uno de visualización. 
El módulo de adquisición acepta cuatro canales, lo que posibilita la conexión de 
cuatro cámaras monocromo o bien una en color en componentes RGB. 
El procesamiento se lleva a cabo por un procesador de señal C80 de Texas Ins-
truments y un circuito ASIC específico, denominado NOA, encargado de realizar 
las operaciones de convolución. Tanto el C80 como el NOA tienen acceso a un 
banco de memoria de 64MB en el que residen los programas de control del C80 
y los datos de usuario. 
Para la etapa de visualización están disponibles cuatro bancos de memoria de 
2MB cada uno de ellos. Tres de estos bancos contienen cada una de las compo-
nentes roja, azul y verde de la imagen a presentar y el cuarto, manejado por un 
circuito gráfico MOA de la propia Matrox, se reserva para sobre-impresión. 
La interconexión de los distintos módulos se lleva a cabo mediante circuitos ASIC 
propietarios de Matrox y denominados VIA. El sistema se conecta al ordenador 
anfitrión mediante un puente PCI-PCI. 
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Figura 2.4: Tareas del sistema 
2.2.3. Ordenador de proceso 
Se trata de un ordenador personal equipado con dos procesadores Intel Pentium III 
a 450MHz y 256MB de memoria. Este ordenador actúa como anfitrión de las tarjetas 
Matrox-Genesis. 
2.3. Sistema lógico 
Sobre el equipo físico descrito en la sección anterior se ha desarrollado la aplicación 
que ha servido para realizar los ensayos que validan los algoritmos propuestos en el 
presente trabajo. 
Las distintas tareas que debe realizar la aphcación son las que aparecen en la figura 
2.4 y que se describen a continuación: 
• Subsistema de calibración. 
• Subsistema de adquisición y procesado de imágenes. 
• Subsistema de posicionamiento de cámara. 
• Subsistema de control y evaluación de resultados. 
• Subsistema de reconocimiento. 
En este caso, el subsistema de reconocimiento es externo al trabajo de esta tesis, 
pudiendo considerarse una aplicación típica para los resultados obtenidos. 
2.3.1. Subsistema de calibración 
Como etapa previa, y de suma importancia, este subsistema se ocupa de calibrar 
tanto la cámara utilizada como la relación entre los sistemas de coordenadas de la 
cámara y del manipulador. 
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Por medio de esta tarea se obtienen los parámetros que relacionan el mundo físico 
con las imágenes que de él se obtienen. Los detalles de la solución concreta adoptada, 
así como del estudio previo llevado a cabo se describen en profundidad en el capítulo 
3 de la presente memoria. En este punto es suficiente decir que la solución adoptada 
sigue un enfoque clásico de obtención de parámetros intrínsecos en una etapa previa al 
funcionamiento 'en línea' del resto del sistema experimental. 
2.3.2. Subsistema de adquisición y procesado de imágenes 
Es el encargado de la toma de las imágenes que componen una secuencia, así como 
de las distintas etapas de su análisis para la obtención de los mapas de profundidad 
parciales. 
Las tareas encargadas a este sistema se sitúan en las etapas de más bajo nivel del 
sistema completo. Consisten en la adquisición de cada una de imágenes de las que 
parten los algoritmos desarrollados. Cada una de estas imágenes se somete a una etapa 
de preprocesado que corrige los posibles defectos en la adquisición y la prepara para 
etapas posteriores de proceso. 
A partir de estas secuencias de imágenes, se obtienen las medidas de distancia 
desde el origen de la escena a la superficie de los objetos explorados. Los métodos 
explorados para la consecución de esta tarea han sido varios y serán estudiados en 
detalle en el capítulo 4 correspondiente a las aportaciones realizadas en los métodos de 
reconstrucción tridimensional mediante visión. 
Se han reproducido distintos algoritmos de determinación de distancias mediante 
estereoscopia, se han rediseñado y adaptado al caso particular de una cámara des-
plazándose según trayectorias arbitrarias y se han desarrollado alternativas novedosas 
respecto a los métodos que es posible encontrar en la literatura. 
2.3.3. Subsistema de posicionamiento de cámara 
La tarea básica de ubicación de la cámara en el espacio de trabajo se confía comple-
tamente al controlador del manipulador. El software desarrollado se ocupa de gestionar 
el protocolo de comunicaciones entre el subsistema de posicionamiento y el de control 
a través de un puerto serie RS232. 
El paquete de comunicaciones se ha diseñado siguiendo una filosofía cliente/servidor. 
Sobre el controlador se ejecuta el programa servidor ocupado de comprobar el estado de 
las comunicaciones con el subsistema de control, trasladar las ordenes de movimiento 
generadas por éste al sistema de explotación del robot y enviar al subsistema de control 
las respuestas generadas como resultado de ejecución de las diversas ordenes. 
2.3.4. Subsistema de control y evaluación de resultados 
Mediante los subsistemas descritos hasta el momento, se dispone de las herramientas 
necesarias para situar el sistema de adquisición en la posición relativa a la escena que 
se desee y obtener una reconstrucción parcial de la misma desde este punto de vista. 
El subsistema que ahora se describe es el encargado de coordinar el funcionamiento 
de los anteriores, decidiendo desde que punto de vista se realizará la siguiente recons-
trucción parcial, completándola y acoplando éstas para obtener el modelo tridimensio-
nal que represente la escena completa. 
2.3 Sistema lógico 13 
Aspectos a destacar en el software desarrollado para este subsistema son la inte-
gración de las distintas medidas de profundidad obtenidas y la determinación de los 
movimientos que seguirá la cámara a fin de dotar a la reconstrucción de la escena del 
grado de detalle deseado. 
Integración de mapas de profundidad parciales 
Las medidas de distancia obtenidas en el subsistema de adquisición y procesado se 
integran sobre un modelo de la escena a fin de obtener una reconstrucción completa de 
la misma. 
Planificación de trayectorias de exploración 
La construcción incremental de la escena hace necesaria la inclusión de una tarea 
de planificación de trayectorias que decida en cada momento la siguiente ubicación 
desde donde se capturarán imágenes a fin de completar la tarea de reconstrucción de 
la escena o bien refinar resultados poco fiables obtenidos en etapas previas. 
2.3.5. Subsistema de reconocimiento 
Los algoritmos utilizados por este subsistema han sido desarrollado previamente 
por A. Adán en [A097] y Antonio Adán y otros en [ACFOO, ACFOl, AA03]. 
El trabajo realizado en esta tesis ha consistido en la realización de la interfaz ne-
cesaria para adaptar el formato de las nubes de puntos proporcionadas al terminar de 
explorar la escena al formato requerido por dicho sistema de reconocimiento. De esta 
forma es posible obtener modelos LSR/GSR a partir de las nubes de puntos generados, 
y así comprobar la posibilidad de utilizar el sistema desarrollado en este trabajo como 
dispositivo de captación de datos para un sistema de reconocimiento. 
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Capítulo 3 
Algoritmos de calibración 
3.1. Planteamiento 
La calibración de cualquier dispositivo de medida es un paso previo de cuya calidad 
de realización dependen los resultados obtenidos a posteriori. 
En un equipo de medición mediante técnicas de visión artificial, tal como el que 
se presenta en este trabajo, esto no es menos cierto, debiendo además considerarse 
distintos tipos de calibración. En primer lugar, se ha de obtener la relación entre el 
ángulo girado por los motores del robot y la posición real alcanzada por el extremo 
de este. Este apartado queda fuera del campo de estudio del trabajo y en esta ocasión 
se considerará que ha sido resuelto con calidad suficiente por el fabricante del robot 
y que por tanto es posible considerar conocida en todo instante la posición y orien-
tación del efector final. En segundo lugar, es necesario conocer la relación que existe 
entre la posición espacial de los puntos de la escena y las imágenes que de ellos se 
están recogiendo con la cámara montada sobre el robot. Este problema, conocido como 
calibración de cámaras, es el abordado en los siguientes apartados de este capitulo. 
Por último, hay que tener presente que la posición y orientación relativa de la cámara 
respecto del efector final es conocida sólo de un modo aproximado y que requiere de 
un estudio matemático completo a fin de poder determinar dicha relación de manera 
precisa. 
3.2. Sistemas de coordenadas 
Antes de seguir adelante, y puesto que la calibración de un instrumento de medida 
puede considerarse la adecuación de los resultados obtenidos a un sistema de coorde-
nadas dado, en la figura 3.1 se presentan los principales sistemas de coordenadas que 
se han empleados, a excepción del sistema de imagen, así como las relaciones que los 
ligan. 
A continuación se describirá cada uno de dichos sistemas de coordenadas. 
• Sistema de la escena (Oe): Es el que se ha considerado como sistema abso-
luto de coordenadas. Su origen se considera en el centro de la zona del espacio 
sometida a exploración. Las coordenadas de un punto expresadas en este sistema 
se definirán mediante las magnitudes que se describen a continuación y que se 
recogen en la figura 3.2. 
16 Algoritmos de calibración 





I , » 
Figura 3.1: Sistemas de coordenadas empleados y relaciones que los ligan, 
p: Distancia que separa el punto del origen de coordenadas medido en línea 
recta. Esta distancia de expresa en milímetros. 
d\ Inclinación azimutal. Definida como el ángulo que forma la proyección de la 
línea que une el punto con el origen de coordenadas sobre el plano horizontal 
(XY en la figura 3.2) medida desde el eje de referencia (X en este caso). 
</): Inclinación cenital. Este ángulo se define como el formado entre la linea 
que une el punto con el origen de coordenadas y el eje vertical del sistema 
absoluto. 
Cuando se trata de fijar la relación que existe entre un sistema de coordenadas 
fijo y uno móvil, ligado a un punto de la escena, hay que añadir los ángulos que 
definen la orientación relativa entre ambos sistemas. En este trabajo, y con las 
restricciones que se describirán más adelante, es suficiente considerar un tercer 
ángulo (•0) que mide la relación entre el eje Y del sistema móvil y el plano que 
forma el eje vertical del sistema absoluto con la línea que une el origen de ambos 
sistemas cuando el eje Z del sistema móvil sigue esta dirección. 
Sistema de la cámara {p^'. Define las coordenadas de un punto con relación 
al sistema óptico de la cámara. Este sistema es el empleado como referencia en 
el modelo de formación de la imagen. Las coordenadas de un punto en el sistema 
ligado a la cámara se expresan mediante las coordenadas cartesianas habituales 
medidas en milímetros. 
Sistema de imagen: Representa la proyección de los puntos del sistema de 
cámara sobre el plano de formación de la imagen. Las coordenadas de un punto 
en este sistema se expresarán en coordenadas cartesianas mediante una pareja 
de valores. La relación entre los sistemas de cámara y de imagen considerada 
será la propuesta por el modelo pin-hole de cámara. Estas relaciones se presentan 
en las figuras 3.3(a) y 3.3(b) según se considere un modelo puro o afectado por 
distorsión radial. 
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Figura 3.2: Coordenadas de un punto en la escena, definidas por la distancia al origen 
(p), y los ángulos 6 y (f). El ángulo -0 determina el giro sobre su eje Z del sistema de 




(a) Pin-hole ideal (b) Pin-hole distorsionado 
Figura 3.3: Modelo pin-hole de cámara. Relaciona las coordenadas tridimensionales de 
un punto con su imagen. 
18 Algoritmos de calibración 
• Sistema del robot (Or): Este sistema es el que se considera absoluto para 
el controlador del robot. Los comandos de situación del extremo del robot se 
ejecutarán a partir de dicho sistema. 
• Sistema de la herram.ienta {Oh}' La posición y orientación del extremo del 
robot se expresa en este sistema mediante tres coordenadas cartesianas y tres 
ángulos de rotación respecto de (O^), según se describe en [Sta97c]. Será necesario 
calcular la relación entre las coordenadas de escena donde se desea situar la 
cámara y las coordenadas donde situar dicho efector ya que estas son sobre las 
que se podrá actuar directamente. 
Una vez descritos los sistemas de referencia empleados, se presenta a continuación 
la relaciones que existen entre ellos. 
• Thr : Relación entre el sistema de coordenadas del robot y el ligado a la herra-
mienta. Calculada por el fabricante no es objeto de estudio en este trabajo. 
• Tre '• Relación entre el sistema de coordenadas de la escena y el del robot. Esta 
relación es arbitraria y define la situación de la escena de trabajo respecto del 
robot. 
• Tgc'. Relación entre el sistema de coordenadas de la escena y el de la cámara. Esta 
relación se obtiene mediante calibración y se estudiará en detalle en la sección 
3.7. 
• Tcr : Relación entre el sistema de coordenadas ligado a la cámara y el absoluto 
de movimiento del robot. Se obtiene como producto de Tre y T^c- Esta relación 
permitirá llevar la cámara a una situación concreta respecto de la base del robot, 
y por tanto respecto de la escena. 
• Tch • Relación entre el sistema de coordenadas de la cámara y el ligado a la herra-
mienta del robot. Esta relación se obtiene mediante calibración y se estudiará en 
detalle en la sección 3.8. 
• Teh '• Relación entre el sistema de coordenadas de la escena y el ligado a la 
herramienta del robot. Se obtiene como producto de Thr y Tre- Permite conocer 
la situación del extremo del robot en coordenadas de la escena. 
3.3. Calibración de la cámara 
En visión artificial, una correcta calibración de la cámara usada es un paso previo y 
fundamental para obtener unos resultados correctos. Aunque es posible obtener ciertos 
resultados a partir de cámaras sin calibrar [FusOO] es un proceso crítico a la hora de 
poder realizar medidas a partir de las imágenes obtenidas. 
La calibración de una cámara comprende dos aspectos distintos. En primer lugar 
es necesario determinar la relación que existe entre la posición respecto de la cámara 
de los puntos observados y la imagen que de ellos se obtiene 3.3. La obtención de 
los parámetros que rigen esta transformación se denomina calibración intrínseca y 
parámetros intrínsecos al conjunto de parámetros obtenidos. 
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A partir de la calibración intrínseca se obtiene la relación entre la imagen de un 
punto y su posición respecto de la cámara, pero esto no es suficiente. Queda por conocer 
la relación entre la imagen de un punto y la posición de este en el sistema de coordenadas 
que se haya tomado como absoluto, respecto del cual realizaremos nuestras medidas. 
La obtención de los parámetros que determinan la posición de la cámara respecto del 
sistema de referencia absoluto, ligando la posición de un punto en este sistema con su 
imagen es el proceso conocido como calibración extrínseca. 
3.4. Técnicas de calibración 
Dependiendo de los parámetros obtenidos y de la forma de obtención, existen dis-
tintas técnicas para resolver el problema de la calibración. 
Atendiendo a los parámetros obtenidos en el proceso, se puede diferenciar entre 
calibración intrínseca y extrínseca, tal como se ha planteado anteriormente, según que 
los parámetros que se recuperen sean los que determinen la formación de la imagen 
[LT88] o bien la relación entre los sistemas de coordenadas de la cámara y de la escena. 
Así mismo, en esta clasificación es posible distinguir entre los métodos que obtienen 
de forma explícita el conjunto de parámetros y aquellos que obtienen como resultado 
las matrices de paso de coordenadas tridimensionales a coordenadas en la imagen y de 
transformación de coordenadas del mundo a coordenadas de la cámara [WM94]. 
Respecto al conjunto de características empleadas para realizar la calibración, una 
gran parte de los métodos presentes en la literatura utilizan la correspondencia entre 
las coordenadas tridimensional de una serie de puntos de control y la imagen que 
de ellos se obtiene en la cámara a calibrar [Tsa87]. No obstante, esta no es la única 
característica útil, encontrándose métodos que usan distintas propiedades geométricas 
de la escena, tales como puedan ser los puntos de fuga de haces de rectas situadas de 
forma conocida a priori [WT91] o bien la relación entre éstas y la imagen que de ellas 
se obtiene [CT90]. 
Los métodos empleados para determinar el conjunto de parámetros de calibración 
tampoco es únicos. En la literatura se encuentran distintas aproximaciones que pueden 
ser englobados en las siguientes categorías: 
• Técnicas de opt imización lineal. Su principal ventaja es la simplicidad del 
modelo empleado, que revierte en un algoritmo de cómputo simple y rápido. 
Mediante un proceso de ajuste por mínimos cuadrados se determina la matriz que 
relaciona las coordenadas tridimensionales de los puntos de control y las de sus 
imágenes. En su contra tienen que no son aptos cuando introducimos la distorsión 
de la lente como un factor a calibrar, limitando por tanto la exactitud de las 
medidas realizadas, y la dificultad aparejada a la obtención de los parámetros 
a partir de la matriz calculada. Como referencias de este tipo de métodos cabe 
destacar [HTMF82]. 
• Técnicas de opt imización no lineal. Cuando el modelo empleado para la 
cámara se aleja del pin-hole básico y se introducen parámetros que reflejan la 
distorsión causada por la presencia de lentes, el enfoque anterior deja de ser válido. 
En su lugar se suele recurrir a procesos iterativos que minimizan una función 
objetivo habitualmente relacionada con la discrepancia entre la proyección teórica 
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de cada punto de control y la obtenida en la situación real. Como principal 
ventaja de estos métodos está su posibilidad de ser adaptados a prácticamente 
cualquier modelo de cámara empleado. En su contra está la necesidad de hacer 
una buena estimación inicial de los parámetros a calibrar a fin de poder garantizar 
su convergencia. Una referencia clásica en este campo es [Fai75], en el que el autor 
desarrolla un esquema de optimización no lineal para estimar los 17 parámetros 
del modelo de cámara propuesto. 
• Técnicas en dos etapas. Pueden considerarse una combinación de las dos ante-
riores. En primer lugar se emplean técnicas lineales para calcular un subconjunto 
de los parámetros a obtener. Una vez calculados estos, se pasa a un proceso ite-
rativo donde se calcula el valor del resto de parámetros del modelo utilizado. 
Referencias de este tipo de métodos las encontramos en [Tsa87] y [WCH92] 
3.5. Descripción del modelo de cámara 
Tal como se ha comentado anteriormente, la calibración de los parámetros intrínse-
cos y extrínsecos de una cámara consiste en determinar los valores que deben tener 
éstos para que reflejen con la mayor exactitud posible el proceso de formación de la 
imagen de puntos de la realidad. Como paso previo a la búsqueda de estos valores hay 
que modelar dicho proceso de formación de la imagen y, por tanto, determinar cuales 
van a ser los factores (parámetros) que rigen esta formación. 
A fin de simplificar el proceso, se considerará que el paso desde las coordenadas de 
un punto en el sistema del mundo hasta las coordenadas con que aparece en la digi-
talización que se utilizará en etapas posteriores puede descomponerse en las siguientes 
etapas: 
1. Paso del sistema de referencia global al sistema de referencia de la cámara me-
diante la matriz de transformación adecuada. 
2. Proyección del punto, expresado en coordenadas de la cámara, sobre el plano de 
la imagen supuesto que no hay distorsión. 
3. Corrección del efecto producido por la distorsión en la posición de la imagen del 
punto. 
4. Transformación del sistema de coordenadas de la imagen a las coordenadas usadas 
por el equipo de digitalización. 
La obtención de la matriz de transformación entre los sistemas global y de cámara 
es el objetivo de la calibración extrínseca. En el modelo propuesto se realiza mediante 
transformaciones geométricas que proporcionarán la distancia y los ángulos azimutal, 
cenital y de giro que definen la posición y orientación de la cámara respecto de la 
plantilla de calibración. 
El modelo de formación de imagen más simple es el conocido como pin-hole fig. 3.3, 
típico de las cajas oscuras sin lente y que es el usado habitualmente en las cámaras 
convencionales, siempre y cuando no se considere la distorsión ocasionada por el sistema 
Óptico [HTMF82]. A este respecto, se considerará que la distancia focal, que relaciona 
3.6 Algoritmo de calibración de parámetros intrínsecos 21 
las coordenadas del punto en el sistema de la cámara con su proyección en la imagen, 
es fija y conocida. 
Debido a la fuerte distorsión ocasionada por un sistema óptico con una focal tan 
corta como la utilizada, el modelo pin-hole puro no es suficiente, debiendo recurrirse a 
un modelo pin-hole distorsionado, figura 3.3(b), en el que se tiene en cuenta el efecto 
producido por la lente. 
En la literatura se encuentran distintas aproximaciones al modelado de la distorsión, 
siendo una de las más completas [WCH92], aunque en general se puede considerar que 
las coordenadas teóricas de la imagen del punto y las coordenadas reales distorsionadas 
están relacionadas por una serie polinómica (3.1) a (3.3) donde el valor de la distorsión 
crece en relación a la distancia del punto al centro de la imagen. 
'x = '^x{l + Ki^(P+ K2xd^ + •••) (3.1) 
V = '^y{l ^ Kryd^ + K^yd^ + ...) (3.2) 
¿2 = (V+S^) (3.3) 
El modelo planteado hace una aproximación tomando sólo la pareja de coeficientes 
K\x y Kiy y considerando que son independientes de los ejes, por lo que se puede 
aproximar Ki^ = J^iy = K. 
La última etapa a tener en cuenta en cuanto al modelado realizado consiste en el 
paso de las coordenadas distorsionadas sobre la imagen a la matriz de memoria que 
servirá de base a posteriores tratamientos. Aquí debe tenerse en cuenta la relación que 
existe entre las dimensiones físicas de la zona sensible del sensor y el tamaño de la 
memoria sobre la que se almacenará la imagen digitalizada así como las coordenadas 
finales del centro de la imagen, entendiendo este como el punto con distorsión nula, y 
que hasta este momento se ha considerado como la proyección del origen del sistema 
de referencia de la cámara sobre el plano de la imagen. La relación entre las dimensio-
nes de los elementos sensores y el tamaño de la imagen digitalizada, que a la postre 
determina el tamaño de cada pixel digitalizado se puede obtener fácilmente a partir de 
los parámetros suministrados por el fabricante de la cámara. No así las coordenadas 
del centro óptico que deberán ser calculadas como parte del proceso de calibración. 
Como resumen de todo lo anterior, en el modelo de cámara planteado se consideran 
conocidas la distancia focal, realmente no es necesario conocerla para calcular el resto 
de parámetros intrínsecos, y la relación entre los tamaños del sensor y de los pixels de 
la imagen digitalizada y necesita de procesos de calibración para obtener la distorsión 
radial, modelada según la ecuación (3.6), y las coordenadas del centro óptico. Una vez 
conocidos los parámetros intrínsecos del modelo se abordará la determinación de la 
posición y orientación de la cámara a partir de la imagen rectificada de la plantilla de 
calibración. 
3.6. Algoritmo de calibración de parámetros intrínse-
cos 
A continuación se describe el algoritmo empleado para la calibración de los paráme-
tros intrínsecos de la cámara utilizado en el prototipo experimental, además de presen-
tar los resultados obtenidos tanto para datos simulados como reales. 
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El proceso seguido ha consistido en un replanteamiento del algoritmo de ajuste 
a parábolas utilizado en [Cid98] para la calibración de cámaras con fuerte distorsión 
radial. En un principio se pretendió usar el método tal como quedaba expuesto en la 
citada obra, pero a la vista de las limitaciones observadas durante los ensayos experi-
mentales se tomó la decisión de partir también de la aproximación parabólica de las 
coordenadas de las familias de puntos de la plantilla de calibración pero rediseñando 
completamente el procedimiento para obtener los parámetros intrínsecos. Estas limita-
ciones consisten básicamente en la baja precisión de los resultados obtenidos para los 
parámetros intrínsecos y la dependencia de estos de la posición relativa de la cámara 
respecto de la plantilla. En las figuras 3.4 a 3.5 se muestran los resultados obtenidos 
para una serie de imágenes reales capturadas con la cámara aproximadamente perpen-
dicular a la plantilla de calibración a distancias entre 100 y 200 milímetros. La línea 
quebrada sólida representa el valor obtenido para las coordenadas del centro óptico y 
el factor de distorsión según la distancia a la que se tomó la imagen. La línea recta 
sólida representa el valor medio y la línea punteada la recta de regresión de los valores 
obtenidos. Como puede observarse hay una fuerte dependencia entre la posición esti-
mada para el centro óptico y la distancia a la que se tomó la imagen. Efecto que se 
intenta solucionar en el método propuesto en este trabajo. 
Para comprobar la exactitud del método desarrollado se ha procedido a realizar 
una batería de ensayos divididos en dos grupos. El primero de ellos a partir de da-
tos generados sintéticamente; el segundo mediante datos tomados con la plataforma 
experimental. Cada uno de estos grupos se compone de distintos ensayos en los que 
se varían cada uno de los parámetros que determinan la posición donde se forma la 
imagen de cada uno de los puntos de una plantilla de calibración predefinida. 
3.6.1. Descripción de la plantilla utilizada 
Los algoritmos de calibración que siguen parten de las imágenes proporcionadas 
por una serie de puntos situados sobre una superficie plana. Sean ^0 = ^X,^ Y,^ Z los 
ejes coordenados del sistema de referencia de la escena. La plantilla se ha situado en 
^Z = O y los puntos que la forman, alineados según los ejes ^X y ^Y, tal como aparece 
en la figura 3.6. 
3.6.2. Obtención de un estimador inicial del centro óptico 
A partir de la disposición descrita en el párrafo anterior, la imagen ideal de los 
puntos de la plantilla se formaría según dos familias de lineas rectas. La primera, en 
adelante rectas horizontales, sería la formada por aquellos puntos con ^Y constante y 
la segunda, o familia de rectas verticales, la formada por los puntos con coordenadas 
^X constante. 
Debido a la distorsión producida por el sistema óptico utilizado, estas familias de 
rectas se curvarán (ver figura 3.7) según las expresiones 3.4 y 3.5 
'x = '^xil + Kd?) (3.4) 
V = '^yil + Kd'') (3.5) 
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Figura 3.5: Estimación del coeficiente de distorsión mediante el algoritmo inicial. 
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Figura 3.6: Coordenadas de la escena de los puntos de la plantilla de calibración utili-
zada 
donde {^x,^ y) representan las coordenadas ideales centradas en el centro óptico de 
un punto en la imagen y {'^x^'^ y) son las correspondientes coordenadas distorsionadas. 
En estas condiciones, el único punto de la plantilla cuya imagen no aparecerá dis-
torsionada es aquel para el que se cumple d^  = O (expresión 3.6), y que es el que se 
considerará el centro óptico de la imagen (en la figura 3.7 aparece marcado con un 
asterisco). A la vista de las ecuaciones (3.4) a (3.6) se observa que habrá una recta de 
cada familia para la cual las imágenes de sus puntos sólo sufrirán distorsión según el 
vector director de dicha recta. Obteniendo la intersección de ambas se dispone, de un 
primer estimador de la posición del centro óptico. 
El problema que surge en este punto, es que la plantilla está formada por un número 
finito de puntos y que por regla general no se dispone de las imágenes de las rectas 
necesarias. 
Es necesario, por tanto estimar cuales serán las ecuaciones de dichas rectas. El 
procedimiento que se ha seguido es el que se expone a continuación: 
• Se aproxima cada conjunto de imágenes de puntos con la misma coordenada '^y 
por una parábola horizontal ('^y = afx'^ + biX + Ci) y cada conjunto de imágenes 
de puntos con la misma coordenada ^x por una vertical {f-x = ajy'^ + h^y 4- Cj) 
(ñg: 3.8). 
• Se aproxima cada conjunto de coeficientes de los términos cuadráticos, lineales 
e independientes por un polinomio de Ser grado. Se han escogido polinomios de 
3er grado por ser las curvas más simples que admiten cambio en el sentido de 
la curvatura, tal como aparece en la distribución de valores de los coeficientes a 
ajustar (fig: 3.9). 
Se calcula el paso por cero del polinomio de ajuste de los términos cuadráticos. 
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Figura 3.7: Comparación entre las imágenes ideales y reales de los puntos de la plantilla. 
Así es posible obtener el índice de la parábola con termino cuadrático nulo, o, lo 
que es lo mismo, aquella que va a ser realmente una recta y que por tanto va a 
contener el estimador del centro óptico. 
• Para calcular el resto de coeficientes de la recta buscada, se introduce el valor 
obtenido como raíz del ajuste de los términos cuadráticos en los ajustes de los 
términos lineales e independientes. 
• Al llegar a este punto se dispone, para cada familia de parábolas, de una recta que 
representa la parábola de curvatura nula. En este punto, se obtiene el estimador 
del centro óptico como la intersección de ambas rectas (fig: 3.10). 
3.6,3. Obtención de un estimador inicial del coeficiente (K) 
de distorsión 
Una vez obtenido el estimador del centro óptico, es posible obtener un primer 
estimador del factor de distorsión. Para esta estimación, se continua con la hipótesis 
de que las imágenes de los puntos de la plantilla se pueden ajustar por dos familias 
de parábolas, horizontales y verticales, y se calcula el coeficiente K a partir de las 
curvaturas de éstas en el punto más próximo al centro. El proceso completo que se 
sigue es el que se detalla a continuación: 
En primer lugar, para cada parábola, se calcula la distancia entre esta y el centro 
óptico (dm), y las coordenadas {^Xm^'^Vm) del punto para el que se tiene esta 
distancia [Pm]-
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Figura 3.8: Imagen de la plantilla con las parábolas ajustadas. 
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Figura 3.9: Ajustes de los términos cuadraticos, lineal e independiente de las parábolas 
horizontales y verticales. 
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Figura 3.10: Imagen con la primera estimación del centro óptico y las imágenes corre-
gidas de los puntos de la plantilla. 
A continuación se calcula el estimador de la curvatura de cada parábola en [Pm)-
Continuando con la hipótesis del ajuste a parábolas, esta curvatura puede calcu-
larse según la expresión (3.7) para parábolas de forma general (3.8). 
C = 2a [1 + {2a''xm + by]2 (3.7) 
(3.8) 
A partir de la expresión (3.9) es posible obtener un primer estimador de (K) 
realizando un ajuste entre los coeficientes de curvatura obtenidos en el párrafo 




Bajo la hipótesis de que \K\ <C 1, y por tanto 1 + 3Kd!^ ~ 1, la expresión (3.9) 
puede aproximarse por (3.10) y así obtener (K) mediante un ajuste lineal. 
C ~ -2Kd (3.10) 
3.6.4. Optimización del estimador de K supuesto conocido el 
centro óptico 
En el párrafo anterior se ha descrito el procedimiento para obtener una primera 
aproximación al coeficiente de distorsión (K). Para ello se hacían las hipótesis de que 
la distribución de las imágenes de los puntos de la plantilla de calibración se ajustan a 
dos familias de parábolas y que la posición del centro óptico es perfectamente conocida. 
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Figura 3.11: Descripción del proceso de optimización del estimador del coeficiente de 
distorsión (K). 
En los siguientes párrafos se relajaran estas condiciones para terminar obteniendo un 
estimador de (K) más ajustado al valor real. 
Si el valor de K obtenido en el paso anterior fuese el valor real, las coordenadas 
de la imagen corregidas según las ecuaciones (3.4) a (3.6) se ajustarían a dos familias 
de lineas rectas, originadas por las distribuciones horizontal y vertical de puntos de la 
plantilla. El error en este ajuste proporciona una medida de la bondad de la estimación 
de K disponible hasta este momento. 
Según este razonamiento, el valor de K se va a refinar según un proceso iterativo de 
minimización en el que la función de coste se define como el error cuadrático medio entre 
las coordenadas rectificadas de las imágenes de los puntos de la plantilla de calibración 
y los ajustes lineales obtenidos a partir de ellas, tal como se muestra en la figura 3.11. 
3.6.5. Optimización conjunta de K y las coordenadas del cen-
tro óptico 
Una vez en este punto, se dispone de una estimación de las coordenadas del centro 
Óptico y del coeficiente de distorsión. 
Sin embargo, es posible mejorar en cierto grado estas estimaciones repitiendo el 
proceso de ajuste anterior considerando como parámetros a estimar tanto el coeficiente 
de distorsión como las coordenadas del centro óptico. 
3.6.6. Resultados obtenidos 
Tras describir el método empleado, esta sección se dedica a presentar los resultados 
obtenidos en la serie de ensayos realizados. Se comenzará por describir el entorno en el 
que se realizaron para pasar a describir después las series de experimentos propiamente 
dichos. Por último de presentan los resultados obtenidos. 
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Disposición de la escena 
Los ensayos realizados se han efectuado sobre una plantilla de calibración situada 
en el plano Z = O del sistema de referencia absoluto. Esta plantilla está formada por 
manchas circulares de 5 mm de radio, separadas 10 mm entre sí tanto en el eje X como 
en el Y de la escena. 
De esta plantilla se toman imágenes mediante una cámara situada en distintas 
posiciones de la escena, según los ejes representados en la figura 3.2, pero siempre 
dirigida hacia el plano Z = O y con su eje óptico (eje Z del sistema de cámara) pasando 
por el origen del sistema absoluto. 
Los distintos parámetros que se han variado en cada uno de los juegos de imágenes 
de ensayo han sido los siguientes: 
p: Distancia cámara-plantilla. 
6: Inclinación azimutal. Definida como el ángulo formado por la proyección del eje 
Z de la cámara con el plano XY del sistema absoluto. 
0: Inclinación cenital. Este ángulo se define como el formado entre el eje Z del 
sistema absoluto y el eje Z del sistema de cámara. 
ip: Giro de la cámara sobre su eje Z. 
Banco de ensayos 
Los ensayos realizados se han dividido en dos grupos. El primero se realizó con 
datos simulados para comprobar el grado de exactitud del algoritmo desarrollado por 
comprobación de los parámetros ideales y los recuperados por el algoritmo. El segundo 
se realizó ya con datos experimentales para comprobar la robustez frente a factores no 
controlados en la simulación. 
Datos sintéticos 
Los valores de los parámetros intrínsecos empleados para simular la cámara han sido 
los suministrados por los fabricantes del conjunto lente-cámara-digitalizador usado para 
la adquisición de las imágenes reales. Son los siguientes: 
• Distancia focal nominal: 5,6 mm. 
• Dimensiones del sensor: 4,9(H) x 3,7(V) mm. 
• Dimensiones de la imagen digitalizada: 768(H) x 576(V) pixels. 
Para los parámetros no suministrados se han tomado valores típicos: 
• Coordenadas del centro óptico: (387(H) , 289(V)) pixels. 
• Constante de distorsión radial (K): 3,5a;10~'' pixels'"^. 
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En ambos casos, tanto datos sintéticos como reales, los ensayos han consistido en la 
toma de distintas secuencias de imágenes en las que se varía cada uno de los parámetros 
de situación de la cámara respecto de la plantilla de calibración. A partir de la situación 
relativa cámara-plantilla los parámetros que se han variado en cada secuencia han sido 
los siguientes: 
K: En primer lugar se ha estudiado la exactitud de la aproximación parabólica para 
distintos coeficientes de distorsión radial. Para ello se ha generado una secuencia 
sintética de imágenes con la cánaara situada en (p, 9, (f>, tp) = (300 mm, 0°, 0°, 0°) 
respecto del origen de coordenadas absoluto, variando K entre 10"^í/10~^ pixels'-^, 
con un paso entre simulaciones de 10"^. 
Una vez comprobada la exactitud del método para un rango típico de coeficientes 
de distorsión, se ha estudiado la influencia de la situación relativa cámara-plantilla 
mediante la toma de secuencias de imágenes variando cada uno de los parámetros 
de situación de la cámara. Tal como se comentaba en párrafos anteriores, para 
cada caso se han tenido en cuenta distintos niveles de distorsión en la medida 
de las coordenadas de la imagen de cada centro. Esta efecto se ha conseguido 
mediante la adición de un componente de ruido blanco de distintas desviaciones. 
p: Distancia cámara-plantilla. Con el eje óptico de la cámara situado perpendicu-
larmente al plano de la plantilla de calibración, se tomó una secuencia de 81 
imágenes en un rango de distancias de 100 a 500 mm separadas cada una de ellas 
5 mm de la anterior. 
0: Inclinación cenital. Este ángulo se define como el formado entre el eje Z del 
sistema absoluto y el eje Z del sistema de cámara. Para este ensayo se tomó una 
serie de imágenes con la cámara situada a p = 300 mm de la plantilla y formando 
ángulos entre -30° y 30°, con una separación entre imágenes de 1°. 
9: Inclinación azimutal. Definida como el ángulo formado por la proyección del eje 
Z de la cámara con el plano XY del sistema absoluto. Se tomaron imágenes a 
una inclinación (p = 30° barriendo 0 entre 0° y 360° con 5° de separación entre 
imágenes. 
"í/): Giro de la cámara sobre su eje Z. Puesto que este es, a priori, el ángulo más 
fácil de controlar en una situación experimental, se han realizado simulaciones 
variando entre -15° y -Fl5° para una distancia p = 300 m,m y una inclinación 
(^  = 15°. 
Datos reales 
Las pruebas realizadas con datos reales han intentado, en la medida de lo posible, 
mantener las mismas condiciones que los ensayos con datos simulados. Al igual que en 
el caso anterior, se han realizado ensayos en los que se ha variado la distancia cámara-
plantilla, con el eje óptico perpendicular a la plantilla y ensayos en los que se han variado 
tanto los ángulos cenital como azimutal del eje óptico de la cámara respecto del plano 
que contiene la plantilla. Sin embargo, al disponer sólo de un objetivo adaptable a la 
cámara con que se han hecho los ensayos, no ha sido posible realizar ensayos en los que 
el parámetro a variar sea el coeficiente de distorsión. 
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Ensayos con datos sintéticos 
Para cada una de las secuencias descritas anteriormente se generaron tres juegos 
distintos de datos sintéticos: el primero de ellos corresponde a los datos que teóricamen-
te se obtendrían para cada una de las situaciones de cámara descritas anteriormente, 
el segundo y tercero consideran la incertidumbre provocada por los errores en la ob-
tención de la posición exacta del centro de cada punto de la plantilla sobre la imagen. 
Pare ello se añade un error de distribución N{(i, a) a las coordenadas obtenidas como 
proyección de cada punto de la plantilla. El segundo juego de ensayo se generó con 
jj, — O y a = 0,1, mientras que para el tercero se subió la dispersión de la distribución 
a cr = 0,2 
A continuación se describen los resultados obtenidos con cada uno de estos juegos 
de ensayo. 
Variación del factor de distorsión (K) 
Como se adelantaba en la sección anterior, el propósito de estos ensayos ha sido 
determinar el rango de coeficientes de distorsión para el que es válido el método des-
arrollado. Para realizar los ensayos se consideró la cámara perpendicular a la plantilla 
de calibración y a una distancia p = 300 mm de esta. En estas condiciones se simuló una 
serie de 10000 imágenes en la que los coeficientes de distorsión estimados han varia-
do desde K = 10~^, que equivaldría a una cámara prácticamente sin distorsión hasta 
K = 10~^, comparable a la distorsión radial provocada por un gran angular. 
Los resultados obtenidos son los que aparecen en las figuras 3.12 a 3.14 para datos 
sintéticos sin ruido añadido. Los resultados para datos contaminados con ruido de 
dispersión a = 0,1 aparecen en las figuras 3.15 a 3.17 y en las figuras 3.18 a 3.20 se 
muestran los resultados obtenidos al aumentar la dispersión del ruido hasta cj = O, 2. 
En estas figuras, y en todas las que siguen en esta sección, se representa en cada 
gráfica el valor del parámetro medido en cada una de las imágenes simuladas así como 
el valor medio obtenido para la serie completa de imágenes de las que consta el expe-
rimento así como la recta de ajuste a los parámetros obtenidos. De esta forma se tiene 
información tanto del valor estimado imagen a imagen para el parámetro estudiado 
como de cual sería su tendencia al variar las condiciones del experimento. 
Tal como puede apreciarse, el error cuadrático medio de las aproximaciones pa-
rabólicas está por debajo de 0.1 pixel para los datos sin ruido añadido y siempre por 
debajo de 1 pixel para los casos distorsionados con ruido. En cuanto a las estimaciones 
para las coordenadas del centro óptico, se comprueba que para valores de K a partir 
de 10"'' la diferencia entre éstas y los valores reales de las coordenadas es menor de un 
pixel, tanto para datos sin ruido como para datos con ruido añadido. De igual forma, 
se observa que el ajuste del coeficiente K tiene un error menor de 10~^ en todos los 
casos, lo que equivale a dos ordenes de magnitud por debajo del valor teórico. 
Variación de la distancia cámara-plantilla con la cámara perpendicular a la 
plantilla de calibración. 
Pasamos a describir los resultados obtenidos con datos sintéticos para los paráme-
tros (p = 100 — bOOmm, 9 = 0°, ^ = 0°, ip = 0°) de situación de la cámara respecto 
de la plantilla. 
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&ror parabohs veHcalN 
D 1000 2000 7DO0 8001 9000 10000 
(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.12: a = 0. Error cometido en el ajuste mediante parábolas. {K = 10 ^ —>• 10 ,^ 
p = 300mm, ^ = 0°, (/. = 0°, i/) = 0°) 
1000 £000 SOOO 6000 KOO 2000 3000 4000 SOOO 
(a) Coordenada x (b) Coordenada y 
Figura 3.13: cr = 0. Coordenadas del centro óptico, (i^ = 10 ^ ^ 10 ,^ /? = 300mm, 
^ = 0°, (^  = 0°, V' = 0°) 
\ \ 
(a) Valor estimado para K (b) Error en la estimación 
Figura 3.14: (7 = 0. Factor de distorsión estimado. (iT = 10 ^ -)• 10 ,^ p = 300mm, 
^ = 0°, 0 = 0°, V' = 0°) 
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(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.15: a — 0,1. Error cometido en el ajuste mediante parábolas. {K 
10-5, p ^ 300mm, ^ = 0°, (^  = 0°, V^  = 0°) 
1 0 - ^ - ^ 
1000 2000 3000 4000 5000 6000 7000 «000 9000 10000 
(a) Coordenada x 
MOO 4000 5000 SOOO 70OO 
(b) Coordenada y 
Figura 3.16: a = 0,1. Coordenadas del centro óptico. [K = 10 ^ —)• 10 ^, p = SOOmm, 
^ = 0°, (/. = 0°, V- = 0°) 
a » o 10000 70O0 £000 KOO 
(a) Valor estimado para K (b) Error en la estimación 
Figura 3.17: a = 0,1. Factor de distorsión estimado. (K = 10 ^ —>• 10 ,^ p = SOOmm, 
^ = 0°, 0 = 0°, V' = 0°) 
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(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.18: a = 0,2. Error cometido en el ajuste mediante parábolas. [K 
10-5, p = 300mm, 0 = 0°, (p = 0°, ^p = 0°) 
- i n -9 1 0 - ^ ^ 
Coord y cvrtrc opUco 
^«,»».^.i^&»»« 
(a) Coordenada x (b) Coordenada y 
Figura 3.19: CJ = 0,2. Coordenadas del centro óptico, ( i í = 10 ® -^ 10 ^, p — 300mm, 
^ = 0°, ^ = 0°, ^ = 0°) 
(a) Valor estimado para K (b) Error en la estimación 
Figura 3.20: cr = O, 2. Factor de distorsión estimado. {K = 10 ^ —5- 10 ^, p = SOOmm, 
^ = 0°, 0 = 0°, ^ = 0°) 
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Datos sin error Las figuras 3.21 a 3.23 presentan los resultados de la estimación 
de las coordenadas del centro óptico y del coeficiente de distorsión, así como el error 
cometido en el ajuste por parábolas para el caso de datos sintéticos sin ruido añadido. 
Como puede apreciarse, el error cometido al realizar la aproximación mediante 
parábolas es menor de 3a;10~^ pixels para las parábolas horizontales y menor de 10~^ 
pixels para las verticales para el factor de distorsión seleccionado y las distancias a las 
que se han tomado las imágenes. La posición estimada para el centro óptico coincide 
con la real cuando el número de imágenes de puntos de la plantilla es suficiente para 
realizar un ajuste parabólico. Del mismo modo, la diferencia entre el coeficiente de 
distorsión obtenido y el real es menor de 10~^ en todos los casos, lo cual supone una 
diferencia dos ordenes de magnitud por debajo del valor real. 
Datos con error 1 Los resultados obtenidos con datos sintéticos con ruido añadido 
de distribución A''(0,0,1) se muestran en las figuras 3.24 a 3.26. 
En este caso el error cometido en la aproximación parabólica sube hasta situarse en 
torno a 10"-^  pixels tanto para las parábolas horizontales como las verticales. Aunque 
un orden de magnitud mayor que en el caso anterior, la hipótesis de la aproximación 
parabólica sigue siendo válida. 
La dispersión de las estimaciones de las coordenadas del centro óptico también 
crece con respecto a los resultados obtenidos para datos sin ruido añadido. Se aprecian 
diferencias de hasta ±5 pixels para la coordenada horizontal y ±4 pixels para la vertical. 
Tal como se ha señalado, estas diferencias son las máximas, disminuyendo a medida que 
la distancia cámara-plantilla aumenta, y por tanto en la imagen aparecen más puntos 
de calibración. A partir de SOOmm de separación la diferencia entre las coordenadas 
teóricas y las estimadas es del orden de un pixel. En cuanto al valor medio de las 
estimaciones este coincide con el valor teórico. 
Los valores de las estimaciones para el coeficiente de distorsión sigue el mismo 
patrón observado para las coordenadas del centro óptico. El valor medio de las esti-
maciones coincide con el valor teórico. Las mayores diferencias entre valor teórico y 
estimación se producen para las distancias cámara-plantilla más pequeñas, siendo es-
tas menores de 5a;10"^ en todos los casos. Para distancias suficientemente grandes esta 
diferencia se estabiliza en torno a 2xl0~^ pixels. 
De manera semejante al caso anterior, las estimaciones para las coordenadas del 
centro óptico son muy buenas. En este caso, la posición media de las estimaciones 
coincide con la real y a partir de un número suficiente de puntos para la estimación el 
error es menor de 5 pixels para la coordenada x y de 2 para la y. 
También como en el caso anterior, se aprecia que los valores obtenidos para el factor 
de distorsión están algo por debajo de los establecidos, y que este valor depende en 
gran medida de la bondad del ajuste parabólico. 
Datos con error 2 A continuación se comentan los resultados que aparecen en las 
figuras 3.27a 3.29 y que han sido obtenidos en el ensayo realizado con ruido añadido 
de distribución A^(0,0,2). 
En cuanto a la bondad del ajuste parabólico, se observa que el error cometido está en 
torno a 2a;10~\ Comparando las figuras 3.27 con 3.24 y 3.21 se observa que el error del 
ajuste coincide con el error de estimación de la posición de los puntos de la plantilla, 
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permaneciendo un error residual del orden de 10~^ pixels para una estimación perfecta 
de la posición de cada punto. 
El valor medio de las estimaciones para las coordenadas del centro óptico se mantie-
nen en el valor teórico. Al igual que en casos anteriores los mayores errores se producen 
para las menores distancias cámara-plantilla, llegando a observarse diferencias de en-
torno a 20 pixels en la coordenada horizontal. Como error típico nos encontramos con 
diferencias en torno a 5 pixels para distancias pequeñas y menor de 2 pixels para 
distancias a partir de 300 mm. 
El coeficiente de distorsión estimado sigue la misma tendencia de los casos an-
teriores. En media está ligeramente por debajo del valor teórico, disminuyendo esta 
diferencia a medida que aumenta la distancia entre la cámara y la plantilla. El error 
cometido entre cada estimación y el valor real está por debajo de 5a;10""^  para distancias 
pequeñas y por debajo de 2a;10~^ pixels para distancias por encima de 300 mm. 
Los resultados obtenidos en este banco de ensayos permiten decir que el algoritmo 
desarrollado proporciona unas estimaciones para los parámetros estudiados de la mis-
ma calidad que otros métodos establecidos en la literatura clásica de la materia sin 
necesidad de recurrir a plantillas de calibración construidas ex-profeso y de un alto 
grado de precisión. 
Variación del ángulo cenital respecto de la plantilla de calibración 
En este banco de ensayos se ha mantenido la cámara a una distancia constante 
p = 300mm de la plantilla de calibración, variando el ángulo cenital {(f) entre (-30° 
y -1-30°). El conjunto de parámetros extrínsecos que definen la posición de la cámara 
respecto de la escena ha sido, por tanto: (p = 300mm, 9 = 0°,(f> — —30° -^ 30°, •0 = 0°). 
Datos sin error Los resultados obtenidos en los ensayos sin ruido añadido se pre-
sentan en las figuras 3.30 a 3.32. 
Comenzaremos, como en la anterior batería de ensayos por comprobar la bondad del 
ajuste mediante parábolas. También en esta ocasión la hipótesis de ajuste parabólico 
es adecuada. El comportamiento observado en este caso (figuras 3.30(a) y 3.30(b) es 
el mismo que en las figuras 3.21 (a) y 3.21 (b). El error cometido está en torno a 10~^ 
pixels. 
En cuanto a los valores estimados para las coordenadas del centro óptico, observa-
mos en la figura 3.31 (a) una clara dependencia entre el ángulo 0 de inclinación de la 
cámara respecto de la plantilla y la posición estimada para la coordenada horizontal 
del centro óptico. Esta dependencia es debida a que la hipótesis de que las coordenadas 
del centro óptico se localizan en la intersección de las 'parábolas de curvatura nula' se 
cumple de forma exacta sólo en el caso de que el eje óptico de la cámara sea perpen-
dicular al plano que contiene la plantilla de calibración, siendo aproximada en el resto 
de casos. No obstante, observamos que para inclinaciones de ±30° esta desviación es 
menor de 2 pixels, por lo cual, el algoritmo presentado en este informe continúa siendo 
de utilidad en un amplio margen de situaciones. 
A pesar de la desviación entre los valores teóricos de las coordenadas del centro 
óptico y los valores reales, se observa que la estimación para el factor de distorsión 
sigue siendo de la misma calidad que si la cámara estuviese perpendicular al plano de 
calibración. La diferencia entre el valor teórico y la media de las estimaciones es de 
10^1° y entre aquel y cada una de las estimaciones está comprendido entre ±22;10~^. 
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, -^v--^ - 'X.. 
(al Parábolas horizontales (b) Parábolas verticales 
Figura 3.21: a = 0,0. Error cometido en el ajuste mediante parábolas, (p = 100 
500mm, ^ = 0°, 0 = 0°, ?/» = 0°) 
(a) Coordenada x (b) Coordenada y 
Figura 3.22: o — 0,0. Coordenadas del centro óptico, (p = 100 -)• 500mm, ^ = 0°, 
<^  = 0°, V = 0°) 
I^nínliLA kS. ÚJMM. 
. 1 , , , , , . 
(a) Valor estimado para K (b) Error en la estimación 
Figura 3.23: a = 0,0. Factor de distorsión estimado, (p = 100 —)• 500mm, 9 = 0° 
(^  = 0°, V' = 0°) 
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MO .«O 450 500 
(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.24: a = 0,1. Error cometido en el ajuste mediante parábolas. (/? = 100 
500mm, 9 = 0°, ^ = 0°, tp = 0'') 
290 300 350 
(a) Coordenada x (b) Coordenada y 
Figura 3.25: a = 0,1. Coordenadas del centro óptico, (p = 100 -> 500mm, 9 = 0°, 
0 = 0°, V = 0°) 
V i : U \ M í V •••• 
(a) Valor estimado para K (b) Error en la estimación 
Figura 3.26: a = 0,1. Factor de distorsión estimado, (p = 100 —^  500mm, 6 = 0°, 
<^  = 0o,i/, = o°) 
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(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.27: a = 0,2. Error cometido en el ajuste mediante parábolas, (p = 100 -^ 
500mm, ^ = 0°, 0 = 0°, -Í/; = 0°) 
:i.l:a.íiLi4l-¿£U¿^¿UAfcÍ 
•:ilTíiffl7p^-frnv^ •••>r 
» 1 5 C ! W K O 3 0 O 3 Í O 4 < » * » 5 « 
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(a) Coordenada x (b) Coordenada y 
Figura 3.28: a = O, 2. Coordenadas del centro óptico, [p = 100 —^  500mm, 6 = 0°, 
<^  = 0°, ^ = 0°) 
100 ISO zoo 
(a) Valor estimado para K (b) Error en la estimación 
Figura 3.29: a — 0,2. Factor de distorsión estimado, (p = 100 —> 500mm, 
,/, = 0°, ^ = 0°) 
= 0°, 
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Datos con error 1 Lo resultados obtenidos al realizar los ensayos con datos con 
ruido añadido de distribución A''(0,0,1) son los que aparecen en las figuras 3.33 a 3.35. 
En cuanto al error cometido en la aproximación parabólica se observa en las figuras 
3.33(a) y 3.33(b) que está en torno a 0.1 pixel, siendo por tanto una aproximación 
válida también en este caso. 
Las coordenadas estimadas para la posición del centro óptico en la imagen siguen la 
misma tendencia que en el caso anterior de datos sintéticos sin ruido. La estimación de 
la coordenada horizontal presenta una clara dependencia respecto del ángulo 0 con el 
valor medio coincidente con el valor teórico. Sin embargo en este caso se aprecia como 
la optimización conjunta de las coordenadas del centro óptico y del factor de distorsión 
hacen que el valor estimado se acerque al valor real. De igual forma, la primera apro-
ximación de la coordenada vertical presenta diferencias apreciables respecto del valor 
teórico, diferencias que quedan notablemente reducidas tras la segunda optimización. 
El valor estimado para el coeficiente K se mantiene en una banda de ±2a;10'"^ pixels 
en torno al valor teórico de 3, 5xlO~"^  apreciándose una ligera tendencia creciente con 
el ángulo (f) al igual que ocurre con la coordenada horizontal del centro óptico. 
Datos con error 2 Pasamos ahora a comprobar los resultados obtenidos al aumentar 
la dispersión del ruido añadido a los datos sintéticos hasta a — 0,2. 
Como en casos anteriores, el error cometido en el ajuste es del orden de la desviación 
a del ruido añadido a los datos. 
Las coordenadas estimadas para el centro óptico coinciden en media con los valores 
teóricos. En cuanto a la dispersión de esta se observa que con la segunda optimización 
sufren una fuerte corrección, haciendo que los valores finales presenten un error de ±3 
pixels para la horizontal y ±1,5 pixels para la vertical. 
La estimación de K, igual que para a = 0,1 mantiene como valor medio el valor 
teórico aunque con una ligera tendencia creciente a medida que aumenta el valor de 0. 
En cuanto al error cometido está aproximadamente en ±3,10~^ pixels. 
Como resumen de estos bancos de ensayo (<?!> = -30° -^ 30°) puede destacarse 
que las estimaciones obtenidas siguen siendo razonablemente buenas (errores de ±3 
pixels en las coordenadas del centro óptico y ±3a;10"^ pixels~^ en el coeficiente de 
distorsión). Sin embargo, se hace evidente la necesidad de estudiar los efectos de la 
variación combinada de los ángulos cenital (0) y azimutal [d). 
Variación del ángulo azimutal respecto de la plantilla de calibración 
Como primer paso del estudio de la influencia de la variación conjunta de los ángulos 
0 y ^, comenzaremos por estudiar la influencia de la variación del ángulo azimutal {9) en 
la estimación de los parámetros intrínsecos. Para ello pasamos a describir los resultados 
obtenidos con datos sintéticos para los parámetros (p = SOOmm, 9 = —30° —> 30°, (f> = 
Q°,il) — 0°) de situación de la cámara respecto de la plantilla. Se hace notar en este 
punto que esta situación es equivalente a una variación del ángulo ('0) de giro de la 
cámara. 
Datos sin error Como siempre, se comenzará por estudiar las estimaciones pro-
porcionadas por el algoritmo para datos sintéticos sin ningún tipo de distorsión. Los 
resultados obtenidos se muestran en las figuras 3.39 a 3.41. 
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Ar^toatritmlin 
(a) Parábolas horizontales (b) Parábolas verticales 
F igu ra 3.30: a = 0,0. Er ror comet ido en el a jus te med ian te parábolas , [p = 300mm, 
e = 0°, (/)= -30° -^ 30°, -0 = 0°) 
Coofd X cantío estico 
10 20 30 
(a) Coordenada x (b) Coordenada y 
Figura 3.31: a = 0,0. Coordenadas del centro ópt ico, (p = 3 0 0 m m , 0 = 0,0, 
-30° ^ 30°, íl) = 0,0) 
Ansuli>oennil(») 
(a) Valor estimado para K (b) Error en la estimación 
Figura 3.32: a = 0,0. Factor de distorsión estimado, {p = 300mm, ^ = 0°, </> = -30° -^ 
30°, ip = 0°) 
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(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.33; a = 0,1. Error cometido en el ajuste mediante parábolas, (p = SOOmm, 
9 = 0°,<í> = -30° ^ 30°, V = 0°) 
Coordxoenbaopttu 
-30 -20 
A rgg lo« t i l s l ( í ) 
10 £0 
(a) Coordenada x 
P^-WA4-x:.tí 
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(b) Coordenada y 
Figura 3.34: a = 0 ,1 . Coordenadas del cent ro ópt ico , {p = SOOmm, 9 = 0°, (p = —30° 








30 -30 -20 
(a) Valor estimado para K (b) Error en la estimación 
Figura 3.35: a = 0,1. Factor de distorsión estimado, (p = SOOmm, Q = {f, 
30°, i) = 0°) 
= -30° -^ 
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(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.36: cr = 0,2. Error cometido en el ajuste mediante parábolas, {p = SOOmm, 
e=^o°, (/)= -30° -^ 30°, ip = 0°) 
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(a) Coordenada x (b) Coordenada y 
Figura 3.37: a = 0,2. Coordenadas del centro óptico. (/? = SOOmm, 6 = 0°, (p 
-30° -> 30°, V) = 0°) 
\fn A M' . 
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(a) Valor estimado para K (b) Error en la estimación 
Figura 3.38: a = O, 2. Factor de distorsión estimado, (p = SOOmm, 6 = 0°, 
30°, ^ = 0°) 
= -30° -^ 
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Al igual que en los casos anteriores, el error cometido en la aproximación parabólica 
(figuras 3.39(a) y 3.39(b)) está por debajo de 0.1 pixel, confirmando la idoneidad del 
ajuste mediante parábolas. 
Los resultados para las estimaciones de las coordenadas del centro óptico son igual-
mente adecuadas. Tal como se observa en las figuras 3.40(a) y 3.40(b), el valor estimado 
tanto para la coordenada horizontal como para la vertical se diferencia en menos de 
un pixel del valor teórico. Así mismo la estimación para K difiere en menos de ±10~^ 
pixels del valor teórico. 
Datos con error 1 Pasamos ahora a introducir ruido de distribución A''(O, 0,1) a los 
datos generados sintéticamente y estudiar los resultados obtenidos. 
Tal como se muestra en las figuras 3.42(a) y 3.42(b), el error cometido en la apro-
ximación por parábolas tiene como cota superior el valor de la desviación de los datos 
de partida {a). 
Respecto a las coordenadas del centro óptico, tal como se muestra en las figuras 
3.43(a) y 3.43(b), el valor medio de las estimaciones coincide con el valor teórico de la 
coordenada. En cuanto a la dispersión de los resultados, se observa que en este caso el 
error sube hasta 8 pixels para la coordenada horizontal, manteniéndose por debajo de 
los 3 para la vertical. 
La estimación para el coeficiente (K) de distorsión (figura 3.44) mantiene ocmo 
valor medio el valor teórico, presentando una cota de error menor de ±2a;10~® pixels. 
Datos con error 2 Los resultados obtenidos al aumentar la desviación del ruido 
introducido en los datos sintéticos hasta a = 0,2 aparecen refiejados en las figuras 3.45 
a 3.47 y son los que a continuación se detallan. 
Error de la aproximación mediante parábolas (figuras 3.45(a) y 3.45(b)): tal como 
se viene observando, el error cometido en la aproximación parabólica, es debido al error 
en los datos experimentales más que al propio de la aproximación. 
Coordenadas del centro óptico (figuras 3.46(a) y 3.46(b)): La media de las estima-
ciones, tanto para la coordenada horizontal como para la vertical se mantiene en el 
valor teórico de la coordenada. En cuanto a las desviaciones de este valor medio se 
observa que la cota está en 4 pixels para la coordenada horizontal, subiendo hasta 9 
para la vertical. En ambos casos, el error máximo se alcanza para valores de 6 en torno 
a 30°, volviendo rápidamente a errores menores de 2 pixels para el resto de ángulos. 
Coeficiente de distorsión: en este caso el valor medio de las estimaciones se encuentra 
ligeramente por debajo del valor teórico, tal como aparece en la figura 3.47. En cuanto 
a la cota del error cometido en la aproximación esta llega hasta 4a;10~^ pixels. 
Como resumen de esta batería de pruebas, decir que se aprecia una dependencia de 
la bondad de los estimadores de los parámetros intrínsecos respecto de la calidad de los 
datos de partida. Como se aprecia en las figuras 3.39 a 3.41 los valores obtenidos son 
sumamente buenos para datos sin ruido, degradándose a medida que se empobrece la 
cafidad de los datos de partida. No obstante, para ángulos pequeños estos resultados 
siguen siendo de una calidad muy razonable como estimadores de los parámetros reales. 
Hasta aquí los resultados obtenidos variando de manera individual cada uno de 
los parámetros que marcan la posición de la cámara en la escena. A partir de estos 
resultados queda comprobada la validez del algoritmo de calibración desarrollado, espe-
cialmente para el caso de que la cámara esté situada perpendicularmente a la plantilla 
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(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.39: a = 0,0. Error cometido en el ajuste mediante parábolas, [p = 300mm, 
e = -30° -^ 30°, 0 = 0°, V = 0°) 
Cootd I centro Cfideo 
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(a) Coordenada x (b) Coordenada y 
Figura 3.40: a = 0,0. Coordenadas del centro óptico, {p = 300mm, 9 = —30° —í> 30°, 
<^  = 0°, V = 0°) 
30 -30 
(a) Valor estimado para K (b) Error en la estimación 
Figura 3.41: a = 0,0. Factor de distorsión estimado, {p — 300mm, 9 = —30° -^ 30°, 
0 = 0°, í/' = 0°) 
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Ar8uto8iJmirt£ü(B) 
(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.42: a = 0,1. Error cometido en el ajuste mediante parábolas, (p = 300mm, 
^ = 0°, (^  = -30° -^ 30°, ip - 0°) 
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(a) Coordenada x (b) Coordenada y 
Figura 3.43: a = 0,1. Coordenadas del centro óptico, [p = 300mm, 6 = 0°, 
30°, V = 0°) 
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..A,/^''^.r\:.Ao.,-^. 
30 -30 10 aa 30 
(a) Valor estimado para K (b) Error en la estimación 
Figura 3.44: a = 0,1. Factor de distorsión estimado. (/? = 300mm, 6 = —30° —;• 30°, 
(/, = 0°, V = 0°) 
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(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.45: a = O, 2. Error cometido en el ajuste mediante parábolas, {p = 300mm, 
9 = 0°, (P = -30° -^ 30°, V = 0°) 
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(a) Coordenada x (b) Coordenada y 
F i g u r a 3.46: a = 0,2. Coordenadas del centro ópt ico, (p = 300mm, 
-W -^ 30°, i) = 0°) 
= o-, 4, = 
\ 
(a) Valor estimado para K (b) Error en la estimación 
Figura 3.47: tr = 0,2. Factor de distorsión estimado, (p = 300mm, 9 = -30° -^ 30°, 
0 = 0°, í/) = 0°) 
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de calibración y las líneas de esta sigan las coordenadas horizontal y vertical del sensor 
de la cámara. 
Por último, las figuras 3.48 a 3.50 presentan los resultados obtenidos barriendo un 
casquete esférico en p = 300 mm con 9 = -30° -> 30° y (?!) = -30° -^ 30°. Tal como 
se aprecia, el error cometido en la estimación de la posición del centro óptico está en 
torno a ±2 pixels tanto para la coordenada horizontal como la vertical y del orden de 
10""^  pixels'^ para la estimación del coeficiente de distorsión. 
Ensayos con datos reales 
Una vez analizados los resultados obtenidos mediante datos simulados y comproba-
da la bondad del algoritmo se han realizado una serie de ensayos con datos reales para 
validar definitivamente el algoritmo presentado. 
Variación de la distancia cámara-plantilla 
A continuación se describen los resultados obtenidos a partir de una secuencia de 
imágenes de la plantilla de calibración tomadas con el eje óptico de la cámara en 
posición perpendicular al plano que contiene la plantilla de calibración y en un rango 
de distancias que van desde 250 hasta 150 mm aproximadamente de separación entre 
la cámara y la plantilla. 
Tal como se aprecia en las figuras 3.51 (a) y 3.51 (b) el error cometido en el ajuste 
parabólico está en ambos casos por debajo de 0,2 pixels, error comparable al caso 
de datos sintéticos con ruido N(0, 0,2), lo cual permite confiar en la bondad de los 
ajustes realizados tanto para las coordenadas del centro óptico como de la constante 
de distorsión. 
A pesar de la bondad del ajuste, comentada en el párrafo anterior, se observa en 
la figuras 3.52(a) y 3.52(b) una dispersión considerable en la estimación tanto de la 
coordenada horizontal como vertical del centro óptico. Esta dispersión es máxima para 
la coordenada x, situándose en torno a 12 pixels (fig. 3.52(a)) sin embargo para la 
coordenada y queda por debajo de los 5 pixels (fig. 3.52(b)). 
En cuanto a la constante de distorsión, representada en la figura 3.53 se observa 
una ligera dependencia del número de puntos presentes en la imagen de la plantilla de 
calibración. Obtenemos valores que van desde 3, 59x10"^ hasta 3, 51x10""'^  pixels'^ a 
medida que aumenta el número de puntos presentes en la imagen. 
Esta diferencia en el número de puntos presentes en la imagen, así como las incer-
tidumbres en la posición relativa de la cámara respecto de la plantilla (no es posible 
medir con total precisión el valor de los ángulos 6, 4> j i¡i) justificarían además los 
diferentes valores para las estimaciones de las coordenadas del centro óptico. 
Variación del ángulo cenital de la cámara 
Continuando con los ensayos con datos reales, se presentan en las figuras 3.54 a 3.56. 
Este ensayo se realizó con la cámara situada a una distancia aproximada de 250mm 
de la plantilla de calibración con incünaciones de ±30° respecto a la normal del plano 
que la contiene. 
En cuanto al ajuste por parábolas, en las figuras 3.54(a) y 3.54(b) se observa que el 
error está en torno a 0.1 pixels, tal como ocurría en el caso anterior, aunque presenta 
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(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.48: a — 0,0. Error cometido en el ajuste mediante parábolas, (p = 300mm, 
Q = - 3 0 ° - ^ 30°, (/> = - 3 0 ° -^ 30°, ^ = 0°) 
Cocrdtnadl ticlzorlil del cantro óptico Coorótntáí niüai dil mnbo óptico 
(a) Coordenada x (b) Coordenada y 
Figura 3.49: a = 0,0. Coordenadas del centro óptico, (p = SOOmm, 9 — -30° -)• 30°, 
(/) = -30° ^ 30°, V = 0°) 
Co«)lcl«nto da eüstoralon (K) 
Figura 3.50: a — 0,0. Factor de distorsión estimado, (p = SOOmm, 
<^  = -30° ^ 30°, V = 0°) 
= -30° -^ 30°, 
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(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.51: Datos reales. Error cometido en el ajuste mediante parábolas, (p = 100 -^ 
200mm, ^ = 0°, <^  = 0°, -0 = 0°) 
170 180 190 200 
(a) Coordenada x (b) Coordenada y 
Figura 3.52: Datos reales. Coordenadas del centro óptico, (p = 100 -> 200mm, 9 = 0°, 
(^  = 0°, í/) = 0°) 
100 n o 
Figura 3.53: Datos reales. Factor de distorsión estimado, {p — 100 200mm, 9 = 0°, 
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(a) Parábolas horizontales (b) Parábolas verticales 
Figura 3.54: Datos reales. Error cometido en el ajuste mediante parábolas, (p = 250mm, 
^ = 0°, (/> = -30° -> 30°, V = 0°) 
CowilKwitTacpttao Cooifl 1 «ontio opttcQ 
-30 - M -20 
(a) Coordenada X (b) Coordenada y 
Figura 3.55: Datos reales. Coordenadas del centro óptico, {p = 250mm, ^ = 0° 
-30° ^ 30°, i) = 0°) 





Figura 3.56: Datos reales. Factor de distorsión estimado, (p 
-30° -^ 30°, ^ = 0°) 
250mm, 9 = 0°, (p 
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una tendencia creciente a medida que aumenta la inclinación de la cámara. 
Las estimaciones obtenidas para las coordenadas del centro óptico (figuras 3.55(a) 
y 3.55(b)) se encuentran en un rango de ±2 pixels para inclinaciones —10° < 0 < 10°. 
Al aumentar el grado de inclinación se observa un aumento en la dispersión de las 
estimaciones, siendo ésta más pronunciada para la coordenada x. 
Al igual que para las coordenadas del centro óptico, la figura 3.56 muestra valores 
para la constante de distorsión en torno a 3,65x10"^ para ángulos </> en el rango ±10°, 
aumentando el rango de las estimaciones para K a [3,55a;10~'^  - 3,75x10"^] cuando 
aumentamos el rango de 0 hasta ±30°. 
Como resumen de los resultados obtenidos a partir de datos reales se pueden extraer 
las siguientes conclusiones: 
A pesar de que el error en la aproximación mediante parábolas se mantiene por 
debajo de O, 2 pixel, similar al obtenido en los ensayos con datos sintéticos con ruido 
(7 = 0,2, la dispersión de las estimaciones obtenidas, tanto para las coordenadas del 
centro óptico como para la constante de distorsión, es mucho mayor que en aquellas. 
Esto puede explicarse debido a la incertidumbre en la posición de la cámara y el efecto 
combinado de los ángulos 9 y ip bajo los que vemos la plantilla de calibración, que en 
este caso serán distintos de cero. 
No obstante, para situaciones de la cámara cercanas a la normal de la plantilla de 
calibración los resultados obtenidos son razonablemente buenos, situándose la disper-
sión para la estimación del centro óptico en ±4 pixels respecto del valor medio para el 
eje X y ±2 pixels para el eje y; y ±5a;10~^ pixels''^ para la constante de distorsión. 
3.7. Algoritmo de calibración de parámetros ex-
trínsecos 
La siguiente etapa tras la obtención de los parámetros intrínsecos consistirá en 
determinar la situación de la cámara respecto de la plantilla de calibración. 
La relación que existe entre el sistema de coordenadas ligado a la cámara y el 
absoluto, ligado a la plantilla de calibración, puede expresarse según seis parámetros 
divididos en dos grupos: 
• Orientación del eje óptico: Definido por los ángulos {9,0, ip) tal como aparecen 
en la figura 3.2. Expresa la orientación del sistema ligado a la cámara respecto 
del sistema de escena, que como se estableció previamente es el que se considera 
absoluto. 
• Posición del centro óptico: Definido por el vector {^Xc,^ yc,^ Zaf. Proporciona la 
traslación del sistema ligado a la cámara respecto del de la escena. 
En primer lugar se detallará el proceso seguido hasta la obtención de la orientación 
del eje óptico. Una vez resuelto este problema, los resultados obtenidos se usarán para 
determinar los parámetros de posición de la cámara. 
3.7.1. Determinación del eje óptico 
La obtención de los ángulos que definen la orientación de la cámara que está siendo 
calibrada se ha realizado recurriendo a un algoritmo de calibración basado en puntos 
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Parábolas de ajuste 
(a) Imagen original (b) Imagen rectificada 
Figura 3.57: Imagen de la plantilla tomada según los ángulos [9 = —30°, 4> = 30°, 
•0 == 0°) antes y después de corregir la distorsión y centrar las coordenadas de imagen 
de fuga. Tal como se describe en [Cid98], es posible calcular los ángulos 9, (j) y i) (fig 
3.2) a partir de las coordenadas de los puntos de fuga de las imágenes de las rectas 
horizontales y verticales de la plantilla de calibración. 
Los pasos seguidos para llegar a obtener los valores de estos tres ángulos son los 
que aparecen en los siguientes puntos. 
Rectificación de la imagen de la plantilla de calibración 
Este proceso tiene como objetivo obtener una imagen ideal a partir de la imagen 
real proporcionada por el sistema de captación empleado. Este resultado se consigue 
corrigiendo la distorsión presente en la imagen mediante los valores obtenidos en la 
etapa de calibración intrínseca para el coeficiente de distorsión (K) y las coordenadas 
del centro óptico según el método descrito en el punto 3.6. En la figura 3.57 se muestra 
una imagen de la plantilla de calibración antes y después de corregir la distorsión y 
trasladar el centro óptico al origen de coordenadas. 
Cálculo de la intersección de las imágenes de cada familia de rectas 
Conocida la imagen ideal de la plantilla, es posible determinar las intersecciones de 
las imágenes de los haces de rectas horizontales y verticales respectivamente. Cada una 
de estas intersecciones determinará un punto de fuga que se usará posteriormente en 
la determinación del eje óptico. 
En el proceso descrito hasta este momento se ha supuesto que el modelo de cámara 
empleado refleja fielmente el proceso de formación de la imagen y que la obtención de 
las coordenadas de los puntos que forman la plantilla de calibración no está sujeta a 
error. Ambas suposiciones son adecuadas sólo hasta cierto límite. El modelo de cámara 
empleado asume que la distorsión puede modelarse mediante una serie polinómica 
que se trunca en el factor de grado dos y cuyo coeficiente es el mismo para los ejes 
horizontal y vertical, tal como se expone en el punto 3.5. Además la determinación de 
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las coordenadas del punto de la plantilla de calibración a partir de la obtención del 
centro de gravedad de sus imágenes está sujeta a errores en el proceso de calibración 
y a desviaciones respecto a la deformación sufrida por los círculos de los que se parte 
debido a la geometría proyectiva [HeiOO]. 
Puesto que el modelo emipleado es un modelo simplificado y que la propia determi-
nación de los parámetros intrínsecos está sometida a error, la imagen obtenida tras la 
etapa de rectificación no es la ideal sino una aproximación a ésta. Como consecuencia, 
las ecuaciones obtenidas para cada familia de rectas no se cortarán en un solo pun-
to sino que se cruzarán en la región del espacio donde idealmente se encontraría la 
intersección buscada. 
En este trabajo se ha considerado como estimador de esta intersección el punto del 
espacio que hace mínima la suma de distancias desde dicho punto a cada una de las 
rectas del haz. El proceso seguido para su determinación ha sido el que se describe a 
continuación. 
Sea la familia de rectas (3.11) que intersectan en el punto {xf,yf). 
{y = aix + bi}.^^ j^ (3.11) 
Sea (3.12) el funcional que describe el cuadrado de la distancia desde el punto de 
interés {xf,yf) a cualquier otro punto del plano {x,y). 
F{x,y) = {y-yff + {x-Xff (3.12) 
Sustituyendo en (3.12) la expresión de cada una de las rectas de la familia (3.11) 
obtenemos la familia de funcionales (3.13) que describen la evolución de los cuadrados 
de las distancias desde cada uno de los puntos de dichas rectas al punto [xf, yf). 
{Fi{x) = {ttiX + bi- y¡f + [x- Xff}.^^__^ (3.13) 
Estos presentarán un mínimo en la familia de puntos que cumplen la ecuación 
(3.14). 
{a¿ [üiX + 6¿ - yf) + (x - Xf) = 0}^^^ ¡^ (3.14) 
Despejando las abscisas que cumplen (3.14) e introduciendo dichos valores en la 
expresión de su recta correspondiente (3.11), se obtienen las coordenadas (3.15) de 
cada uno de los puntos de la familia de rectas de distancia mínima a (xf, y/). 
aj-yf+Xf—aibi 
V' - ^+0^ íi=l...N 
La sustitución de la famila de puntos (3.15), recien obtenida, en la expresión (3.12) 
proporciona la expresión (3.16) del cuadrado de la distancia mínima desde cada una 
de las rectas (3.11) al punto [xf,yf). 
^Fi {xf,yf) = ( j q : ^ 1 i^iXf -yf + hY \ (3.16) 
Es oportuno en este momento recordar el proposito del presente desarrollo: obtener 
un estimador para el punto de corte de las rectas de la familia (3.11). Este estimador 
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Figura 3.58: Situación de los puntos de fuga para la proyección de dos familias de rectas 
perpendiculares. 
se obtendrá, tal como se adelantaba al comenzar esta sección, como el punto que 
minimiza la suma de distancias a cada una de las rectas de la familia. Puesto que 
(3.16) representa la familia de distancias mínimas desde el punto {xf,yf) a cada una 
de las rectas obtenidas de los puntos de la plantilla de calibración, la suma que se desea 
hacer mínima vendrá dada por la expresión (3.17). 
^ / 1 \ 
biY (3.17) 
El mínimo de dicha expresión (3.17) se obtendrá en el punto [xf,y¡) que verifique 










1 {aiXf -yf + h) 





Reorganizando estas expresiones se obtiene el punto {xf,yf) como solución del 
sistema (3.20). 
Cálculo de los ángulos del eje ópt ico 
Vf 
(3.20) 
En la figura 3.58 se muestra una representación gráfica de la posición de los puntos 
de fuga para la proyección de dos familias de rectas perpendiculares entre sí. 
En ella aparecen los puntos de fuga [Pjy y Pfh) de ambas familias de rectas, unidos 
por la línea de fuga (L), el segmento {R) que une el origen de coordenadas del sistema 
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de imagen con L y los segmentos A^ y A^ en que R divide la distancia entre Pfy y 
Pfh- Las expresiones para cada una de estas magnitudes son las que aparecen en las 
expresiones 3.21 a 3.23. Una descripción detallada de su deducción puede encontrarse 
en [Cid98]. 
R = fcotan{<í>) (3.21) 
A = f ' - ^ , (3.22) 
sin(^) 
tan(^ + f) , , 
^ - = / rj 3.23 
sm(0) 
Partiendo de las expresiones anteriores es posible obtener los valores de los ángulos 
que describen la orientación del eje óptico según el siguiente procedimiento: 
En primer lugar, el ángulo -0, correspondiente al segundo giro según el eje Z girado 
(ver sección 3.2), se puede obtener por semejanza de triángulos a partir de la pendiente 
de la recta L, según la expresión (3.24), siendo las coordenadas de los puntos de fuga 
de las familias de rectas horizontal y vertical respectivamente los que aparecen en las 
expresiones (3.25) y (3.26). 
tanV' = ^ ^ ^ - ^ (3.24) 
Vv-Vh 
Pfh-{xh,yh) (3.25) 
Pfv •• {xv,yv) (3.26) 
Partiendo de las coordenadas de los puntos de fuga, obtenidas anteriormente (3.20), 
es posible determinar el punto (Pr) de la recta que los une (L) de distancia mínima 
al origen. Siguiendo el mismo proceso que en párrafos anteriores, las coordenadas del 
punto (Pr) vienen dadas por las expresiones (3.27) y (3.28) 
Xr = - — ^ (3.27) mb 
Vr = T - ^ (3.28) 
1 + m^ 
donde va es la pendiente de L y 6 su ordenada en el origen. 
A la vista de estas expresiones, es posible determinar la longitud de R según la 




t a n 0 = - / ^ ^ ^ ^ ^ ^ (3.30) 
o 
En último lugar, el ángulo 8 puede determinarse a partir de la expresión de la 
distancia Al (3.22), puesto que ésta puede calcularse como la distancia entre el punto 
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Figura 3.59: Ejemplo de la obtención de magnitudes para el cálculo de la dirección del 
eje óptico en una imagen tomada según los ángulos (9 = —30°, <f) = 30°, ip = 0°). 
de fuga vertical (P/v) y el punto (P^) de L de distancia mínima al origen. El valor final 
de 9 se obtiene a partir de la expresión (3.32). 
A = \j{xh-Xr) +{yh-yr) 
Ah sin (¡) 
tan 9 = —'- f 
(3.31) 
(3.32) 
La figura 3.59 muestra la representación gráfica de los resultados obtenidos para las 
posiciones de Pfh, Pjv y Pj. para la imagen mostrada en la figura 3.57. 
3.7.2. Determinación de la posición de la cámara 
Conocida la orientación relativa de la cámara respecto de la plantilla de calibración, 
que marca el sistema de referencia absoluto, se calcula el vector de posición aplicando 
una proyección inversa a las imágenes corregidas de los puntos de la plantilla de ca-
libración y relacionando los rayos obtenidos con las coordenadas sobre la plantilla de 
cada uno de estos puntos. 
3.7.3. Resultados obtenidos 
Para la determinación de los parámetros extrínsecos se ha utilizado el mismo banco 
de datos descrito en el punto 3.6.6, tanto para datos sintéticos como reales. En los 
siguientes párrafos se comentarán en primer lugar los resultados obtenidos para se-
cuencias de imágenes sintéticas en las que se ha variado cada uno de los ángulos 9, 4> 
y ^, tanto sin ruido como con ruido añadido. Posteriormente, y una vez comprobada 
la validez del método, este se aplicará a secuencias de imágenes reales. 
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Ensayos con datos sintéticos 
En los siguientes apartados se presentan los resultados obtenidos en los ensayos con 
datos sintéticos. Cada gráfica presenta en su parte izquierda el valor absoluto obtenido 
para la estimación de cada ángulo medido en grados. La parte derecha muestra el error 
cometido en cada caso respecto del valor teórico. 
Variación del ángulo 9 para (¡) y ip constantes Las figuras 3.60 a 3.65 muestran 
los resultados obtenidos para una serie de imágenes tomadas desde una distancia de 
SOOmm con una inclinación cenital (p = 30° y un del sistema de cámara sobre su eje 
óptico V' = 0° en la que el ángulo azimutal 9 se ha variado desde —30° hasta 30°. 
Los resultados obtenidos para los ensayos sin ruido añadido se muestran en las 
figuras 3.60 a 3.62. En ellas se puede observar que las estimaciones para los ángulos 
(j) y ij) representan fielmente los valores reales, obteniéndose errores menores de una 
décima de grado en ambos casos. Los resultados para el ángulo 9 no obstante no son 
fiables cuando este se aleja del valor ^ = 0°. Se aprecia un crecimiento parabólico del 
error a medida que crece la magnitud del ángulo, llegando a observarse desviaciones 
superiores a 2° para valores del módulo de ^ a partir de 30°. 
Los resultados obtenidos para el juego de ensayos con ruido añadido se presentan en 
las gráficas de las figuras 3.63 a 3.65. Se observan las mismas tendencias generales que 
las descritas en el párrafo anterior. La estimación para 0 presenta errores máximos en 
torno a un grado y una media en torno a 0,3°. El ángulo ip presenta un error medio para 
los valores estimados inferior a un grado, aunque en este caso aparece un valor anómalo 
con un error en la estimación cercano a los 15°. Estos resultados son aceptables como 
resultado del proceso de estimación del eje óptico. La estimación de 9, sigue la misma 
tendencia que se observaba para datos sin ruido. El error crece de manera parabólica 
con la magnitud del ángulo, llegando a observarse errores cercanos a 2,5° para valores 
de 6 en torno a 30°. 
Variación del ángulo 0 para 9 y ip constantes Las gráficas 3.66 a 3.71 muestran 
los resultados de los ensayos realizados sobre una secuencia sintética en la que se ha 
variado el ángulo ¡j) entre —30° y 30° mientras los ángulos ^ y "0 permanecían fijos con 
un valor de 0° en ambos casos. 
En las gráficas 3.66 a 3.68, se aprecia que las estimaciones del ángulo 0 para datos 
sin ruido añadido presentan un error por debajo de una décima de grado con una 
tendencia de crecimiento lineal a medida que aumenta el ángulo. Las estimaciones 
para los ángulos 9 y ip son igualmente buenas, salvo para 0 = 0° donde se producen 
resultados anómalos. Hay que reseñar que los resultados para el ángulo 9 aparecen con 
un desfase de 90° lo que equivale simplemente a un cambio de cuadrante en el sistema 
de coordenadas de la plantilla. 
Los resultados para datos sintéticos con ruido añadido se presentan en las figuras 
3.69 a 3.71. En este caso la influencia de la distorsión en los datos de partida es 
apreciable, observándose un error medio superior a 1° con picos de hasta 12° en la 
estimación del ángulo 9. El error cometido en la estimación del ángulo 0 sigue la misma 
tendencia que para datos sin ruido añadido, presentando valores en torno a 0,1°, aunque 
en este ensayo aparen picos de error cercanos a 5°. Los valores para la estimación del 
ángulo ip, al igual que pasaba para el ángulo 6 presentan errores considerables, con un 
valor medio cercano a 5° y errores de hasta 40°. 
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(a) Estimación del ángulo 6 (b) Error en la estimación de 9 
Figura 3.60: a = 0,0. Estimación del ángulo 9. (p = 300mm, 9 = -30° -^ 30°, (j) = 30°, 
?/; = 0°) 
(a) Estimación del ángulo (i> (b) gj-ror en la estimación de <f> 
Figura 3.61: a = 0,0. Estimación del ángulo (j). [p = 300mm, 9 = -30° -^ 30°, cj) = 30°, 













(a) Estimación del ángulo ip (b) Error en la estimación de ip 
Figura 3.62: a = 0,0. Estimación del ángulo ^. (p = 300mm, 9 = -30° -> 30°, (f) = 30°, 
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(a) Estimación del ángulo 9 (b) Error en la estimación de 6 










(a) Estimación del ángulo 4^ {\y) Error en la estimación de (p 
Figura 3.64: a = 0,2. Estimación del ángulo (¡). (p = 300mm, 9 = -30° -^ 30°, (^  = 30°, 
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(a) Estimación del ángulo ip (b) Error en la estimación de -ip 
Figura 3.65: a = 0,2. Estimación del ángulo ij). [p = SOOmm, 9 = -30° -^ 30°, 0 = 30°, 
^ = 0°) 
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(a) Estimación del ángulo d (b) Error en la estimación de 6 
Figura 3.66: a = 0,0. Estimación del ángulo 9. {p = SOOmm, 9 = 0°, 4> ^ - 3 0 -> 30°, 
'0 = 0°) 
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(a) Estimación del ángulo (b) Error en la estimación de 0 
Figura 3.67: a = 0,0. Estimación del ángulo (/>. {p = 300mm, 9 = 0°, (j)= -30° -^ 30°, 
^ = 0°) 
(a) Estimación del ángulo V (b) Error en la estimación de rp 
Figura 3.68: a = 0,0. Estimación del ángulo ip. (p = 300mm, 9 = 0°, = -30° -> 30°, 
62 Algoritmos de calibración 
• - - '^ ^ - ^ N . A "•' 
i 
'' i V\„.^/iV y 
•y^-. A - : 
£0 30 40 so 
(a) Estimación del ángulo 6 (b) Error en la estimación de 6 
Figura 3.69: a = 0,2. Estimación del ángulo 9. (/? = 300mm, 0 = 0°, <i) = -30 ^ 30°, 
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(a) Estimación del ángulo <p (b) Error en la estimación de 
Figura 3.70: a = 0,2. Estimación del ángulo 0. {p = 300mm, 9 = 0°,(j) = -30° ^ 30°, 
V' = 0°) 
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(a) Estimación del ángulo xp (b) Error en la estimación de tp 
Figura 3.71: a = 0,2. Estimación del ángulo ip. {p = 300mm, 6» = 0°, 0 = - 3 0 ° -^ 30°, 
í/^  = 0°) 
3.7 Algoritmo de calibración de parámetros extrínsecos 63 
Estas magnitudes para los errores eu 9 y (j) dejan de manifiesto la sensibilidad del 
método ante imprecisiones en los datos de partida así como la interdependencia existen-
te entre los ángulos dy (p cuando el plano de la plantilla de calibración es perpendicular 
al eje óptico de la cámara. Esta sensibilidad del método ante las condiciones iniciales 
hacen deseable un estudio posterior del mismo a fin de poder disponer de un sistema 
de calibración totalmene automatizado. No obstante los resultados obtenidos siguen 
siendo válidos cuando se trata de un proceso de calibración asistido, tal como es el 
caso, pues estos errores son fácilmente detectables por mera inspección visual. 
Variación del ángulo ip para 9 y cp constantes En este apartado se estudiarán 
los resultados obtenidos para la serie de ensayos presentados en las figuras 3.72 a 3.77. 
Estos se han obtenido a partir de imágenes sintéticas en las que el ángulo ip se ha 
variado desde —30° hasta 30° mientras 9 y (f> se mantenían constantes con valores 
^ = 0° y (/) = 15°. 
En los ensayos reahzados con datos sintéticos sin perturbar, mostrados en las figu-
ras 3.72(a) a 3.74(b), se observa la exactitud de los resultados obtenidos variando el 
parámetro ip. Se aprecia un error menor de 0,05° para la estimación del ángulo 6, con 
un valor medio en torno a 0,025°, que es ciertamente irrelevante. La estimación del 
ángulo (p tiene un comportamiento semejante, con errores situados en una banda de 
errores entre 0,25° y 0,45°. Para el ángulo ip se observa un comportamiento algo peor, 
aunque también aceptable, con errores máximos ligeramente por encima de 0,1° y con 
un valor medio de O, 055°. 
En los ensayos realizados con datos contaminados con ruido blanco (figuras 3.75(a) 
a 3.77(b)), los resultados siguen siendo válidos, aunque las estimaciones obtenidas ya no 
son tan precisas como las comentadas en el párrafo anterior. Ahora se observan errores 
superiores a 10° para la estimación del ángulo 9, cercanos a 5° para la estimación de 
p, e incluso superiores a los 40° para la estimación del ángulo ip. No obstante hay 
que hacer notar que se trata de casos aislados, manteniéndose el valor medio del error 
cometido muy por debajo de estos valores. Así la media del error medio cometido en la 
estimación del ángulo 9 es inferior a 1°, tal como aparece en la figura 3.75(a); para el 
ángulo 4>, este valor se sitúa en torno a O, 2° ; y para el ángulo ip permanece por debajo 
de 5°, aún teniendo en cuenta que es para este parámetro para el que se aprecian los 
errores más altos. 
Ensayos con datos reales 
A la vista de los resultados obtenidos con datos sintéticos, en los que se aprecia una 
degradación de los resultados obtenidos a medida que crece la magnitud de los ángu-
los ^ y -0) se presentan en las figuras 3.78 a 3.80 únicamente los resultados obtenidos 
mediante una secuencia de imágenes tomadas con el eje óptico de la cámara aproxi-
madamente perpendicular a la plantilla de calibración. Los resultados que se presentan 
corresponden a una serie de 51 imágenes tomadas a distancias comprendidas entre 150 
y 200 milímetros entre la cámara y la plantilla de calibración. Se ha seleccionado este 
rango de distancias por representar el rango de distancias que deberá cubrir la cáma-
ra durante los experimentos del sistema completo y por comprender cada imagen un 
número suficiente de puntos para hacer fiables las estimaciones obtenidas. Los ángulos 
9, p y ip se ha intentado hacerlos cercanos a 0°. En estas condiciones se observa en 
la figura 3.79 que el ángulo (p presenta una valor medio de 1,51° con una desviación 
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(a) Estimación del ángulo 6 (b) Error en la estimación de 6 
Figura 3.72: a = 0,0. Estimación del ángulo 9. {p = 300mm, 0 = 0°, (j) = 15°, ip 
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(a) Estimación del ángulo 4> (b) Error en la estimación de ((> 
Figura 3.73: a = 0,0. Estimación del ángulo 0. (p = 300mm, (9 = 0 ° , ^ = 15°, ip 
-30° ^ 30°) 
"•si 
: \ • 
\: 
: \ 
" "": ! 7i 
: / : 
• . / • • . 
\ / \ \ V \ 
• / • •• 
: / : : 
i Z,.i i : / : 1 
• • • # \ i 
/ : 









( 1 ft 
f i H - , r 
' \-\ 
/ ^ - • 
•-•\ 
t-^. \i 












(a) Estimación del ángulo tp (b) Error en la estimación de tp 
Figura 3.74: a = 0,0. Estimación del ángulo i^. (p = 300mm, 0 = 0°,^= 15°, 
^ = -30° ^ 30°) 
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(a) Estimación del ángulo 6 (b) Error en la estimación de 6 
Figura 3.75: a = 0,2. Estimación del ángulo 9. [p = 300mm, e = 0°, cj) = 15°, ip 
-30° -^ 30°) 
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(a) Estimación del ángulo (p (b) Error en la estimación de (}> 
Figura 3.76: a = 0,2. Estimación del ángulo (p. {p = 300mm, 9 = 0°, 
-30° ^ 30°) 
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(a) Estimación del ángulo ÍJ (b) Error en la estimación de ^ 
Figura 3.77: a = 0,2. Estimación del ángulo ip. {p = 300m7TT,, 6 = 0°, 
^ = -30° -> 30°) 
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máxima inferior a 0,15°. El ángulo 6 presenta un valor medio de 10° con una desviación 
máxima de 7°, tal como se aprecia en la figura 3.78. La figura 3.80 presenta los resulta-
dos obtenidos para el último de los ángulos evaluados (•0)- En este caso se obtiene un 
valor medio de 77°, con una desviación cercana a los 10°. Estos resultados anómalos 
para los ángulos 9 j ip pueden explicarse por estar próximos a un punto singular en el 
que estos ángulos están acoplados. 
Como resumen de los experimentos realizados para comprobar la validez del méto-
do de estimación de los ángulos del eje óptico, se ha comprobado que el método de los 
puntos de fuga es válido sólo para situaciones en las que el eje óptico es aproximada-
mente perpendicular al plano de calibración y el ángulo ip es cero. En estas condiciones 
el error cometido es de aproximadamente un 5 % en los ángulos ^ y 0. A medida que las 
situación real se aleja de esta situación ideal, las estimaciones obtenidas van perdiendo 
precisión, siendo el ángulo 6 el más sensible a errores de estimación. 
3.8. Calibración de la relación hand-eye 
Al comienzo de este capítulo se planteaba el proceso de calibración de un equipo 
de media como la adecuación de las medidas obtenidas a un sistema de referencia 
dado. En el caso concreto del sistema desarrollado, es necesario establecer dos tipos de 
relaciones. En primer lugar la que existe entre las coordenadas espaciales de los puntos 
de la escena y la imagen que de ellos se obtiene {Tgc), tratado en apartados anteriores. 
En segundo lugar la relación entre el sistema de coordenadas ligado a la cámara y el 
ligado al punto cuya situación se puede modificar directamente {Tch). En el caso de 
que dicho punto sea el extremo de un robot, la obtención de esta relación se suele 
denominar calibración hand-eye. 
Referencias clásicas sobre la solución de este problema son [SA89] y [TL89]. En 
estos trabajos se plantea la obtención de la relación entre los sistemas de referencia 
del sensor y del extremo del robot a partir de la solución de la ecuación AX = XB. 
En esta expresión A representa el cambio en la posición del extremo del robot, B el 
desplazamiento del sensor y X la posición del sensor con respecto al extremo del robot. 
Trabajos en la misma línea son [HD95] y [Zhu97] en los que se trata sobre la necesidad 
de separar los parámetros intrínsecos de los extrínsecos a fin de mejorar la precisión. 
En [AHE99] se introduce un planteamiento alternativo. Se trata de estimar el rea-
lizado por la cámara a partir de movimientos conocidos del robot. Para ello se toman 
imágenes de una escena rígida y se establece un proceso de reconstrucción de forma a 
partir de movimiento. 
Entre las últimas aportaciones en este campo figura [MHOO], donde se recurre a 
técnicas de flujo óptico para estimar los movimientos de la cámara a partir de movi-
mientos conocidos del robot. 
3.8.1. Procedimiento empleado 
En este trabajo se ha recurrido a un enfoque clásico, basado en calcular la solución 
de la ecuación (3.33), para la calibración de la relación entre los sistemas de coordenadas 
de la cámara y del extremo del robot. 
AX = XB (3.33) 
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Figura 3.78: Estimación del ángulo 6 para datos reales. 
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Figura 3.79: Estimación del ángulo (f) para datos reales. 
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Figura 3.80: Estimación del ángulo ip para datos reales. 
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En esta ecuación, las matrices de transformación AjB representan cambios en el 
sistema de coordenadas del extremo del robot y de la cámara, respectivamente. Esta 
igualdad se puede deducir a partir de la ecuación (3.34), donde Tei y Tea representan 
la situación del extremo del robot en dos instantes distintos, T^ y Tc2 la situación 
de la plantilla de calibración respecto de la cámara en los mismos instantes y X la 
transformación que liga ambos sistemas. 
TeiXTei = %2XT,2 (3.34) 
Premultiplicando ambos lados de (3.34) por T^^ y postmultiplicando por T^^ se 
obtiene (3.35) y de aquí (3.33), donde se cumplen las relaciones (3.36) y (3.37). 
TQ2 T&iXTciT^i = TQ2 TQ2XTC2T^I (3.35) 
A = T^^'Tei (3.36) 
B = T,2T-,^ (3.37) 
Para obtener las matrices .A y .B se necesitan, por tanto, dos vistas de la escena 
desde situaciones distintas. En cada una de ellas se realiza una calibración extrínseca 
a fin de obtener T~^, y de éstas B. La matriz A se determina a partir de las lecturas 
proporcionadas por el controlador del robot. 
En [SA89] se demuestra que una ecuación de la forma (3.33) tiene dos grados de 
libertad, y por tanto se necesita un sistema formado por, al menos, dos ecuaciones para 
resolverlo: 
(3.38) 
En el presente trabajo se ha obtenido como valor de la matriz X la expresión: 
X ^ 
0,9994 0,0349 -0,0087 0,9833 ' 
-0,0349 0,9994 0,0002 0,0172 
0,0087 0,0002 1,0000 112,6957 
0 0 0 1 
(3.39) 
A la vista de este resultado puede considerarse el sistema de cámara alineado con 
el sistema del efector final y alejado de éste una distancia de 112, 7 milímetros. 
3.9. Conclusiones 
En este capítulo se ha expuesto el trabajo desarrollado en la determinación de 
las relaciones que existen entre los sistemas de coordenadas empleados en el equipo 
desarrollado. La determinación de estas relaciones permitirá conocer las coordenadas 
absolutas de los puntos de la escena sometida a estudio a partir de la posición de dichos 
puntos en cada una de las imágenes adquiridas. Estas relaciones pueden separarse en 
dos grupos distintos. En primer lugar las relaciones que ligan la imagen de un punto 
con la posición de dicho punto respecto de un sistema fijo de coordenadas. En segundo 
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lugar la que liga la situación de la cámara utilizada y el sistema móvil sobre el que se 
puede actuar. 
La obtención del primer grupo de relaciones constituye la calibración de la cámara. 
En este apartado se distinguen dos grupos de parámetros distintos: intrínsecos aquellos 
que modelan la proyección de las coordenadas del punto sobre la imagen (ver figura 
3.3), y extrínsecos los que relacionan el sistema ligado a la cámara con el que se emplea 
como referencia {Tce en la figura 3.1). 
En este trabajo se ha desarrollado un método novedoso para la obtención de los 
parámetros intrínsecos. Este método se basa en aproximar por parábolas las series de 
puntos alineados que forman la plantilla de calibración empleada. El método propuesto 
tiene su inicio en el trabajo realizado en [Cid98]. Sobre este trabajo se ha mejorado la 
precisión en la estimación de la constante de distorsión y de las coordenadas del centro 
Óptico, así como la robustez ante imprecisiones en la determinación de los puntos de la 
plantilla. 
Para la determinación de los parámetros extrínsecos se propone un método basado 
también en [Cid98], más robusto en la determinación de los puntos de fuga. Mientras 
que en aquel se partía de la orientación media de las proyecciones de cada haz de 
rectas, en este se obtiene el punto de fuga como aquel de mínima distancia a cada 
una de las rectas que componen el haz. Los resultados experimentales muestran que 
los valores obtenidos para la estimación de los ángulos de orientación de la cámara 
son mejores cuanto más se acerca el eje óptico a la normal al plano que contiene la 
plantilla de calibración, salvo cuando llega a ser normal. Tal como se adelantaba en 
las conclusiones parciales, los resultados obtenidos son adecuados para un proceso de 
calibración con intervención humana, pero un trabajo futuro a realizar consistiría en el 
estudio del error cometido en la determinación de cada uno de los ángulos, su evolución 
según la orientación relativa del eje óptico y la plantilla. Este trabajo concluiría con el 
establecimiento de un método que consiga obviar la relación entre los ángulos 9 y i]j-
La determinación de la relación entre los sistemas de coordenadas ligado a la cámara 
y el ligado al extermo del robot {Tch)^ se ha realizado mediante una aproximación 
clásica, consistente en la resolución de la ecuación (3.33). Para ello se han obtenido 
las matrices T^ y T%i para distintas situaciones de la cámara, llegándose a la solución 
experimental dada en la expresión (3.39). En este caso no se ha realizado un estudio 
más detallado por tratarse de un método clásico [SA89] y [TL89], y adecuarse los 
resultados obtenidos a los esperados a priori. 
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Capítulo 4 
Determinación de mapas de 
profundidad 
4.1. Introducción 
En este capítulo se presentan los algoritmos desarrollados para extraer mapas de 
profundidad a partir de series de imágenes tomadas desde situaciones de cámara cono-
cidas. 
Se comenzará por plantear las distintas posibilidades que aparecen en la literatura 
para la obtención de medidas de distancia sensor-objeto dependiendo del tipo de sensor 
utilizado. Una vez fijado el tipo de sensor a emplear, en este trabajo una cámara sensible 
al espectro visible, se describirán las familias de métodos que se han descrito hasta el 
momento en la literatura especializada para calcular estas distancias. 
A continuación se describirán los algoritmos estudiados. Se comenzará describiendo 
el método de partida (MEP) tal como fue publicado por Okutomi y Kanade [OK93]. A 
partir de este método se presentarán los cambios de sistema de referencia llevados a cabo 
hasta terminar con un método novedoso (MCE). Como paso intermedio se describirá el 
método MEC en el que las medidas de distancia se toman respecto de una situación de 
cámara que se toma como referencia. La principal aportación del método MCE consiste 
en el cambio del sistema de referencia sobre el que se lleva a cabo la reconstrucción. La 
obtención de los mapas de profundidad mediante el método MEP se realizaba a partir 
de los sistemas de coordenadas de las imágenes empleadas. En el nuevo método MCE 
la reconstrucción se realiza tomando como referencia el sistema de coordenadas basado 
en la escena a reconstruir. Este cambio en el sistema de referencia permite pasar de 
una reconstrucción ciega a una reconstrucción dirigida a determinadas zonas, tratando 
sólo los puntos de imagen que sean necesarios en cada caso, con la consiguiente mejora 
de tiempo de cálculo y consumo de memoria. 
Un cuarto método desarrollado (RRD), y del que no se han encontrado referencias 
anteriores, se basa en la inversión del proceso de proyección que da lugar a cada una 
de las imágenes estudiadas. Este método, que puede considerarse una extensión de 
los esquemas de reconstrucción a partir de siluetas [Zhe94], se diferencia de éstos en 
que se tienen en cuenta todos los puntos visibles en cada imagen y no sólo los que se 
consideran pertenecientes a las siluetas de los objetos explorados. De esta forma los 
resultados conseguidos se ajustan mejor al objeto original. Una aportación adicional 
de este método es que durante todo el tratamiento se conserva el valor de tono con 
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que se ha proyectado cada punto de la superficie del objeto. Este hecho permite que 
las reconstrucciones obtenidas presenten, junto con las coordenadas espaciales de los 
puntos superficiales, el tono con el que deben representarse. 
El capítulo termina con la presentación de los resultados experimentales obtenidos. 
Se hace más énfasis en los dos últimos métodos descritos, por considerarse los naás 
relevantes en este trabajo. Tras presentarse estos resultados se exponen una serie de 
conclusiones que pueden extraerse a partir de los mismos. 
4.2. Técnicas para extracción de mapas de profun-
didad 
Tal como se adelantaba en el capítulo 1, existen muy diversas formas de abordar 
la reconstrucción tridimensional de una escena. En primer lugar habrá que atender 
al tipo de información disponible según el sensor empleado. Según su principio de 
funcionamiento es posible diferenciar dos familias de sensores: 
• Aquellos que proporcionan directamente una medida de la distancia a la super-
ficie del objeto. Los dispositivos empleados son elementos activos, compuestos 
por un emisor y un receptor de un determinado tipo de señal. Su principio de 
funcionamiento consiste en medir el retardo con que se recibe una señal emitida 
por el sensor tras reflejarse en los objetos de la escena. A esta familia pertenecen 
los sensores de rango láser, por ultrasonidos, radar, sonar, etc. 
La ventaja definitiva de este tipo de sensores es la obtención directa del mapa 
de distancias que separa al observador (sensor) de cada punto de la escena. En 
su contra se pueden mencionar su alto precio, su poca versatilidad y la desi-
gual calidad de los resultados obtenidos dependiendo del sensor empleado y las 
características de la escena a observar. 
• La alternativa a las medidas proporcionadas por los sensores de rango la constitu-
ye la determinación indirecta de distancias. Estos métodos parten de la informa-
ción proporcionada por una o varias imágenes de la escena sujeta a estudio. En 
este caso el sensor usado suele ser una cámara sensible a una región del espectro 
electromagnético, habitualmente el rango visible. 
En este caso el inconveniente de la obtención indirecta del mapa de profundi-
dades queda paliado por el relativo bajo coste y la versatilidad de los sensores 
empleados. 
Centrándonos en esta segunda posibilidad, determinación indirecta de distancias, 
el número de imágenes, las características a observar y el resultado obtenido dan lugar 
a una multiplicidad de técnicas. 
Las técnicas basadas en luz estructurada emplean la deformación que sufre un pa-
trón luminoso de características conocidas al proyectarse sobre la escena estudiada. 
Existen métodos que parten de una sola imagen, aunque normalmente se suelen con-
siderar varias imágenes tomadas con distintos patrones conocidos. Estas técnicas usan 
como elemento sensor una cámara, por lo tanto la obtención de medidas es indirecta, 
aunque requieren de un patrón de iluminación conocido. 
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El siguiente grupo de técnicas son las denominadas "Forma a partir de 'X' "^ 
en las que se estudia la aparición de la característica 'X'. Al igual que en el grupo 
anterior existen técnicas basadas en el estudio de una sola imagen, principalmente en la 
determinación de Forma a partir de sombreado, aunque como norma general se recurre 
al estudio de grupos de imágenes sobre los que se mide la variación de una determinada 
característica. Además del sombreado de las imágenes, otras características objeto de 
interés de este tipo de técnicas son la aparición de bordes o siluetas dependiendo de la 
situación relativa cámara-escena. 
Por último, las técnicas de visión estereoscópica necesitan al menos dos imágenes. 
Se basan en el establecimiento de correspondencias entre la situación sobre distintas 
imágenes de la proyección de un conjunto determinado de puntos de la escena. A partir 
de estas correspondencias se obtienen por triangulación las medidas observador-escena. 
El problema en este tipo de métodos es el establecimiento de un correcto empareja-
miento de estas proyecciones. 
Es en este último grupo de técnicas en el que se ha centrado el trabajo desarrollado 
por considerarlo el más adecuado al problema concreto a resolver: reconstrucción vo-
lumétrica de una escena a partir de las distintas vistas que de ésta se obtienen situando 
una cámara en distintas posiciones de su entorno. 
4.3. Estado del arte en visión estéreo 
La determinación de distancias mediante emparejamiento de vistas estereoscópicas 
ha sido una de las áreas de investigación más activas en visión por computador. Se han 
propuesto multitud de algoritmos que abordan el problema según distintos enfoques y 
con distintas suposiciones sobre las características de la escena a explorar. El objetivo 
de esta sección es presentar un panorama de conjunto de las técnicas utilizadas en 
visión estéreo. Para ello se establecerán una serie de criterios clásicos de clasificación y 
se describirán someramente algunos de los algoritmos que más aceptación han tenido 
y en los que se ha basado el trabajo realizado. Revisiones exhaustivas de algoritmos 
clásicos pueden encontrarse en los artículos de Barnard [BF82], Dhond [DA89] y Brown 
[L.G92]. 
Una primera clasificación puede realizarse teniendo en cuenta el número de puntos 
sobre los que se establecen correspondencias. Atendiendo a este criterio, es posible 
hacer una primera distinción entre métodos basados en identificación de características 
y métodos basados en emparejamiento de áreas. 
Los primeros realizan una extracción de características de alto nivel en cada una de 
las imágenes analizadas. Posteriormente se intenta establecer un emparejamiento entre 
los conjuntos de características presentes en cada una de las imágenes. Los segundos, 
por el contrario, trabajan con toda la imagen, intentando encontrar zonas de máxima 
similitud según una métrica seleccionada. 
La necesidad de eliminar falsos emparejamientos y la búsqueda de algoritmos más 
robustos y estables ha propiciado el desarrollo de métodos en los que el número de 
imágenes empleadas es mayor de dos, siendo habitual encontrar trabajos que usan la 
información proporcionada por tres imágenes. Algunos de ellos usan los datos propor-
Mel ingles Shape from 'X', donde 'X' pueden ser distintas características tales como sombreado, 
texturas, perfiles, etc 
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donados por la tercera imagen simplemente para corroborar los resultados obtenidos 
con los datos proporcionados por las dos primeras. Otros por el contrario hacen uso de 
toda la información disponible de manera conjunta. 
Un campo de investigación relacionado con la visión estéreo es el de la geometría 
epipolar, que permite reducir el espacio de búsqueda de dos a una dimensión, y la 
llamada calibración epipolar o calibración débil. Con esta técnica es posible obtener 
reconstrucciones de la escena sin la necesidad de conocer explícitamente los parámetros 
intrínsecos o extrínsecos de cada una de las cámaras utilizadas. 
A continuación se hace una relación de trabajos que se consideran relevantes en 
cada una de las facetas antes descritas, centrando la atención en los trabajos basados 
en correlación de áreas por ser este el enfoque seguido en los algoritmos desarrollados. 
Estéreo basado en extracción de características 
El trabajo de Barnard y Thompson [BT80] supuso un punto de partida en la in-
vestigación moderna en reconstrucción estéreo por emparejamiento de características. 
La primitiva a emparejar eran puntos de interés^, definidos como aquellos con una alta 
varianza en sus cuatro direcciones de vecindad. 
Más tarde PoUard [Pol85] y Ohta [OK85] usan bordes^ como característica a empa-
rejar, pero mientras en el primero la búsqueda se realiza según la dirección epipolar en 
el segundo se recurre a una etapa previa de rectificado para hacer coincidir las líneas 
epipolares con las líneas de barrido de la cámara. 
En 1990, McLauchlan [McL90] hace uso de luz estructurada para dividir la escena 
en una cuadrícula cuyos bloques se analizan por separado. La característica a emparejar 
es, igual que en casos anteriores, el borde. 
Trabajos más recientes que abordan el problema de la reconstrucción estéreo basándo-
se en extracción de características son los de Pilu [Pil97] y Shen [SPOO]. El primero 
usa puntos mientras que el segundo emplea las intersecciones de segmentos como ca-
racterística a emparejar. 
En el trabajo de Ho [HCOO] lo más destacable es la combinación de técnicas para 
obtener resultados más fiables. En este caso se combina el emparejado en estéreo con 
la detección de movimiento en una secuencia. La combinación de técnicas ha sido 
usada por numerosos autores para mejorar la calidad de los resultados obtenidos de 
una u otra forma. Otro ejemplo es el trabajo publicado por Roussel [RBG99], donde 
se toma como base de la reconstrucción el emparejado de los contornos presentes en 
las imágenes de un par estéreo. Para obtener mapas densos y estructurados se recurre 
después a reconstruir la forma de la superficie encerrada por los contornos obtenidos 
mediante técnicas de Forma a partir de Sombreado. 
Otra técnica para eliminar falsos emparejamientos, que aparece frecuentemente en 
la literatura, es el empleo de más de dos imágenes para la obtención de resultados. 
A esta categoría pertenece el trabajo de Ito [II86]. La característica a emparejar es la 
diferencia de intensidad en los puntos vecinos a los bordes detectados en la imagen. El 
emparejamiento se realiza entre las dos primeras imágenes, reduciendo el espacio de 
búsqueda a la línea epipolar que sobre la segunda imagen genera el punto candidato 
de la primera. En este caso la tercera imagen se usa a posterior! y para eliminar 
^ "interesting" points en el original 
^El termino empleado en la literatura es "edgel" 
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falsos emparejamientos entre las dos primeras. En el trabajo [AL91] Ayache y Lustman 
presentan un método de emparejamiento de segmentos también usando las imágenes 
proporcionadas por tres cámaras. Sin embargo, en este trabajo, el emparejamiento 
se realiza entre dos pares estéreo, sin que ninguna de las imágenes juegue un papel 
secundario. En este caso el espacio de búsqueda se reduce realizando una rectificación 
de las tres imágenes. 
Estéreo basado en correlación de áreas 
Estos métodos se basan en la similitud que presentan dos imágenes de la misma 
escena tomadas desde puntos de vista ligeramente distintos. Pretenden obtener un 
emparejamiento completo de los puntos presentes en ambas imágenes para conseguir 
un mapa de profundidad denso de la escena observada. 
Trabajos en este campo se describen desde los comienzos de la investigación en 
visión por computador. En los siguientes párrafos se hace mención de algunos de ellos 
a fin de marcar las etapas por las que ha pasado la investigación en estereovisión y 
resaltar los aspectos más destacables que de cada algoritmo han permanecido hasta 
nuestros días. Puede encontrarse una revisión reciente y exhaustiva de los principales 
algoritmos de estéreo por correlación de áreas en el artículo de Scharstein y Szeliski 
[SS02]. 
En [LOY73], Levine describe un algoritmo para obtener los mapas de profundidad 
que permitían a un robot realizar tareas de exploración de su entorno. La métrica usada 
era la correlación entre dos ventanas de dimensión variable tal como se define en la 
siguiente expresión: 
^ Y^y I2x (M^^ y)h{x + d,y)- A/QMi) 
V E ^ Y^ ÍMX,VY - i4)^lY.y E í {h{x + d,vY - ;uf) 
donde /Q y h son las funciones que representan de manera ideal las imágenes que 
forman el par estéreo, y^ o y y^\ representan, cada una, una variable aleatoria de dis-
tribución normal asociada a la incertidumbre en la captación de la imagen, x e y son 
las coordenadas sobre la imagen del punto en el que se calcula la correlación y d es 
la disparidad entre las dos imágenes, definida como la distancia que separa la ventana 
usada en cada imagen del par según la dirección de la línea epipolar. 
La reducción del espacio de búsqueda se conseguía haciendo uso de las restricciones 
impuestas por la geometría epipolar del montaje y del concepto de búsqueda piramidal. 
De esta forma la correlación se realizaba primero en imágenes de baja resolución para 
ir reñnando los resultados sobre las zonas candidato obtenidas en etapas previas. 
A partir de 1985, Hannah plantea el uso de varios algoritmos combinados para 
resolver falsos emparejamientos [Han85]. Usa el operador de Moravec para elegir las 
regiones sobre las que luego calculará una correlación cruzada. Asimismo, emplea tam-
bién una búsqueda jerárquica e introduce la comprobación de consistencia entre los 
emparejamientos izquierda-derecha y derecha-izquierda. 
Okutomi y Kanade plantean en 1992 [KON92, OK93] los principios que siguen 
buena parte de los algoritmos modernos de reconstrucción estéreo. En primer lugar, 
se usa como estimador de la disparidad la distancia d que hace mínima la suma de 
diferencias al cuadrado (SSD por sus siglas en inglés) entre dos ventanas de las imágenes 
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izquierda y derecha en lugar de usar la correlación (4.1). Por tanto, el estimador de la 
disparidad real podrá obtenerse a partir de la expresión: 
dr{u,v) = mín J ^ {IQ{U + i,v-^ j] - Ii{u + i + d,v + j)f (4.2) 
donde uy v son las coordenadas sobre la imagen de referencia y W es la ventana sobre 
la que se calcula la diferencia. 
Las ambigüedades en los emparejamientos se resuelven mediante el uso de más de 
dos imágenes y el empleo de una ventana de tamaño variable. 
4.4. Algoritmos analizados 
En el presente trabajo se han estudiado distintos algoritmos de obtención de mapas 
de profundidad basados en visión estéreo. Las directrices que han marcado el desarro-
llo de los distintos algoritmos que se presentarán en las siguientes secciones han sido 
la adecuación al sistema experimental empleado, el coste computacional así como la 
facilidad de integración en un modelo global de ocupación tridimensional de los obje-
tos de la escena. A raíz de estas premisas se han tomado las siguientes decisiones que 
afectarán a todos los algoritmos planteados: 
• El número de vistas usadas ha sido superior a dos para deshacer ambigüedades. 
• Se ha sustituido el montaje con varias cámaras por una sola cámara que se des-
plaza a la situación desde la cual se desea adquirir la imagen. 
• La determinación de profundidades se ha realizado mediante técnicas de correla-
ción de áreas a fin de obtener mapas densos. 
Los algoritmos analizados a partir de los anteriores requisitos han sido: 
• Multibase con Ejes ópticos Paralelos (MEP) 
• Multibase con Ejes ópticos Convergentes (MEC) 
• Multibase Centrado en la Escena (MCE) 
• Reconstrucción por Retroproyección Directa (RRD) 
Los tres primeros representan una evolución desde métodos clásicos de determina-
ción de mapas de profundidad hacia la solución final adoptada. Esta evolución persigue 
dos objetivos: aprovechar la flexibilidad de ubicación de la cámara, y pasar de obtener 
medidas de distancia cámara-objeto a obtener directamente las dimensiones de cada 
uno de los objetos presentes en la escena. El cuarto método, basado en la inversión 
directa del proceso de proyección, permite obtener reconstrucciones realistas de los 
objetos inspeccionados. De esta forma, el resultado del proceso es una reconstrucción 
tridimensional en la que cada punto de la superficie lleva asociado el nivel de gris del 
objeto original. 
Las próximas secciones se dedicarán a describir cada uno de los algoritmos analiza-
dos, resaltando sus ventajas y sus inconvenientes, hasta llegar a la solución adoptada 
definitivamente. 
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Cada uno de estos métodos se ilustra con los resultados obtenidos en la experimen-
tación con un mismo objeto real. Se trata de un pequeño juguete de material plástico 
en forma de conejo de 105mm de alto por 47mm de ancho y 45mm de profundidad. 
Diferentes aspectos del mismo aparecen en la figura 4.1. 
4.5. Multibase con Ejes ópticos Paralelos (MEP) 
Basado en [OK93], se ha realizado un algoritmo de cálculo de distancias sobre series 
de imágenes tomadas desde cámaras con sus ejes ópticos paralelos. A continuación se 
describirá el fundamento teórico del método y se justificará la necesidad de recurrir a 
métodos más elaborados. 
4.5.1. Descripción del método 
En la figura 4.2 se presenta de manera esquemática la disposición de cámaras plan-
teadas para este método. Sean Io{u,v), Ii{u,v), . . . , In{u,v) las imágenes tomadas 
desde posiciones SQ, Si, ..., Sn por una cámara que se mueve según una línea recta. El 
eje óptico de la cámara permanece perpendicular a dicha línea y el eje U de la imagen 
marca la dirección del movimiento. De esta forma se obtienen n pares estéreo entre 
las imágenes tomadas desde las posiciones 5o y Sk, por tanto con separaciones entre 
posiciones Bi, B2, . . . , S„. 
Sean IQ{UQ,V) y Jk{uk,v) las imágenes de un punto P situado a una distancia z de 
la cámara. Cada una de estas imágenes se ha recogido desde las posiciones SQ y S^, 
con k = 1.. .n, respectivamente. Sea / la distancia focal de la cámara. 
En esta situación la disparidad entre las imágenes tomadas en 5o y Sk vendrá dada 
por la expresión: 
drik) = ^ (4.3) 
Suponiendo z constante en un entorno de P, la función de error entre las dos 
imágenes: 
ek{%V,dk) = Y^ [loiu + i,v + j)-Ik{u + i + dk,v+ j)f (4.4) 
i,jew 
tendrá un mínimo para [u, v) cuando IQ{U, V) = Ik{u + dk, v), siendo el valor dk el que 
consideraremos estimación de la disparidad real (4.3) en el punto {u,v): 
dr{k){u,v) = mín {ek{u,v,dk)} (4.5) 
4 
En imágenes fuertemente texturadas, el mínimo de e^ queda claramente definido y 
el valor obtenido en (4.5) se toma como el valor real c?r(fc)- En imágenes poco textura-
das, sin embargo, este mínimo puede ser difícil de identificar numéricamente. En estas 
circunstancias, se propone el uso de más de un par estéreo para clarificar dicho mínimo 
y obtener un estimador fiable de dr^k)-
El proceso comienza replanteando la expresión de la disparidad presentada en la 
expresión (4.3). Si se considera una distancia arbitraria zi a la línea de base B^, la 
disparidad para dicha distancia puede expresarse como: 
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^f^ ^.^n^^^"""' ^ " ^^°°' ^ )^ f = 255mm, O = 180^ (c) p = 255mm, ^ = 220° 
<^  = 40° 0 = 40° 0 = 40° 
(d) p = 255mm, 6» = 90°, 
0 = 40° 
(e) p = 255mm, 5 = 00°, 
0 = 00° 
(f) p = 255mm, 61 = 270°, 
0 = 40° 
(g) p = 255mm, ^ = 40°, (h) p = 255mm, ^ = 00°, (i) p = 255mm, 9 = 310° 
<^  = 40° 0 = 40° 0 = 40° 
Figura 4.1: Imágenes del objeto Conejo apoyado sobre su espalda. 
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Figura 4.2: Multibase con ejes alineados 
di = Bk — 
Zl 
(4.6) 
A partir de (4.6) es posible reformular la ecuación (4.4) y obtener una estimación 
del error en cada punto que dependa de la inversa de la distancia considerada. La nueva 
formulación del error se presenta en la siguiente expresión: 
/ 
ek{u,v,zi) = ^ {IQ{U + Í,V + j) - Ik{u + i + Bk — ,v+j)y (4.7) 
A partir de la expresión anterior, es posible definir la función suma buscada según 
la ecuación: 
e(i,2,...,n) {u, V, Zl) = Y^ ek{u, v, zi) (4.8) 
k=l 
Resulta obvio que la estimación de la distancia real podrá obtenerse como aquella 
que minimiza (4.8): 
£r{u, v) = mín < 22 f^c '^"' •"' ^ ') (4.9) 
. A ; = l 
La obtención del mapa completo se realizará aplicando la ecuación (4.9) para cada 
par de coordenadas de imagen (u,v) para las que esté definida. 
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Figura 4.3: Reconstrucción mediante Multibase con Ejes ópticos Paralelos empleando 
4, 6 y 8 imágenes. 
4.5.2. Resultados experimentales 
Un ejemplo de los resultados obtenidos en los ensayos de evaluación de este método 
aparece en la figura 4.3. En ella se muestran reconstrucciones obtenidas a partir de 
4, 6 y 8 imágenes en 4.3(a), 4.3(b), 4.3(c) respectivamente. Estas reconstrucciones se 
han realizado sobre imágenes de 752a;582 pixels usando un tamaño fijo de ventana de 
5a;5 pixels. Para reducir el tiempo de cómputo, no se han recorrido todos los pixels de 
la imagen sino uno de cada diez. De esta forma se han calculado disparidades sobre 
una matriz de 75x58 ventanas de 5x5 pixels. A partir de la disposición del montaje 
experimental, se ha decidido hacer un barrido máximo de distancias Zi en un rango 
zi = 100... 300mm. 
Los tiempos empleados para cada reconstrucción aparecen en la tabla 4.1 y se 
representan de forma abreviada en la gráfica 4.4. En ellas se aprecia que el tiempo de 
proceso crece de forma ligeramente logarítmica al aumentar el número de imágenes. 
Se llega a emplear un tiempo superior a 10 minutos para realizar una reconstrucción 
empleando 8 imágenes sobre un rango de 200 valores de distancia zi equiespaciados, que 
genera un rango de disparidades según la expresión (4.6). Esta tendencia logarítmica 
es más marcada si estudiamos el tiempo que tarda en completarse una reconstrucción 
para un número fijo de imágenes según el número de disparidades empleadas. 
De cualquier forma, los tiempos consumidos hacen que esta realización no sea va-
lida en un sistema como el que se pretende desarrollar, en el cual la reconstrucción 
total se realizará por la combinación de reconstrucciones parciales. Obsérvese que la 
reconstrucción a partir de cuatro imágenes sobre un rango de 200 distancias necesita 
un tiempo de cálculo superior a los cuatro minutos. Además, este tiempo se refiere 
Únicamente a la etapa de cálculo de los estimadores de distancia para cada uno de 
los puntos de la imagen de referencia. El tiempo total de proceso, desde que que se 
tienen digitalizadas y en memoria ambas imágenes hasta que se dispone de un mapa 
de distancias, vendrá dada por la suma de los siguientes tiempos: 





















Tabla 4.1: Tiempos de ejecución en segundos para el método MEP según número de 
imágenes y rango de distancias. 
Tiempos de reconstrucción MEP 
Númoro de imágenes 
Figura 4.4: Evolución de los tiempos de ejecución para el método MEP según número 
de imágenes y rango de disparidades 
1. Rectificación de las imágenes. En una situación real resultará prácticamente im-
posible conseguir una perfecta alineación de los ejes ópticos de las cámaras, por 
lo tanto, antes de aplicar el método MEP será necesario realizar un proceso de 
rectificación. El objeto de este proceso es llevar las imágenes de partida a unos 
sistemas de cámara ideales ya alineados, a partir de los cuales podrá realizar el 
método recién expuesto. 
2. Cálculo de los estimadores de distancia real para cada uno de los puntos de 
la imágenes de referencia. Este tiempo es el que se ha evaluado en los ensayos 
experimentales. 
4.5,3. Discusión del método 
La necesidad de que los ejes ópticos estén alineados simplifica su formulación y 
posterior realización sobre un computador. Además esta simplicidad redunda en unos 
tiempos de computo razonablemente bajos para un algoritmo de estéreo por correlación 
de áreas. En su contra pueden mencionarse los siguientes factores: 
• En una situación real será prácticamente imposible obtener una serie de tomas 
perfectamente alineadas. Habrá, por tanto, que recurrir a una etapa previa de 
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Región vista por cada cámara 
-100 
-100 Eje Y [mm] 
Eje X [mm] 
Figura 4.5: Zona de la escena visible desde todas las imágenes usando una disposición 
de 3 cámaras alineadas (MEP). 
rectificación. La inclusión de esta etapa aumentará el coste computacional total 
y llevará aparejado un riesgo de pérdida de precisión en los datos de partida. 
• La zona de la escena visible común en todas las imágenes disminuye a medida 
que crece el número de éstas. Por tanto, al aumentar el número de imágenes 
empleadas para evitar los falsos emparejamientos, menor podrá ser el tamaño de 
la escena a reconstruir, (véase figura 4.5) 
• La probabilidad de que aparezcan oclusiones y el tamaño relativo de las zonas 
ocluidas crecen cuando la escena a reconstruir está próxima a la línea que une 
las posiciones desde donde se toman las imágenes. 
Como resumen de todo lo anterior, el método recién descrito presenta una serie de 
inconvenientes que plantean la conveniencia de recurrir a un algoritmo más elabora-
do. Este nuevo algoritmo deberá permitir partir de una disposición arbitraria de las 
cámaras, eliminando la necesidad de que los ejes estén alineados. 
4.6. Multibase con Ejes ópticos Convergentes (MEC) 
En este punto se propone la generalización del método anterior haciendo uso de 
la geometría epipolar de cada par estéreo. La obtención de correspondencias se reali-
zará sobre las líneas epipolares que relacionan cada pareja de puntos en las imágenes. 
Así se consigue eliminar la etapa previa de rectificación necesaria en el caso anterior. 
La situación de partida es la que se muestra en la figura 4.6. Los ejes de ópticos 
convergen hacia el centro de la zona a reconstruir. Aunque ésta ha sido la disposición 




Figura 4.6: Multibase con ejes convergentes 
usada en los experimentos llevados a cabo, el método que se describe es absolutamente 
general pudiendo tener los sistemas de cámara cualquier orientación relativa. La dispo-
sición con ejes convergentes tiene, no obstante, varias ventajas entre las que se pueden 
citar por ser las más significativas: 
• La zona de la región de interés que aparece simultáneamente en todas las imágenes 
se maximiza. Esta disposición permite realizar la reconstrucción de una zona 
mayor que con cualquier otra. 
• Los puntos de interés se proyectan más cerca del centro óptico de cada una de 
las imágenes. Se minimiza el error cometido por las imprecisiones en el cálculo 
del coeficiente de distorsión radial. En la sección 3.5 del capítulo 3 se presenta el 
modelo de cámara empleado. En él, las ecuaciones 3.1 a 3.3 describen las series 
polinómicas que modelan la distorsión de las coordenadas x e y en el sistema 
de la cámara en función de los coeficientes de distorsión radial considerados y la 
distancia al centro óptico. Según estas expresiones se observa que la distorsión 
crece a medida que las coordenadas del punto estudiado se alejan del centro 
óptico. Por tanto, un método que estudie sólo puntos próximos al centro óptico 
reducirá el efecto que una inadecuada estimación de la distorsión de la lente tenga 
en las medidas finales obtenidas. 
4.6.1. Descripción del método 
Sean Io{u, v),Ii(u,v),..., Iniu-, w) las imágenes tomadas desde las posiciones 5*0 a, 
Sn por una cámara que se mueve según una trayectoria arbitraria en el espacio. 
Sean IQ{UQ^VQ) y Ik{uk,Vk) las proyecciones sobre las imágenes O y k-ésima de un 
punto P de coordenadas (xo,yo,zo) respecto de la cámara situada en SQ. 
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Figura 4.7: Sistemas de coordenadas usadas por los algoritmos de visión 
Sea f la distancia focal de la cámara. 
Los sistemas de coordenadas empleados y las matrices de transformación que los 
ligan son un subconjunto de los introducidos anteriormente en la sección 3.2. Concre-
tamente son los que aparecen en la figura 4.7 y se describen a continuación. 
• Sistemas de coordenadas: 
Oe : Sistema de coordenadas de la escena. 
Oc,. : Sistema de cámara en cada una de las posiciones S'o a 5^. 
• Matrices de transformación entre sistemas: 
-CkS Matriz de coordenadas de la cámara en la posición Sk-, k = O,. . . ,n vista 
desde la escena. Matriz de paso del sistema de cámara al sistema de escena. 
Tcgck • Matriz de coordenadas de la cámara en la posición SQ vista desde la cámara 
en las posiciones S¡;, k — O,... ,n. Matriz de paso al sistema de cámara en 
las posiciones Sk,k = O,... ,n desde la posición S'o. 
Además, se usará la m.atriz Ac^, para calcular la proyección sobre el plano de imagen 
de los puntos vistos por la cámara. Aquí es adecuado recordar que, puesto que se usa 
una sola cámara, la matriz de proyección Ac^ será la misma para cualquier situación 
desde donde se tomen imágenes. 
En estas condiciones, un punto P del espacio se podrá expresar como 
en el sistema ligado a la escena y como 
(4.10) 
Pck • {^k, Vk, Zk) con k = Q, ,n (4.11) 
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en cada uno de los sistemas de cámara. 
Partiendo de las coordenadas de P en el sistema de cámara O ¿o {Peo), Y conociendo 
la matriz de paso Tc^cj., es posible obtener sus coordenadas en cualquier sistema de 
cámara haciendo uso de la expresión: 
Pck = TcQCk Peo {^•^'^) 
Por tanto, conociendo las relaciones espaciales entre los sistemas de cámara OCQ a 
Ocn es posible aplicar el algoritmo planteado en la sección 4.5. 
A continuación se detalla la serie de transformaciones de coordenadas que es nece-
sario llevar a cabo cuando la situación relativa de las cámaras empleadas no presenta 
ninguna relación especial. 
Partiendo de las coordenadas del punto de la escena que se quiere explorar, expresa-
das a partir del sistema ligado a una cámara (Pe), es posible determinar las coordenadas 
de imagen donde éste se proyectará: 
Pi = AcPc (4.13) 
donde P¿ se expresa en coordenadas homogéneas sobre la imagen de la forma: 
Pi={Ui Vi Si f (4.14) 
y, por tanto, las coordenadas de la proyección sobre la imagen serán: 
:;: I } (-=) 
De otra parte, la matriz Tc^ck permitirá obtener las coordenadas del punto P ex-
presadas en el sistema ligado a una posición arbitraria de la cámara, Sk, a partir de 
sus coordenadas en el sistema ligado a la posición inicial 5o: 
Pe, = Zoc^Pco (4.16) 
Reuniendo todas estas transformaciones, la función de error (4.4) puede reescribirse 
como: 
ekixo, yo, zo) = Yl (^O(MO + i,vo + j) - hW + i, Ufc + i))^ (4.17) 
donde (uc^o) y iuki'^k) son las coordenadas de la proyección de P sobre las imágenes 
/o y /fc respectivamente. 
A partir de (4.17) se define la función suma de errores según la ecuación: 
n 
e(i,2,..,n)(a;o, yo, ZQ) = ^ ek{xQ, yo, ZQ) (4-18) 
k=l 
análoga a la obtenida en (4.8) sólo que ahora el error es función de las coordenadas 
del punto de la escena referidas al sistema ligado a la cámara situada en la posición 
5*0 (-Peo)- En el método anterior (MEP) el error era función de las coordenadas de la 
imagen que se tomaba como referencia. 
La expresión del estimador de la distancia entre un punto de la escena y la cámara 
en la situación SQ puede definirse, por tanto, como: 
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Zr{xo,yo) =mm<| ^efc(a;o,yo, ^o) > (4-19) 
En la expresión (4.19) se aprecia que, en esta ocasión, el mapa vendrá expresado en 
distancias desde el origen 0^0 del sistema de cámara hasta la superficie del objeto para 
cada par de coordenadas {xo,yo) expresadas en dicho sistema. Por tanto, el procedi-
miento para obtener el mapa de distancias completo pasará por las siguientes etapas 
para cada punto P de coordenadas {xo,yo,yo) según el sistema Oc^'-
• En primer lugar se obtendrá la proyección de P sobre la imagen registrada por 
la cámara en <So, según las expresiones (4.13) a (4.15). Así se obtendrán las 
coordenadas de P sobre la imagen de referencia. 
• A continuación se obtendrán las coordenadas de este mismo punto sobre cada 
una de las restantes imágenes de la secuencia. Para ello, primero se obtendrán 
las coordenadas de P sobre cada uno de los sistemas de cámara a partir de la 
expresión (4.12) correspondiente. Posteriormente, estas coordenadas se proyec-
tarán, igual que en el paso anterior siguiendo las ecuaciones (4.13) a (4.15), sobre 
cada una de las imágenes de la secuencia. Así se dispondrá de las coordenadas 
sobre las que se proyecta el punto de interés en cada una de las imágenes. 
• Para terminar, se calculará el estimador de distancia a partir de la expresión 
(4.19), teniendo en cuenta que en este caso dichas distancias están medidas res-
pecto de la posición SQ de la cámara. 
4.6.2. Resultados experimentales 
Un ejemplo de los mapas de profundidad obtenidos en los ensayos de reconstrucción 
llevados a cabo mediante este método se presenta en la figura 4.8. En ellos los niveles 
de gris más oscuros corresponden a las estimaciones de distancia cámara-escena más 
pequeñas. Se observa una estela de falsas estimaciones que se hace más notable a 
medida que aumenta el número de imágenes procesadas. Este efecto se produce al 
intentar estimar distancias para puntos que no son visibles en todas las imágenes y se 
subsana en los siguientes algoritmos. 
Estos ensayos se han realizado en condiciones similares a las presentadas para el 
método MEF. El tamaño de ventana enapleado ha sido, igual que en el caso anterior de 
5^ :5 pixels. En este caso, en lugar de hacer un recorrido sobre los pixels de la imagen, 
como en el caso anterior, se ha dividido el sistema de coordenadas de la cámara una cua-
drícula de 75a;58 coordenadas que se han proyectado sobre los pixels correspondientes 
de cada una de las imágenes. 
Los tiempos empleados para cada reconstrucción aparecen en la tabla 4.2 y se 
representan de forma abreviada en la gráfica 4.9. En este método el tiempo de proceso 
crece de forma lineal al aumentar el número de imágenes empleadas. Sin embargo 
los tiempos son claramente menores que en el anterior (MEP). Una reconstrucción a 
partir de una serie de ocho imágenes sobre un rango de 200 distancias cámara-objeto, 
evaluadas con una distancia entre sí de Imm, se realiza en algo menos de 7 minutos, 
frente a los más de 10 minutos requeridos por el método MEP para evaluar un rango 
similar de disparidades. Esta mejora en tiempo es debida al cambio del sistema de 




(a) 4 imágenes 
(b) 6 imágenes 
(c) 8 imágenes 
Figura 4.8: Reconstrucción mediante Multibase con Ejes ópticos Convergentes emplean-
do 4, 6 y 8 imágenes. 





















Tabla 4.2: Tiem^pos de ejecución en segundos para el método MEC según número de 
imágenes y rango de disparidades. 
Tiemfjos de reconstnjcción MEC 
Número de imágenes 
Figura 4.9: Evolución de los tiempos de ejecución para el método MEC según número 
de imágenes y rango de distancias 
referencia sobre el que se realiza la reconstrucción. De esta forma es necesario realizar 
menos emparejamientos de puntos sin necesidad de sacrificar la resolución espacial 
proporcionada por el método. 
Además, a diferencia de lo que ocurría en el método MEP, se parte de situaciones 
de cámara arbitrarias por lo que no es necesario realizar la fase previa de rectificación 
de las imágenes a procesar. 
4.6.3. Discusión del método 
En la sección 4.5 no se planteaba ninguna etapa de rectificación de imágenes por 
no ser necesaria en la configuración de ejes paralelos. Sin embargo, al hacer explícita la 
convergencia de los ejes ópticos, se evidencia la necesidad de una etapa de armonización 
de los sistemas de coordenadas empleados. Esta etapa puede ser previa y consistir en 
una rectificación de las proyecciones [FTVOO] a partir de las matrices de calibración de 
cada cámara o bien realizarse individualmente para cada punto que se desee explorar. 
La sobrecarga computacional que lleva consigo este cambio del sistema de referencia 
representa un inconveniente teórico de la reconstrucción con ejes convergentes, aunque 
en la práctica esta sobrecarga no es tal, ya que el caso anterior de ejes paralelos es una 
situación teórica. En una realización práctica será siempre necesario calibrar la sitúa-
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ción relativa de las distintas cámaras del montaje y realizar una etapa de rectificación 
de las imágenes adquiridas. 
Por contra, partir de una configuración en la que los ejes ópticos sean convergentes 
maximiza la zona de la imagen que será común en todas las imágenes procesadas. 
Como punto en contra del método, el mapa que se obtiene al terminar la exploración 
de la región visible sigue siendo una serie de medidas de la distancia desde la superficie 
del objeto al plano (XY) del sistema de cámara ligado a la posición de referencia (SQ). 
Este tipo de mapas es útil en aplicaciones en las que el propósito es medir la distancia 
que separa al observador de los objetos de la escena; sin embargo necesitará de un 
proceso posterior cuando el propósito sea la determinación de las medidas reales de los 
objetos presentes en la escena o cuando se requiera integrar varios mapas de distancias 
obtenidos desde distintas situaciones de referencia. 
4.7. Multibase Centrado en la Escena (MCE) 
El último método descrito permite levantar mapas de la distancia que separa la 
cámara en la posición de referencia (sistema Ocg) de los puntos de la superficie del 
objeto explorado. Con la formulación que se presenta a continuación, se cambiará el 
sistema de referencia, llevándolo de un sistema móvil a un sistema fijo en la escena que 
se está explorando. Este cambio del sistema de referencia permitirá obtener mapas de 
la distancia que separa cada punto de la superficie del objeto al origen del sistema de 
la escena. Dicho cambio en la magnitud medida simplificará la integración de distintos 
mapas parciales hasta llegar a obtener una reconstrucción volumétrica total de los 
objetos presentes en la escena explorada. 
4.7.1. Descripción del método 
Teniendo en cuenta la relación entre sistemas de coordenadas de la figura 4.7, es 
posible obtener las coordenadas de un punto P de la escena según un sistema de cámara 
arbitrario mediante la expresión: 
Pe, = ( T c , e ) - ' P e ( 4 . 2 0 ) 
Proyectando, igual que en el caso anterior, para obtener las coordenadas sobre cada 
imagen según (4.15) es posible aplicar para este caso la siguiente función de error: 
ek{p,0,íp)^ ^{Io{uo + i,Vo+j)-Ik{uk + i,Vk+j)f (4.21) 
y suma de errores: 
n 
6(1,2,...,n) 
{p,9,<p) = Y.e,{p,9,^) (4.22) 
¿ = 1 
El mapa completo se calculará a partir de los valores de p que minimizan la función 
(4.22) en cada pareja de coordenadas (6, ip) de la zona de la escena sometida a estudio: 
Pr{d,^)=mmlY^ek{p,9,ip)\ (4.23) 
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Una vez conocido el método, la secuencia completa de pasos a realizar para cada 
punto de coordenadas {p, 9,(p) de la escena que se quiera comprobar si pertenece a la 
superficie de un objeto será la siguiente: 
• Obtener las coordenadas de la proyección de dicho punto sobre cada una de las 
imágenes que componen la secuencia disponible. Para ello, en primer lugar, se 
obtendrán las coordenadas cartesianas de dicho punto: 
Xe = pSlTlípCOSd^ 
y^ = psiní^ccos^ S (4.24) 
Ze = p eos ip 




V I / 
(4.25) 
• Aquí están disponibles las coordenadas de la proyección del punto de la escena 
sobre cada una de las imágenes. Por tanto, es posible calcular el error cometido 
al suponer p el estimador de la distancia del origen de coordenadas de la escena 
a la superficie del objeto según la expresión (4.22). 
Repitiendo este proceso para cada uno de los p candidatos, se obtiene el estimador 
de la distancia real desde el origen a cada pareja de coordenadas [6, ip) de la escena 
según la expresión (4.23). 
4.7.2. Resultados experimentales 
La figura 4.10 muestra los resultados obtenidos en uno de los ensayos, equivalentes 
a los de los métodos anteriores, llevados a cabo durante la etapa de experimentación 
con este método. Las zonas más claras corresponden a las mayores distancias desde el 
centro de la escena la superficie del objeto, mientras que las más oscuras corresponden a 
zonas en las que el algoritmo ha estimado menores distancias escena-objeto. Las zonas 
negras pertenecen a zonas donde la estimación obtenida no tiene la suficiente calidad. 
Este punto se t ra tará en el capítulo 5 dedicado a la integración de reconstrucciones 
parciales mediante determinación de la siguiente mejor vista. 
Además de mostrar el aspecto de la reconstrucción , en este caso se han realizado 
medidas de la precisión dimensional alcanzada en las reconstrucciones. La figura 4.11 
muestra los resultados de la reconstrucción sobre unos ejes coordenados. Se aprecia 
que las dimensiones de la silueta del objeto mantienen las mismas proporciones que 
en el objeto original y tienen un error en magnitud absoluta menor del 10%. Los 
mismos resultados se aprecian en las medidas de distancias origen-superficie tomadas 
en distintos puntos significativos del objeto. 
El tiempo de reconstrucción obtenido con este método para la misma situación que 
en los métodos anteriores se presenta en la tabla 4.3. Se observa que son prácticamente 
coincidentes para los obtenidos para el método MEC. 
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Atturas estimadas 
Figura 4.10: Reconstrucción mediante Multibase Centrado en la Escena usando 3 




Figura 4.11: Reconstrucción mediante Multibase Centrado en la Escena usando 3 
imágenes. Estimación de Medidas. 





















Tabla 4.3: Tiempos de ejecución en segundos para el método MCE según número de 
imágenes y rango de disparidades. 
4.7.3. Discusión del método 
El cambio propuesto para el sistema de referencia permite obtener mapas de distan-
cias a partir de un origen fijo y, por lo tanto, no dependiente de las posiciones de cámara 
desde donde se ha llevado a cabo la reconstrucción. El resultado de la reconstrucción 
será un mapa volumétrico de la región visible, en lugar de mapas de profundidad desde 
un sistema arbitrario, tal como sucedía con los métodos propuestos en las secciones 4.5 
y 4.6. 
Como inconvenientes del método caben resaltar los siguientes: 
• En primer lugar, es necesario realizar un recorrido completo del volumen de la 
escena. 
• En segundo, hay que obtener la proyección de cada punto sobre cada una de las 
imágenes utilizadas en la reconstrucción. 
Respecto del primero, si se compara con el método MEP, no es tal inconveniente. En 
aquél, para cada puntos de la primera imagen hay que recorrer el rango de distancias 
zi admisible. El resultado total es el recorrido de un volumen. 
En cuanto al segundo, el cálculo de las proyecciones sobre cada imagen tiene un 
coste equivalente al de la etapa previa de rectificación, que a la postre consiste en un 
cambio de coordenadas a un sistema común a todas las imágenes empleadas. 
Las ventajas de obtener la reconstrucción a partir de este método en lugar de usar 
los anteriores pueden resumirse en los siguientes puntos: 
• Obtener directamente mapas volumétricos de la escena en lugar de mapas de 
profundidad desde un sistema de cámara, y por tanto móvil. 
• Realizar una reconstrucción selectiva, decidiendo qué porciones de la escena se 
van a explorar. 
• Trabajar directamente con los datos aportados por la calibración extrínseca de 
la cámara. Aplicando los algoritmos presentados en el capítulo 3 se obtiene la 
matriz de coordenadas de la escena desde una situación arbitraria de la cámara 
{^ec^ a partir de datos experimentales. 
En las anteriores secciones se ha presentado una serie de métodos de reconstrucción 
volumétrica mediante técnicas estereoscópicas. Se partía del algoritmo clásico propuesto 
en [KON92] y [OK93] para llegar a una formulación novedosa mediante la introducción 
de un cambio en el sistema de referencia. La utilidad de este cambio de sistema es doble. 
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En primer lugar, generaliza la situación relativa de las cámaras empleadas para tomar 
las imágenes. En segundo, los resultados obtenidos pasan de estar referidos a un sistema 
móvil a referirse al sistema tomado como absoluto. Este cambio de sistema simplifica 
el proceso de reconstrucción volumétrica mediante la integración de mapas parciales 
calculados a partir de imágenes tomadas desde distintas posiciones. Además el cambio 
del sistema de coordenadas cambia el enfoque con el que se realiza la reconstrucción. 
Se pasa de realizar una reconstrucción "guiada" por las coordenadas en pixels de la 
imagen a realizarla a partir de coordenadas de la escena. De esta forma se disminuye el 
tiempo de cálculo sin necesidad de sacrificar la resolución espacial de la reconstrucción. 
En la sección siguiente se abandona el enfoque clásico de reconstrucción este-
reoscópica. Se describirá una técnica que podría considerarse más cercana a las con-
sideradas de obtención de "Forma a partir de siluetas". Aunque el proceso empleado 
es sumamente sencillo, no se han encontrado en la literatura autores que empleen este 
método de reconstrucción. Incluso los trabajos más recientes en reconstrucción a partir 
de contornos, tales como [PH02], utilizan sólo la información de la discontinuidades 
presentes en el conjunto de imágenes utilizados. Este hecho puede ser debido a la can-
tidad de memoria necesaria, pero los resultados obtenidos junto con la posibilidad de 
realizar una reconstrucción realista hacen que este método sea recomendable en apli-
caciones donde la apariencia visual del resultado deba guardar la mayor semejanza 
posible con el objeto original. Como ejemplo de este tipo de aplicaciones puede citarse 
la construcción de modelos de objetos para su inclusión en entornos virtuales. 
4.8. Reconstrucción por Retroproyección Directa 
(RRD) 
El método propuesto en esta sección se basa en la inversión del proceso de proyección 
de los puntos de la escena sobre los planos de imagen. Inspirado en los métodos usados 
en los sistemas de reconstrucción tridimensional a partir de proyecciones [FDK84] y 
[Gra87], la idea principal del mismo consiste en determinar cuál de los puntos de la 
escena es el que realmente se ha proyectado sobre cada imagen. Para ello se extenderá el 
tono^ que aparece en cada pixel de la imagen a todos los puntos del espacio contenidos 
en la recta de proyección de dicho pixel. A partir del conjunto de datos generado se 
determinarán los punto de la escena que están situados en la superficie de cada objeto. 
En los siguientes párrafos se describirá en detalle el método propuesto para, a 
continuación, presentar el esquema de reconstrucción y finalmente mostrar ejemplos de 
los resultados obtenidos. 
4.8.1. Planteamiento 
Sea la familia de imágenes: 
{^•(«>^)},.i...n (4-26) 
tomadas de una misma escena desde distintas posiciones y orientaciones, todas ellas 
conocidas. Cada una de estas imágenes se puede interpretar como una aplicación del 
' 'Puesto que el método descrito es válido tan to para imágenes en color como en niveles de gris, se 
hablará en todo momento de tono para hacer referencia a la propiedad que se evalúa. 
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conjunto de coordenadas de imagen en el conjunto de tonos que presenta la superficie 
del objeto inspeccionado: 
Ir-{i^^^)}u,veR^{Tk},=,...m (4-27) 
A partir del modelo de proyección estudiado en el capítulo 3, la relación entre las 
coordenadas de un punto de la escena Pe : (xg, ye, Zg) y su proyección sobre la imagen 
Ij viene dada por la expresión: 







Donde la matriz A^ expresa la relación entre las coordenadas de un punto en el 
sistema de cámara y su proyección sobre la imagen, y la matriz Tec la transformación 
desde el sistema de escena al sistema de cámara. 
A partir de (4.28), la recta que determina el conjunto de puntos de la escena 
{Pe '• {xe,ye,Ze)} que se proyectan sobre un punto dado {uj,Vj) de la imagen Ij tie-
ne la expresión: 
{qSlUj - qil)Xe + {q32Uj - ^12)^6 + (g33% - qi3)Ze = OI ,^ ^^. 
(qslVj - q2l)Xe + iq32Vj - q22)ye + (QZZVJ - q23)Ze = O J 
Dado que la función Ij liga cada punto de la imagen con el tono t G {21} que ésta 
presenta, el sistema de ecuaciones (4.29) permite conocer el tono que tendrá el punto 
de la escena P^ que se proyecta en las coordenadas [uj^Vj) de la imagen Ij. Para ello 
será necesario determinar el punto que realmente se ha proyectado sobre las coordena-
das {uj,Vj) de Ij de entre todos los que satisfacen las ecuaciones (4.29). 
4.8.2. Descripción del método 
Para conseguir el objetivo planteado en la sección anterior, se diseñará una función 
de probabilidad que permita determinar el conjunto de puntos de la escena que pertene-
cen a la superficie de un objeto. A partir del valor de probabilidad obtenido, se podrán 
extraer las coordenadas espaciales de los puntos superficiales como aquéllos para los 
que la función definida alcance un máximo en un tono dado. Dicho tono de máxima 
probabilidad se considerará el estimador del tono real de la superficie del objeto para 
de esta forma obtener la reconstrucción realista. 
Por tanto las etapas en las que se descompone el método RRD serán: 
• Generación de las funciones de probabilidad. 
• Extracción de los puntos superficiales. 
• Asignación de tono a cada punto superficial. 




Figura 4.12: Esquema de retroproyección. 
Generación de los valores de probabilidad 
En primer lugar se establecerán los postulados en los que se basa el método RRD 
para determinar cuáles de los puntos de la escena pertenecen a la superficie de un 
objeto: 
• Cada punto de la escena Pe se proyecta en unas coordenadas {uj, Vj) únicas para 
cada imagen Ij. 
• Cada punto Pe de la superficie de un objeto presentará un tono t e {Tk}/,=i „^  
único. 
• El tono que aparecerá en las coordenadas {uj,Vj) de la imagen /,• será el corres-
pondiente al punto de la escena que cumpla las ecuaciones (4.29) y se encuentre 
situado en una superficie visible desde donde se tomó Ij. 
Una representación gráfica de la situación descrita aparece en la figura 4.12. En ella 
se observa que el punto P, perteneciente a la superficie de un objeto, se proyecta en 
las imágenes 1, 2 y 3 según las rectas ri , r2 y rs en las coordenadas {ui,Vi), {u2,V2} 
y {USJVS) respectivamente. Estas coordenadas aparecerán en cada una de las inaágenes 
con el mismo valor de tono í, que será el que presente la superficie del objeto en el 
punto P. Otros puntos de la superficie del objeto, en este caso P' quedan ocultos, no 
proyectándose sobre la serie de imágenes utilizada. 
A partir de estas premisas, se define la familia de funciones {VTj}..¡^ ^ que rela-
ciona el tono que presenta la imagen Ij en el punto de coordenadas [u, v) con el punto 
(x, y, z) de la escena que se proyecta en dichas coordenadas de imagen: 
VTj{x,y,z,t) = 1 si Ij{u,v) = t 
o en otro caso 
(4.30) 
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donde 
V 
— I qnx+qi2y+qi3Z \ (A'il'] 
~ \ Q3ix+g32y+qi3z I \^-^^) 
\q2ix+q22y+q23z/ 
La familia de funciones {VTj}j=i_n etiqueta cada uno de los puntos de la escena con 
el tono que presentaría en cada una de las imágenes analizadas en caso de estar sobre 
una superficie visible de un objeto. Acumulando los resultados obtenidos se obtiene 
el número de imágenes que presentan un determinado tono en las coordenadas de 
proyección de un punto de la escena: 
n 
ST{x,y,z,t)^J2^Tj{x,y,z,t) (4.32) 
Puesto que cada punto de la escena se proyecta en unas coordenadas únicas para 
cada imagen, y que el tono en dicho punto también es único, es posible pasar de (4.32) 
a la función de probabilidad de que un punto de la escena se proyecte con un tono í: 
PT{x,y,z,t)^-STix,y,z,t) (4.33) 
Fijando un punto P de coordenadas (x,y,z) dadas, la función de probabilidad de 
que dicho punto se proyecte con un tono concreto se puede expresar como: 
Upit) = PTix,y,z,t) (4.34) 
con t e {Tk}k=i...m-
Esta función tomará valores en el intervalo [O - 1], alcanzando este último valor 
sólo para los valores (x, y, z, t) correspondientes a puntos de la escena que se proyecten 
en todas las imágenes con el mismo tono. 
Será el valor de la función (4.34) el que se tomará como estimador de la probabilidad 
de que un punto de la escena se encuentre sobre la superficie de un objeto en una región 
que aparezca con tono t. 
El desarrollo del método se ilustrará con las gráficas que se han obtenido a partir 
del objeto sintético 'Cubo'. Este objeto se muestra en la figura 4.13. Se trata de un 
cubo de 20mm de arista, centrado en el origen de coordenadas de la escena y con sus 
caras paralelas a los ejes. 
En la figuras 4.14, 4.15 y 4.16, se muestran distintos perfiles de probabilidad para 
puntos exteriores, interiores y situados sobre la superficie del objeto. 
Obtención de los puntos de superficie 
Mediante el proceso descrito en el párrafo anterior, se ha conseguido una estimación 
del tono que presentaría un punto de la escena, supuesto que estuviese en la superficie 
de un objeto. Por el momento no se dispone de una herramienta que permita determinar 
qué puntos pertenecen efectivamente a una superficie. 
Haciendo uso de la hipótesis de partida según la cual cada punto de la superficie 
se proyecta con un tono único, independientemente de la imagen de que se trate, es 
posible asociar una medida de la dispersión de (4.34) con la posibilidad de que el punto 
{x, y, z) esté sobre la superficie de un objeto. 
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Eje Y [mml 
Figura 4.13: Objeto sintético Cubo, 
ProbabllkJadsnP:( 0.0, 0.0,14.0) 
prob máxima: 0.397. modla: 0.1^.d«svladon: 0.129 
(a) Pun to 1. (a; = 0,0, y = 0,0, z = 14,0) (b) Pun to 2. (a; = 0,0, y = 0,0, z = 15,0) 
Probabilidad en P:( 0.0, 0.0,15.0) 
prob máxima: 0.333, media: 0.143, desviación: 0.119 
J__L 
(c) Punto 3. {x = 0,0, y = 0,0, z = 16,0) 
Figura 4.14: Perfiles de probabilidad para puntos situados en el exterior del objeto 
Cubo. 
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C?t).5 
Í-
(a) Punto 1. {x = 0,0, y = 0,0, z = -1,0) (b) Punto 2. (ar = 0,0, y = 0,0, z = 0,0) 
(c) Pun to 3. (x = 0,0, y = 0,0, z = 1,0) 
Figura 4.15: Perfiles de probabilidad para puntos situados en el interior del objeto 
Cubo. 
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Pte*abUtíadonP:{ 0.0. 0.0.11,0) 
prob máxima: D.4B2, m«dl&; 0.143, desviación: 0.148 
1 1 n 1 1, 
(c) Punto 3. (x = 0,0,2/ == 0,0,2; = 11,0) 
Figura 4.16: Perfiles de probabilidad para puntos situados en la superficie del objeto 
Cubo. 
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Se han estudiado experimentalmente distintas medidas de la dispersión de la pro-
babilidad (np(¡!:)). Como resultado de este estudio se ha decidido fijar los puntos de 
superficie a partir de la combinación de dos de estas medidas. En primer lugar se con-
siderará la diferencia entre los dos mayores valores de probabilidad (-Dn)- Esta medida 
proporciona el peso relativo del primer candidato a tono frente al segundo. Como se-
gunda medida, se ha tomado la desviación de la función np(í) {(JE)- Con ella se ha 
tenido en cuenta la influencia del resto de probabilidades en el punto estudiado. En 
puntos de la escena donde la probabilidad de aparición de cada tono esté repartida 
uniformemente se apreciará una dispersión baja. Por contra, en puntos superficiales la 
probabilidad del tono candidato se alejará de la media, aumentando su valor. 
En la figura 4.17 se presentan los valores de las dos medidas estudiadas para cortes 
según el eje Z del volumen de reconstrucción. En trazo continuo se presenta la desvia-
ción de las probabilidades y en trazo discontinuo la diferencia entre las dos mayores 
probabilidades en cada punto. La línea horizontal, en ambos casos, marca el valor del 
percentil 80. Este es el valor que se ha considerado umbral en los ensayos realizados. 
A partir de las medidas de dispersión que se acaban de describir, se propone la 
construcción de la función PS{x, y, z) como: 
PS{x, y, z) = máx {np{t)} (4.35) 
si C7n > To- y Dji > rp simultáneamente en {x, y, z) donde T^ y T£, son umbrales para 
los valores de desviación y diferencia de probabilidades respectivamente. El valor de 
PS{x, y, z) se considerará cero en caso de no cumplirse esta condición. 
A partir de la definición de PS{x, y, z), se considerarán puntos pertenecientes a la 
superficie de un objeto aquéllos para los cuales el valor de PS supere un determinado 
umbral. Esto es: 
{x, y, z) G {S} ^ PSix, y, z) > TS (4.36) 
donde {x, y, z) son las coordenadas del punto de la escena, {S} el conjunto de puntos 
superficiales, y Tg el umbral sobre los valores de PS{x, y, z) que determina que puntos 
se consideran superficiales. 
Asignación de tono a cada punto superficial 
Una vez determinado el conjunto {3} de puntos que pertenecen a las superficies 
visibles, se tomará como estimador de tono en cada uno de estos puntos aquel para el 
cual la función Tip{t) presente el valor máximo: 
tr{x, y, z) = máx {Ilp{t)} (4.37) 
En la figura 4.18 se aprecia el resultado obtenido al reconstruir el objeto Cubo 
presentado al comienzo de esta sección. 
Realización práctica 
El algoritmo que se propone para cada punto P de coordenadas {x,y,z) que se desee 
conocer si pertenece a la superficie de un objeto situado en la escena es el siguiente: 
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(a) Perfil de dispersión 
para x — -1,0, y = 
-1,0. 
(b) Perfil de dispersión 
para x — 0,0, y = 
-1,0. 
(c) Perfil de dispersión 
para x — 1,0, y = 
-1,0. 
7r -^"^ 
(d) Perfil de dispersión 
para x = —1,0, y = 
0,0. 
(e) Perfil de dispersión 
para x — 0,0, y = 0,0. 
(f) Perfil de dispersión 
para x = 1,0, y = 0,0. 
(g) Perfil de dispersión (h) Perfil de dispersión (i) Perfil de dispersión 
para x = 1,0, y = para a; = 1, O, y = 0,0. para x = 1, O, Í/= 1,0. 
-1,0. 
Figura 4.17: Perfiles de dispersión según el eje Z en distintos puntos del objeto Cubo. 
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Cubo Reconstruido 
Figura 4.18: Reconstrucción del objeto sintético Cubo. 
Obtener las coordenadas (•uy, Vj) sobre las que se proyecta P en cada imagen Ij. 
Partiendo de las coordenadas de escena de P y haciendo uso de la ecuación (4.31) 
se obtienen las coordenadas de la proyección de P sobre cada una de las imágenes 
de la secuencia. 
Obtener la serie de valores de VTj (t) para cada imagen Ij. Cada uno de los puntos 
VTj{tk) se marcará como O (cero) para todos los valores de k E {Tk}k-i ^ salvo 
para aquel que coincida con el valor de la imagen en el punto calculado en el 
punto anterior, que se marcará como 1 (uno). 
Calcular el valor de la función ST{t), como suma de los valores obtenidos para 
la familia de funciones {VTj}j=i,,,n. 
Obtener la función de probabilidad Iíp{t) dividiendo por el número de imágenes 
contabilizadas en el punto anterior. 
Calcular PSp a partir de los valores obtenidos para au y Dn- En condiciones 
ideales, si P : [x, y, z) es un punto superficial, 11 tomará valor distinto de cero 
en un único punto. En una situación real, habrá una dispersión de valores de-
bido a la imperfecta iluminación y a la aparición de oclusiones, por lo tanto la 
determinación de puntos superficiales se realizará atendiendo a la mayor o menor 
dispersión de la función Il(x,y,z). 
A partir de PS{x, y, z), obtener el conjunto de puntos superficiales como aquellos 
para los que PS{x, y, z) supere un valor umbral. 
Para cada uno de los puntos del conjunto de puntos superficiales, obtener el valor 
de tono 't' para el cual se alcanza el valor PS{x^ y, z). Este será el valor que más se 
repite en todas las retroproyecciones y por lo tanto el que se considerará estimador 
del tono real. 
4.8.3. Resultados experimentales 
Esta sección se dedica a mostrar los resultados obtenidos en la etapa de compro-
bación experimental del método de Reconstrucción por Retroproyección Directa. En 
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Figura 4.19: Reconstrucción del objeto real Conejo a partir del primer juego de imáge-
nes. 
todos los casos que se presentan a continuación se lia partido de una secuencia de 
imágenes tomadas a una distancia p = 2bbmm del centro de la escena y con ángulos 
comprendidos entre 0° y 360° para el azimutal {d) y entre 0° y 45° para el cenital {(f). 
El ángulo de rotación de la cámara sobre su eje óptico (•0) se ha mantenido constante a 
0°. La limitación en el ángulo cenital barrido se ha impuesto por motivos de seguridad. 
En el montaje experimental utilizado el objeto descansa sobre una superficie situada 
en el plano 2; = O del sistema de coordenadas de la escena. La necesidad de evitar que 
una situación no prevista pudiera hacer chocar la cámara contra dicha superficie ha 
resultado en la limitación anterior. 
El objeto real sobre el que se han realizado los ensayos ha sido el mismo que en los 
casos anteriores. En esta ocasión se han realizado dos ensayos distintos. En el primero 
de ellos, la parte trasera del objeto aparece apoyada sobre la superficie que sirve de 
base a la escena a explorar. A este ensayo pertenecen las imágenes anteriores mostradas 
en la figura 4.1. En el segundo, el objeto se ha mantenido 'en pie' sobre la base de la 
escena. 
La reconstrucción llevada a cabo sobre el primer juego de imágenes se ha realizado 
sobre un volumen de 90a;141a;69 milímetros situado en la parte central de la escena y 
para alturas z positivas. Este volumen se ha discretizado en voxels de 1,5mm de lado, 
dando como resultado un volumen de datos de 60a;94a;46 voxels. Las imágenes se han 
procesado en gris utilizando un byte para cada pixel. Una representación realista del 
volumen obtenido aparece en la figura 4.19. 
La reconstrucción a partir del segundo juego de imágenes (en la figura 4.20 aparece 
una muestra), se ha realizado sobre un volumen de 692;90a;141 milímetros situado en la 
parte central de la escena y para alturas z positivas. El paso para discretizar el volumen 
de datos, igual que en el caso anterior, se ha tomado de 1, bmm de lado, obteniéndose, 
por tanto, un volumen de datos de 46a;60a;94 voxels. Utilizando también como en el 
caso anterior 256 niveles de gris, se ha llegado a la reconstrucción que se presenta en 
la figura 4.21. 
En las figuras 4.22(a) y 4.22(b) se presentan las coordenadas espaciales de los puntos 
que forman cada una de las superficies obtenidas. 
En los ejes coordenados sobre los que se representan los puntos obtenidos, se observa 
la coherencia de las dimensiones en voxels de la reconstrucción, independientemente del 
juego de ensayo utilizado. Respecto de las dimensiones de la reconstrucción se aprecia 
una magnificación de las medidas reconstruidas sobre las reales. Así mismo se aprecia 
una pérdida de precisión en la situación de los puntos de superficie de los detalles del 
objeto. Esta imprecisión, más evidente en la reconstrucción 4.22(b), es atribuible a la 
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(a) p = 255mm, 6 = 130°, 
0 = 40° 
(b) p = 255mm, 9 = 180°, (c) p = 255mm, 6 = 220°, 
íí. = 40° 9i = 40° 
(d) p = 255mm, ^ = 90°, 
(6 = 40° 
(e) p = 255mm, 5 = 00°, (f) p = 255mm, él = 270°, 
(l> = 00° (f> = 40° 
(g) p = 255mm, é» = 40°, 
(¿ = 40° 
(h) p = 255mm, é» = 00°, 
í6 = 40° 
(i) p = 255mm, 9 = 310°, 
í) = 40° 
Figura 4.20: Imágenes del objeto Conejo apoyado sobre su parte inferior. 
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Coordenada Y (voxelsj 
Coordenada X jvoxels] Coordenada Y [voxel 
(a) Conejo tumbado (b) Conejo en pie 
Figura 4.22: Coordenadas espaciales de los puntos de superficie del objeto real Conejo. 
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pequeña región del espacio recorrida en la etapa de toma de imágenes, tal como se 
describía al comienzo de la presente sección. 
En lo referente a la medida del tiempo empleado en realizar la reconstrucción, hay 
que hacer notar que en esta serie de experimentos se ha procedido a realizar una re-
construcción total de la escena sometida a estudio, en lugar de realizar reconstrucciones 
parciales, tal como se había realizado hasta este momento. No obstante, cabe decir que 
la escena se ha dividido en 259440 voxels, que se han empleado 324 imágenes para la 
reconstrucción y que el tiempo invertido en la reconstrucción total ha sido de aproxima-
damente 40 minutos. Este tiempo es el equivalente aproximadamente a la realización 
de 10 reconstrucciones parciales utilizando el método MCE, cada una de ellas sobre 3 
imágenes y en un volumen de escena equivalente. 
4.8.4. Discusión del método 
Este algoritmo permite, además de obtener una reconstrucción tridimensional, con-
seguir que cada punto del volumen reconstruido presente el tono del objeto original. 
Esta característica puede resultar de utilidad en aplicaciones tales como la reproduc-
ción de piezas históricas para su exhibición en museos o la obtención de modelos para 
su incorporación a entornos virtuales. 
En su contra destaca la sensibilidad ante errores en la captura de datos, la aparición 
de falsas etiquetas si el punto analizado no es visible en un número suficientemente 
grande de imágenes y la cantidad de memoria consumida. 
Para subsanar estas deficiencias se proponen las siguientes soluciones: 
• La dependencia de la bondad de los datos de partida puede ser atenuada susti-
tuyendo la exploración punto a punto por la exploración de ventanas en las que 
se evalúa el tono medio de los pixels que la integran. 
• En principio, sería posible definir una métrica que evalúe el cambio en las medidas 
de dispersión a medida que se van explorando nuevas imágenes. Esta métrica 
serviría de criterio para decidir cuándo concluir una reconstrucción. Sin embargo, 
en este trabajo se propone usar este método (RRD) en combinación con el método 
anterior (MCE) y considerar como criterio de parada la dispersión en las medidas 
de correlación utilizadas para este último. 
• Esta asociación de métodos permite, además, realizar una reconstrucción por 
zonas reduciendo la cantidad de memoria empleada y el tiempo de cómputo 
consumido. 
Una continuación en este sentido consistiría en estudio de la regularidad del 
algoritmo a fin de proceder a su paralelización. Así, distintas partes de la escena 
se podrían tratar por separado. Se observa que la decisión sobre si un punto 
pertenece o no a la superficie de un objeto no depende de resultados obtenidos 
de puntos vecinos. Esta independencia hace pensar en una descomposición del 
problema en tareas débilmente acopladas. Esto redundaría en la escalabilidad del 
algoritmo, permitiendo tratar escenas de cualquier tamaño añadiendo nodos de 
proceso al sistema en el que se realice. 
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4.9. Conclusiones 
En este capítulo se han revisado los distintos métodos estudiados para la obtención 
de mapas de profundidad densos a partir de secuencias de imágenes. Se ha presentado la 
evolución seguida desde el método clásico Multibaseline Stereo propuesto por Okutomi 
y Kanade hasta el desarrollo final propuesto en el método MCE. Haciendo uso de la 
idea original de cuantificar la diferencia entre dos ventanas de la imagen, se pasa de 
un algoritmo guiado por las imágenes de la secuencia a uno guiado por la región del 
espacio que se pretende inspeccionar. Este cambio en la orientación permite seleccionar 
sólo aquellos pixels de las imágenes que es necesario tener en cuenta permitiendo una 
reducción de los tiempos de cómputo y de los requerimientos de memoria del algoritmo. 
Continuando con la línea de cambiar el enfoque del algoritmo de reconstrucción 
desde las imágenes de partida a la zona de la escena que se está explorando, se propone 
el método RRD. En él se invierte el proceso de formación de cada una de las imágenes 
consideradas hasta llegar a una aproximación volumétrica de los objetos explorados. 
Como ventaja adicional de este método, cada uno de los puntos de superficie que 
constituyen el resultado del algoritmo lleva aparejado el tono que presentaba en el ob-
jeto original. Esta característica permite obtener reconstrucciones realistas sumamente 
útiles para la preparación de objetos que puedan ser incluidos en entornos virtuales. 
Aspectos que es necesario mejorar en este método son la gran cantidad de memoria 
que necesita así como el importante número de imágenes necesarias si se quiere obtener 
una reconstrucción precisa. 
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Capítulo 5 
Sistema de posicionamiento de 
cámara 
5.1. Introducción 
La aplicación de los algoritmos elaborados en el capítulo 4 permite disponer de los 
datos necesarios para elaborar mapas de profundidad parciales de la escena sometida 
a estudio. El mapa de profundidad que describa completamente dicha escena se conse-
guirá fusionando varios de estos mapas hasta conseguir cubrir la totalidad del espacio 
que se pretende explorar. 
La construcción incremental del mapa total de profundidad hace necesario esta-
blecer una serie de criterios distintos aunque claramente relacionados entre sí. Estos 
criterios son los que se presentan a continuación: 
• El primero hace referencia a la selección del estimador de distancia desde el 
origen de la escena hasta el candidato a punto superficial (p). La elección de este 
estimador es parte de la problemática abordada en el capítulo 4, quedando fuera 
del alcance de los temas que se tratarán a continuación. 
• Una vez decidido el criterio de selección del estimador, es necesario establecer 
una medida de la bondad de dicho estimador. Esta medida será la que decida si 
es necesario refinar las estimaciones de distancia obtenidas hasta este momento. 
• Tras la integración de cada reconstrucción parcial en el mapa total de distancias 
puede darse el caso de que todas las estimaciones p se alcancen con un valor de 
confianza por encima del umbral establecido. Esta situación indica que el mapa 
de profundidad obtenido tiene calidad suficiente y el proceso de reconstrucción 
se considerará finalizado. De no ser así, habrá estimaciones de distancia que 
no cumplan los criterios de bondad establecidos. En este caso será necesaria la 
elaboración de nuevos mapas que contribuyan a mejorar las estimaciones 'p. Para 
ello habrá que desarrollar algoritmos que decidan la vista de la escena desde 
donde se realizará esta nueva reconstrucción parcial. 
En este capítulo se presentarán los criterios de bondad estudiados para el estimador 
de distancia con que se trabaja en las reconstrucciones parciales. 
l i o Sistema de posicionamiento de cámara 
A continuación se estudiará el problema de determinación de la siguiente mejor 
vista. Se comenzará por hacer una revisión de los métodos que se encuentran en la 
literatura al respecto. Después se presenta el planteamiento de la solución propuesta. 
Para concluir se detalla la solución práctica adoptada y se describen los resultados 
experimentales obtenidos. 
5.2. Estudio de la bondad de los estimadores de 
distancia 
En el capítulo 4, se presentaban dos métodos (MCE y RRD) para obtener directa-
mente estimaciones de distancia origen-superficie. En el método MCE se establecía el 
estimador de distancia como el mínimo de la función suma de errores, tal como aparece 
en la ecuación 4.23. En el método RRD esta estimación se realizaba estudiando el perfil 
de probabilidad de aparición de cada tono en cada punto de la escena estudiado. 
Tanto en un método como en otro, el gradiente a ambos lados del punto elegido 
como estimador marca la bondad de la estimación. Perfiles con un fuerte gradiente a 
ambos lados del punto seleccionado como estimador llevan asociado un alto nivel de 
confianza en que el estimador elegido coincida con el valor real. Por contra, alcanzar 
el punto del estimador con un suave gradiente o bien la aparición de varios posibles 
estimadores como mínimos/máximos locales de valor aproximado hace pensar en un 
zona de incertidumbre respecto al valor real del estimador. Será necesario pues reali-
zar una búsqueda de estas zonas de incertidumbre para proceder a refinar la medida 
de distancia obtenida. En las figuras 5.1(a) y 5.1(b) se muestran sendos ejemplos de 
zonas de ambigüedad en la determinación del estimador de distancia tras realizar dos 
reconstrucciones parciales mediante el método MCE. En la primera de ellas se obser-
va la aparición de dos mínimos de valor semejante para las distancias p = 27mm y 
p ~ AOmm. En la segunda se muestra un mínimo global en p = i2mm al que se llega 
de forma suave. Esto crea una zona de ambigüedad en la determinación del estimador 
de distancia para valores de p entre 38 y 47 mm. 
Tomando como objetivo doble la eliminación de mínimos de parecido valor y el 
aumento del gradiente, se han estudiado dos métodos para mejorar la bondad del 
estimador de distancia. Estos métodos se han centrado en el método de reconstrucción 
multibase centrado en la escena (MCE) aunque pueden ser extrapolados sin demasiado 
esfuerzo al método RRD. 
5.2.1. Refinamiento de la medida de distancia 
El propósito de emplear más de dos imágenes para realizar la determinación de 
distancias en los algoritmos basados en estéreo múltiple es intentar deshacer las am-
bigüedades que surgen cuando sólo se dispone de la información que se obtiene de 
un único par estéreo. Una posibilidad para eliminar estas ambigüedades consiste en 
calcular la función de error entre cada pareja de imágenes y computar como medida 
combinada la suma de los errores obtenidos para cada una de las parejas. Con esta 
aproximación, a medida que aumenta el número de pares explorados, se consigue obte-
ner la distancia cámara-objeto como el punto para el cual la función de error presenta 
un mínimo global [OK93]. 
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Como resultado de cada reconstrucción parcial, se dispone de una lista de coorde-
nadas de puntos de la escena junto con su correspondiente valor de la función de error 
acumulada. El valor provisional del mapa total en cada punto se construirá como la 
suma de cada una de las funciones de error obtenidas para dicho punto en cada una de 
las reconstrucciones parciales en las que interviene dicho punto. 
En la figura 5.1 se presenta un ejemplo de los resultados parciales obtenidos desde 
dos puntos de vista distintos junto con el resultado de la suma de ambos perfiles de 
error. Como puede apreciarse, en los resultados parciales aparecen distintos mínimos 
que podrían dar lugar a faltas estimaciones de distancia. Al sumar ambas contribuciones 
(figura 5.1(c)), estos mínimos quedan reducidos a uno, que se considera estimador de 
la distancia real. 
5.2.2. Determinación de distancias por consenso 
El método anterior es sensible a los errores en la calibración de la relación entre 
el sistema de coordenadas del extremo del robot y de la cámara. Puede ocurrir que 
en sucesivas exploraciones en lugar de definirse la distancia para la que se alcanza la 
disparidad mínima se tenga un valle en la gráfica de la medida de la disparidad, sin 
que se aprecie una distancia bien definida. 
Una propuesta para intentar mitigar esta influencia consiste en trabajar únicamente 
con los candidatos a distancia obtenidos en cada reconstrucción parcial. Así se elige 
como distancia real aquella que aparezca en mayor número de reconstrucciones. 
5.3. Algoritmos de determinación de posición 
Obtener una vista parcial y fusionarla en un marco global es un proceso costoso 
tanto en memoria como en tiempo de cálculo. Por ello, se buscará la obtención de la 
nube completa que describa el objeto a partir del mínimo número de vistas posible. 
El problema de determinación de la siguiente mejor vista puede plantearse, por tan-
to, como la selección de la próxima vista desde la que se realizará el mapa parcial, 
suponiendo que ya se han obtenido mapas parciales previos y buscando minimizar el 
número de éstos que es necesario construir. 
5.3.1. Estado del arte 
La determinación del siguiente punto de exploración es un problema presente y 
relativamente bien establecido en la extracción de mapas de profundidad a partir de 
la información obtenida por sensores de rango. Cuando se intenta construir un modelo 
completo de la mayoría de los objetos no es suficiente una sola exploración. Es necesario 
obtener distintas reconstrucciones parciales hasta conseguir la adquisición de datos de 
todas la superficies del objeto. Estas vistas se fusionarán sobre un sistema de referencia 
común. De esta forma, como resultado final, se obtendrá la nube total de puntos que 
representan el objeto estudiado. 
En la bibliografía revisada es posible distinguir distintas aproximaciones y distintos 
requisitos para los algoritmos desarrollados, aunque el problema de la determinación de 
la siguiente raejor vista se t ra ta principalmente partiendo de los datos proporcionados 
por un sensor de rango. 
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Figura 5.1: Ejemplo de refinamiento de la medida de disparidad mediante suma de 
resultados parciales. 
5.3 Algoritmos de determinación de posición 113 
Se usan distintas representaciones para la geometría de representación de la escena 
problema, pudiéndose encontrar artículos que utilizan desde mapas de ocupación espa-
cial [Bea95] hasta texelaciones del espacio de búsqueda [Pit96] y ajuste de supercuádri-
cas [Wea90] pasando por árboles octales [Con85] y registro de características [Hea89] 
y [Mea93]. A partir de la representación empleada para la escena, existen distintas 
posibilidades para representar las 'zonas de sombra' desde las que se realizarán suce-
sivas reconstrucciones. Aparecen estrategias basadas en búsquedas en árboles octales 
[Con85], evaluación de hipótesis [Hea89] y la elaboración de distintos tipos de super-
ficies de probabilidad [Wea90]. Así mismo, el algoritmo desarrollado para la búsqueda 
de la solución se basa en mayor o menor medida en la geometría empleada para la 
representación de la escena completa y de las zonas a explorar. Pueden encontrarse 
algoritmos de trazado de rayos principalmente en los métodos en los que se hacen re-
presentaciones de la escena mediante árboles o supercuádricas [Con85, WeaQO, Pit96] 
y contrastes de hipótesis y búsqueda en distribuciones de probabilidad en los métodos 
en los que la geometría de la escena no aparece tan elaborada [Hea89, Mea93]. 
Partiendo de la información proporcionada por cámaras, los trabajos de determina-
ción de mejor vista siguen enfoques distintos y prosiguen diferentes fines. Entre estos 
trabajos se encuentran los de Wixson [Wix94] para la búsqueda de objetos en escenas 
y de Brooks y McKee [BMOl, BM02] en la determinación de la siguiente mejor vista 
pero como ayuda a un teleoperador. 
5.3.2. Determinación de la siguiente mejor vista 
De la serie de trabajos revisados, se desprende que gran parte de la bibliografía 
relacionada con la determinación de la siguiente mejor vista utiliza como datos de par-
tida la información proporcionada por algún tipo de sensor de rango. En el trabajo 
realizado en esta tesis el planteamiento inicial es distinto. Los datos disponibles son 
las medidas de error obtenidas a partir de una etapa de determinación de distancias 
mediante el uso de algoritmos de estéreo multibase (MCE) y retroproyección directa 
(RRD). Esta diferencia en los datos de partida introduce un mayor grado de flexibili-
dad en la determinación de la siguiente mejor vista. Permite plantear algoritmos que, 
además de minimizar el número de vistas que es necesario adquirir para lograr una 
reconstrucción total, permitan ir refinando de manera progresiva la solución obtenida. 
A partir de ahora, por determinación de la siguiente mejor vista se entenderá el 
proceso que se lleva a cabo para decidir la posición del espacio desde donde se reali-
zará la siguiente reconstrucción parcial. Esta nueva situación se determinará mediante 
la búsqueda de mínimos en un mapa de coste, fijando como criterio de calidad el número 
de ambigüedades que es previsible resolver con la nueva reconstrucción y la magnitud 
del movimiento que es necesario realizar para ir de la situación actual a la que se decida 
como resultado de este proceso. 
A continuación se presenta el desarrollo seguido para obtener la función de coste 
que determinará el punto desde donde realizar la siguiente reconstrucción. La situación 
de partida se refleja en el esquema de la figura 5.2 donde: 
Oe representa el origen de coordenadas del sistema de la escena. Este sistema se 
considerará absoluto para los desarrollos que siguen. 
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Figura 5.2: Esquema de la situación de partida para el desarrollo del algoritmo de 
determinación de siguiente reconstrucción parcial. 
• Oc representa el origen del sistema ligado a la cámara. Sus coordenadas ligadas 
al sistema de la escena se denotarán como punto PQ. 
• 11 es el plano de formación de la imagen. Está separado de Oc una distancia focal, 
que se denominará / . 
• C es el punto de corte del eje óptico (eje Zc del sistema ligado a la cámara) con 
el plano 11. 
• Tp es la recta generada al variar la distancia al origen [p) manteniendo los ángulos 
azimutal [6) y cenital {(¡)) constantes. Sobre esta recta se determinan los estima-
dores de distancia (p). 
• Los puntos Pi y P2 marcan sobre Vp los extremos del segmento donde se desea 
refinar la medida de p. 
• Las rectas ri y r2 marcan la dirección de proyección de los puntos Pi y P2 res-
pectivamente sobre el plano de imagen (11). 
—)• -^ 
• Ii e I2 representan los puntos de proyección de Pi y P2 respectivamente sobre 11. 
Ambos se encuentran separados por una distancia d sobre H. 
Sea V un vector unitario en la dirección del eje óptico de la cámara: 
]^^VJ + Vy't + Vj (5.1) 
siendo V = 1 
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como: A partir de la definición de V, puede definirse C 
De todo lo anterior se obtienen las siguientes expresiones: 
• Ecuación del plano de imagen (H): 
(5.2) 
^.[-^-^)^o=^^.^==^.^ (5.3) 
donde r es un punto del plano H. 
• Ecuación de la recta ri que pasa por Pi y PQ: 
: ^ = : ^ + ( ^ - : ^ ) Al (5.4) 
análogamente, la ecuación de la recta r2 que pasa por F2 y PQ se define como: 
;? = :S + (H - ^ ) A2 (5.5) 
A partir de las expresiones (5.3) y (5.4) se obtienen las coordenadas del punto de 




De la misma manera, a partir de las expresiones (5.3) y (5.5) se obtiene el valor de 
la intersección de H y r2 para el siguiente valor de A2: 
Ao = 
^i^-Á) 
^ {t-Á) (5.7) 
La distancia que separa dos puntos de las rectas rt y r l se denominará c?, y su 
cuadrado puede expresarse como en función de los parámetros Ai y A2: 
o(^= [K+(H-K)AI-:^-(K-K)A2] [K+(^-K)AI-:^-(PS-K)A2 
(5.8) 
Seleccionando Ai y A2 como los correspondientes a las proyecciones de Pi y P2 sobre 
el plano de imagen se obtiene: 
(íj_i^) (í?_í?) 
f\n^f.) i^.(i^-i^)j [^-{n-t) >^(i?-ií). 
{t-t) [n-t) 
- ^ — ) • 
como el cuadrado de la distancia que separa las proyecciones de Pi y ^ 2-
(5.9) 
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-^ -4-
Puesto que son precisamente Pi y P2 los puntos extremos de la zona de incerti-
dumbre en cuanto a la posición del estimador de distancia real (pj.) sobre la recta Vp, 
maximizar d\ equivale a maximizar el número de pixels sobre los que se obtendrá in-
formación para deshacer esta incertidumbre. Este criterio es válido si existe una única 
recta r^ sobre la que no es posible fijar un estimador Pr con la suficiente confianza. 
Ya que esta situación se repetirá para un número indeterminado de rectas r!,, con 
i = 1... n, la función de coste a maximizar será: 
^^-PÍ) {?. —^  
f-[FÍ-Pi) v^-(f?-p;)J [^•[fo-PÍ) ^-{ii-Pi) 
(S.IO) 
{n-n) [n Pl 
donde \Pi\ y 1 ^2 r ^°^ ^^ ^ puntos extremos de la zona de incertidumbre 
•. J i=l,...,n I- J i=l,...,n 
en cada una de las rectas | r ! , | , , 
1 vi 2=1,...,ra 
Realizando los siguientes cambios de variable: 
/" =t-t 









/^  CVÍ, Ai-a^ + /^  ctí fx~a[ n ij' 
que reordenada queda 
n 
i=l 
(4 - aÍ)K 
+ 
Pl ^ 
{¡1 - Q\){ii - a\) 11-a\ ¡1 Oih 
OLo 
(4 




/U — « 2 yU — « j + 
(5.14) 
- ' 2 
^ ^ (5-15) 
En la ecuación anterior las series de puntos P^ y PJ ^^^ conocidos, PQ representa 
la posición desde donde se realizará la siguiente reconstrucción (por determinar) y 
i") {^i}i=i,...,n y i^2}i=i...n dependen del vector v (también por determinar) que 
representa la dirección del eje óptico para la nueva reconstrucción. 
A partir de aquí es posible llegar a un esquema de optimización que permita de-
terminar PQ para un vector de dirección v dado. En el desarrollo que se presenta a 
continuación se asume que todas las reconstrucciones se realizarán dirigiendo la cámara 
hacia el origen de la escena a reconstruir, y por tanto V será el vector director de la 
recta que pasa por PQ y el origen de coordenadas de la escena (Oe). 
Qín 
^-i ^0^ , l/o-i — t -\—J m m '-^T m (5.16) 
donde PQ = XQ i + yo j + ZQ k en el sistema de la escena y m = y/c^+ yf, + zi es la 
distancia PQ — O^-
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A partir de la expresión (5.16) fijada para el vector v es posible obtener las si-
guientes expresiones para ¡j,, a\ y «2 en función de las coordenadas de los puntos PQ, 
m \ / (5.17) 
(5.18) 
(5.19) 
De las expresiones (5.17) a (5.19) se deduce el valor de los factores que acompañan 
las coordenadas de cada punto en la expresión (5.14): 
{ai -a\) = 






Po -[Pi- Pl /—z —1\ [Pl - -Pí) 
^it-pí) 




que dependen del punto Po-
Haciendo: 
^\it)=^o-(?o-A) 
^ ^ ( ^ ) - ^ - ( ^ - ^ ) 
^,,{t) = t-{^Í-PÍ) 
se puede reescribir la función de coste a maximizar como: 
J={fmfY: 
i=l 
>Í2 (^) • ^ + n (^) • ^  - n {t)-?í 






A partir de la expresión (5.26) es posible establecer un proceso de optimización que 
permita obtener las coordenadas de Po que maximicen la función de coste. Así será po-
sible determinar la situación desde donde realizar la nueva reconstrucción parcial de 
forma que se resuelvan el mayor número posible de ambigüedades. Sin embargo, cabe 
plantear dos inconvenientes a esta estrategia de solución: 
1. No se tiene en cuenta el desplazamiento que es necesario realizar desde la posición 
actual de la cámara. 
2. No se consideran posibles zonas no accesibles debido a las características parti-
culares del montaje experimental utilizado o de la escena sometida a estudio. 
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Como alternativa se propone la evaluación de la función J í PQ ) sólo para los puntos 
de la escena próximos a la situación desde la que se realizó la última reconstrucción y 
que no se encuentren en zonas prohibidas. 
Sea Pa punto desde donde se ha realizado la última reconstrucción parcial. Si Pa = 
Xa i + Va j + Zak puede calcularse la distancia DalPo) a cada uno de los puntos 
desde donde es posible realizar la próxima reconstrucción (PQ) como: 
Da ( ^ ) = ^J{Xa - Xof + {ya - Vof + {Za - Z(>f (5.27) 
Aplicando esta distancia, es posible restringir los candidatos a la nueva reconstrucción. 
La posición desde donde se realizará la nueva reconstrucción se eligirá, finalmente, 
ponderando cada coste calculado según la función J con la distancia DQ, a la posición 
actual. De forma general esta ponderación puede escribirse como: 
í^\ '^ (^) 
válida salvo para el punto actual Pg.- En la función Jo, J ( Po) es el coste global obtenido 
anteriormente. Da (Po) es la distancia al punto de la reconstrucción actual y ^ {x) es 
una función que modifica el valor de Da- En los ensayos realizados, la función W [x] 
se ha considerado lineal, pero es posible aplicar distintas formas de variación. Una 
función ^ [x] cuadrática, por ejemplo, tendería a conceder más peso al denominador 
de Ja^ haciendo que pierdan importancia más rápidamente los puntos candidatos más 
alejados de la posición actual. 
5.3.3. Etapas en la determinación de la siguiente situación de 
reconstrucción 
La determinación de la situación desde donde se llevará a cabo la siguiente recons-
trucción parcial se llevará a cabo a través del siguiente proceso: 
• Determinación del conjunto de puntos candidatos de la escena desde donde será po-
sible realizar la nueva reconstrucción. Esta determinación se llevará a cabo te-
niendo en cuenta dos factores: la distancia de cada uno de estos puntos a la 
actual reconstrucción y la posibilidad de alcanzar con la cámara las situaciones 
requeridas para la nueva reconstrucción. 
• Determinación de los conjuntos de puntos P\ y Pg que marcan los extremos de las 
zonas de ambigüedad sobre cada una de las rectas r*. El criterio para determinar 
las zonas de ambigüedad será, como se adelantaba al principio del capítulo, la 
aparición de mínimos de parecido valor y el gradiente con que se alcanzan estos 
mínimos. 
Para cada punto candidato, cálculo de las series de valores $\ , $2 Y ^ 12-
Para cada punto candidato, cálculo de la función de coste según la expresión 
(5.28). 
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• Ordenación de los valores obtenidos en el punto anterior. 
El máximo de los valores obtenidos en el último punto del proceso será el que se 
considerará como partida para la siguiente etapa de reconstrución parcial. 
5.4. Realización final 
El capítulo 4 se dedicaba a los algoritmos desarrollados para extraer mapas parcia-
les de profundidad. Los datos obtenidos mediante estos algoritmos se emplearán para 
construir el mapa global de la escena explorada. Los mecanismos para decidir desde 
donde realizar la siguiente reconstrucción parcial y cuándo dar por terminada la re-
construcción han sido objeto de estudio en las secciones precedentes. En esta sección 
se presentará un esquema del proceso que se seguirá para obtener un mapa completo 
de la escena inspeccionada. El algoritmo de obtención de mapas parciales elegido para 
la exposición del método ha sido el MCE, aunque este mismo esquema es válido si se 
decide usar RRD o incluso se combinan ambos métodos a fin de obtener estimadores 
de distancia más robustos. 
Las etapas de que consta el proceso total de reconstrucción, y que se describirán a 
continuación son las siguientes: 
1. Selección de un punto inicial desde donde construir la primera reconstrucción par-
cial. Esta elección hay que hacerla de forma que se visualice la escena a reconstruir 
y todas las posiciones desde donde se tomarán imágenes sean accesibles. En el 
caso del prototipo desarrollado esta primera posición es fija, habiendo elegido el 
punto de coordenadas [p — pc, O = 0°, cj) = 0°). El vector director del eje de la re-
— y — y — r 
construcción se ha tomado dirigido hacia el centro de la escena (O i +0^' —Ik), 
a fin de maximizar el espacio visible. El valor Pc se mantendrá constante para 
todas las imágenes y depende del tamaño de la escena a reconstruir. Mantener 
fija la distancia cámara-escena disminuye el espacio de búsqueda de la siguiente 
mejor vista, que pasa de ser un volumen a una superficie. 
2. Obtención de la reconstrucción parcial desde el punto seleccionado. El resultado 
buscado en esta etapa es el valor de la función de error para cada uno de los puntos 
de la escena explorados y no propiamente el mapa que de ellos se puede deducir. El 
mapa de profundidad se obtendría, en caso de tratarse de una reconstrucción no 
iterativa, como la serie de coordenadas de escena (pj-, 9,0) donde [6,0) describen 
cada una de las líneas exploradas y pj^  es el estimador de distancia obtenido como 
el mínimo de la función de error según la expresión (4.23). 
3. Integración en el mapa global. Los valores de la función de error obtenidos para 
cada punto explorado en la reconstrucción parcial se sumarán a los obtenidos en 
reconstrucciones anteriores en dicho punto. 
4. Obtención de la serie de perfiles de distancia, marcados por las coordenadas 
{9, 4>), donde la calidad del estimador p no llega al mínimo establecido. En cada 
uno de los perfiles obtenidos se obtendrá el valor de los distintos mínimos locales. 
El gradiente a ambos lados del mínimo global y la diferencia de valores entre el 
mínimo global y el siguiente mínimo local de menor valor se toman como criterio 
de la calidad del estimador. 
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Como resultado de esta fase se obtienen las parejas de puntos P^, P^ que marcan 
los extremos de la zona de ambigüedad en cada perfil r\ 
- ^ - ^ 
En caso de que la lista de parejas P^, Pi, esté vacía la reconstrucción se dará por 
terminada. En otro caso será necesario determinar desde donde realizar la si-
guiente reconstrucción parcial. 
5. Obtención de la situación desde donde se realizará la siguiente reconstrucción 
parcial. Esta tarea se descompondrá en las siguientes etapas: 
• Cálculo del coste J, definido según la expresión (5.26) asociado a cada pun-
to de la escena desde donde es posible realizar la siguiente reconstrucción 
parcial. 
• Cálculo de la distancia D desde la situación desde donde se ha llevado a 
cabo la última reconstrucción parcial a cada uno de los puntos desde donde 
es posible realizar la siguiente reconstrucción. 
• Obtención del punto desde donde se realizará la nueva reconstrucción como 
el mínimo de la función (5.28). 
6. En este punto se volverá a realizar la siguiente reconstrucción parcial desde las 
coordenadas elegidas en el paso anterior 
Una vez planteadas se describen en detalle las etapas del proceso de reconstrucción 
parcial. 
5.4.1. Etapas de cada reconstrucción parcial 
Los datos de partida del algoritmo han sido los ángulos {6r, 4>r) de escena, que 
determinan el punto de vista del punto central de la zona a reconstruir, y la distancia 
desde el origen de coordenadas de escena hasta el límite de la zona a reconstruir [pj- — 
Pe). Como resultado se ha obtenido la lista de puntos (p, 9,4>) explorados junto con el 
valor de la función e(i,...,„)(p, 9,0) obtenido para cada uno de ellos. 
Preparación de los datos de partida 
La primera operación a realizar es la determinación de las posiciones de la escena 
desde donde se capturarán las imágenes. Para simplificar esta tarea se ha considerado 
una superficie esférica, situada a una distancia pc del origen de coordenadas de la escena 
sobre la cual se desplaza la cámara, siempre sujeta a dos restricciones: 
1. Su eje óptico (eje Z del sistema de cámara) pasa por el origen de coordenadas de 
la escena. 
2. Su eje Y corta al eje Z del sistema de la escena (-0 = 0). 
Estas posiciones de cámara {Si}^^-¡^ ^ están, por tanto, situadas todas ellas a una 
distancia Pc del origen de la escena. La separación entre cada dos imágenes está definida 
por los incrementos de ángulo (A^, A(f>) de manera que el número de imágenes a 
capturar sea impar y la imagen central de la secuencia se tome desde el punto de vista 
{6r, (f)r) de la zona de reconstrucción (5.29). 
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Si : (pc, kA9 + 9r, kAcj, + ckr)k=^i_^)-í^ (5-29) 
A partir de las posiciones de cámara obtenidas, se calcula la región de la escena 
visible desde todas las cámaras como la región de intersección de cada una de sus zonas 
visibles para un rango de distancias desde O hasta pr del origen de coordenadas del sis-
tema de escena. Esta será la región que se podrá reconstruir (región de reconstrucción) 
y SU forma dependerá de las posiciones relativas de las cámaras. 
En paralelo con el cálculo de la región visible se realizan otras tareas. Se capturan 
cada una de las imágenes que se van a procesar, tras situar la cámara en la posición 
adecuada, y se calculan las matrices de transformación que relacionan las coordenadas 
de cada punto en el sistema de la escena con las correspondientes en el sistema de cada 
cámara. 
Exploración de la región visible 
Terminada esta etapa de preparación de los datos de partida del algoritmo, comienza 
la exploración de la región visible de la escena, obtenida anteriormente. Esta exploración 
se realizará para cada pareja de coordenadas {9, 4>) que se encuentren dentro de la zona 
de reconstrucción y para cada una se explorará el rango de distancias (0,Pr)-
Para cada punto de la escena [9, 0, p) sometido a estudio se llevará a cabo el siguiente 
proceso. 
1. Conversión de las coordenadas de escena (^, 0, p) a coordenadas de imagen [uj, Vj), 
según la ecuación (4.28), para cada una de las imágenes Ij(u,v) consideradas en 
el proceso de reconstrucción. 
2. Cálculo del estimador de error e(i,2,...,n) tal como aparece en la ecuación (4.22). 
La serie de valores {e(i,2,...,n)(^, 0,p)}, ^Q N permite obtener el perfil del error 
cometido al aproximar la distancia real por cada uno de los valores p analizados. 
La imagen 5.3 presenta un instante de la reconstrucción parcial llevada a cabo 
para una región centrada en las coordenadas de escena {9 = 0°, ^  = 3,5°). La 
fila superior muestra las imágenes de partida y en ella aparece destacada la línea 
correspondiente a 6 = 0°. En la fila inferior se han destacado las proyecciones 
sobre cada imagen de los puntos (pí-, 9, (¡)) que cumplen la ecuación (4.23). En la 
figura 5.4 se muestra el perfil del error cometido al estimar como distancia real 
{pr) cada uno de los candidatos estudiados para distintos valores del ángulo cj) 
sobre la recta O = 0°. Se puede apreciar en la gráfica 5.4(d) un mínimo de calidad 
suficiente ezí p — 23mm. Sin embargo esta situación es distinta para los perfiles 
de las figuras 5.4(a) a 5.4(c), en las que se observan zonas de mínimo sin un valor 
bien definido. La aparición de este tipo de perfiles sobre el mapa global indica 
una zona de ambigüedad que deberá ser objeto de posteriores reconstrucciones. 
Al terminar la etapa de exploración, están disponibles los valores de la función 
SSSD (4.22) para cada punto (p, 9, (p) considerado en la región de reconstrucción. En 
este momento es posible proporcionar los puntos de la superficie reconstruida buscando 
el valor ^ que cumple la ecuación (4.23) para cada pareja de ángulos ^, 0 o bien tomar 
la información obtenida como punto de partida para decidir si la estimación de distancia 
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Figura 5.3: Imágenes de partida para la reconstrucción desde ^ = 0°, 0 = 3,5° 
Perfile: 0.00,^: 5.50 Perfile: O.DO,(?: 10.50 
70 80 90 100 
(a) 0 = 5,5° (b) (l> = 10,5° 
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es lo suficientemente buena o bien es necesario proceder a una etapa posterior de mejora 
de los resultados obtenidos. Esta segunda alternativa ha sido la que se ha tomado en 
la realización de este trabajo, de manera que es la forma de cada uno de los perfiles de 
error obtenidos (ver fig. 5.4) la que determina si es necesario llevar a cabo posteriores 
reconstrucciones y desde que punto se realizarán éstas. 
5.5. Conclusiones 
En este capítulo se ha presentado el proceso a seguir para la integración de los 
distintos mapas parciales obtenidos mediante los algoritmos desarrollados en el capítulo 
4. Se ha presentado la serie de criterios que guian la obtención de la nube de puntos 
completa. Estos criterios son los siguientes: 
• Estimador de la distancia en cada punto del mapa parcial. 
• Bondad del estimador de distancia. 
• Determinación del punto desde donde se realizará la siguiente reconstrucción 
parcial. 
El estimador de distancia se estudió en el capítulo 4. 
La bondad de la estimación de distancia para cada punto de la escena se obtiene 
como el gradiente con que se alcanza el mínimo de la función de error según la ecuación 
(4.23). 
La determinación del punto desde donde realizar la próxima reconstrucción se con-
sigue asociando una función de coste J, presentada en el punto 5.3 a los puntos cercanos 
al punto desde donde se realizó la última. 
Para terminar se ha presentado el esquema del proceso completo a seguir para 
obtener una reconstrucción global por integración de reconstrucciones parciales. 
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Capítulo 6 
Empleo de mapas de distancias en 
un sistema de reconocimiento 
6.1. Introducción 
En este capítulo se muestra la serie de experimentos realizados para comprobar 
el rendimiento del sistema completo en una aplicación real. Entre los distintos cam-
pos posibles se ha seleccionado la confección de nubes de puntos para un sistema de 
reconocimiento por considerarse que es uno de las más exigentes. 
Los experimentos se han realizado eligiendo aleatoriamente cuatro objetos de un 
total de setenta que previamente habían sido explorados con un sensor de rango, mo-
delados e incluidos en una base de objetos. 
De cada uno de los cuatro objetos elegidos se ha obtenido su mapa de distancias y 
a partir de la nube de puntos obtenida se ha construido el modelo que se utilizará en 
los experimentos de reconocimiento. 
Estos experimentos se han realizado en dos etapas. En la primera se han considerado 
sólo los ocho modelos correspondientes a las nubes de puntos obtenidas mediante un 
sensor de rango y mediante técnicas de visión. El proposito es comprobar que los 
modelos obtenidos para un mismo objeto con ambos tipos de sensores son comparables. 
Terminada esta etapa, se ha procedido a realizar los ensayos de reconocimiento con 
todos los objetos de la base. En esta ocasión se han comparado los modelos obtenidos 
mediante técnicas de visión de los cuatro objetos candidatos con la totalidad de los 
incluidos en la base utilizada. 
Al final del capítulo se presentan los resultados obtenidos y una serie de conclusiones 
que cabe extraer a la vista de estos resultados. 
6.2. Sistema de reconocimiento 
Esta sección se dedica a presentar los algoritmos que sirven de base al sistema de 
reconocimiento empleado. Se comenzará centrando el problema del reconocimiento de 
objetos tridimensionales y se establecerá la diferencia existente entre reconocimiento y 
determinación de similitud. Después de mostrar el problema que se pretende abordar, 
se establecerá el concepto de onda de modelado. Este concepto sirve de base de cons-
trucción del modelo que se establecerá con cada una de las nubes de puntos obtenidas. 
La característica de construcción del modelo será la cono-curvatura, que se describe 
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a continuación. Los modelos de cono-curvatura permiten establecer una medida de si-
militud, que será a la postre la que se usará para comparar cada uno de los objetos 
sometidos a ensayo con los previamente registrados en la base de datos utilizada. 
6.2.1. Planteamiento del problema 
Similitud y reconocimiento son dos términos empleados frecuentemente en Visión 
por Computador. En realidad, los estudios relacionados con la similitud son mucho 
menos frecuentes que los relacionados con el reconocimiento. El concepto de similitud 
es un concepto ambiguo y relativo desde el punto de vista humano. Intuitivamente se 
dice que dos objetos son similares atendiendo a alguna característica local o global, 
pero no es fácil dar una medida de similitud entre dos objetos inspeccionados. 
El trabajo de los profesores Antonio Adán, Vicente Feliu y Carlos Cerrada sobre 
modelos de representación 3D [ACFOO, ACFOl] y Antonio Adán y Miguel Adán [AA03] 
sobre similitud de objetos ha proporcionado el banco de ensayos sobre el que se com-
probará la adecuación de las nubes de puntos obtenidas. 
Ya sea en un proceso de reconocimiento o bien cuando se trata de obtener una 
medida de similitud, la obtención de unos resultados adecuados pasa normalmente 
por el empleo de un modelo que permita describir las propiedades sobre las que se 
realizará el estudio posterior. 
En el reconocimiento de objetos de forma libre, se han empleado distintas carac-
terísticas tanto locales, como globales, como modelos de objetos. En Shum et alt. 
[SHI66] se obtenía la correspondencia entre dos objetos minimizando una distancia 
basada en representaciones esféricas. Dorai y Jain [DJ97] emplean una medida de cur-
vatura local, denominada por ellos shape índex y definen la discordancia entre objetos 
estudiando el histograma de esta característica para momentos de distinto orden. John-
son y Hebert [JH97] comparan objetos a partir del concepto de spin image, basado en 
medidas de correlación en puntos aleatorios sobre la superficie de los objetos trata-
dos. Yamany y Farag [YF99] emplean como modelo información sobre la curvatura de 
la superficie en distintos puntos. La información almacenada produce una represen-
tación denominada por ellos surface signatures. El emparejamiento se realiza a partir 
de esta característica mediante cálculo de distancias euclídeas entre modelos. Osada y 
Funkhouser [OFCDOl] emplean varias medidas de distancias aleatorias sobre las que 
construyen funciones de densidad de probabilidad y de densidad acumulada para ela-
borar medidas de rechazo de similaridad. 
Uno de los puntos en común de todos los modelos presentados es la búsqueda de 
características invariantes a escalado, traslación y rotación. Estas características se 
pueden obtener usando estrategias locales, globales o una combinación de ambas. 
6.2.2. El concepto de Onda de Modelado y la característica 
de Cono-Curvatura 
El modelo de representación de sólidos empleado para la realización de los ensayos 
se basa en el concepto desarrollado por A. Adán de Onda de Modelado [A097, ACFOO]. 
Pertenece a la familia de modelos esféricos en los que una esfera unidad teselada se 
deforma hasta ajustaría a la superficie del objeto. En este instante se asocia a cada 
una de las facetas obtenidas una característica local a la superficie del objeto, para 
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Figura 6.1: Concepto de Onda de Modelado sobre la esfera inicial y sobre la naalla 
deformada. 
proceder a continuación a mapear esta característica sobre la esfera unidad. 
Onda de Modelado (OM) y Conjunto de Ondas de Modelado (COM) A 
partir de la teselación inicial (Ti) se crea una estructura topológica denominada On-
da de Modelado. El proceso completo de formación de cada OM puede consultarse en 
[ACFOO]. A modo de resumen cabe decir que partiendo de un nodo de Ti se organiza 
el resto de nodos en grupos disjuntos de nodos unidos por conectividad 3. Cada uno de 
estos conjuntos contiene una serie de nodos dispuestos sobre Ti de manera cuasi circu-
lar con centro en el nodo inicial o foco. Esta disposición semeja círculos concéntricos 
[Frentes de Onda) sobre Ti, de aquí el nombre de Onda de Modelado. Un ejemplo del 
concepto de onda de modelado y frente de onda sobre un experimento real se muestra 
en la figura 6.1. Por supuesto esta disposición en ondas se mantendrá durante el pro-
ceso de ajuste de la malla. Dependiendo del nodo inicial que se tome para comenzar 
el proceso de deformación, se obtendrán distintas estructuras OM. Considerando las 
OM generadas por cada nodo de la malla inicial como foco, se obtiene el Conjunto de 
Ondas de Modelado. Debido a la naturaleza multidimensional del COM, al mapear una 
característica, ya sea local o global, obtenida sobre una malla distorsionada mediante 
esta técnica se genera un sub-espacio distinto para cada uno de los puntos elegidos para 
comenzar cada OM. 
Característ ica de Cono-Curvatura La estructura COM permite mapear distintas 
características sobre Ti. La Cono-Curvatura (CC) se plantea como una característica 
que determina la disposición de cada frente de onda en la malla ya distorsionada. De 
esta forma es posible obtener una medida de la concavidad/convexidad de un objeto 
tridimensional medida a distinta profundidad del foco de la OM respecto de la que se 
genera. La definición formal de Cono-Curvatura y el método para obtenerla se encuen-
tran en [AA03]. De manera resumida, el proceso para calcular la cono-curvatura de 
nivel j dado un nodo N de la malla y siendo éste el foco de una OM, pasará por los 
siguientes puntos: 
• Cálculo del baricentro [C^] de los nodos Ni que forman el j-ésimo frente de onda. 
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• 
Figura 6.2: Definición de cono-curvatura. 
Cálculo de n^ como el vector normal al plano ajustado por mínimos cuadrados 
al conjunto de nodos N^. 
• Para cada trio {N, C^, Ni}, cálculo del ángulo 7^ que forman los segmentos C^N 
• Cálculo del ángulo /5-' como el valor medio de todos los JÍ obtenidos para el frente 
de onda evaluado. 
A partir del ángulo /5^  se define la cono-curvatura de nivel j como: 
a^ = sign{F^)\'^-P^\ (6.1) 
donde sign{F^) representa el signo que se le asigna a cada frente de onda en función 
de su posición relativa al origen de coordenadas respecto del que se mide la posición de 
cada nodo de la malla y I f — Z^ ' I permite mantener la cono-curvatura en el intervalo 
[—|, | ] . Una representación gráfica de la situación descrita aparece en la figura 6.2. 
6.2.3. Medidas de similitud a partir de la Cono-Curvatura 
La información completa referida a la CC de un modelo COM puede almacenarse 
en una matriz MCC de dimensiones hxq donde h es el índice del nodo sobre el que se 
calcula la OM que la genera y ^ es la profundidad (número de frentes de onda) sobre 
la que se calcula la CC. Por la forma de definición de la estructura COM, la matriz 
MCC es invariante salvo cambios de filas a la pose que presente el objeto estudiado. 
A partir de las matrices MCC de dos objetos, se puede establecer una distancia 




Y, (MCC^ikJ) - MCC-{k,j)f (6.2) 
k=l 
donde MCC"" y MCC son las matrices de cono-curvatura de los modelos T™ y T" 
respectivamente y j marca la profundidad de cono-curvatura estudiada. 
Variando la profundidad sobre la que se calcula, se obtendrá un vector de distancias 
entre los dos modelos: {(f,(f,...,d'^}. La medida global de distancia se obtendrá re-
duciendo este vector a un valor único. Los autores proponen dos medidas de distancia 
alternativas: 
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En la primera de ellas todas las distancias tienen el mismo peso en el valor final de 
la distancia. 
( 1 \ l / P 
haciendo p = oo se tiene la distancia de Tchebycheff: 
dA ( r - , Tf) = máx \& (T^, r f ) I (6.4) 
En la segunda alternativa: 
dB (rr, Tf) = Y,^'- d' (^ r^  ^D (6-5) 
cada una de las distancias d^ se pondera mediante un peso u)K Según el vector de pesos 
utilizado se tendrá un comportamiento distinto de la distancia ¿B- Valores bajos para 
órdenes bajos de las distancias d' actúan como filtro en cambios rápidos de curvatura 
en frentes de onda próximos al foco de la OM estudiada. Valores bajos para órdenes 
altos hacen que se ignore la información aportada por frentes de onda lejanos. 
Definida la función de distancia á y dada una base de objetos con una distancia 
máxima entre objetos -D, es posible establecer la relación de similitud s entre dos 
objetos de la base como: 
s(rf,rf) = 1 - ^^ ' ^^ (6.6) 
donde d es la distancia seleccionada (bien á^ o ás) y D es la máxima distancia entre 
dos objetos cualesquiera de la base considerada. Obviamente s {T¡^, T¡^) e [0,1], siendo 
s {T^,T¡^) = 1. Se demuestra que s (T¡",T^) cumple las relaciones reflexiva, simétrica 
y transitiva. Por tanto esta medida se considera válida como medida de similitud entre 
objetos. 
6.3. Proceso de experimentación 
Presentado el modelo que se construirá a partir de cada nube de puntos y conocida 
la medida de similitud que se aplicará, se detallan a continuación los pasos seguidos 
en el proceso de experimentación de cada uno de los objetos de ensayo contra la base 
empleada. 
Obtención de la nube de puntos Para cada uno de los objetos ensayados se ha 
obtenido la nube de puntos de su superficie mediante el proceso descrito en el punto 5.4. 
En esta etapa se ha medido el tiempo empleado en su obtención y el volumen de memo-
ria empleado. Puesto que las nubes de puntos empleadas no cierran completamente el 
objeto, ha sido necesario realizar una interpolación de los puntos que componen la base 
de cada uno de ellos. La figura 6.3 presenta un ejemplo de nube de puntos obtenidas 
para uno de los objetos sobre los que se han realizado los experimentos. 
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Figura 6.3: Nube de puntos obtenida mediante las técnicas de visión activa desarrolla-
das. 
Obtención del modelo La generación de los modelos que sirven de punto de partida 
para la realización de proceso de reconocimiento/medida de similitud llevado a cabo 
pasa por las siguientes etapas: 
• Ajuste de la malla teselada (Ti). En primer lugar se procederá a la generación de 
las estructuras OM sobre la esfera unidad y su deformación hasta ajustarse a la 
nube de puntos que resulta de aplicar los algoritmos presentados en este trabajo. 
• Regularización local de la malla. El resultado del paso anterior es una malla 
teselada que se ajusta a una nube de puntos, pero sobre la que no se impone 
restricción alguna en cuanto a la disposición de los vértices y tamaño de las 
facetas que la componen. La figura 6.4(a) muestra un ejemplo obtenido a partir 
la nube de puntos presentada en la figura 6.3. El siguiente paso consiste en aplicar 
a esta malla los algoritmos LSR/GSR de regularización desarrollados en [A097]. 
De esta forma se consigue una malla con una distribución homogénea de tamaños 
y formas de las facetas que la componen. El resultado de aplicar este proceso a 
la malla obtenida anteriormente se ilustra en la figura 6.4(b). 
• Generación de la matriz MCC. Sobre la malla obtenida se calculará la propiedad 
de c e tomando como foco cada uno de sus vértices. El resultado del cálculo 
de la c e para cada uno de los vértices y para cada una de las profundidades 
consideradas constituyen la matriz MCC sobre la que se basa el posterior proceso 
de medida de similitud. 
Medida de similitud Obtenidos los matrices MCC de cada uno de los objetos del 
juego de ensayo, el siguiente paso consiste en calcular sus medidas de similitud con res-
pecto a cada uno de los modelos previamente almacenados. En esta etapa se calcularán 
los vectores v'^ = {s (T{", T^)}^^]^ ^, siendo A'' el número de modelos previamente re-
gistrados en la base, para cada uno de los objetos TI del juego de ensayo. El valor de 
cada una de las componentes del vector i/" determinará la similitud del objeto T{ con 
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Malla regularizada 
(a) Malla irregular (b) Malla regularizada 
Figura 6.4: Mallas obtenidas a partir de la nube de puntos de la figura 6.3. 
cada uno de los objetos previamente registrados. Por tanto, en la situación ideal, el 
máximo de este vector se debería alcanzar en la componente que represente el modelo 
previamente almacenado del mismo objeto experimental. 
Estudio de similitud realizado El estudio realizado ha sido doble. En primer lugar 
se ha comprobado la concordancia entre los modelos obtenidos a partir de las nubes 
de puntos generadas por un sensor de rango y las generadas mediante los algoritmos 
desarrollados en esta tesis. Este estudio permitirá asumir la independencia, o al me-
nos una baja dependencia, del modelo generado respecto del tipo de sensor utilizado. 
Comprobada esta concordancia entre modelos del mismo objeto, se ha estudiado la 
posibilidad de emplear los modelos derivados de nubes de puntos obtenidas mediante 
las técnicas de visión activa para obtener medidas de similitud sobre bases de modelos 
obtenidos a partir de información procedente de sensores de rango. Estas medidas de 
similitud son la base sobre la que se establece el sistema de reconocimiento. 
6.4. Resultados experimentales 
El proceso experimental se ha realizado sobre una serie de objetos incluidos previa-
mente en la base sobre la que se realizará el proceso de reconocimiento. A continuación 
se presentan los resultados obtenidos en cada una de las fases del proceso de reconoci-
miento para cada uno de los objetos estudiados. 
6.4.1. Extracción de las nubes de puntos 
La obtención de la nube de puntos se ha llevado a cabo sobre un volumen de escena 
de forma prismática. Las dimensiones consideradas para la escena han sido 160mm x 
160mm X lOOmm. El proceso se ha realizado mediante los algoritmos MCE y RRD. La 
discretización de la escena ha sido en voxels de Imm de arista para el método MCE 
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(a) Imagen (b) Reconstrucción 
Figura 6.5: Objeto Perro. Una de las imágenes de iniciales y reconstrucción obtenida. 
y de l,5mm para el RRD debido a sus mayores requerimientos de memoria. Mientras 
que el método MCE ha necesitado un espacio de memoria aproximiado de 30MB, el 
método RRD se ha disparado hasta los 200MB. El tiempo empleado para realizar las 
reconstrucciones ha oscilado entre los 19 y los 24 segundos para cada reconstrucción 
parcial. El proceso RRD se ha realizado con un conjunto fijo de imágenes que barrían 
los ángulos azimutal y cenital de la escena con un paso de 10° entre imágenes en 
ambas direcciones. El tiempo empleado para realizar cada una de las reconstrucciones 
completas ha oscilado entre 160 y 180 segundos. 
La adecuación de las medidas obtenidas a las reales se ha realizado mediante una 
serie de medidas experimentales, contemplando las direcciones de los ejes principales de 
inercia y las que separan puntos fácilmente identificables de cada objeto. Estas medidas 
experimentales se han comparado con los resultados obtenidos observándose que las 
diferencias son menores del 10 %. 
Perro El objeto Perro, mostrado en la figura 6.5(a), tiene unas dimensiones aproxi-
madas de 50mm de ancho, 70mm de largo y 85 mm de alto. 
Su reconstrucción mediante el método MCE ha necesitado una sola reconstrucción 
parcial que se ha realizado en 21 segundos. El proceso completo ha necesitado en torno 
a 26 segundos debido al tiempo empleado en comprobar que que la reconstrucción 
parcial puede considerarse definitiva. La nube de puntos obtenida se muestran en la 
figura 6.5(b). 
Pieza El objeto Pieza, aparece en la figura 6.6(a), puede considerarse delimitado 
por un prisma de 50mm de ancho, 75mm de largo y 25mm de alto. La reconstrucción 
mediante el método MCE ha necesitado 3 reconstrucciones parciales, cada una de las 
cuales ha requerido tiempos comprendidos entre 20 y 23 segundos para su realización. 
La nube de puntos obtenida se muestra en la figura 6.6(b). 
Coche El objeto Coche tiene unas medidas aproximadas de 70mm de ancho, 105mm 
de largo y 65mm de alto. Una imagen del mismo aparece en la figura 6.7(a). 
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Figura 6.6: Objeto Pieza. Una de las imágenes de iniciales y reconstrucción obtenida. 
La reconstrucción tridimensional mediante el método MCE ha requerido la reali-
zación de 5 reconstrucciones parciales. La reconstrucción completa se ha realizado en 
131,18 segundos. La diferencia entre el tiempo total y la suma de los tiempos em-
pleados por cada reconstrucción parcial es el consumido por la determinación de la 
siguiente mejor vista desde donde realizar cada reconstrucción. Supone una sobrecarga 
aproximada del 15%. La reconstrucción obtenida aparece en la figura 6.7(b) 
Pera La figura 6.8(a) presenta una imagen del objeto Pera. Las dimensiones aproxi-
madas son 55mm de ancho, 45mm de largo y 90mm de alto. 
La reconstrucción mediante el algoritmo MCE ha necesitado la realización de 3 
reconstrucciones parciales. El proceso total de reconstrucción se ha realizado en un 
tiempo de 75 segundos. Al igual que en el caso anterior, este tiempo es aproximadamente 
un 15 % mayor que la suma del tiempo empleado por las tres reconstrucciones parciales. 
La figura 6.8(b) muestra los resultados obtenidos. 
6.4.2. Extracción de las mallas regularizadas 
Las nubes de puntos obtenidas se han utilizado como punto de partida para cons-
truir las mallas sobre las que se calcularán cada una de las matrices MCC que sirven 
de base para la obtención de la medida de similitud. 
La representación tridimensional de las mallas obtenidas para cada uno de los ob-
jetos estudiados se presentan en la figura 6.9. 
6.4.3. Obtención de medidas de similitud 
Tal como se adelantaba en el punto 6.3, la experimentación con la nube de puntos 
obtenida para cada objeto se ha realizado en dos fases. La primera de ellas permi-
te comprobar la independencia del sensor de partida respecto de la malla de puntos 
obtenida. En este caso la base de objetos utilizada está compuesta únicamente por 
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Figura 6.7: Objeto Coche. Una de las imágenes de iniciales y reconstrucción obtenida. 
(a) Imagen (b) Reconstrucción 
Figura 6.8: Objeto Pera. Una de las imágenes de iniciales y reconstrucción obtenida. 
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(a) Coche (b) Pera 
(c) Perro (d) Pieza 
Figura 6.9: Mallas regularizadas para cada uno de los objetos estudiados. 
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(a) Objetos poliédricos (b) Objetos de forma libre 
Figura 6.10: Conjunto de objetos incluidos en la base de experimentación. 
los modelos de los objetos sometidos a estudio realizados mediante nubes de puntos 
provenientes de los sensores a comparar. 
Para la segunda fase se ha utilizado una base de objetos compuesta por los modelos 
de 70 objetos construidos a partir de la información proveniente de un sensor de rango. 
Las figuras 6.10(a) y 6.10(b) muestran los objetos considerados. Como se observa, se 
ha considerado una base compuesta tanto por objetos poliédricos como de forma libre. 
En ambos experimentos se han considerado cono-curvaturas con profundidades des-
de 2 hasta 18 frentes de onda para la construcción de la matriz MCC (punto 6.2.3). La 
distancia utilizada como base del cálculo de las medidas de similitud ha sido d-A (6.4) 
Estudio de concordancia entre modelos 
Para esta prueba se ha construido una base de datos que contiene dos modelos 
para cada uno de los objetos estudiados. El primero de ellos es el correspondiente al 
obtenido a partir de los datos proporcionados por un sensor de rango {TI). El segundo 
el que se obtiene a partir de los algoritmos de visión activa desarrollados (Ti'*). 
En una situación ideal s [T^^TD = s (Ti^Tfj = 1, indicando que la similitud 
obtenida para un objeto respecto de si mismo no depende del sensor a partir del cual 
se hayan obtenido los datos de partida. En los experimentos llevados a cabo, la matriz 
de similitudes es la que aparece en la tabla 6.1. 
La codificación que se ha usado para los nombres de los objetos ha sido la siguiente: 
01: Perro, 02: Pieza, 03: Coche y Oi: Pera. El sufijo V indica que los datos se 
tomaron con un sensor de rango. El sufijo V se aplica a los modelos obtenidos a 
partir de datos obtenidos mediante las técnicas desarrolladas en este trabajo. Una 
representación gráfica de la matriz de similitudes aparece en la figura 6.11. 
A la vista de los resultados obtenidos, se pueden destacar los siguientes: 
EL mayor valor de similitud se alcanza entre los modelos Oli y 02i. Este resulta-
do se puede interpretar como que los modelos obtenidos mediante técnicas de visión 
necesitan tener una mayor resolución a fin de captar pequeños detalles diferenciadores. 
Respecto de la comparación entre modelos obtenidos con distintos sensores: 
• El modelo obtenido mediante sensor de rango (r) más próximo al modelo O l i es 
el Oír. 

















































































Tabla 6.1: Medidas de similitud entre objetos de la base del primer experimento. 






Figura 6.11: Matriz de similitudes para el primer experimento. 






























Figura 6.12: Sub-matriz de similitudes para el segundo experimento. 
• El modelo obtenido mediante sensor de rango (r) más próximo al modelo 02i es 
también el Oír y en segundo lugar el 02r. 
• El modelo obtenido mediante sensor de rango (r) más próximo al modelo 03i es 
el 03r. 
• El modelo obtenido mediante sensor de rango (r) más próximo al modelo 04? es 
también el 03r y en segundo lugar el 04r. 
La conclusión que cabe extraer es que la concordancia entre los modelos obtenidos 
mediante técnicas de análisis de imagen y los extraídos utilizando un sensor de rango 
es razonablemente buena. En dos de los casos estudiados la similitud entre los dos 
modelos del mismo objeto es la mayor y en otros dos es la segunda. 
Teniendo en cuenta estos resultados se pasa a realizar el siguiente experimento. 
Estudio de similitud sobre la base de modelos preestablecida 
Se ha realizado calculando la similitud de cada uno de los modelos obtenidos me-
diante técnicas de visión contra cada uno de los modelos previamente registrados y 
almacenados en la base de datos. Estos modelos se obtuvieron utilizando un sensor de 
rango. 
Las medidas de similitud obtenidas en este experimento se muestran en la tabla 
6.2. 
Estos datos son una porción de las similitudes obtenidas sobre la base completa. 
Las filas de la matriz de similitudes correspondientes a los objetos estudiados aparece 
en la figura 6.12. 
Al ampliar la base de objetos respecto del primer experimento se observan los 
siguientes resultados para los modelos construidos a partir de técnicas de visión: 
• La mayor similitud del objeto Oli es con el objeto Oír. 
• La mayor similitud del objeto 02i es, también, con el objeto Oír. El objeto 02r 
aparece en segunda posición. 
• La mayor similitud del objeto 03i es con el 03r. 
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• La mayor similitud del objeto OAi es, también, con el 03r, apareciendo en se-
gunda posición el 04r. 
Se puede concluir que las medidas de similitud entre modelos del mismo objeto tomados 
con distintos sensores son equivalentes a las obtenidas en el primer caso, en el que se 
utilizaba una base de modelos limitada. 
Teniendo en cuenta las medidas de similitud respecto de todos los modelos conte-
nidos en la base, los resultados que se obtienen son los siguientes: 
• Si se somete el modelo Olí a una prueba de reconocimiento contra los 70 que 
componen la base estudiada, el modelo Oír es el que presenta la segunda mayor 
similitud. Recíprocamente, si se presenta el objeto Oír para ser reconocido en una 
base compuesta por los 70 modelos iniciales junto con los 4 construidos mediante 
datos proporcionados por las técnicas de visión ensayadas, el Oli queda en tercer 
lugar. 
• De la misma forma, los resultados obtenidos con el resto de modelos han sido los 
siguientes: 
• Estudiando las similitudes del modelo 02i con los contenidos en la base 
original, el 02r aparece como el sexto con mayor similitud. Recíprocamente, 
estudiando el 02r contra la base extendida de 74 modelos, el modelo 02i 
aparece en tercera posición. 
• Para el modelo 03i, el OSr aparece en séptima posición usando la base de 70 
modelos. Estudiando las similitudes de 03r con cada uno de los 74 modelos 
de la base extendida, el OZi aparece en undécima posición. 
• Al calcular la similitud del modelo OAi con cada uno de los 70 de la base 
original, se observa que el Oir aparece en vigésima posición en la lista de 
modelos ordenada por similitud. Estudiando la similitud de 0 4 r con el total 
de los 74 modelos disponibles, el modelo 04i aparece en tercera posición. 
6.5. Conclusiones 
En este capítulo se ha descrito un método para conseguir modelos tridimensionales 
de objetos que permite realizar estudios de similitud entre los objetos modelados. Este 
método se ha aplicado a la construcción del modelo de cada uno de cuatro objetos de 
los que se ha obtenido un mapa de distancias mediante las técnicas de visión activas 
desarrolladas en este trabajo. Cada uno de los modelos obtenidos se ha comparado con 
los obtenidos previamente utilizando un sensor de rango. El objeto de esta comparación 
ha sido determinar la posibilidad de usar para reconocimiento modelos construidos a 
partir de datos obtenidos mediante técnicas de visión. 
Los resultados finales indican que en tres de los cuatro objetos ensayados, al estudiar 
la similitud entre el modelo obtenido mediante técnicas de visión y la base de modelos 
construidos usando un sensor de rango, el resultado correcto aparece entre los siete 
primeros candidatos según su medida de similitud. Puesto que la base contiene 70 
objetos, esto supone que el resultado correcto está dentro del 10% de objetos más 
similares. El cuarto objeto produce el resultado correcto en el puesto 20. Para este caso 
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el resultado correcto se encontraría dentro del 30 % de objetos con mayor medida de 
similitud. 
Obviamente estos resultados indican que el sistema, en su actual estado, no puede 
utilizarse como sistema de reconocimiento con garantías de éxito. Sin embargo, teniendo 
en cuenta que los sensores utilizados en la adquisición del modelo y en la etapa de 
reconocimiento han sido distintos, y que la pose del objeto también ha sido distinta, 
estos resultados son alentadores. Es obvio que la utilización de las técnicas de visión 
desarrolladas en un sistema de reconocimiento fiable requerirá de un posterior estudio. 
Tareas a realizar son la mejora de la resolución de los mapas de distancias obtenidos y 
el estudio del rango de frentes de onda considerados en el cálculo de las matrices MCC. 
Capítulo 7 
Conclusiones y futuras líneas de 
investigación 
En este trabajo se ha presentado un sistema robótico capaz de obtener reconstruc-
ciones tridimensionales de los objetos presentes en la escena explorada. El elemento 
sensor utilizado ha sido una cámara tipo 'dedo' montada en el extremo del robot. La 
captación de la serie de imágenes necesarias para obtener la reconstrucción se ha rea-
lizado de manera secuencial, situando la cámara en el lugar del espacio obtenido en 
cada momento como resultado de los algoritmos de control desarrollados. 
7.1. Resumen de los resultados obtenidos 
Resultado de este trabajo ha sido el prototipo experimental desarrollado. Este equi-
po se encuentra actualmente en funcionamiento. Sobre él se ha realizado la validación 
experimental de todos los algoritmos propuestos en este trabajo. Además, servirá co-
mo banco de ensayos de los algoritmos que en visión tridimensional y control visual 
desarrollen los miembros del Área de Ingeniería de Sistemas y Automática de la Univer-
sidad de Castilla-La Mancha como fruto de su trabajo investigador. En las siguientes 
secciones de reseñan las aportaciones realizadas en cada una de las líneas de investiga-
ción exploradas a lo largo de este trabajo. Puesto que el trabajo realizado ha puesto 
de manifiesto la verdadera magnitud de las tareas llevadas a cabo y las posibles me-
joras de las mismas, la parte final de este capítulo se dedica a poner de manifiesto las 
posibles líneas de investigación abiertas y sobre las que se espera seguir investigando 
en un futuro inmediato. 
7.2. Aportaciones realizadas 
7.2.1. Calibración del sistema 
La cámara empleada para tomar las imágenes de las que parten los algoritmos de 
reconstrucción desarrollados dispone de una óptica con una distancia focal muy corta 
(nominal de 5,6 mm). Esta corta distancia focal junto con el pequeño diámetro de la 
misma (12mm) inducen una fuerte distorsión radial que es necesario corregir antes de 
procesar las imágenes adquiridas. En [Cid98] se presentó un método de calibración que 
aborda esta problemática. Sin embargo se ha comprobado de manera experimental que 
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ese proceso no aporta la calidad suficiente para la cámara aquí empleada. En concreto, 
se observan fuertes desviaciones en la posición estimada para el centro óptico y el 
factor de distorsión dependiendo de la situación de la cámra respecto de la plantilla 
de calibración. Por tanto, se ha desarrollado un algoritmo novedoso de calibración de 
parámetros intrínsecos que reduzca estas desviaciones. Este algoritmo se basa, igual 
que el algoritmo de partida, en la aproximación por parábolas de las imágenes de de 
las series de puntos impresos sobre la plantilla de calibración empleada. Los parámetros 
intrínsecos que se han estimado mediante este algoritmo han sido las coordenadas en 
pixels del centro óptico, y el coeficiente de distorsión introducido por la lente. El factor 
de escala se ha obtenido directamente de las medidas proporcionadas por el fabricante 
de la relación entre tamaño del sensor y número de pixels disponibles. 
7.2.2. Obtención de reconstrucciones volumétricas 
La reconstrucción tridimensional se ha realizado utilizando principalmente técnicas 
de visión estereoscópica. En esta línea se ha partido de la idea básica del algoritmo 
propuesto por Okutomi y Kanade [OK93]. Este algoritmo, concebido inicialmente para 
disposiciones estéreo con cámaras alineadas, se ha reformulado para adaptarlo a situa-
ciones relativas arbitrarias entre los sistemas de cámaras empleados. Esta reformulación 
ha consistido en desplazar el sistema de referencia empleado a la escena, en lugar de 
utilizar los ligados a las imágenes y cámaras empleadas. De esta forma se han conse-
guido dos objetivos: en primer lugar, tal como ya se destacaba antes, poder partir de 
imágenes tomadas desde cámaras no alineadas. En segundo lugar, utilizar como refe-
rencia las coordenadas de la escena ofrece la posibilidad de realizar una reconstrucción 
selectiva de las zonas de la escena que se consideren más relevantes. 
Junto a la generalización del algoritmo estéreo propuesto, se ha desarrollado un al-
goritmo novedoso de reconstrucción mediante la retroproyección de una serie de imáge-
nes. Este algoritmo permite obtener una reconstrucción realista de la superficie de los 
objetos explorados. De esta forma, el resultado proporcionado por el algoritmo es una 
lista de coordenadas tridimensionales, junto con el tono de color, de cada uno de los 
puntos que que se encuentran sobre la superficie de los objetos explorados. 
7.2.3. Planificación de trayectorias 
Con el trabajo realizado, se ha puesto de manifiesto la posibilidad de aplicar las 
técnicas de selección de la Siguiente Mejor Vista, empleadas en la reconstrucción tri-
dimensional mediante sensores de rango, a la obtención de mapas de profundidad a 
partir de secuencias de imágenes. Para ello se ha presentado un método de selección de 
la Siguiente Mejor Vista a partir de los resultados obtenidos de algoritmos de visión 
estereoscópica. El desarrollo, presentado en el capítulo 5, se basa en la determinación 
de las zonas de la escena donde aparecen incertidumbres para asociar una estimación 
de distancia fiable. A partir de la situación de estas zonas se elabora una función que 
permite disponer de una serie de puntos candidatos desde donde realizar la siguiente 
reconstrucción. A cada uno de estos puntos candidatos, se le asocia un peso Ja que ex-
presa la relación entre las zonas de ambigüedad que es previsible resolver y la distancia 
que es necesario mover la cámara desde su situación actual. 
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7.3. Líneas abiertas 
Al cierre de cualquier tarea de investigación queda siempre el sentimiento de que son 
más las ideas por desarrollar que las desarrolladas y más importantes las aportaciones 
por realizar que las realizadas. El sentimiento al terminar este trabajo es precisamente 
éste: más allá del trabajo llevado a cabo quedan todavía numerosas tareas por acometer 
y múltiples líneas de investigación en las que seguir trabajando. En este apartado 
se citarán las líneas que parecen más prometedoras y que por tanto merecerían una 
atención más inmediata. 
7 . 3 . 1 . G e n e r a l e s 
Los algoritmos desarrollados se han estudiado sobre el montaje descrito en el capítu-
lo 2. Sin embargo no se ha hecho ningún tipo de suposición sobre la configuración del 
robot encargado de situar la cámara. De esta forma se pretende que este trabajo tenga 
la suficiente generalidad para ser posteriormente adaptado a otras plataformas, tales 
como robots móviles. Esta adaptación permitirá disponer de una valiosa herramienta 
para navegación e inspección de entornos desconocidos. 
7 . 3 . 2 . C a l i b r a c i ó n d e l s i s t e m a 
Los resultados obtenidos en el proceso de calibración de la cámara han sido sufi-
cientemente buenos, sin embargo sería deseable estudiar rigurosamente el motivo de 
los errores que aun permanecen, básicamente en la estimación de los parámetros ex-
trínsecos. Se proponen dos posibles motivos que deberán ser estudiados en detalle. 
La primera causa por investigar será la inadecauda elección de la plantilla empleada 
en la calibración. Se ha partido de una plantilla realizada mediante series de puntos 
circulares alineados por ser una plantilla fácilmente realizable con una precisión ade-
cuada y en la que es posible extraer las coordenadas en la imagen de la proyección de 
cada punto mediante técnicas simples de análisis de imágenes. Sin embargo en la etapa 
de extracción de los centros no se ha considerado la distorsión que estos sufren debido 
a la proyección perspectiva cuando el eje óptico de la cámara no es perpendicular al 
plano de la plantilla [HeiOO]. 
La segunda está relacionada con las pendientes de las rectas que se obtienen a 
partir de las series de puntos. En la sección 3.7 se presentaba la determinación de 
parámetros extrínsecos mediante la obtención de los puntos de fuga de las familias 
de rectas inducidas. En situaciones en las que las que las pendientes de una de las 
familias sean muy altas, el error cometido en la aproximación de su punto de fuga 
impedirá obtener los parámetros extrínsecos con calidad suficiente. Por ello se propone 
estudiar el efecto de realizar una rotación del sistema de referencia sobre el que se 
calculan dichos puntos de fuga. Con esto se comprobará el efecto que sobre los valores 
obtenidos para los parámetros extrínsecos tiene la precisión en la estimación de los 
puntos de fuga. 
7 . 3 . 3 . O b t e n c i ó n d e r e c o n s t r u c c i o n e s v o l u m é t r i c a s 
Una línea siempre abierta en la investigación en visión artificial es la disminución 
de los tiempos de computo. En este trabajo se han sentado las bases de algoritmos que 
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permiten centrar la reconstrucción en un área concreta de la escena explorada, y que 
son capaces de procesar cada una de las unidades de volumen de forma independiente. 
La regularidad inherente a los algoritmos propuestos, plantea como una clara línea 
de futuro la explotación de la estructura paralela de los mismos y su adaptación a 
sistemas de computación multiprocesador. En una primera aproximación se propone 
una estructura de tareas en forma de "granja supervisada". Cada una de las tareas que 
componen la granja se ocupará de la obtención de la reconstrucción de una porción 
independiente de la escena. Los datos comunes a todas las tareas de la granja serán las 
imágenes de partida, estas imágenes serán gestionadas por la tarea supervisora, que 
también se ocupará de recolectar los resultados parciales obtenidos y proceder a su 
ensamblaje. 
Relacionada con la mejora del tiempo de computo está el estudio de estrategias 
que permitan reducir el espacio de búsqueda. En este campo una línea que parece 
prometedora es la inclusión de la hipótesis de suavidad en los mapas de distancia. 
Suponiendo que los objetos explorados no presentan cambios abruptos será posible 
partir de unas estimaciones semilla de distancia y realizar la búsqueda de estimadores 
en puntos vecinos partiendo de esta distancia semilla. Los problemas a resolver en 
esta línea están relacionados con la determinación de dichas estimaciones iniciales y 
la detección de las discontinuidades abruptas que realmente aparezcan en los objetos 
explorados. 
La siguiente línea de investigación a explorar en un futuro inmediato será la mejora 
en la precisión de los resultados obtenidos mediante el algoritmo RRD. Los ensayos 
experimentales corroboran la robustez del algoritmo y correcta aproximación a las 
dimensiones originales del objeto. Sin embargo, la precisión en la reconstrucción de 
detalle deberá ser mejorada. Tal como se presentaba en la sección 4.8, la determinación 
de los puntos que pertenecen a la superficie del objeto se realiza mediante una medida 
cuantitativa de la dispersión de probabilidad de aparición de cada uno de los tonos 
contemplados. Los valores obtenidos han sido adecuados en los ensayos realizados, 
pero la separación entre puntos superficiales y no superficiales deberá ser mejorada. 
Sería deseable estudiar en este aspecto la posiblidad de aplicar métricas alternativas a 
las medidas de dispersión. En este sentido se plantea estudiar la aplicación de técnicas 
de lógica borrosa para establecer criterios no numéricos de determinación del conjunto 
de puntos que pertenecen a la superficie de los objetos a reconstruir. 
7.3.4. Planificación de trayectorias 
La adaptación del sistema de reconstrucción tridimensional a otras plataformas, 
tales como robots móviles, requerirá elim.inar las restricciones impuestas en el capítulo 
5 sobre las situaciones desde donde se realiza cada reconstrucción parcial: la dirección 
de las reconstrucciones convergen hacia el centro de la escena y la distancia cámara-
escena se mantiene constante en cada reconstrucción. 
El método planteado para buscar la siguiente mejor vista considera como criterio de 
búsqueda las incertidumbres para establecer un estimador de distancia en cada punto 
del volumen estudiado junto con el coste asociado a mover la cámara hasta dicha 
situación. En este trabajo se presenta este coste como la distancia entre la posición 
actual y cada uno de los candidatos. Se deberán estudiar formulaciones más adecuadas 
a cada una de las plataformas experimentales utilizadas. Así, en el caso del protopipo 
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desarrollado, pudiera ser más adecuado una estimación de distancia basada en el ángulo 
que debe girar cada uno de los motores para llegar a cada posición candidato. Sobre 
otras plataformas, tales como robots móviles, este coste podrá ser la distancia euclídea, 
tal como se propone. En ambos casos se estudiará la posiblidad de incluir en este coste 
la existencia de zonas prohibidas al movimiento del robot como restricción adicional. 
Estas zonas pueden ser debidas a la existencia de obstáculos que permitan alcanzarlas. 
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