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Characterizations of Cohen-Macaulay posets are given in terms of the 
nonsingularity of certain incidence matrices. These results are applied to derive a 
purely combinatorial construction of basic systems for Stanley-Reisner rings of 
shellable posets. A procedure for transferring identities from one polynomial ring to 
another is then used to obtain basic systems for partition rings. 
Cohen-Macaulay posets appeared first in the work of Baclawski [2], 
where they were given a purely topological definition. A ring theoretical 
definition was independently given by Stanley [28] and by Reisner [22]. The 
equivalence of these two definitions is implicit in the work of Reisner [22]. 
The remarkable results obtained by Stanley [28] (see also [29]) and the 
combinatorial information that may be extracted from the works of 
Reisner [22] and Hochster [ 19, 201 have amply demonstrated the impor- 
tance of the Cohen-Macaulay structure in combinatorics. Unfortunately 
these developments are often very nonconstructive and heavily clothed, 
indeed obscured, by the modern algebraic jargon. However, it is possible [5] 
to derive the basic results of the theory relying solely on the homological 
algebra of graded rings as introduced by Hilbert in his original memoirs [ 17, 
181 on the theory of invariants. 
In this paper we shall start by giving a systematic developement of the 
theory of Cohen-Macaulay posets from the ring theoretical point of view 
(Sections 1, 2 and 3) and obtain certain linear algebra criteria (Section 3) for 
the Cohen-Macaulayness of a poset. These results are then shown to yield 
an elementary proof that shellable posets are Cohen-Macaulay (Section 4). 
In particular we derive the Cohen-Macaulayness of distributive (Section 4) 
and upper semimodular lattices (Section 5). In each case the result is 
obtained by proving that a certain combinatorial construction yields a basic 
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system (see Section 1 for the definition) for the Stanley-Reisner ring of the 
poset. Finally we show (Section 6) that the Cohen-Macaulayness of a 
distributive lattice can be trunqferred to the corresponding partition ring. 
Our proof of this last result relies on a method for transferring identities 
from one ring to another that appears to have wider scope than the present 
context may suggest. Roughly speaking, this method can be used (see, for 
instance, [4, 6, 71) to derive the Cohen-Macaulayness of polynomial rings 
that in a sense are close to Stanley-Reisner rings. 
We cannot escape the temptation to give a precise statement of at least 
one result here. Let x,, x2 ,..., x, be commuting variables and for each 
permutation o = (a, ,..., a,) of l,..., r set 
Then it follows from our result on partition rings (Theorem 6.1) that each 
polynomial P(x) = P(x, ,..., x,) has a unique expansion of the form 
(1.2) 
where each Q,(x) is a polynomial that is symmetric in x,, x2,..., x,. 
Moreover if P(x) has integer coefficients so will each of the polynomials 
Q,(x). 
This result was conjectured by Gessel’ and our efforts in providing a proof 
of it stimulated a substantial portion of the present work. 
It is interesting to note that the special case r = 2 is an immediate conse- 
quence of the identity 
1 (1--1~,+~2~,~2)+x2(~2--t,) 
(1 -X1f,)(l -x,t,) = (1 -U,l, +a2t;)(l -u,t,+u,t:’ (X.3) 
where a, = x1 + x2 and a2 =x,x2. It can shown that for a wide class of rings 
the property of being Cohen-Macaulay is equivalent to the existence of such 
an identity. 
It might be worthwhile to point out that one of the criteria we establish in 
Section 3 (Theorem 3.3) is essentially a Gaussian elimination-type algorithm 
for testing the Cohen-Macaulayness of a poset. We should also point out 
that the results of this paper have been stated without proof in [ 13 ]. 
’ Personal communication. 
COHEN-MACAULAY RINGS 231 
1. BASIC FACTS FROM THE THEORY OF COHEN-MACAULAY RINGS 
We shall deal exclusively here with finitely generated graded rings. More 
precisely with rings of the form 
9 = K[x,, x2 ,***, &J/J, (l-1) 
where K is a field and J is a homogeneous ideal, that is an ideal generated by 
homogeneous polynomials in K[x,, x2,..., x,]. We say that an element 
y E 5%’ is homogeneous of degree n and write d(y) = n if and only if one of 
its representatives in K[x, , x2 ,..., x,] has this property. For computational 
purposes rather than dealing with elements of 9 as equivalence classes we 
shall work with polynomials in K[x,, x2,..., xm] and carry out all our 
calculations “mod J.” 
Under our hypotheses 9 admits a decomposition 
where R”(9) denotes the collection of elements of 9 of degree n (zero 
included). We recall that the Hilbert series of 59 is then defined as the 
formal power series 
F,(t) = c t” dim Z,(9), 
n>O 
(1.2) 
where dim Zn(9) denotes the dimension of Z,(9) as a vector space over K. 
Under certain circumstances such a ring may admit a finer grading 
where Zd denotes the collection of all d-tuples (pi, p*,..., pd) of nonnegative 
integers. The essential fact is that q(9) = K and 
qm x &pY E &“p+,tm. 
In this case it is helpful to consider along with F,(t) the series 
%G; Y..., fd) = c . . . pzo tf’ . . . t$’ dim Btpp(.9). (1.3) 
PI>0 
We shall refer to this series as the “fine” Hilbert series of 9. We usually 
have 
F,(f) = @,d(t, t ,..., t). 
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This given we shall say that 9 is “Cohen-Macaulay” if and only if we 
can find in K[x,,..., xm] a set of homogeneous polynomials (~9, ..., Ok; 
b i ,..., b,,,} such that each element ye K[x,,..., x,,,] can be written (modJ) in 
one and only one way in the form 
y = s bjPj(e, )...) e/J, 
j=l 
(1.4) 
where each Pj is a polynomial with coefficients in K. 
It will be good to introduce some additional terminology here. First of all 
if {e, ,..., ek; b i ,..., bN} is a set of homogeneous polynomials in K[x ,,..., xm] 
such that (1.4) holds (modJ) for each yE K[x, ,..., x,] but perhaps not 
uniquely we shall say that (0, ,..., 8,; b, ,..., bN} is a spanning set for 9. We 
shall call 8, ,..., 8, and b, ,..., b,, respectively, the generators and the 
separators of the set. Clearly, whenever 8, ,..., 0, are such that the ring 
9 = q(e, ,..., 0,) is a finite-dimensional vector space over K then any basis 
for .S? can be taken to complete O,,..., 8, to a spanning set for 9. In 
particular ZV needs never be any larger than the dimension of 9. Finally if 
the expansion in (1.4) is unique then we shall say that { 8, ,..., Ok; b, ,..., b,,,) is 
a basic set for 9. 
This given we have the following useful propositions: 
PROPOSITION 1.1. A spanning set {t!I, ,..., 8,; b, ,..., b,,,} is basic for 9’ if 
and only if 
F&) = (1 _ +) . (1 - tdk) (di = d(0,)). 
Proof: Note that (1.4) is unique if and only if for all n 
dimRn(9) = #{bje’ ... qk : d(b,e’ .” e) = n). 
In other words, if and only if the coefficients of t” in both sides of (1.5) are 
equal. 
PROPOSITION 1.2. The homogeneous polynomials 8, ,..., 8, appear as 
generators in a basic set for 9 if and only if 
(a> we, ,..., 8,) is Jinite dimensional as a vectbr space over K, 
@I 
F.uce, ,..., ox) 
Fdt) = (1 _ tdl) (1 _ tdk) . 
(1.6) 
In particular when this happens (0, ,..., 8,; b, ,..., b,} is basic whenever 
b , ,..., 6, is a basis for S/(8, ,.,., Ok). 
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prOO$ If {&..., ok; b , ,..., bN} is basic for 9 then the expansion in (1.4) 
gives that b i ,..., b, span L@/(e , ,..., t9,). Uniqueness in (1.4) gives that 
{b I ,..., bN} is also basis. Thus 
F WeI - g, tdCbi’ ,...,ek) - 
and Proposition 1.1 gives (1.6b). Conversely if 9’/(13, ,..., f?,) is finite dimen- 
sional and {b i,..., bN} is a basis then (1.7) holds and thus (1.6b) gives (1.5). 
Proposition 1.1 then yields that (0, ,..., Ok; b, ,..., bN} is basic for 9’. 
These observations lead to the following most useful and elementary 
criteria for the Cohen-Macaulayness of a ring. 
THEOREM 1.1. The following conditions are equivalent 
(A) 9 is Cohen-Macaulay, 
(B) For some spanning set (0, ,..., 8,; b, ,..., bN) 
c, Phi’ 
FS’(t) = (1 _ p’) . . . (1 - tdk) (4 = 44))~ 
(C) There are homogeneous elements 8, ,..., Ok in K[x, ,..., x,] such 
that 9/(0, ,..., 0,) isJinite dimensional and 
F.w(ol..d?k) 
F-@‘(t) = (1 _ f’1) . . (1 - tdk) ’ 
We recall now that the minimum number of generators in a spanning set 
for 9 is usually referred to as the Krull dimension of 9 we shall denote this 
by K-dim 9 to distinguish it from vector space dimension. It is not difficult 
to see from (1.5) that the K-dim 9 is actually equal to the order of 1 as a 
pole of F9. We shall refer to the latter as the “order” of Pg. Perhaps it may 
be worth mentioning that there is a more powerful criterion for CM-ness 
than Theorem 1.1, namely, 
THEOREM 1.2. A spanning set { 0, ,..., 8,; b, ,..., bN) for 9 is basic if and 
only if 
(a) k = order of F,, 
(b) N = lim,,, (1 - tdl) ... (1 - tdk) F&t) (di = d(0,)). 
Since we shall avoid using this result in the sequel we refer the reader to 
[5] for a proof. 
Let us say that a spanning set {8, ,..., 19,; b, ,..., bN} is “minimaP’ if k = 
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K-dim 9 and N = dim 9/(13, ,..., Ok). This given we can state one of the 
most remarkable facts of the theory. 
THEOREM 1.3. If 9 admits a single basic set then every minimal 
spanning set for A? is basic. 
This result is given in several assorted places (see, for instance, [ 1, 25, 
3 11). However, a completely elementary proof may be found in [5]. 
2. ELEMENTARY PROPERTIES OF THE STANLEY-REISNER 
RING OF A POSET 
Let P = (Q, <) be a poset with 6 and 1. If x < y (x, y E a) and there is no 
further element between them we shall write x + y. An ordered collection c 
of elements of 0 of the form 6 < y, < .‘. < y, < 1 is called a “chain of 
length k + 1.” We shall say that c is a “maximal” chain if 0 + y, + .. + 
yk -P 1. We shall assume here and in the following that P is “ranked”; that 
means that in each interval [a, x] of P all maximal chains have the same 
length r(x). We shall set r(l) = r + 1. 
The collection of all elements of R whose ranks are equal to i will be 
called the ith rank row of P. Here and in the following we shall assume that 
we have chosen once and for all a total order 
0, x1, x2 ,..., x,, i 
of the elements of Q which is compatible with the partial order of P. It will 
be good to assume that in this total order all the elements of the ith rank row 
come before all the elements of the (i + 1)st. 
An ordered subset 
0 < xj, < wj2 < ‘. < Xjh < i (2.1) 
will be called a “multichain.” We can represent a multichain c” by a pair 
(c, PI, where 
c={a<xi,<xi2<...<xik<i} P-2) 
is the chain consisting of all the distinct elements of 6, and 
is the vector giving the respective multiplicities of xi,, xi, ,..., xir in c .^ We shall 
call c the support of c  ^and denote it by the symbol O(i). 
COHEN-MACAULAY RINGS 235 
Given a chain c as in (2.2) the vector 
will be called the rank set of c. For a multichain E - (c, p) we shall set 
44 = (W P) 
and refer to it as the rank multiset of c^. The collections of all chains, 
maxi?al chains and multichains will be respectively denoted by g(P), M(P) 
and g(P). We also let W=s(P) denote the collection of all chains of rank set 
equal to S. In symbols 
gzs(P) = {c E g(P): r(c) = S). (2.3) 
Often we shall drop the “{P),’ and simply write @‘,A, @‘, gEs,..., etc. 
We shall here and after consider x , , x 2 ,..., x, as commuting variables. For 
a multichain c^ as in (2.1) we shall set 
x(c^) = XjlXjt . ‘. Xjh (2.4) 
and refer to it as the monomial corresponding to c^. Clearly if I! - (c, p) with 
c given by (2.2) then 
x(e)=xy~~xp~~. 
We shall study here the ring L@[P] generated by the monomials (2.4) with 
the multiplication table 
x(E) x(z) = x(2 u a> if c^ U d E e(P), 
=o otherwise. 
(2.5) 
More precisely, 
W’] = Q[x, ,..., x,]/J, 
where J is the ideal generated by the collection of monomials X,Xj with Xi, Xj 
noncomparable elements of P. 
It will be good to consider 9[P] as a multigraded ring by interpreting r(f) 
as the multidegree of the monomial x(8). We shall then denote by #g(9) the 
vector space spanned by the monomials x(6) with r(E) = S. The fine Hilbert 
series of 9[P] with respect to this multigrading is then given by 
Q&t, ,..., tr) = c tS dim Z&9’). 
d 
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Our convention here is that if 3 = (il ,..., i,; p1 ,..., p,J then tS = 6, 
However, since dimZ@%?) = #{I!: r(E) = s} we see that 
= 
cm&p, irr(c) & 
- l-I 
=s;,,(~&.) a(S)- 
. t;;. 
(2.6) 
Here [r] denotes the set { 1,2,..., r} and a(S) denotes the cardinality of 
Fzs(P). Note that if we follow Stanley [26] and set 
/3(T) = C (-l)‘r’-Is’ a(S) 
SET 
then 2.6 can be rewritten in the form 
Q&t, ,-*-, t,) = c i-s[r] P(T) EIieT ti 
(l-~J(l-t,)~~(l-t,) 
(2.7) 
(2.8) 
Let us now set for each i = 1, 2,..., r 
Bi(x) = C xX(t(x) = i)’ 
xeo 
and call if the “ith rank-row polynomial.” Here and after the symbols “Oi)’ 
will only be used to denote these polynomials. We have the following basic 
fact: 
THEOREM 2.1. The polynomials 19, ..., 8, can always be taken as 
generators in a spanning set for 9[P]. Indeed 9[P]/(8, ,..., 0,) is (as a 
vector space) the linear span of the chain monomials. Moreover each 8i is 
not a zero divisor of S’[P]. 
Proof. Clearly if ?- (c,p) with c given by (2.2) then our multiplication 
table (2.5) gives 
x(t) = x(c) $,‘-’ ... $i-‘(ju = r(xJ). 
Thus x(e) E 0 (mod 0, ,..., #,) unless c^ is actually a chain. This implies that a 
2 Here and in the following if J is a statement x(d) is to be taken equal to 1 if L&’ is true 
and equal to 0 if .M’ is false. 
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basis for .%‘[[P]/(B, ,..., 19,) can always be put together by selecting a suitable 
subset of chain monomials 
Let now Y], Y, ,..., Y, denote the elements of the ith rank row of P. If 
then 
ei V = C C Ue yjX(c^). (2.9) 
i j 
Since each multichain monomial cannot contain more than one of the y;s as 
a’factor each nonzero term yjx(c^) can occur only once in (2.9). Thus 0,~ = 0 
implies a6 = 0 for all c^ such that JJ~x(~) # 0 for some j. However the latter is 
no restriction since given any multichain c^ there is at least one JQ which is 
comparable to each of the elements of L?. Thus 8,~ = 0 implies q = 0 as 
asserted. 
To state the next result we need some further notation. First of all we set 
for each S c [r] 
e(s)= n e,. (2.10) 
isS 
For a given chain c such that r(c) G S set 
W) = c x(c,) x(c s 4. (2.11) 
clsQ=s 
Here c E c, is to denote that c is a subchain of ci. Note that because of our 
multiplication table (2.5) we also have 
L,(C) = e(s - T(C)) X(C). (2.12) 
We shall also make use of the linear operators Qs (acting on 5?[P] as a 
vector space over Q) defined by setting 
Qsx(t) = x(2) if r(E) = S, 
=o otherwise. 
(2.13) 
Note that if y is any element of 9[P] we shall have 
Qsw?,r= em Qs-TY if TsS, 
=o otherwise 
(2.14) 
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and this is true of course even if S and Tare taken to be multisets. Finally if 
9 G g(P) is any collection of chains we set 
A?,,= (bE.Tr(b)cS}, A?=, = {b E 9: r(b) = S}. (2.15) 
This given we have 
THEOREM 2.2. Let 9 be a set of chains of P such that the collection of 
monomials x(9) = {x(b): b E A?} is a basis for 9[P]/(O, ,..., O,), then for 
each chain c of rank set S we have an expansion of the form 
x(c) = c a,L,(b). 
be.d,s 
(2.16) 
Proox Our hypotheses are that every element of 9 [P] can be expressed 
as a linear combination of the polynomials x(b) 0:’ e (b E 9). In 
particular if c is any chain we shall have 
x(c) = c y a,+,x(b) e’ .” q. 
b?8’ 7 
(2.17) 
However, if T(C) = S applying Qs to both sides of (2.17) and using (2.14) we 
obtain 
x(c) = c abfW - r(b)) x(b), (2.18) 
where the coefficients ab are the appropriate subset of the ab.p’s. This gives 
(2.16). 
3. COHEN-MACAULAY POSETS. LINEAR ALGEBRA CHARACTERIZATIONS 
Cohen-Macaulay posets can be introduced in several equivalent ways (see 
[2, 27 221). Here we define them as posets P = (Q, <) whose corresponding 
ring 9[P] is Cohen-Macauley. Theorem 2.1 combined with Theorem 1.3 
gives that a poset P is Cohen-Macaulay if and only if we canfind in V(P) a 
set of chains 9 such that the system 
(0 1 ,..., 8,; x(b) b E 9’} (3.1) 
is basic for 9[P]. The reader who wishes to avoid using Theorem 1.3 may 
adopt this property as the definition of a CM poset. 
To state our first result we need to make some conventions. 
If S and T are subsets of { 1, 2,..., r) we shall write S <,, T if and only if 
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S= {iI,& ,..., i, ), T = {jr, j, ,..., j,) and the word i, i, . . . i, precedes the word 
j,j, ... j, lexicographically. This given, for two chains c1 and c, we shall 
write c, <L c2 if r(cl) <r r(cJ or if r(c,) = r(c*) and cl = (Xi, ,..., xih), 
c2 = (X,1 ,***, xj,) with the word i, ... i, preceding the word j, . ‘. j, 
lexicographically. We shall here and in the following implicitly assume 
unless stated otherwise that the chains of g[P] are given this lexicographic 
order. Keeping this in mind we have 
THEOREM 3.1. A poset P = (0, <) is CM if and only if we canfind a set 
of chains 9 such that all the matrices 
4W) = Mb s c>ll bE gss, c E gs s(P) (3.2) 
are square and nonsingular. Furthemore when this holds the system 
(0 , ,..., 0,; x(.9)} is basic for 9[P]. 
Proof: Let 9 G g(P) be such that x(9) is a basis for 9[P]/(B, ,..., 0,). 
If P is CM the system (0 , ,..., 8,; x(.2’)} is basic for .9[P]. This implies that 
the expansion assured by Theorem 2.2 is unique for every c E KS(P). In 
other words the polynomials 
b(b) = ,,g=, x(c,) x@, 2 b) bEs=s 
are a basis for ss(P). We thus obtain that 9,, and SF+ have the same 
cardinality and the matrices ds(23) are all nonsingular. 
Conversely, if we can find 9 c g(P) so that these conditions are satisfied 
then every chain monomial x(c) has a unique expansion of the form 
x(c) = c abW4 
bE-(9ss 
(S = r(c)). (3.3) 
Since we can express each multichain monomial x(E) in the form 
x(e) = e(S - S) x(c) (c = O(2), S = r(E), S = r(c)) 
we see that every element y E .%‘[P] can be written in the form 
(3.4) 
In other words {B,,..., 0,; x(9)} is a spanning set for 9(P). To show 
uniqueness let 
(3.5) 
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with a,,$ f 0 for b = b,, S = S, = (S,, p). Applying Qs, to (3.5) yields 
x a,,s&,(b> = 0. (3.6) 
Now if S, = (i, ,.,., i,; p, ,..., pk. we can write 
Ls,(b) = /3,4’-’ ‘.. t$-‘L,,(b) 
and thus (3.6) can be rewritten in the form 
However, since 8, ,..., 8, are not zero divisors we obtain 
r L %,dd’) = 0 be %Q, 
and this plainly contradicts the assumption that the matrix ~&,(9) is non- 
singular. 
Remark 3.1. Note that if we have a set of chains 9 c 59(P) such that 
19,,1= I%YZsl for all S c [r], then recalling that .9’=s = {b E 9: r(b) = S} 
we get 
a(S)= c 19=,1 
TES 
(3.7) 
and consequently 
19=,1= C (-l)‘S’P’T1 a(7J =P(S>. 
TCS 
Thus the mere existence of a subset 9 G g(P) such that the matrices sB,(.9) 
are all square implies p(S) > 0 for all S. Furthermore for the system of 
monomials x(9) we get 
Using (2.8) with I, = t, = .‘. = t, = t we obtain 
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Thus we see that uniqueness in the second part of the proof of Theorem 3.1 
can also be obtained by combining this identity with Proposition 1.1. 
We shall next establish a criterion for CM-ness that involves only one of 
the matrices in (3.2). To do this we need further notation. Firstly if I’ is a set 
of elements of a vector space let us denote by L/(0 the linear spun of r, that 
is the subspace consisting of all finite linear ‘combinations of elements of ZY 
Clearly 
oq‘q = 9(x(c): c E sP&’ 
Note that if T 5 S and r(c) = T then 
e(s - q x(c) = L,(c) = c x(c,),y(c  Cl) E q9) 
clees 
thus 
qs - 7-y) qsq s Gq(9). (3.8) 
Furthermore since 8 r ,..., 6, are not zero divisors of 5%’ we see that the maps 
x(c) + t9(S - 7) x(c) are injective. This means that for any T G S 
dim O(S - 7’) &“T(9) = a( 7’). W) 
Set for convenience 
MS = TS) 4W), (3.10) 
where ‘S denotes the complement of S in [r] = { 1,2,..., r}. Clearly 
MS = Y@,,,(c): c E @s). 
Multiplying both sides of (3.8) by f3(eS) we get 
TGS*M,CMs. (3.11) 
This given we are now in a position to establish two further criteria for the 
CM-ness of a poset. 
THEOREM 3.2. A poset P = (a,<) is CM if and only if we can find a 
collection of chains 9 such that 
(a) IALsl =P(S) (as given by (2.7)), 
\ 
3.12) 
(b) The matrix J(9) = jlx(b c m)ll (b E 9, m E -l(P)) is nonsingu ar. 
And when this holds {O,,..., 8,; x(.9)} is basic .B?[P]. 
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Proof. The necessity of the condition is an immediate consequence of 
Theorem 3.1. Indeed if P is CM and 9 is the collection of chains whose 
existence is guaranteed by Theorem 3.1 from Remark 3.1 we get ) A?=,\ = 
j?(S). Furthermore (3.12b) holds since &(.9) = J$,.,(.%‘). 
Conversely, let us suppose that we can select 9 c F(P) so that (3.12a) 
and (3.12b) hold. Note that since for each b 
The nonsingularity of d(9) implies that these polynomials are linearly 
independent. Now since (3.12a) implies that [.A?,,\ = a(S) and the a(S) 
polynomials 
are independent and contained in MS (a space of dimension a(S)) they must 
necessarily be a basis for M,. However, since for each b E A?,, we have 
&,(b) = WS> L,(b) 
and the map x(c) + 13(cS)(c), as we have already observed, is an 
isomorphism of ZS(S’) onto MS we derive that the polynomials 
P,(b): b E 9, sl 
constitute a basis for XS(9). But this is precisely the statement that the 
matrix J$S(.9) is nonsingular. Thus Theorem 3.1 applies and the CM-ness of 
P necessarily follows. 
Theorem 3.2 yields a very useful algorithm for testing the CM-ness of a 
poset. Before presenting this material we need to give further notation. Let 
c,, c, ,..., c,,, be the chains and m,, m2 ,..., mN be the maximal chains of P in 
lexicographic order. Let 
JCg) = IIXCci C mj>ll (i = l)...) M; j = l)...) N). 
The rows of d(g) can be grouped into 2’ blocks {dS(57): S G [r]}, where 
JS(g) consists of the rows corresponding to the chains in SKS. These 
blocks occur in -19(g) in the lexicographic order of subsets. In order to 
avoid excessive notation we shall identify the row corresponding to the chain 
ci with the polynomial 
L[r](ci) = 2 X(mj) X(Ci C m,i). 
j= L 
This given we construct a set 57 of independent rows of &(GY) by the 
following procedure: 
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Part I. We process the rows of d(g) one by one starting from the first 
row: 
Step 1. Since c, corresponds to the empty chain the first row of 
d(g) consists of nothing but ones. We use the first row to eliminate (by 
subtraction) all the ones in the first column. 
Step i. Having processed the first i - 1 rows there are two alter- 
natives: (a) If the ith row of the resulting matrix has only zeros left we go to 
step i + 1. (b) Otherwise we locate the first column where the ith row has an 
entry different from zero. Let this be the jth column. We then eliminate (by 
subtracting suitable multiples of the ith row) all the nonzero entries that are 
in the jth column and the following rows. 
Part II. Having processed all the rows we pick 55 to be the collection of 
all chains whose corresponding rows in the matrix resulting from Part I still 
contain a nonzero entry. 
It is clear that the rows of &‘(%?) which correspond to the chains in g are 
independent. Furthermore if we keep track of the subtractions we carry out 
during the first part of the procedure we can easily obtain expressions for 
each of the polynomials Llll(c) as linear combinations of the polynomials 
&l(g) for g E Y. We shall refer to this procedure as the Gauss elimination 
algorithm. 
We now have the following basic fact: 
THEOREM 3.3. The poset P is CM if and only if the collection F s g(P) 
produced by the Gauss elimination algorithm has exactly p(S) chains of 
rank S. 
ProoJ The sufficiency of the condition is an immediate consequence of 
Theorem 3.2. 
To show the necessity we observe first that the set of polynomials 
G=, = P&d: g E s=sl 
produced by the Gauss elimination algorithm yields the direct sum decom- 
position 
MS = ~(LI,,(c): r(c) -& S) n MS 0 Y(G=,) 
or equivalently 
(3.13) 
607/38/3-2 
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Now if P is CM then Theorem 3.2 gives that we can find a collection of 
polynomials 
such that 
MS= @ Y(B=,). 
TES 
However, this implies that 
But then (3.13) must simply be 
MS = v M,@p(G=,). 
TCS 
An easy induction on 1 S 1 then gives 
MS= V y(G=T) 
TES 
from which we derive 
which in turn implies IL5’zsl = p(S) as desired. 
Remark 3.2. It is interesting to explore what precisely does happen 
when P is not CM. For a moment let us imagine that we use the orthogonal 
projection of the rows in zJs(g) into the space (VTcLS MT) n MS to produce 
the direct sum decomposition 
Combining this with the decomposition (3.13) we obtain 
MS = v MT@z~@ p(G=,) 
TcS 
and we easily see that P is CM if and only if Z, = 0 for all S. Thus if P is 
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not CM the Gauss elimination algorithm will produce a relation of the form 
That is, 
w-(c)) x(c) = c a,, ewl)) X@l)P 
CI<LC 
where a,, # 0 for at least one ci <L c whose rank set r(ci) is not a subset of 
r(c)* 
Remark 3.3. It is worth pointing out that we have the following 
interesting criterion: 
THEOREM 3.4. Let N(P) denote the number of maximal chains of P. 
Then P is CM if and only if one of the following conditions holds 
(a) 9[P] admits a set of separators for el,..., 9, of cardinal& N(P), 
(b) dim S?[P]/(O, ,..., 6,) = N(P). 
Proof: The necessity of (a) is a consequence of Theorem 3.1. Indeed, 
formula (3.7) (within Remark 3.1) yields 191= a([r]) = N(P). Conversely, 
formula (2.8) with t, = . . . = t, = t gives 
F&t) = c TS [r] bT’ B(T) 
(1 -t)’ 
from which we derive 
1:~ (1 - t)’ F,(t) = N(P). (3.15) 
Thus the sufficiency of (a) follows from Theorem 1.2. 
Note now that if P is CM then Theorems 1.3 and 1.1 give 
F .we1,...m (t) = (1 - t)‘F&). 
Thus from (3.15) we get 
dim 9/(8 I,-.-, 6) =F~,,,,,...,,,)(l)=N(P). 
This shows that (b) is necessary. Conversely if (b) holds then we can find a 
basis for &V/(8 i ,..., 0,) of cardinality N(P). But such a basis as we have 
previously observed yields a set of separators for 19i,..., 19,. Thus the 
sufftciency of (b) follows from that of (a). 
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4. COMBINATORIAL SEPARATORS. 
COHEN-MACALJLAYNESS OF SHELLABLE POSETS 
We have seen that a poset ring S[P] always admits a natural set of 
generators. Namely the rank-row polynomials. In this section we shall see 
that there is a wide family of poset rings which admit natural sets of 
separators. To see how this comes about we need further terminology. 
Let now P = (0, <) be a given poset and g’(P) be partially ordered by 
ordinary set inclusion. Since every subset of a chain is a chain, g(P) may be 
regarded as a simplicial complex, that is, a lower-order ideal in the Boolean 
algebra of all subsets of a. The maximal chains are of course the extreme 
elements of g(P) and thus the intervals 
cover SF(P). This given, we shall say that the chains b, ,..., b, separate g(P) 
or that 9 = (6, ,..., bN} is a set of C-separators for P if and only if we can 
pair ofl each bi with a maximal chain m, in such a way that the intervals 
[bi, mi] are disjoint and cover S?(P). In symbols, 
g(P)= $ [b,,m,]. 
i=l 
(4.1) 
To such a decomposition we can associate three maps E: q(P) -A(P), 
R: A(P) + F(P) and D: A(P) + 2”] defined by setting 
E(c) = m, for c E [bi, mi], 
R(mi) = bi, (4.2) 
D(mi) = r(bi). 
E and R are respectively called the Extension and Restriction maps induced 
by the set 9. For any m E A(P) D(m) (for historical reasons) will be 
referred to as the descent set of m. For m E A(P) and S G [r] we let m, 
denote the chain consisting of the elements of m whose ranks are in S. 
Clearly R(m) and D(m) are related by the equations 
R(m) = mDcm)3 D(m) = r(R(m)). (4.3) 
Note further that (4.1) implies that we have 
X(R(m) c: c G m) = x(E(c) = m) V m E M(P), c E g(P). (4.4) 
Conversely given any pair of maps E: %?(P) -M(P), R: M(P) + G?(P) 
satisfying (4.4) then the image 9 of A(P) under R is a set of @-separators. 
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Indeed the implication 
R(m)GcGm*E(c)=m 
simply gives that the intervals [R(m), m] are disjoint and the reverse 
implication gives that these intervals cover q(P). For this reason in our 
previous work [ 151 we have called a poset which admits a set of Q- 
separators an ER poset. 
Note then that if P is an ER poset the map 
P(C) = (E(c), R(c)) 
is a bijection of F(P) onto the set of pairs 
c C (m, 9. 
ms..f(P) D(m)rSr[rl 
The inverse map w  is simply obtained by setting 
w(m, S) = ms. 
This means that ‘G?=s(P) can be identified with the set of pairs 
C h S) x(W4 E 9. 
me-X(P) 
Then if E and R are induced by a set 9 of Q-separators we next have 
a(S) = 1 e= #)I = 19zsl= & I~=74 
This gives that 
194 I = P(S). (4.5) 
Combining these observations with Theorem 3.2 we deduce the following 
useful result: 
THEOREM 4.1. Zf 9 is a set of Q-separators for P and the matrix 
69 = Ilx@ c m)ll b E 9, m.EJ(P) (4.6) 
is nonsingular, then P is Cohen-Macaulay and indeed the system 
V 1 ,..., 8,: x(b), b E S} 
is basic for R[P]. 
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It is to be noted that for an ER poset the quantity p(T) appearing in the 
numerator of the tine Hilbert series of R[P] gives precisely the number of 
maximal chains whose descent set is equal to T, in particular /3(T) > 0 for all 
T for such a poset. 
This fact was first observed by Stanley [26] in the case of distributive 
lattices and it will be good to review here in detail these original examples. If 
Q is a poset we let J(Q) denote the collection of all (lower) order ideals of Q. 
We recall that J c Q is said to be a lower-order ideal if and only if x E J and 
y < x implies y E J. 
The poset (J(Q), c), that is, the poset of lower-order ideals of Q ordered 
by inclusion, is referred to as the Ideal transform of Q. It is clear that 
(J(Q), G) is a distributive lattice and it is well known (81 that every 
distributive lattice is the ideal transform of the subposet of its join 
irreducibles. 
Let then P = (J(Q), E) and y,, y?,..., yr+, denote a labeling of the 
elements of Q that is consistent with the partial order in Q. Note that if 
J, -+ J, are two consecutive lower-order ideals of Q then J2 -J, is a 
singleton. Thus every maximal chain 4 +J,-+J,+ ... -J,-Q(=J,+,) in P 
can be identzjied with a suitable permutation y,, y,, yUr+, of the elements 
of Q. (y,, is simply given by Ji - Jim ,). 
Let now c E SF(P) be the chain. 
(J,,=)#cJ, c... cJk~Q(=Jk+,h 
set Ai=Ji-Ji_, and let 
E(C)= TA, TA, .I’ TAG+,. (4.7) 
where TAG denotes the word consisting of the elements of A, written in order 
of increasing labels. 
Now if m E A(P) corresponds to the permutation 
we let D(m) be the descent set of u = (G,, CJ? ,..., ur+ ,), that is, 
D(m) = {i: oi > ui+ , } (4.8) 
and set 
R (ml = mD(m). (4.9) 
We claim that the maps E and R so defined satisfy the basic identity (4.4). 
Indeed, when we extend c by (4.7) the labels on the permutation 
corresponding to E(c) increase as we go from one node of c to the next. Thus 
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E(c) = m implies D(m) G r(c) and consequently E(c) = m * R(m) c c E m. 
Conversely if R(m) c cc m then in the permutation y,,y,, . . . y,,,, 
corresponding to m, the labels must again increase between successive nodes 
of c so we must have E(c) = m. Thus (4.4) holds as asserted. 
However, a considerably stronger result holds in this case, namely: 
PROPOSITION 4.1. Let m, m,,..., mN be the maximal chains of 
P = (J(Q), G) ordered lexicographically as words in the letters y, , y2,..., y,. 
Then the inequality 
implies i < j. 
R (mi) E mj (4.10) 
Proof. Let R(mi) be the chain 
#cJ,cJ,c...cJ~cQ 
and suppose that m, and mj agree within each of the intervals 
[(, J1],..., [JSFI, J,] but disagree in the interval [JS, J,+,]. Note now that by 
our definition of R(m) the portion of m, that is in this interval can be 
obtained by adding to J, one by one the elements of JS+, -J, in order of 
increasing labels. As for m, we can only say that these same elements must 
be added to J, in a diDrent order. However, whichever this order may be, it 
will make the word corresponding to mj lexicographically later than that 
corresponding to mi, thus i < j. Of course another alternative is that mi and 
mj agree in all these intervals but then m1 = mj. This proves the result. 
We can recast Proposition 4.1 into a more general context. To this end we 
say that an ordered set {b i,..., bN} of Q-separators comes from a shelling of 
F(P) and that P is a shellable poset if and only if the pairing bi et mi, which 
yields the decomposition (4.1) has the further property that 
bicmj*i< j. (4.11) 
In this case the total order m,, m2,..., m, of the maximal chains of P is 
said to be a shelling of Q(P). It is not difficult to see that if m,, m2,..., mN is 
a shelling of W(P) then the pairing b, tt m, can be recovered from the fact 
that bi is the smallest subchain of mi which is not a subchain of 
m,,m,,..., mi-,. 
Perhaps we should mention that this is not quite the way shellability was 
originally defined for posets (see, for instance, [9]). However, it is not 
difficult to show [lo] that our definition here is equivalent to the standard 
definition. 
Proposition 4.1 can now be viewed simply as the statement that 
distributive lattices are shellable. Indeed, what we have shown is that if 
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P = (J(Q), c), then for every (compatible) total order of Q the lexicographic 
order of maximal chains is a shelling of q(P). 
To state the basic result of this section we need a further definition. We 
say that a basic system (8, ,..., 0,; .y, ,..., Y,,,} for a ring R = K[x, ,..., x,1/J is 
integral if 8, ,..., 8,; y, ,..., yN are homogeneous polynomials in x, ,x2 ,..., x, 
with integer coefficients and for any monomial ~7’ .” x”,” the expansion 
holds with ai.p taking only integer values. 
This given we have the following remarkable result. 
THEOREM 4.2. A shellable poset is Cohen-Macaulay. Indeed, if 
lb , ,..., bS} is a set of GY-separators which comes from a shelling of g(P) then 
(0 , ,..., 0,; x(b,) ,..., x(b,)} is an integral basic system for R[P]. 
ProoJ We shall obtain these results by showing that when the ordered 
collection 9 = {b, ,..., bN] comes from a shelling of S?(P) then all the 
corresponding matrices in (3.2) have determinants equal to +l. 
To show this it is better to abandon the lexigraphic order of chains and 
rather work with the total order induced by the ordered set b, , b z ,..., b,. First 
of all the maximal chains are totally ordered by the pairing bi tt mi. This 
given, we total order S??=,(P) by letting c, cT c, if and only if c, E [bi, mi] 
and c, E [bj, mj] with i < j. Thus we see that (4.11) is simply the statement 
that the matrix 
lldbi E mj>ll i, j = l,..., N 
is upper triangular. Consequently det ~$,,(9) = f 1. Thus already 
Theorem 4.1 applies and the CM-ness of P necessarily follows. 
Note now that if for some bi E SE s, c E SFzs we have 
bi C_ c E [bj, mj] 
then (4.11) implies that i < j. This means that if we reorder the rows and the 
columns of ds(9) in a manner consistent with the total order <*, all these 
matrices become upper triangular. We can thus conclude that for all 
S det ,Ps(9) = f 1 and thereby obtain that (8, ,..., 8,; x(b,) ,..., x(b,V)} is an 
integral basic system as asserted. 
5. THE COHEN-MACAULAYNESS OF UPPER SEMIMODULAR LATTICES 
In this section we shall show that very much the same procedure we 
followed in the case of distributive lattices can be used to show the 
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shellability of upper semimodular lattices. We recall that a lattice P is said to 
be upper semimodular (US for short) if and only if for each pair x, y E P 
such that x A y + x we necessarily have y + x V y. We also recall that a join 
irreducibie (JI for short) in a poset P is an element which has a unique 
predecessor in P. It is well known and easy to show that in a lattice every 
element x is the join of all the JI’s in x^ (here and in the following A! denotes 
the collection of all elements less than or equal to x). 
This given for the rest of this section we assume that P = (f2, <,) is a US 
lattice and that e e i, 2,..., eM is a labeling of the JI’s of P that is compatible 
with &. We shall also agree to write e <r f for two JI’s of P if and only if 
e=eiandf=ejwithi<j. 
Note now that if x, y E P and all the JI’s in 9 are also in 2 then y &,x. 
Thus if x <P y there is at least one JI in 9 - 2, the one with least label we 
denote by e[x, y]. Keeping this notation in mind we can establish the 
following two basic facts. 
LEMMA 5.1. For any x cp y 
x-+xVe[x,y]. 
Proof. For convenience let f = e[x, y]. Note that every one of the JI’s 
strictly less than f must be less than x as well. For otherwise one of them 
would also be in y^ - .i? and being less than f would have label less than that 
off, contradicting the definition off. We can thus conclude that the unique 
predecessor off must be less than x too and therefore it can be none other 
than x A $ In other words we have x A f +$ Upper semimodularity then 
gives x+x V f as asserted. 
LEMMA 5.2. Let (x=) y,,+ y, + . . . + y,(=y) be an unrefinable chain 
joining two elements x <p y and suppose that 
eh YJ +4y,9y21 CT ... <r4yk-,9 YA (5.1) 
then for i = 1,2,..., k we have 
e/Y,-19 Yil =dYi--3 Ykl. (5.2) 
Proof. &early we only need to show (5.2) for i = 1. Let then 
f = e[ yO, yk]. The inequalities 
f <T4h9 Y,l <TeIYi-,, Yil (i> 1) 
imply that f cannot be in y^i - gi- I for any i > 1. Since 
we must have f E E, - G,, and this forces f = e[ y,, y,] as asserted. 
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These two lemmas enable us to construct the desired ER maps. Firstly, 
given an unrefinable chain (we shall here and after say u-chain for short) 
the expression 
w(m)=e[y,,,v,l ~~.elYk-17Ykl 
will be referred to as the word of m and will be interpreted as a word in the 
alphabet e, , e, ,..., e,,, . 
Clearly given w(m) and y, we can reconstruct m itself since by Lemma 5.1 
we have yi = yi-i V e[ yi-i, y;]. We can thus use these words to total order 
all the u-chains joining a pair of points x <P y. If m’ and m” are two such 
chains we shall write m’ <[a m” if and only if w(m’) precedes w(m”) lex- 
icographically. 
Next, given x cP y we let m(x, y) be the u-chain y, -+ y, + .” + y, 
defined by setting y, =x and 
Yi=Yi61 Ve[Yi,Yl for i = 2,..., k. 
Here k = r(y) - T(X). Lemma 5.1 assures us that we indeed have 
y, + yi + .. --+ y, and Lemma 5.2 assures us that m(x, y) is the unique u- 
chain joining x to y whose corresponding word e[ y,,, y, ] .’ e[ ykmI, yk] is 
increasing. We shall refer to m(x, y) as the increasing u-chain joining x to .v. 
Finally, given a chain 
c = 16 < z, < .” < Zk < i} 
we let E(c) be the maximal chain obtained by extending c between each pair 
of nodes by the unique increasing u-chain which joins them. Symbolically 
E(c) = {m(O, z,), m(z,, z~),..., m(z,+, I)}. 
Conversely given a maximal chain 
m = (( y,=)O + y1 4 y, j . . -+ J’,+ i(=JF,+,)} 
we let 
D(m)= (i:e]y-,,.vi] >Te[J’i,Y;+,]} 
and set as before 
R(m) = m,,,,,). 
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It is ei at E and R are related by 4.4. Moreover the total order 
m, cLrnz CL... cLrnN 
of the maximal chains of P induced by the lexicographic order of the 
corresponding words is a shelling of P. To see this suppose that R(mi) E mj 
and let x and y be the first pair of nodes of R(mi) between which mi and mj 
are different. Note that the definition of D(m) gives that mi n [x, y] = 
m(x, y) and the definition of m(x, y) forces the inequality 
mj n [x, yl CL mj n [x, Yl. 
This implies that mi <L mj or equivalently that i < j as desired. 
Combining this construction with Theorem 4.2 we derive that 
THEOREM 5.1. A US lattice P is CM. Indeed, to each <,-compatible 
total order of the JPs there corresponds an integral basic system for 9[P]. 
Remark 5.1. The construction of ER maps for US lattices that we have 
just given can be viewed in the following interesting manner. Given a total 
order e I ,..., eM of the JI’s of P that is &,-compatible we label each edge x + y 
of the Hasse diagram of P by the integer “I”’ if e[x, y] = e,. Under tis 
labeling to each u-chain corresponds a word in the letters 1,2,..., M and the 
u-chains are lexicographically ordered by means of these words. Finally we 
call a u-chain increasing if the corresponding word is increasing. 
Keeping this terminology in mind, the labeling has the following basic 
property: 
For each pair x <P y there is a unique increasing u-chain joining them, 
furthermore this chain is lexicographically smallest amongst all u-chains 
joining x to y. 
A poset which admits a labeling which has this basic property is called 
lexicographically shellable. This notion, which is due to Bjorner [9], turns 
out to be quite useful because of the ubiquity of such posets. Distributive and 
upper semimodular lattices are examples in point but by no means 
exhaustive. It is clear that the arguments given above can be made into a 
proof that lexicographically shellable posets are shellable and therefore 
Cohen-Macaulay. 
Remark 5.2. Baclawski [3] has conjectured that CM posets are linkable 
in the sense of Gessel [ 161. An easier question might be whether or not CM 
posets are ER. We can give some support here to an affirmative answer by 
showing that CM posets have a property that is very close to ER. We shall 
say that a poset P is Virtual ER (VER for short) if we can find a collection 
9 c g(P) and a subjection n: ‘G?‘(P) + 9 such that 
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(a) n(c) g c Vc E F(P), 
(b) the map (o: q’(P) + 9 x 2”’ defined by setting (D(C) = (n(c), r(c)) 
is a bijection of F(P) onto the collection of pairs (5.3) 
((b, S): b E 9, r(b) G S G [rl). 
We might express all this by saying that cp is afibration of P(P) of base 3’. 
Clearly our condition (5.3b) implies that each of the fibers is isomorphic to 
an interval of subsets of [r]. We can see that in order for a VER poset to be 
ER we need only add the condition that each fiber be an interval of chains. 
It is also easy to see that a collection 9 E g’(P) is the base of a fibration of 
g(P) if and only if all the matrices &s(9) (given in (3.2)) are square and 
have permanent different from zero. Since by Theorem 3.1 CM-ness implies 
that we can find such a 58 for which all the matrices 58,(S) have deter- 
minants different from zero we see in particular that CM posets are 
necessarily VER. 
It might be worthwhile to summarise our observations with a diagram 
which indicates the relations between these various classes of posets: 
Dist. Shellable --) -+ CM 
\ / \ 
US + Lex Shellable \ VER 
/ \ /” 
Geom. Linkable --) ER 
Here “Geom” stands for Geometric Lattices. 
Remark 5.3. Our proof that shellable posets are CM is based on the 
following consequence of Theorem 4.1, namely: If a poset admits a set 9 of 
‘F-separators such that the matrix J/(.-S?) (given in (4.6)) has permanent one 
then P is CM. Let us refer to this for a moment as the permanent one 
condition. This given we should be tempted to ask if a poset can satisfy this 
condition without being shellable. This is not the case. Indeed Wachs [30] 
has recently shown that the permanent one condition is equivalent to 
shellability. However Wachs’ arguments are somewhat elaborate and we 
shall have to refer the reader to [30] for further details on this matter. The 
reader should have no difficulty showing that a poset which satisfies the 
permanent one condition is necessarily ER. 
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6. NATURAL SETS OF SEPARATORS FOR PARTITION RINGS 
In this section Q = (LJ, <,) will be a fixed partially ordered set and P will 
denote the idea1 transform of Q. That is, 
P = (J(Q), 9 
We shall fix once and for all a total order x, , x2,..., x,, i of the elements of X2 
that is compatible with &c. This given we denote by Y(Q) the collection of 
all nonnegative, integer valued functions nonincreasing on Q. In symbols, 
y(Q) = {f: Q -, G+ 3 x Go Y +- f(x) > ft~)l. 
An element of Y(Q) is referred to as a Q-partition. We say that $ is a 
Q-partition of II if CxGn f(x) = n. 
Interpreting x, , x2 ,..., x,+ i as commuting variables, for eachf E Y(Q) we 
set 
r+ I 
xf = n Jp’) 
i=l 
and refer to it as the monomial corresponding to f: The subring of the 
polynomial ring O[x, ,..., x,+ i ] generated by these monomials is called the 
partition ring of Q and will be dnoted by S(Q). In symbols 
S(Q) = Q[xf: f E fl<Q>l. (6.1) 
It can be inferred from the work of Hochster [ 191 that this ring is 
Cohen-Macaulay. The very definition of S(Q) suggests that this result 
should have a combinatorial proof. In this section we give such a proof by 
showing that the integral basic sets for the Stanley-Reisner ring R[P] 
(obtained in Section 4) can be transferred to S(Q). To give a precise 
statement of this result we need to review some basic facts obtained in 
Section 4 with our present goal in mind and introduce auxiliary notation. 
First of all, to distinguish between elements of S(Q) and R[Q] we shall 
use the letter y for the variables in R[Q]. We thus introduce a variable yJ for 
each nonempty lower-order ideal J E J(Q). It is also convenient to set y, = 1. 
Our definition in Section 2 for the special case P = (J(Q), c) gives that 
R[P] =Q[y,:JEJtQ>l/h (6.2) 
where I is the ideal generated by the monomials yJ, yJ2 corresponding to the 
pairs J,, J, of noncomparable ideals of Q. As previously indicated we 
interpret the elements of R[P] as polynomials in the yJ’s and carry out all 
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our operations mod I. This means that at the end of our calculations we shall 
have to set 
YJl YJZ = 0 if J, sZJ, and J,&J,. (6.3) 
In this section we need to make our notation a bit more flexible and 
sometime write multichains in G?(P) backwards. That is we may write 
c^=(f21J,zJ,z.., zJk1q5) Ji E J(Q). (6.4) 
Of course we set as before 
Y(c^> = YJl Y,, YJk’ (6.5) 
As a vector space R[P] is then the linear span of the monomials (6.5) with c^ 
given by (6.4). 
Let us now denote by 9(Q) the collection of all permutations 
u = (o,, az ,..., u,+ ,) of (1, 2 ,..., r + 1) such that x,, , x0: ,..., x,~+, is a total 
order of 0 that is compatible with Go. We have seen in Section 4 that there 
is a one-to-one correspondence between maximal chains of P and 
permutations r~ E Y(Q). Furthermore, the collection 9 of chains of the form 
6, = {X0,, xc2 ,.-*, xoi: oi > u;+ , I 0 E y(Q) 
is a set of g-separators for P which comes from a shelling. Using this fact 
we derive the following corollary of Theorem 4.1. 
PROPOSITION 6.1. The polynomials 
&(Y> = x y.,x(I JI = 4 (6.6) 
JEJ(Q) 
b,(Y) = rI Yl,,,....,il 0 E y’(Q) (6.7) 
oi>mt+, 
form an integral basic set for R [(J(Q), c) 1. 
Our goal is to show an analogous result for the ring S(Q). To do this we 
need to examine a bit closer the monomials xr f E S(Q). First of all, note 
that if J is a lower-order ideal of Q its indicator function 
f(x) = x(x E J) 
is a Q-partition and indeed each Q-partition can be written as a positive 
linear combination of such indicator functions. Thus if we set for each 
J E J(Q) 
x(J) = n x 
XEJ 
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each monomial xf f E X(Q) has a factorization (in fact many) of the form 
xf = x(J,) x(J*) ‘. x(J/o J, E y(Q)- (6.8) 
This given we shall call such a factorization admissible (shortly an a- 
factorization) if and only if 
The vector 
will be called the shape of the factorization. Note that iff is a Q-partition of 
n then 1 is a numerical partition of n, a fact we shall express by writing 
1 t n. 
It is good to visualize a factorization by a diagram of shaded squares 
constructed as follows. On quadrille paper we draw a basic rectangle 
embracing r columns and n (=C,f( x )) rows and we shade the (i, J-square 
if and only if i E Jj. Figure 1 shows the diagram of the factorization 
xxx3x‘ixt: = (x~x~x~)(x,x*x~)(x*x~x~)(x1x*x~)~ (6.9) 
For this example we may assume that Q consists of the poset with 5 
elements and no relations. In this case (J(Q), 5) is simply the Boolean 
algebra of all subsets of the live-element set and S(Q) reduces to the free 
polynomial ring CR[x, , xZ ,..., x5]. It is good to note that each monomial x’ 
f ESr(Q) has only one a-factorization (6.8) which has the additional 
property that 
J,?J,z... zJk. (6.10) 
We shall call this the standardfactorizatloion of xr. This factorization can be 
constructed as follows. Let f E X(Q) be given and let k = max f: We then 
set 
Ji = {x: f(x) > i) i = 1, 2 ,..., k. 
FIGURE 1 
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We then have (6.10) in any case and the fact that each Ji is a lower-order 
idea1 of Q is a simple consequence of the monotonicity off. In Fig. 2 we give 
the diagram of the standard factorization of the monomial in (6.9). As we 
see, it is simply the “graph” of the corresponding functionf(x). 
For our later developments it is essential that we order the various 
factorizations of a given monomial. There are several partial as well as total 
orders that are adequate for our purposes. In the present context it is most 
convenient to use the dominance partial order on shapes. We recall that for 
two distinct partitions of n i, = (1, ,..., A,), ,u = 01, ,..., ,u~) we say that A 
dominates ,D and write L >Dp if and only if we have 
A, + .” + li>/,UU, + ‘.’ +,Lli (for i = 1, 2 ,..., n), (6.11) 
wherewesetJ,i=,uj=Ofori>handj>k. 
We now have the following basic fact: 
LEMMA 6.1. The standard factorization of a given monomial x* 
dominates all other a-factorizations. 
Proof. Let 
xf = x(&r,) X(Jk) 
be a given nonstandard a-factorization of xf. Imagine that we draw the 
diagram of (6.12) and then in each column we slide the shaded squares 
downwards until they are tightly packed. Note that in the resulting figure the 
height of the ith column of squares will be preciselyf(xi). Thus this figure is 
none other than the diagram of the standard factorization. Because of the 
downward motion of the shaded squares the shape of (6.12) will necessarily 
be dominated by the shape of the standard factorization. 
Note now that given any multichain 
c”=(a3J12J22”’ lJk~#} (6.13) 
there is a unique element f, E ;T(Q) whose standard factorization is 
fi = x(J,) ” x(JJ. (6.14) 
FIGURE 2 
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For convenience let us denote this element by (PC Since J, is not all of 0, C$ 
is not an arbitrary element of s’(Q) but one which takes the value zero 
somewhere. For convenience let us denote by FO(Q) the subset of Y(Q) 
consisting of these elements. We can see that the map E+ C$ is a bijection of 
9?(P) onto s’,(Q). This simple observation enables us to obtain an 
interesting relationship between the Hilbert series of the two rings R[P] and 
S(Q)- 
To this end note that since R&Y(Q)) is spanned by the monomials xf 
with f a Q-partition of n we necessarily have 
(6.15) 
On the other hand since each A! f E X(Q) can be uniquely written in the 
form 
xf = [x(.n)]“x’” 
with Jo E X0(Q) and p an arbitrary nonnegative integer we deduce that 
c x’= l&) c xf”. 
fsstQ, foe-z%(Q) 
Note now that if f, = @ with c” given by (6.13) then 
xf” JXIE, _. =Xr+L=t= tlJ”+ ” +IJk’ 
= $J,, . . tlJkl lli=$ 
= P If,&, 
(6.16) 
(6.17) 
where in the last expression we use the notation and conventions of 
Section 2. Using (6.16) and (6.17) in (6.15) we obtain 
G(Q)@) = j-& c f(‘) Iti&. e^&‘(p) 
In other words, 
Fy(Q,(f) = j+ QR[& f2,..., 0 
Thus formula (2.8) gives 
CSPW I-L t’ 
Fs(Q)(t) = (1 - ~(1 - t*> . . , (1 - tr+') - 
(6.18) 
60-l/38/3-3 
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But for an ER pose& as we observed in Section 4 (formula (4.5)), we have 
P(S)= s. x(D(m)=S). (6.19) 
me X(P) 
Using definition (4.8) induced by our total order x,,..., x,, , of Q we can 
rewrite (6.19) in the form 
where D(o) denotes the ordinary descent set of the permutation (I. 
Substituting (6.20) into (6.18) we get 
20s y(Q) nieD(o) ” 
Ff(Q)(t)= (1 -Q(l 42) (1 -ff’) . (6.21) 
The reader might recognize the numerator of the fraction in (6.21) as the 
polynomial which enumerates the major index of the permutation u as u 
varies in P’(Q). We could then obtain a direct proof of (6.21) by the now 
standard methods of partition enumeration (see, for instance, [ 141). 
We now have all the ingredients we need to state and prove the main 
result of this section. 
THEOREM 6.1. Given a poset Q = (G, Go) and a total order 
x, 3 x2 ,.*a, w,+ ' of R compatible with <o, the polynomials 
a,(x) = -i- 
JE?Q, 
44 x(lJI = i> i = 1, 2 ,..., r + 1, (6.22) 
P,(x) = +I (x0, x,J 0 E y(Q) (6.23) 
Oi>Oi+l 
form an integral basic system for S(Q). 
ProoJ Note first that since d(ai) = i and 
ieD 
we can rewrite (6.21) in the form 
byQ,(G = c o.?(Q) 
td’4d 
n;;; (1 - td(=i)) ’ (6.24) 
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We now show next that for each f E Y(Q) we have a expansion of the form 
with each P, a polynomial in a, ,..., a,, L with integer coefficients. Clearly, 
this will complete the proof of the theorem since, in view of (6.24), the 
uniqueness of the representation in (6.25) will then follow from 
Propostion 1.1. 
For convenience we introduce a homomorphism @ from the ring 
(6.26) 
to the ring S(Q) by setting 
@YJ = x8 (6.27) 
and then extending the definition linearly and multiplicatively to the rest of 
R r. By interpreting each element of R [P] as a polynomial in R 1 we can also 
view @ as a linear map of R[P] into S(Q). With this in mind comparing 
(6.22) and (6.23) with (6.6) and (6.7), respectively, we see that we have 
ai = @edY)3 P,(x) = @b,(x). 
The idea is to use the map @ to transfer expansions of monomials in R [P] 
into expansions of monomials in S(Q). Since @ does not preserve 
multiplication in R [P] this transfer operation will in general introduce errors. 
The crucial fact is that these errors are always sums of monomials of a 
higher hierarchical order than the ones we start with. This naturally leads to 
a recursive algorithm for redressing all the transferred expansions. 
The first step in the algorithm is to use the reduction 
Next, using the standard factorization we write 
xh = x(J,) . . . x(J/o = @y(c^), 
where 
As pointed out in the proof of Theorem 2.1 we have then (in R [PI) 
(6.28) 
where c is the support of E (il ,..., ik) = r(c) and q, ,..., qk are suitable integers. 
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Proposition 6.1 combined with Theorem 2.2 then gives that we have an 
expansion of the form 
y(e) = fl,’ q c a, b,(y) x(W) c S> W - NJ>>, (6.29) 
where for convenience we have set S = T(C). Here the a,,‘~ will necessarily be 
integers. Our next step is to apply @ to both sides of (6.29), multiply by 
a:+,(x) and examine the difference, namely the expression 
Xf - a:,‘(x) a::(x) a:+ ,(x) y a,B,(x>X(WQ> C S> n ai( 
OEFQ) ieS-D(o) t6.30j 
Note that if we carry out all the implied multiplications in (6.30) all the 
terms obtained will (after rearrangement) be a-factorizations whose shape is 
equal to that of the standard factorization of xf. A certain number of these a- 
factorizations’will actually be standard, indeed each of them corresponds to 
a nonzero term in (6.29). All of them together with X! cancel each other 
because of (6.29). The remaining terms correspond to products that are zero 
in (6.29). However, for this very reason, they are all nonstandard 
factorizations. By Lemma 6.1 the monomials resulting from these terms will 
have standard factorizations which dominate the standard factorization of xl. 
Let Y,, denote the poset of all numerical partitions of n ordered by 
dominance. For a moment let us say that an element A E Yn is tame if all the 
monomials Xr whose standard factorization has shape A have the desired 
expansion (6.25). As a result of our considerations involving the expression 
in (6.30) we can draw the following conclusions 
(a) The maximal element of Yn is necessarily tame. 
(b) If an element 1 E 9, has the property that A, >D I implies A, is 
tame then 1 itself is tame. 
Putting these two facts together we easily conclude that every element of Tn 
must be tame and the theorem is proved. 
It might be worthwhile to see how the above proof can be translated into 
an algorithm for calculating the expansion (6.25) for any given monomial. 
This is best illustrated by working on a specific example. To this end we 
chose Q to be the three-element set with no relations. Then P = (213], L) is 
the Boolean algebra of subsets of the three-element set and S(Q) = 
a[~,, x2, x3]. In this case the basic system for R[P] is 
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4 = YI + Yz + Y37 
@, = Yl2 + Yl3 + Yz3. 
be= 1, b (12) = Y29 b (321) = Y3 9 
b (23) = Y13 9 b (123) = Y23 9 b (13) = Y3Y237 
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where e denotes the identity permutation and all other permutations are in 
cycle form. The matrix &‘(.9) is then 
Y12 Y13 Yl2 Y23 Y13 y23 
e,e2 ‘;I J;’ ‘;2 ‘;2 J;’ ;3 
y13e, 0 1 0 0 1 0 
y, e2 0 0 1 1 0 0 
y238, 0 0 0 1 0 1 
y3 8, 0 0 0 0 1 1 
Y3 Y23 000001 
Here the columns are indexed by the maximal chain monomials and the rows 
by the polynomials L(b,) according to the conventions made in Section 4. 
This gives the following expansions 
Y,Y12=4~2-Y13~1 -Y202 - Y3Y239 
Yl Yl3 = + Y134 -Y3e2+Y3Y23, 
Y2Yl2 = Y2e2 - Y23 h + Y3Y23~ 
Y2 Y23 = + Y23 6 - Y3Y239 
Y3 Y13 = + Y382 - Y3Y23, 
Y3 Y23 = + Y,Y23* 
(6.3 1) 
To obtain expansions for monomials x~‘x~*x~ of degree 3 for instance, we 
note that Y3 is simply the chain 
(1, 1, 1) + (2, 1) + (3). 
Accordingly the images of the expansions in (6.31) by the map @ should 
only need a correction term involving x1x2x3 = a3(x) at most. And in fact 
we obtain 
2 x,x2=a,a2 -xXIx3a1-x2a2-x2x:-a3, 
x:x3 =xIx3a, -x3a2+x2x~, 
x1x: = x2a2 -x2x3al +x2x3, 
x:x3 = x2x3aI -x2x: -a3, 
x1x: = x3a2 - x2x: -a3, 
x2x:=x2x:. 
(6.32) 
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Now to obtain the expansion for the term xi whose standard factorization 
has lowest possible shape, we need two corrections. Indeed, we work first 
with the expression 
And as we expected we see that the errors are all monomials whose 
expansions can be read from the table in (6.32) except for a term which 
involves ax(x). 
Remark 6.1. It can be shown that the kernel of the homomorphism @: 
R, + S(Q) defined in 6.27 is the ideal I, G R, generated by the polynomials 
YJ, YJZ - YJPJIYJCVZ J, 9 Jz E J(Q)- 
Thus S(Q) may also be defined as the ring 
Q[ Y,: J E J(Q>lP, . (6.34) 
This representation of S(Q), which is very similar to that given to R[P] in 
6.2, may make it more transparent why we can transfer identities from R [P] 
to S(Q). 
Taking (6.34) as the definition of S(Q) we have two basic facts. 
(a) Firstly, we note that the two rings consist of the same polynomials. 
Indeed, by repeated applications of the identity 
YJ, YJ~: = YJPJ~ YJKV~ J, > J, E J(Q) (6.35) 
every monomial in S(Q) can be reduced to the form y,, y,* ... yJI with 
J,?JZ?... ?Jk. 
(b) Secondly, and this is the essential feature that makes our algorithm 
work, the monomial on the right-hand side of (6.35) has a shape which 
dominates that of y,, y,, . 
Actually the exact form of the right-hand side of (6.35) is immaterial. The 
important fact is that a monomial w that is equal to zero in the first (or 
dominant) ring is in the second ring equal to an expression Z(w) that 
belongs to a higher hierarchy than w with respect to some partial order of 
monomials. Not all partial orders will do here. But dominance on shapes is 
not the only one. For instance the lexicographic order on shapes works 
equally well (see [6]). Whenever two rings are in such a relationship the 
method can be used to transfer identities from the dominant ring to the other. 
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Several examples of rings that are dominated by a Stanley-Reisner ring can 
be found in the literature and our method can be used to derive results about 
them. For instance, in [6] jointly with Baclawski we use this idea to obtain a 
new proof of the Reisner theorem [22] giving the equivalence of the 
topdogicd and ring theoreticat definitions for Cohen-Macaulay complexes. 
In [7] we obtain a new proof of a theorem of Hochster [ 191 giving the 
Cohen-Macaulayness of certain Diophantine rings. 
We should also mention that Baclawski [4] and DeConcini et al. [ 111 
have recently studied some general classes of rings that are dominated by 
Stanley-Reisner rings. The methods used in [ 1 l] are however quite different 
and more sophisticated than ours. Nevertheless, it appears [4] that the 
results in [ 1 l] can equally well be obtained by our method. In particular, 
one may also derive the Cohen-Macaulayness of the fundamental ring of 
bitableaux introduced by Rota et al. in [23, 241. 
ACKNOWLEDGMENTS 
Several people have directly contributed to our work here and we wish to make explicit 
mention of them. First of all R. Stanley who initially posed the problem of finding natural 
basic sets and gave us detailed information concerning his previous work. Secondly I. Gessel 
for making the right conjecture. K. Baclawski for pointing out the scope of our methods. A. 
Bjorner and J. Remmel for very helpful comments concerning shellable posets and partition 
rings respectively. Finally M. Wachs who, completely independently of the present 
developments, a few years ago in a different context [IS] provided us with the core of our 
proof of Bjomer’s result [ 9 j that upper semimodular lattices are shellable. 
REFERENCES 
1. M. F. ATIYAH AND I. J. MACDONALD, “Introduction to Commutative Algebra,” 
Addison-Wesley, Reading, Mass., 1969. 
2. K. BACLAWSKI, “Homology and Combinatorics of Ordered Sets,” Thesis, Harvard 
University, 1976. 
3. K. BACLAWSKI, Cohen-Macaulay ordered sets, J. Algebra 63 (1980), 226-258. 
4. K. BACLAWSKI, Rings with a lexicographic straightening law, in preparation. 
5. K. BACLAWSKI AND A. GARSIA, Hilbert’s theory of algebraic systems, Classroom notes, 
La Jolla, 1979. 
6. K. BACLAWSKI AND A. GARSIA, Combinatorial decompositions of a class of rings, to 
appear. 
7. K. BACLAWSKI AND A. GARSIA, Combinatorial decompositions of Diophantine rings, in 
preparation. 
8. G. BIRKHOFF, “Lattice Theory,” AMS Colloquium Publications, Vol. XXV, Amer. Math. 
Sot., Providence, RI., 1967. 
9. A. BJORNER, Shellable and Cohen-Macaulay partially ordered sets, preprint, University 
of Stockholm, to appear. 
10. A. BJORNER AND A. GARs~A. On posets with alternating Moebius functions, to appear. 
266 ADRIAN0 M. GARSIA 
Il. C. DECONCINI, D. EISENBUD, AND C. PROCESI, Algebras with straightening laws, in 
preparation. 
12. J. FOLKMAN, The homology groups of a lattice, J. Math. Mech. 15 (1966), 631-636. 
13. A. GARSIA, Methodes combinatoires dans la theorie des anneaux de Cohen-Macaulay, C. 
R. Acad. Sci. Paris Sk A 288 (1979), 371-374. 
14. A. GARSIA AND I. GESSEL, Permutation statistics and partitions, Advances in Math. 31, 
No. 3 (1979), 258-305. 
15. A. GARSIA AND M. WACH~, Alternating Moebius functions and transplantation, to 
appear. 
16. I. GESSEL, “Generating Functions and Enumeration of Sequences,” Thesis, MIT, 1977. 
17. D. HILBERT, Zur Theorie der Algebraischen Gebilde, I, II, and III, Gottingen Nach. 
(1888-1889). 
18. D. HILBERT, Uber der theorie der Algebraischen Formen, Math. Ann. 36 (1890), 
473-534. 
19. M. HOCHSTER, Rings of invariants of tori Cohen-Macaulay rings generated by 
monomials and polytopes, Ann. of Math. 96 (1972), 3 19-327. 
20. M. HOCHSTER, Cohen-Macaulay rings, combinatorics and simplicial complexes, Proc. 
2nd Oklahoma Ring Theory Conference, pp. 171-223, Dekker, New York, 1977. 
21. I. KAPLANSKY. “Commutative Rings,” Univ. of Chicago Press, Chicago, 1974. 
22. G. REISNER, Cohen-Macaulay quotients of polynomial rings, Advances in Marh. 21 
(1976), 3049. 
23. G.-C. ROTA (WITH J. D~SARM~NIEN AND J. P. S. KUNG), Invariant theory, Young 
bitableaux and combinatorics, Advances in Math. 27 ($978), 63-92. 
24. G.-C. ROTA (WITH P. DOUBILET AND J. STEIN), On the foundations of Combinatorial 
theory. IX. Combinatorial methods in invariant theory. Stud. Appl. Math. 53 (1974). 
185-216. 
25. J. P. SERRE, “Algibre local~Multiplicites,” Lecture Notes in Mathematics No. 11, 
Springer-Verlag, Berlin/New York, 1965. 
26. R. STANLEY, “Ordered Structures and Partitions,” AMS Memoirs 119, Amer. Math. SOL, 
Providence, RI., 1972. 
27. R. STANLEY, Cohen-Macaulay complexes, in “Higher Combinatorics” (M. Aigner, Ed.), 
pp. 5262, Reidel, Dordrecht, 1977. 
28. R. STANLEY, The upper bound conjecture and Cohen-Macaulay rings, Stud. Appl. Math. 
54 (1975), 135-142. 
29. R. STANLEY, Invariants of finite groups . . . . Bull. Amer. Math. Sot. I, No. 3 (1979). 
475-5 11. 
30. M. WACHS, Incidence matrices of permanent one and shellable posets. in preparation. 
31. 0. ZARISKI AND P. SAMUEL, “Commutative Algebra,” Vols. I, II, Van Nostrand, Prin- 
ceton, N.J., 1958, 1960. 
