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Abstract
We give a complete classification of analytic equivalence of germs of
parametric families of systems of complex linear differential equations un-
folding a generic resonant singularity of Poincare´ rank 1 in dimension
n=2 whose leading matrix is a Jordan bloc. The moduli space of analytic
equivalence classes is described in terms of a tuple of formal invariants and
a single analytic invariant obtained from the trace of monodromy, and an-
alytic normal forms are given. We also explain the underlying phenomena
of confluence of two simple singularities and of a turning point, the asso-
ciated Stokes geometry, and the change of order of Borel summability of
formal solutions in dependence on complex parameter.
Keywords: Linear differential equations, confluence of singularities, Stokes
phenomenon, monodromy, analytic classification, moduli space, biconflu-
ent hypergeometric equation.
1 Introduction
A system of meromorphic linear differential equations with a singularity at the
origin can be written locally as ∆0(x) y = 0, y(x) ∈ Cn, with
∆0(x) = x
k+1 d
dx
−A0(x), x ∈ (C, 0), (1)
where A0(x) is a n×n-matrix with analytic entries in a neighborhood of 0,
A0(0) 6= 0, and k is a non-negative integer, called the Poincare´ rank. An
unfolding of (1) is a germ of a parametric family of systems ∆(x,m) y = 0,
y(x,m) ∈ Cn, with
∆(x,m) = h(x,m)
d
dx
−A(x,m), (x,m) ∈ (C× Cl, 0), (2)
where the scalar function h and the n×n-matrix function A depend analytically
on both the variable x and the parameter m. Two families of linear systems (2)
depending on the same parameter m are analytically equivalent if there exists
an invertible analytic linear gauge transformation bringing solutions of the first
system to solutions of the second.
The analytic classification of singularities of single systems (1) is well known:
it is given by a formal normal form and by a set of so called Stokes matrices.
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In fact, regular singularities are analytically equivalent if and only if they are
equivalent by means of a formal power series transformation, but for irregular
singularities such formal transformations are generally divergent. However they
are asymptotic to true analytic transformations on certain sectors, whose general
mismatch, known as the Stokes phenomenon, is expressed by Stokes matrices.
Investigating parametric unfoldings of singularities has two essential goals:
i) to provide analytic normal forms for germs of parametric systems, and ii) to
explain the Stokes phenomenon of irregular singularities through confluence of
simple (regular) ones. It has been conjectured independently by V.I. Arnold, A.
Bolibruch and J.-P. Ramis, that Stokes matrices of the limit problem can be ob-
tained as limits of transition matrices between certain canonical solution bases
at the regular singular points of a generically perturbed system; this was later
proved by A. Glutsyuk for non-resonant [Glu 99] and certain resonant singular-
ities [Glu 04]. But Glutsyuk’s approach covers only a sector in the parameter
space, on which the deformation is generic: all the singularities are supposed to
be simple and non-resonant. Covering the resonant parameter values is essen-
tial for analytic classification. This problem was recently resolved for germs of
parametric families of systems unfolding a non-resonant irregular singularity by
C. Rousseau, C. Lambert and J. Hurtubise, who obtained a complete analytic
classification of such systems [LR 12], [HLR 13].
This article provides the first results on analytic classification of parametric
families unfolding a resonant irregular singularity. We consider germs of para-
metric families of systems ∆(x,m) in a neighborhood of (x,m) = 0 unfolding a
system ∆0(x) = ∆(x, 0),
∆0(x) = x
2 d
dx
−A0(x), with A0(0) =
(
λ
(0)
0 1
0 λ
(0)
0
)
, (3)
which has a resonant singularity of Poincare´ rank 1 at the origin, under a generic
condition that the element a
(1)
21 on the position (2, 1) of the matrix
d
dxA0(0) =
Resx=0
A0(x)
x2 is non-zero:
a
(1)
21 = − ddx det(A0(x)− λ(0)0 I)
∣∣
x=0
6= 0. (4)
No restriction is imposed on the nature of the analytic deformation ∆(x,m) of
∆0(x) or on the complex parameter m ∈ (Cl, 0).
A particular example of such system comes from the biconfluent hypergeo-
metric equation related to the Bessel’s equation.
In Section 2.1 we give a complete analytic classification of all germs of para-
metric systems ∆(x,m) unfolding such a ∆0(x) (Theorem 6) in terms of a set
of formal invariants and a single analytic invariant obtained from the trace of
monodromy. We also provide an explicit analytic normal form, i.e. a universal
unfolding for any system ∆0 (3) satisfying (4) (Theorem 8).
Section 2.2 is devoted to a study of the Stokes phenomena in parametric
families. We explain the phenomena both of confluence of singularities, and of
confluence of the eigenvalues of the principal matrix of the system, resulting in
change of order of summability of formal solutions – a phenomenon that to our
knowledge has not been studied before. We will do so by constructing essen-
tially unique bounded “sectoral” transformations between formally equivalent
families on certain domains in the (x,m)-space (Theorem 6). The form of these
“sectoral” domains is closely related to the geometry of the horizontal foliation
associated to the principal part of the meromorphic quadratic differential
det
(
A(x,m)− 12 trA(x,m)
)
h(x,m)2
(dx)2.
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Let us remark that while the class of systems investigated here is relatively
special, the geometric intuition behind our treatment provides a first glimpse
of a general description of unfoldings of 2×2 linear meromorphic differential
systems, that should be developed in a future study.
2 Statement of results
Definition 1. Throughout the text ∆(x,m) will denote a germ of a parametric
family of systems (2) unfolding (3) satisfying (4). For brevity, we call it a
parametric system. We denote
∆m := ∆(·,m)
the restriction of ∆ to a fixed parameter m.
Definition 2 (Gauge transformation). Let y = T (x,m)u be a linear transfor-
mation of the dependent variable. Let us define a transformed system
T ∗∆ := h
d
dx
−
[
T−1AT − hT−1 dT
dx
]
, (5)
which satisfies (T ∗∆)u = 0 if and only if ∆y = 0.
Two parametric systems ∆(x,m) = h(x,m) ddx − A(x,m) and ∆′(x,m) =
h′(x,m) ddx − A′(x,m), depending on the same parameter m, are analytically
equivalent, if there exists an invertible linear transformation T (x,m), depending
analytically on (x,m), such that h′−1 ·∆′ = h−1 · T ∗∆.
Definition 3 (The invariants). (i) After multiplying by a non-vanishing germ
of scalar function, any parametric system ∆(x,m) unfolding (3) can be
written in a unique way with
h(x,m) = x2 + h(1)(m)x+ h(0)(m), h(1)(0) = h(0)(0) = 0. (6)
We shall suppose that h is in this form from now on. We then define
invariant polynomials λ(x,m), α(x,m) by
λ(x,m) = 12 trA(x,m)
(
mod h(x,m)
)
= λ(1)(m)x+ λ(0)(m),
α(x,m) = −det [A(x,m)−λ(x,m)I] (mod h(x,m))
= α(1)(m)x+ α(0)(m), α(0) = 0.
(7)
The generic condition (4) means that α(1)(0) 6= 0. We call the triple
h(x,m), λ(x,m), α(x,m) formal invariants of ∆.
(ii) We define an analytic invariant γ(m) by
γ(m) = e−2piiλ
(1)(m) · trM(m), (8)
where M(m) is a monodromy matrix of some fundamental solution Y (x,m)
of the system ∆(·,m) around the two zeros of h(x,m) in the positive direc-
tion:
Y (e2piix0,m) = Y (x0,m)M(m).
The value of γ(m) is independent of the choice of the fundamental solution
Y (x,m) or of the point x0, and can be calculated for each value of m
independently.
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Proposition 4 (Prenormal form). (i) The invariants h(x,m), λ(x,m), α(x,m)
and γ(m) are analytic in m, and are invariant under analytic equivalence of
systems.
(ii) Up to an analytic transformation, the system ∆(x,m) can be be written
as
∆(x,m) = h(x,m)
d
dx
−
(
λ(x,m) 1
α(x,m) + h(x,m)r(x,m) λ(x,m)
)
(9)
for some analytic germ r.
Proof. (i) Elementary. (ii) Since gauge transformations commute with scalar
matrices, the same transformation works both for ∆ and ∆ + λI, and one can
suppose that the trace invariant λ(x,m) = 0.
Let A = (aij) be the matrix of the system ∆, A(0, 0) =
(
0 1
0 0
)
. The trans-
formation T1 : (
y1
y2 ) 7→
(
y1
h(x,m)
dy1
dx
)
, given by T1 =
(
1 0
− a11a12
1
a12
)
, brings ∆ to
∆1 =: T
∗
1∆ = h(x,m)
d
dx −
(
0 1
b21 b22
)
for some bii(x,m), i = 1, 2. Now use
T2(x,m) = e
∫ b22(x,m)
2h(x,m) dx
(
1 0
1
2 b22 1
)
to get rid of the term b22, the trace of the
matrix of ∆1, which is divisible by h(x,m) by the assumption that λ(x,m) = 0.
Then T ∗2∆1 is in the demanded form (9).
Example 5 (Biconfluent hypergeometric equation). The hypergeometric equa-
tion is given by the second order linear differential operator
D
(
a,b
1+c ; t
)
:= t(δt + a)(δt + b)− δt(δt + c),
where δt = t
d
dt is the Euler operator. The change of variable t 7→ tab gives
D˜
(
a,b
1+c ; t
)
:= tab (δt + a)(δt + b)− δt(δt + c), (10)
whose limit a, b→∞ is the biconfluent hypergeometric equation
D˜
(
∞,∞
1+c ; t
)
:= t− δt(δt + c). (11)
This confluence was studied (for a = b+ 12 ) by A. Duval [Duv 91]. A particular
solution to the equation (11) is given by the hypergeometric function
0F1
(
−
1+c ; t
)
:=
+∞∑
n=0
tn
n!(1 + c)n
,
()n denoting the Pochhammer symbol. If φ(t) is a solution to D˜
(
∞,∞
1+c ; t
)
φ = 0,
then the function u(s) = scφ( s
2
4 ) satisfies the modified Bessel equation[
c2 + s2 − δ2s
]
u = 0.
Let y2 be a solution to (10), and let y1 = −(δt+c)y2, then the vector function
y =
(
y1
y2
)
satisfies the associated system
(1− tab )δty =
(
ta+b−cab −t (a−c)(b−c)ab
t
ab − 1 c( tab − 1)
)
,
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which in the local coordinate x = t−1 is written as a parametric system
x(x− 1ab )
dy
dx
=
(
−a+b−cab (a−c)(b−c)ab
x− 1ab c(x− 1ab )
)
,
which is of the considered form, with a parameter m = ( 1a ,
1
b ) ∈ (C2, 0).
The invariants of this system are
h(x,m) = x2 − xab ,
λ(x,m) = c2x− a+b2ab ,
α(x,m) =
(
1− 2(a+b)c+9c22ab
)
x− 1ab + (a+b)
2+8c2
4(ab)2 ,
γ(m) = 2 cos(pic),
(see Lemma 10 for the invariant γ).
2.1 Analytic theory
An analytic classification of germs of single systems ∆0(x) is classical and was
originally given in [JLP 76ii]. Here we provide an analytic classification of para-
metric systems ∆(x,m) unfolding ∆0(x).
Theorem 6 (Analytic classification).
(a) Two germs of parametric systems ∆(x,m), ∆′(x,m) are analytically equiv-
alent if and only if their invariants h, λ, α, γ are the same:
h(x,m) = h′(x,m), λ(x,m) = λ′(x,m),
α(x,m) = α′(x,m), γ(m) = γ′(m).
(b) Any four germs of analytic functions h(x,m), λ(x,m), α(x,m), γ(m) with
h(x, 0) = x2, α(0)(0) = 0 and α(1)(0) 6= 0, are realizable as invariants of
some parametric system ∆(x,m).
Corollary 7. Two germs of parametric systems ∆(x,m),∆′(x,m) are analyt-
ically equivalent if and only if there exists a product neighborhood X ×M of 0
in C × Cl such that for each m ∈ M the restricted systems ∆m(x), ∆′m(x) are
analytically equivalent on X.
The following Theorem 8 provides an essentially unique normal form for any
germ of parametric system unfolding ∆0.
Theorem 8 (Universal unfolding). Let ∆(x,m) be a germ of parametric system,
and h(x,m), λ(x,m), α(x,m), γ(m) its invariants.
(i) If γ(0) 6= 2, then ∆(x,m) is analytically equivalent to a germ at 0 of a
parametric system ∆˜(x,m) given by
∆˜(x,m) = h(x,m)
d
dx
−
(
λ(x,m) 1
α(x,m) + q(m)h(x,m) λ(x,m)
)
, (12)
where q(m) is an analytic germ such that
γ(m) = −2 cos pi
√
1 + 4q(m). (13)
Let us remark that ∆˜ is meromorphic in x ∈ CP1 and has a regular singular
point at infinity.
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(ii) If γ(0) 6= −2, then ∆(x,m) is analytically equivalent to a germ at 0 of a
parametric system ∆˜′(x,m) given by
∆˜′(x,m) = h(x,m)
d
dx
−
(
λ(x,m) 1 + b(m)x
β(0)(m) + xβ(1)(m) λ(x,m)
)
, (14)
with
β(0)(m) = α(0) + bh(0)β(1), β(1)(m) =
α(1) − bα(0)
1− bh(1) + b2h(0) , (15)
where b(m) is an analytic germ such that
γ(m) = 2 cos 2pi
√
b(m)β(1)(m). (16)
Let us remark that ∆˜′ is meromorphic in x ∈ CP1 and has a Fuchsian
singular point at infinity – we call such system, a parametric system in
Birkhoff normal form.
Remark 9. In Theorem 8 (i) γ(0) = −2 does not pose a problem since the
function t 7→ cospi√t appearing in the right side of (13) is analytically invertible
near t = 0 and one is free to choose q(0) = − 14 . Similarly, in (ii) for γ(0) = 2
one can find an analytic germ b with b(0) = 0 satisfying (16).
Theorem 8 follows from Theorem 6 (a) by a direct calculation of the invari-
ants of the two parametric systems ∆˜, ∆˜′ using the following Lemma.
Lemma 10. The analytic invariant γ defined by (8) of a system
h(x)
d
dx
− [A(0) +A(1)x] = 0, with A(k) =
(
a
(k)
11 a
(k)
12
a
(k)
21 a
(k)
22
)
(17)
and h(x) = x2 + h(1)x+ h(0), is equal to
γ = 2 cos 2pi
√(a(1)11 − a(1)22
2
)2
+ a
(1)
12 a
(1)
21 . (18)
Proof. This system considered on the Riemann sphere CP1 has singularities only
at the zero points of h(x) and at the point x =∞. Therefore in the formula (8)
γ = e−2piiλ
(1)
tr(M), with λ(1) =
a
(1)
11 + a
(1)
22
2
,
M is a matrix of monodromy around x = ∞ in the negative direction. In the
coordinate t = x−1 the system (17) is equivalent to
t (1 + h(1)t+ h(0)t2)
d
dt
+ [A(1) +A(0)t] = 0, (19)
which has a Fuchsian singularity at t = 0. The eigenvalues of its principal
matrix −A(1) are −λ(1) ±√D where D := (a
(1)
11 −a(1)22
2 )
2 + a
(1)
12 a
(1)
21 . Suppose first
that the singularity is non-resonant, i.e. that 2
√
D /∈ Z, in which case there
exists a local analytic transformation T (t) near t = 0, that brings (19) to the
diagonal system
t
d
dt
+
(
λ(1)+
√
D 0
0 λ(1)−√D
)
= 0,
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(cf. [IY 08][chapter 16]), for which an associated diagonal fundamental solution
has its monodromy matrix around t = 0 in the negative direction equal to
M = e2piiλ
(1)
(
e2pii
√
D 0
0 e−2pii
√
D
)
.
Therefore γ = 2 cos 2pi
√
D.
The resonant case is a limit of non-resonant cases, and the formula (18) for
γ remains valid, because the trace of monodromy depends analytically on the
coefficients of A.
Proof of Theorem 8. Use (7) to verify that h(x), λ(x) and α(x) are indeed the
formal invariants of the system ∆˜(h, λ, α, q) (resp. ∆˜′(h, λ, α, b)).
To verify (13), set Q := 12 (−1 ±
√
1 + 4q), so that q = Q2 + Q, and
T (x) :=
(
1 0
Qx 1
)
, then
T ∗∆˜(h, λ, α, q) = h(x)
d
dx
−
(
λ(x) +Qx 1
α(x) + (h(0) + h(1)x)Q2 λ(x)−Qx
)
.
Now γ = 2 cos 2piQ = −2 cos pi√1 + 4q using (18).
The identity (16) follows directly from the formula (18). If γ(0) 6= −2, then
the equation (16) with β(1)(m) = α(1)(0) + O(m) given by (15), α(1)(0) 6= 0,
has an analytic solution b(m) for small m.
Remark 11. A. Bolibrukh showed that any irreducible system is analytically
equivalent to a global system on CP1 with a Fuchsian singularity at ∞ (see
[Bol 92, Bol 94] or [Ily 08]). One can show that the restriction ∆m of a parametric
system ∆ considered here to any parameter m from some neighborhood of 0
is irreducible, and hence analytically equivalent to a restriction of the global
system ∆˜′m of (14) on some fixed disc X. The problem of Theorem 8 (ii) is to be
able to do it analytically in m, which is where the condition γ(0) 6= −2 becomes
necessary. Aside of the irreducibility condition, one of the essential ingredients in
Bolibrukh’s proof is triangularity of the total monodromy matrix M(m) around
both singularities. If this matrix can be triangularized analytically in m, then
his theorem holds also with local analytic dependence onm (note that γ(0) 6= ±2
insures analytic diagonalizability of M(m)).
V. Kostov has showed [Kos 94] for a general system ∆0 (1) in a Birkhoff
normal form, whose eigenvalues of Resx=0
A0(x)
x2 do not differ by a non-zero
integer, that any its unfolding is analytically equivalent to a parametric system
in a Birkhoff normal form. Theorem 8 (ii) confirms it for the parametric systems
∆ studied here. In the case of γ(0) = −2 the system ∆0 violates the condition of
Kostov, and the equation (13) may fail to have an analytic solution with given
q(0), in which case the parametric family fails to be analytically equivalent to
a Birkhoff normal form.
2.2 Formal theory
Proposition 12 (Formal classification). A parametric system ∆(x,m) is for-
mally equivalent to its formal normal form
∆̂(x,m) = h(x,m)
d
dx
−
(
λ(x,m) 1
α(x,m) λ(x,m)
)
, (20)
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by means of a unique formal power series transformation in (x,m)
Tˆ (x,m) =
+∞∑
j,|k|=0
T (j,k)xjmk, mk = mk11 . . .m
kl
l , T
(0,0) = I.
Generically, this series is divergent in both x and m. In this sense, two para-
metric systems ∆(x,m), ∆′(x,m) are formally equivalent if and only if their
formal invariants h, λ, α are the same.
Remark 13. Linear gauge transformations T (x,m) commute with scalar ma-
trices
T ∗(∆− λI) = T ∗∆− λI,
i.e. two systems ∆, ∆′ are analytically (resp. formally) equivalent if and only
if the systems ∆ − λI, ∆′ − λI are. Hence we can restrict our discussion to
traceless systems whose formal invariant
λ(x,m) = 0.
Definition 14 (Reduced invariants (m), µ(m)). Let ∆(x,m) be a parametric
system with formal invariants h(x,m), λ(x,m) = 0 and α(x,m). After an
analytic translation and dilatation of the x-coordinate
x 7→ α(1)x− h(1)2 (21)
and an introduction of new parameters
(m) = ( 1
α(1)
)2
(
(h
(1)
2 )
2 − h(0)
)
, µ(m) = α
(0)
(α(1))2
− h(1)
2α(1)
. (22)
we obtain a parametric system with whose formal invariants are
h(x,m) = x2− (m), λ(x,m) = 0, α(x,m) = µ(m) + x. (23)
By Proposition 4, this system can be written up to analytic equivalence as
∆(x,m) = (x2− ) d
dx
−
(
0 1
µ+ x+ (x2− ) r(x,m) 0
)
. (24)
To simplify the discussion, from now on we will assume that ∆(x,m) is in
the form (24), and correspondingly its formal normal form of Proposition 12 is
∆̂(x,m) = (x2− ) d
dx
−
(
0 1
µ+ x 0
)
. (25)
Proof of Proposition 12. Let ∆(x,m) be a parametric system in the prenormal
form (24). We will show that there exists a formal transformation Tˆ (x,m) in
form of a power series in (x, µ, ) whose coefficients depends analytically on m,
that brings ∆(x,m) to the reduced formal normal form ∆̂(x,m) (25). We shall
be looking for Tˆ written as
Tˆ (x,m) = a(x,m) I + b(x,m)
(
0 1
µ+ x 0
)
+ (x2− )
(
0 0
c(x,m) d(x,m)
)
.
We want that ∆̂ = Tˆ ∗∆, which means[(
0 1
µ+ x 0
)
,
(
0 0
c(x,m) d(x,m)
)]
+
(
0 0
r(x,m) 0
)
· Tˆ (x,m) = dTˆ (x,m)
dx
,
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where [·, ·] stands for the commutator of matrices. This gives a system of equa-
tions
c = a′, (26)
d = b′, (27)
−(µ+ x)d+ ar = b+ (µ+ x)b′ + 2xc+ (x2− )c′, (28)
−c+ br = a′ + 2xd+ (x2− )d′, (29)
where ′ stands for the (formal) derivative w.r.t. x. Substituting (26) and (27)
in (28) and (29) gives
b+ 2(µ+ x)b′ = ar − 2xa′ − (x2− )a′′, (30)
2a′ = br − 2xb′ − (x2− )b′′. (31)
Writing a(x,m) =
∑
(j,k,l) aj,k,l(m)µ
jkxl, b(x,m) =
∑
(j,k,l) bj,k,l(m)µ
jkxl,
r(x,m) =
∑
l rl(m)x
l, and identifying the coefficients of the term µjkxl in (30)
and (31) shows that
(2l + 1) bj,k,l + 2(l + 1) bj−1,k,l+1 is a finite linear combination of
aj˜,k˜,l˜, (j˜, k˜, l˜) ≤LEX (j, k, l),
2(l + 1) aj,k,l+1 is a finite linear combination of
bj˜,k˜,l˜, (j˜, k˜, l˜) ≤LEX (j, k, l),
where ≤LEX is the lexicographic ordering on N3. There is no constraint on the
coefficients aj,k,0, which we choose 0 for (j, k) 6= (0, 0), and a0,0,0 = 1. All the
coefficients are now uniquely determined through a transfinite recursion with
respect to the ≤LEX -ordering, which is a well-ordering on the index set N3.
2.3 Stokes phenomenon and confluence
The reduced formal invariants (m) and µ(m) are responsible for two basic
qualitative changes of the system:
• (m) corresponds to separation of the double singularity ( = 0) into two
simple ones ( 6= 0),
• µ(m) corresponds, when (m) = 0, to separation of the double eigenvalue
(µ = 0) of A(0,m) into two simple ones (µ 6= 0), hence to the disappearance
of resonance.
The following remark summarizes some classical results on existence of lo-
cal normalizing transformations for fixed values of parameter m, due to G.D.
Birkhoff, W.J. Trjitzinski, J. Malmquist, H. Hukuhara, H. Turrittin and others.
Theorem 17 below will show how these disparate descriptions fit into a single
parametric picture.
Remark 15 (Sectoral normalization of ∆m(x)). Let ∆(x,m) be analytic on a
polydisc X×M ⊆ C×Cl, and let m ∈M be such that both roots of h(x,m) =
x2− (m) are in X. As before, let ∆m(x) denote the restriction of ∆(x,m) to
the fixed value of m. Depending on (m) and µ(m), there are the following four
possible situations (see e.g. [Bal 00, IY 08, Was 66]):
(a)  = µ = 0 : The restricted system ∆m, which has a resonant irregular sin-
gularity 2 at the origin, is formally equivalent to ∆̂m by means of a
1
2 -
summable formal power series transformation Tˆm(x). In particular, there
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exists a unique normalizing sectoral transformation TO,m(x), defined on a
ramified sector
SO,m = {x ∈ X | | arg x+ pi| < 2pi − η}, with η > 0 arbitrarily small,
which is asymptotic to the formal series Tˆm. [JLP 76ii]
(b)  = 0, µ 6= 0 : The restricted system ∆m, which has a non-resonant irreg-
ular singularity 2 at the origin, is formally equivalent to ∆̂m by means of
a 1-summable formal power series transformation Tˆm(x). In particular,
there exists a unique pair of normalizing sectoral transformations T±I,m(x),
defined on a pair of sectors
S±I,m = {x ∈ X | | arg x∓ arg
√
µ| < pi− η}, with η > 0 arbitrarily small,
which are asymptotic to the formal series Tˆm. [JLP 76i]
(c)  6= 0 : The restricted system has two Fuchsian singularities 2 at x1 =
√

and x2 = −
√
.
Supposing that m is such that the singularity at xi is non-resonant, i.e.
that
√
µ+xi
xi
/∈ Z, then there exists a unique local analytic transformation
Ti,m(x), defined on a neighborhood Si,m of xi, such that Ti,m(xi) = I and
T ∗i,m∆m = ∆̂m,
Si,m = {x ∈ X | |x− xi| < 2
√
||.
These transformations depend analytically on m.
(d)  6= 0 : If a Fuchsian singularity at xi is resonant, ±
√
µ+xi
xi
= k ∈ N, then
there exists a transformation T ′i,m(x) + (x− xi)k log(x− xi)T ′′i,m(x), with
T ′i,m, T
′′
i,m analytic on a neighborhood Si,m of xi, T
′
i,m(xi) = I and T
′′
i,m
nilpotent, that bring ∆m to ∆̂m.
The change of order of summability of the formal normalizing transforma-
tions in between the cases (a) and (b) is a phenomenon that has not been
studied previously. In the following Theorem 17 it is explained by an appear-
ance of a new domain of normalization XˇI(µ, ), for (µ, ) 6= (0, 0), with a new
normalizing transformation TI corresponding to the case (b), different than the
transformation TO corresponding to the case (a), which persists on a domain
XˇO(µ, ). These domains XˇI , XˇO, and the normalizing transformations TI , TO
on them, will be defined for all values of the parameter m taken from a ramified
sectoral domain covering a full neighborhood of 0 in the parameter space. Each
domain XˇI(µ, ), XˇO(µ, ) is either of a ramified sectoral or a spiraling type near
the singularities.
Definition 16 (Analytic functions on parametric domains). Let Ω be a con-
nected (ramified) set in the space (x,m) ∈ C×Cl, corresponding to a parametric
family of (ramified) domains
Ω(m) = {x | (x,m) ∈ Ω},
2A singularity of a system ∆m(x) = hm(x)
d
dx
− Am(x) is Fuchsian if it is a simple
pole of
Am(x)
hm(x)
; it is regular if the growth of solutions is power-like, or equivalently, if it is
meromorphically equivalent to a simple pole; else it is irregular. A Fuchsian singularity at x1
is non-resonant if no two eigenvalues of the residue matrix of
Am(x)
hm(x)
at x1 differ by an integer.
An irregular singularity at x1 is non-resonant if the eigenvalues of Am(x1) are distinct.
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(a) 0 <  < µ2, µ > 0 (b)  = 0 < µ (c)  = µ = 0
Figure 1: Examples of the outer and inner domains XˇO(, µ), XˇI(, µ) of Theorem 17
for selected values of µ, .
in the x-plane depending on a parameter m. We write
f ∈ B(Ω)
if f is continuous on Ω and analytic on its interior, and if f(·,m) is analytic on
the interior of Ω(m) for each m.
Theorem 17 (Sectoral normalization). Let ∆(x,m) be a germ of a parametric
system (24) with (m), µ(m) as its reduced formal invariants. There exist two
ramified domains of normalization in the (x,m)-space: an outer domain XˇO and
an inner domain XˇI , covering together a full neighborhood of 0 in C×Clr{x =
−µ(m), µ(m)2 = (m) 6= 0}, on which exist normalizing gauge transformations
TO ∈ GL2(B(XˇO)), TI ∈ GL2(B(XˇI)), between the unfolded system and its
formal normal form (25):
T ∗•∆ = ∆̂, • = O, I.
More precisely, the domains Xˇ• = XˇO, XˇI can be written as parametric fam-
ilies of ramified domains Xˇ•(µˇ(mˇ), ˇ(mˇ)) in the x-plane,
Xˇ• =
∐
mˇ∈Mˇ
Xˇ•(µˇ(mˇ), ˇ(mˇ)),
defined over a ramified domain Mˇ covering a full neighborhood M of 0 in the
parameter space of m
Mˇ 3 mˇ  //_

(µˇ(mˇ), ˇ(mˇ))
_

M 3m  // (µ(m), (m))
(checked symbols denoting ramified variables / domains). See Figure 1.
(a) The outer domain XˇO(µˇ(mˇ), ˇ(mˇ)) is doubly attached to the singularity x1 =√
. For (µ, ) = (0, 0) it becomes a ramified sector XˇO(0, 0) at the origin
of opening > 2pi, in which case TO(·, mˇ) = TO,m of Remark 15.
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(b) The inner domain XˇI(µˇ(mˇ), ˇ(mˇ)),  6= µ2, is ramified and attached to
x1 =
√
 and x2 = −
√
. For  = 0, µ 6= 0, it splits in to a pair of sec-
tors Xˇ
±
I (µˇ(mˇ), 0) of opening > pi at the origin, on which TI(·, mˇ) = T±I,m
of Remark 15. For (µ, ) = (0, 0) the domain shrinks to a single point
XˇI(0, 0) = {0}.
The domains XˇO, XˇI are constructed in Section 3.2.
The above domains Xˇ•(µˇ, ˇ) are a sort of local version of the Stokes domains
of exact WKB analysis [KT 05]. Their construction is roughly the following:
The horizontal foliation associated to the quadratic differential e−2iω α(x)h(x)2 (dx)
2,
ω ∈ ]− pi2 , pi2 [, is given by the real time trajectories of the vector field
eiω
h(x)√
α(x)
∂x = e
iω x
2− √
µ+ x
∂x,
which is well defined up to the orientation. For generic values of ω, the separatri-
ces of the points x = −µ and x =∞ of this foliation divide a fixed neighborhood
of the origin into an inner and outer region which vary continuously with , µ and
ω as long as the topology of the phase portrait does not change. The domains
XˇI(µˇ, ˇ), resp. XˇO(µˇ, ˇ), are constructed as union of these inner, resp. outer,
regions over ω, such that they are continuously varying with the parameter.
The matrixA(x,m) of the system ∆ has eigenvalues±√(µ+ x) mod (x2− ),
and the point x ∼ −µ at which they merge, is a turning point in the sense of
exact WKB analysis. While, its precise location is not exact its appearance
in the picture is inherent to the system and essential in the description. The
phenomenon of change of order of summability observed when  = 0 and µ→ 0
corresponds to the coalescence of this turning point and the irregular singularity
at 0.
Theorem 18 (Fundamental solution matrix). Let ∆(x,m) be a germ of a para-
metric system with invariants h(x,m), λ(x,m), α(x,m) and γ(m). Let XˇO, XˇI
be the domains of Theorem 17 in the (sˇ, mˇ)-space, associated to the reduced in-
variants µ(m), (m), and let XˇI = XˇI+ ∪ XˇI− in a way that XˇI±(µˇ(mˇ), ˇ(mˇ))
are the parts of XˇI(µˇ(mˇ), ˇ(mˇ)) split in two by a cut between the singularities,
mˇ ∈ Mˇ, (m) 6= µ(m)2. The system has canonical fundamental solution matri-
ces Y• on each of the domain Xˇ• = XˇO, XˇI± of the form
Y•(x,m) = H•(x,m)· i√2
(
α(x,m)−
1
4 0
0 α(x,m)
1
4
)(
1 1
1−1
)(
eΘ•(x,m) 0
0 e−Θ•(x,m)
)
e
∫ x
∞
λ(z,m)
h(z,m)
dz,
(32)
where
Θ•(xˇ,m) =
∫ x
∞
√
α(z,m)
h(z,m) dz (33)
is a branch of a ramified rectifying coordinate for the vector field h(x,m)√
α(x,m)
∂
∂x
on Xˇ•, and H• ∈ M2(B(Xˇ•)) is an analytic matrix function on the domain
Xˇ•, whose inverse has a pole at the zero of α(x,m) if (µ(m), (m)) 6= 0. The
connection matrices between these fundamental solutions for a fixed mˇ ∈ Mˇ
are give in Figure 2. In particular, the monodromy matrix M of YO equals
M =
(
γ −i
−i 0
)
.
Related to the statement of Theorem 17, we have the following result on
convergence of the normalizing transformations of Remark 15 (b) T±I,m and (c)
Ti,m to (a) TO,m.
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Figure 2: Connection matrices between the fundamental solution matrices YO, YI±,
where Ci are as in Lemma 33 and N1, N as in (51).
Theorem 19. Following the notation of Remark 15:
(i) For (m) = 0, the normalizing transformations T+I,m (resp. T
−
I,m) converge
to TO,m, as µ(m) → 0 radially, for each m with 0 < argµ(m) < 2pi (resp.
0 > argµ(m) > −2pi). The convergence is uniform on compact sets in S+I,m
(resp. S−I,m).
(ii) The normalizing transformation T2,m, analytic on a neighborhood of x2 =
−√, and its analytic continuation, converges to TO,m, when µ(m) =
O((m)) and (m) → 0 radially with arg√(m) = β for |β| < pi2 . The
convergence is uniform on compact subsets of the sector
Xr{|argx− β| < ν}, with ν > 0 arbitrarilly small.
The second statement was originally established by A. Glutsyuk [Glu 04] in
more general setting.
3 Proofs
Without loss of generality, we can always assume that the parametric system
∆(x,m) has the form (24) with formal invariants (23).
Our strategy will be the following. The part (b) of Theorem 6 is a di-
rect consequence of Theorem 8. To prove part (a) of Theorem 6, we will first
construct the normalizing transformations of Theorem 17, together with their
natural domains XˇO, XˇI , and provide canonical fundamental matrix solutions
on these domains. Loosely speaking, the modulus of analytic equivalence can
be identified with a certain conjugacy class of the set of the connection matrices
(Stokes matrices) between the canonical fundamental solutions. We will express
these matrices explicitly, and show that in our situation the modulus reduces
to the single analytic invariant γ.
It turns out that it is easier to do all this in a ramified coordinate
s =
√
µ+ x.
The lifting to this s-coordinate produces a two-fold symmetry of the systems
as well as of their normalizing transformations. After establishing the analytic
equivalence of the lifted systems in the s-coordinate, one uses this symmetry to
push it down to the x-coordinate.
While everything, all the transformations and connection matrices, will de-
pend on the parameter m, we will often drop it from our notation, and think
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of it as implicitly present; for example, we will often write (µ, ) rather than
(µ(m), (m)).
3.1 Systems in the s-coordinate.
Let ∆(x,m) be a parametric system in the prenormal form (24). We want to
prove that two such systems with the same µ,  are analytically equivalent if
and only if they have the same trace of monodromy γ.
Let s be a new coordinate defined by
x = s2− µ, (34)
and let
S(s) =
(
1 0
0 s
)
, V =
(
1 1
1 −1
)
. (35)
Then the transformed parametric system ∆s := 1s · (SV )∗∆ in the s-coordinate
is equal to
∆s(s,m) =
x2− 
2s2
d
ds
−
[(
1 0
0 −1
)
− x
2− 
4s3
(
1 −1
−1 1
)
+
x2− 
2s2
r
(
1 1
−1 −1
)]
. (36)
The advantage of this new system is, as it will turn out, that it is diagonaliz-
able on some domains Ω in the (s,m)-space: We will be looking for analytic
normalizing transformations FΩ(s,m) on Ω, bringing ∆
s to a diagonal system
FΩ
∗∆s = ∆
s
, where
∆
s
(s,m) =
x2− 
2s2
d
ds
−
[(
1 0
0 −1
)
− x
2− 
4s3
I
]
. (37)
This diagonal system ∆
s
will serve as a model system in the s-coordinate,
through which we will compare systems, and for which one easily calculates
a canonical fundamental matrix solution, denoted Ψ (42). Then each lifted sys-
tem ∆s(s,m) will have a canonical fundamental matrix solution ΦΩ = FΩΨΩ on
the domain Ω, ΨΩ := Ψ Ω.
The system ∆ := s · (V −1S−1)∗∆s in the x coordinate, corresponding to
∆
s
,
∆(x,m) = (x2− ) d
dx
−
[(
0 1
µ+x 0
)
+
x2− 
4(µ+x)
(−1 0
0 1
)]
,
has however an additional singularity at the point x = −µ, hence does not
belong to the considered class of systems. So instead, in the x-coordinate, one
may take the formal normal form ∆̂(x,m) (25) as the model. Now, if EΩ(s,m)
is the diagonalizing transformation “FΩ(s,m)” for ∆̂
s = s−1 · (SV )∗∆̂ of (25)
on the same domain Ω, then the composed transformation
TΩ(x,m) = S(s)V FΩ(s,m)EΩ(s,m)
−1V −1S(s)−1, (38)
defined on the ramified projection of the domain Ω into the x-coordinate, will
be non-singular at the point x =−µ, µ2 6= , and will bring ∆ to TΩ∗∆ = ∆̂.
This is how one obtains the transformations of Theorem 17.
The matrix functions
YΩ = SV FΩΨΩ, (resp. SV EΩΨΩ) (39)
will be the canonical fundamental solutions of Theorem 18 for the parametric
systems ∆(x,m) (resp. ∆̂(x,m)).
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3.1.1 Fundamental solution of ∆
s
(s,m).
On a neighborhood of ∞ on the Riemann sphere CP1 = C ∪ {∞}, define the
function θ(s, µ, ) by
d
ds
θ(s, µ, ) =
2s2
x2 −  =
2s2
(s2− µ)2−  , θ(∞, µ, ) = 0. (40)
We have
θ(s, µ, ) =

√
µ+
√

2
√

log
s−
√
µ+
√

s+
√
µ+
√

−
√
µ−√
2
√

log
s−
√
µ−√
s+
√
µ−√ , if (µ
2−) 6= 0,
− ss2−µ − 12√µ log
s+
√
µ
s−√µ , if  = 0,
1√
2µ
log s−
√
2µ
s+
√
2µ
, if µ2 = ,
− 2s , if µ,  = 0.
(41)
which is analytic in s ∈ CP1 r ⋃4i=1[0, si], if each [0, si] denotes the closed
segment between the origin and a zero point si(µ, ) of x
2(s)−  = (s2−µ)2− .
The function θ(s, µ, ) is continuous in (µ, ) ∈ C2 and analytic for (µ, ) ∈
C2r{ (µ2−) 6= 0}. It is odd in s
θ(−s, µ, ) = −θ(s, µ, ),
and it satisfies
θ(s, µ, ) = θ(s, e2piiµ, ) = θ(s, µ, e2pii)
for each s in its domain. The function θ(s, µ, ) has a ramified analytic extension
θ(sˇ, µˇ, ˇ) defined on a ramified covering of the (s, µ, )-space with ramification
at the zero points si(µˇ, ˇ) of (s
2− µ)2− . We will use the notation (sˇ, µˇ, ˇ) for
the points on this ramified cover that project to (s, µ, ).
The matrix-valued function
Ψ(s, µ, ) = i√
2
s−
1
2
(
e θ(s,µ,) 0
0 e−θ(s,µ,)
)
(42)
is a fundamental solution for the diagonal model system ∆
s
(37).
3.1.2 Z2-symmetry.
Let us remark that if ΨΩ(s, µ, ) is a fundamental solution of ∆
s
on a domain
Ω(m) in the s-plane, then so is ΨPΩ(s,m) :=
(
0 1
1 0
)
ΨΩ(−s,m)
(
0 1
1 0
)
, except
this time on a rotated domain Ω(m)P = −Ω(m). The same is true for the
system ∆s. Consequently, if FΩ is a normalizing transformation for ∆
s on a
domain Ω, FΩ
∗∆s = ∆
s
, then so is F PΩ on Ω
P. The following definition gives
the ()P notation precise meaning.
Definition 20 (Rotation action of Z2). If g(s) is a function on some domain
Y in the s-space, denote
gP(s) := g(e−piis), s ∈ Y P := epiiY
the rotated function on the rotated domain. For a 2×2-matrix function G(s),
denote
GP(s) :=
(
0 1
1 0
)
G(e−piis)
(
0 1
1 0
)
,
and for a constant matrix C,
CP :=
(
0 1
1 0
)
C
(
0 1
1 0
)
.
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3.2 Domains Ω and diagonalizing transformations FΩ.
A diagonalizing transformation FΩ for the system (36) on a domain Ω gives rise
to a canonical fundamental solution matrix
ΦΩ = FΩΨΩ
of the system, ΨΩ denoting a branch of the fundamental solution Ψ (42) of (37)
restricted on the domain, and vice versa. The shape of the domains Ω on which
such a bounded transformation FΩ is related to the rate of growth of the term
eθ(s,µ,) of Ψ in the s-space, or equivalently to the real dynamics of vector field
χ(s, µ, ) :=
(s2− µ)2− 
2s2
∂
∂s
=
∂
∂θ
, (43)
which will be studied in details in the next section.
Lemma 21 (Bounded solutions and isotropies). For a fixed parameter m, let si
be a singular point (a zero of (s2−µ)2−), such that si 6= 0 unless (µ, ) = 0, and
let σ be a real positive (resp. negative) trajectory of eiωχ, for some ω ∈]− pi2 , pi2 [,
with forward (resp. backward) limit at si, hence such that
lim
σ3s→si
e−θ = 0, resp. lim
σ3s→si
eθ = 0.
(a) Then there is a unique solution φ(s) to ∆sm that is bounded along σ when
s→ si and such that
lim
σ3s→si
−i
√
2s
1
2 eθφ(s) =
(
0
1
)
, resp. lim
σ3s→si
−i
√
2s
1
2 e−θφ(s) =
(
1
0
)
.
This solution does not depend on the trajectory as long as σ and ω are varied
continuously; moreover when also the point si varies continuously with the pa-
rameter m, then the solution φ depends continuously on m and analytically for
those m for which si is a simple singular point.
(b) Any isotropy (automorphism) A(s) of the diagonal model system ∆
s
m, A
∗∆
s
m =
∆
s
m, bounded along the trajectory σ is of the form
A(s) = Ψ(s)CΨ(s)−1
with an upper-triangular (resp. lower-triangular) constant invertible matrix C =
(ckl), and
lim
σ3s→si
A(s) =
(
c11 0
0 c22
)
.
In particular, an isotropy of ∆
s
bounded along a complete (both forward and
backward) real trajectory σ is just a constant diagonal matrix.
Remark 22. The subspace of the solution space of ∆sm spanned by the solution
φ(s) provided by Lemma 21 (a) is characterized as containing the solutions that
are the most “flat” (or in this case bounded) along the given incoming trajectory
to a singular point si+ (resp. outgoing trajectory from si−). It determines a flag
structure on the solution space (cf. [HLR 13]). When si is a Fuchsian singularity
then −i√2s 12 eθφ(s) (resp. −i√2s 12 e−θφ(s)) is in fact analytic at si, even if the
singularity is resonant (the most flat solutions dont have logarithmic terms).
Proof. (a) The existence and uniqueness of such particular solution follows for
each fixed m directly from the usual theorems on existence of local normalizing
transformations Fi at the point si, Fi(si) = I, similar to the situation discussed
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in Remark 15, depending on the type of the singularity, by taking the second
(resp. first) column of thus constructed canonical fundamental solution matrix
FiΨ (so called “Levelt basis” in the Fuchsian case). While the local analytic
dependence on m is quite clear as long as the type of the singularity does not
change, the fact that it is also analytic at the values for which si is a reso-
nant Fuchsian singularity, and that it passes well to the limit when si becomes
irregular, is perhaps less clear. One obtains it from a consequence of a para-
metric version of the Levinson’s theorem [HLR 13] (see [CL 55][theorem 8.1] for
a non-parametric version):
Levinson’s theorem. Consider a system of linear differential equations on
the real line of the form
dy
dt
=
[
Λ0(m) + Λ1(t,m) + P (t,m)
]
y,
where Λ0(m) is diagonal with distinct real parts of the eigenvalues, Λ1(t,m)
is also diagonal with limit zero at t = +∞, and
(∗) ∫ +∞
0
| ddtΛ1(t,m)|dt <∞,
∫ +∞
0
|P (t,m)|dt <∞.
Then for each eigenvalue λ(t,m) of Λ0(m)+Λ1(t,m) there exists t0 > 0 and
a solution φλ(t,m) on ]t0,+∞[ such that
lim
t→+∞φλ(t,m) · exp
(− ∫ t
t0
λ(t,m)dt
)
= vλ(m)
where vλ(m) 6= 0 is a given eigenvector of Λ0(m) corresponding to the eigen-
value λ(+∞,m). If the system depends continuously (resp. analytically) on
a parameter m over compact sets in the t-space, with the integrals in (∗)
uniformly bounded, then the solutions can be chosen depending continuously
(resp. analytically) on m.
In our situation, we take t = θ(s,m) − θ(s0,m) (resp. t = −θ(s,m) +
θ(s0,m)), where θ is the rectifying coordinate (41) for the vector field χ and
s0 ∈ σ. Then Λ0 =
(
1 0
0 −1
)
, Λ1 = − 12sI, and we consider the eigenvalue λ =
1 − (s2−µ)2−4s3 (resp. λ = −1 − 12s ), s = s(t,m). The solution φ = φλ is then
unique because it is the most flat one of them.
(b) Let θ(s) be a branch of the function θ(s, µ, ) in (41) on U . We have
A(s) =
(
c11 e
2θ(s)c12
e−2θ(s)c21 c22
)
.
If |ω| < pi2 , then Re
(
θ(s)
)→ +∞ (resp. −∞) as σ 3 s→ si, which implies that
c12 = 0 (resp. c21 = 0), else A would not be bounded.
The fundamental solution ΦΩ (a “mixed basis”). For a fixed m, one
associates to each complete real trajectory σ of the vector field eiωχ, which
starts and terminates in two equilibrium points si+ and si−, a fundamental
solution matrix Φσ of (36) whose first column is the unique solution provided
by Lemma 21 (a) with the given asymptotics along the backward orbit, and
whose second column is the right asymptotics along the forward orbit.1 For
1The columns of such fundamental matrix FΩΨ form a so called mixed basis of the solution
space, originally introduced by J.-P. Ramis [Ram 89] and C. Zhang [Zha 96]. See also [LR 12],
[HLR 13].
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each ω ∈] − pi2 , pi2 [ we consider such solutions on the domains spanned by such
complete real trajectories of eiωχ inside some small disc of radius δs. These
domains evolve continuously and the solution stays the same when ω varies
a little. So we construct the domains Ω(m) as their unions, and define the
fundamental solution ΦΩ as Φω. In order to deal with the multivaluedness of
(analytic continuation) of the solutions, we need to regard such domains Ω(m)
as ramified sets, i.e. as subsets of a universal covering of the s-space. Also the
parameter m on which thus constructed domains should depend continuously
needs to be replaced by a ramified parameter mˇ from a subset of some covering
space.
Let
S = {0 < |s| < δs}, M = {|µ| < δµ}, E = {|| < δ}, (44)
be small discs, δs, δµ, δ > 0. And let si(µˇ, ˇ), i = 1, . . . , 4, be zeros of (s
2−µ)2−
depending continuously on a ramified coordinate (µˇ, ˇ) from a covering space of
M×E (this covering is ramified over the set { (µ2− ) = 0} and includes it).
The map m 7→ (µ(m), (m)) from the parameter space to M×E lifts to a map
mˇ 7→ (µˇ(mˇ), ˇ(mˇ)) from a ramified covering of the parameter space
mˇ
 //
_

(µˇ(mˇ), ˇ(mˇ))
_

m  // (µ(m), (m))∈M×E .
We shall suppose that δµ, δ are small enough so that all the zero points si(µˇ, ˇ)
fall inside the disc of radius δs,
δµ + δ
1
2
 << δ
2
s .
Definition 23 (Domains Ω). We consider the real phase portrait of the vector
field eiω χ inside the punctured disc S.2 It turns out (Section 3.2.1 below), that
for a fixed generic value of ω ∈] − pi2 , pi2 [ and of (µ, ), one for which the point
0 of the vector field eiω χ has no homoclinic separatrix in CP1, the complete
real trajectories of eiω χ in S are organized in simple connected open zones,
each attached to a pair of singular points: a backward limit si−(µˇ, ˇ) and a
forward limit si+(µˇ, ˇ) (possibly equal in case of double singularity). We take
such a zone and consider it together with the two endpoints; it will in fact stay
simply connected (Section 3.2.1 below). Now we let ω vary as long as the zone
evolves continuously, and we glue them together into a ramified simply connected
domain Ω(µˇ, ˇ). Formally, the interior points sˇ of Ω(µˇ, ˇ) are elements of some
covering surface of Sr{(s2 − µ)2 −  = 0}, but we like to consider also the
ramification points si± as being part of the domain.
Finally, we trace the evolution of these domains in dependence on (µˇ, ˇ), and
define
Ω =
∐
mˇ
Ω(µˇ(mˇ), ˇ(mˇ)),
as their ramified union in the (sˇ, mˇ)-space. We will describe the domains Ω
obtained this way in Section 3.2.2.
2 In the the case when µ2 =  6= 0 there is a discrepancy between the singularities of the
systems ∆sm and ∆
s
m, for which 0 is singularity, and those of the vector field χ, for which it is
not. By considering the vector field χ in the punctured disc we avoid the potential trajectory
through 0.
As the set of these points is of codimension 2 in the (s, µ, )-space, it will not pose any further
problem in the proof of Theorem 6 (a) because it can be filled by the Hartog’s theorem.
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Remark 24. More formally, one could also proceed by defining the interior
Ω˚(µˇ, ˇ) of each such domain as a connected component of “homotopy classes” of
trajectories of the vector field following an analogy to the classical construction
of a universal cover: For s ∈ C let σω(ξ; s), ξ ∈ R, be the real trajectory
of the vector field eiωχ through s = σω(0; s), i.e.
dσω
dξ = e
iω (σω(ξ;s)
2−µ)2−
2σω(ξ;s)2
.
Call two such trajectories σωj (ξ; s), j = 1, 2, from the same mid-point s, and
−pi2 < ω1 ≤ ω2 < pi2 , “homotopic” if all the trajectories σω(ξ; s) with ω ∈
[ω1, ω2] have the same forward / backward limit points si±, and none leaves
the pierced disc S. There is a natural map sending each homotopy class sˇ
corresponding to a trajectory σω(ξ; s) to the point s ∈ S, defining an embedding
of the space of “homotopy” classes of such trajectories, when restricted to non-
degenerated trajectories (not equilibrium). The domain Ω˚(µˇ, ˇ) is defined as
a connected component of this space. Since σω(ξ; s) depends continuously on
ω and ξ, “homotopic” trajectories are also topologically homotopic, therefore
each Ω˚(µˇ, ˇ) is simply connected. If Ω˚(µˇ, ˇ) is nonempty, we define Ω(µˇ, ˇ) =
Ω˚(µˇ, ˇ) ∪ {si−(µˇ, ˇ), si+(µˇ, ˇ)} by adjoining the two limit points.
To fix the notation, from now on let
s1(µˇ, ˇ) :=
√
µˇ+
√
ˇ, s2(µˇ, ˇ) :=
√
µˇ−
√
ˇ (45)
such that for arg  = argµ = 0 and µ >
√
 > 0 they are given by the usual
square root.
Proposition 25 (Normalizing transformations). Let a parametric system ∆s(s,m)
be as in (36) and its diagonal model ∆
s
(s,m) be as in (37). There are 4 differ-
ent parametric domains Ω of Definition 23: a symmetric pair of inner domains
ΩI adjoint to the points {s2, s1}, ΩPI adjoint to the points {−s1,−s2}, and a
symmetric pair of outer domains ΩO, Ω
P
O both adjoint to the points {−s1, s1}.
On these domains exist unique diagonalizing transformations
F• ∈ GL2(B(Ω•)), (F•)∗∆s = ∆s
F P• ∈ GL2(B(ΩP• )), (F P• )∗∆s = ∆
s
, • = O, I,
(see Definition 16 and Notation 20), such that
FI(s1, mˇ) =
(
1 0
0 κI(mˇ)
)
, FI(s2, mˇ) =
(
κI(mˇ) 0
0 1
)
,
FO(s1, mˇ) =
(
1 0
0 κO(mˇ)
)
, FO(−s1, mˇ) =
(
κO(mˇ) 0
0 1
)
,
(46)
mˇ ∈ Mˇ, where the functions κ• = detF• ∈ C(Mˇ) ∩ O( int Mˇ), • = O, I, are
uniquely determined by ∆s, κO(mˇ) = 1 if µ(m) = (m) = 0, and κI(mˇ) = 1 if
(m) = 0.
Proof. The domains Ω• will be constructed in Section 3.2.2. The first and the
second columns of Φ• = F•Ψ• are respectively the unique vectors of Lemma 21
(a) at the singular points {si− , si+} (in the same order as in the statement). By
their construction they are each bounded at their respective point. But they
are also bounded at the other point. In fact, remark that if φ is any solution of
∆sm then −i
√
2s
1
2 e−θφ is bounded along any incoming trajectory to si+ (resp.
−i√2s 12 eθφ is bounded along any outgoing trajectory from si−).
The fact that κ• = detF• is constant in s follows from the Liouville–
Ostrogradski formula:
κ• = detF• = det(SV F•Ψ•)
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is constant since the trace of the matrix of the system (24) is null.
We still need to prove that the transformations are invertible for small m, i.e.
that κ•(mˇ) 6= 0. For the outer domains and κO, this follows from the continuity
of the construction in mˇ which persist well to the limit m→ 0, and the fact that
FO(0, 0) = I. For the inner domains, their construction gives us that κI(mˇ) = 1
for (m) = 0, µ(m) 6= 0, but doesn’t tell us if a limit limm→0 κI(mˇ) exist. We’ll
prove it in Corollary 36, until then we’ll treat κI as an analytic function of mˇ
which may a ppriori have zeroes at some points.
3.2.1 The vector field χ.
In order to understand the domains Ω better, we need to understand first the
real phase portrait of the vector fields eiωχ (43) in C∗ = Cr{0}.
Remark 26 (Rotated vector field.). The change of coordinates (s, µ, ) 7→
(eiωs, e2iωµ, e4iω), ω ∈ C, transforms the vector field χ to eiωχ.
The vector field
χ(s, µ, ) =
(s2− µ)2− 
2s2
∂
∂s
=
1
2
(
s−4 − (µs−2−1)2) ∂
∂s−1
is a rational vector field on C, and a polynomial vector field in the coordinate
s−1 on CP1 = C ∪ {∞} with a regular point at s = ∞. The real dynamics
of complex polynomial vector fields on CP1 has been extensively studied in
[Ben 91], [DES 05], [BD 10]. Some of the basic properties of χ can be summarized
as:
For  6= µ2, the singular point s = 0 is hyperbolic with 6 local separatrices
(alternating incoming/outgoing), which can be either homoclinic or they termi-
nate at an equilibrium point (zero of (s2−)2−µ). The complement in CP1 of the
separatrices, of the hyperbolic point, and of the equilibria si, is composed of a fi-
nite number of zones, open sets invariant under the flow. On each zone the flow
is analytic, and either all trajectories are periodic around a center equilibrium,
or all of them converge in forward and backward time to same two equilibria
(possibly both equal in case of a multiple equilibrium point) and the zone is sim-
ply connected. In particular, there are no limit cycles. For a generic value of the
parameters (µˇ, ˇ), when all si are simple and when 0 has no homoclinic orbits,
there are exactly 3 zones in CP1, each having two “ends” at 0.
For  = µ2 6= 0, χ has two simple equilibria at s = ±µ2 and 0 is a regular
point, hence there are no separatrices, and the whole CP1r{−µ2 , µ2 } is a single
zone. This is also true for  = µ = 0 when χ has a double equilibrium at 0.
When considered in C∗ = CP1r{0,∞} one must take out the unique tra-
jectory through ∞, and for µ2 =  6= 0 also the trajectory through 0. For a
generic value of the parameter (µ, ), this gives 4 different zones: a symmetric
pair of inner zones that are bounded solely by the separatrices of the origin,
and a symmetric pair of outer zones bounded by the trajectory through ∞ and
the separatrices of the origin, see Figure 4. When  = 0, each of the inner zones
split in two parts; when µ2 = , the inner zones become empty.
Bifurcation diagram of χ. Let us take a better look on how these zones
evolve depending on the parameters (µ, ). There are two possibilities for a
bifurcation: 1) through an appearance of a homoclinic separatrix of the origin
in CP1, either encircling a single singularity (let’s denote this case ΣI) or a pair
of singularities (let’s denote this case ΣO), or 2) when the trajectory passing by
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infinity changes its limit points. Due to the symmetry of χ this latter bifurcation
agrees exactly with the case ΣO.
ΣI : The bifurcation ΣI occurs when the stability of a zero point si = ±
√
µ±√
of χ changes between attractive and repulsive, i.e. when the multiplier
± 2
√

si
of the linearization ± 2
√

si
(s − si)∂s of vector field χ at the point
becomes purely imaginary:
√
√
µ±√ ∈ iR, which is equivalent to
µ ∈ ∓√− R≥0 =: ΣI(). (47)
It is well known that a holomorphic vector field in C is analytically equiva-
lent to its linearization near each simple zero (see e.g. [IY 08][theorem 5.5]).
As a consequence, if µ ∈ ΣI() (the dashed lines in Figure 3) then the real
phase portrait of χ near the point si with purely imaginary multiplier is
that of a center.
ΣO: The bifurcation ΣO occurs when the trajectory through infinity passes by
the origin. This means that θ(0) − θ(∞) ∈ R, where θ is as in (41), i.e.√
µ+
√
±
√
µ−√
2
√

pii ∈ R, which is equivalent to −µ±
√
µ2−
 = a ∈ R>0 or
µ ∈ {− 12 (a−1+ a) | a > 0} =: ΣO(). (48)
The set ΣO() is a branch of a hyperbola (the solid curve in Figure 3).
Figure 3: Bifurcation curves in the µ-plane for the vector field χ(s, µ, ) ac-
cording to values of : dashed lines ΣI() correspond to change of stability of a
singular point, solid line curve ΣO() corresponds to bifurcation of the trajectory
passing through ∞.
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(0)  = 0:
(i)  ∈ R>0:
22
(ii)  ∈ −iR>0:
23
(iii)  ∈ −R>0:
(iv)  ∈ iR>0:
Figure 4: The real phase portrait of the vector field χ according to µ for selected
values of .
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3.2.2 Construction of the ramified domains Ω.
Instead of in C∗, let us consider now the real phase portrait vector field eiωχ(s, µ, ),
inside the pierced disc S (44). Again, for a generic value of (µ, ) there are up
to 4 connected zones consisting of complete real trajectories inside the disc: a
symmetric pair of inner zones, denote them RI,ω(µˇ, ˇ), R
P
I,ω(µˇ, ˇ), and a symmet-
ric pair of outer zones, denote them RO,ω(µˇ, ˇ), R
P
O,ω(µˇ, ˇ). Let us agree that
out of the two inner zones, RI,ω(µˇ, ˇ) is the one consisting of trajectories from
s1(µˇ, ˇ) to s2(µˇ, ˇ) (45), and that out of the two outer zones (both consisting of
trajectories from s1(µˇ, ˇ) to −s1(µˇ, ˇ)), RO,ω(µˇ, ˇ) is the upper one (see Figure
5 (a)).
The outer zones RO,ω(µˇ, ˇ) can became empty: this happens whenever a sep-
aratrix of the origin leaves the disc S (see Figure 5 (b)). Therefore a bifurcation
of the zone RO,ω occurs when a separatrix of the origin touches the boundary of
the disc from inside for the first time: at that moment the zone ceases to exist
as there is no trajectory of eiωχ joining si(µˇ, ˇ) and −sj(µˇ, ˇ) inside the disc.
(a) (b)
Figure 5: The outer and inner zones RO,0(µˇ, ˇ) and RI,0(µˇ, ˇ) (with ω = 0) inside
the disc S of radius δs for (a)  ∈ iR>0, µ = 0, (b)  ∈ iR>0, µ close to ΣI():
RO,0 = R
P
O,0 = ∅. Compare with the corresponding vector fields in Figure 4 (ii).
Corresponding to the inner and outer zones of the vector field χ we will
construct four domains Ω(µˇ, ˇ): a symmetric pair of inner domains ΩI(µˇ, ˇ),
ΩPI(µˇ, ˇ), and a symmetric pair of outer domains ΩO(µˇ, ˇ), Ω
P
O(µˇ, ˇ), obtained
as ramified unions of the zones RI,ω(µˇ, ˇ), R
P
I,ω(µˇ, ˇ) and RO,ω(µˇ, ˇ), R
P
O,ω(µˇ, ˇ)
over varying ω. They will experience the same kind of bifurcations as their
corresponding zones R•,ω, but this time delayed by the effect of the variation of
ω ∈]− pi2 , pi2 [. This will determine the set of ramified parameters (µˇ, ˇ) for which
they exist (Figure 6).
The ramified parameter space Let M, E (44) be small discs of radii δµ,
δ in the µ- and -spaces. Define a ramified sectoral cover Eˇ of E as
Eˇ = {|ˇ| < δ, | arg ˇ| < 4pi},
with each ˇ being projected to  ∈ E . For each value of ω ∈]− pi2 , pi2 [ and ˇ ∈ Eˇ
such that | arg ˇ+ 4ω| < 2pi, let Mω(ˇ) denote the connected component of the
set {µ ∈M | RO,ω(µˇ, ˇ) 6= ∅}r ΣI() that is attached to the point µ=
√
ˇ. It is
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the set of µ for which both the inner and outer zones are nonempty. By Remark
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R•,ω(µˇ, ˇ) = e−iωR•,0(e2iωµˇ, e4iω ˇ), • = O, I,
hence Mω(ˇ) = e−2iωM0(e4iω ˇ). As seen in Figure 1, the component of Mr(
ΣO(e
4iω ˇ)∪ΣI(e4iω ˇ)
)
attached to µ =
√
 undergoes a bifurcation for | arg ˇ+
4ω| = 2pi when it ceases to exist, the corresponding bifurcation for M0(e4iω ˇ)
happens a bit earlier. For given ˇ ∈ Eˇ , the set of ω for which Mω(ˇ) 6= 0 is a
proper subinterval of {|ω| < pi2 , | arg ˇ+ 4ω| < 2pi}.
Define a domain Mˇ(ˇ) of ramified parameter µˇ as a ramified union
Mˇ(ˇ) =
⋃
ω∈]−pi2 ,pi2 [
| arg ˇ+4ω|<2pi
Mω(ˇ) ∪ {
√
} =
⋃
ω∈]−pi2 ,pi2 [
| arg ˇ+4ω|<2pi
e−2iωM0(e4iω ˇ) ∪ {
√
},
with µˇ=
√
ˇ as the ramification point included in Mˇ(ˇ).
See Figure 6.
Figure 6: The ramified domains Mˇ(ˇ) for the parameter µˇ depending on ˇ ∈ Eˇ .
Lemma 27. If δµ + δ
1
2
 is small enough (with respect to δ2s), then for each
parameter (µ, ) with µ2 6= , there is an ω ∈]− pi2 , pi2 [ such that no separatrix of
0 of the vector field eiωχ leaves the disc of radius δs.
Proof. The complement of the disc of radius δs corresponds in the map θ (41) to
a “disc” centered at 0 of a radius uniformly bounded w.r.t. (µ, ). For |µ|, ||
1
2
small, all the preimages ξ0 of the point s = 0 by θ
−1 are far enough (they depend
continuously on the parameter and tend to ∞ as (µ, ) → 0) so that for some
ω ∈]− pi2 , pi2 [ none of the lines ξ0 + e−iωR cross the “disc”.
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Therefore for each (µ, ) ∈M×E there is always a ramified parameter (µˇ, ˇ),
µˇ ∈M(ˇ), and |ω| < pi2 with | arg ˇ+4ω| < 2pi, for which the outer zone RO(µˇ, ˇ)
is non-empty, and the inner zone(s) is (are) non-empty if µˇ 6= √ˇ.
Proposition 28. The union of Mˇ(ˇ) in the (µˇ, ˇ)-space∐
ˇ∈Eˇ
Mˇ(ˇ) (49)
is a single simply connected ramified cover of M×E.
Proof. The simple connectedness is by definition, the fact that it covers allM×E
is a consequence of Lemma 27.
Lemma 29. If ˇ ∈ Eˇ , µˇ ∈ Mˇ(ˇ), then
∣∣ arg √µ±√√

∣∣ < pi, ∣∣ arg √µ+√±√µ−√
2
√

∣∣ < pi.
Proof. From the definition, Figure 3 and Remark 26, we see that if µˇ ∈ Mˇω(ˇ)
then
∣∣ arg √µ±√√

− ω∣∣ < pi
2
,
∣∣ arg √µ+√±√µ−√
2
√

− ω∣∣ < pi
2
.
We define a simply connected ramified domain Mˇ in the mˇ-space, covering
a neighborhood M of 0 in the m-space, by lifting the ramified cover (49)
Mˇ 3 mˇ  //_

(µˇ(mˇ), ˇ(mˇ))∈∐ˇ∈Eˇ Mˇ(ˇ)_

M 3m  // (µ(m), (m))∈M×E .
The ramified domains Ω(µˇ, ˇ). For each ˇ ∈ Eˇ , µˇ ∈ Mˇ(ˇ) let
Ω˚•(µˇ, ˇ) =
⋃
ω such that
µ∈Mω(ˇ)
R•,ω(µˇ, ˇ), • = O, I (50)
be a ramified union of the zones in the sˇ-variable, and let
ΩI(µˇ, ˇ) (resp. ΩO(µˇ, ˇ) )
be the set Ω˚I(µˇ, ˇ) (resp. Ω˚O(µˇ, ˇ)) joint with the corresponding zero points
s1(µˇ, ˇ), s2(µˇ, ˇ) (resp. s1(µˇ, ˇ),−s1(µˇ, ˇ)) from its adherence.
Following from their construction, the outer domain ΩO(µˇ, ˇ) is connected
nonempty for all ˇ ∈ Mˇ, µˇ ∈ Mˇ(ˇ), while the inner domain becomes empty
for µˇ2 = ˇ, and splits into two components for ˇ = 0, µˇ 6= 0: ΩI(µˇ, 0) =
ΩI+(µˇ, 0)∪ΩI−(µˇ, 0), with a common point s1(µˇ, 0) = s2(µˇ, 0) =
√
µˇ (see Figure
7).
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(a) 0 <  < µ2, µ > 0 (b)  = 0 < µ (c)  = µ = 0
Figure 7: Examples of the domains ΩO(µˇ, ˇ) and ΩI(µˇ, ˇ) for selected values of
µ, .
Lemma 30. For each µˇ ∈ M(ˇ) the 4 domains ΩO(µˇ, ˇ), ΩPO(µˇ, ˇ), ΩI(µˇ, ˇ)
ΩPI(µˇ, ˇ) cover a full neighborhood of each equilibrium point si of χ(s, µ, ) (si 6= 0
if (µ, ) 6= 0).
Proof. If si is a simple singularity, we can also suppose by the symmetry that
it is attractive for eiωχ, ω ∈]ω1, ω2[⊆]−pi2 , pi2 [. The map θ (41) is logarithmic on
a small neighborhood of si with a period
sipii√

and the image by θ of the inner
domain attached to si contains by construction a sector at ∞ where arg θ ∈
]− ω2,−ω1[, and hence also half-strips of any direction e−iω and of any width.
Therefore it covers a full neighborhood of si.
If  = 0, µ 6= 0, and si is a double singularity, then the inner zones RI±,ω
contain each a small disc attached to si and centered in the direction ±ieiωR>0;
their union over ω varying in some interval ]ω1, ω2[ covers a full neighborhood
of si.
If (µ, ) = 0 ans si = 0, then RO,ω (resp. R
P
O,ω)contains a small disc attached
to si and centerd in the direction ie
iωR>0 (resp. −ieiωR>0), and their union
over ω varying in some interval ]ω1, ω2[ again covers a full neighborhood of
si = 0.
Finally, the ramified domain Ω• in the (sˇ, mˇ)-space is defined as the union
of all Ω•(µˇ, ˇ), mˇ-fibered over Mˇ,
Ω• :=
∐
mˇ∈Mˇ
Ω•(µˇ(mˇ), ˇ(mˇ)).
3.2.3 Proof of Theorems 17 and 18
Proof of Theorem 17. Let xˇ(sˇ,m) = sˇ2−µˇ(m), a one-to-one map from the ram-
ified coordinate sˇ to a ramified coordinate xˇ, be a lifting of the map x(s,m) =
s2 − µ(m) (34). Then by Lemma 30 the ramified images of ΩO, ΩI in the
xˇ-coordinate cover for each (µˇ, ˇ) a full neighborhood of each singular point
x = ±√ 6= −µ and of x = 0 if (µ, ) = 0. Define XˇO(µˇ, ˇ), XˇI(µˇ, ˇ), depend-
ing continuously on mˇ ∈ M, as simply connected ramified extensions of these
images, in such a way that they agree with them near these singularities, are
open away of the singularities, and the union of their projections covers either
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all X, or Xr{−µ} if  = µ2 6= 0. Since the fundamental solutions SV F•Ψ• of
∆(x,m) and SV E•Ψ• of ∆̂(x,m) (see Section 3.1) are analytic away from the
singularities x = ±√, the transformations (38)
T•(xˇ, mˇ) = S(s)V F•(sˇ, mˇ)E•(sˇ, mˇ)−1V −1S(s)−1, • = O, I
extend then on • = O, I as normalizing transformation for the parametric sys-
tem ∆(x,m):
T• ∈ GL2(B(Xˇ•)), T ∗•∆ = ∆̂.
Proof of Theorem 18. The fundamental solution of a system ∆(x,m) corre-
sponding to the fundamental solution Φ• = F•Ψ• of the associated system
in the s-coordinate is given by
Y•(xˇ, mˇ) = S(s)V F•(sˇ, mˇ)Ψ•(sˇ,m) = H•(xˇ, mˇ)S(s)VΨ•(sˇ,m),
whereH•(xˇ, mˇ) = S(s)V F•(sˇ, mˇ)V −1S(s)−1. The function Θ•(xˇ,m) = θ•(sˇ,m)
(33) is a branch of (41).
3.3 Connection matrices and proof of Theorem 6 (a).
For the following discussion we will want to fix a branch Ψ• of the fundamental
solution Ψ (42) of the diagonal system ∆
s
on interior of each of the domains
Ω•. However, no branch of Ψ converges as ˇ → 0 on both sectoral components
Ω˚I+(µˇ, 0) and Ω˚I−(µˇ, 0) of Ω˚I(µˇ, 0), µˇ 6= 0. Therefore we need to split the inner
domain ΩI(µˇ, ˇ) in two parts: ΩI+(µˇ, ˇ) and ΩI−(µˇ, ˇ), corresponding to the two
components of Ω˚I(µˇ, 0) when ˇ = 0.
First we divide each inner zone RI,ω(µˇ, ˇ) of the field e
iωχ into two parts by
cutting it along a chosen trajectory going from the repelling point s1(µˇ, ˇ) to
the attracting point s2(µˇ, ˇ): If θ is the rectifying coordinate for χ (41), then
the imaginary part of e−iωθ stays constant along each trajectory. Using (45),
we can write θ as
θ(sˇ, µˇ, ˇ) = s1(µˇ,ˇ)
2
√
ˇ
log s−s1(µˇ,ˇ)s+s1(µˇ,ˇ) −
s2(µˇ,ˇ)
2
√
ˇ
log s−s2(µˇ,ˇ)s+s2(µˇ,ˇ) ,
and we know (by setting s = ∞) that points on the unique trajectory from s1
through ∞ satisfy
Im
(θ(sˇ, µˇ, ˇ)
eiω
)
= 0.
To cut RI,ω we will use the “opposite” outcoming trajectory from s1, that is the
trajectory related to it by a half-monodromy, i.e. whose points s satisfy
Im
(θ(sˇ, µˇ, ˇ)
eiω
)
= ± Im
( s1(µˇ, ˇ)
eiω 2
√
ˇ
pii
)
(the sign depends on from which side does one extend the function θ, they both
correspond to the same trajectory in the s-plane).
For each ω this trajectory divides RI,ω into: RI+,ω and RI−,ω, see Figure 8 (a).
We define ΩI+(µˇ, ˇ) and ΩI−(µˇ, ˇ) in the same way as in (50) for each µˇ2 6= ˇ.
Hence
ΩI = ΩI+∪ ΩI−, (see Figure 8 (b))
and we set FI±= FI |I±.
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(a) (b)
Figure 8: (a) The zones RI±,0(µˇ, ˇ) of the vector field χ with the divid-
ing trajectory from s1 to s2 dotted. (Picture with , µ ∈ R>0, µ2 > , cf.
Figure 4 (i).) (b) The corresponding domains ΩI+(µˇ, ˇ) and ΩI−(µˇ, ˇ), where
ΩI(µˇ, ˇ) = ΩI+(µˇ, ˇ) ∪ ΩI−(µˇ, ˇ) is as in Figure 7 (a).
Definition 31. Let Φ1, Φ2 be two fundamental matrix solutions of a linear
system on two domains U1, U2 with connected non-empty intersection U1 ∩U2.
We call the matrix C = Φ−11 Φ2 a connection matrix between Φ1 and Φ2 and
represent it schematically as
Φ1
C−−→ Φ2.
3.3.1 Choice of the fundamental solutions Ψ•.
On the interior Ω˚• of each of the domains Ω•, • = O, I+, I−, we fix a branch
Ψ•(sˇ, µˇ, ˇ) of the fundamental solution Ψ(sˇ, µˇ, ˇ) (42) of the diagonal system ∆
s
so that the connection matrices between them are as in Figure 9.
Figure 9: The connection matrices between the fundamental solutions Ψ• for
each fixed parameter (µˇ, ˇ), with µˇ2 6= ˇ 6= 0, where N1 and N are given by (51)
and (52). If ˇ = 0 then s1(µˇ, 0) = s2(µˇ, 0) and the matrices N1 are missing from
the picture. If µˇ2 = ˇ then only the fundamental solutions ΨO and Ψ
P
O persist
together with the two connection matrices −iI.
The monodromy matrices of Ψ(s, µˇ, ˇ) around the points s1(µˇ, ˇ), resp. s2(µˇ, ˇ),
in the positive direction are independent of the choice of the branch of Ψ, and
are given by
N1(µˇ, ˇ) =
(
e
s1(µˇ,ˇ)√
ˇ
pii
0
0 e
− s1(µˇ,ˇ)√
ˇ
pii
)
, N2(µˇ, ˇ) =
(
e
− s2(µˇ,ˇ)√
ˇ
pii
0
0 e
s2(µˇ,ˇ)√
ˇ
pii
)
, (51)
30
They satisfy
N Pi = N
−1
i , i = 1, 2.
The monodromy matrix of Ψ around both of the points s1(µˇ, ˇ), s2(µˇ, ˇ) is equal
to
N(µˇ, ˇ) = N1(µˇ, ˇ)N2(µˇ, ˇ) =
(
e
s1−s2√
ˇ
pii
0
0 e
− s1−s2√
ˇ
pii
)
. (52)
At the limit when ˇ→ 0 we get N(µˇ, 0) =
(
e
1√
µˇ
pii
0
0 e
− 1√
µˇ
pii
)
, which is for µ 6= 0
the monodromy matrix of Ψ around the double zero s1(µˇ, 0) = s2(µˇ, 0). On the
other hand, none of the matrices N1(µˇ, ˇ), N2(µˇ, ˇ) has a limit as ˇ→ 0.
3.3.2 Connection matrices of the fundamental solutions Φ• = F•Ψ•
Considering now the fundamental solutions F•Ψ• of ∆s (36) in the ramified
(sˇ, mˇ)-space, there is a connection matrix whenever a point (s,m) ∈ S ×M is
covered more than once: Either there can be two domains Ω(µˇ, ˇ) with the same
(µˇ, ˇ), or with two different ramified parameters (µˇ, ˇ) corresponding to the same
(µ, ). The collection of all these connection matrices carries all the information
about the analytic equivalence class of the system ∆.
In Lemmas 33 and 34 and Proposition 35 we give a semi-explicit expression
of all the connection matrices.
Proposition 32. Let ∆(x,m), ∆′(x,m) be two parametric systems and let
∆s(s,m), ∆′s(s,m) be their transforms in the s-coordinate (36). Let F•, F ′• be
normalizing transformations for ∆s, ∆′s:
(F•)∗∆s = ∆
s
= (F ′•)
∗∆′s
on the domains • = O, I+, I− defined above. If all the connection matrices
associated to the fundamental solutions F•Ψ• of ∆s agree with those associated
to the fundamental solutions F ′•Ψ• of ∆
′s, then the two parametric families of
systems ∆, ∆′ are analytically equivalent.
Proof. Let H(s,m) := F ′•(sˇ, mˇ)F•(sˇ, mˇ)
−1. Since all the connection matrices
are equal, H is a well defined non-ramified invertible matrix function defined on
the union of the projections of the domains Ω• to (s,m)-space, • = O, I+, I−. It
is bounded on a neighborhood of each singularity si 6= 0, hence H can be analyt-
ically extended on (Sr{0})×M×E , where S,M, E are as in (44). It satisfies H =
H P: if s is in the projection of Ω•(µˇ, ˇ) and H(s, mˇ) = F ′•(sˇ, mˇ)F•(sˇ, mˇ)
−1
then −s is in the projection of ΩP• and
H(−s, mˇ) = F ′•P(epiisˇ, mˇ) (F P• (epiisˇ, mˇ))−1 =
= ( 0 11 0 )F
′
•(sˇ, mˇ)F•(sˇ, mˇ)
−1 ( 0 11 0 ) =
= ( 0 11 0 )H(sˇ, mˇ) (
0 1
1 0 ) .
Hence the function
G(x,m) := S(s,m)V H(s,m)V −1S−1(s,m),
with S, V as in (35), is well defined. The fundamental solutions Y•(xˇ, mˇ) =
S(s)V F•(sˇ, mˇ) Ψ•(sˇ, mˇ) (resp. Y ′•(xˇ, mˇ) = S(s)V F
′
•(sˇ, mˇ) Ψ•(sˇ, mˇ)) of the sys-
tems ∆(x,m) (resp. ∆′(x,m)) can for µ2 6=  be analytically extended on
a neighborhood of the point x = −µ (i.e. s = 0) which is non-singular for
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these systems. As G = Y ′•Y
−1
• , it means that G
∗∆′ = ∆ and that G is an
invertible analytic matrix function on (X×M) r {x = −µ,  = µ2}, where
X := {|x| ≤ δ2s− δµ}. Since the problematic points are in a set of codimension
2, by Hartog’s theorem G is analytic on the whole neighborhood X×M of 0.
Figure 10: The connection matrices between the fundamental solutions F•Ψ•
for a fixed parameter (µˇ, ˇ), µˇ2 6= ˇ. For µˇ2 = ˇ, only the fundamental solutions
FOΨO and F
P
OΨ
P
Opersist, with the two corresponding connection matrices −iC0,
−iCP0 . (Picture with 0 < ˇ < µˇ2 as in Figures 9 and 7(a)).
Lemma 33. Let F• be the normalizing transformations from Proposition 25
satisfying (46) with the uniquely determined functions κ•, and let Ψ• be as
Figure 9. Then for each fixed mˇ ∈ M the connection matrices between the
solutions F•Ψ• on the domains Ω•(µˇ, ˇ) are given in Figure 10 with the matrices
C0(mˇ), . . . , C4(mˇ) equal to
C0 =
(
1 iγ
0 1
)
, C3 =
(
1 iκ−1e−2apii
0 κ−1
)
,
C1 =
(
1 iκ−1(γ − e 2apii− e−2apii)
0 1
)
, C4 =
(
1 −iκ−1e 2apii
0 κ−1
)
,
C2 =
(
1 0
−iκe 2apii 1
)
,
(53)
where
a(mˇ) :=

s1(µˇ,ˇ)−s2(µˇ,ˇ)
2
√
ˇ
if ˇ 6= 0,
1
2
√
µˇ
if ˇ = 0 and µˇ 6= 0,
(54)
κ(mˇ) :=
κO(mˇ)
κI(mˇ)
(55)
and γ(m), the analytic invariant of the system ∆(x,m), is the trace of mon-
odromy.
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Proof. From Lemma 21 (b) we know that a connection matrix on an inter-
section domain that is adjacent to the point s1(µˇ, ˇ) (resp. s2(µˇ, ˇ)) must be
upper triangular (resp. lower triangular), with the diagonal terms determined
by the values of the corresponding pair of transformations F•(s1(µˇ, ˇ), mˇ) (resp.
F•(s2(µˇ, ˇ), mˇ)). Hence we have
C0 =
(
1 c0
0 1
)
, C1 =
(
1 c1
0 1
)
, C2 =
(
1 0
c2 1
)
, C3 =
(
1 c3
0 κ−1
)
, C4 =
(
1 c4
0 κ−1
)
,
for some c0(mˇ), . . . , c4(mˇ).
Let M(mˇ) be the monodromy matrix of the fundamental solution
YO(xˇ, mˇ) = S(s)V FO(sˇ, mˇ) ΨO(sˇ, µˇ, ˇ)
of the system ∆ around the two singular points x = ±√ˇ in the positive direc-
tion. On the one hand we have
M = ΨO(sˇ)
−1FO(sˇ)−1V −1S(s)−1 · S(−s)V FO(epiisˇ) ΨO(epiisˇ)
= ΨO(sˇ)
−1FO(sˇ)−1V −1S(s)−1 · S(s)V F PO(sˇ) ΨP0(sˇ)
(
0 1
1 0
)
= −i C0
(
0 1
1 0
)
.
On the other hand, as apparent from Figure 10,
M = C3C1NC2C
−1
3 ,
where N =
(
e 2apii 0
0 e−2apii
)
. Therefore
−i C0
(
0 1
1 0
)
= C3C1NC2C
−1
3 = M,(−ic0 −i
−i 0
)
=
(
e 2apii+ e−2apiic2(c1+c3) κe−2apii(c1+c3)(1−c2c3)− κe 2apiic3
κ−1e−2apiic2 e−2apii(1−c2c3)
)
,
which implies that
γ = trM = −ic0 = e 2apii + e−2apii + e−2apiic1c2, (56)
c2c3 = 1, and c2 = −iκe 2apii, c3 = iκ−1e−2apii.
From Figure 10 one also sees that
C3C1 = C0C4,
which gives the matrix C4.
The matrices C0(mˇ), . . . , C4(mˇ) of Lemma 33 determine for each fixed mˇ ∈
Mˇ all the relations between the set of fundamental solutions F•(·, mˇ), • =
O, I+, I− and their symmetric counterparts F P• (·, mˇ). We will now look at the
situation of two different mˇ ∈ Mˇ corresponding to the same value of m. One
finds that the corresponding connection matrices can be expressed in terms of
the values of C0, . . . , C4 for the two ramified parameters, while certain cocycle
relations must be satisfied.
Lemma 34. Let F•, Ψ• be as in Lemma 33. We will use the following kind
of notation: If m¯, m¯ ∈ Mˇ (resp. m˜, ˜˜m ∈ Mˇ) are two values of the ramified
parameter mˇ, we write X¯ = X(m¯), X¯ = X(m¯) (resp. X˜ = X(m˜), ˜˜X = X( ˜˜m))
for any object X depending on mˇ.
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(a) Let m¯, m¯ ∈ Mˇ be two values of the ramified parameter that project to the
same m, such that
¯ = ¯ =: ˇ and µ¯−
√
ˇ = e2pii(µ¯−
√
ˇ),
i.e. µ¯ is µ¯ plus one positive turn around the ramification point
√
ˇ in Mˇ(ˇ).
So
s¯1 = s¯1, s¯2 = e
piis¯2.
Hence
Ω¯O = Ω¯O, F¯O = F¯O, Ψ¯O = Ψ¯O,
and we have
κ¯O = κ¯O =
κ¯ κ¯
1− e−2
s¯2√
ˇ
pii
. (57)
(b) Let m˜, ˜˜m ∈ Mˇ be two values of the ramified parameter that project to the
same m such that
(˜˜µ, ˜˜) = e2pii(µ˜, ˜),
or more precisely, for |µ| √||, (˜˜µ, ˜˜) is obtained from (µ˜, ˜) by simulta-
neously turning both ˇ and µˇ. So
˜˜s1 = e
piis˜2, ˜˜s2 = e
piis˜1, and
˜˜N = N˜−1.
Hence
˜˜ΩI+ = Ω˜
P
I−,
˜˜FI+ = F˜
P
I−,
˜˜ΨI+ = −i Ψ˜PI−,
˜˜ΩI− = Ω˜PI+,
˜˜FI− = F˜ PI+,
˜˜ΨI− = −i Ψ˜PI+N˜−1.
Therefore
˜˜C1 = N˜
−1C˜P2 N˜,
˜˜C2 = C˜
P
1 , (58)
and we have
˜˜κI = κ˜I , (59)
γ = e2a˜pii + e−2a˜pii − κ˜ ˜˜κ e−2a˜pii, (60)
where aˇ and κˇ are defined in (54) and (55), ˜˜a = −a˜.
Proof. (a) For each ˇ ∈ Eˇ the ramification of the µˇ-parameter domain Mˇ(ˇ)
corresponds to the bifurcation ΣI(): the difference between (µ¯, ˇ) and (µ˜, ˇ)
is that of crossing the line ΣI(). Since this bifurcation affects only the inner
zones of the field χ, it therefore affects only the internal domains ΩI±, ΩPI±,
while the outer domains are not affected. Therefore Ω¯O = Ω¯O and consequently
F¯O = F¯O.
To obtain the assertion (57), it is enough to prove it for generic values of
(µ, ), and extend it to the other values by continuity. So we can assume that
 6= 0, µ2 6= , and moreover that both of the points s1(µˇ, ˇ), s2(µˇ, ˇ) are non-
resonant. In that case, aside from the transformations F•(sˇ, mˇ), • = O, I+, I−,
we have also unique local normalizing transformations Fi(sˇ, mˇ) defined on a
neighborhood Ωi(µˇ, ˇ), i = 1, 2, of si(µˇ, ˇ) not containing any other singularity
sj(µˇ, ˇ) nor the origin, with Fi(sˇi(µˇ, ˇ), mˇ) = I. They satisfy
F¯1 = F¯1, F¯2 = F¯
P
2 .
Let Ai be the connection matrix between FiΨI+ and FI+ΨI+:
FI+ΨI+ = FiΨI+Ai,
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see Figure 11. It is easy to see that the monodromy of FI+ΨI+ around the point
s1 (resp. s2) is equal to
C1N1 = A
−1
1 N1A1, ( resp. N2C2 = A
−1
2 N2A2 ),
from which one can calculate using Lemma 33 that
A1 =
(
1 1
e21−1c1
0 κI
)
, A2 =
(
κI 0
1
1−e−22
c2 1
)
, (61)
with
e1(µˇ, ˇ) := e
s1(µˇ,ˇ)√
ˇ
pii
, e2(µˇ, ˇ) := e
s2(µˇ,ˇ)√
ˇ
pii
,
and c1 = iκ
−1(γ − e1e2 − e2e1 ), and c2 = −iκ e1e2 .
Figure 11: Connection matrices between fundamental solutions F•Ψ• of Lemma
33, with ˇ fixed and µ¯ 6= µ¯ . (Picture with arg ˇ = 0.) The corresponding
diagram for the diagonal solutions Ψ• of ∆¯s is obtained by erasing all the F ’s and
replacing the matrices Ai, Ci by identity matrices. The top arrow in the diagram
here F¯ P2 Ψ¯
P
I+
−iN¯1−−−−−→ F¯2Ψ¯I+ follows from the corresponding arrow Ψ¯PI+ −iN¯1−−−−−→
Ψ¯I+ which one can easily read in the corresponding diagram for the diagonal
solutions.
Knowing that F¯2 = F¯
P
2 one can see from Figure 11 that
A¯2C¯
−1
3 = N¯
−1
1 A¯
P
2 (N¯
P
1 )
−1(C¯P4 )
−1,
where (N¯ P1 )
−1 = N¯1, i.e. κ¯I −iκ¯I e¯2e¯1
iκ¯ e¯1e¯2
1−e¯22 κ¯
1
1−e¯22
 =
κ¯ e¯2e¯2−e¯−12 −iκ¯ e¯−11e¯2−e¯−12
iκ¯I
e¯1
e¯2
κ¯I
 (62)
This is satisfied if and only if
κ¯I κ¯I = κO
e¯2
e¯2−e¯−12
,
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which is equivalent to (57). Similarly, one would find that
A¯1C¯
−1
3 = A¯1C¯
−1
3 ,
which is satisfied without imposing any new condition, since
A1C
−1
3 =
(
1
iγe−11 −ie2−ie−12
e1−e−11
0 κO
)
.
(b) Similarly to (a), the passage between (µ˜, ˜), µ˜ ∈ Mˇ(˜), and (˜˜µ, ˜˜) =
e2pii(µ˜, ˜), ˜˜µ ∈ Mˇ(˜˜), is that of crossing the curve ΣO(), which affects only
the outer zones, and hence the outer domains. The inner domains rotate to-
gether with their vertices s1(µˇ, ˇ), s2(µˇ, ˇ), therefore
˜˜ΩI+ = Ω˜
P
I− and
˜˜ΩI− = Ω˜PI+.
So we have
˜˜FI+ = F˜
P
I−,
˜˜FI− = F˜ PI+.
One can see from Figure 12 that the fundamental solutions ΨI± of the diagonal
system ∆
s
satisfy
˜˜ΨI+ = −i Ψ˜PI−, ˜˜ΨI− = −i Ψ˜PI+N˜.
This then implies (58), i.e.
C˜1 =
(
1 −i˜˜κe−2a˜pii
0 1
)
, ˜˜C1 =
(
1 −iκ˜e2˜˜apii
0 1
)
,
C˜2 =
(
1 0
−iκ˜e 2a˜pii 1
)
, ˜˜C2 =
(
1 0
−i˜˜κe 2˜˜apii 1
)
,
as ˜˜a = −a˜. Then (60) follows from (56).
Figure 12: Connection matrices between fundamental solutions Ψ• of Lemma
33 with (˜˜µ, ˜˜) = e2pii(µ˜, ˜).
The following proposition gives a semi-explicit formula for the determinants
κ, κI , κO, analogical to the Gauss-Kummer formula for the hypergeometric equa-
tion [IKSY 91, Koh 99], and similar to the connection formulas of [BJL 79].
Proposition 35. (a) Let ∆ be a parametric system, ∆s its transform (36), let
F• be the normalizing transformations from Proposition 25 determined by the
condition (46) and let Ψ• be as in Figure 9. The collection of all the connection
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matrices between the fundamental solutions F•Ψ• is uniquely determined by κ =
κO
κI
and by the invariant γ, satisfying the relation (60).
(b) Let γ(m) be a germ of analytic function and assume that there exists an
analytic germ Q(m) such that
γ = 2 cos 2piQ.
Let
a(µˇ, ˇ) :=
s1 − s2
2
√
ˇ
, b(µˇ, ˇ) :=
s1 + s2
2
√
ˇ
,
with s1, s2 as in (45). Then any triple of functions κI , κO, κ =
κO
κI
∈ B(Mˇ) with
κO(mˇ) = 1 if (µˇ, ˇ) = 0, µˇ ∈ Mˇ(0), satisfying the relations (57), (59) and (60)
of Lemma 34 are equal to
κI =
√
s1s2
ˇ Γ(
s1√
ˇ
) Γ( s2√
ˇ
)
Γ(1+b−Q) Γ(b+Q) e
2b log b− s1√
ˇ
log
s1√
ˇ
− s2√
ˇ
log
s2√
ˇ
+ fI , (63)
κO= 2pi
s1√
ˇ
Γ( s1√
ˇ
)2
Γ(1+a−Q) Γ(1+b−Q) Γ(a+Q) Γ(b+Q) e
2a log a+ 2b log b− 2 s1√
ˇ
log
s1√
ˇ
+ fO ,
(64)
κ = 2pi
√
s1
s2
Γ( s1√
ˇ
) Γ( s2√
ˇ
)−1
Γ(1+a−Q) Γ(a+Q) e
2a log a− s1√
ˇ
log
s1√
ˇ
+
s2√
ˇ
log
s2√
ˇ
+ f
, (65)
where Γ is the gamma function and
f = (s1+s2) g(s1s2, s
2
1+s
2
2,m), fI = (s1−s2) g(−s1s2, s21+s22,m), fO = f+fI ,
for a unique analytic germ g.
Proof. (a) All the connection matrices between the fundamental solutions F•Ψ•
can be determined from Lemmas 33 and 34.
(b) Denote σ : m¯ 7→ m¯ the continuation map from Lemma 34 (a), and ρ : m˜ 7→ ˜˜m
the continuation map from Lemma 34 (b). Hence,
√
◦σ = √, s1◦σ = s1, s2◦σ = epiis2, a◦σ = b, b◦σ = a,
s1√

◦ρ = s2√

, s2√

◦ρ = s1√

, a◦ρ = e−piia, b◦ρ = b.
One can easily verify that the functions κI , κO, κ of (63)–(65) satisfy κ =
κO
κI
and the identities
(57) : κO◦σ = κO = κ (κ◦σ) e
s2√
ˇ
pii
2i sin s2√
ˇ
pi
,
(59) : κI ◦ρ = κI ,
(60) : 2 cos 2piQ = 2 cos 2pia− κ (κ◦ρ) e−2apii,
using the standard reflection formula Γ(z)Γ(1− z) = pisinpiz . It follows from the
Stirling formula:
Γ(1 + z) ∼
√
2piz (
z
e
)z
(
1 +O( 1z )
)
in the sector at infinity where
| arg z| < pi − η for any 0 < η < pi,
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and Lemma 29 that
lim
ˇ→0
mˇ∈Mˇ
κI(mˇ) = 1 and lim
(µˇ,ˇ)→0
mˇ∈Mˇ
κO(mˇ) = 1.
On the other hand if κI , κO, κ are some functions satisfying the assumptions
of the proposition, let κ′I , κ
′
O, κ
′ be given by (63)–(65) with fI = fO = f = 0,
then it follows that the functions
fI := log
κI
κ′I
, fO := log
κO
κ′O
, f := log
κ
κ′
,
satisfy
fO = f + fI , fI ◦ρ = fI , f ◦ρ = −f, fO◦σ = fO, f ◦σ = fI , fI ◦σ = f.
This implies, in particular, that fO ◦ σ2 = fO = fO ◦ ρ2, hence that fO is non-
ramified as a function of (s1, s2), and therefore fO is an analytic function of
(s1, s2). Since one can express
f =
1
2
(f − f ◦ρ) = 1
2
(fO − fO◦ρ) and fI = 1
2
(fO + fO◦ρ),
they too are germs of analytic functions of (s1, s2). Moreover, for µ 6= 0, 0 =
limˇ→0 fI = lims1−s2→0 fI , so we can write
fI = (s1 − s2) · g, and f = (s1 + s2) · (g ◦ σ), fO = fI + f,
with g that is ρ-invariant, thus a germ of an analytic function of
s1s2 =
√
µˇ2 − ˇ and s21 + s22 = 2µˇ,
which are algebraically independent and form a Hilbert basis of the space of
polynomials of (s1, s2) that are invariant to the action of ρ.
Corollary 36. The determinant κI(mˇ) 6= 0 for m small, and lim
m→0
mˇ∈Mˇ
κI(mˇ) = 1.
Proof. From the formula (63) of Proposition 35 and Lemma 29.
Remark 37. The set of points mˇ for which
s1√
ˇ
∈ −N∗, or s2√
ˇ
∈ −N∗, or a ∈ ±Q− N∗, or b ∈ ±Q− N∗,
outlines a natural boundary for the set Mˇ.
3.3.3 Proofs of Theorems 6 and 19.
Proof of Theorem 6 (a). Let ∆(x,m), ∆′(x,m) be two parametric families of
systems, ∆s(s,m), ∆′s(s,m) their transforms (36) and F•, F ′• be the normalizing
transformations from Proposition (25) determined by the condition (46) with
κ•, κ′•. Suppose that their invariants γ = γ
′ are the same. We want to show
that the two families of systems ∆, ∆′ are then analytically equivalent. We
know that κI(mˇ) = 1 = κ
′
I(mˇ) when ˇ = 0, and κO(mˇ) = 1 = κ
′
O(mˇ) when
(µˇ, ˇ) = 0. Let δ(mˇ), depending continuously on the parameter mˇ ∈ Mˇ, be such
that
κ′O
κ′I
= δ2
κO
κI
, δ(0) = 1.
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The relation (60) implies that δ( ˜˜m) · δ(m˜) = 1. Put
F ′′O = δ
−1 F ′O, F
′′
I = F
′
I
(
δ−1 0
0 δ
)
.
They are also normalizing transformations for the system ∆′s: (F ′′• )
∗∆′s =
∆′s. It is easily verified that the connection matrices between the fundamental
solutions F ′′• Ψ• are exactly the same as those between the fundamental solutions
F•Ψ• (with Ψ• as in Figure 10), and one concludes by Proposition 32.
Proof of Theorem 19. (i) For (m) = 0, the transformation T+I,m converges to
TO,m, i.e. |T+I,m(s) − TO,m(s)| → 0, s ∈ S+I,m, if and only if FI(·,m) converges
to FO(·,m), which happens if and only if the matrix C3(m)→ I.
(ii) To show that the transformation T2,m converges to TO,m, we need to show
that the corresponding transformation F2(·,m) converges to FO(·,m). It will
be enough to show that the difference of fundamental solutions F2ΨO − FOΨO
converges to 0 for each fixed s. We know from the proof of Lemma 34 (a),
Figure 11, that FOΨO = F2ΨOA2C
−1
3 , where A2 is given by (61) and A2C
−1
3
has been calculated in (62)
A2C
−1
3 =
(
κI −iκI e2e1
iκ e1e2
1−e22 κ
1
1−e22
)
, where ej = e
sjpii√
 , j = 1, 2.
We need that A2C
−1
3 → I, which happens if and only if e2e1 → 0 and e1e2 → 0
as (m) → 0, i.e. Im( s2−s1√

)
> 0 and Im
(
s2+s1√

)
> 0. For µ = O(), we
have s1 = 
1
4 + O(
3
4 ), s2 = ±i 14 + O( 34 ), hence s2−s1√ = −1∓is2 + O(
1
4 ),
s2+s1√

= −1±is2 + O(
1
4 ). Therefore the condition of convergence is satisfied if
arg s2 ∈ (pi4 , 3pi4 ), i.e. if arg x2 ∈ (pi2 , 3pi2 ).
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