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"He may be mad, but there's method in his madness. There nearly always is method 
in madness. It's what drives men mad, being methodical." 
un Ange 
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R E S U M E 
Le domaine des semi-conducteurs ne cesse d'ameliorer les precedes de fabrication 
des puces sur silicium. Aujourd'hui, les nanotechnologies offrent des densites 
d'integration de transistors elevees. Cette densite accrue permet de reunir plusieurs 
processeurs sur une seule et meme puce. Depuis quelques annees, les systemes-sur-
puce multiprocesseurs sont tres populaires dans des applications de haute performance 
telles que le multimedia, la telephonie mobile. Les nombreux processeurs doivent 
etre relies par un reseau de communication efficace pour garantir le debit requis. 
Pour choisir la bonne architecture de communication, le concepteur se pose plusieurs 
questions pour satisfaire les exigences de l'application : quelle topologie choisir ? 
Comment la configurer ? Comment placer les composants dans cette topologie ? 
Grace a des outils ESL, une conception a plus haut niveau d'abstraction per-
met au concepteur d'aborder la complexity introduite par les systemes-sur-puce 
multiprocesseurs et d'etudier rapidement differents aspects : communications et 
synchronisation inter-processeurs, topologie de memoire, programmation parallele, 
etc. 
La plateforme virtuelle Space basee sur SystemC propose une methode ESL afin 
de construire et d'explorer rapidement un systeme embarque par assemblage de 
composants IP (e.g. processeurs, bus, peripheriques, memoires). Plusieurs niveaux 
d'abstraction permettent au concepteur d'explorer des interactions logicielles/-
materielles qu'il va associer a la meilleure architecture de communication possible. 
Le projet de recherche consiste a explorer les communications-sur-puce a l'aide de 
la plateforme Space. Des composants a haut niveau en SystemC sont developpes 
pour modeliser differents reseaux de communication de type multibus. Les modeles 
abstraits developpes et ameliores touchent deux niveaux de Space. Au niveau TF, le 
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canal TF est capable de reproduire le fonctionnement general de bus standards du 
protocole CoreConnect d'IBM et AMBA de ARM, et le pont fonctionnel capable de 
modeliser un pont direct ou un pont adaptateur de domaines d'horloge. Au niveau 
BCA, les modeles precedents se raffinent en un bus OPB, bus pour peripheriques du 
protocole CoreConnect, et en pont OPB-OPB. 
Une comparaison de la simulation des architectures de communication au niveau TF 
et BCA montre que les modeles abstraits du niveau TF permettent une acceleration 
de 4,3x et une estimation des communications superieure a 85% par rapport aux 
modeles du niveau BCA. 
Une methode d'exploration d'architecture de communication multi-niveaux est 
proposee afin d'etudier les possibilites offertes par l'assemblage des precedents 
composants cites. Une application de decodage JPEG a laquelle on applique la 
methode d'exploration demontre que la performance d'une architecture avec un 
simple bus partage peut etre amelioree de 14% avec un reseau multibus en placant 
judicieusement les composants sur chaque bus. Ce reseau multibus est ameliore en 
optimisant la configuration du protocole de chaque bus (i.e. politique d'arbitrage) 
et en utilisant des composants annexes tels que des liens point a point et une 
memoire double. L'amelioration de performance obtenue avoisine alors les 57% 
pour un partitionnement tout materiel et les 82% pour un certain partitionnement 
materiel/logiciel. De plus, la methode d'exploration montre aussi les risques lies a 
l'utilisation de ponts dans un reseau multibus comme l'interblocage et la famine. 
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ABSTRACT 
The manufacturing processes of silicon chip are always improved by the semiconductor 
industry. Nowadays, the nanotechnology allows high integration density of transistors. 
By allowing more transistors onto a smaller area of silicon, several processors can be 
gathered in one chip. For a few years, multiprocessors systems-on-chip has been 
popular in high performance applications such as multimedia, mobile phone and 
gaming. The numerous processors must be linked by an efficient communication 
network so that the elevated bandwidth is guaranteed. The designer asks himself 
several questions in order to choose the right communication architecture according 
to the application specifications: which topology to choose? How to configure it? 
How to map the component onto the topology? 
ESL tools enable a product design at a higher abstraction level. As a consequence, 
designers can face the complexity brought by multiprocessors systems-on-chip and 
rapidly study different aspects: interprocessors synchronization and communication, 
memory topology, parallel process, etc. 
The virtual platform based on SystemC, Space, offers an ESL method in order to 
build and quickly explore an embedded system by assembling different IP blocks 
(e.g. processors, bus, peripherals, memory). Through several abstraction levels, the 
designer can test various software/hardware interactions which he will match to the 
best communication architecture. 
This research project aims to explore on-chip communication through the platform 
Space. High level components are developed in SystemC in order to model different 
multibus communication networks. The abstract models are designed and improved 
for two levels of abstraction offered by Space. At the TF level, the TF channel is able 
to reproduce the overall mechanism of standard busses used by the IBM CoreConnect 
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protocol and by the ARM AMBA protocol. At this level, the functional bridge is also 
able to model a direct bridge or a store-and-forward bridge. These adapt to two clock 
domains. At the BCA level, the previous models are respectively refined into an OPB 
bus, peripheral bus from the CoreConnect protocol and into an OPB-OPB bridge. 
A simulation of the communication architectures at the TF and BCA level is 
compared and shows that the TF abstract models enable an acceleration of 4,3x 
and a communication estimation above 85% in respect to the BCA abstract models. 
A multi-levels architectural exploration method of communication was suggested so 
that the various assembling of the previous abstract components can be studied. 
A JPEG decoder application to which the exploration method is applied reveals 
that the performance of a single shared bus architecture is enhanced by 14% with a 
multibus network by wisely mapping the components on each bus. Optimizing the 
protocol configuration of each bus (i.e. arbitration type) and using point-to-point 
links and a dual port memory improved the multibus network. Thus the performance 
improvement is about 57% for a pure hardware configuration and about 82% for a 
certain hardware/software partitioning. Moreover, the exploration method illustrates 
the dangers associated with the use of bridges in a multibus network such as deadlock 
and starvation situation. 
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INTRODUCTION 
Un systeme embarque est un systeme informatique et electronique autonome dans 
lequel le materiel et le logiciel sont tres fortement couples. II est conc,u pour realiser 
une fonction specifique. Les systemes embarques se trouvent a la maison (television 
numerique, lecteur DVD, systeme de son), au travail (assistant numerique personnel, 
routeur et commutateur dans les reseaux), dans les loisirs (telephone cellulaire, console 
de jeux videos, lectuer MP3) et les transports (GPS, aide d'assistance au freinage). lis 
integrent le plus souvent un ou plusieurs processeurs, des peripheriques d'entree/sortie 
et de la memoire sur une meme puce. Nous parlons alors de systeme-sur-puce (SoC). 
Les processeurs embarques sont des processeurs a usage special congus pour une classe 
d'applications specifiques. 
La conception des systemes embarques passent par le developpement conjoint du 
materiel et du logiciel : c'est le codesign. Dans ce modele, une communication 
constante est necessaire entre les deux equipes de conception. Le resultat est 
que chacune des equipes peut beneficier du travail de l'autre. La composante 
logicielle peut profiter des caracteristiques avancees du materiel pour gagner en 
performance. La composante materielle peut simplifier la conception d'un module 
si la fonctionnalite peut etre mise en logiciel pour reduire le cout et la complexite du 
materiel. 
Jusqu'au debut des annees 90, les systemes embarques etaient generalement des 
systemes simples avec une longue vie sur le marche. Depuis les dix dernieres annees, 
l'industrie de l'embarque connait des transformations importantes conduisant a de 
nouvelles contraintes. lis sont congus en fonction des exigences de performance, de 
taille, de consommation de puissance et de prix. 
En 1965, Gordon Moore, co-fondateur d'Intel, predisait que le nombre de transistors 
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par circuit integre doublerait tous les 24 mois. Des estimations plus affinees dans les 
annees suivantes donnerent un intervalle de 18 mois. 
La loi de Moore est devenue un objectif de performance pour l'ensemble de l'industrie 
de la microelectronique. Pendant 25 ans, les procedes de fabrication des circuits 
integres (IC) ont toujours rendu possible l'integration des transistors. Mais les outils 
et les methodes de conception n'arrivaient pas a suivre la cadence [48]. Ce phenomene 
est appele l'ecart de productivite. Les concepteurs materiels d'lC sont done montes 
vers des niveaux d'abstraction plus eleves dans les outils pour repondre a la complexity 
grandissante de conception tout en respectant les temps de mise sur le marche. Mais 
la loi de Moore continue a faire avancer les procedes de fabrication (2003 : 130 nm, 
2005 : 90 nm, 2007 : 65 nm)[17]. Cet ecart de productivite risque de durer encore une 
decennie (figure 1) jusqu'a ce que la loi de Moore ne soit plus valable car les limites 
atomiques du silicum auront ete atteintes [17, 48, 66]. 
- ^ _ — _ — Loi de Moore 
Productivite relative a I'utilisation d'outils et de methode 
1970 1975 1980 1985 1990 1995 2000 2005 2010 
Figure 1 Ecart de Productivite 
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Problematique 
La conception d'un systeme-sur-puce doit done relever des defis dont certains sont 
induits par la loi de Moore. 
1. La mise sur le marche (time-to-market). Le processus de conception d'un 
produit doit etre le plus court possible pour repondre a la demande. 
2. Le "triangle technologique" performance/energie/cout. Le SoC doit garan-
tir une performance optimale tout en rainimisant la dissipation de puissance 
degagee par les differents composants. La gestion de l'energie devient cruciale 
pour les systemes embarques mobile fonctionnant sur batterie. 
3. La densite d'integration augmente la complexity des SoCs mais reduit le cout 
global en combinant plusieurs fonctionnalites sur une surface plus petite. 
4. Le temps. Certains systemes doivent garantir un debit rapide et executer des 
taches dans un laps de temps precis. 
La venue de systemes-sur-puce multiprocesseurs (MPSoC) depuis quelques 
annees permet notamment de satisfaire le triangle technologique. Les millions de tran-
sistors par puce apportes par la loi de Moore au 21 e m e siecle permettent l'utilisation de 
plusieurs processeurs. L'association de processeurs de nature homogene ou heterogene 
vise a diminuer la frequence du systeme et done a baisser la puissance dissipee [48]. 
Les MPSoCs offrent un avenir prometteur au parallelisme. lis continuent d'exploiter 
le parallelisme inherent au materiel et l'introduisent dans le logiciel, ce qui oblige les 
programmeurs a penser parallele au lieu de sequentiel. 
Les MPSoCs sont tres employes dans le domaine de la reseautique, de la telephonie 
mobile, du multimedia et de Pautomobile. Le point commun de ces domaines 
est la quantite importante de donnees generees par l'application. Pour que les 
processeurs et les autres composants puissent s'echanger ces donnees, ils ont besoin 
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d'un reseau de communication performant. Ce reseau doit faire face a la 
complexity croissante des systemes qui engendrent un trafic accru et doit repondre aux 
exigences de performance et d'energie imposees par la nanotechnologie [47]. Diverses 
architectures de communication permettent de satisfaire les contraintes evoquees. Du 
simple bus partage au lien point a point en passant par un reseau multibus et des 
reseaux de communication plus complexes, les topologies ne manquent pas [44][10]. Le 
concepteur se retrouve done devant plusieurs alternatives et le choix et l'optimisation 
de la topologie devient vite un casse-tete. 
Les outils ESL (Electronic System Level) au niveau systeme permettent d'explorer 
differentes architectures de communication pour relier les differents composants dans 
un MPSoC. Grace a plusieurs niveaux d'abstraction et a des modeles abstraits des 
blocs IP materiels, une application entiere (logiciel et materiel) peut etre simulee et 
verifiee. Les modeles abstraits des blocs IP sont ecrits dans un langage de haut niveau 
comme SystemC [59]. Les concepteurs pourront plus tot dans le cycle de conception 
evaluer les interactions materieiles/logicielles a travers le reseau de communication, 
trouver le meilleur compromis et reduire les risques de conception. En personnalisant 
le reseau de communication, en fonction des specifications de Papplication et du 
domaine d'application, plusieurs aspects sont a considerer : 
1. selection de la topologie du reseau de communication. 
2. placement des divers composants dans le reseau de communication. 
3. selection des bons parametres du protocole du reseau de communication. 
La plateforme de conception SPACE [16] basee sur SystemC repond aux criteres 
precedents. Elle permet de construire un systeme a partir d'une librairie de 
composants IP a haut niveau. A travers plusieurs niveaux d'abstraction, le systeme est 
valide fonctionnellement et raffine vers une implementation plus detaillee en termes 
de temps. Une fois le systeme congu a haut niveau, il peut etre verifie au niveau 
5 
RTL en ciblant la technologie FPGA. SPACE cible particulierement les FPGAs de la 
societe Xilinx. 
Qbiectifs 
L'objectif principal de ce projet est d'explorer differentes architectures de com-
munication a l'aide de la plateforme SPACE. Les architectures visees sont le bus 
simple partage, les multibus relies par des ponts et les liens point a point. Plus 
particulierement, les modeles des architectures de communication de haut niveau 
reproduisent le fonctionnement du protocole CoreConnect d'IBM constitue de trois 
bus et des liens point a point developpes par Xilinx. CoreConnect et les liens point a 
point sont utilises dans le FPGA Virtex II Pro de Xilinx. 
A travers les trois niveaux d'abstraction (UTF, TF et BCA) offerts par SPACE, deux 
buts plus specifiques sont montres. Le premier demontre que l'approche de haut vers le 
bas de SPACE permet d'arriver a un systeme avec une architecture de communication 
repondant aux contraintes de Papplication choisie. Le deuxieme illustre que les outils 
d'analyse graphique et textuelle de SPACE permettent de personnaliser l'architecture 
de communication a partir de metriques quantitatives et qualitatives pour optimiser 
la performance globale du systeme. Les deux buts visent a proposer une methodologie 
d'exploration des communications-sur-puce multi-niveaux d'abstraction. 
Methodologie 
Dans un premier temps, les caracteristiques communes a des bus standards seront 
analysees. Les bus standards CoreConnect d'IBM [29] et AMBA de ARM [5] seront 
utilises pour trouver ces caracteristiques. Ces derniers permettront de developper 
un modele transactionnel de haut niveau des bus ecrit en SystemC et hautement 
configurable pour reproduire la plupart des fonctionnalites. 
Dans un systeme multibus, les bus sont relies par des ponts. De la meme maniere que 
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pour les bus, les caracteristiques communes des ponts seront extraites de l'analyse des 
ponts utilises dans le protocole CoreConnect et AMBA. Ceci permettra de developper 
deux modeles transactionnels en SytemC respectivement pour les niveaux TF et BCA. 
Tous les modeles transactionnels seront testes et optimises par des bancs de tests. 
Par la suite, a partir d'un banc de test mettant en ceuvre les communications propres 
a SPACE, les modeles transactionnels developpes pour le niveau TF et BCA seront 
compares a travers une configuration simple bus et multibus avec un pont. 
Enfin, une application de decompression d'images JPEG sera utilisee au niveau 
TF et BCA pour concevoir un systeme performant base sur une architecture de 
communication optimisee a l'aide de bus. Au niveau BCA, le bus OPB du protocole 
CoreConnect d'IBM est utilise. Cette application permettra de mettre en lumiere 
une methodologie d'exploration iterative avec SPACE pour choisir une architecture 
multibus, placer les composants sur cette architecture et personnaliser le protocole 
de l'architecture. Les pieges lies a l'utilisation d'un pont seront aussi etudies et 
l'utilisation d'une memoire double port et de liens point a point montrera comment 
ameliorer le systeme multibus. 
Contributions 
Ce travail a tout d'abord permis de developper des modeles de haut niveau que sont 
le canal transactionnel TF et le pont fonctionnel au niveau TF, le pont OPB-OPB et 
quelques fonctionnalites supplementaires du bus OPB au niveau BCA. Les modeles 
abstraits au niveau TF permettent d'obtenir un gain de performance sur la simulation 
realisee au niveau BCA avec une bonne estimation des communications. 
Une methodologie d'exploration des communications-sur-puce a ete developpee 
montrant la facilite d'exploration architecturale a travers les differents niveaux 
d'abstractions de SPACE. De plus, grace aux outils d'analyse graphique et textuelle 
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de SPACE, les problemes lies a l'utilisation d'un reseau multibus sont facilement 
identifiables et solvables a l'aide de composants annexes comme une memoire double 
port et des liens point a point. 
Organisation du memoire 
Ce memoire se compose de quatre chapitres. Le premier chapitre presente les tenants 
et les aboutissants de la conception des systemes-sur-puce multiprocesseurs. Le deux-
ieme chapitre presente plus particulierement les types de communications-sur-puce et 
les techniques d'analyse et d'exploration architecturale de ces communications. Le 
troisieme chapitre decrit brievement les differents niveaux de la plateforme SPACE 
et presente les composants abstraits du niveau TF et BCA permettant de construire 
et d'ameliorer un reseau multibus. II decrit aussi la methode developpee pour mener 
une exploration architecturale des architectures de communication multibus a travers 
les niveaux de SPACE. Enfin, le dernier chapitre presente les resultats comparant 
la vitesse et la precision des simulations entre le niveau TF et BCA ainsi que les 
performances obtenues lors de l'exploration architecturale des communications a 




Une architecture de type systeme-sur-puce (SoC) integre plusieurs composants 
heterogenes sur une seule puce. Ce type de systeme permet de construire des 
applications complexes et specialises. Depuis quelques annees, des applications 
dans le domaine des telecommunications, du multimedia, du reseau et bien d'autres 
favorisent le developpement de plateforme a tres haute performance. Pour repondre a 
ce besoin de performance, le concept de systeme-sur-puce multiprocesseur (MPSoC) 
a vu le jour. Ainsi, ce chapitre presente les enjeux lies a l'emergence des MPSoCs. 
Le concept de SoC a emerge au debut des annees 2000. En general, les SoCs sont com-
poses : d'un ou plusieurs microcontroleurs, processeurs et DSPs, de plusieurs types 
de memoire, d'une source pour l'horloge du systeme, d'interfaces d'entrees/sorties, 
d'autres peripheriques, et parfois de la logique specifique a l'application. Tous ces 
blocs sont relies par un reseau d'interconnexion tels que des bus standard ou par un 
reseau-sur-puce. Aujourd'hui, le terme de puce est associe aux elements que nous 
trouvons dans un SoC. Ainsi, nous parlerons de communication-sur-puce (on-chip 
communication) tels que les bus- et reseaux-sur-puce (bus-/network-on-chip) et de 
memoire-sur-puce (on-chip memory). 
1.1 Le besoin grandissant 
Les systemes-sur-puce multiprocesseurs (Multiprocessor System-On-chip, MPSoC) 
sont les derniers nes de la technologie VLSI ( Very-Large- Scale Integration). lis sont 
apparus il y a quelques annees et percent de plus en plus le marche. Les MPSoCs 
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trouvent leur sens dans le marche de l'electronique de masse dans lequel les produits 
doivent etre performants, consommes peu d'energie et avoir un prix abordable. Parmi 
les domaines repondant aux criteres precedents, il y a les telecommunications, le 
reseau, la telephonie mobile, la television numerique et les jeux video. A l'inverse 
de l'ordinateur a usage general oil la course a la frequence entre Intel et AMD a 
atteint les 4 GHz, les MPSoCs s'appuient sur l'utilisation de plusieurs processeurs 
pour minimiser la frequence de fonctionnement et done la consommation d'energie. 
Ces processeurs peuvent etre configurables, a jeu d'instructions fixes ou a jeu 
d'instructions extensibles [52]. 
Les nouvelles technologies requierent du parallelisme car elles integrent plusieurs 
fonctionnalites dans un meme appareil (audio/video, sans fil, securite, controle). Ces 
applications impliquent que de multiples algorithmes soient utilises en concurrence. 
II en decoule de multiples instructions par cycle et de nombreuses donnees a traiter. 
De nos jours, un telephone cellulaire comporte de quatre a huit processeurs incluant 
un ou plusieurs processeurs RISC (Reduced Instruction-Set-Simulator) pour les 
interfaces graphiques et d'autres fonctions de controles, un DSP pour l'encodage 
et le decodage de la voix, des processeurs pour la camera numerique, la video et 
Pecoute de la musique. Cet exemple montre un des aspects importants des MPSoCs, 
Pheterogeneite. En effet, multiples processeurs pour multiples fonctionnalites, 
chaque fonction est realisee par un processeur specialise ou le mieux adapte pour 
obtenir la meilleure performance. 
La recherche de performance est un enjeu puisque les applications pour les MPSoCs 
sont soumises a des contraintes de temps reel. Les systemes sont mobiles dans un 
environnement qui contient un nombre incalculable d'informations qui se propagent 
dans les airs sous forme d'ondes (lumineuse, radio, etc). Certaines taches du systeme 
doivent s'executer dans un laps de temps precis. 
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Que ce soit des appareils avec batterie comme le telephone cellulaire ou sans batterie 
comme la television numerique, la soif d'energie est a controler. II faut le plus 
possible minimiser la consommation de puissance afin par exemple d'allonger la duree 
de vie de la batterie. Ce controle permet notamment de reduire les couts. 
Le fameux triangle performance/energie/cout est au cceur de la conception des 
MPSoCs. Aussi bien sur le plan materiel que logiciel, ce triangle apporte de nouveaux 
defis a surmonter pour les ingenieurs systemes, logiciels et materiels, verification et 
integration. Cela passe par l'amelioration des outils et les methodes existantes pour 
faire face a la complexite grandissante. Deux pistes s'offrent aux concepteurs pour 
relever ces defis [19]. 
La premiere solution passe par la reutilisation de blocs IP. Les concepteurs ont 
acces a une librairie de composants ou de blocs deja congus et testes dans laquelle ils 
peuvent se servir pour rapidement construire leur systeme en assemblant les differents 
IPs. 
La deuxieme solution passe par l'adoption de la conception au niveau systeme, 
que Ton nomme Electronic System Level (ESL). L'ESL implique que les librairies 
d'IPs offriront des modeles abstraits des composants decrits dans un langage de 
haut niveau comme SystemC [59]. Ainsi, les concepteurs pourront plus tot dans 
le cycle de conception evaluer les interactions materielles/logicielles, trouver le 
meilleur compromis et reduire les risques de conception. Grace a plusieurs niveaux 
d'abstraction et a un modele comportemental des IPs materiels, une application 
entiere (logiciel et materiel) peut etre simulee et verifiee avant d'arriver au flot de 
conception materiel traditionnel. 
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1.1.1 L'avenir est dans l'ESL 
La conception au niveau ESL (Electronic System Design) peut etre vue comme 
une methodologie generate qui inclut la conception et la simulation, la synthese 
comportementale, et la verification de systemes-sur-puce a haut niveau d'abstraction. 
Elle fournit des outils qui utilisent diverses methodologies pour decrire et analyser 
les SoCs sur differents niveaux d'abstractions [33]. II n'est pas toujours evident de 
trouver une definition claire car l'ESL prend plusieurs formes. En effet, dans [53], 
l'auteur stipule que les outils, les modeles et les methodologies viennent de differentes 
sources. Cela passe par des chercheurs universitaires, des fournisseurs d'IPs, des 
fournisseurs d'outils commerciaux pour l'ESL, des entreprises classiques de l'EDA 
(Electronic Design Automation). 
Malgre une diversite apparente et la difficulte d'etablir un flot ESL standard, nous 
pouvons tout de meme caracteriser l'ESL. 
1.1.1.1 Conception et simulation au niveau systeme 
Cette partie couvre deux aspects [33]. 
Le premier est la conception algorithmique qui associe des donnees et des scenarios 
reels a un algorithme afin de mieux verifier et valider les resultats finaux et le 
comportement. L'outil Matlab associe a Simulink est depuis longtemps utilise. 
Le deuxieme est l'utilisation de modele de haut niveau, appele aussi prototype 
virtuel, pour l'exploration architecturale et la verification. Le prototypage virtuel 
permet de developper le logiciel plus efficacement et de valider les interactions 
logicielles/materielles. Dans les deux prochaines annees, son utilisation atteindra 44% 
contre 28% en 2007 grace aux outils ESL commerciaux [58]. Un prototype virtuel est 
done un modele architectural caracterisee par la creation d'une plateforme executable 
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sur laquelle le vrai code logiciel compile et lie s'execute. Elle inclut un ou plusieurs 
processeurs, des bus, de la memoire et des peripheriques dont les modeles haut niveau 
sont precis au cycle (cycle-accurate). Ceci permet de recreer le comportement reel du 
systeme de fagon precise. Un prototype virtuel offre un compromis entre la vitesse 
de simulation et la precision des resultats. Ainsi, dans un not de conception complet 
de systeme (Figure 1.1), l'utilisation d'un prototype virtuel permet de garantir une 
meilleure coherence entre le choix de l'architecture et son implementation. 
Figure 1.1 Prototype virtuel 
La modelisation au niveau transactionnel (Transaction-Level Modeling, TLM) est 
un concept de plus en plus populaire dans la conception au niveau systeme. Elle 
repose sur l'utilisation de plusieurs niveaux d'abstractions et sur le raffinement 
progressif et independant de la communication et des fonctionnalites du systeme. 
Actuellement, VOpen SystemC Group Initiative (OSCI) definit un ensemble de 
terminologie et propose un standard pour le TLM [73]. Le TLM s'appuie sur la 
notion de transaction. Une transaction est un echange d'information entre deux 
composants. En fonction du niveau d'abstraction, la transaction peut designer 
tous les phases, une phase particuliere ou un signal particulier utilise dans une 
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phase de l'echange de 1'information. La communication entre deux composants 
est modelisee par un canal abstrait et les transactions s'echangent en appelant 
des fonctions a travers une interface fournie par le canal. Par exemple, pour un 
envoi de donnee sur un canal selon le niveau d'abstraction, une transaction pourrait 
deflnir toutes les phases de l'envoi (i.e. arbitrage, decodage d'adresse, transfert, 
acquittement) ou alors chaque phase de l'envoi implique une transaction. La notion 
de transaction est intimement liee a celle d'evenement. La gestion d'une ou plusieurs 
transactions entraine la gestion d'un ou plusieurs evenements. Au sein d'un meme 
composant, les details de la communication sont separes des details de calcul. Les 
details non necessaires de la communication et des calculs sont caches et pourront 
apparaitre plus tard en descendant dans les niveaux [12]. Ainsi, grace au TLM, 
des modeles de bus et de reseaux-sur-puce peuvent etre simules plus rapidement 
que des modeles RTL tout en ayant une grande precision lors de la simulation [42]. 
Les simulations TLM permettent d'extraire des metriques telles que la puissance, 
la performance, la surface et d'evaluer les interactions materiel/logiciel en explorant 
rapidement plusieurs alternatives d'implementation. De ce fait, une tendance a un 
flot de conception TLM vers RTL (Register Transfer Level) emerge afin d'assurer la 
transition entre la conception systeme et la conception traditionnel au niveau RTL 
[68]. 
1.1.1.2 Les niveaux d'abstraction pour apprehender la complexity 
L'ESL couvre plusieurs niveaux d'abstractions qui servent a raffiner les modeles des 
composants a haut niveau. Ces niveaux d'abstractions sont au nombre de quatre. 
Le niveau UTF (UnTimed Functional) ne contient pas de notion de temps. II 
permet de tester la fonctionnalite sans prejuger d'un quelconque partitionnement 
logiciel/materiel. Les communications s'effectuent en un temps zero. 
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Le niveau T F (Timed Functional) fait apparaitre la notion de temps mais pas a 
travers line horloge. Les operations de calcul des composants et les communications 
sont associees a un temps representant leur execution. La simulation donne ainsi des 
premieres estimations temporelles. Le partitionnement logiciel/materiel est rendu 
possible. 
Le niveau BCA (Bus Cycle Accurate) permet de modeliser les communications entre 
les composants a travers un reseau de communication tel qu'un bus ou un reseau-sur-
puce. Ce niveau est dit « precis au cycle » car les communications sont decoupees 
en phase permettant de savoir ce qui passe cycle par cycle. Une notion d'horloge 
peut apparaitre generant des evenements supplementaires a gerer. Ce niveau est utile 
pour la phase de verification au niveau systeme car la simulation en termes de cycle 
d'execution se rapproche du systeme reel. 
Le niveau CA (Cycle Accurate) modelise en details un systeme en incluant le 
protocole complet de communication avec tous les signaux d'entree/sortie. Une ou 
plusieurs horloges servent a synchroniser tous les composants du systeme. 
Le TLM couvrent les trois premiers niveaux qui permettent un raffinement selon deux 
axes : la granularite des donnees (paquet de l'application, paquet sur le bus, taille du 
bus) et la precision sur le temps (pas de temps, temps approxime, temps precis au 
cycle). Les appellations ci-dessus peuvent changer selon les organismes [27][71][78]. 
La figure 1.2 montre une possible correspondance et les principales caracteristiques : 
A partir de ce schema, nous pouvons degager deux types d'approches dans l'ESL. 
L'approche du haut vers le bas (top-down) ou nous partons d'une modelisation a haut 
niveau en ajoutant au fur et a mesure les details pour arriver a une implementation 
physique. Cette approche est souvent adaptee a une vue utilisateur/concepteur de 
systeme. Et l'approche du haut vers le bas (bottom-up) dans laquelle nous partons 
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Figure 1.2 Niveaux d'absractions 
details de plus en plus. Cette approche est plutot utilisee par des developpeurs d'IPs 
a haut niveau. Ces IPs haut niveau serviront justement a un concepteur de systeme 
dans l'autre approche. 
1.2 Le logiciel 
Dans la conception des MPSoC, le logiciel represente une part importante voir 
critique. Avant, le concepteur de puce pouvait trouver des solutions purement materiel 
pour repondre aux specifications du systeme. Maintenant, puisque les fonctionnalites 
peuvent se partitionner en materiel ou en logiciel, les concepteurs materiels doivent 
composer avec le logiciel des le debut. lis doivent comprendre les caracteristiques 
de l'application logicielle qui affectent les contraintes temps reel et la consommation 
de puissance. Pour comprendre les defis logiciels, le decoupage en trois points de 
vue propose par Wolf et Jerraya [37] sera retenu : 1) la vue programmeur; 2) la 
vue architecture logicielle et reutilisation de la methode de conception; 3) la vue 
optimisation. 
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1.2.1 La vue programmeur 
Pour exploiter le parallelisme offert par les MPSoCs, une programmation parallele 
est necessaire pour associer l'application logicielle a la meilleure implementation. II 
existe des librairies standards de programmation parallele appelees API (Ap-
plication Programmable Interface) permettant d'exploiter au maximum l'architecture 
multiprocesseur offerte. Par exemple, le standard OpenMP est adapte pour la 
programmation a memoire partagee, le standard MPI (Message-Passing Interface) 
offre une programmation par passage de messages. Les modeles de programmation 
doivent offrir les mecanismes adequats pour eviter les problemes lies a la concurrence 
tels que les interblocages, les famines de donnees, les incoherences de donnees, les 
concurrences critiques (race conditions). 
1.2.2 La vue architecture logicielle et la reutilisation de la methode de 
conception 
L'architecture logicielle permet a l'application logicielle de s'executer sur l'architecture 
MPSoC. Elle comprend l'intergiciel, le systeme d'exploitation (tres souvent temps 
reel, RTOS) et la couche d'abstraction materielle (Hardware Abstraction Level, 
HAL). Le HAL est un composant logiciel qui depend directement du processeur 
(e.g. pilotes pour le bus, unite de gestion de la memoire, routine de service 
d'interruption). L'architecture logicielle permet la communication entre les taches 
logicielles composant l'application, l'ordonnancement de ces taches et la gestion des 
evenements exterieurs (e.g. interruptions). Ainsi, dans un contexte MPSoC, le RTOS 
et l'intergiciel doit offrir au minimum un service d'ordonnancement, de gestion de 
memoire, de gestion de communication et de synchronisation. Certains de ces services 
doivent s'executer le plus efficacement possible pour respecter les contraintes de temps 
et de puissance imposees par l'application [80]. Comme la conception MPSoC est regie 
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par des contraintes de performance et de cout, 1'architecture logicielle doit pouvoir 
etre configurable pour n'utiliser que les fonctions necessaires et ainsi minimiser la 
surcharge [37]. 
1.2.3 La vue optimisation 
Le code logiciel dans les MPSoCs doit etre optimise en termes de taille de code, de 
temps d'execution et de consommation d'energie pour repondre aux contraintes de 
surface, de puissance et de temps. La performance logicielle depend fortement du 
type de processeur (DSP, ASIP, processeur configurable, etc.) et de la hierarchie 
de memoire (partagee ou distribute) [37]. 
1.3 Le materiel 
Dans la section precedente, les defis logiciels pour une conception multiprocesseur 
ont ete presentes mais qu'en ait-il des defis materiels ? Les questions architecturales 
suivantes etablies dans [37] [52] aident a comprendre ces defis : 
• Quel type de processeur utiliser ? Combien de processeurs faut-il et comment 
les configurer en fonctions de l'application ? Faut-il une architecture homogene 
ou heterogene ? 
• Quelle hierarchie de memoire ? Ou placer les memoires et combien de memoire 
allouee aux differentes taches ? 
• Quel type d'interconnexion et topologie faut-il utiliser (communications point 
a point, bus standard, NoC ou un melange) ? 
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1.3.1 Les processeurs 
Selon une etude de mars 2006 [24] sur les types de processeurs utilises dans les 
systemes embarques, les processeurs 32 bits representent 55% du marche suivi par 
les processeurs 16 bits a 18% et les 8 bits a 16%. Cette etude montre aussi que 44% 
des systemes fonctionnent entre 10 et 99 MHz ce qui correspond a une recherche de 
consommation de puissance controlee. Seulement 28% des systemes sont congus pour 
travailler entre 100 et 500 MHz et 13% entre 500 et 1GHz. Une autre etude realisee 
dans le cadre de Linux pour l'embarque en mai 2006 [49] montre que ARM etait 
present dans 30% des projets en 2004 et 2005 alors que Intel x86 etait present dans 
28%. Suivent MIPS et PowerPC avec respectivement 10% et 14% des projets. 
Le choix du processeur dans un systeme MPSoC va dependre de multiples facteurs tels 
que la performance, le cout et la consommation de puissance de la puce a concevoir, 
les outils de developpement logiciel et materiel disponible pour le processeur, les 
systemes d'exploitation qu'il supporte, la possibility de le configurer et d'etendre 
son jeu d'instruction, les intergiciels et les pilotes disponibles pour interagir avec les 
peripheriques. Pour le systeme MPSoC, certains facteurs seront plus importants que 
d'autres en fonction des specifications [24]. 
Les processeurs pour l'embarque peuvent etre classes selon le graphe 1.3[21]. 
Les processeurs d'usage generale offre un haut degre de programmation via une 
architecture pour un jeu d'instruction generalise. II supporte des langages tels que le 
C/C++. II exploite surtout le parallelisme d'instructions en utilisant la technique de 
pipeline. Le pipeline augmente la performance d'execution en traitant simultanement 
plusieurs instructions grace a de multiples etages [36]. Ces processeurs sont bases 
sur une architecture CISC ou RISC. Le PowerPC d'IBM [32], le MIPS [55], le 
ARM [6] sont des exemples de processeur d'usage general. Un ASIP (Application 
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Figure 1.3 Classification des processeurs embarques 
Specific Instruction Processor) est un processeur configurable qui permet d'ajouter 
ou d'enlever des composants pour mieux s'ajuster a une application. Le Xtensa de 
Tensilica est un exemple. Un processeur logiciel (soft processor ou softcore) est un 
processeur configurable selon les besoins. II est employe dans la technologie FPGA. 
II est decrit logiquement en VHDL ou Verilog et est synthetise avec le reste d'une 
plateforme materielle. Le Microblaze de Xilinx [86] ou le Nios de Altera [3] en 
sont des illustrations. Les processeurs logiciels s'opposent aux processeurs materiels 
(hard processor ou hardcore) qui sont physiquement cable dans le FPGA et sont 
optimises pour le minutage (timing) et la consommation de puissance. Les exemples 
precedents de processeurs d'usage general sont considered comme des processeurs 
materiels car ils sont presents dans les FPGA de Xilinx, de QuickLogic et d'Altera 
respectivement [87]. Un DSP (Digital Signal Processing) est un processeur specialise 
pour des calculs intenses comme le traitement de signaux analogiques. Ils sont souvent 
d'architecture CISC a point flottant ou a point fixe. Les processeurs TMS320Cxx de 
Texas Instruments [35] sont des exemples de DSP. 
Les architectures homogenes de processeurs permettent via une memoire principale 
partagee une programmation facile pour traiter de grande quantite de donnees. 
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Elles sont done ideales pour des applications orientees donnees. Si le systeme 
d'exploitation le supporte, l'homogeneite des processeurs permet de bouger les taches 
entre processeurs pour equilibrer la charge du systeme. Alors que les architectures 
heterogenes de processeurs permettent d'optimiser le systeme en enlevant et 
ajoutant des fonctions. Ceci permet de reduire la consommation d'energie du systeme 
pour une categorie d'applications [80]. 
1.3.2 La memoire 
Le systeme de memoire influence enormement les contraintes de temps reel et d'energie 
d'un MPSoC. Elle agit sur la consommation d'energie a cause des acces aux donnees 
(lectures/ecritures), a la coherence des donnees requises dans le cas de donnees 
partagees et du stockage des donnees [38]. 
L'architecture a memoire partagee facilite la programmation car un seul espace 
d'adressage est defini pour tous les processeurs. Deux processeurs peuvent communi-
quer implicitement par des variables partagees ou explicitement par des mecanismes 
de blocage/deblocage (semaphore, boites aux lettres, mutex). II existe deux types de 
memoire partagee montres dans la figure 1.4: acces a la memoire uniforme ( Uniform 
Memory Access, UMA) et acces a la memoire non uniforme (Non-Uniform Memory 
Access, NUMA). Dans le premier cas, tous les acces memoires ont la merae latence 
pour les processeurs car ces derniers sont connectes ensemble a un bus ou un reseau-
sur-puce. Les memoires caches et locales peuvent aider a reduire la contention sur le 
bus. Dans le deuxieme cas, la memoire partagee distante a une plus grande latence 
que les acces aux memoires locales. L'espace d'adressage est visible par tous les 
processeurs. Ce systeme offre une plus grande evolutivite mais est plus difficile a 
programmer. 
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Figure 1.4 Architecture de memoires 
car celle-ci permet de mieux apprehender les parties critiques en terme de temps 
d'execution. La construction d'une memoire plus specialises permet de mieux predire 
le comportement du systeme pour observer les effets lors de l'execution et de minimiser 
la consommation d'energie. De plus, un certain nombre de techniques existent pour 
construire une hierarchie de memoire correcte et optimiser l'application logicielle pour 
cette hierarchie. 
1.3.3 Les communications-sur-puce 
Les communications-sur-puce jouent un role de plus en plus important dans les 
MPSoCs [13]. Comme la technologie de fabrication atteint le nanometre, le 
delai de propagation dans les fils, la dissipation de puissance ont la plus haute 
importance. Plus de composants sur une puce implique une meilleure architecture de 
communication capable de maintenir et d'augmenter la bande passante requise pour 
le systeme. Ainsi, les architectures basees sur les bus sont les premiers a voir le jour 
dans les SoCs. En se servant de l'experience acquise dans l'informatique de bureau, 
les bus se sont imposes comme la solution logique. Les bus permettent de relier 
plusieurs composants maitres (processeurs, coprocesseurs, DMA) a des composants 
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esclaves (peripheriques en tout genre). Comme 1'acces au bus est partage, un arbitre 
est souvent utilise. Pour faire face a la complexity des MPSoCs, diverses options a 
des bus standards comme CoreConnect d'IBM ou Amba de ARM ont ete ajoutees : 
transactions scindees (split-transaction), mode rafale, techniques de pipeline du bus de 
donnees, plusieurs domaines d'horloge par l'utilisation de bus hierarchiques. D'autres 
types de communication telles que les liens point a point permettant de relier 
directement deux composants sont venus ameliorer les performances du systeme. 
Puis depuis quelques annees, face a la diversite des types de trafic generes par 
les applications, les architectures reseaux connus dans le monde d'Internet arrivent 
dans le monde des MPSoCs. Ainsi, sont nes les reseaux-sur-puce [8] qui a l'aide de 
commutateur et d'algorithmes de routage relient les differents composants. Toutes 
ces nouvelles architectures sont suivies par diverses methodes [40] de conception pour 
en tirer profit. 
Cette section fait l'objet d'un developpement plus approfondie dans le prochain 
chapitre. 
1.4 Methodologies et plateformes de conception 
Classifier les methodes et les plateformes de conception MPSoC pour l'ESL de fa§on 
claire et precise n'est pas chose facile tellement la diversite des definitions d'ESL 
est grande. Ainsi, Particle [20] servira de guide pour cette classification. Cette 
derniere se base sur une structure en Y ou les trois branches sont la fonctionnalite 
(representation fonctionnelle du systeme independante de toute architecture), la 
plateforme (les modules, i.e. processeurs, memoires, etc, pour implementer la 
description fonctionnelle sont consideres) et V association (la fonctionnalite a ete 
assignee a un ensemble de modules interconnectes). Ici sont presentees des plateformes 
industrielles et academiques incluant l'aspect MPSoC dans le flot de conception. 
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1.4.1 Plateforme orientee application 
Cette plateforme correspond au groupe Fonctionnalite/Assocation (Functionali-
ty/Mapping, FM) dans [20]. Dans un premier temps, une representation fonctionnelle 
du systeme est utilise independamment d'une architecture materielle et sans aucune 
notion de quantite physique comme le temps ou la puissance. Les descriptions peuvent 
inclure des aspects comportementaux tels que la concurrence et des concepts de 
communication comme les protocoles. Par la suite, la description fonctionnelle de 
l'application est simulee, analysee et raffmee pour etre associee a une architecture 
materielle. Ce raffmement comprend revaluation des performances et parfois la 
synthese comportementale de l'architecture materielle pour aller vers un niveau 
d'abstraction plus detaille. Le manque de flexibility de cette approche est compense 
par une meilleure implementation physique. Certains outils utilisent un a plusieurs 
modeles de calcul. Une plateforme orientee application s'apparente a une approche 
du haut vers le bas [top-down) car l'application guide la conception de l'architecture. 
Des outils industriels comme DK Design Suite de Celoxica [14] ou BlueSpec 
SystemVerilog [11] appliquent cette approche mais n'offrent pas forcement un support 
pour des systemes-sur-puce multiprocesseurs. 
1.4.2 Plateforme orientee architecture 
Cette plateforme correspond au groupe Plateforme/Association {Platform/Mapping, 
PM) dans [20]. Cette categorie inclut les fournisseurs d'architecture materielle avec 
les outils et les langages qui decrivent, manipulent et analysent ces architectures non 
associees a une application. Le but est d'offrir une plateforme de developpement 
pour les developpeurs d'application. Cette plateforme est done deja congue et 
optimisee pour un domaine d'application connue, e.g. le reseau, le multimedia, la 
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telephonic Contrairement a l'approche top-down, l'architecture guide la conception 
de l'application. II s'agit done d'une approche du bas vers le haut (bottom-up). Elle 
se compose le plus souvent de processeurs de controle (processeur superscalaire), de 
processeurs dedies (DSP, processeur VLIW) a une application, de blocs materiels tres 
specialises (encodeur/decodeur audio, video, image), de memoires rapides (SRAM, 
DRAM) et de peripheriques d'entree/sortie. La plateforme offre done une architecture 
MPSoC heterogene. Chaque composant de la specification fonctionnelle du systeme 
est associe a un element de la plateforme selectionnee. Cette plateforme offre une 
certaine flexibilite de part la diversite et la haute performance des composants 
presents. II permet de reutiliser un prototype pour la meme generation de produit 
diminuant ainsi les fais non recurrents lies a sa conception. 
Le OMAP3430 [34] de Texas Instruments, le Nomadik [69] de STMicroelectronics 
et Nexperia [65] de Philips offrent un panel de processeurs haute performances, 
d'accelerateurs materiels specialises et de peripheriques rapides d'entree/sortie. Ces 
plateformes sont destinees principalement aux applications multimedia pour le 
telephone mobile, la television numerique et le reseau. 
Void quelques outils industriels supportant l'aspect MPSoCs dans leur methodolo-
gie et offrant l'approche architecture : 
• RealView de ARM [7] qui permet avec Core Generator de construire des modeles 
SystemC abstraits. Dans [62], RealView est utilise au niveau systeme pour 
simuler et verifier des MPSoCs a base de processeurs ARM et de DSPs. 
• CoMET et METeor de Vast [77] permet de construire plusieurs modeles 
virtuelles de processeurs. 
• Xpres de Tensilica [74] permet de simuler plusieurs processeurs configurables 
Xtensa au niveau systeme a partir de modele C/C++ ou SystemC. 
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• N2C System Designer de Coware [76] offre un environnement de cosimulation 
permettant la simulation de MPSoCs base sur SytemC ou C [61]. 
1.4.3 Plateforme mixte 
Cette plateforme correspond au groupe Fonctionnalite/Plateforme/Association (Func-
tionality/Platform/Mapping, FPM) dans [20]. La conception au niveau systeme 
se divise done en deux approches : dans le concept top-down, des specifications a 
haut niveau de l'application aboutissent a une implementation physique de celles-ci 
sur une architecture optimale alors que dans le concept bottom-up, une architecture 
materielle existante ou un assemblage de composants existants (reutilisation de blocs 
IP) permet de construire l'application [64]. D'un cote, une application cree une 
architecture {top-down), de l'autre, une architecture cree une application {bottom-
up) mais quand l'architecture est prete a recevoir une application et une application 
prete a etre deployee sur une architecture, les deux approches se rencontrent pour 
former la " rencontre du milieu " {meet-in-the-middle). C'est a ce point qu'a lieu 
l'analyse de performance et l'exploration architecturale. 
Ainsi, le flot de conception ESL peut se diviser en trois phases : la conception 
fonctionnelle, la conception architecturale dirigee par l'application et la conception 
architecturale orientee par plateforme. La premiere phase permet de creer et verifier 
un modele fonctionnelle de l'application pour tester la fonctionnalite du systeme. 
La deuxieme phase permet de creer et de verifier un modele architectural pour 
trouver l'architecture optimale pour l'application repondant aux contraintes de cout 
et de performances. La troisieme phase permet de creer un modele plus detaille de 
l'architecture pour optimiser les differents composants. 
La premiere et deuxieme phase suivent une approche top-down comme elles partent 
de l'application et la troisieme phase suit une approche bottom-up car elle assemble 
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des composants IP existants. 
Les plateformes Space [16] qui a servi de support au projet du present memoire, 
CoFluent Studio de CoFluent [18] [64] et CoCentric System Studio de Synopsys [72] 
sont des exemples de plateformes mixtes supportant les trois branches du Y et l'aspect 





Ce chapitre presente dans un premier temps les types d'architectures de commu-
nication pour les SoCs. Par la suite, un survol des techniques d'analyse des bus 
et des methodes d'exploration architecturale pour personnaliser les architectures de 
communication est presente. 
2.1 Les differentes architectures 
Une classification des communications-sur-puce est presentee a la figure 2.1. Trois 
grands groupes se distinguent pour les architectures de communication. Une 
architecture est definie par la structure physique des interconnexions reliant les 
composants et par le protocole de communication qui fixe les mecanismes et 
les conventions d'utilisation de l'architecture par les composants [75]. En gris, 
apparaissent les architectures etudiees dans le present projet. 
2.1.1 Lien point a point 
Dans cette architecture, des paires de composants communiquent directement par 
un ensemble de fils dedies. Comme le montre la figure 2.2, cet ensemble de fils 
est compose des lignes de controle et de donnees. Les lignes d'adresse ne sont pas 
presentes car la connexion est unique. Un lien bidirectionnel necessite done deux 
liens point a point. Un composant peut avoir plusieurs liens point a point. Dans 
ce cas, chaque lien devient un canal de communication. Ce canal de communication 
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Lien point a point 










Figure 2.1 Classification des communications-sur-puce 
peut stocker une ou plusieurs donnees et joue ainsi le role de FIFO. La simplicity est 
l'avantage des liens point a point qui peuvent etre synchrone ou asynchrone. Comme 
le lien n'est pas partage, la latence et la performance sont deterministes et une grande 
bande passante est possible entre les deux composants. Mais le cablage des liens point 
a point peut devenir important car plus le nombre de canal augmente, plus il faut 
cabler de fils [75]. 
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Figure 2.2 Lien point a point 
Le Fast Simplex Link (FSL) de Xilinx [82] en est un exemple. II permet de relier 
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le processeur logiciel Microblaze a des composants specialises. Chaque Microblaze 
peut avoir jusqu'a 8 liens point a point bidirectionnels soient 8 liens point a point ou 
canaux maitres et 8 canaux esclaves. Le FSL permet de configurer la profondeur et 
le mode (synchrone et asynchrone) du FIFO. 
2.1.2 Bus 
Les bus sont les architectures de communication les plus repandues dans le domaine 
des SoCs [75][40]. II s'agit d'une collection de fils (ou signaux) auxquels un ou plusieurs 
blocs IP sont connectes. Seulement, un seul bloc IP peut initier un transfert sur le 
bus. Dans la terminologie liee au bus, nous parlerons de : 
• Maitre : bloc IP initiant un transfert de donnees en ecriture ou en lecture. 
• Esclave : bloc IP qui ne fait que repondre aux transferts de donnees. 
• Arbitre : donne l'acces au bus a un maitre selon une politique d'arbitrage. 
• Pont : connecte deux bus. Une des ces interfaces est maitre et l'autre est esclave. 
Les differentes architectures possibles sont presentees dans la figure 2.3: 
1. bus simple partage : le plus simple. 
2. bus hierarchique partage : bus relie par un pont. Chaque bus peut avoir 
une structure et un protocole different impliquant par exemple des domaines 
d'horloge differents et done un stockage de donnees dans le pont. Souvent, un 
bus est dedie aux composants rapides et l'autre aux composants plus lents. 
3. multibus : les composants sont relies a plusieurs bus. Les bus ne sont pas 
forcement relies par un pont. 
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Figure 2.3 Architectures de bus 
4. bus matriciel (cross-bar) : tous les composants maitres sont relies aux com-
posants esclaves. Le principe est celui d'une matrice. Si le bus matriciel 
a N entrees (composants maitres) et M sorties (composants esclaves) alors 
le bus a N*M liens possibles entre les maitres et les esclaves. Ceci permet 
plus de parallelisme dans les communications mais necessite de gerer l'acces 
aux ressources partagees. De plus, les ressources materielles prises par cette 
architecture peuvent tres vite augmenter. 
Un bus se compose de trois ensembles ou lignes de fils appeles aussi bus : un 
bus d'adresse qui contient l'adresse du destinataire, un bus de donnees qui 
transportent l'information entre la source et la destination et un bus de contrdle 
pour les demandes de requete, les acquittements et des informations sur le type de 
transfert. Un transfert sur un bus implique trois phases : envoi de l'adresse et 
des signaux de controle (comprenant l'arbitrage), envoi ou reception de donnees, 
acquittement. Un bus peut etre synchrone requerant alors une horloge pour la 
synchronisation des communications sur le bus, tres peu de logique est requis et le 
bus peut fonctionner rapidement. Ou alors il peut etre asynchrone. Dans ce cas, il 
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n'y a pas d'horloge, ce qui evite le phenomene de difference de temps de propagation 
(clock skew) mais un protocole de " poignee de main " (handshake) est obligatoire. 
L'arbitrage est une piece maitresse dans une architecture de bus car il donne l'acces 
au bus a un maitre pour le temps d'un transfert. L'arbitrage n'est pas requis dans un 
systeme a un maitre. Un arbitrage peut etre centralise (toutes les requetes de demande 
d'acces au bus arrivent au meme arbitre) ou distribue (chaque maitre possede son 
propre arbitre et chaque arbitre est relie ensemble par des fils dedies pour decider du 
maitre qui a le bus). Les politiques d'arbitrage ont une influence importante sur qui 
a le bus. Suivant la politiques, une distribution equitable ou pas de l'acces au bus 
s'effectue. Les plus connus sont : 
• Priorite statique : un arbitre centrale accumule les requetes de chaque maitre 
et donne l'acces au maitre le plus prioritaire. Dans ce cas, une transaction 
de plusieurs mots (32 bits) ne peut etre interrompue et les autres maitres 
doivent attendre. A l'inverse, la transaction d'un maitre de faible priorite sera 
interrompue. 
• Tourniquet (round-robin) : a tour de role, chaque maitre se voit attribuer le 
bus. 
• TDMA (Time Division Multiple Access) : base sur une roue temporelle, chaque 
maitre se voit attribuer le bus pendant un intervalle de temps (slot) bien defini. 
Des techniques sont utilisees pour palier au probleme d'intervalle de temps 
perdus. Notamment, en ajoutant un deuxieme niveau d'arbitrage pour les 
intervalles perdus (e.g. priorite statique). 
• Aleatoire : un maitre au hasard a le bus. II y a un risque que des maitres ne 
soient jamais servis. 
• Loterie : base sur les probability l'algorithme donne acces a un maitre qui 
accumule des tickets de loterie statiquement ou dynamiquement. 
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Les modes de transfert possibles sur un bus sont les suivants : 
• Transfert simple : un maitre se voit accorde le bus par l'arbitre apres une 
demande d'acces. Les signaux de controle et l'adresse sont alors envoyes et les 
donnees sont envoyees en cycle subsequent. 
• Transfert en rafale : le maitre envoie plusieurs donnees en ne demandant qu'une 
fois le bus a l'arbitre. Le maitre leve un signal special pour indiquer ce mode. 
Cela permet de sauver des cycles d'arbitrage. 
• Transfert en pipeline : les phases d'adresse et de donnees se chevauchent. Cela 
ne marche que si le bus d'adresses et de donnees sont separes. 
• Transaction scindee ou en differe : une transaction de lecture est scinde en deux 
transferts. Le maitre envoie une requete de lecture a l'esclave. Le maitre 
relache le bus et l'esclave prepare la donnee a retourner. Ici, nous gagnons 
en performance. Quand l'esclave est pret, il demande le bus puis envoie les 
donnees aux maitres. 
Avantages pour la conception des SoCs : 
Les bus permettent de reduire la longueur totale des fils requis dans le systeme et 
reduit aussi la surface materielle necessaire pour les interfaces, la communication 
et le controle. De plus, ils fournissent une ossature generique pour interconnecter 
des composants [75] [44]. Plusieurs politiques d'arbitrage permettent d'ameliorer 
les performances en cas de contention importante sur le bus et en fonction du 
type d'application. Des techniques comme les transactions scindees, le pipeline et 
l'utilisation de pont peuvent ameliorer l'utilisation de la bande passante. De plus, 
l'interfagage avec les blocs d'IPs reste simple. 
Desavantages pour la conception des SoCs : 
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Les architectures de bus partages sont limitees en termes d'evolutivite et de 
consommation de puissance. Les longs fils pour les bus ne sont pas favorables pour les 
technologies de l'ordre du nanometre. De plus, avec 1'augmentation de la complexity 
des SoCs predit par la loi de Moore integrant toujours plus de blocs IPs, la distribution 
et le partitionnement des blocs sur les bus devient souvent une tache ad-hoc. Le bus 
devient un goulot d'etranglement si le nombre de composants sur le bus augmente 
reduisant ainsi la bande passante du bus. 
2.1.2.1 Les bus standards 
II existe de nombreux standards utilises pour etablir une architecture de communi-
cation efficace. Les plus utilises sont AMBA 2.0 et 3.0 [5] de ARM, CoreConnect 
[29] d'IBM, Sonics MicroNetwork de Sonics [79], STbus de STMicroelectronics [70]. 
D'autres bus existent comme Wishbone de Silicore Corporation [1], Avalon d'Altera 
ou CoreFrame de PalmChip [60]. Dans cette section, le protocole CoreConnect 
(utilise dans le present projet) et AMBA sont decrits un peu plus en details. 
Pour une comparaison des differents bus selon certaines caracteristiques expliques 
precedemment, le lecteur est invite a consulter l'annexe II. 
Des etudes sur differents types de bus [44], bus hierarchique, bus matriciel, bus global 
et bus avec memoire tampon, testes avec des applications reelles montrent que les bus 
sont viables pour le domaine des MPSoCs. 
AMBA 2.0 et 3.0 : 
Ces deux versions proposent trois types de bus pouvant etre utilises en bus 
hierarchique comme le montre la figure 2.4 (tire de www.synopsys.com): 
Le protocole AMBA 2.0 specifie deux bus : le bus AHB (Advanced High-performance 
Bus) destine aux composants rapides comme des processeurs, des DMA et le bus APB 
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Figure 2.4 Architecture typique avec les bus AMBA 
(Advanced Peripheral Bus) destine a des peripheriques esclaves plus lents comme 
un UART, une minuterie. Le protocole AMBA 3.0 introduit un bus de haute 
performance, AXI, utile dans des systemes travaillant a haute frequence. 
CoreConnect d'IBM : 
Ce protocole propose un decoupage hierarchique en trois bus : un bus rapide pour 
des processeurs, des peripheriques rapides, des DMAs, le PLB (Processor Local Bus), 
un bus pour des peripheriques plus lents, le OPB (On-chip Peripheral Bus) et un bus 
reliant les composants pour du controle, du diagnostique et de la gestion d'erreur, le 
DCR (Data Control Register). Une structure typique est montree dans la figure 2.5. 
Le bus PLB repond a des problemes de faible latence, de haute performance et de 
flexibilite rencontres dans la conception de SoC en offrant : 
• Une configuration du bus en 32, 64 ou 128 bits; 
• Un bus de donnees d'ecriture et de lecture separe pour des transferts chevauches 
augmentant la bande passante, et un bus d'adresse avec possibility de transac-
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Figure 2.5 Architecture typique avec les bus CoreConnect 
tions scindees; 
• Taux de transfert de donnees eleve grace a : 
— Transferts en mode rafale de taille variable ou fixe 
— Pipeline dans l'arbitre permettant des transferts en ecriture et en lecture 
concurrente 
— Transactions scindees 
— Transferts DMA 
— Transferts de ligne de cache 
— Chevauchement de cycle d'arbitrage 
— Arbitrage de plus haute priorite ou LRU (Least Recently Used) 
Le bus OPB sert a reduire la charge capacitive du bus PLB en accueillant des 
peripheriques avec un faible debit tels que des ports serie, paralleles, des UARTs, des 
minuteries, des entrees/sortie d'usage general. II offre les caracteristiques suivantes : 
• Protocole synchrone avec des bus d'adresse et de donnees (32 bits ou 64 bits 
chacun) separees; 
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• Dimensionnement dynamique du bus pour supporter les transferts de 8, 16 et 
32 bits; 
• Mode sequentiel (equivalent a un mode rafale); 
• Plusieurs maitres OPB possibles; 
• Support optionnel pour l'octet valide (Byte Enable); 
• Timeout de 16 cycles fournit par l'arbitre permettant a une requete de ne pas 
geler le bus et pouvant etre desactive par l'esclave; 
• Les maitres peuvent bloquer le bus par le signal bus lock; 
• L'esclave peut demander un retry pour signaler a un maitre qu'il n'est pas pret; 
• Cycle d'arbitrage chevauche avec le dernier cycle de transfert pour ameliorer 
bande passante; 
• Mode parcage pour optimiser l'utilisation du bus quand le bus n'est demande 
par aucun maitre. 
Le bus DCR est utilise pour lire et ecrire les registres de statut et de configuration. 
II fournit un debit maximum de un transfert d'ecriture ou de lecture tous les deux 
cycles. II est synchrone et implements par des multiplexeurs distribues. II utilise 
une structure de bus en anneau pour relier tous les composants et minimiser ainsi la 
surface de silicium utilisee. 
2.1.3 Reseau-sur-puce 
Les reseaux-sur-puce (network-On-Chip, NoC) s'inspirent des grands reseaux de 
communication comme les reseaux locaux (LAN) ou les reseaux plus large ( WAN) 
ou les communications inter-processeurs sont supportees par des paquets routes a 
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travers des commutateurs (switch). Les communications s'effectuent en envoyant des 
paquets de message entre les blocs IPs a travers le reseau de commutateurs. Beaucoup 
de recherche est faite pour adapter les concepts des reseaux sur Internet au monde 
des SoCs [8]. 
Les reseaux-sur-puce sont caracterises par leur topologie et leur protocole de routage. 
La topologie definit la geometrie des liens de communication alors que le protocole 
gouverne l'usage de ces derniers. Beaucoup de combinaisons de topologie/protocole 
existent pour obtenir la meilleure communication. La performance d'un reseau est 
mesure de maniere quantitative par la latence, le debit, la consommation de puissance 
et l'utilisation de surface et de maniere qualitative par la reconfigurabilite (dynamique 
ou statique), l'evolutivite, la qualite de services. Elle est influencee par la topologie, 
les techniques de routage, le not de controle, l'architecture des routeurs (commutateur 
ou memoire tampon) 
La terminologie du reseau-sur-puce definit les termes suivants : 
• Canal : transporte physiquement l'information. 
• Commutateur : permet de router l'information grace a des protocoles de routage 
en etablissant des liens entre les canaux. 
• Nceud terminal : represente un composant (processeur, memoire, systeme base 
sur un bus avec plusieurs composants) connecte au reseau via un commutateur. 
Un reseau s'inspire du modele OSI (Open System Interconnexion) a sept couches. Les 
couches pour un reseau-sur-puce sont au nombre de quatre correspondant aux quatre 
plus basses couches du modele OSI [8]. 
Une topologie refere done a l'arrangement statique des canaux et des nceuds. II existe 
deux types de topologie [75]: 
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• homogene : les canaux et les nceuds sont disposes de fagon reguliere (topologie 
en anneau, topologie torus, topologie en grille) 
• heterogene : les interconnexions sont de types point a point 
Avantages pour la conception des SoCs : 
Les NoCs permettent d'eliminer les long fils a partir du moment que les commutateurs 
sont connectes de fagon reguliere sur la base de lien point a point entre les canaux. Le 
concept de couches permet de separer les transactions et le support physique, ce qui 
conduit a optimiser ces deux elements de fagon independante [75]. Un NoC est evolutif 
par rapport aux nombre de nceuds terminals. Les composants du reseau peuvent etre 
developpes independamment avant d'etre connectes ensemble. Des debits de l'ordre 
la dizaine de Go/s peuvent etre atteints avec des frequences de plus de 750 MHz [8]. 
Desavantages pour la conception des SoCs : 
Des developpements de NoCs sur technologie FPGA [9] [2] montrent que la conception 
des commutateurs et l'implementation des algorithmes de routage provoquent une 
consommation excessive de surface du FPGA. Les latences de communication entre 
les blocs IP peuvent etre importantes [8]. De plus, les interfaces entre les blocs IPs 
et le reseau sont plus compliquees a concevoir que pour les bus. Enfin, de nouvelles 
methodologies pour developper, tester et integrer des NoCs sont requises. 
A l'heure actuelle, les communications-sur-puce a base de bus dominent le marche face 
aux NoCs. Ces derniers representent en revanche une voie interessante et prometteuse 
pour le futur des MPSoCs. 
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2.2 Techniques d'analyse 
De nombreuses recherches ont ete menees afin de proposer des techniques d'analyse 
pour estimer l'impact du reseau de communication sur la performance globale 
du systeme et la consommation d'energie. Ainsi, trois groupes de techniques se 
distinguent pour permettre d'aiguiller la selection, la conception et l'optimisation 
de ces reseaux [39]. 
• Techniques basees sur la simulation : les effets des reseaux de communication 
sont etudies lors de la simulation complete du systeme comprenant des modeles 
de reseaux de communication de differente topologie et protocole. Ces 
techniques sont souvent inadaptees a l'exploration de grands systemes comme 
ceux offerts par les reseaux de communication existants (bus standards) et 
emergeant (reseaux-sur-puce). Pour obtenir des vitesses de simulation rapides, 
des modeles abstraits des composants et de reseaux de communication sont 
utilises. Mais l'abstraction des details de communication peut nuire a la 
precision des resultats au profit de l'efEcacite de la simulation. Dans [50], les 
auteurs proposent un environnement de simulation qui modelise le materiel et le 
logiciel avec SystemC a un haut niveau d'abstraction. Leur environnement offre 
de bonne vitesse de simulation au niveau 'precis au cycle' (cycle accurate) et 
'precis au signal' (signal accurate) pour des applications MPSoCs significatives. 
lis generent un trafic fonctionnel pour un reseau de communication comme 
AMBA ou STBus qui relient des processeurs (e.g. processeur ARM). Les 
statistiques et les estimations de la performance sont realistes car ils se basent 
sur un trafic fonctionnel et non sur des traces d'execution fixe, des modeles 
analytiques ou des generateurs statiques. [25] est un autre exemple dans 
lequel des modeles de reseau de communication en SystemC sont integres a 
un environnement de cosimulation. Leur environnement offre trois niveaux 
d'abstraction a travers lesquels le reseau est raffine vers une architecture 
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existante (e.g. bus) permettant differents degres de precision. 
• Techniques basees sur l'estimation : des modeles statiques des reseaux 
de communications sont utilises, soit pour les latences [43], soit pour la 
consommation de puissance [41]. Ces techniques font l'hypothese que les 
communications et les calculs peuvent etre statiquement ordonnances. Ceci 
peut engendrer de l'imprecision dans les resultats de simulation car les effets 
dynamiques comme l'attente du a la contention sur le bus ne sont pas pris en 
compte. Dans [43], des equations permettent d'estimer l'influence des divers 
parametres d'un reseau de communication (e.g. taille du bus, transferts en 
rafale ou pas, frequence, etc) a travers un partitionnement materiel/logiciel. 
• Techniques basees sur les traces : les effets des reseaux de communication 
sont integres dans une analyse au niveau systeme en etudiant les traces d'une 
execution. Une cosimulation initiale du systeme a partir de modeles abstraits 
de composants est realisee. Par la suite, les traces de cette simulation sont 
envoyees vers un outil d'analyse qui en fonction d'un reseau de communication 
specifie estiment la performance du systeme. [46] utilise une methodologie avec 
une simulation initiale du systeme avec des communications abstraites (e.g. 
evenements ou transferts de donnees abstraits). Une extraction des traces de 
simulation contenant des informations suffisantes sur les operations de calcul et 
de communication est analysee sous forme de graphe. En specifiant la topologie 
du reseau de communication, son positionnement dans les divers chemins du 
systeme et en choisissant une certaine configuration du protocole, le graphe 
estime la performance du systeme et fournit des statistiques sur les composants 
et leur communication. 
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2.3 Methodes d'exploration architecturale 
L'exploration architecturale des reseaux de communication couvre differents aspects. 
• Choisir la topologie du reseau. Combien de bus ? Quelle geometrie 
d'interconnexion (bus simple, hierarchique, matriciel, specifique a une appli-
cation) ? Comment repartir les blocs IP sur les differents bus ? 
• Configurer le protocole du bus. Par exemple, politique d'arbitrage pour les 
bus partages, la taille des bus, la frequence des bus synchrones, la taille des 
transferts en rafale, etc. 
L'objectif de cette exploration peut varier en fonction des specifications de l'application 
Souvent, la topologie et la configuration ideale du reseau fait intervenir des compromis 
entre un ou plusieurs de ces criteres : performance, puissance, cout (nombre de bus 
et logique associe), surface, implementation physique, etc. 
Ainsi, les diverses methodes d'exploration des reseaux de communication existantes 
s'emploient a mettre l'accent sur la topologie, la configuration du protocole, les deux. 
Certaines techniques tiennent compte de l'aspect physique reel des bus [22]. 
Par exemple, les auteurs de [45] mettent l'accent sur la topologie. Grace a leur outil, 
BusSynth, il synthetise cinq architectures de bus differents et permettent l'exploration 
de ces differentes architectures en se basant sur des facteurs de performance comme 
le type de processeur, le style de programmation logicielle. 
[47] propose une technique pour optimiser le protocole du reseau de communication 
afin de mieux correspondre au trafic genere par une application. Ainsi, en proposant 
des patrons de reseaux de communication (bus hierarchique, bus matriciel, etc), 
leur methode permet d'explorer diverses configurations des parametres du protocole 
(taille des bus, arbitrage, taille maximale du mode rafale) pour n'importe quel 
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type d'application. Par plusieurs iterations, l'exploration menera a la meilleure 
configuration du protocole. 
Dans [63], l'exploration architecturale permet de construire des topologies a base 
de bus matriciel avec diverses configurations du protocole (choix de la politique 
d'arbitrage, taille du bus, frequence de fonctionnement). Ainsi, cela permet de 
reponde aux contraintes de debit et de minimiser le nombre de bus dans la matrice. 
De plus, certaines techniques focalisent plus particulierement sur l'exploration a 
partir de l'estimation et de l'analyse de la consommation de puissance du reseau de 
communication. C'est le cas de [15] qui analyse une architecture de bus impliquant 
le scindement de ce bus en plusieurs segments avec des circuits pilotes double port. 
Leur methode permet de reduire la charge capacitive des bus, economisant ainsi de 
l'energie. En formulant le probleme du scindement du bus en segments selon un 
probleme d'echange de donnees interbus minimum et en utilisant des algorithmes 
heuristiques, il demontre le gain de reduction de puissance dissipee sur des bus 
standards comme AMBA de ARM et CoreConnect d'IBM. 
Ainsi s'acheve la revue de litterature qui met en lumiere les defis rencontres dans la 
conception de systemes-sur-puce multiprocesseur tant au niveau logiciel que materiel. 
Sur le plan materiel, nous voyons que l'exploration des reseaux de communication 
est tres importante car sans medium de transport, il n'y a pas d'echanges inter-
processeurs possibles mais avant tout, un reseau de communication optimise pour 
le trafic genere par l'application permet de repondre efficacement aux contraintes 
initiales. La partie suivante decrit les differents modeles abstraits crees en SystemC 
pour explorer differentes topologies de bus en focalisant sur les effets de differents 
parametres du protocole. La technique utilisee est basee sur la simulation du systeme 
entier au niveau TF et BCA de la plateforme Space. 
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CHAPITRE 3 
EXPLORATION ARCHITECTURALE DES COMMUNICATIONS 
SUR PUCE 
Ce chapitre donne des precisions sur la plateforme ESL Space, notamment sur 
les differents niveaux d'abstraction (UTF, TF et BCA). Par la suite, la methode 
d'exploration multi-niveaux d'abstraction des architectures de communication est 
decrite et enfin les composants de haut niveau developpes en SystemC qui permettent 
d'explorer ces architectures de communication au niveau TF et BCA de Space sont 
presentes. Le lecteur est invite a consulter la partie sur SystemC de l'annexe I pour 
avoir en tete la terminologie associee a SystemC et utilise dans la description des 
composants abstraits. 
Note : dans cette section, un vocabulaire lie aux communications sur les reseaux de 
communication sera utilise. Ann d'eviter les confusions, la terminologie suivante est 
utilisee. 
• Transaction ou message : represente un echange entier de donnees entre deux 
entites. Se compose de un ou plusieurs transferts. Par exemple, une transaction 
Space se compose d'un transfert d'entete et de un ou plusieurs transferts de 
donnees. 
• Transfert ou requete : envoi de donnees selon plusieurs phases (arbitrage, 
transfert, acquittement). Nous parlerons de requete d'ecriture ou de lecture. 
• Phase : represente une etape particuliere dans le traitement du transfert. II 
manipule un groupe de signaux (e.g. signaux d'arbitrage, signaux de controle, 
signaux d'adresse, de donnees) 
• Maitre : designe un OPB adaptateur, un processeur, un DMA. 
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• Esclave : designe un peripherique (e.g. memoire, UART) ou un OPB 
adaptateur. 
• Module : au sens de SystemC, un module designe une entite possedant un 
processus. Par consequent, un module peut designer un maitre ou un esclave. 
3.1 La plateforme Space 
La plateforme Space [16] [57] propose une exploration architecturale a l'aide d'une 
methodologie de raffinement materiel/logiciel. Elle repond aux objectifs suivants : 
1. Permettre la simulation et l'analyse de performances d'un systeme grace a des 
modeles abstraits au niveau systeme; 
2. Permettre une exploration architecturale rapide en testant plusieurs partition-
nements logiciel/materiel afin de trouver l'architecture materielle optimale pour 
1'application; 
3. Produire une architecture materielle de haut niveau incluant l'application 
logicielle servant de reference pour la conception RTL. 
La methodologie de Space repose sur trois niveaux d'abstraction qui offre un 
raffinement progressif du systeme en termes de details. Le concepteur peut revenir a 
un niveau precedent au besoin. L'appellation des niveaux suit le modele OSCI l e r e 
generation (Figure 1.2). 
• le r niveau (UTF) : le concepteur specifie l'application et valide la fonctionnalite 
avec le simulateur de SystemC. Les communications sont considerees comme 
des messages sans notion de temps. Le caractere bloquant et non-bloquant des 
messages assurent la synchronisation ente les modules. 
• 2e m e niveau (TF) : le concepteur partitionne l'application en modules logiciels 
et materiels. La simulation de la partie materielle s'effectue avec le simulateur 
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de SystemC et la partie logicielle est executee par le RTOS encapsule dans 
l'interface SystemC/RTOS. Des annotations temporelles sont ajoutees dans les 
modules et le canal pour refleter des latences de calcul et de communication. 
• 3 e m e niveau (BCA) : les modules precedemment testes au niveau UTF et TF 
sont reutilises tel quel et places dans une architecture materielle precis au cycle 
(cycle accurate). L'utilisateur teste ses partitionnements sur une architecture 
se rapprochant d'une architecture reelle. Notamment, les modeles abstraits 
de Space s'appuie sur le protocole CoreConnect d'IBM pour les bus et sur les 
blocs IP developpes par Xilinx et compatibles avec le standard CoreConnect. Le 
RTOS du niveau TF s'execute maintenant sur un simulateur de jeu d'instruction 
(Instruction Set Simulator, ISS) representant le comportement d'un processeur 
(e.g. MicroBlaze, PowerPC). Cet ISS est considere comme un module SystemC 
et est done pris en charge par le simulateur SystemC. 
La figure 3.1 montre le raffinement offert par les differents niveaux d'abstraction. Au 
niveau TF et BCA, il est possible de surveiller les bus, les memoires, les processeurs 
ainsi que le systeme d'exploitation qui s'execute dessus pour aider a deboguer et 
partitionner un systeme [57]. 
3.1.1 Types de communication 
Les communications offertes par la librairie de Space reposent sur quatre fonctions : 
ModuleRead(), ModuleWrite(), DeviceRead() et DeviceWritef). Les deux premiers 
servent a une communication entre module et les deux autres a une communication 
entre un module et un peripherique. La figure 3.2 montre le fonctionnement des 
quatre fonctions. 
Le cas 1) concerne une ecriture associee a une lecture d'un module a un module. 
Lors d'une ecriture, la transaction est envoyee au destinataire en plusieurs transferts. 
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Figure 3.1 Raffinement a travers les niveaux de Space 
Les transferts sont accumules dans le module adaptateur. Chaque transaction 
s'accompagne d'un entete Space permettant au module destinataire de reconstituer 
la transaction regue par morceaux. Notez que les lectures effectuees par un module 
sont locales. Elles ne passent pas sur le canal de communication. Lors de la lecture, 
une analyse de la transaction regue permet l'envoi ou non d'un acquittement Space 
pour debloquer le module utilisateur expediteur. L'acquittement Space constitue un 
message a part entiere et est lie au caractere bloquant des messages de Space. Le 
caractere bloquant ou non-bloquant assure le synchronisme entre les modules. 
Le cas 2) concerne une lecture et une ecriture d'un module dans un peripherique. 
II s'agit d'une sequence d'appel de fonctions a travers les ports et les interfaces de 
differents composants. Le peripherique reproduit Taction d'ecriture ou de lecture 
d'une ou plusieurs donnees (e.g. ecriture ou lecture d'une case memoire, d'un registre 
dans une minuterie, un gestionnaire d'interruption ou un UART). Les messages 
pour un peripherique ne necessitent pas d'entete et un peripherique n'initie pas de 
transaction. 
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Module Canal de 
adaptateur communication 
Figure 3.2 Types de communication dans Space 
3.2 Methodologie d'exploration 
Ann d'exploiter les composants abstraits decrits precedemment, une methode d'exploration 
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Figure 3.3 Methode d'exploration des architectures de communication dans Space 
48 
Niveau UTF : les fonctions de Papplication sont testees sans supposer une quel-
conque architecture de communication. 
Niveau TF : l'exploration commence par une simulation fonctionnelle avec une 
architecture initiale basee sur un bus simple partage (etape -1-). Le protocole du 
bus (arbitrage, taille du bus) est fixe a des valeurs par defaut. La performance de 
cette architecture sera la reference a ameliorer. II est rare que 1'architecture bus simple 
partage suffise des le debut a une application complexe du a la forte contention sur 
le bus. Grace au monitoring offert par SPACE, les modules vont etre places sur un 
reseau multibus selon la technique de regroupement et de concurrence. En effet, 
pour repartir les modules au mieux, il faut prendre en compte deux criteres : les 
composants qui communiquent beaucoup ensemble sur le meme bus (regroupement 
— clustering) et les composants qui peuvent s'executer parallelement sur deux bus 
differents (concurrence). Cela va permettre de limiter les communications inter-
bus au profit des communications intra-bus. Plusieurs simulations materielles 
avec differents reseaux multibus sont lancees (etape -2-). Apres chaque simulation 
multibus, un nouveau placement des modules sur les bus est effectue. Cette operation 
peut etre repetee N fois avec N choisi par l'utilisateur (e.g. 3). Ensuite, les 
performances apportees par les differentes configurations multibus sont comparees a 
l'architecture de reference. Si l'analyse des communications montre une architecture 
multibus qui ameliore la performance, nous pouvons passer a la phase 3. Sinon, nous 
pouvons recommencer au placement des modules et relancer l'etape -2-. 
Niveau BCA : nous arrivons ici avec une architecture multibus retenue qui devient 
la nouvelle reference a ameliorer. Les modules de Papplication vont etre separes 
en modules logiciels ou materiels, c'est l'etape de partitionnement materiel/logiciel 
(HW/SW, etape -3-). Le partitionnement HW/SW peut aboutir a une solution toute 
materielle, toute logicielle ou a un melange des deux. Un partitionnement donne 
peut influencer directement l'architecture de communication. Par exemple, dans 
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une configuration multiprocesseur a base de MicroBlaze, il ne peut y avoir qu'un 
seul processeur par bus OPB. Le partitionnement est une etape importante dans la 
conception des SoCs et de tres nombreuses recherches sont developpees pour aider au 
partitionnement. Cependant, le partitionnement n'etant pas le sujet de ce memoire, 
nous considererons un partitionnement deja etabli de fagon ad hoc ou a l'aide de 
technique d'aide au partitionnement [56] pour l'application testee. 
L'architecture de communication va etre optimisee par la configuration du protocole 
(largeur du bus, arbitrage) des differents bus1. Un jeu de parametres du protocole est 
choisi. Une cosimulation materielle/logicielle (HW/SW) de l'architecture multibus 
optimisee est lancee (etape -4-). Grace au monitoring, la performance du systeme est 
analysee. Si celle-ci n'est pas satisfaisante, nous pouvons essayer un nouveau jeu de 
parametres du protocole. Bien evidemment, un nouveau partitionnement HW/SW 
(etape -3-) pourrait etre choisi grace a la possibilite de SPACE de deplacer un module 
materiel en logiciel et inversement sans recoder le module. Mais avec le risque de 
modifier l'architecture de communication surtout pour un systeme multiprocesseur. 
Neanmoins l'architecture multibus amelioree peut rester valide car SPACE s'occupe 
d'assurer l'integrite des communications. E.g. un lien point a point entre deux 
modules materiels deviendra un lien point a point entre un processeur et un module 
materiel si l'autre a ete mis en logiciel. 
II peut arriver qu'a ce niveau, l'utilisation des ponts OPB-OPB revele des risques de 
famine ou d'interblocage (cf. partie 4.4). II est possible d'utiliser les composants 
annexes, i.e. lien point a point et/ou memoire double port, pour resoudre les 
problemes de l'architecture multibus (trapeze en pointille sur la figure 3.3). Dans 
le cas ou la performance est satisfaisante, l'architecture de communication optimisee 
est alors definitivement retenue pour le partitionnement choisi. 
Note : dans la phase 2, N peut devenir tres grand pour des systemes avec beaucoup de 
xAu moment de l'elaboration de la methode, seule une architecture homogene de bus OPB etait 
disponible au niveau BCA. 
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modules independants. Pour cette raison, l'exploration de N configurations multibus 
a comparer a l'architecture de bus simple est adaptee a des applications moyennement 
complexes ou N peut valoir entre 3 et 5 configurations multibus differentes. 
3.3 Les composants au niveau TF 
Ce niveau transactionnel offre la possibility au concepteur d'avoir une premiere 
estimation des latences de communication et de calculs. La simulation rapide 
permet d'explorer plusieurs reseaux de communication et d'analyser des resultats 
post-simulation grace au " monitoring " (e.g. utilisation du bus, nombres d'acces 
memoires pour chaque module, communications entre chaque module). La figure 
III. 1 de l'annexe III decrit l'ensemble des composants du niveau TF. 
3.3.1 Le canal TF 
3.3.1.1 Caracteristiques 
Ce canal permet de relier des modules utilisateurs et des peripheriques ensemble. Un 
seul module peut avoir acces au canal pour communiquer avec un autre module ou 
un peripherique. Le canal est appele fonctionnelle avec notion de temps (Timed 
Functional, TF) car chaque transaction sur le canal fait intervenir differentes latences 
et les details d'un protocole de bus ne sont pas connus. Seul des fonctionnalites 
communes a plusieurs bus standards sont modelisees. Ainsi, une transaction est 
divisee en trois phases : une phase d'arbitrage, une phase de decodage d'adresse et 
une phase de transfert de donnees. 
Le canal TF inclut un arbitre qui donne l'acces au bus a un seul module en fonction 
de differentes politiques d'arbitrage. II est possible de configurer le canal TF sans 
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arbitrage dans le cas ou un seul maitre est relie au canal. 
Le canal TF s'inspire du modele transactionnel precis au cycle, simple bus [59], fournit 
avec les sources de SystemC 2.1. Le simple bus ne modelise pas de pipeline, de 
transactions scindees, ni de schema requete/acquittement. II possede aussi un arbitre 
avec lequel il communique via un port. Le canal TF ne modelise pas non plus de 
technique de pipeline de donnees qui ameliore la bande passante d'un bus. Le canal 
TF est configurable de fagon a reproduire un maximum de bus standard. A partir 
des caracteristiques generates d'un bus (partie 2.1.2), le canal TF offre les parametres 
de configuration suivants : 
• Frequence de fonctionnement 
• Taille du bus (8, 16, 32, 64, 128 bits) 
• Politique d'arbitrage (FIFO, plus haute priorite, sans arbitrage) 
• Latence d'arbitrage (nombre de cycles d'horloge pour arbitrer une requete) 
• Latence de decodage d'adresse/transfert de donnees 
• Latence de transfert de donnees/acquittement 
• Acces supplementary (e.g. 1 acces de plus pour l'entete Space) 
• Mode rafale ou non 
Le canal TF est done capable de reproduire les latences d'un transfert de base de 
cinq bus industriels : AHB (Advanced High Bus), ASB (Advanced System Bus), 
APB (Advanced Peripheral Bus) du protocole AMBA (ARM) et PLB (Processor 
Local Bus), OPB (On-chip Peripheral Bus) du protocole CoreConnect (IBM). En 
examinant la documentation technique des ces differents bus [4] [31] [30], quelque soit 
le type de bus, un transfert se decoupe selon les phases de la figure 3.4. 
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1. Demande d'acces au bus + arbitrage 
2. Envoi de I'adresse et des controles pour decodage 
3. Transfer! de la ou des donnees 















Figure 3.4 Phases d'un transfert de donnees sur un bus 
Un ou des maitres demandent l'acces au bus a l'arbitre. Celui-ci choisit le maitre 
selon une politique d'arbitrage (1.). L'arbitrage peut prendre de 1 a 3 cycles selon 
le protocole AMBA ou CoreConnect. Ensuite, une fois le bus accorde, le maitre 
envoie I'adresse de l'esclave et les signaux de controles servant a selectionner le 
bon esclave (2.). Le decodage prend 1 cycle quelque soit le protocole. Au cycle 
suivant, le maitre envoie la donnee a ecrire ou regoit une donnee de l'esclave (3.). Le 
transfert prendre un 1 cycle pour un transfert simple. L'esclave acquitte toujours le 
transfert pour donner un statut sur la reussite de l'operation (4.). L'acquittement 
dure toujours 1 cycle quelque soit le protocole. La figure 3.4 montre que l'etape de 
transfert et d'acquittement se passent en meme temps. En effet, un cycle peut suffire 
pour acheminer la donnee, que l'esclave la traite et qu'il retourne un acquittement. 
Evidemment, dans le cas d'esclave plus lent, l'acquittement peut prendre plusieurs 
cycles avant d'avoir lieu. Par exemple, dans le protocole AMBA, l'esclave peut 
ajouter des etats d'attente (wait state) si celui-ci a une latence elevee. Dans le 
cas du bus OPB, la specification indique que des esclaves avec une latence d'un 
cycle et un decodage d'adresse combinatoire, il est possible d'atteindre 1 cycle pour 
le decodage/transfert/acquittement (partie rayee sur la figure 3.4). Un tableau en 
annexe IV indique les differentes latences en fonction des bus. 
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3.3.1.2 Fonctionnement interne 

































Figure 3.5 Diagramme de classe du canal TF 
BusMonitorlFPort 
DevicelFPort 
Le canal TF appele TFChannel derive de SpaceChannellF et de la classe de 
base SystemC, sc_ channel. Cette derniere est simplement une redefinition de la 
classe sc_module qui fournit les methodes de base pour la phase d'elaboration 
et de simulation de SystemC. L'interface SpaceChannellF fournit les methodes 
de communication Read(), WriteQ et CommandOut() dont la fonctionnalite est 
implementee dans le canal TF. Le canal TF est compose d'un arbitre, classe TFArbiter 
qui contient un processus (thread) de type SC_THREAD qui s'occupe de realiser 
l'arbitrage du ou des requetes d'acces au canal. Le canal est aussi compose d'une 
classe de base de la librairie Space, SpaceBaseChannel, qui fournit des methodes pour 
connaitre le numero d'identification du canal (ID servant pour des fins de monitoring) 
et retrouver le port destinataire dans le tableau de ports. Le canal TF possede autant 
de port, DevicelFPort, que de composants connectes. Ces ports sont regroupes dans 
un tableau. A travers un port DevicelFPort, le canal TF appelle les fonctions Read(), 
WriteQ et CommandFromChannelQ implementees par le composant (peripherique 
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ou module adaptateur) et reproduisant une certaine fonctionnalite associee aux 
composants (un acces memoire en ecriture ou lecture, une ecriture pour un module, un 
acquittement pour une ecriture bloquante d'un module). Le canal TF possede aussi 
un port BusMonitorlFPort qui sert au monitoring afin de recueillir des statistiques sur 
les communications. Ces statistiques serviront par exemple a connaitre l'utilisation 
du bus, sa bande passante, les types de communication entre des modules, le temps 
passe dans les communications, etc. 
Deroulement d'une communication : 
L'exemple 3.6 d'une lecture d'un module dans une memoire illustre le principe de 
deroulement d'une communication a travers le canal TF. 
Considerons un module utilisateur qui lit une memoire. II utilise la fonction de 
communication DeviceRead(). Cette methode a travers le port du module appelle 
la fonction Read() du module adaptateur qui a son tour appelle la fonction ReadQ 
implemented par le canal TF. Dans la fonction Read() du canal, les etapes suivantes 
s'effectuent : 
1. la requete R2 de ce module est stockee dans une liste de requetes de demande 
d'acces contenue dans l'arbitre. Si plusieurs modules initient une transaction 
sur le canal, toutes les transactions sont stockees dans cette liste. Sur le schema, 
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il y a une autre requete R l d'un autre module en attente d'arbitrage. 
2. l'arbitre contient un processus qui attend sur un evenement e l l'arrivee d'une 
ou plusieurs requetes a arbitrer. Une fois la requete dans la liste, l'arbitre 
est reveille par la notification de e l de la presence de requetes a traiter. Le 
processus du module utilisateur se met en attente d'un evenement e2 quand sa 
demande a ete deposee. 
3. l'arbitre choisit le module selon la politique d'arbitrage (FIFO, plus haute 
priorite, LRU). Dans l'exemple, R2 est choisit suite a un arbitrage de plus 
haute priorite. L'arbitre reveille le module utilisateur par une notification de 
e2. 
4. la lecture continue en appelant la methode ReadQ implementee par la memoire. 
Cette methode effectue une lecture d'une donnee a l'adresse indiquee puis 
retourne cette donnee au module. 
Le meme principe s'applique pour une ecriture vers un peripherique, fonction WriteQ 
du canal, ou pour un acquittement d'une ecriture bloquante, fonction CommandOutQ. 
Calcul de la latence de communication : 
Le calcul de la latence de communication s'effectue dans les fonctions ReadQ, WriteQ 
ou CommandOutQ. La fonction waitQ est utilisee pour simuler la latence. Elle 
permet d'interrompre un processus et d'appeler l'ordonnanceur SystemC pour que 
celui-ci donne la main a un autre processus dans la simulation. Dans les fonctions, le 
calcul de la latence s'effectue a partir des equations suivantes : 
Mode rafale : Lc = N * (LAR + LAD/T + LT/AC) 
Mode non rafale : Lc = LAR + N * (LAD/T + LT/AC) (3.1) 
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Avec Lc : latence de communication, N : nombre d'acces sur le canal (fonction 
de la taille du bus), LAR : latence configurable liee a l'arbitrage, LAD/T: latence 
configurable liee au decodage d'adresse et LT/AC : latence configurable liee au 
transfert d'une donnee et a l'acquittement. 
3.3.2 Le pont fonctionnel 
3.3.2.1 Caracteristiques 
Un pont est utilise pour relier deux bus. Les bus peuvent etres differents ou 
identiques et peuvent done travailler independamment. A partir de la documentation 
technique [84][85][81][4] de plusieurs ponts des protocoles AMBA et CoreConnect, les 
caracteristiques suivantes d'un pont ont pu etres identifies : 
• Un pont possede une interface esclave d'un cote pour recevoir des requetes du 
bus initiateur et une interface maitre pour former une requete sur le bus 
• Dans des bus hierarchiques, le pont separe un bus systeme (haute performance) 
d'un bus de peripherique (faible performance, puissance dissipee faible). Ceci 
evite la surcharge du bus systeme avec plein de peripheriques et laisse la bande 
passante aux composants rapides (processeur, DMA, etc). 
• Le pont permet d'adapter deux domaines d'horloge differents. Des rapports de 
frequence entre le bus rapide et lent synchrones de 1:1, 2:1, 3:1 et 4:1 peuvent 
etre possibles. La frequence du bus lent doit etre inferieure ou egale a celle du 
bus rapide (e.g. dans un rapport 2:1, si le bus PLB tourne a 200 MHz alors le 
bus OPB roule a 100 MHz). 
• Dans des rapports de frequence 2:1, 3:1 et 4:1, le pont necessite une zone tam-
pon d'une certaine profondeur en mots (32 bits) pour permettre Padaptation 
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des deux domaines d'horloge et eviter de ralentir le bus systeme. De plus, la 
presence de cette zone tampon permet de supporter le mode rafale a condition 
que les deux bus (systeme et peripherique) offre le mode rafale. C'est le cas du 
pont PLB-OPB, OPB-PLB. La zone tampon permet aussi d'adapter la taille 
des deux bus (e.g. bus de donnees PLB de 64 bits et bus de donnees OPB de 
32 bits). Des registres sont parfois presents pour synchroniser les horloges, ce 
qui peut rajouter des latences supplementaires dans le transfert des signaux. 
• Dans des rapports de frequence 1:1 et si les bus sont de meme taille (cas des 
bus AHB, APB et OPB), le pont ne requiert pas de zone tampon. Ces ponts 
sont directs (pont AHB-APB et OPB-OPB). 
• Un pont est par defaut unidirectionnel. II faut deux ponts pour une 
bidirectionnalite. 
Ces caracteristiques se retrouvent dans le fonctionnement du pont fonctionnel. Ce 
dernier est configurable a l'aide des parametres suivants : 
• Pont Direct ou Stocke-et-Transfert (i.e. pont avec zone tampon) 
• Latence de transfert d'un bus a l'autre 
• Latence supplemental au besoin (e.g. acquittement Space) 
• Nombre de fenetres d'adresse (i.e. le pont donne acces a un certain nombre de 
composants qui ont une plage adresse sur le bus destinataire) 
• Schema de latence pour le mode Stocke-et-Transfert, i.e. pont PLB-OPB ou 
OPB-PLB 
• Deux periodes d'horloge lies au frequence de fonctionnement des deux canaux 
TF. En mode Direct, les deux periodes sont identiques. 
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3.3.2.2 Fonctionnement interne 
La figure 3.7 montre le diagramme de classe du pont fonctionnel en gris fonce ainsi 
























•Jrjjfeo Canal UTF P ouTF 
Figure 3.7 Diagramme de classe du pont fonctionnel 
Le pont fonctionnel derive de la classe SystemC, sc_module, et de l'interface 
SpaceDevicelF. II implemente les fonctions de communication Read(), WriteQ et 
CommandFromChannel() de l'interface. Le port ChannellFPort permet de se 
connecter a un canal UTF ou TF. II possede une interface esclave (E) et maitre (M). 
En mode direct, le pont envoie directement la transaction sur l'autre canal. Alors 
qu'en mode Store-et-Transfert, un processus StoreForwardThreadf) est instancie pour 
reproduire l'adaptation de deux domaines d'horloge differents. 
Deroulement d'une communication : 
L'exemple 3.8 d'une ecriture d'un module dans une memoire illustre le principe de 
deroulement d'une communication a travers le pont fonctionnel. 
Dans le mode Direct, le pont ne fait que transferer la transaction d'un canal a un 
autre en simulant une latence de transfert calculee en fonction du nombre de donnees 
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Figure 3.8 Communication a travers le pont fonctionnel 
contenus dans la transaction. Soit le module utilisateur initiant une transaction 
composee de 4 mots (4*32 bits). La transaction passe par le canal TF1 qui simule le 
transfert de ces 4 mots avec une des formules 3.1. Par la suite, la transaction arrive 
dans le pont en appelant la methode WriteQ. Dans cette methode, une latence de 
transfert de la transaction est simulee. La documentation technique des ponts AHB-
APB et OPB-OPB montre que les signaux mettent un cycle pour etre presenter au 
bus suivant. Par consequent, la latence de transfert associee a la transaction de 4 
mots dans l'exemple sera de 4 cycles. La transaction se retrouve sur le canal TF2. 
A nouveau, une latence de transfert est simulee. La memoire effectue l'ecriture des 
donnees de la transaction. Enfin, la fonction retourne. C'est done une simple sequence 
d'appel de fonctions avec quelques wait pour simuler des latences. 
Dans le mode Stocke-et-Transfert, le pont utilise une FIFO pour stocker les 
transactions et un processus pour adapter deux domaines d'horloge differents pour 
les canaux TF. Soit le module utilisateur initiant une transaction composee de 4 mots 
(4*32 bits). De la meme fagon qu'en mode Direct, le canal TF1 simule une certaine 
latence de transfert par rapport au nombre de donnees compris dans la transaction. 
La transaction arrive dans le pont fonctionnel par la methode WriteQ. Elle est alors 
stockee dans une FIFO puis un evenement est notifie pour reveiller le processus du 
pont. En fonction du schema de latence (pont PLB-OPB, OPB-PLB), une latence 
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peut etre simulee a l'ecriture et/ou a la lecture de la transaction dans la FIFO. Cette 
latence simulee est due a des interfaces pipelinees dans les vrais ponts. II n'est pas 
possible de personnaliser les latences, il faut utiliser un schema disponible. Dans la 
fonction WriteQ, le processus du module continue son execution une fois la transaction 
ecrite dans la FIFO. La transaction arrive sur le canal TF2 qui simule une latence 
de transfert. Puis les donnees de la transaction sont ecrites en memoire. La presence 
du processus et de la FIFO permet de decoupler les deux domaines d'horloge en 
simulation. Ainsi, le module peut renvoyer une transaction a travers le pont alors que 
la transaction precedente est acheminee a la frequence du deuxieme canal. Si la FIFO 
simulee est pleine alors le processus du module initiateur attend sur un evenement 
que la FIFO se vide. Dans la realite, une FIFO asynchrone permet de realiser ce 
decouplage. 
Pour une lecture en mode Stocke-et-Transfert, il n'y a pas de FIFO ni de processus 
car la transaction n'est complete qu'une fois les donnees lues. Un module ne peut 
pas lancer une deuxieme lecture alors que la premiere n'est pas finie. Dans la realite, 
il existe une FIFO qui sert a accumuler les lectures faites sur le deuxieme bus pour 
optimiser les communications. En simulation, ceci n'est pas necessaire. 
3.4 Les composants au niveau BCA 
Ce niveau transactionnel permet de raffiner les details de communication. Les 
differentes phases de requetes sur un bus sont reproduites (arbitrage, transfert, 
acquittement) avec des latences precises. Le concepteur dispose done d'une meilleure 
estimation des temps de communication. La simulation reste rapide et permet de 
se focaliser sur les performances de l'application liee au reseau de communication 
choisi. Le " monitoring " permet toujours d'analyser des resultats post-simulation 
(utilisation du bus, nombres d'acces memoires pour chaque module, communications 
entre chaque module). La figure III.2 de l'annexe III decrit Pensemble des composants 
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du niveau BCA. 
3.4.1 Bus OPB 
3.4.1.1 Caracteristiques 
Tel que mentionne, le bus OPB (On-chip Peripheral Bus) est employe pour relier des 
peripheriques lents (UART, port Ethernet, controleur d'interruption, etc) dechargeant 
ainsi le bus systeme. Xilinx a developpe le processeur logiciel, MicroBlaze [86], qui 
s'interface avec le bus OPB. Ceci permet la creation d'un systeme monoprocesseur 
sans l'utilisation d'un bus systeme avec un processeur materiel comme le PowerPC. 
Des systemes multiprocesseurs a base de processeurs MicroBlaze et de bus OPB sont 
aussi realisables avec des performances satisfaisantes [67] [51] [28]. 
Le modele abstrait modelise certaines fonctionnalites decrites dans les specifications 
techniques du bus OPB [83] [30]. II repose sur un modele de communication multi-
maitres (initiateur de requetes) - multi-esclaves (repondant aux requetes) faisant 
intervenir un arbitre pour l'attribution du bus a un maitre a la fois. Le modele 
abstrait implemente les caracteristiques suivantes : 
• Bus synchrone de donnees et d'adresse de 32 bits. 
• Transferts d'octets (alignes ou non), de demi-mots et de mots. 
• Verrouillage du bus (un maitre indique a l'arbitre qu'il verrouille le bus 
empechant un autre maitre d'avoir le bus). 
• Mode sequentiel (permet d'economiser des cycles d'arbitrage pour le maitre, 
l'esclave incremente l'adresse, toujours associe a un verrouillage du bus). 
• Arbitre avec 3 politiques d'arbitrage (FIFO, plus haute priorite, LRU) et un 
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mecanisme de delai d'attente (timeout) pour liberer le bus en cas de blocage 
d'une requete. 
• Possibility pour l'esclave de supprimer le delai d'attente (timeout) de l'arbitre. 
• Support du Byte Enable permettant des acces rapides a des donnees contiges 
non alignees (e.g. un acces de 3 octets). Le maitre et l'esclave doivent supporter 
cette option pour l'utiliser. 
Le present travail a porte sur l'arbitre et la gestion du timeout (en gras souligne dans 
la liste). Les autres caracteristiques etaient deja presentes [23]. L'annexe V presente 
une comparaison des caracteristiques disponibles entre le modele abstrait et le bus 
OPB implemente par Xilinx selon le protocole d'IBM. 
Dans le modele abstrait, le maitre et l'esclave suivent le schema : requete, 
attribution, transfert, acquittement. Un maitre OPB effectue ainsi les etapes 
suivantes : 
1. separer la transaction en plusieurs transferts et la preparer (entete au besoin), 
2. demander le bus, 
3. fixer les options de transferts (e.g. mode verrouille, sequentiel), 
4. emettre le ou les transferts, 
5. et traiter l'acquittement (reussite ou erreur). 
L'esclave, quand a lui, effectue les operations suivantes : 
1. inhiber le delai d'attente de l'arbitre au besoin, 
2. lire ou ecrire la donnee, 
3. acquittement en tenant compte de la reussite ou de l'echec (timeout, erreur 
d'ecriture/lecture) lors du traitement de la requete. 
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3.4.1.2 Fonctionnement interne 











































Figure 3.9 Diagramme de classe du bus OPB 
Le bus OPB appele OPBBus derive de OPBBusIF et de la classe de base SystemC, 
sc_channel. L'interface OPBBusIF fournit les methodes RequestBus(), SetOptions() 
et PutRequest() qui sont appelees par l'OPB adaptateur. Respectivement, ces 
methodes permettent de demander le bus, de fixer les options de transferts et 
d'envoyer la requete d'ecriture ou de lecture sur le bus. Le bus OPB se compose 
d'un arbitre, d'un temporisateur (OPBTimeoutEngine) et de deux ports, SlavelFPort 
et BusMonitorlFPort. La fonctionnalite de l'arbitre est assure par OPBBusServices 
grace au processus thread() et a la methode arbitrate(). Le temporisateur s'occupe 
de compter 16 cycles a chaque fois qu'un transfert passe sur le bus. L'esclave doit 
repondre au maitre en moins de 16 cycles. Le port SlavelFPort permet au bus OPB 
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d'acceder aux methodes SlaveRead() et SlaveWrite() implements par un peripherique 
ou un OPB adaptateur et le port BusMonitorlFPort sert au monitoring pour des 
statistiques sur les communications. 
Deroulement d'une communication : 
L'exemple 3.10 d'une lecture d'un module dans une memoire illustre le principe de 
deroulement d'une communication a travers le bus OPB. 
Figure 3.10 Communication sur le bus OPB 
Le module utilisateur effectue un DeviceReadQ. Cette methode suit une sequence 
d'appel de fonctions a travers les interfaces qui la mene a l'OPB adaptateur. Dans 
ce dernier, les phases du transfert s'effectuent : 
1. RequestBus() : l'acces au bus est demande a l'arbitre. La requete R2 est mise 
dans une liste et l'arbitre choisit un module selon une politique d'arbitrage 
(e.g. plus haute priorite). Le processus de l'arbitre est reveille par notification 
d'un evenement, ici e l , et celui-ci reveille le processus du module aussi par une 
notification d'un evenement, e2. L'arbitre simule un delai de 2 cycles pour 
arbitrer [83] par un wait(). 
2. SetOptions() : une fois le bus accorde, le module ou maitre envoie toutes 
les options de controle pour le transfert. Par exemple, requete de lecture de 
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donnees 32 bits en mode sequentiel et verrouille. Certaines options de transfert 
influencent l'arbitre. En effet, si le bus etait verrouille et qu'un autre module 
demande le bus, l'arbitre attend que le bus se libere avant d'arbitrer. 
3. PutRequest() : le transfert est alors envoye sur le bus OPB. Un delai de un 
cycle est simule pour cet acces. La methode SlaveReadf) est alors appelee. 
L'operation de lecture est effectuee par la memoire qui renvoie un acquittement 
lors du retour de la methode. Un waitQ de un cycle dans la memoire simule 
l'acquittement et l'envoi de la donnee lue. 
Le meme principe s'applique pour des ecritures vers des peripheriques (UART, 
memoire, minuterie, etc) et vers des modules. La lecture vers des modules est locale 
et s'effectue dans le module adaptateur (cf. partie 3.1.1). 
Description des politiques d'arbitrage implementees dans l'arbitre : 
L'arbitre du bus OPB implemente trois politiques d'arbitrage : 
• FIFO (First In First Out) : les demandes d'acces au bus arrive dans un certain 
ordre. L'arbitre attribue le bus au maitre au premier de la liste des demandes 
d'acces au bus. Ce maitre est done le premier a avoir demande le bus. Toute 
nouvelle demande d'acces est placee a la fin de la liste. 
• Plus haute priorite : l'arbitre attribue le bus au maitre ayant la plus haute 
priorite. Dans Space, chaque maitre se voit attribuer un ID qui devient sa 
priorite. L'lD le plus faible est la plus haute priorite. Un processeur a par 
defaut la priorite la plus elevee. 
• LRU (Least Recently Used) : cet algorithme est considere comme dynamique 
par la documentation de Xilinx car les priorites des maitres evoluent en fonction 
de l'attribution du bus OPB. Le principe du LRU est l'attribution du bus au 
maitre ayant le moins obtenu le bus dans le passe recent. Le maitre le moins 
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prioritaire est celui qui s'est fait attribue le bus le plus recemment. Sur le 
FPGA, le bus OPB supporte 16 maitres done 16 niveaux de priorite possibles. 
Le modele abstrait supporte 255 modules au maximum done 255 niveaux de 
priorites si le systeme possedait que des maitres or il y a forcement des esclaves. 
La figure 3.19 presente l'algorithme LRU implemente dans l'arbitre. II consiste 
a gerer deux listes : la liste des demandes d'acces et la liste des IDs de maitres 
ou la position dans la liste determine la priorite du maitre. Au depart, la 
liste des IDs est vide done le premier acces sur le bus initialisera la liste. Sur 
l'organigramme, cela correspond a la zone 1. Par la suite, la zone 2 permet de 
traiter les demandes d'acces normalement. Si parmi les demandes d'acces, un 
maitre n'a jamais eu le bus, il aura le bus et son ID sera sauvegarde a la fin de la 
liste des IDs et il devient le moins prioritaire. Sinon le maitre le plus prioritaire 
sera cherche dans la liste des IDs. Ceci conduit a deux fins possibles dans la 
zone 2 (partie en gris fonce). 
Gestion du timeout : 
La figure 3.11 montre le fonctionnement du temporisateur dans le bus OPB. 
Figure 3.11 Timeout dans la bus OPB 
Lorsque le transfert de la donnee est effectue sur le bus par l'appel a la methode PutRe-
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questf), le processus du temporisateur est reveille par une notification d'evenement, 
methode start_timer(). Le processus se met en multiples attentes dans un wait() : 
attente de 16 cycles, attente d'un evenement indiquant la fin du transfert ou attente 
d'un evenement pour inhiber le temporisateur. Si le transfert se passe normalement et 
que l'esclave acquitte le transfert avant le I6 e m e cycle, le decompte du temporisateur 
est arrete par stop_timer(). Le processus retourne alors en attente d'un debut de 
transfert. Si 16 cycles se sont ecoules avant l'acquittement de l'esclave, le processus 
se reveille et indique un timeout. Au retour dans l'OPB adaptateur, l'acquittement 
est examine et le transfert sera reemis en cas de timeout. Pour des esclaves avec une 
grande latence ou l'acquittement peut arriver apres 16 cycles, ce dernier peut inhiber 
le decompte par 1'intermediate de InhibitTimeoutEngine() a l'arrivee de la donnee, 
traiter la donnee et reactiver le temporisateur lors de l'acquittement. Cette option est 
utilisee dans le pont OPB-OPB. Pour les autres esclaves, le temporisateur est actif. 
Dans le chapitre des resultats, nous verrons l'impact de la gestion du timeout dans 
un systeme multibus. 
3.4.2 Pont OPB-OPB 
3.4.2.1 Caracteristiques 
Le pont OPB-OPB est utilise pour relier deux bus OPB. En fonction de la 
documentation technique de Xilinx [84], le modele haut niveau en SystemC offre 
les caracteristiques suivantes : 
• II possede une interface esclave d'un cote pour recevoir des requetes du bus 
OPB initiateur et une interface maitre pour former une requete sur le bus OPB 
destinataire. 
• II ne permet pas d'adapter deux domaines d'horloge differents. Par consequent, 
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les deux bus OPB doivent travailler a la meme frequence et avoir la meme 
largeur. 
• II n'a pas de zone tampon (buffer). II ne supporte done pas le mode rafale. Le 
pont OPB-OPB est direct. 
• II est unidirectionnel. II faut deux ponts OPB-OPB pour une bidirectionnal-
ite. 
• La latence de transfert d'un bus a un autre est de un cycle. 
• Le nombre de fenetres d'adresse est configurable (i.e. le pont donne acces a un 
certain nombre de composants qui ont une plage adresse sur le bus destinataire). 
• II y a un mecanisme de detection d'interblocage (mode deadlock) que Ton peut 
activer ou pas. Si ce mecanisme est desactive, e'est un mecanisme d'information 
de famine (mode starvation) qui est actif. Le mode anti-interblocage est aussi 
offert pour casser un interblocage pour une paire de ponts OPB-OPB. 
• II assure l'atomicite des transactions Space lors d'une communication entre un 
module logiciel et materiel. 
3.4.2.2 Fonctionnement interne 
La figure 3.12 montre le diagramme de classe du pont OPB-OPB en gris fonce ainsi 
que sa representation SystemC. 
Le pont OPB-OPB derive de la classe OPBSlave et de l'interface DeadlockBridgelF. II 
implemente les fonctions de communication SlaveSpecificReadQ, SlaveSpecific Write() 
et CheckDeadlock() qui permet de detecter les interblocages. Le port BusIFPort 
permet de se connecter a un bus OPB. II possede une interface esclave representee 




















































Figure 3.12 Diagramme de classe du pont OPB-OPB 
de la classe OPBMaster. Le port BusMonitorlFPort, BridgelFPort et ClockPort 
permettent respectivement d'obtenir des statistiques sur les requetes qui transitent 
par le pont, de se connecter a un autre pont OPB-OPB pour detecter les interblocages 
et de recevoir Phorloge du systeme. 
Deroulement d'une communication : 
L'exemple 3.13 d'une ecriture d'un module dans une memoire illustre le principe de 
deroulement d'une communication a travers le pont OPB-OPB. 
Lorsque le module utilisateur veut ecrire vers une memoire qui se trouve sur un 
autre bus OPB, il passe par le pont OPB-OPB. La requete arrive dans l'interface 
esclave du pont par l'intermediaire de la methode SlaveWrite(). La fonctionnalite 
du pont est implemente dans SlaveSpecificWrite(). En passant par le bus OPB1, le 
temporisateur de ce bus s'est declenche, l'interface maitre du pont a 16 cycles pour 
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Figure 3.13 Communication dans le pont OPB-OPB 
obtenir acces au bus OPB2 sinon la requete est interrompue et l'OPB adaptateur 
doit reemettre la requete apres un arbitrage. L'interface maitre demande le bus 
OPB2 par LowLevelBusAccess(). II redemande le bus jusqu'a ce qu'il ait obtenu. 
A chaque tentative, un cycle d'attente est simule. Quand le bus lui est accorde, 
l'interface esclave inhibe le temporisateur du bus OPB1, InhibitTimeoutEngineQ. Un 
cycle de transfert d'un bus a un autre est simule par un waitQ sur un front montant 
d'horloge. Puis la requete est envoyee sur le bus OPB2. Le temporisateur de ce 
bus part. L'esclave, ici la memoire a 16 cycles pour traiter la requete et acquitter. 
Une fois le traitement effectue par l'esclave, nous revenons dans le pont cote maitre. 
Si un timeout ou une erreur d'acquittement a eu lieu, la requete est reemise sur le 
bus OPB2. Sinon, l'interface esclave reactive le temporisateur du bus OPB1 pour 
la prochaine requete, methode SetAck TimeoutSuppress(). Puis un acquittement du 
pont, OPBSlaveAck(), est operee. Ici, une latence d'acquittement de un cycle est 
simulee. 
Detection d'interblocage et de famine : 
La figure 3.14 presente le mecanisme qui permet de detecter un interblocage (deadlock) 
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Figure 3.14 Gestion du timeout dans le pont OPB-OPB 
Un interblocage se produit lorsque deux maitres (Maitre 1 et 2 sur le schema 3.14) 
sur deux bus OPB differents communiquent avec un autre maitre ou un peripherique 
(Memoire 1 et 2 sur le schema) a travers un pont OPB-OPB. lis demandent l'acces 
a leur bus respectif (OPB1 et OPB2) et l'obtiennent au meme moment. La requete 
arrive dans les ponts OPB-OPB. Chaque interface maitre des ponts demandent le 
bus OPB mais ce dernier est pris par les maitres 1 ou 2. Done une possible situation 
d'interblocage se produit. Grace au timeout des bus OPB1 et OPB2, les requetes de 
chaque maitre sont interrompues mais il se peut qu'au rearbitrage sur les deux bus, la 
situation se reproduise indefiniment ou jusqu'a ce qu'un autre maitre, autre que ceux 
impliques dans l'interblocage, prenne la main d'un bus permettant ainsi de casser 
1'interblocage. En simulation, un mecanisme permet de detecter un interblocage et 
avertir le concepteur du risque dans son systeme. Le mecanisme agit comme suit : 
• Les deux ponts OPB-OPB sont relies ensemble. 
• L'interface maitre du pont OPB-OPB demande l'acces au bus (1). L'arbitre 
du bus OPB repond par un acces non attribue car le bus est deja pris par un 
maitre. 
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• L'interface maitre verifie si un timeout (16 cycles ecoules) a eu lieu cote esclave 
(2). Si non, le pont redemande l'acces au bus OPB (1) apres une latence de un 
cycle. Les etapes (1) et (2) sont done repetees jusqu'a ce que le pont obtienne le 
bus. Si oui, cela veut dire que le pont s'est fait refuse 16 fois l'acces au bus. Le 
pont OPB-OPB appelle la methode CheckDeadlock() implements dans l'autre 
pont OPB-OPB. Un compteur comptabilise le nombre de timeout ayant eu lieu 
pour un maitre donne (e.g. Maitre 1). La valeur du compteur de timeout est 
passee en parametre. Cette valeur sera comparee a celle du compteur de l'autre 
pont OPB-OPB. Si les deux valeurs sont egales, un interblocage est detecte et 
la simulation est arretee. En effet, un interblocage dans le cas specifique du bus 
OPB avec Putilisation du temporisateur conduit souvent a la meme sequence 
d'arbitrage des deux maitres et ces derniers arrivent au meme moment dans les 
ponts. 
La methode CheckDeadlock() est appelee uniquement si le mode deadlock est actif et 
s'il y a eu par exemple N timeouts voulant dire N fois la meme sequence ou les ponts 
n'obtiennent jamais le bus OPB. Le nombre N est configurable a l'instanciation du 
pont. Par defaut, il vaut 3, i.e. trois timeouts consecutifs pour le meme maitre soient 
3*16 = 48 acces non attribues pour le pont. 
Alors que l'interblocage se produit a la suite de communications inter-bus, le 
phenomene de famine (starvation) peut se produire a cause des communications 
intra-bus et de la priorite des maitres. Imaginons que le Maitre 1 et 2 veulent ecrire 
64 donnees de 32 bits dans la memoire 1, que l'arbitre du bus OPB2 utilise un 
arbitrage de plus haute priorite et que Maitre 2 soit plus prioritaire que Maitre 1. 
Le Maitre 1 passe par le pont OPB-OPB et le Maitre 2 reste sur le bus OPB2. La 
famine consiste en ce qu'un maitre moins prioritaire obtienne tres rarement le bus 
a cause d'un maitre plus prioritaire. E.g. Maitre 1 n'a pas souvent le bus OPB2 
car Maitre2 est plus prioritaire. Dans ce cas, l'interface maitre du pont OPB-OPB a 
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souvent un acces non attribue. En mode starvation, lorsqu'un timeout se produit, la 
methode CheckStarvationQ permet d'informer d'une possible famine. Cette fois-ci, 
la valeur du compteur est comparee a une valeur X (configurable a l'instanciation) 
representant un certain nombre de timeouts. Si le compteur atteint la valeur X, cela 
veut dire qu'un maitre n'a pas eu X*16 fois le bus OPB consecutivement. Par defaut, 
X vaut 10 soit 160 acces non attribues successivement. Une solution simple est de 
changer l'arbitrage de bus OPB2 pour un arbitrage LRU permettant ainsi au Maitre 
1 d'avoir le bus aussi souvent que Maitre 2. 
Atomicite des communications Space : 
Lors d'une communication entre modules, un message Space est envoye avec un entete 
de 32 bits permettant au module destinataire de reconstituer le message scinde en 
plusieurs transferts sur le bus OPB. L'option de verrouillage du bus OPB (bus lock) 
est utilisee pour assurer l'atomicite du message Space, i.e. l'envoi du message ne peut 
etre interrompu par un autre maitre. Dans le cas d'un message transitant a travers 
le pont, l'atomicite doit aussi etre assuree sur le deuxieme bus. Le protocole OPB 
[30] specifie que lors de l'utilisation du signal de verrouillage, celui-ci doit etre abaisse 
lors du transfert de la derniere donnee du message permettant un chevauchement de 
cycle d'arbitrage. Cette particularite est implementee dans le modele OPB abstrait 









Figure 3.15 Atomicite des transactions Space a travers le pont OPB-OPB 
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Lors d'une communication entre modules materiels ou entre un module materiel et 
logiciel, le pont OPB-OPB detecte si le message est en mode verrouillage (les acces 
simples ne necessitent pas de verrouillage). Si oui, l'interface maitre du pont bloque 
le deuxieme bus. Lorsque la derniere donnee du message arrive dans le pont, le 
verrouillage est desactive, le pont le detecte et libere le deuxieme bus. 
En revanche, lors d'une communication entre un module logiciel et materiel, ceci n'est 
plus vrai. En effet, le processeur MicroBlaze permet de verrouiller/deverrouiller le 
bus OPB par programmation en ecrivant un bit dans un registre special, le MSR 
(Machine Status Register). Lorsque le MicroBlaze initie un message sur le bus OPB, 
il deverrouille le bus 2 ou 3 cycles apres l'envoi de la derniere donnee. En simulation, 
cela a pour consequence que le pont OPB-OPB ne detecte pas la fin du verrouillage 
associe a un message. Le deuxieme bus est alors bloque indefiniment et plus aucun 
message n'est arbitre. Pour remedier a ce probleme en simulation, un signal de type 
booleen entre le processeur et les ponts OPB-OPB donnant acces a d'autres bus est 
utilise (figure 3.15). Ainsi, lorsque le processeur debloque le bus OPB1 en ecrivant 
dans le registre MSR, il ecrit la valeur VRAI sur le signal booleen a travers le port 
BuslockOutPort. Le pont possede un processus SC_METHOD sensible sur les fronts 
montants du signal booleen. A la detection du front, le processus se declenche et le 
bus OPB2 est libere. Dans le cas ou le MicroBlaze est connecte a un bus OPB sur 
lequel il y a plusieurs ponts OPB-OPB, le port BuslockOutPort est branche a tous 
les ports BuslocklnPort. Chaque fois que le processeur initie un message sur OPB1 
avec le verrouillage, que le message soit pour un module sur OPB1 ou OPB2, lors 
du deverrouillage de OPB1, le processus de chaque pont se declenche. Mais cela n'a 
aucune consequence car le deverrouillage de OPB2 n'a lieu que si un message avec la 
priorite du processeur existe dans le pont OPB-OPB. 
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3.5 Methode des fenetres dans les ponts 
Soit deux bus, bus 1 et bus 2, dans un systeme multibus, une transaction envoyee 
par un module sur le bus 1 doit arriver au bon destinataire se trouvant sur le bus 2 
en passant par un pont grace a une adresse. Sur le FPGA de Xilinx, un pont OPB-
OPB par exemple utilise des plages ou fenetres d'adresse. Si l'adresse destinataire 
est detectee dans une des plages, la transaction est transferee sur l'autre bus. En 
simulation, au niveau TF comme au niveau BCA, une methode des fenetres similaire 
a celle du pont OPB-OPB a ete implantee. 
Le principe est qu'un pont donne acces aux composants sur l'autre bus via des 
fenetres (figure 3.16). La methode des fenetres s'appuie sur les IDs des modules 
et des peripheriques. Lors de l'instanciation de tous les composants du systeme a 
simuler, le constructeur du pont regoit en parametre un tableau contenant l'ID des 
composants auxquels ils donnent acces. A partir de l'ID, le pont est capable de 
constituer l'adresse de base des modules et peripheriques pour former la table des 
fenetres. Le pont aussi possede un ID qui permet de composer son adresse specifique 
pour le reconnaitre. 
Figure 3.16 Methode des fenetres 
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Dans une simulation SystemC, un bus consulte une table interne pour savoir ou diriger 
la transaction. L'index de cette table represente les IDs des composants connectes au 
bus. A un index n, se trouve l'index d'un autre tableau. Ce dernier est le tableau 
de ports qui regroupe tous les ports du bus auxquels sont connectes les composants. 
Ainsi, le bus retrouve le bon port pour appeler la methode de communication du bon 
esclave. Pour constituer la table interne des composants du bus, celui-ci interroge 
tous les esclaves connectes lors de la phase d'elaboration de SystemC (methode 
end_of_elaboration()). En interrogeant un composant esclave, celui-ci renvoie son 
adresse de base. Dans le cas du pont, ce dernier renvoie son adresse speciale qui 
l'identifie. Le bus extrait l'ID du pont de cette adresse et a acces a la table des fenetres 
associee a ce pont. De la sorte, il peut enregistrer tous les composants presents sur un 
autre bus dans sa table interne. Les composants sont comme attaches virtuellement 
au bus. 
Considerons un exemple ou le Module avec l'ID 2 desire ecrire des donnees en memoire 
identifiee par l'ID 21 : 
1. la transaction arrive dans le bus OPB1. A partir de l'adresse de destination, 
OPB1 extrait l'ID 21 correspondant a la memoire sur le bus OPB2. 
2. OPB 1 regarde dans sa table interne de composants a l'index 21 et trouve le 
port a prendre dans le tableau de ports. Le port correspondant est celui du 
pont 1. Par consequent, pour tous les composants accessibles depuis un autre 
bus situes sur OPB2 (Memoire 21 et Gestionnaire de Communication 45), le 
port trouve est toujours celui du pont 1. Meme chose pour le bus OPB2 avec 
le pont 2. 
3. la transaction passe par le pont 1 qui demande le bus OPB2, l'obtient puis 
transfere la transaction du Module 2 jusqu'a la memoire. 
Notez que dans la figure 3.16, lors d'une communication entre un module materiel et 
logiciel, les modules logiciels sont accessibles par le gestionnaire de communication 
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qui envoie une interruption a l'attention du processeur pour prevenir de l'arrivee de 
message. D'ou son ID 45 qui se retrouve dans le pont 1. 
La methode des fenetres offre done les avantages suivants : 
• Pas de limite pour le nombre de ponts par bus. 
• L'utilisation de fenetres s'apparente a l'utilisation des plages d'adresse dans le 
pont OPB-OPB en VHDL de Xilinx. 
II n'est pas possible aussi qu'une transaction traverse plusieurs profondeurs de bus 
avec la methode des fenetres. Cela impliquerait que le premier bus connaisse l'ID des 
modules et peripheriques sur le troisieme bus, ce que la methode en place ne permet 
pas de faire. Sur le FPGA, les plages d'adresse des ponts OPB-OPB permettraient 
de le faire si le premier pont englobe une certaine plage d'adresse du deuxieme pont. 
L'adresse de destination, une fois transferee sur le deuxieme bus pourrait etre detectee 
par le deuxieme pont et transferee sur le dernier bus. Mais les applications ou les 
donnees traversent plusieurs niveaux de bus font plutot appel a des composants plus 
appropries comme des routeurs dans un reseau-sur-puce. 
3.6 Composants annexes pour aider a ameliorer le reseau multibus 
3.6.1 Lien point a point 
Sur un FPGA, un lien point a point permet de relier directement deux unites de 
traitement, e.g. un processeur et un coprocesseur. II n'a pas d'arbitrage et la latence 
est deterministe. La bande passante est elevee et permet notamment de desengorger 
un bus partage en creant des chemins de donnees specifiques. Dans Space, le principe 
de lien point a point [54, 26] est disponible pour les trois niveaux d'abstraction. Au 
niveau UTF et TF, cela permet de relier deux modules ensemble et au niveau BCA, 
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deux modules ou un processeur et un module. Les types de communication possibles 
sont presenter dans la figure 3.17. 
\ Lien point d point : Module ; 
1 , ^O.flptHtfttJf ; 
Figure 3.17 Lien point a point : types de communication 
La communication entre deux modules reste transparente a l'utilisateur. Les fonctions 
de communication, ModuleRead() et ModuleWrite(), sont toujours employees. Un 
traitement special permet de router la transaction vers un lien point a point ou vers 
le bus. Dans le cas ou un module destinataire est atteignable par un lien direct et 
par le bus, le lien point a point est prioritaire sur le bus puisque la communication 
est souvent plus rapide car il n'y a pas d'arbitrage. 
Un lien point a point est unidirectionnel, il faut en instancier deux pour une 
bidirectionnalite entre deux modules. Un module utilisateur peut done avoir un ou 
plusieurs liens point a point le reliant a un ou plusieurs modules. 
Le stockage des donnees se fait a l'interieur du lien point a point dans une FIFO. 
La taille de la FIFO est parametrable a l'instanciation du lien. Les ecritures et 
lectures bloquantes et non bloquantes sont supportees. Dans le cas d'une ecriture 
non bloquante, quand la FIFO est pleine, apres la derniere ecriture ayant remplie la 
FIFO, le module bloque jusqu'a ce que le module destinataire est au moins lu une 
donnee. La latence de lecture et d'ecriture est aussi parametrable a l'instanciation. 
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Pour le lien FSL de Xilinx, dans le meilleur des cas, i.e. le module destinataire est 
pret a recevoir la donnee, une ecriture prend 2 cycles. 
3.6.2 Memoire BRAM double port 
La librairie Space offre au niveau TF et BCA la possibility d'utiliser des memoires. Ces 
memoires appelees SpaceRAM (niveau TF) et OPBBRAM (niveau BCA) permettent 
de reproduire des acces memoires en ecriture et en lecture. Les latences d'ecriture et 
de lecture sont configurables pour representer des memoires avec un temps d'acces 
long (e.g. memoire externe au FPGA comme de la SDRAM ou de la Flash) ou des 
memoires rapides comme la BRAM sur le FPGA de Xilinx. II est possible de specifier 
la taille de la memoire en octets comprise entre 64 Ko et 4 Mo en respectant des blocs 
de 64 Ko. La memoire permet des acces d'octets, de demi-mots et de mots. 
Dans un reseau multibus, une memoire double port permet d'etre accedee par deux 
modules en meme temps se trouvant sur deux bus differents. Ce qui reduit les 
communications inter-bus a travers un pont, ameliorant ainsi la bande passante des 
bus et le parallelisme du systeme. 
Le modele abstrait de la memoire double port ne gere pas les ecritures simultanees ni 
une ecriture/lecture a la meme adresse. En revanche, les lectures a la meme adresse 
sont possibles. II revient au concepteur d'ecrire son application de telle sorte que 
deux modules accedant a la meme memoire n'ecrivent pas au meme instant dans le 
meme emplacement. Meme remarque pour une ecriture/lecture. 
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Figure 3.18 Memoire double port 
< Une ou plusieurs demandes d'acces au bus , . . , . , - . - ! 
Figure 3.19 Algorithme LRU 
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CHAPITRE 4 
ANALYSE DE L'EXPLORATION ET DES PERFORMANCES 
Ce chapitre presente les performances obtenues a partir des composants decrits au 
chapitre 3. Tout d'abord les outils de mesure utilises sont presentes. Par la suite, 
une comparaison des simulations au niveau TF et BCA1 est presentee pour valider les 
modeles SystemC. Enfin, la performance de differentes topologies de bus est analysee 
a l'aide d'une application de decodage JPEG qui montre les risques lies a l'utilisation 
d'un pont et de differentcomms modes d'arbitrage. 
4.1 Outils de mesure 
Toutes les donnees montrees et analysees proviennent de bancs de test utilises au 
niveau TF et BCA. Ces bancs de test ont permis d'evaluer les differents composants 
dans des systemes simple bus ou multibus avec un ou plusieurs processeurs en 
travaillant sur le meme niveau d'abstraction ou a differents niveaux. Les resultats ont 
ete obtenus sur un ordinateur equipe d'un processeur Intel Pentium 4 a 2,8GHz 
avec 1 Go de RAM sur lequel tourne Windows XP Pro Service pack 2 . 
Tous les resultats presentes sont des resultats de simulation. Aucune implementation 
physique sur un FPGA de Xilinx n'a ete realisee. 
xAu niveau BCA, lors de la realisation des tests, seul le bus OPB etait disponible. Le bus PLB 
etait en cours de developpement. 
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4.1.1 La mesure du temps 
II faut distinguer deux types de temps lors d'une simulation SystemC : le temps 
physique et le temps de simulation. 
Le temps physique represente le temps reel ecoule lors de l'execution de la simulation. 
Ce temps peut s'exprimer en heures, en minutes, en secondes ou en millisecondes 
dependamment de la complexity du systeme a simuler et du niveau d'abstraction. 
II permet d'evaluer la performance d'un algorithme, d'une optimisation ou dans 
notre cas d'une simulation SystemC. Dans la librairie standard C/C++, certaines 
fonctions et macros contenues dans time.h ont permis d'obtenir et de manipuler le 
temps physique. II s'agit de : 
• t ime_t time( t ime_t * timer ) : cette fonction retourne un objet de type 
time_t contenant le temps ecoule en seconde depuis la date du ler Janvier 1970 
UTC. 
• clock_t clock (void) : cette fonction retourne le nombre de tics d'horloge 
ecoules depuis le lancement d'un programme. Cette fonction est souvent 
associee a la macro CLOCKS_PER_SEC. 
• CLOCKS_PER_SEC : cette macro permet d'obtenir le temps en seconde 
en specifiant la relation entre le nombre de tics et la seconde. En divisant la 
valeur retournee par clock(), nous obtenons le nombre de secondes ecoules. 
Le temps de simulation represente le temps d'execution du systeme si celui-ci etait 
implemente sur son support reel (e.g. technologie FPGA, ASIC pour un systeme-sur-
puce). Ce temps peut etre qualine de fictif ou virtuel par rapport au temps physique 
de la machine hote de la simulation. La librairie SystemC offre quelques fonctions 
pour obtenir ce temps de simulation. II s'agit de : 
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• sc_simulation_time() : cette fonction retourne une valeur de type double 
(nombre flottant en double precision sur 64 bits). Cette derniere represente le 
temps de simulation actuel dans l'unite de temps choisie. SystemC definit les 
unites de temps suivantes : SC_FS (femto), SC_PS (pico), SC_NS (nano), 
SC_US (micro), SC_MS (milli), SC_SEC (seconde). La plateforme Space 
utilise la nanoseconde (SC_NS) comme unite de temps par defaut. 
• sc_t ime_stamp() : une autre fonction qui donne le temps actuel de la 
simulation. Elle retourne un object de type sc_time, une classe de SystemC 
qui permet de representer des intervalles de temps et des temps de simulation. 
4.1.2 Le monitoring 
La plateforme Space inclut un systeme de surveillance (monitoring) [57] permettant 
de recueillir diverses statistiques et metriques de performance sur les calculs et les 
communications pendant la simulation. Ce systeme de surveillance permet d'examiner 
(to monitor) les modules materiels et logiciels. Grace a l'emploi de macro generique, 
la surveillance est non intrusive, elle ne change pas le temps de simulation et surcharge 
peu le temps physique. Les composants surveilles sont les modules utilisateurs 
materiels, les bus, les memoires et les modules utilisateurs logiciels presents sur le 
simulateur de processeur (ISS). Les activites surveillees sont : 
• transfert de module a module : l'information tracee comprend l'expediteur et 
le destinataire du transfert, sa taille et sa duree et ceux aussi bien pour une 
ecriture (ModuleWrite(J) que pour une lecture (ModuleRead(J). 
• Transfert sur le bus : l'information tracee contient toujours la source et la 
destination du transfert, la taille, le type (ecriture ou lecture) et la duree de 
transfert a travers le bus. 
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• Acces memoire : l'information tracee comprend la source et la memoire 
destinataire, le temps d'acces, l'adresse de 1'emplacement memoire accede et 
la taille. 
• Calcul dans les modules utilisateurs: l'information contient le temps de debut 
et de fin d'un calcul quelconque (e.g. un algorithme de recherche, une 
multiplication). En logiciel, le nombre destructions consommees par le calcul 
est aussi enregistre. 
Par la suite, toutes ces activites peuvent etre observees et analysees apres la simulation 
textuellement ou graphiquement. Ainsi, des informations telles que le nombre total 
de transactions, le nombre de requetes d'ecriture ou de lecture, le pourcentage 
d'utilisation du bus, le nombre d'acces memoire par tel composant et bien d'autres 
renseignent le concepteur sur les caracteristiques de son application. 
4.1.3 Bancs de test 
4.1.3.1 Producteur-consommateur 
Un banc de test de type producteur-consommateur (figure 4.1) a ete utilise avec un 
seul bus et deux bus relies par un pont pour permettre la comparaison. 
Figure 4.1 Architectures de communication pour la comparaison TF/BCA 
Le Producteur execute quatre sequences de tests. Chaque sequence comprend une 
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boucle avec une ou deux fonctions de communication. Le nombre d'iterations est 
configurable : 
• lere sequence : le Producteur envoie une donnee de 4 octets (1 mot) au 
Consommateur. Le Producteur et le Consommateur utilise une communication 
bloquante a l'aide d'un ModuleWrite() associe a un ModuleReadQ. 
• 2eme sequence : le Producteur envoie une transaction de 17 mots (i.e. 17*4 
octets) au Consommateur toujours a l'aide d'une communication bloquante. 
• 3eme sequence : le Producteur ecrit en memoire une donnee de 4 octets (1 mot) 
par l'mtermediaire d'un DeviceWritef). 
• 4eme sequence : le Producteur envoie une donnee de 4 octets au Consommateur 
et ecrit une donnee de 4 octets en memoire. 
Le Compteur de performance permet de calculer le temps physique et le temps de 
simulation et donne quelques statistiques sur la simulation. Le Producteur envoie des 
commandes au Compteur de performance pour que celui-ci prenne le temps avec la 
fonction sc_simulation_time() ou clockQ. 
Tableau 4.1 Configurations du banc de test Producteur-Consommateur 
Nombre d'iterations 
Canal TF bus OPB 
Pont fonctionnel et OPB-OPB 
10 millions pour sequence 1, 2 et 3 
5 millions pour sequence 4 
32 bits, arbitrage FIFO, mode rafale, 25 MHz (soit 
20 ns) 
Mode direct, 1 cycle de latence de transfert 
4.1.3.2 Application de decodage JPEG et de detections diverses 
Afin d'utiliser la methode d'exploration decrite a la partie 3.2 et d'etudier diverses 
architectures de communication, un modele de decodeur JPEG est utilise. Ce 
modele est associe avec une detection de contour, faciale et des yeux. Les images a 
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decompresser sont done des visages. Cette application multimedia de type traitement 
de donnees en continu (streaming) soumet 1'architecture de communication a un trafic 
reel rencontre dans les systemes-sur-puce. La figure 4.2 et le tableau 4.2 presentent 
les differents modules et leur role. 
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EXTRACTOR CMD • HUFFMAN BIOCB-B—*-, IQUANT ; Biocs-a—•. IDCT 
6 blocs 8*8-
Y2R 
Figure 4.2 Application JPEG 
Les modules s'echangent des commandes pour se synchroniser lors des differentes 
etapes. Les commandes sont basees sur une structure de 20 octets contenant 5 champs 
(type de la commande, 3 parametres lies a la commande et le nombre de parametre). 
La figure 4.2 montre deux chemins de donnees : le decodage JPEG et les diverses 
detections. 
Communications des modules : 
Ann de mieux comprendre les resultats de la partie 4.3, le tableau 4.3 presente toutes 
les communications effectuees par les differents modules (Module Write, ModuleRead, 
DeviceWrite et DeviceRead) pour le traitement d'une image JPEG de 128*128 
pixels soit 16384 pixels. 











Lit l'entete de l'image jpeg, envoie certaines commandes a 
Huffman, la table de dequantification a Iquant, lance les 
detections (Edge et Face) et arrete la simulation apres un certain 
nombre d'images. 
Lit la table de symboles et les donnees jpeg, effectue la 
decompression de Huffman a partir de la table de symboles et 
envoie les blocs de 8*8 elements a Iquant. 
Receptionne les blocs 8*8, effectue la quantitification inverse a 
partir de la table et envoie ces memes blocs a IDCT. 
Receptionne les blocs 8*8, effectue une transformer inverse 
discrete en cosinus sur 6 blocs, les ecrit en memoire et previent 
Y2R. 
Permet le changement d'espace de couleurs de YUV a RGB. Lit 
les 6 blocs 8*8 pixels en memoire (4 blocs de luminance et 2 
blocs de chrominance), effectue le changement d'espace et ecrit 
l'image bmp en memoire. 
Lit les donnees bmp, effectue la detection de contour, ecrit 
l'image contour au format pgm en memoire. 
Lit les donnees pgm de l'image contour, effectue la detection 
faciale, ecrit l'image faciale au format pgm en memoire et lance 
Eye. 
Lit les donnees pgm de l'image faciale, effectue la detection des 
yeux, ecrit l'image au format pgm en memoire. 
Entre parenthese apparait les noms des modules utilises dans les differentes configurations de 
tests. Les memoires sont nominees JPG, BMP et PGM. 















































A partir des tableaux 4.2, 4.3 et de la figure 4.2, nous pouvons retrouver la dynamique 
de l'application et deduire trois groupes de modules : 
• communications module-module majoritaires : HUFFMAN et IQUANT. 
• communications module-memoire majoritaires : Y2R, EDGE, FACE et EYE. 
• communications module-module/memoire assez equilibre : EXTRACTOR et 
IDCT. 
4.2 Comparaison des estimations de simulation au niveau TF et BCA 
Le but est d'etudier la performance de simulation obtenue au niveau TF et au 
niveau OPB. L'estimation des latences de communication dans le canal TF et le pont 
fonctionnel nous apporte-t-il des resultats satisfaisants par rapport a la simulation 
avec un bus OPB et un pont OPB-OPB au niveau BCA ? Les bancs de tests 
Producteur-Consommateur et application JPEG (2 images 128*128) ont ete utilises 
(cf. partie 4.1.3). 
4.2.1 Analyse des resultats 
Le tableau 4.4 presente le facteur d'acceleration de la simulation ainsi que le 
pourcentage de justesse de l'estimation des communications au niveau TF par rapport 
au niveau BCA. Ces resultats ont ete calcules a partir des tableaux VI.2, VI.3 et 
VI.4 en annexe VI. Les sequences 1 a 4 du banc de test Producteur-Consommateur 
correspondent a un trafic ideal avec un seul module qui accede au bus et l'application 
JPEG apporte un trafic reel dans lequel plusieurs modules peuvent acceder au bus. 
Acceleration : 
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Tableau 4.4 Comparaison des performances de simulation entre le niveau TF et BCA 
Application 










































banc de test Producteur-Consommateur 
2 Extractor, Huffman, Iquant, IDCT, Y2R, memoire JPEG sur TF1/OPB1; Edge, Face, Eye, 
memoire PGM sur TF2/OPB2; memoire BITMAP sur TF1-TF2 et OPB1-OPB2 
Dans toutes les applications, le reseau de communication au niveau TF permet une 
simulation plus rapide que ce meme reseau au niveau BCA. On remarque que le gain 
varie en fonction du type de communication et du trafic. 
Dans sa globalite, le gain obtenu au niveau TF s'explique par les mecanismes SystemC 
utilises, i.e abstraction des details des transactions et notion de temps. Le modele de 
communication TF englobe toutes les phases d'une transaction (arbitrage, transfert 
acquittement) simulees par un seul et unique waitQ avec un temps alors que le modele 
OPB considere chacune de ces phases avec un waitQ sur un front d'horloge. Le 
simulateur SystemC est un simulateur evenementiel. Plus le simulateur doit gerer 
des evenements, plus la simulation sera longue. Les wait avec un temps ne font 
intervenir qu'un seul evenement. Les wait sur des fronts d'horloge font appel au 
canal hierarchique sc_clock qui modelise le comportement d'un signal d'horloge. 
Ce comportement est realise grace au canal primaire sc_signal<bool> et a deux 
processus SC_METHOD, un pour chaque front de l'horloge. Chaque front de 
l'horloge entraine la notification d'un evenement pour l'autre front. II y a done 
2 evenements a gerer pour un cycle de simulation. Cette gestion d'evenements 
implique une activite accrue du simulateur pour ordonnancer tous ces processus. 
On constate done que l'utilisation d'une horloge sc_clock et du wait sur des fronts 
d'horloge peut ralentir la simulation SystemC. Plutot que de coder un wait sur N 
fronts montants d'horloge. i.e N wait(clk->posedge_event()) (niveau BCA), il 
est plus efficace de simuler une latence par un wait de N*periode_horloge (niveau 
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TF) avec periode_horloge de type sc_time. 
L'explication precedente associee au decoupage phase par phase d'un transfert (cf. 
partie 3.3.1.1) sur le bus OPB justifie le fait que la meilleure acceleration est obtenue 
pour la sequence 2. En effet, dans la sequence 2, une transaction de 18 mots (1 mot 
d'entete Space + plusieurs donnees) est simulee par un seul wait dans le canal TF ainsi 
que dans le pont fonctionnel. Chaque wait entraine la notification d'un evenement. 
Alors que dans le bus OPB et le pont OPB-OPB, la transaction de 18 mots utilise 
plusieurs wai t(clk->posedge_event()) . Dans les sequences 1 et 3, l'acceleration 
est moins elevee car la transaction n'etant que de 2 mots (ecriture a un module) et 
de 1 mot (ecriture a une memoire) dans le canal TF, un seul evenement est genere 
par wait mais ce wait est plus court. Sur le bus OPB, la transaction se limite done 
a tres peu de wait(clk->posedge_event()) par phase du transfert. La sequence 4 
combine les effets des modelisations du temps par des wait de la sequence 1 et 3. 
Dans l'application JPEG, il y a un melange des divers types de communication offerts 
par Space. Les transactions sur le bus varient entre 1 et 6 mots en taille. Au 
niveau TF, les communications vers des modules ou des memoires avec des tallies 
de transactions importantes accelerent la simulation alors que les transactions de 
faible taille diminuent cette acceleration. Un trafic reel combine les avantages et les 
inconvenients des divers types de communication. Les explications pour les sequences 
1 a 4 sont regroupees ici. 
Estimation des communications : 
Le canal TF permet une bonne estimation des communications. Les resultats valident 
l'utilisation des formules dans la partie 3.3.1.2. La formule liee au mode rafale 
reproduit da fagon adequate le mode pseudo-rafale (signal sequential + bus lock) 
du bus OPB. La formule prend en compte que seul un arbitrage est necessaire pour 
l'ensemble des transferts constituant la transaction. Un entete est ajoute a toutes les 
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transactions dans le bus OPB pour une communication entre modules. Le parametre, 
acces supplementaire, pour le canal TF permet de tenir compte de l'entete. Ceci 
permet d'obtenir des estimations de 100% et 99% pour les sequences 1 a 4. Cependant, 
lorsque le modele TF est soumis a un trafic reel de donnees, il permet d'obtenir une 
estimation superieure a 80%. La raison est que le canal TF ne modelise pas les 
delais d'attente des modules voulant acceder au bus alors que celui-ci est pris par un 
autre module. En effet, dans le modele OPB, lorsqu'un module veut le bus et qu'un 
transfert est deja en cours, sa requete est mise dans une liste d'attente. L'arbitre se 
reveille alors pour arbitrer cette requete mais comme le bus est utilise, il attend un 
front montant d'horloge. Ainsi de suite jusqu'a ce que le bus soit libere. Tandis que 
dans le modele TF, l'arbitre va se reveiller mais si le bus est occupe, il attend un 
evenement indiquant que le bus est libre. 
L'histogramme de la figure 4.3 (issu des tableaux VI.2 et VI.3) montre les per-
formances du canal TF et du bus OPB pour les sequences 1 a 3 du banc de 
test Producteur-Consommateur dans la configuration simple bus et multibus. Les 
colonnes pour le canal TF soulignent que celui-ci acheve la meilleure performance 
de simulation lorsque les transactions sont de taille importante (> a 1 mot). Ici, il 
est illustre pour des ModuleWrite() mais ceci est vrai aussi pour les DeviceWrite() 
et DeviceReadQ. L'explication reside dans l'unique wait present dans le canal pour 
simuler toute la transaction. 
Les colonnes pour le canal OPB montrent que celui-ci est le plus performant pour les 
communications vers les peripheriques (DeviceWrite() et DeviceRead(J). En effet, ces 
dernieres ne requierent pas d'entete au message ni d'acquittement Space (present pour 
les ecritures bloquantes de module). Ce qui limite les wait sur des fronts d'horloge et 
accelere la simulation. 
Conclusion : 
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Figure 4.3 Performance de l'architecture de communication au niveau TF et BCA 
La performance de simulation d'un modele SystemC depend du style de modelisation. 
Une abstraction des details de communication et Putilisation adequate de la notion 
de temps peuvent ameliorer cette performance de simulation. Lors d'un trafic ideal 
(application Producteur-Consommateur), le modele TF apporte une acceleration 
importante pour des transactions superieures a un mot avec une estimation de 100% 
car aucun phenomene dynamique n'est present dans le modele OPB. En revanche, 
lorsque lc modele de communication TF est soumis a un vrai trafic, l'estimation 
des communications est moindre a cause de certains phenomenes dynamiques non 
reproduits (i.e. attente des modules pour acceder au bus) mais reste superieure a 80%. 
L'acceleration apportee par le modele TF depend de la taille de la transaction. Plus 
la transaction est importante, plus l'acceleration augmente. Meme si les mecanismes 
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de SystemC permettent d'accelerer le modele TF en utilisant certaines techniques de 
modelisation SystemC, le niveau de details du modele OPB reste assez abstrait pour 
permettre des simulations rapides. Le modele OPB ne modelise pas le comportement 
du bus de fagon precise au signal mais utilise un niveau de details des communications 
par regroupement de signaux. Aussi, le fait de remplacer le canal TF par un 
modele OPB n'augmente pas dramatiquement le nombre de processus a gerer par 
l'ordonnanceur SystemC (1 processus pour le canal TF, 2 processus pour le bus OPB). 
Les changements de contexte des processus peuvent parfois ralentir la simulation si ces 
derniers sont nombreux, ce que demontre l'ajout d'un sc_clock. Un moyen d'accelerer 
la simulation au niveau TF serait de bouger de grande quantite de donnees. Dans 
l'application JPEG, au lieu d'ecrire en memoire pixel par pixel, les blocs de 64 pixels 
pourraient directement etre ecrits en une seule fois dans la memoire. Ainsi un seul 
wait simulerait le transfert du bloc au lieu de un wait par pixel. 
4.3 Performance a travers la methodologie d'exploration 
A partir de l'exemple du decodage JPEG (cf. partie 4.1.3.2), l'objectif est d'ameliorer 
la performance du systeme en trouvant la meilleure architecture de communication 
possible. Dans le cas ou un certain partitionnement est utilise pour evaluer la 
performance de l'architecture de communication, le partitionnement est fait de fagon 
ad hoc (i.e. selon l'experience du concepteur). Ainsi, pour la phase 3 de la methode 
d'exploration, la configuration pourra etre toute materielle ou partitionnee (materiel 
et logiciel). 
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4.3.1 Performance selon le type de topologie 
Dans toutes les configurations de l'application JPEG, le systeme fonctionne avec 
une horloge de periode 20 ns. Les tests portent sur le traitement de 2 images 
128*128 pixels pour permettre un pipeline des deux chemins de donnees. Les ponts 
sont bidirectionnels entre chaque paire de bus. 
4.3.1.1 Reseau multibus (phase 2 de la methodologie) 
Configuration : 
En appliquant la phase 2 de la methode d'exploration (cf. partie 3.2), plusieurs 
architectures de communication basees sur des bus sont etudiees. Le but est de 
trouver une architecture offrant des performances satisfaisantes par rapport a une 
configuration initiale et d'utiliser le niveau TF pour executer des simulations rapides. 
Les differentes configurations dans lesquelles les modules de l'application JPEG sont 
repartis sont montrees dans le tableau 4.5. 
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La configuration 'Monobus' est l'architecture de base avec un bus partage sim-
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pie. Cette configuration est la reference pour ameliorer les performances. La 
configuration 'Multibus 1' est une architecture multibus ou les modules ont ete 
places aleatoirement. Par la suite, les autres configurations sont des architectures 
multibus dans lesquels les modules ont ete distribues en tenant compte des concepts 
de regroupement des communications (clustering) et de la notion de concurrence. 
Le canal TF et le pont fonctionnel sont parametres comme ceci : 
• Canal TF : taille de 32 bits, frequence de 50 MHz, arbitrage FIFO, latences 
du bus OPB (2 cycles d'arbitrage, 1 cycle de decodage d'adresse, 1 cycle de 
transfert/acquittement), 1 acces supplementaire pour l'entete Space. 
• Pont fonctionnel : mode Direct, latence de transfert de 1 cycle, latence 
supplementaire de 1 cycle pour le l'entete Space. 
Resultats : 
L'histogramme de la figure 4.4 presente le nombre de cycles simules pour chaque 
configuration du tableau 4.5. Les resultats montrent que les configurations 'Multibus 
2' et 'Multibus 3' offrent la meilleure performance avec 2 347 196 et 2 557 900 cycles 
respectivement. Elles apportent une amelioration de 14,6 et 6,9% par rapport a 
'Monobus'. La configuration 'Multibus 1' deteriore la performance de 54,7%. Tandis 
que 'Mutlibus 4' et 'Multibus 5' ne deteriore la performance de l'architecture a bus 
partage simple que de 1,2% et 0,6% respectivement. 
Les resultats de l'histogramme de la figure 4.4 s'explique par le fait que dans un 
systeme multibus, les ponts allongent le temps de la transaction qui doit traverser 
deux bus. II faut done limiter les transactions a travers le pont, i.e. communications 
inter-bus, et favoriser les communications intra-bus. Dans le cas 'Multibus 2', la 
memoire BITMAP est sur le Bus 2. Sur le Bus 1, IDCT et Y2R doivent passer par 
le pont pour ecrire et lire cette memoire mais les transactions du Bus 2 vers le Bus 1 
sont negligeables. Un seul sens est privilegie a travers le pont ce qui donne une bonne 
96 












Monobus Multibus! Multibus 2 Multibus 3 Multibus 4 Multibus 5 
Figure 4.4 Nombre de cycles simules pour differentes configurations multibus TF 
performance. Le meme raisonnement s'applique pour 'Multibus 3' avec la memoire 
BITMAP sur le Bus 1 et Edge qui accede a cette memoire par le pont entre le Bus 2 et 
1. Pour les configurations 'Multibus 1' et 'Multibus 4', les communications engendrent 
des communications interbus bidirectionnelles importantes, ce qui augmente la latence 
de beaucoup de communication et degrade la bande passante des deux bus en meme 
temps. Dans le cas 'Multibus 5', la repartition des modules sur 3 bus n'ameliore 
pas la performance car l'application JPEG ne presente pas un parallelisme fort entre 
les modules. Meme en regroupant certains modules communiquant beaucoup entre 
eux, il y a toujours une certaine execution sequentielle des etapes et l'ajout de ponts 
augmente les latences de communication. 
Les regroupements de base des modules sur un bus suivent le raisonnement suivant : 
les deux chemins de donnees (JPEG et detections) permettent un regroupement 
evident des modules pour le clustering. Les modules JPEG sur un bus avec la memoire 
JPEG et les modules de detection sur un autre avec la memoire PGM. La memoire 
BITMAP etant utilisee pour la transition entre la decompression et la detection, cela 
pose probleme. Elle peut etre sur un bus ou un autre. L'application introduit du 
parallelisme avec une methode de pipeline. Le pipeline se situe au niveau de plusieurs 
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images decompresses, i.e. des que les detections de contour commencent pour la 
lere image decompressee, les modules JPEG peuvent traiter une 2eme image. Cela 
conduit encore a la repartition des modules introduite par le clustering. 
L'histogramme de la figure 4.5 presente l'utilisation des bus pour chaque configuration 
du tableau 4.5. Nous voyons que toutes les configurations multibus desengorgent le 
Bus 1 utilise a 60% dans l'architecture simple bus. Dans 'Multibus 1' et 'Multibus 4', 
l'utilisation du Bus 1 et du Bus 2 s'approche d'un equilibre, environ 35% mais cela 
ne permet d'ameliorer la performance. 'Multibus 2' et 'Multibus 3' permettent une 
utilisation assez forte du Bus 1 (>50%) avec une utilisation moyenne du Bus 2 qui 
mene au meilleur resultat. Le 'Multibus 5' partagent les communications entre les 3 
bus mais ne permet pas forcement une bonne utilisation de tous les bus. 
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Figure 4.5 Utilisation du canal TF pour differentes configurations multibus 
L'utilisation du bus dans toutes les configurations multibus depend des communica-
tions inter- et intra-bus engendres par les modules. 
Dans les configurations 'Multibus 1' et 'Multibus 4', les communications inter-bus 
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importantes a travers les ponts dans les deux sens favorisent un certain equilibre dans 
l'utilisation des bus. Dans le cas 'Multibus 1', le Bus 2 est utilise a environ 40% car 
la presence de Huffman, IDCT et de la memoire BITMAP favorise les transactions a 
travers le pont et IDCT, Edge et Eye communiquent beaucoup vers les memoires de 
ce bus comparativement aux autres modules sur le Bus 1. Entre les configurations 
'Multibus 2' et 'Multibus 3', la memoire BITMAP a ete deplacee du Bus 2 vers le Bus 
1. Ceci a pour consequence de diminuer l'utilisation du Bus 2 pour le 'Multibus 3' car 
les communications sont plus abondantes sur le Bus 1. Pour passer du cas 'Multibus 
4' au cas 'Multibus 5', les modules du Bus 2 ont ete repartis sur deux bus (Edge, 
Face, Eye et memoire PGM sont restes sur le Bus 2 alors que IDCT, Y2R et memoire 
BITMAP sont sur le Bus 3). Nous voyons que l'utilisation du Bus 1 est quasiment 
la meme dans les deux cas. Le Bus 3 est plus utilise que le Bus 2 car IDCT, Y2R et 
la memoire BITMAP engendrent plus de communications a travers les ponts entre le 
Bus 1 et 3 (IDCT regoit des blocs 8*8 de Iquant et renvoit des acquittements Space) 
et entre le Bus 2 et 3 (Edge lit la memoire BTIMAP). 
Conclusion ; 
La methode de regroupement des communications (clustering) associe a la concur-
rence des modules apporte de bonne performance pour palier a la contention sur 
un bus partage simple. Une application de type pipeline est parfois limitee par 
les communications a travers les ponts qui allongent le temps de transferts des 
transactions. L'utilisation adequate des bus depend du placement des modules et 
des communications qu'ils engendrent. Des communications inter-bus dans les deux 
sens a travers les ponts peuvent equilibrer les bus sans toutefois apporter une bonne 
performance. Le graphe demontre qu'une distribution aleatoire des modules ne mene 
pas a une optimisation de la performance (Multibus 1) et qu'une distribution par 
clustering permet de meilleurs resultats (Multibus 2, 3, 4 et 5). 
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4.3.1.2 Composants annexes (phase 3 de la methodologie) 
La phase 2 (niveau TF) a permis de selectionner la configuration 'Multibus 2' 
comme meilleure architecture de communication (cf. table 4.5 pour le placement 
des modules). Une simulation fonctionnelle de cette architecture au niveau BCA est 
effectuee et les resultats de performance deviennent la nouvelle reference a ameliorer. 
Ici, nous nous interessons a l'amelioration de la topologie multibus par l'utilisation 
des composants annexes (liens point a point et memoire double port). L'amelioration 
de la topologie par la configuration du protocole est expliquee a la partie 4.3.2. La 
phase 3 est choisie pour cette exploration car elle permet d'obtenir des resultats plus 
proches de la realite. Tout est connu cycle par cycle sur le bus. 
Configuration : 
Toutes les configurations sont materielles. Les differentes configurations dans 
lesquelles sont associes le multibus et/ou les liens point a point et/ou la memoire 
double port sont montrees dans le tableau 4.6. Pour toutes les configurations, les 
modules de l'application JPEG sont repartis comme suit : Extractor, Huffman, 
Iquant, IDCT, Y2R et la memoire JPEG sur le bus OPB1 et Edge, Face, 
Eye et la memoire PGM sur OPB2. La memoire BITMAP subit un traitement 
particulier. La configuration 'Multibus 2' est la nouvelle reference pour ameliorer 
les performances. Toutes les autres configurations sont des variantes de 'Multibus 2'. 
Le bus OPB, le pont OPB-OPB et le lien point a point ont les caracteristiques 
suivantes : 
• Bus OPB: taille de 32 bits, frequence de 50 MHz, arbitrage PRIORITE, 
latences (2 cycles d'arbitrage, 1 cycle de decodage d'adresse, 1 cycle de 
transfert/acquittement). 
• Pont OPB-OPB : latence de transfert de 1 cycle. 
100 








BMP sur OPB2 
BMP sur OPB1 ET OPB2 (memoire double port) 
BMP sur OPB1 ET OPB2 (memoire double port) 
IQ point a point avec IDCT1 
BMP sur OPB1 ET OPB2 (memoire double port) 
HU point a point avec IQ 
IQ point a point avec IDCT 
BMP sur OPB1 ET OPB2 (memoire double port) 
EX point a point avec HU et IQ 
HU point a point avec IQ 
IQ point a point avec IDCT 
Signifie : Iquant est relie a IDCT par un lien point a point bidirectionnel 
• Lien point a point : 1 cycle de latence pour ecriture et lecture. 
Resultats : 
Le graphe 4.6 presente le nombre de cycles simules pour chaque configuration du 
tableau 4.6. Les resultats montrent que la configuration 'Multibus 2a' (memoire 
double port) apporte une amelioration de la performance de 20,5% par rapport a 
'Multibus 2'. Les configurations 'Multibus 2b', 'Multibus 2c' et 'Multibus 2d' (liens 
point a point + memoire double port) ameliore la performance respectivement de 
35,4%, 57,1% et 57,3%. 
En connectant la memoire BITMAP sur OPB1 et OPB2 (Multibus 2a), le parallelisme 
de l'application JPEG est grandement ameliore. En effet, en laissant la memoire 
BITMAP sur OPB2, IDCT et Y2R doivent passer par le pont OPB-OPB engendrant 
beaucoup de communications inter-bus qui se heurtent aux communications intra-
bus de Edge, Face et Eye dans les memoires. Le pont devient alors un goulot 
d'etranglement. Les configurations 'Multibus 2b', 'Multibus 2c' et 'Multibus 2d' 
montrent de facon evidente que des liens directs entre modules accelerent les 
communications. De nombreux cycles d'arbitrage sur le bus OPB1 sont economises. 
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Multibus 2 Multibus 2a Multibus 2b Multibus 2c Multibus 2d 
Figure 4.6 Nombre de cycles simules pour differentes configurations multibus BCA 
Les liens point a point ont ete etablis entre les modules communiquant ensemble. 
II s'agit de Extractor, Huffman, Iquant, et IDCT. Les liens point a point sont 
interessants si le volume de donnees echangees entre modules est important, ce 
que montre 'Multibus 2b' et 'Multibus 2c' (les couples Iquant-IDCT et Huffman-
Iquant echangent beaucoup de blocs 8*8). En comparant 'Multibus 2c' et 'Multibus 
2d', on voit que les liens directs de Extractor apportent peu d'amelioration. Les 
communications de ce module pourraient passer par le bus OPB. Dans les detections 
de contour, les modules font uniquement des acces memoires. lis ne sont done pas 
concernes par les liens point a point. 
L'histogramme de la figure 4.7 presente l'utilisation des bus pour chaque configuration 
du tableau 4.6. L'utilisation de la memoire BITMAP double port dans 'Multibus 2a' 
diminue les communications inter-bus a travers le pont OPB-OPB. D'ou l'utilisation 
moindre de OPB2 'Multibus 2a' par rapport a 'Multibus 2'. Les communications a 
travers un pont allonge le nombre de cycles pendant lesquels le premier bus est occupe, 
ce qui entraine une forte utilisation de celui-ci (OPB1 a 59,5% dans 'Multibus 2'). La 
tendance observee pour les liens point a point est la diminution de l'utilisation du bus 
OPB1 (Multibus 2b, 2c et 2d). En effet, moins de communication ont lieu sur le bus 
2,623,298 
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Utilisation du bus (%) 
Multibus 2 Multibus 2a Multibus 2b Multibus 2c Multibus 2d 
SBust BBus2 
Figure 4.7 Utilisation du bus OPB pour differentes configurations multibus 
au profit de communication directe entre les modules. Le pourcentage d'utilisation 
du bus OPB2, quand a lui, augmente mais cela ne veut pas dire que OPB 2 est plus 
utilise. Cela est du au temps d'execution qui raccourcit mais comme la proportion 
des communications sur OPB2 reste la meme, le rapport entre le temps totale des 
communications sur OPB2 et le temps d'execution augmente. 
Conclusion : 
L'utilisation de memoire double port ameliore le parallelisme d'un reseau multibus. 
A condition que l'application permette son utilisation. Une memoire double port 
aide les modules a s'echanger de grande quantite de donnees en utilisant quelques 
messages de synchronisation pour ne pas que deux modules arrivent en meme temps 
sur la meme zone memoire pour ecrire ou ecrire/lire. Les liens point a point ameliorent 
efficacement la performance du systeme en desengorgeant le bus. II faut favoriser les 
liens directs entre modules s'echangeant un volume de donnees important. 
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4.3.1.3 Liens point a point et processeur (phase 3 de la methodologie) 
Le but est de voir comment les liens point a point permettent d'ameliorer l'architecture 
de communication en utilisant differents partitionnements materiel/logiciel des divers 
modules. 
Configuration : 
Les differentes configurations dans lesquelles sont associes le multibus et/ou les liens 
point a point dans le tableau 4.7. Pour toutes les configurations a deux bus OPB, les 
modules de l'application JPEG sont repartis comme suit : Extractor, Huffman, 
Iquant, IDCT, Y2R et la memoire JPEG sur le bus OPB1; Edge, Face, 
Eye et la memoire PGM sur OPB2; la memoire BITMAP sur OPB1 et 
OPB2. Pour la configuration a trois bus, le placement est : Extractor, Huffman, 
Iquant, memoire JPEG sur OPB1; IDCT, Y2R sur OPB3; Edge, Face, Eye 
et la memoire PGM sur OPB2; la memoire BITMAP sur OPB2 et OPB3 . 
Les caracteristiques du bus OPB et du pont OPB-OPB sont les memes que dans la 
partie 4.3.1.2. Les liens point a point ont la latence suivante : 
• Processeur-module et processeur-processeur : 2 cycles 
• Module-module : 1 cycle 
Resultats : 
Le tableau 4.8 presente le nombre de cycles simules pour chaque configuration du 
tableau 4.7. Afin d'etudier le gain apporte par l'utilisation des liens point a point 
avec un reseau multibus monoprocesseur ou multiprocesseur, des simulations multibus 
sans liens point a point ont ete effectues (Multibus 2el, 2fl, 2gl et 2hl). Les autres 
configurations contiennent des liens point a point. 
Les resultats demontrent que l'utilisation de liens point a point entre un processeur 













EX en logiciel 
EX en logiciel 
EX point a point avec HU et IQ1 
EX en logiciel 
Tout point a point2 
IDCT en logiciel 
IDCT en logiciel 
IQ point a point avec IDCT 
IDCT en logiciel 
Tout point a point2 
IDCT et EX en logiciel sur 2 processeurs differents 
IDCT et EX en logiciel sur 2 processeurs differents 
Tout point a point2 
IDCT et IQ en logiciel sur le meme processeur 
IDCT et IQ en logiciel sur le meme processeur 
Tout point a point2 
« IQ point a point avec IDCT » veut dire Iquant est relie a IDCT par un lien 
point a point 
2 EX point a point avec HU et IQ, HU point a point avec IQ, IQ point a point 
avec IDCT 












Nombre de cycles 
33 771 036 
12 427 539 
12 257 469 
938 974 610 
164 471 133 
164 466 294 
942 677 431 
166 641 432 
2 692 575 926 























ce temps comprend le monitoring textuel 
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et un module materiel ameliore la performance de l'application JPEG. Par exemple, 
pour les systemes monoprocesseurs, la performance en terme de cycles est amelioree 
de 63,7% ('Multibus 2e3' par rapport a 'Multibus 2el' - Extractor en logiciel) et de 
82,4% ('Multibus 2f3' par rapport a 'Multibus 2fl' - IDCT en logiciel). Dans un 
systeme multiprocesseur, les liens point a point entre processeur et module materiel 
ameliorent de 82,3% la performance ('Multibus 2g2' par rapport a 'Multibus 2gl' -
Extractor et IDCT en logiciel) et de 42,5% ('Multibus 2h2' par rapport a 'Multibus 
2hl' - Iquant et IDCT en logiciel sur le meme processeur). 
Ceci s'explique par les mecanismes de communication mis en jeu par un bus et par 
un lien point a point. II y a deux types de communication a considerer : modules 
materiel->logiciel (HW->SW), logiciel->materiel (SW->HW)2. Reportez-vous a la 
partie 3.1.1 pour plus de details sur les communications Space et a la figure de l'annexe 
III pour avoir une representation graphique des composants. 
• Par le bus OPB : 
— Pour chaque type de communication, que ce soit le processeur ou le module 
materiel qui initie la transaction, ces derniers doivent acceder au bus OPB. 
Avant d'envoyer leur transaction, ils peuvent attendre un certain delai si 
le bus est occupe et avant que l'arbitre les selectionne. Ce delai d'attente 
peut prendre de nombreux cycles si plusieurs modules se partagent le bus 
OPB. 
— Pour les ecritures bloquantes, le processeur ou le module materiel doivent 
attendre l'acquittement Space qui est une transaction a part entiere sur le 
bus. II faut done compter toute la latence d'un transfert sur le bus pour 
que le processeur ou le module materiel soient debloques. 
2Le lien point a point entre 2 processeurs n'a pas pu etre teste car il n'etait pas disponible au 
moment de l'experimentation. 
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— Le processeur effectue de nombreux acces en lecture et ecriture dans le 
PIC et le gestionnaire de communication. Dans le PIC, les acces servent 
a connaitre le module a l'origine d'une interruption et a acquitter une 
interruption traitee. Dans le gestionnaire de communication, les acces 
aident a recuperer les donnees pour le module logiciel. Tous ces acces 
passant par le bus OPB entrainent de nombreux cycles supplementaires 
pour traiter une communication Space dans sa globalite et ralentissent le 
traitement d'une communication par le processeur. 
• Par un lien point a point (i.e. FSL): 
— Pour chaque type de communication, il n'y a pas de delai d'attente ni 
d'arbitrage. Le lien est direct et non partage. Beaucoup de cycles sont 
done epargnes. 
— Pour les ecritures bloquantes, il n'y a pas d'envoi d'acquittement Space 
sur un bus. Le module logiciel sur le processeur est debloque par une 
interruption du lien FSL. Le module materiel est debloque par evenement 
SystemC. Ce traitement est done plus rapide et economise encore des cycles 
d'horloge. 
— Le processeur effectue des acces dans le PIC pour traiter le caractere 
bloquant des liens point a point. Les acces dans le PIC sont beaucoup 
moins nombreux que pour une communication par le bus. II n'y a plus 
d'acces dans le gestionnaire de communication. Le lien point a point 
accelere le traitement d'une communication. 
Un lien point a point offre done une gestion plus rapide des communications entre un 
module materiel et logiciel sur un processeur. 
Lorsque Extractor est en logiciel, les liens point a point apportent une acceleration 
autour de 2,7 (Multibus 2el et 2e3). De la merae fagon, Pacceleration tourne autour 
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de 5,7 avec IDCT en logiciel (Multibus 2fl et 2f3). IDCT est le plus rapide car le 
volume de donnees regues de Iquant par le lien point a point est important (cf. tableau 
4.3 et figure 4.2). II ne fait que des lectures bloquantes sur Iquant dont l'execution 
reste rapide. Les interruptions generees par le lien point a point ne ralentissent pas 
tellement l'execution du module IDCT sur le processeur. Par la suite, le traitement 
des donnees et leur ecriture en memoire BITMAP par le processeur sont aussi rapides. 
Les acces memoire par le processeur prennent le temps le plus court parmi toutes les 
communications possibles pour un module logiciel. 
Le module Extractor fait une majorite d'ecritures non bloquantes et de lectures 
bloquantes ainsi que quelques ecritures bloquantes avec Huffman et Iquant en utilisant 
les liens point a point. Ces communications se limitent a l'envoi de message de 
synchronisation de 20 octets et de la table de dequantification. Par consequent, il y 
a peu d'interruption qui interrompt le processeur pour Extractor, ce qui permet une 
execution rapide de ce module logiciel mais le volume de donnees echangees par le 
lien point a point n'est pas assez important pour accelerer drastiquement l'execution 
de Extractor d'ou l'acceleration autour de 2,7. 
Ceci indique que les liens point a point sont tres adaptes si les modules s'echangent 
beaucoup de donnees. Les liens point a point sont facultatifs si le module fait 
peu de communication et que ces communications se limitent a du controle et de 
la synchronisation comme le module Extractor. Les communications du module 
Extractor peuvent continuer a passer sur le bus OPB. 
La derniere colonne du tableau 4.8 montre les liens point a point accelerent l'execution 
de la simulation. Non seulement, il y a moins de cycles a simuler par l'ordonnanceur 
SystemC mais aussi il y a moins de changements de contexte de processus a executer 
par l'ordonnanceur car les liens point a point ne font pas intervenir de processus. 
Tandis que les communications par bus sollicitent regulierement les processus de 
l'arbitre et du temporisateur du bus OPB. 
108 
Conclusion : 
La segmentation des modules dans un reseau multibus permet a certains modules de 
s'executer sans etre perturbes par les communications abondantes d'un processeur. 
Dans une application de type streaming, l'utilisation de liens point a point avec des 
processeurs permet a ces derniers de mieux repondre au flux continu de donnees. 
L'utilisation de liens point a point entre un processeur et un module materiel est 
justifie pour un volume de donnees importantes et permet au processeur d'executer 
plus rapidement une communication avec un module materiel car ce medium n'est 
pas partage. 
4.3.2 Performance selon le mode d'arbitrage (phase 3 de la methodologie) 
Les resultats presentes dans cette section ont ete effectues avec une configuration 
materielle. II n'y a pas de modules logiciels. Le seul parametre configurable dans le 
modele abstrait OPB est l'arbitrage. La taille du bus est fixe (32 bits) et le mode rafale 
associee au verrouillage du bus est gere par la librairie Space. Pour bien montrer l'effet 
de la configuration du protocole de communication du bus OPB sur l'optimisation 
d'un reseau multibus, le test a ete effectue sur une seule image 128*128 pixels 
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Figure 4.8 Topologie de test pour differents modes d'arbitrage 
Le tableau 4.9 montre le nombre de cycles simules en fonction de l'arbitrage du bus 
OPB1 et OPB2. En gras, apparait la meilleure performance. 
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1 135 899 
1 133 109 
1 132 992 
1 134 931 
1 136 094 
Nombre de 
timeouts2 




84 pour IDCT 
9 pour IQUANT 
L'arbitrage FIFO n'est pas utilise car il n'est pas present dans l'IP materiel du bus 
OPB fournit par Xilinx 
2 Dus au communications inter-bus 
Les resultats mettent en evidence l'influence de l'arbitrage dans un reseau multibus. 
Dans une architecture simple bus partage, l'arbitrage n'a pas reellement d'influence 
sur la performance du systeme. Seule l'attribution du bus aux differents maitres 
change. En revanche, dans un reseau multibus utilisant des ponts OPB-OPB, 
l'arbitrage sur chaque bus change la dynamique d'attribution des bus mais modifie 
aussi la performance du systeme. Dans un reseau multibus OPB, la probability qu'un 
timeout se produise augmente avec l'utilisation des ponts et l'utilisation de l'arbitrage 
de plus haute priorite (la partie 3.4.2.2 decrit aussi le phenomene de famine). 
Le tableau 4.9 montre que dans le Cas 1, 84 timeouts se produisent pour le module 
IDCT. Cela correspond aux acquittements Space envoyes par IDCT pour debloquer 
le module Iquant. Le Pont 2 etant le moins prioritaire sur OPB1, les communications 
intra-bus sur OPB1 et l'arbitrage empechent le pont d'obtenir l'acces, ce qui entraine 
un nombre eleve de timeouts augmentant le nombre de cycles. Le meme phenomene se 
repete pour le module IQUANT dans le cas 5. Pour remedier au probleme, plusieurs 
solutions existent. 
• Rendre les Pont 1 et 2 les plus prioritaires sur leur bus respectif. Ainsi, les 
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requetes passant par le pont sont servies rapidement, ce que montre le cas 4 
pour les timeouts de IDCT et le cas 1, 3 et 4 pour les timeouts de IQUANT. 
• Utiliser un arbitrage dynamique comme le LRU qui permet un arbitrage plus 
juste. Les cas 2 et 3 montrent l'absence de timeouts pout IDCT car l'arbitrage 
LRU fait en sorte que le Pont 2 soit le plus prioritaire s'il n'a pas eu le bus 
depuis longtemps. 
De plus, une combinaison de politique d'arbitrage dans un reseau multibus peut 
donner de bonne performance (cas 3). 
En appliquant le meme raisonnement pour le test avec 2 images de 128*128 pixels, 
la configuration suivante du protocole du bus OPB donne les meilleurs resultats : 
• OPB1 : arbitrage de plus haute priorite avec dans l'ordre decroissant des 
priorites, Pont OPB-OPB > Extractor > Huffman > Iquant > IDCT 
> Y2R. 
• OPB2 : arbitrage de plus haute priorite avec dans l'ordre decroissant des 
priorites, Edge> Face > Eye > Pont OPB-OPB. 
4.4 Risques lies a l'utilisation du pont direct 
Lorsque Ton utilise un pont bidirectionnel direct pour relier deux bus, trois problemes 
peuvent se rencontrer : le blocage de deux bus, la famine et l'interblocage. 
Un pont direct ne stocke pas de donnees temporairement. Une donnee qui arrive 
est transmise sur l'autre bus des que possible. Par consequent, un module qui initie 
une transaction inter-bus bloquera deux bus pendant toute la duree du ou des 
transferts de donnees. Ce blocage accroit la surcharge de chaque bus et peut degrader 
la performance de communication du systeme si les communications inter-bus sont 
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trop importantes. La configuration 'Multibus 2' (cf. tableau 4.6) montre un effet 
excessif du blocage de deux bus (graphe 4.6 de la partie 4.3.1.2). Les modules IDCT 
et Y2R ecrivent et lisent la memoire BITMAP sur l'autre bus. Les communications 
inter-bus sont tres importantes. On obtient une performance de 3 160 841 cycles. En 
mettant la memoire BITMAP double port, i.e. attache au deux bus ('Multibus 2a' 
sur le graphe 4.6), on elimine les communications inter-bus par le pont OPB-OPB et 
la performance passe a 2 623 298 cycles. Ce gain a done ete obtenu en eliminant la 
surcharge apportee par le blocage de deux bus. 
La famine est une situation dans laquelle une transaction est coincee dans le pont 
car l'interface maitre de celui-ci n'obtient jamais Pacces a cause d'un maitre plus 
prioritaire effectuant des communications intra-bus abondantes. La partie 4.3.2 
montre un exemple de famine et comment le resoudre en changeant simplement le 
type d'arbitrage ou la priorite des maitres. 
Lors de l'exploration architectural de l'application JPEG au niveau BCA, une des 
configurations multibus a mene a une situation d'interblocage3. Chaque bus OPB 
etait configure en mode arbitrage dynamique (LRU). La situation impliquee le module 
IDCT qui voulait ecrire des donnees dans la memoire BITMAP se trouvant sur l'autre 
bus OPB et le module Face qui envoyait un acquittement Space au module Extractor 
se trouvant sur l'autre bus OPB. Lorsque chacun de ces modules a obtenu Pacces 
au bus OPB, le timeout du bus gere par le temporisateur est declenche. Chaque 
pont OPB-OPB doit obtenir Pacces au deuxieme bus OPB avant le 16eme cycle. Si 
le deuxieme bus OPB est accorde au pont, ce dernier signale au temporisateur du 
premier bus OPB d'inhiber le timeout. Sinon, la transaction en cours est interrompue 
et chaque module doit se faire rearbitrer pour relancer sa transaction. Cette situation 
peut done se repeter indefiniment. 
3L'interblocage est explique dans la partie 3.4.2.2 
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Un moyen de casser l'interblocage est de changer le type d'arbitrage. Ceci permet 
de changer la dynamique d'attribution des bus OPB et d'eviter la situation de 
communications inter-bus dans le meme cycle. Une autre solution consiste a activer le 
mode anti-interblocage du modele abstrait du pont OPB-OPB. En effet, lorsque deux 
ponts OPB-OPB sont utilises pour relier deux bus OPB, ils sont connectes entre-eux 
pour savoir si une situation d'interblocage a lieu (cf. partie 3.4.2.2 pour la detection 
d'interblocage). Si l'interblocage est decele a la suite de un ou plusieurs timeouts 
alors un des ponts OPB-OPB voit sa transaction interrompue immediatement alors 
que le deuxieme pont attend un delai de 10 cycles avant d'interrompre sa transaction. 
Ceci donne la chance a l'autre transaction de passer sur les deux bus. La figure 4.9 
resume le mode anti-interblocage. 
Figure 4.9 Risques lies a l'utilisation d'un pont 
Le tableau 4.10 presente le nombre de cycles simules pour casser l'interblocage avec 
trois methodes differentes. Le changement d'arbitrage (de LRU a plus haute priorite), 
l'arbitrage LRU avec le mode anti-interblocage et l'utilisation de la memoire double 
port permettent l'execution complete de l'application. Dans ce cas-ci, le mode anti-
interblocage apporte une performance amelioree pour le systeme mais il est parfois 
plus judicieux de limiter les communications inter-bus en analysant les modules 
a l'origine de l'interblocage. Ainsi, comme le montre l'utilisation de la memoire 
double port, on elimine beaucoup de communications inter-bus dues au module IDCT 
diminuant done le risque d'interblocage. 
Tableau 4.10 Performance des methodes anti-interblocage 
Arbitrage de plus haute priorite sur OPB1 et OPB2 
Mode anti-interblocage actif (arbitrage LRU sur OPB1 et OPB2) 
Memoire BITMAP double port 
3 160 841 
3 082 508 
2 623 298 
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CONCLUSION ET TRAVAUX FUTURS 
L'association de plusieurs processeurs sur une puce a done donne naissance aux 
systemes-sur-puce multiprocesseurs (MPSoC). Les MPSoCs introduisent une nouvelle 
dimension dans la conception des systemes-sur-puce, le parallelisme. Ce dernier offre 
de multiples avantages. II permet d'integrer plus de fonctions dans un systeme, 
plusieurs algorithmes peuvent s'executer en parallele. Le parallelisme entraine done 
l'execution de multiples instructions par cycle et par consequent le traitement de 
multiples donnees. Aujourd'hui, la plupart des plateformes multimedia sont deja 
des MPSoCs. Ces types de plateforme sont caracterises par un volume de donnees 
importantes echangees et traitees par les processeurs. Pour satisfaire le trafic genere 
par des applications multimedias, les processeurs doivent etre relies par un reseau de 
communication performant. 
L'exploration des reseaux de communication accompagne la complexity croissante 
des MPSoCs. Choisir le bon reseau de communication, le configurer correctement 
et placer les composants au sein de ce reseau pour obtenir la meilleure performance 
possible peut s'averer un vrai casse-tete. La popularity de la methodologie ESL 
pour concevoir des modeles abstraits de composants permet d'explorer les reseaux 
de communication au niveau systeme. En s'elevant dans les niveaux d'abstraction, 
notre comprehension du systeme est facilitee. II en resulte une meilleure analyse et 
implementation d'un reseau de communication. La plateforme Space, developpe par 
le laboratoire de Codesign de l'Ecole Polytechnique de Montreal, offre ce type de 
methodologie au niveau systeme. 
A partir de l'assemblage de composants IP, la plateforme Space permet facilement de 
creer un systeme. A travers ses trois niveaux d'abstraction, Space offre la possibilite 
d'explorer divers types d'architectures de communication. Ces dernieres se divisent en 
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trois grandes categories : les bus, les liens point a point et les reseaux-sur-puce comme 
le decrit le chapitre 2. Space permet de construire et d'evaluer des architectures de 
communication basees sur les bus et les liens point a point. 
Des composants abstraits ont done ete developpes ou ameliores a partir du langage 
de modelisation SystemC afin de construire des architectures de communication a 
haut niveau. Ainsi, au niveau TF de la plateforme Space, le canal de communication 
TF permet de reproduire le fonctionnement general de certains bus standards tels 
que les bus OPB et PLB du protocole CoreConnect d'IBM et les bus AHB, APB et 
ASB du protocole AMBA de ARM. Grace a differents parametres (taille du bus, type 
d'arbitrage, latence des diverses phases d'un transfert d'une donnee, mode rafale), 
le canal TF se configure aisement pour reproduire le comportement d'un bus. Pour 
former un reseau multibus, un pont fonctionnel est disponible. II offre les deux grandes 
fonctionnalites d'un pont reliant deux bus : le mode Direct et Stocke-et-Transfert. Le 
premier mode permet le transfert direct de la donnee et le deuxieme, le transfert differe 
grace a l'utilisation d'une FIFO. En mode Stocke-et-Transfert, le pont adapte deux 
domaines d'horloge differents tres repandus dans les bus hierarchiques. Au niveau 
BCA, le modele abstrait du bus OPB deja disponible a ete complete par l'ajout d'un 
arbitrage dynamique, d'un timeout et par la modification du protocole afin de rendre 
le bus OPB utilisable dans un reseau multibus. Le pont OPB-OPB a ete aussi cree 
pour relier deux bus OPB. II fonctionne uniquement en mode direct. Une paire de 
ponts OPB-OPB possedent des mecanismes de detection d'interblocage et de famine 
ainsi qu'un mode anti-interblocage. 
Les bases d'un concept de lien point a point generique utilisable dans les differents 
niveaux de Space ont ete proposees. Ces liens peuvent relies un module materiel a un 
ou plusieurs modules materiels et un ou plusieurs modules materiels a un ou plusieurs 
modules logicielles. 
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Afin d'explorer les nombreuses possibilities d'architectures de communication of-
fertes par l'assemblage des composants precedents, une methode d'exploration des 
communications-sur-puce multi-niveaux d'abstraction a ete proposee. Au niveau TF, 
la methode a pour but d'ameliorer une architecture a bus partage simple avec un 
reseau multibus dans lequel les modules sont places selon en combinant une techniques 
de regroupement des communications et de concurrence. Au niveau BCA, le reseau 
multibus retenu est optimise en configurant le protocole des differents bus de fagon 
adequat et/ou en utilisant des composants annexes tels que les liens point a point et 
des memoires double port. II est alors possible d'obtenir une architecture multibus 
optimisee pour l'application choisie avec le bon partitionnement materiel/logiciel qui 
convient. 
Les resultats montrent que la simulation d'une architecture de communication 
au niveau TF offre une acceleration en moyenne de 2,6 et une estimation des 
communications superieure a 80% par rapport a une simulation au niveau BCA 
dans le cas d'un trafic genere par l'application JPEG. Un trafic ideal devoile que 
l'acceleration apportee par le modele d'architecture de communication au niveau 
TF depend de la taille de la transaction. E.g. l'acceleration atteint 4,3 pour des 
transactions de 17 mots et oscille autour de 2 pour des transactions de 1 mot. De 
plus, la methode d'exploration architecturale appliquee sur une decompression JPEG 
avec diverses detections de formes demontre le gain de performance obtenu grace 
a un reseau multibus utilisant des ponts face a un simple bus partage. En effet, 
l'utilisation d'un pont permet de repartir la contention d'un seul bus sur deux bus en 
plagant judicieusement les modules sur chaque bus. Dans l'application JPEG, une 
certaine repartition des modules sur deux bus a permis d'obtenir une amelioration de 
la performance de 14,6% en termes de cycles. Toutefois, les resultats prouvent aussi 
que la performance d'un reseau multibus depend des communications intra- et inter-
bus (une degradation de la performance pouvant atteindre 50% a ete observee). Par 
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ailleurs, les tests montrent aussi que l'utilisation de liens point a point permet d'alleger 
la contention sur le bus en creant des chemins specifiques entre les modules. Les liens 
point a point permettent a un processeur d'accelerer grandement ses communications. 
Une acceleration comprise entre 1,8 et 4,3 a ete constatee pour les tests. De la meme 
fagon, l'utilisation d'une memoire double port ameliore le parallelisme d'un reseau 
multibus par des acces simultanes (e.g. performance amelioree de 20%). Et enfin, la 
methode d'exploration a mis en evidence les dangers rencontres lors de l'utilisation 
de ponts, notamment le phenomene d'interblocage et de famine. 
Travaux futurs 
Dans ce projet, les architectures multibus testes ont porte sur des architectures 
homogenes de bus (bus OPB) et de processeurs (MicroBlaze). Le bus OPB reste 
un bus de peripheriques avec une performance moyenne. Sur le FPGA Virtex-II 
Pro de Xilinx, il est souvent utilise a une frequence de 50MHz avec une largeur 
de 32 bits, soit une bande passante theorique de 200 Mo/s. Un seul bus OPB ne 
permet pas de construire un systeme multiprocesseur efficace. Deux processeurs sur 
le meme bus OPB ne permettraient pas d'accomplir de bonne performance car le 
bus ne pourrait satisfaire assez rapidement toutes les communications. De plus, 
l'utilisation du bus OPB et du pont OPB-OPB permettent seulement de construire 
des systemes multiprocesseurs homogenes a base de MicroBlaze. Le pont OPB-OPB 
reste un goulot d'etranglement pour des communications inter-processeurs. Une autre 
possibility offerte par les FPGAs de Xilinx est l'utilisation de processeurs PowerPC 
d'IBM et du bus PLB qui pourrait conduire a etudier a haut niveau des architectures 
multibus hierarchiques heterogenes composees de processeurs MicroBlaze et PowerPC 
et des bus PLB et OPB. A l'heure d'ecriture du memoire, le modele SystemC du 
processeur PowerPC 405 d'IBM est disponible et le modele abstrait du bus PLB est 
en cours de developpement. 
Ce memoire pourrait done constituer une base pour etudier des architectures 
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heterogenes de bus et de processeurs. La methode d'exploration pourrait etre testee 
et validee pour obtenir une architecture de communication optimisee avec les bus 
OPB et PLB. Dans le cas de bus hierarchiques, les problemes lies a l'adaptation de 
domaines d'horloge differents a travers les ponts pourraient etre abordes. Pour les 
etudier, les modeles au niveau BCA des ponts PLB-OPB et OPB-PLB devront etre 
developpes. Leur developpement pourrait s'appuyer sur le modele du pont OPB-OPB 
et du pont fonctionnel en mode Stocke-et-Transfert. II serait ainsi faisable de simuler 
le type d'architecture presentee dans la figure 4.10. 
Figure 4.10 Architecture typique PowerPC-CoreConnect 
Les bus standards haute performance comme le bus PLB du protocole CoreConnect 
offre une architecture pipelinee [31] pour augmenter la bande passante possible. Ce 
pipeline est possible grace a un bus de donnees separe en bus d'ecriture et de lecture et 
a un bus d'adresse. De plus, le pipeline est implements aussi dans l'arbitre du PLB 
pour permettre de traiter les requetes plus rapidement. Ainsi, les cycles d'adresse 
peuvent se chevaucher avec des cycles de transfert de donnees en ecriture et en lecture 
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et les cycles de transfert de donnees en lecture avec peuvent se chevaucher avec les 
cycles de transfert de donnees en ecriture. Le pipeline d'adresse permet a un nouveau 
transfert de commencer alors que le transfert courant n'a pas fini. 
Le modele du canal TF pourrait done etre ameliore afin de simuler l'aspect pipeline 
du bus PLB. Cela consisterait a employer des processus SystemC dans le canal TF et 
dans l'arbitre et de synchroniser le tout par des evenements notifies et attendus aux 
bons endroits. 
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Les principaux elements : 
La plateforme SPACE utilise SystemC qui est une librairie de classes C++ pour la 
modelisation de systemes logiciels/materiels. SystemC fournit les elements essentiels 
a la modelisation au niveau systeme : les modules, les ports avec fonctionnalites 
etendues, les evenements, la sensibilite dynamique, les interfaces et les canaux dermis 
par l'utilisateur, et bien plus. Voici une breve description des caracteristiques 
interessantes. 
Tout design en SystemC est avant tout constitue de MODULES, l'element structurel 
de base d'un systeme. Le module sert a partitionner un design complexe en sous-blocs 
qui regroupent des systemes internes, qui sont plus simples a manipuler, a tester et 
a verifier. Le module contient normalement des ports pour la communication avec 
l'exterieur, des signaux d'activation locaux, des variables locales ou tampons, des 
processus et un constructeur du module. Le module peut egalement etre compose de 
modules internes (ou modules frier archiques). 
Les PROCESSUS sont utilises pour decrire un traitement a executer. Le processus 
SystemC (process) est similaire au processus en VHDL ou au module en Verilog. 
Les processus ont generalement une liste de sensibilites qui leur permettent d'etre 
actives pour execution. Le processus apporte les mecanismes necessaires pour une 
simulation parallele (concurrent). Les modules peuvent ainsi contenir un ou plusieurs 
processus. lis peuvent etre perpetuels (SC_ METHOD), perpetuels synchrones 
(SC_CTHREAD) ou momentanes (SC_ THREAD). Tous les processus decrivent 
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des executions sequentielles. Les SC_CTHREAD et SC_ THREAD peuvent etre 
interrompus et reactives, tandis que les SC_METHOD s'activent, s'executent et se 
terminent sans interruption. 
Le PORT permet de faire entrer ou sortir des informations d'un module. En 
SystemC, le port se connecte soit a l'interface d'un canal de transmission ou a un 
port hierarchique parent. Les signaux traditionnellement utilises pour connecter 
les ports sont aussi des canaux de communication. SystemC offre des ports 
d'entree (sc_in<T>) les ports de sortie (sc_out<T>) et les ports bidirectionnels 
(sc_inout<T>). Le T entre les crochets du port represente le type du port en 
question. Les ports SystemC sont done implantes grace aux gabarits de type 
(templates) C++. Seuls les ports de memes types peuvent etre connectes entre eux. 
II est possible de lire la valeur d'un port par la methode read() et d'ecrire dans un 
port par la methode write(). Un port est done associe a une interface qui contient un 
certain nombre de methodes. Ces methodes sont done utilisables par le module en y 
accedant par le port. 
L'HORLOGE est un signal special sous SystemC. Les horloges conservent l'information 
sur le temps qui passe au cours d'une simulation. Les horloges servent egalement a la 
synchronisation des processus. L'horloge, de type sc_ clock, peut etre ajustee au choix 
du programmeur selon sa periode, sa repartition haut/bas, etc. Les ports particuliers 
sont necessaires pour brancher les horloges, il s'agit des sc_in_clk et des sc_out_clk. 
L'INTERFACE est un bloc purement fonctionnel et abstrait defmissant un 
ensemble de methodes, sans implantation ni variable. Les methodes de ces interfaces 
sont implantees dans les canaux. Un canal peut implanter une ou plusieurs interfaces, 
qu'il veut bien supporter. Le port communique ainsi par l'intermediaire des methodes 
de l'interface implantees par le canal. 
Les CANAUX sont relies aux ports comme nous l'avons dit. Ce sont les canaux qui 
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activeront les ports sensibles d'un module. SystemC propose deux types de canaux. 
La premiere categorie, les canaux elementaires, ne contiennent aucun processus ou 
autre element structurel definis par l'usager. lis sont inclus a meme la bibliotheque 
SystemC. lis sont, par exemple, le sc_signal qui active les ports d'entree sur un 
changement de la valeur du canal, sc_ buffer qui active les ports d'entree sur toute 
ecriture et sc_ftfo qui permet d'emmagasiner plusieurs valeurs dans une file de type 
premier arrive premier sorti (first in first out). II est egalement possible de creer ses 
propres canaux, plus complexes et qui definissent une interface configurable. II s'agit 
de canaux hierarchiques : ces canaux sont en fait des modules, puisqu'ils possedent 
une structure et des processus. On peut vouloir decrire ses propres canaux pour 
specifier un protocole precis ou encore une norme de bus. 
Les listes de SENSIBILITES definies dans SystemC sont statiques, une fois 
definies, elles ne peuvent changer au cours de la simulation. Cependant, il est 
possible que Ton veuille ajouter dynamiquement et occasionnellement, au cours de 
la simulation, certains evenements dans la liste de sensibilite. L'objet sc_ event 
offre cette possibilite. Plusieurs options sont indues avec ces objets, notamment 
pour l'attente d'un ou plusieurs evenements simultanes ou un nombre de cycles 
predetermine (grace a l'objet sc_time). On controle les evenements a l'aide de 
methodes de notification (notify) et d'attente (wait). 
La figure 1.1 montre la notation graphique utilisee pour SystemC. 
Les phases de simulation : 
Une implementation de la librairie de classe SystemC inclut un ensemble public (shell) 
de macros, fonctions et classes predefinies directement utilisables par l'application. 
Elle inclut aussi un ensemble privee qui definit les semantiques du noyau de SystemC. 
L'execution d'une application SystemC comprend une phase d'elaboration suivie 
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Figure 1.1 Convention des representations graphiques de SystemC 
module. L'elaboration se compose de l'execution du code de l'application, du shell et 
du code du noyau. La simulation implique l'execution de l 'ordonnanceur qui gere 
l'execution des processus de l'application. 
Les phases d'elaboration et de simulation suivent la sequence suivante : 
1. Elaboration : construction de la hierarchie des modules 
2. Elaboration : procedure de rappel (callback) before_end_of_elabora t ion() 
3. Elaboration : procedure de rappel (callback) end_of_elaborat ion() 
4. Simulation : procedure de rappel (callback) s tar t_of_simulat ion() 
5. Simulation : phase d'initialisation 
6. Simulation : phase devaluation, de mise a jour, de notification retardee d'un 
delta-cycle et/ou d'un temps. 
7. Simulation : destruction de la hierarchie des modules 
L'elaboration creee done les structures internes de donnees requis par le noyau pour 
lancer la simulation. La hierarchie de module (modules, ports, canaux primaires et 
processus) est creee et les ports sont connectes aux canaux. 
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La simulation consiste en l'execution de l'ordonnanceur. Celui-ci a pour tache princi-
pale de declencher et suspendre l'execution des processus fournit par l'utilisateur. 
L'ordonnanceur est dirige par les evenements, i.e. les processus sont executes 
en reponse a l'occurrence d'un evenement. Les evenements se declenchent (sont 
notifies) a des moments precis dans le temps de simulation. lis sont representes 
par des objets de classe sc_event. Le temps de simulation est une quantite entiere 
initialise a zero au debut de la simulation et increments pendant la simulation. La 
signification physique de la valeur entiere representant le temps dans le noyau est 
determinee par la resolution du temps de simulation. Le temps et les intervalles sont 
representes par la classe sc_time. Certaines fonctions permettent d'exprimer le 
temps sous la forme valeur double, classe sc_t ime_unit . 
L'ordonnanceur de SystemC : 
L'ordonnanceur (scheduler) de SystemC determine l'ordre d'execution des pro-
cessus. Cet ordre d'execution est regit par les listes de sensibilites des ports, mais 
aussi par les notifications d'evenements qui se produisent dans le systeme. La 
simulation s'arrete des qu'il n'y a plus d'evenements ou des l'appel explicite a une 
fonction d'arret (fonction sc_stop). 
Pour la modelisation de materiel, le simulateur SystemC supporte le concept de 
delta-cycle, egalement utilise en VHDL. Un delta-cycle est une unite de temps 
infinitesimale qui permet de creer un ordre partiel d'execution entre les cycles 
d'horloges fixes. Un delta-cycle est compose de deux phases distinctes : une phase 
devaluation et une phase de mise a jour (evaluate-update). Ainsi, le simulateur 
execute tous les processus prets avant de mettre les sorties a jour ou d'incrementer la 
periode d'horloge. II est possible que plusieurs iterations (delta-cycles) se produisent 
entre deux coups d'horloge. 
SystemC supporte egalement des notifications temporisees ou non, qui causeront 
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l'execution d'un processus apres un intervalle de temps specifie en argument ou 
immediatement, s'il n'y a pas d'argument. 
Le simulateur parcourt les 6 etapes suivantes lors de toute simulation : 
1. Incrementation des horloges. 
2. Execution des SC_METHOD/SC_THREAD qui ont un changement a leur 
entree. 
3. Mise a jour des sorties des processus de type SC_CTHREAD. Leur execution 
se fera a l'etape 5. 
4. Si des changements surviennent sur une ou plusieurs sorties, recommencer a 
partir de l'etape 2. 
5. Execution des SC_CTHREAD. Les sorties seront propagees a l'etape 3 du 
prochain coup d'horloge. 
6. Incrementation du temps de simulation et redemarrage a l'etape 1. 
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Figure 1.2 Ordonnanceur de SystemC 
Le schema 1.2 schematise les etapes expliquees ci-dessus. II est important de 
mentionner que tous les processus, sauf ceux de type SC_CTHREAD, sont executes 
durant la phase d'initialisation. Chaque processus est execute une fois durant 
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l'initialisation et est execute jusqu'a ce qu'un wait() soit rencontre. II est 
possible cependant d'empecher l'initialisation de tel ou tel processus a l'aide de la 
methode dont_ initialize() qui se declare dans le constructeur apres des processus 
SC_METHOD ou des SC_THREAD. Un processus qui n'est pas initialise n'est pas 
pret a executer. Ce qui veut dire que le processus commence son execution des qu'il 
est declenche par le premier evenement. 
La notification des evenements : 
Un evenement peut etre notifie de 3 fagons grace a la methode notify(). La 
notification immediate permet le declenchement de l'evenement durant la phase 
evaluation du delta-cycle. Ceci se fait par la commande notify sans argument : 
notify() La notification retarde d'un delta-cycle permet le declenchement de 
l'evenement durant la phase evaluation du prochain delta-cycle. Ceci se fait par la 
commande notify avec argument 0 ou SC_ ZERO_TIME : notify(0, SC_NS) ou 
notify(SC_ZERO_TIME). La notification temporisee permet le declenchement 
de l'evenement apres un temps specific-. Ceci se fait par la commande notify avec 
argument : notify(10, SC_NS) . 
Un evenement est souvent associe a un changement d'etat dans le processus ou dans 
le canal. D'un cote, un processus s'occupe de declencher l'evenement avec la methode 
notify(), et l'autre cote, un processus est sensible a l'evenement grace a la fonction 
wait (Evenement). Une fois notifie, l'evenement informe l'ordonnanceur quel est le 
processus a executer. 
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ANNEXE II 
LES BUS STANDARDS 
Bus OPB : 
Le chronogramme II.1 presente un transfert normal sur le bus OPB. Un maitre OPB 
Ml lit un esclave S12. Ml demande le bus OPB en levant le signal de requete 
(Ml_request). L'arbitre accorde le bus OPB en levant le signal OPBMl_Grant 
pendant un cycle. Le maitre Ml prend controle du bus OPB en levant le signal 
Ml_select. L'esclave regoit la requete de lecture, envoie la donnee et l'acquittement 
dans le meme cycle. A la reception de l'acquittement, le maitre abaisse le signal 
Ml_select liberant le bus. 
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Figure II. 1 Transfert simple sur le bus OPB 
Le chronogramme II.2 presente un transfert en mode verrouillage (bus lock) sur le 
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bus OPB. Ce mode permet en transfert de donnees en continu sans interruption. 
Dans le chronogramme, les maitres OPB Ml et M2 lisent le meme esclave S13. Ml 
est plus prioritaire que M2. Lorsque Ml obtient le bus, il leve le signal Ml_select 
et Ml_buslock permettant de bloquer le bus. Ml peut alors recevoir les 4 donnees 
lues de S13 (DO a D3) a chaque cycle. Lors de la reception de la derniere donnee 
D3, le signal Ml_ buslock est abaisse permettant un nouveau cycle d'arbitrage (cycle 
4). M2 a done tout de suite le bus au cycle suivant (cycle 5). Ce mecanisme de 
chevauchement d'arbitrage permet d'eviter un cycle de penalite d'arbitrage. Le mode 
verrouillage est essentiel pour les communications Space entre modules pour assurer 
l'atomicite des messages. 
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Comparaison de certains bus standard : 
Les tableaux suivants presentent quelques bus standards selon trois categories : la 
structure du bus, les types de transferts et l'arbitrage et configuration. Toutes les 
informations proviennent de la documentation technique des differents bus. 
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Figure II.2 Mode verrouillage du bus OPB 
















































Point a point (PaP) ou partage (P) 
2 Multi-Horloge 
3 Dans le protocole CoreConnect, le bus de donnees est partage et les bus de 
forment un anneau 
4 Dans le bus SiliconBackplane, le bus de donnees est partage et les signaux de 
sont point a point 
controle 
controle 




























































































LRU (Least Recently Used): algorithms dynamique ou le maitre le plus prioritaire 
est celui qui a eu le bus le moins souvent 
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ANNEXE III 
LES COMPOSANTS DE SPACE 
Cette annexe presente un apergu des composants de Space au niveau TF et BCA. 
Sur chaque schema (III.l et III.2), la representation graphique SystemC est utilise 
pour les ports et les interfaces. II apparait aussi un W et un M entoure. Le W 
indique la presence de wait() dans le composant. Cela peut etre une attente sur 
un temps (wait(10, SC_NS)), sur un front d'horloge (wait(clock.pos_egde())) ou 
sur un evenement. (wait(el)). La presence d'un waitQ n'indique pas forcement 
un processus SystemC dans le composant. Cela signifie que par un appel a une 
fonction de communication (ModuleRead, Module Write, DeviceRead, Device Write), 
le processus d'un module utilisateur passera par un waitQ du a l'imbrication d'appel 
de fonction a travers les ports/interfaces. Le M signifie Monitoring, i.e. le composant 
peut etre examine par le monitoring pour recueillir des statistiques de communication 
et/ou de calcul qui sont analysees en post-simulation. 
Niveau TF : 
• Module utilisateur : contient le code correspondant a une fonction de l'application. 
II communique avec d'autres modules utilisateurs ou des peripheriques par les 
fonctions de communication fournies par Space. 
• Module adaptateur : permet de relier le module utilisateur au canal TF. II forme 
l'adresse de destination a partir de l'ID du destinataire puis envoie la transaction 
sur le canal TF. II regoit les transactions des autres modules utilisateurs et les 
stockent dans une zone tampon (FIFO). 
• Canal TF : possede un arbitre qui decide quel module utilisateur obtient le 
canal puis achemine la transaction a sa destination. 
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Figure III.l Composants au niveau TF 
• Pont fonctionnel : relie deux canaux TF. II est bidirectionnel et peut stocker 
des transactions ou pas. 
• Memoire : peripherique accede par les modules utilisateurs et pouvant simuler 
n'importe quel type de latence d'acces. 
• UART : peripherique permettant l'emulation d'une communication serie via 
des sockets ou une vraie communication par le port serie de la machine hote en 
utilisant l'API de Windows. 
Niveau BCA : 
• Module utilisateur : contient le code correspondant a une fonction de l'application. 
II communique avec d'autres modules utilisateurs ou des peripheriques par les 
fonctions de communication fournies par Space. II peut etre en materiel ou en 
logiciel (s'executant sur un processeur). 
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Figure III.2 Composants au niveau BCA 
• Module adaptateur : permet de relier le module utilisateur au bus OPB. II fait 
le lien entre le protocole de communication propre a Space et le protocole de 
bus utilise, ici celui du OPB. II permet l'envoi des transactions et regoit celles 
des autres modules utilisateurs en les stockant dans une zone tampon (FIFO). 
• OPB adaptateur : transforme la transaction au format Space en transaction 
repondant au protocole OPB. II possede une interface maitre qui s'occupe 
d'envoyer les requetes d'ecriture ou de lecture et une interface esclave pour 
receptionner les transactions et les transferer au module adaptateur. II s'occupe 
de decouper une transaction en plusieurs transferts de 32 bits au besoin. 
• Bus OPB : possede un arbitre qui decide quel module utilisateur obtient le bus 
puis achemine la requete a sa destination. II possede aussi un temporisateur 
interne pour limiter les acces sur le bus a 16 cycles. 
• Pont OPB-OPB : relie deux bus OPB. II est bidirectionnel et ne stocke pas 
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transactions. Les bus OPB doivent etre de meme taille et fonctionner a la 
meme frequence. 
• Memoire : peripherique accede par les modules utilisateurs et pouvant simuler 
n'importe quel type de latence d'acces. La BRAM est une memoire tres rapide 
simple ou double port sur la puce. La SDRAM est une memoire rapide hors de 
la puce. 
• UART : peripherique permettant l'emulation d'une communication serie via 
des sockets ou une vraie communication par le port serie de la machine hote en 
utilisant l'API de Windows. 
• Microblaze ISS : simule le jeu d'instructions du processeur logiciel, le MicroB-
laze de Xilinx. II peut contenir un systeme d'exploitation temps reel (RTOS) 
comme MicroC de Micrium ou Unity qui prend en charge les modules utilisateurs 
en tant que tache. 
• Timer : minuterie qui permet de cadencer le RTOS du MicroBlaze. 
• PIC (Pin Interrupt Controller) : gestionnaire d'interruption qui permet d'avertir 
le MicroBlaze d'un evenement exterieur, i.e. communication avec un pe-
ripherique (e.g timer, gestionnaire de communication). 
• Gest. Com. : gestionnaire de communication qui permet a un module utilisateur 
materiel de communiquer avec un module utilisateur logiciel. Les transactions 
sont stockees dans une zone tampon de lecture. Par l'intermediaire du PIC, il 
avertit le processeur qui recupere la transaction stockee en plusieurs acces sur 
le bus OPB. 
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ANNEXE IV 
LATENCES DES BUS STANDARDS POUR LE CANAL TF 














0, 1 ou 2 cycles2 
1 cycle 




Depend de la 
taille de la 
donnee et du 
bus 
Depend de la 
taille de la 
donnee et du 
bus 
Depend de la 
taille de la 
donnee et du 
bus5 
Depend de la 
taille de la 
donnee et du 
bus6 
Depend de la 
taille de la 







1 le bus APB de Amba est utilisable pour le bus TF grace au parametre NO_ARBITRATION. Le 
bus APB sert a connecter des peripheriques. II ne supporte qu'un maitre et plusieurs esclaves car il 
ne possede pas d'arbitre. 
2 sur le bus PLB, l'adresse se compose de 3 phases : requete, transfert et acquittement. 
Requete correspond a l'arbitrage, transfert au transfert de l'adresse sur le bus et acquittement 
a l'acquittement de l'adresse par l'esclave (nota bene : dans le bus PLB, il y a 2 acquittements, 1 
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pour l'adresse, l'autre pour la donnee). La phase d'adresse peut se faire en 1 cycle (les 3 phases 
se font toutes dans le meme cycle), en 2 cycles (cycle 1 : requete, cycle 2 : transfert, ack) ou en 3 
cycles (toutes les phases prennent 1 cycle). Ce fonctionnement est represente dans le tableau par 
l'arbitrage en 1 cycle et le decodage d'adresse en 0, 1 ou 2 cycles. 
3 sur le bus ASH, il y a forcement un cycle de decodage appele decode cycle. II ajoute 
automatiquement un wait state pour permettre au decodeur de decoder une adresse stable. II 
peut y avoir plus d'un wait state. MAIS pour les systemes a frequence basse, ce cycle de decodage 
peut etre enleve. 
4 dans le bus APB, il y a une machine a etat qui gere le fonctionnement du bus. Cette FSM est 
composee de 3 Stats : IDLE, SETUP et ENABLE. Les etats SETUP et ENABLE sont les plus 
interessants. SETUP correspond au decodage d'adresse et ENABLE au transfert de la donnee vers 
le peripherique approprie. SETUP prend 1 cycle. 
5 1 cycle pour une reponse OKAY simple, 2 cycles pour un RETRY, ERROR ou SPLIT. Dans le cas 
OKAY, le cycle d'acquittement se fait en meme temps que le transfert de la donnee entre le maitre 
et l'esclave. Pour les autres cas, on considere le cycle entre parentheses pour l'acquittement. 
6 apres le cycle de decodage, le transfert consiste a l'envoi de donnees entre le maitre et l'esclave et 
a la reponse de l'esclave a la requete du maitre. D'apres la documentation, ces 2 operations se font 
dans la meme phase. La reponse de l'esclave a lieu a la fin de la derniere donnee a envoyer (si 1 seul 
donnee, donnee et reponse dans le meme cycle). Dans le cas d'une reponse RETRACT de l'esclave, 
il faut compter 2 cycles pour la reponse (i.e. l'acquittement). C'est pour cela que dans le tableau, il 
y a 1 cycle entre parentheses puisque l'autre cycle de l'acquittement est confondu avec le transfert 
de la donnee. 
ANNEXE V 
MODELES OPB DE XILINX ET ABSTRAIT 
Tableau V.l Modeles OPB de Xilinx et modele OPB abstrait 
Caracteristiques 
Nombre de maitres et 
d'esclaves 
Arbitrage 
Taille des transferts 

















Adresse: 32 bits 
Donnees: 32 a 64 bits 
Au choix de l'esclave 
Oui 







255 maitres (modules) et 
255 esclaves (peripheriques) 
FIFO, priorite statique, dy-
namique (LRU) 
Message Space = entete 
(4 octets) + donnees (256 
octets maximum selon le 
champ taille de l'entete) 
Adresse: 32 bits 
Donnees: 32 bits 
Toujours active, sauf pour le 
pont OPB-OPB pour gerer 
les interblocages 
Oui. Sert a l'atomicite des 
transactions Space. 
Non gere. Ce cas ne se 
produit jamais. 
Oui. Permet un mode 









Comparaison des estimations de simulation au niveau TF et BCA 







1 finSimu e t I debutSimu 
Tfin e t Tdebut 
Signification 
Temps physique (s) 
Nombre de cycles d'horloge 
Delai moyen par transaction (cycles) 
Performance de simulation (cycles/s) 
Nombre d'iterations de chaque sequence 
Temps obtenu par sc_simulation_time() 
Nombre de ticks du systeme obtenu par clockQ 
Les formules suivantes permettent le calcul de certaines metriques : 
7-,. ^finSimu ~ tdebutS imu x 
Dt = — — * T, H N 
p s = tfinsimu JdebutSimu ^ CLOCKS_PER_SECOND 
"fin ''debut 
Les tableaux VI.2 et VI.3 presentent diverses metriques pour le banc de test 
Producteur-Consommateur respectivement pour une architecture a un bus et une ar-
chitecture a deux bus. Le tableau VI.4 presente diverses metriques pour l'application 
JPEG pour une architecture a un bus et a deux bus. 





























100 000 030 
100 000 030 
420 000 030 
420 000 030 
50 647 198 
50 958 494 
75 327 710 
















































230 000 030 
230 000 030 
1 030 000 030 
1 030 000 030 
101 597 470 
101 916 958 
165 819 230 



















Tableau VI.4 Comparaison TF-BCA (Application JPEG) 
Nombre de bus 
Type de bus 
Temps physique (s) 
Nombre de cycles d'horloge 


















9 610 738 
184 822 
