Several adjoint constructions for biset functors via Mackey-functorial
  interpretation by Nakaoka, Hiroyuki
ar
X
iv
:1
40
6.
35
13
v1
  [
ma
th.
CT
]  
13
 Ju
n 2
01
4
SEVERAL ADJOINT CONSTRUCTIONS FOR BISET FUNCTORS
VIA MACKEY-FUNCTORIAL INTERPRETATION.
HIROYUKI NAKAOKA
Abstract. We consider analogs of Jacobson’s F -Burnside construction and
Boltje’s (−)+-construction for biset functors, using Mackey-functor theoretic
interpretation of biset functors.
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1. Introduction and Preliminaries
In the previous article [6], we constructed a 2-category S of finite sets with
variable finite group actions. Using 2-coproducts and 2-fibered products in S, we
can define the notion of a Mackey functor on the classifying category C of S. In
[6], it has been shown that biset functors can be regarded as special class of these
Mackey functors, and characterized among them by the condition which we call
’deflativity’.
It can be expected that, several functorial constructions for ordinary Mackey
functors will be also performed analogously on this category C , and provide some
constructions which will serve to developments in biset functor theory.
This article is devoted to a demonstration of this machinery, through producing
analogs of Jacobson’s F -Burnside construction and Boltje’s (−)+-construction for
biset functors. The following diagram indicates the relations of the categories and
functors introduced in this article. Each curved arrow is left adjoint to the functor
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in the opposite direction.
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In this diagram, MackR(S) (resp. SMack (S)) denotes the category of R-linear
(resp. semi-)Mackey functors on S, where R is a commutative coefficient ring.
The full subcategory of deflative Mackey functors is denoted by MackRdfl(S). The
category of R-linear biset functors is denoted by BisetFtrR. In [6], the equivalence
MackRdfl(S)
≃
−→ BisetFtrR has been constructed. The definitions of these categories
are reviewed in section 2.
The other categories and functors in the above diagram are defined in the suc-
ceeding sections. We summarize the results in each section here. Throughout, we
use the following notation.
- Set denotes the category of sets and maps.
- FinGrp denotes the category of finite groups and group homomorphisms.
- RMod denotes the category of R-modules and R-homomorphisms, for a
fixed coefficient ring R.
In section 3, we construct a functor
(˜−) : MackR(S)→ MackRdfl(S),
which is the left adjoint of the inclusion MackRdfl(S) →֒ Mack
R(S).
In section 4, we consider an analog of Jacobson’s F -Burnside construction ([4])
for MackR(S). From the category Sadd(C ) of contravariant functors E : C → Set
sending finite products to coproducts, we construct functors
A[−] : Sadd(C )→ SMack (S) and ΩRbig[−] : Sadd(C )→ Mack
R(S),
which are left adjoint to the forgetful functors SMack(S)→ Sadd(C ) andMackR(S)→
Sadd(C ).
In section 5, we consider an analog of Boltje’s (−)+-construction ([1]) forMack
R(S).
From the category AddR(C ) of contravariant functors F : C → RMod sending finite
products to coproducts, we construct a functor
(−)+ : Add
R(C )→ MackR(S),
which is left adjoint to the forgetful functor MackR(S)→ AddR(C ).
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In section 6, we show the equivalence AddR(C )
≃
−→ ResR(C ). Here, ResR(C )
denotes the category of functors P : FinGrp → RMod satisfying P (σg) = idP (G)
for any finite group G and g ∈ G, where σg : G → G is the conjugation map.
Composing with the functors constructed in section 3 and 5, we obtain a functor
(−)⊕ : Res
R(C )→ BisetFtrR,
which is left adjoint to a natural functor r♯ : BisetFtrR → ResR(C ).
In section 7, for the convenience of the users of biset functor theory, we introduce
the direct construction of the functor (−)⊕. This construction involves essentially
left Kan extension.
Throughout this article, any group is assumed to be finite. The unit of a group
will be denoted by e. A one-point set is denoted by 1, on which any finite group G
acts trivially. A biset is always assumed to be finite. A monoid is always assumed to
be unitary and commutative. Similarly a ring is assumed to be commutative, with
an additive unit 0 and a multiplicative unit 1. A monoid homomorphism preserves
units. We denote the category of monoids by Mon .
For any category K and any pair of objectsX and Y in K , the set of morphisms
from X to Y in K is denoted by K (X,Y ). Any 2-category is assumed to be strict
([2],[5]). For a 2-category C, the entity of 0-cells (respectively 1-cells, 2-cells) is
denoted by C0 (resp. C1, C2). For a pair of 0-cells X,Y in C, the set of 1-cells
from X to Y is denoted by C1(X,Y ).
2. Review of the definitions
We review the definitions and results from [6]. Details can be found in [6].
The 2-category of finite sets with variable group actions is defined as follows.
Definition 2.1. 2-category S is defined as follows.
(0) A 0-cell is a pair of a finite group G and a finite G-set X . We denote this
pair by X
G
.
(1) For any pair of 0-cells X
G
and Y
H
, a morphism α
θ
: X
G
→ Y
H
is a pair of a map
α : X → Y and a family of maps {θx : G→ H}x∈X satisfying
(i) α(gx) = θx(g)α(x)
(ii) θx(gg
′) = θg′x(g)θx(g
′)
for any x ∈ X and any g, g′ ∈ G.
(2) For any pair of 1-cells α
θ
, α
′
θ′
: X
G
→ Y
H
, a 2-cell ε : α
θ
⇒ α
′
θ′
is a family of
elements {εx ∈ H}x∈X satisfying
(i) α′(x) = εxα(x),
(ii) εgxθx(g)ε
−1
x = θ
′
x(g)
for any x ∈ X and g ∈ G.
A 1-cell α
θ
is often abbreviately written as α. Remark that a 1-cell α : X
G
→ Y
H
preserves orbits. Namely, for any x ∈ X we have α(Gx) ⊆ Hα(x).
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Horizontal composition is denoted by “◦”, while “·” denotes vertical composition.
For example, for any diagram
X
G
Y
H
Z
K
α
θ
&&
α′
θ′
88
β
τ
&&
β′
τ′
88ε δ
in S, we have an equality
(δ ◦ α′) · (β ◦ ε) = (β′ ◦ ε) · (δ ◦ α).
Remark 2.2.
(1) For a fixed finite group G, a G-map α : X → Y induces a 1-cell α
θ
: X
G
→ Y
G
,
with θ = {idG : G→ G}x∈X . we denote this 1-cell by
α
G
.
(2) Any homomorphism of finite groups f : G→ H induces a 1-cell 1
f
: 1
G
→ 1
H
.
Category C is defined to be the classifying category of S, as follows.
Definition 2.3. Category C is defined as follows.
(i) Ob(C ) = S0.
(ii) For any pair of objects X
G
, Y
H
∈ Ob(C ), we define an equivalence relation
on S1(X
G
, Y
H
) as follows.
- 1-cells α
θ
, α
′
θ′
∈ S1(X
G
, Y
H
) are equivalent if there exists some 2-cell
ε : α
θ
⇒ α
′
θ′
.
The set of morphisms C (X
G
, Y
H
) is defined to be the quotient of S1(X
G
, Y
H
)
by this equivalence:
C (
X
G
,
Y
H
) = S1(
X
G
,
Y
H
)
/
2-cells
The equivalence class of α
θ
is denoted by
(
α
θ
)
, or simply by α.
A 1-cell α : X
G
→ Y
H
is said to be an adjoint equivalence if there is a 1-cell
β : Y
H
→ X
G
and 2-cells ρ : β ◦ α⇒ id, λ : α ◦ β ⇒ id, which satisfy
α ◦ ρ = λ ◦ α, ρ ◦ β = β ◦ λ.
This β is called a quasi-inverse of α, and denoted by β = α−1. Remark that if α is
an adjoint equivalence in S, then α becomes an isomorphism in C .
Example 2.4.
(1) If α : X → Y is an isomorphism of finite G-sets, then α
G
: X
G
≃
−→ Y
G
is an
adjoint equivalence in S.
(2) If f : G → H is an isomorphism of finite groups, then 1
f
: 1
G
≃
−→ 1
H
is an
adjoint equivalence in S.
The following results have been shown in [6].
Definition 2.5. For any X
G
and Y
H
in S0, their 2-coproduct (X
G
∐ Y
H
, υX
G
, υ Y
H
) is
defined to be a triplet of X
G
∐ Y
H
∈ S0 and υX
G
∈ S1(X
G
, X
G
∐ Y
H
), υ Y
H
∈ S1( Y
H
, X
G
∐ Y
H
),
satisfying the following conditions.
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(i) For any W
L
∈ S0 and α ∈ S1(X
G
, W
L
), β ∈ S1( Y
H
, W
L
), there exist α ∪ β ∈
S1(X
G
∐ Y
H
, W
L
) and 2-cells ξ, η as in the following diagram.
W
L
X
G
X
G
∐ Y
H
Y
H
α
!!❈
❈❈
❈❈
❈❈
❈❈
❈
α∪β

β
}}④④
④④
④④
④④
④④
υX
G //
υ Y
Hoo
ξ
y ③③③
η
%
❉❉❉
(ii) For any triplets (γ, ξ′, η′) as in (i), there exists a unique 2-cell ζ : α∪β ⇒ γ
which satisfies ξ′ · (ζ ◦ υX
G
) = ξ and η ·′ (ζ ◦ υ Y
H
) = η.
By its universality, the 2-coproduct is determined up to adjoint equivalences, if it
exists.
Remark 2.6. If (X
G
∐ Y
H
, υX
G
, υ Y
H
) is a 2-coproduct of X
G
and Y
H
in S, then (X
G
∐
Y
H
, υX
G
, υ Y
H
) gives a coproduct of X
G
and Y
H
in C.
Proposition 2.7. For any pair of 0-cells X
G
and Y
H
in S, their 2-coproduct exists.
Moreover if G = H, then X
G
∐ Y
G
is given by X∐Y
G
, where X∐Y is the usual disjoint
union of G-sets.
Proposition 2.8. Let X
G
be any 0-cell in S. For any x ∈ X, if we denote the
stabilizer by Gx and the orbit by Gx, then there is a natural adjoint equivalence
ζx :
1
Gx
≃
−→
Gx
G
.
If we take a set of representatives x1, . . . , xs ∈ X of G-orbits, then the 1-cell ob-
tained by the universality of the 2-coproduct
ζ =
⋃
1≤i≤s
ζxi :
∐
1≤i≤s
1
Gxi
≃
−→
∐
1≤i≤s
Gxi
G
≃
−→
X
G
gives an adjoint equivalence.
Definition 2.9. For any pair of 1-cells
X
G
α
−→
Z
K
β
←−
Y
H
in S, its 2-fibered product of α and β is defined to be a quartet (X
G
× Z
K
Y
H
, γ, δ, κ) as
in the diagram
(2.1)
X
G
× Z
K
Y
H
Y
H
X
G
Z
K
δ //
γ

β

α
//
κ
+3 ,
which satisfies the following conditions.
(i) For any diagram in S
W
L
Y
H
X
G
Z
K
ψ //
ϕ

β

α
//
ε +3 ,
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there exist π, ξ, η as in the diagram
W
L
X
G
× Z
K
Y
H
Y
H
X
G
Z
K
π
$$❍❍
❍❍❍
ψ

ϕ ''
δ
//
γ

β

α
//
κ
+3ξ{ ⑧
⑧⑧
η
EM
✒✒✒
✒✒✒
,
satisfying ε · (α ◦ ξ) = (β ◦ η) · (κ ◦ π).
(ii) For any triplets (π′, ϕ′, ψ′) as in (i), there exists a unique 2-cell ζ : π ⇒ π′
which satisfies ξ′ · (γ ◦ ζ) = ξ and η′ · (δ ◦ ζ) = η
By its universality, the 2-fibered product is determined up to adjoint equivalences,
if it exists.
Proposition 2.10. For any pair of 1-cells
X
G
α
−→
Z
K
β
←−
Y
H
,
its 2-fibered product exists in S.
Remark 2.11. Even if (2.1) is a 2-fibered product in S, its image in C
X
G
× Z
K
Y
H
Y
H
X
G
Z
K
δ //
γ

β

α
//

is not necessarily a fibered product in C . In fact, this is only a weak fibered product.
Nevertheless, these weak fibered products which come from 2-fibered products are
closed under isomorphisms in C , and thus form a natural distinguished class among
weak fibered products.
Definition 2.12. A 1-cell α : X
G
→ Y
H
is called surjective on stabilizers or shortly
stab-surjective, if the following conditions are satisfied.
(i) Y = Hα(X) holds.
(ii) If x, x′ ∈ X and h, h′ ∈ H satisfy hα(x) = h′α(x′), then there exists g ∈ G
which satisfies x′ = gx and h = h′θ(g).
Proposition 2.13. The following holds for the stab-surjectivity.
(1) If α is an adjoint equivalence, then α is stab-surjective.
(2) Stab-surjectivity is closed under equivalences of 1-cells. Namely, if there
exists a 2-cell ε : α⇒ α′ and if α is stab-surjective, then so is α′.
(3) Stab-surjectivity is closed under compositions of 1-cells. Namely, if X
G
α
−→
Y
H
β
−→ Z
K
is a sequence of 1-cells and if α and β are stab-surjective, then
so is β ◦ α.
(4) Stab-surjectivity is closed under 2-pullbacks. Namely, if
W
L
Y
H
X
G
Z
K
δ //
γ

β

α
//
ε +3
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is a 2-fibered product in S and if β is stab-surjective, then so is γ.
Definition 2.14. Let X
G
be any 0-cell in S. Then a 2-category S/X
G
is defined as
follows.
(0) A 0-cell in S/X
G
is a 1-cell ( A
K
a
→ X
G
) in S, from some A
K
∈ S0.
(1) A 1-cell in S/X
G
from (A
K
a
→ X
G
) to (B
L
b
→ X
G
) is a pair (ϕ, µ) of a 1-cell ϕ
and a 2-cell µ in S as in the following diagram.
A
K
B
L
X
G
ϕ //
α
✻
✻✻
✻✻
✻
β
✟✟
✟✟
✟✟µw ✇✇
✇✇
(2) If (ϕ, µ) : (A
K
a
→ X
G
) → (B
L
b
→ X
G
) and (ϕ′, µ′) : (A
K
a
→ X
G
) → (B
L
b
→ X
G
) are
1-cells in S/X
G
, then a 2-cell ε : (ϕ, µ)⇒ (ϕ′, µ′) in S/X
G
is a 2-cell ε : ϕ⇒ ϕ′
in S, which makes the following diagram commutative.
β ◦ ϕ β ◦ ϕ
α
β◦ε +3
µ

✻✻
✻✻
✻✻
✻
✻✻
✻✻
✻✻
✻
µ′
  ✟✟
✟✟
✟✟
✟
✟✟
✟✟
✟✟
✟

Composition of 1-cells
(
A
K
a
→
X
G
)
(ϕ,µ)
−→ (
B
L
b
→
X
G
)
(ψ,ν)
−→ (
C
H
c
→
X
G
)
is defined to be
(ψ ◦ ϕ, µ · (ν ◦ ϕ)) : (
A
K
a
→
X
G
)→ (
C
H
c
→
X
G
).
Vertical composition of 2-cells
(A
K
a
→ X
G
) (B
L
b
→ X
G
)
(ϕ,µ)
%%
(ϕ′,µ′) //
(ϕ′′,µ′′)
99
ε
ε′
is defined to be ε′ · ε, using the vertical composition in S. Horizontal composition
is also defined by using the horizontal composition in S.
Remark 2.15. For any X
G
∈ S0, the 2-category S/X
G
has 2-coproducts and 2-products,
induced from 2-coproducts and 2-fibered products in S. If we denote the set of
adjoint equivalence classes of 0-cells in S/X
G
by A(X
G
), then it has a structure of
commutative semi-ring, with the addition induced from 2-coproducts and the mul-
tiplication induced from 2-fibered products.
Definition 2.16. For any X
G
∈ S0, the additive ring completion of A(X
G
) is denoted
by Ωbig(
X
G
), and called the bigger Burnside ring.
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Definition 2.17. A semi-Mackey functor M = (M∗,M∗) on S is a pair of a
contravariant 2-functor
M∗ : S→ Set
and a covariant 2-functor
M∗ : S→ Set
which satisfies the following.
(0) M∗(X
G
) =M∗(
X
G
) for any 0-cell X
G
∈ S0. We denote this simply by M(X
G
).
(1) [Additivity] For any pair of 0-cells X
G
and Y
H
in S, if we take their 2-
coproduct
X
G
υX−→
X
G
∐
Y
H
υY←−
Y
H
in S, then the natural map
(2.2) (M∗(υX),M
∗(υY )) : M(
X
G
∐
Y
H
)→M(
X
G
)×M(
Y
H
)
is bijective. Also, M(∅) is a singleton.
(2) [Mackey condition] For any 2-fibered product
(2.3)
W
L
Y
H
X
G
Z
K
δ //
γ

β

α
//
κ +3
in S, the following diagram in Set becomes commutative.
(2.4)
M(W
L
) M( Y
H
)
M(X
G
) M( Z
K
)
M∗(δ)oo
M∗(γ)

M∗(β)

M∗(α)
oo

A morphism ϕ : M → N of semi-Mackey functors is a family of maps
ϕ = {ϕX
G
: M(
X
G
)→ N(
X
G
)}X
G
∈S0
compatible with contravariant and covariant parts. Namely, it gives natural trans-
formations
ϕ : M∗ ⇒ N∗ and ϕ : M∗ ⇒ N∗.
With the usual composition of natural transformations, we obtain the category of
semi-Mackey functors denoted by SMack (S).
Remark 2.18. Similarly as in the case of ordinary semi-Mackey functors, the func-
torsM∗ and M∗ become functors to Mon , and ϕ becomes a natural transformation
between such functors.
Definition 2.19. An R-linear Mackey functor M = (M∗,M∗) on S is a pair of a
contravariant 2-functor
M∗ : S→ RMod
and a covariant 2-functor
M∗ : S→ RMod ,
which satisfies the following.
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(0) M∗(X
G
) =M∗(
X
G
) (= M(X
G
)) for any 0-cell X
G
∈ S0.
(1) [Additivity] For any pair of 0-cells X
G
and Y
H
in S, the natural map (2.2) is
an isomorphism in RMod . M(∅) = 0 is the zero module.
(2) [Mackey condition] For any 2-fibered product (2.3) in S, the diagram (2.4)
is a commutative diagram in RMod .
A morphism ϕ : M → N of R-linear Mackey functors is a family ϕ = {ϕX
G
}X
G
∈S0 of
R-homomorphisms compatible with contravariant and covariant parts. We denote
the category of R-linear Mackey functors by MackR(S).
When R = Z, an R-linear Mackey functor is simply called a Mackey functor,
and the category of Mackey functors is denoted by Mack (S).
Remark 2.20. Remark that the additive completion of monoids gives a functor
K0 : Mon → Ab. From any semi-Mackey functor M = (M∗,M∗), by composing
K0 we obtain a Mackey functor K0M = (K0 ◦M∗,K0 ◦M∗) on S. This gives a
functor K0 : SMack (S) → Mack (S), which is left adjoint to the inclusion functor
Mack (S) →֒ SMack (S).
Furthermore, tensoring R gives an additive functor −⊗ZR : Ab → RMod . From
any semi-Mackey functor M = (M∗,M∗), by composing −⊗ZR and K0, we obtain
an R-linear Mackey functor MR = ((− ⊗Z R) ◦K0 ◦M∗, (− ⊗Z R) ◦K0 ◦M∗) on
S. This gives a functor (−)R : SMack (S) → MackR(S), which is left adjoint to the
forgetful functor MackR(S)→ SMack (S).
Definition 2.21. A semi-Mackey functor M on S is called deflative if for any
stab-surjective 1-cell α : X
G
→ Y
H
in S, the equality
M∗(α) ◦M
∗(α) = idM( Y
H
)
is satisfied. An R-linear Mackey functor is called deflative if it is deflative as a
semi-Mackey functor.
The full subcategory of deflative semi-Mackey functors is denoted by SMackdfl(S) ⊆
SMack(S). Similarly, the full subcategory of deflative R-linear Mackey functors is
denoted by MackRdfl(S) ⊆ Mack
R(S).
Example 2.22. The correspondence X
G
7→ Ωbig(
X
G
) gives a Mackey functor, which
is not deflative. This is called the bigger Burnside functor.
Proposition 2.23. For an R-linear (resp. semi-)Mackey functor M on S, the
following are equivalent.
(1) M is deflative.
(2) For any surjective group homomorphism f : G→ H, the equality
M∗(
1
p
) ◦M∗(
1
p
) = id
is satisfied for the 1-cell 1
p
: 1
G
→ 1
H
.
An R-linear biset functor B is defined to be an R-linear functor B : BR → RMod ,
from the biset category BR to RMod . The biset category which we deal with in this
article is the following one.
Definition . An R-linear category BR is defined as follows.
(1) An object in BR is a finite group.
10 HIROYUKI NAKAOKA
(2) For objects G,H in BR, consider a set of the isomorphism classes of finite
H-G-bisets. This forms a commutative monoid with addition ∐ and unit ∅,
and thus we can take its additive completion B(G,H). We define BR(G,H)
by BR(G,H) = B(G,H)⊗R. This is the set of morphisms from G to H in
BR.
An H-G-biset U is written as HUG. The composition of two consecutive
bisets HUG and KVH is given by
V ×H U = (V × U)/ ∼,
where the equivalence relation is defined as
- (v, u), (v′, u′) ∈ V × U are equivalent if there exists h ∈ H satisfying
v = v′h and u′ = hu.
This defines the composition of morphisms in BR, by linearity.
When R = Z, we denote BZ simply by B. This is a preadditive category.
We denote the category of R-linear biset functors by BisetFtrR. This is naturally
equivalent to the categoryAdd(B, RMod) of additive functors from B to RMod . The
following has been shown in [6].
Theorem 2.24. There is an equivalence of categories
MackRdfl(S) ≃ BisetFtr
R.
3. Functor Mack (S)→ BisetFtr .
Definition 3.1. For any R-linear Mackey functor M on S and any 0-cell X
G
∈ S0,
we define JM (
X
G
) to be the R-submodule of M(X
G
) generated by the subset
(3.1)
M∗(a
′)M∗(s)(a) −M∗(a)(a)
∣∣∣∣∣∣∣∣∣∣
A′
K′
A
K
X
G
s //
a
′
✻
✻✻
✻✻
✻
a
✟✟
✟✟
✟✟x  ②②②
②
,
a ∈M(A
K
),
s: stab-surjective

.
Denote the quotient module by
M˜(
X
G
) =M(
X
G
)/JM (
X
G
),
and denote the residue homomorphism by
q
(M)
X
G
: M(
X
G
)→ M˜(
X
G
).
Proposition 3.2. Let M be an R-linear Mackey functor on S. For any 1-cell
α : X
G
→ Y
H
in S, the homomorphisms M∗(α) and M∗(α) induce homomorphisms
M˜∗(α) : M˜(
Y
H
)→ M˜(
X
G
) and M˜∗(α) : M˜(
X
G
)→ M˜(
Y
H
),
which make the following diagrams commutative.
M( Y
H
) M(X
G
)
M˜( Y
H
) M˜(X
G
)
M∗(α) //
q
(M)
Y
H 
q
(M)
X
G
M˜∗(α)
//
 ,
M(X
G
) M( Y
H
)
M˜(X
G
) M˜( Y
H
)
M∗(α) //
q
(M)
X
G 
q
(M)
Y
H
M˜∗(α)
//

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Remark that M˜∗(α) and M˜∗(α) are uniquely determined by this commutativity,
since q
(M)
X
G
and q
(M)
Y
H
are surjective.
Proof. To show the existence of M˜∗(α), it suffices to show M∗(α)(JM (
X
G
)) ⊆
JM (
Y
H
). Take any generator ξ of JM (
X
G
) of the form
ξ = M∗(a
′)M∗(s)(a)−M∗(a)(a)
as in (3.1). Then M∗(α)(ξ) ∈ JM (
Y
H
) follows from
M∗(α)(ξ) = M∗(α ◦ a
′)M∗(s)(a) −M∗(α ◦ a)(a) ∈ JM (
Y
H
),
since there is a diagram in S as follows.
A′
K′
A
K
X
G
s //
α◦a′ ✻
✻✻
✻✻
✻
α◦a
✟✟
✟✟
✟✟x  ②②②
②
The existence of M˜∗(α) can be shown in a similar way. Remark that for any
diagram
B′
L′
B
L
Y
H
t //
b
′
✻
✻✻
✻✻
✻
b✟✟
✟✟
✟✟x  ②②②
②
in S, if we take 2-fibered products
A
K
B
L
X
G
Y
H
γ //
a

b

α
//
+3 and
A′
K′
B′
L′
X
G
Y
H
γ′ //
a
′
 b
′

α
//
+3 ,
then by the universality there exist a 1-cell s : A
K
→ A
′
K′
and 2-cells which fit into
the following diagrams.
(3.2)
A′
K′
A
K
X
G
s //
a
′
✻
✻✻
✻✻
✻
a
✟✟
✟✟
✟✟x  ②②②
②
,
A′
K′
B′
L′
A
K
B
L
γ′ //
s

t

γ
//
+3 .
Moreover, the right diagram in (3.2) becomes a 2-fibered product.
Since stab-surjectivity is stable under 2-pullbacks, s becomes stab-surjective
when t is so. In this case, for any element b ∈M(B
L
), we have
M∗(α) (M∗(b
′)M∗(t)(b)−M∗(b)(b))
= M∗(a
′)M∗(γ′)M∗(t)(b)−M∗(a)M
∗(γ)(b)
= M∗(a
′)M∗(s)
(
M∗(γ)(b)
)
−M∗(a)
(
M∗(γ)(b)
)
∈ JM (
X
G
),
which means M∗(α)(JM (
Y
H
)) ⊆ JM (
X
G
). 
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Corollary 3.3. Let M be any R-linear Mackey functor on S. With the structure
maps obtained in Proposition 3.2, the pair M˜ = (M˜∗, M˜∗) becomes an R-linear
deflative Mackey functor on S, and qM = {q
(M)
X
G
}X
G
∈S0 forms a morphism q : M →
M˜ .
Proof. From Proposition 3.2, it immediately follows that M˜ is an R-linear Mackey
functor on S, and q is a morphism.
We show the deflativity of M˜ . For any stab-surjective 1-cell s : X
′
G′
→ X
G
, if we
draw a diagram
X′
G′
X
G
X
G
s //
s
✻
✻✻
✻✻
✻
id✟✟
✟✟
✟✟ ,
we see that for any m ∈M(X
G
), the element
M∗(s)M
∗(s)(m) −m
belongs to JM (
X
G
). This means that the equation M˜∗(s)M˜
∗(s) = id holds for
M˜ . 
Proposition 3.4. Let M be any R-linear Mackey functor on S. The morphism
qM : M → M˜ induces a bijection
− ◦ qM : Mack
R
dfl(S)(M˜,N)
∼=
−→ MackR(S)(M,N)
for any deflative R-linear Mackey functor N on S.
Proof. Once the following claim is shown, the rest will follow from the surjectivity
of q
(M)
X
G
for any X
G
∈ S0.
Claim 3.5. Let M,N be as above. Then for any f ∈ MackR(S)(M,N) and
any X
G
∈ S0, the homomorphism fX
G
: M(X
G
) → N(X
G
) factors through to yield a
homomorphism f˜X
G
: M˜(X
G
)→ N(X
G
) as in the following diagram.
M(X
G
) N(X
G
)
M˜(X
G
)
fX
G //
q
(M)
X
G 
✵✵
✵✵
✵✵
f˜X
G
>>⑥⑥⑥⑥⑥⑥⑥

Proof of Claim 3.5. It suffices to show fX
G
(JM (
X
G
)) = 0. Take any generator
ξ = M∗(a
′)M∗(s)(a)−M∗(a)(a)
as in (3.1). Then by the deflativity of N , indeed we obtain
fX
G
(ξ) = fX
G
M∗(a
′)M∗(s)(a)− fX
G
M∗(a)(a)
= N∗(a
′)N∗(s)(f A
K
(a))−N∗(a)(f A
K
(a))
= N∗(a
′)N∗(s)(f A
K
(a))−N∗(a)N∗(s)N
∗(s)(f A
K
(a))
= 0.

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
Corollary 3.6. The correspondence M 7→ M˜ gives a functor
(˜−) : MackR(S)→ MackRdfl(S)
which is left adjoint to the inclusion MackRdfl(S) →֒ Mack
R(S).
Moreover q = {qM}M∈Ob(MackR(S)) gives a natural transformation
q : Id⇒ (˜−),
which gives an isomorphism qM : M
∼=
−→ M˜ whenever M is deflative.
Proof. As in the proof of Proposition 3.4, for any morphism f : M → M ′ in
MackR(S), there is a unique morphism f˜ : M˜ → M˜ ′ in MackRdfl(S) which makes
the following diagram commutative.
M M ′
M˜ M˜ ′
f //
qM

qM′

f˜
//

By the uniqueness, it can be easily shown that this correspondence gives a functor
(˜−) : MackR(S)→ MackRdfl(S). Adjointness also follows from Proposition 3.4. The
latter part is trivial. 
Example 3.7. For the bigger Burnside functor Ωbig ∈ Ob(Mack (S)), we have
Ω˜big ∼= Ω, where Ω denotes the ordinary Burnside functor.
4. Analog of Jacobson’s F -Burnside construction.
Definition 4.1. Define category AddR(C ) (resp. Sadd(C )) as follows.
- An object in AddR(C ) (resp. Sadd(C )) is a contravariant functor
F : C → RMod (resp. E : C → Set)
which sends coproducts in C to products in RMod (resp. Set).
- A morphism is a natural transformation.
Definition 4.2. Let E be any object in Sadd(C ). For any X
G
∈ S0, define a
2-category E-S/X
G
as follows.
(0) A 0-cell is a pair (A
K
a
→ X
G
, ξ) of a 0-cell (A
K
a
→ X
G
) in S/X
G
and an element
ξ ∈ E(A
K
).
(1) A 1-cell (ϕ, µ) : ( A
K
a
→ X
G
, ξ)→ (A
′
K′
a
′
→ X
G
, ξ′) is a 1-cell (ϕ, µ) in S/X
G
, which
satisfies
E(ϕ)(ξ′) = ξ.
(2) A 2-cell ε : (ϕ, µ)⇒ (ϕ′, µ′) is a 2-cell ε in S/X
G
.
Compositions are induced from those in S/X
G
.
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Definition 4.3. Let E, X
G
and E-S/X
G
be as in Definition 4.2. We denote the
set of adjoint equivalence classes of 0-cells in E-S/X
G
by A[E](X
G
). For each 0-cell
(A
K
a
→ X
G
, ξ) ∈ (E-S/X
G
)0, we denote its adjoint equivalence class by
[
A
K
a
→
X
G
, ξ] ∈ A[E](
X
G
).
For each pair of elements [ A
K
a
→ X
G
, ξ] and [ A
′
K′
a
′
→ X
G
, ξ′], we define their sum by
(4.1) [
A
K
a
→
X
G
, ξ] + [
A′
K ′
a
′
→
X
G
, ξ′] = [
A
K
∐
A′
K ′
a∪a′
−→
X
G
, ξ ⊞ ξ′],
where
- A
K
∐ A
′
K′
a∪a′
−→ X
G
is the 2-coproduct in S/X
G
,
- ξ⊞ξ′ is the image of (ξ, ξ′) ∈ E(A
K
)×E(A
′
K′
) under the natural isomorphism
E(
A
K
)× E(
A′
K ′
)
∼=
−→ E(
A
K
∐
A′
K ′
).
Remark 4.4. The definition of the sum (4.1) does not depend on the choice of
representatives.
Definition 4.5. Let E be any object in Sadd(C ). For any 1-cell α : X
G
→ Y
H
in S,
we define homomorphisms
A[E]∗(α) : A[E](
X
G
)→ A[E]( Y
H
),
A[E]∗(α) : A[E]( Y
H
)→ A[E](X
G
)
by the following.
(1) A[E]∗(α)([
A
K
a
→ X
G
, ξ]) = [A
K
α◦a
−→ Y
H
, ξ] for any [ A
K
a
→ X
G
, ξ] ∈ A[E](X
G
).
(2) A[E]∗(α)([B
L
b
→ Y
H
, η]) = [ A
K
a
→ X
G
, E(γ)(η)] for any [B
L
b
→ Y
H
, η] ∈ A[E]( Y
H
),
where
A
K
B
L
X
G
Y
H
γ //
a

b

α
//
+3
is a 2-fibered product in S.
Remark 4.6. In Definition 4.5, those A[E]∗(α) and A[E]
∗(α) are indeed well-defined
monoid homomorphisms. Moreover, if 1-cells α, α′ : X
G
→ Y
H
satisfy α = α′ in C ,
then we have
A[E]∗(α) = A[E]∗(α
′) and A[E]∗(α) = A[E]∗(α′).
These correspondences form a contravariant functor
A[E]∗ : C → RMod
and a covariant functor
A[E]∗ : C → RMod .
Proof. This follows from the universality of 2-coproducts and 2-fibered products in
S. 
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Proposition 4.7. For any E ∈ Ob(Sadd(C )), the pair
A[E] = (A[E]∗,A[E]∗)
becomes a semi-Mackey functor on S.
Proof. [Additivity]
Let X
G
υX
G−→ X
G
∐ Y
H
υ Y
H←− Y
H
be a 2-coproduct in S. Then(
A[E]∗(υX
G
),A[E]∗(υ Y
H
)
)
: A[E](
X
G
∐
Y
H
)→ A[E](
X
G
)× A[E](
Y
H
)
becomes an isomorphism. In fact,
A[E](X
G
)× A[E]( Y
H
) A[E](X
G
∐ Y
H
)
∈ ∈
([ A
K
a
→ X
G
, ξ], [B
L
b
→ Y
H
, η]) [ A
K
∐ B
L
a∐b
−→ X
G
∐ Y
H
, ξ ⊞ η]
//
✤ //
gives the inverse.
[Mackey condition]
Let
Y
H
X
G
Y ′
H′
X′
G′
α //
λ 
ρ

α′
//
+3
be any 2-fibered product in S. For any 1-cell A
K
a
→ X
G
in S, if we take a 2-fibered
product
B
L
A
K
Y
H
X
G
γ //
b

a

α
//
+3
in S, then
B
L
A
K
Y ′
H′
X′
G′
γ //
λ◦b 
ρ◦a

α′
//
+3
also becomes a 2-fibered product, and thus for any [ A
K
a
→ X
G
, ξ] ∈ A[E](X
G
), we have
A[E]∗(α′) ◦ A[E]∗(ρ)([
A
K
a
→
X
G
, ξ]) = A[E]∗(α′)([
A
K
ρ◦a
−→
X ′
G′
, ξ])
= [
B
L
λ◦b
−→
Y ′
H ′
, E(γ)(ξ)]
= A[E]∗(λ)([
B
L
b
→
Y
H
,E(γ)(ξ)])
= A[E]∗(λ) ◦ A[E]
∗(α)([
A
K
a
→
X
G
, ξ]).

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Proposition 4.8. The correspondence
A[−] : Sadd(C )→ SMack (S) ; E 7→ A[E]
forms a functor.
Proof. If τ : E → E′ is a morphism in Sadd(C ), then A[τ ] : A[E]→ A[E′] is defined
by
A[τ ]X
G
: A[E](X
G
) A[E′](X
G
)
∈ ∈
[ A
K
a
→ X
G
, ξ] [ AK
a
→ X
G
, τ A
K
(ξ)]
//
✤ //
for each X
G
∈ S0. Then for any 1-cell α : X
G
→ Y
H
, the commutativity of
A[E](X
G
) A[E′](X
G
)
A[E]( Y
H
) A[E′]( Y
H
)
A[τ ]X
G //
A[E]∗(α)

A[E′]∗(α)

A[τ ] Y
H
//
 and
A[E]( Y
H
) A[E′]( Y
H
)
A[E](X
G
) A[E′](X
G
)
A[τ ] Y
H //
A[E]∗(α)

A[E′]∗(α)

A[τ ]X
G
//

is easily confirmed. It is also easy to show that this gives a functor A[−] : Sadd(C )→
SMack(S). 
Proposition 4.9. The functor A[−] : Sadd(C ) → SMack (S) obtained in Proposi-
tion 4.8 is left adjoint to the forgetful functor
SMack (S)→ Sadd(C ) ; M = (M∗,M∗) 7→M
∗.
Proof. For any M ∈ Ob(SMack (S)) and E ∈ Ob(Sadd(C )), we construct natural
maps
Θ: SMack(S)(A[E],M)→ Sadd(C )(E,M∗)
and
Φ: Sadd(C )(E,M∗)→ SMack (S)(A[E],M),
which are inverse to each other.
(1) Construction of Θ.
For any ϕ ∈ SMack (S)(A[E],M) and any X
G
∈ S0, we define
Θ(ϕ)X
G
: E(
X
G
)→M∗(
X
G
)
by
Θ(ϕ)X
G
(ξ) = ϕX
G
([
X
G
id
→
X
G
, ξ])
for any ξ ∈ E(X
G
). Then for any 1-cell α : X
G
→ Y
H
, the following diagram becomes
commutative.
E( Y
H
) M∗( Y
H
)
E(X
G
) M∗( Y
H
)
Θ(ϕ) Y
H //
E(α)

M∗(α)

Θ(ϕ)X
G
//

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Indeed, for any η ∈ E( Y
H
), we have
M∗(α)Θ(ϕ) Y
H
(η) = M∗(α)ϕ Y
H
([
Y
H
id
→
Y
H
, η])
= ϕX
G
A[E]∗(α)([
Y
H
id
→
Y
H
, η])
= ϕX
G
([
X
G
id
→
X
G
,E(α)(η)])
= Θ(ϕ)X
G
E(α)(η).
This means that Θ(ϕ) = {Θ(ϕ)X
G
}X
G
∈S0 forms a morphism Θ(ϕ) : E →M
∗.
(2) Construction of Φ.
For any θ ∈ Sadd(C )(E,M∗) and X
G
∈ S0, we define
Φ(θ)X
G
: A[E](
X
G
)→M(
X
G
)
by
Φ(θ)X
G
([
A
K
a
→
X
G
, ξ]) =M∗(a)θ A
K
(ξ).
To show that this defines a morphism of Mackey functors, it suffices to show the
commutativity of the following diagrams, for any 1-cell α : X
G
→ Y
H
.
A[E](X
G
) M(X
G
)
A[E]( Y
H
) M( Y
H
)
Φ(θ)X
G //
A[E]∗(α)

M∗(α)

Φ(θ) Y
H
//
 ,
A[E]( Y
H
) M( Y
H
)
A[E](X
G
) M(X
G
)
Φ(θ) Y
H //
A[E]∗(α)

M∗(α)

Φ(θ)X
G
//
 .
This can be confirmed as follows. For any [ A
K
a
→ X
G
, ξ] ∈ A[E](X
G
), we have
M∗(α)Φ(θ)X
G
([
A
K
a
→
X
G
, ξ]) = M∗(α)M∗(a)θ A
K
(ξ)
= M∗(α ◦ a)θ A
K
(ξ)
= Φ(θ) Y
H
A[E]∗(α)([
A
K
a
→
X
G
, ξ]).
For any [B
L
b
→ Y
H
, η] ∈ A[E]( Y
H
), if we take a 2-fibered product
A
K
B
L
X
G
Y
H
γ //
a

b

α
//
+3 ,
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then we have
M∗(α)Φ(θ) Y
H
([
B
L
b
→
Y
H
, η]) = M∗(α)M∗(b)θB
L
(η)
= M∗(a)M
∗(γ)θB
L
(η)
= M∗(a)θ A
K
E(η)
= Φ(θ)X
G
([
A
K
a
→
X
G
,E(η)])
= Φ(θ)X
G
A[E]∗(α)([
B
L
b
→
Y
H
, η]).
(3) Θ ◦Φ = id.
For any θ ∈ Sadd(C )(E,M∗) and X
G
∈ S0, we have
(Θ ◦Φ(θ))X
G
(ξ) = Φ(θ)X
G
([
X
G
id
→
X
G
, ξ])
= M∗(id)θX
G
(ξ)
= θX
G
(ξ) (∀ξ ∈ E(
X
G
)),
which means Θ ◦ Φ(θ) = θ.
(4) Φ ◦Θ = id.
For any ϕ ∈ SMack (S)(A[E],M) and X
G
∈ S0, we have
(Φ ◦Θ(ϕ))X
G
([
A
K
a
→
X
G
, ξ]) = M∗(a)Θ(ϕ) A
K
(ξ)
= M∗(a)ϕ A
K
([
A
K
id
→
A
K
, ξ])
= ϕX
G
A[E]∗(a)([
A
K
id
→
A
K
, ξ])
= ϕX
G
([
A
K
a
→
X
G
, ξ]),
which means Φ ◦Θ(ϕ) = ϕ. 
Definition 4.10. Define a functor
ΩRbig[−] : Sadd(C )→ Mack
R(S)
to be the composition of
Sadd(C )
A[−]
−→ SMack (S)
(−)R
−→ MackR(S).
When R = Z, we simply write this functor as Ωbig[−].
Corollary 4.11. This gives a left adjoint of the forgetful functor
MackR(S)→ Sadd(C ) ; M = (M∗,M∗) 7→M
∗.
Proof. This follows from Remark 2.20 and Proposition 4.9. 
Remark 4.12. For any E ∈ Ob(Sadd(C )) and any X
G
∈ S0, elements in ΩRbig[E](
X
G
)
can be written as R-linear combinations of elements in A[E](X
G
).
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Remark 4.13. For anyM ∈ Ob(MackR(S)) and any E ∈ Ob(Sadd(C )), the natural
bijections
MackR(S)(ΩRbig[E],M)↔ Sadd(C )(E,M
∗)
are obtained by composing the natural bijection associated to the adjointness of
(−)R
MackR(S)(ΩRbig[E],M)
∼=
−→ SMack (S)(A[E],M)
with those Φ,Θ defined in the proof of Proposition 4.9. We denote them by
Θ: MackR(S)(Ωbig[E],M)→ Sadd(C )(E,M
∗)
and
Φ: Sadd(C )(E,M∗)→ MackR(S)(Ωbig[E],M).
Corollary 4.14. By composing functors
Sadd(C )
ΩRbig[−]
−→ MackR(S)
(˜−)
−→ MackRdfl(S)
≃
−→ BisetFtrR,
we obtain a functor Sadd(C )→ BisetFtrR.
5. Analog of Boltje’s (−)+-construction.
In the last section, we constructed a functor
ΩRbig[−] : Sadd(C )→ Mack
R(S),
which is left adjoint to MackR(S) → Sadd(C ). In this section, when F is in
AddR(C ), furthermore we construct another Mackey functor F+ by taking quotient
of ΩRbig[F ]. Remark that an element in Ω
R
big[F ](
X
G
) is an R-linear combination of
elements in A[F ](X
G
).
Definition 5.1. Let F : C → RMod be any object in AddR(C ). For any object
X
G
∈ S0, define IF (
X
G
) ⊆ ΩRbig[F ](
X
G
) to be the R-submodule generated by the
following subset of ΩRbig[F ](
X
G
).
(5.1)
 [ AK a→ XG , r1ξ1 + r2ξ2]−(r1[ AK a→ XG , ξ1] + r2[ AK a→ XG , ξ2])
∣∣∣∣∣∣
A
K
a
→ X
G
∈ (S/X
G
)0,
ξ1, ξ2 ∈ F (
A
K
),
r1, r2 ∈ R

Denote the quotient module by F+(
X
G
), and the residue homomorphism by
d
(F )
X
G
: ΩRbig[F ](
X
G
)→ F+(
X
G
).
Proposition 5.2. Let F be an object in AddR(C ). For any 1-cell α : X
G
→ Y
H
, the
homomorphisms ΩRbig[F ]
∗(α) and ΩRbig[F ]∗(α) induce homomorphisms
F ∗+(α) : F+(
Y
H
)→ F+(
X
G
),
F+∗(α) : F+(
X
G
)→ F+(
Y
H
),
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which make the following diagrams commutative.
ΩRbig[F ](
Y
H
) ΩRbig[F ](
X
G
)
F+(
Y
H
) F+(
X
G
)
ΩRbig[F ]
∗(α)
//
d
(F )
Y
H 
d
(F )
X
G
F∗+(α)
//
 ,
ΩRbig[F ](
X
G
) ΩRbig[F ](
Y
H
)
F+(
X
G
) F+(
Y
H
)
ΩRbig [F ]∗(α)//
d
(F )
X
G 
d
(F )
Y
H
F+∗(α)
//
 .
Remark that F ∗+(α) and F+∗(α) are uniquely determined by this commutativity,
since d
(F )
X
G
and d
(F )
Y
H
are surjective.
Proof. We show in a similar way as in the proof of Proposition 3.2.
(1) Existence of F+∗(α).
It suffices to show ΩRbig[F ]∗(α)(IF (
X
G
)) ⊆ IF (
Y
H
). Take any generator ξ of IF (
X
G
)
ξ = [
A
K
a
→
X
G
, r1ξ1 + r2ξ2]−
(
r1[
A
K
a
→
X
G
, ξ1] + r2[
A
K
a
→
X
G
, ξ2]
)
as in (5.1). Then the element
ΩRbig[F ]∗(α)(ξ) = [
A
K
α◦a
−→
Y
H
, r1ξ1 + r2ξ2]
−
(
r1[
A
K
α◦a
−→
Y
H
, ξ1] + r2[
A
K
α◦a
−→
Y
H
, ξ2]
)
belongs to IF (
Y
H
).
(2) Existence of F ∗+(α).
For any 1-cell B
L
b
→ Y
H
in S, let
A
K
B
L
X
G
Y
H
γ //
a

b

α
//
+3
be a 2-fibered product. For any η1, η2 ∈ F (
B
L
) and any r1, r2 ∈ R, we have
ΩRbig[F ]
∗(α)
(
[
B
L
b
→
Y
H
, r1η1 + r2η2]−
(
r1[
B
L
b
→
Y
H
, η1] + r2[
B
L
b
→
Y
H
, η2]
))
= [
A
K
a
→
X
G
,F (γ)(r1η1 + r2η2)]
−
(
r1[
A
K
a
→
X
G
,F (γ)(η1)] + r2[
A
K
a
→
X
G
,F (γ)(η2)]
)
= [
A
K
a
→
X
G
, r1F (γ)(η1) + r2F (γ)(η2)]
−
(
r1[
A
K
a
→
X
G
,F (γ)(η1)] + r2[
A
K
a
→
X
G
,F (γ)(η2)]
)
∈ IF (
X
G
).

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Corollary 5.3. Let F be any object in AddR(C ). With the structure maps ob-
tained in Proposition 5.2, the pair F+ = (F
∗
+, F+∗) becomes an R-linear Mackey
functor on S, and dF = {d
(F )
X
G
}X
G
∈S0 forms a morphism of R-linear Mackey func-
tors dF : Ω
R
big[F ]→ F+.
Proof. This immediately follows from Proposition 5.2. 
Proposition 5.4. The correspondence
(−)+ : Add
R(C )→ MackR(S) ; F 7→ F+
forms a functor.
Proof. For any morphism τ : F → F ′ in AddR(C ), we can show easily that for each
X
G
∈ S0, there is a unique module homomorphism
(τ+)X
G
: F+(
X
G
)→ F ′+(
X
G
)
which makes the following diagram commutative.
A[F ](X
G
) A[F ′](X
G
)
ΩRbig[F ](
X
G
) ΩRbig[F
′](X
G
)
F+(
X
G
) F ′+(
X
G
)
A[τ ]X
G //
induced by −⊗R

induced by −⊗R

ΩRbig[τ ]X
G
//
dF

dF ′

(τ+)X
G
//


This gives a morphism τ+ : F+ → F ′+. The functoriality of (−)+ can be checked
easily. 
Proposition 5.5. The functor (−)+ : Add
R(C )→ MackR(S) is left adjoint to the
forgetful functor taking contravariant parts
MackR(S)→ AddR(C ) ; M = (M∗,M∗) 7→M
∗.
Proof. It suffices to construct a natural bijection
MackR(S)(F+,M) ∼= Add
R(C )(F,M∗)
for any F ∈ Ob(AddR(C )) and any M ∈ Ob(MackR(S)).
Remark that dF : Ω
R
big[F ]→ F+ induces a injection
d♯F = (− ◦ dF ) : Mack
R(S)(F+,M) →֒ Mack
R(S)(ΩRbig[F ],M),
since d
(F )
X
G
is surjective for each X
G
∈ S0. An element ϕ ∈ MackR(S)(ΩRbig[F ],M)
comes from MackR(S)(F+,M) if and only if ϕ satisfies
ϕX
G
(IF (
X
G
)) = 0
for any X
G
∈ S0.
On the other hand, there is a natural inclusion
ι : AddR(C )(F,M∗) →֒ Sadd(C )(F,M∗).
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An element θ ∈ Sadd(C )(F,M∗) belongs to AddR(C )(F,M∗) if and only if
θX
G
: F (
X
G
)→M(
X
G
)
is an R-module homomorphism for any X
G
∈ S0.
Together with Remark 4.13, we have the following diagram.
MackR(S)(F+,M) Add
R(C )(F,M∗)
Θ :MackR(S)(ΩRbig[F ],M) Sadd(C )(F,M
∗) : Φ
 _
d
♯
F 
 _
ι

oo
∼=
//
To show the Proposition 5.5, it remains to show that the corresponding elements
ϕ ∈ MackR(S)(ΩRbig[F ],M)) and θ ∈ Sadd(C )(F,M
∗)
satisfy
ϕ ∈ d♯F (Mack
R(S)(F+,M)) ⇔ θ ∈ Add
R(C )(F,M∗).
Namely, it suffices to show the following (1) and (2).
(1) If ϕ ∈ MackR(S)(F+,M) comes from Mack
R(S)(ΩRbig[F ],M), then the
map Θ(ϕ)X
G
: F (X
G
) → M(X
G
) becomes an R-homomorphism for any X
G
∈
Ob(C ).
(2) For any θ ∈ AddR(C )(F,M∗), the map Φ(θ)X
G
: ΩRbig[F ](
X
G
) → M(X
G
) sat-
isfies Φ(θ)X
G
(IF (
X
G
)) = 0.
Confirmation of (1).
Suppose ϕ ∈ MackR(S)(F+,M) satisfies
ϕ = ψ ◦ dF
for some ψ ∈ MackR(S)(ΩRbig[F ],M). Let
X
G
∈ S0 be any 0-cell. Then for any pair
of elements ξ1, ξ2 ∈ F (
X
G
) and any r1, r2 ∈ R, we have
Θ(ϕ)X
G
(r1ξ1 + r2ξ2) = ϕX
G
([
X
G
id
→
X
G
, r1ξ1 + r2ξ2])
= ψX
G
◦ d
(F )
X
G
([
X
G
id
→
X
G
, r1ξ1 + r2ξ2])
= ψX
G
◦ d
(F )
X
G
(
r1[
X
G
id
→
X
G
, ξ1] + r2[
X
G
id
→
X
G
, ξ2]
)
= ϕX
G
(r1[
X
G
id
→
X
G
, ξ1] + r2[
X
G
id
→
X
G
, ξ2])
= r1ϕX
G
([
X
G
id
→
X
G
, ξ1]) + r2ϕX
G
([
X
G
id
→
X
G
, ξ2])
= r1Θ(ϕ)X
G
(ξ1) + r2Θ(ϕ)X
G
(ξ2).
Confirmation of (2).
Let θ ∈ AddR(C )(F,M∗) be any element, and let X
G
∈ S0 be any 0-cell. Take
any generator
ξ = [
A
K
a
→
X
G
, r1ξ1 + r2ξ2]−
(
r1[
A
K
a
→
X
G
, ξ1] + r2[
A
K
a
→
X
G
, ξ2]
)
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of IF (
X
G
), as in (5.1). Then we have
Φ(θ)X
G
(ξ) = Φ(θ)X
G
([
A
K
a
→
X
G
, r1ξ1 + r2ξ2])
−r1Φ(θ)X
G
([
A
K
a
→
X
G
, ξ1])− r2Φ(θ)X
G
([
A
K
a
→
X
G
, ξ2])
= M∗(a)θ A
K
(r1ξ1 + r2ξ2)− r1M∗(a)θ A
K
(ξ1)− r2M∗(a)θ A
K
(ξ2)
= 0,
since M∗(a) ◦ θ A
K
is an R-homomorphism. 
Corollary 5.6. By composing functors
AddR(C )
(−)+
−→ MackR(S)
(˜−)
−→ MackRdfl(S)
≃
−→ BisetFtrR,
we obtain a functor AddR(C )→ BisetFtrR.
By construction, this sends the trivial functor 0 ∈ Ob(AddR(C )) to the ordinary
Burnside functor.
6. Equivalence of categories Add(C ) ≃ Res(C ).
Let FinGrp denote the category of finite groups and group homomorphisms.
Define its ‘stabilization’ as follows.
Definition 6.1. Define a category FinGrp as follows.
- Ob(FinGrp) = Ob(FinGrp).
- For any G,H ∈ Ob(FinGrp), the set of morphisms FinGrp(G,H) is defined
to be the quotient set
FinGrp(G,H) = FinGrp(G,H)/ ∼,
where two homomorphisms f, f ′ ∈ FinGrp(G,H) are equivalent (f ∼ f ′) if
and only if there exists an element h ∈ H satisfying f ′ = σh ◦ f , i.e.,
f ′(x) = h · f(x) · h−1 (∀x ∈ G).
We denote the equivalence class of f in FinGrp by f .
Remark 6.2. Remark that we have a fully faithful functor
φ : FinGrp→ C ,
which sends G
f
−→ H in FinGrp to 1
G
1
f
−→ 1
H
in C .
Definition 6.3. In analogy with the case of ordinary restriction functor ([1]), we
denote the category of contravariant functors from FinGrp to RMod simply by
ResR(C ) = Fun(FinGrp, RMod).
We call an object P ∈ Ob(ResR(C )) a restriction functor.
Remark 6.4. Remark that ResR(C ) is equivalent to the full subcategory of the
category Fun(FinGrp, RMod), consisting of contravariant functors P : FinGrp →
RMod which satisfy
P (σg) = idG
for any conjugation homomorphism σg : G→ G associated to g ∈ G.
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Proposition 6.5. There is an equivalence of categories
AddR(C )
∼=
−→ ResR(C ).
Proof. The proof goes completely in the same manner as in [7]. Define functors
R : AddR(C )→ ResR(C ) and F : ResR(C )→ AddR(C )
as follows.
(1) R is the functor induced by the composition by φ. Namely, for any F
η
−→ F ′
in AddR(C ), we define
R(F )
R(η)
−→ R(F ′)
to be
F ◦ φ
η◦φ
−→ F ′ ◦ φ.
(2) For any restriction functor P ∈ Ob(ResR(C )), the functor
F(P ) = FP : C → RMod
is defined as follows.
(i) For each X
G
∈ Ob(C ), take a set of representatives x1, . . . , xs ∈ X of orbits
in X . Then for each 1 ≤ i ≤ s, there is an adjoint equivalence
ζiX
G
:
1
Gxi
≃
−→
Gxi
G
,
which yields an adjoint equivalence
ζX
G
=
⋃
1≤i≤s
ζiX
G
:
1
Gx1
∐ · · · ∐
1
Gxs
≃
−→
Gx1
G
∐ · · · ∐
Gxs
G
≃
−→
X
G
.
Define FP (
X
G
) by
FP (
X
G
) = P (Gx1)⊕ · · · ⊕ P (Gxs).
(ii) Let X
G
, Y
H
∈ Ob(C ) be any pair of objects, with the sets of representatives
of orbits x1, . . . , xs ∈ X and y1, . . . , yt ∈ Y and morphisms ζX
G
, ζ Y
H
chosen
in (i). Let α : X
G
→ Y
H
be any 1-cell in S. Since a 1-cell preserves orbits,
for each 1 ≤ i ≤ s, there exists a unique ji satisfying α(Gxi) ⊆ Hyji . This
yields a 1-cell
αi =
( 1
Gxi
ζiX
G−→
Gxi
G
α|Gxi−→
Hyji
H
(ζ
ji
Y
H
)−1
−→
1
Hyji
)
.
Define ωij by
ωij =
{
P (αi) j = ji
0 otherwise
.
Using this, we define
FP (α) : FP (
Y
H
)→ FP (
X
G
)
to be the matrix
[ωij ]i,j : P (Hy1)⊕ · · · ⊕ P (Hyt)→ P (Gx1)⊕ · · · ⊕ P (Gxs).
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It is straightforward to check those R and F in fact form functors. We only show
they are mutually quasi-inverse to each other.
For any P ∈ Ob(ResR(C )) and any G ∈ Ob(FinGrp), we have
R(F(P )(G)) = FP (
1
G
) = P (G),
and this gives an isomorphism
R(F(P ))
∼=−→ P,
which is natural in P .
Conversely, for any F ∈ Ob(AddR(C )) and any X
G
∈ Ob(C ) with the set of
representatives of orbits x1, . . . , xs ∈ X , we have an adjoint equivalence ζX
G
as in
(i) above, which yields an isomorphism
F(R(F ))(
X
G
) = R(F )(Gx1 )⊕ · · · ⊕ R(F )(Gxs)
= F (
1
Gx1
)⊕ · · · ⊕ F (
1
Gxs
)
∼=←−
F (ζX
G
)
F (
X
G
).
These form an isomorphism
F(R(F ))
∼=
−→ F,
and it can be confirmed to be natural in F . 
Definition 6.6. Let G,H be finite groups. For a homomorphism f : G → H , we
denote the bisets
HHG = Inddeff , and GHH = Infresf
by t(f) and r(f), respectively.
Remark 6.7. If f, f ′ : G→ H satisfy f = f ′ in FinGrp, then there are isomorphisms
of bisets
t(f) ∼= t(f ′) and r(f) ∼= r(f ′).
Remark that this r defines a contravariant functor
r : FinGrp→ B,
and thus by composition, a functor
r♯ = (− ◦ r) : BisetFtrR ≃ Add(B, RMod)→ ResR(C ).
Definition 6.8. By composing functors obtained so far, we define a functor (−)⊕ : Res
R(C )→
BisetFtrR to be the composition of
ResR(C )
F
−→ AddR(C )
(−)+
−→ MackR(S)
(˜−)
−→ MackRdfl(S)
≃
−→ BisetFtrR.
Corollary 6.9. The functor (−)⊕ : Res
R(C )→ BisetFtrR is a left adjoint to
r♯ : BisetFtrR → ResR(C ).
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Proof. This follows from Corollary 3.6, Proposition 5.5 and 6.5, since there is a
commutative diagram of functors as follows.
AddR(C ) MackR(S) MackRdfl(S)
ResR(C ) BisetFtrR
M∗←[(M∗,M∗)oo ? _oo
R ≃

≃

r
♯
oo


7. Direct construction of (−)⊕ : Res(C )→ BisetFtr .
Definition 7.1. Let P : FinGrp → RMod be any object in ResR(C ). For each
finite group G, define R-modules SP (G), NP (G) and P⊕(G) as follows.
(1) Define SP (G) by
SP (G) =
⊕
K
f
→G
P (K),
where the direct sum runs over all group homomorphisms K
f
→ G. For
K
f
→ G and κ ∈ P (K), the corresponding element in SP (G) is denoted by
(K
f
→ G, κ) or simply by (f, κ)
(2) NP (G) ⊆ SP (G) is the submodule generated by the following subset of
SP (G). (f, κ)− (f
′, P (π)(κ))
∣∣∣∣∣∣∣∣∣
K ′ K
G G
π //
f ′

f

σg
//
 in FinGrp,
π is surjective,
g ∈ G, κ ∈ P (K).

(3) P⊕(G) is the quotient of SP (G) by NP (G):
P⊕(G) = SP (G)/NP (G).
We denote the equivalence class of (K
f
→ G, κ) in P⊕(G) by [K
f
→ G, κ],
or simply by [f, κ].
Definition 7.2. Let H,K be finite groups.
(1) A span to H from K in FinGrp is defined to be a triplet (q,G, p) of
- a finite group G,
- homomorphisms p : G → K and q : G → H .
(2) Let (q,G, p) and (q′,G′, p′) be spans to H from K. A contraction
(h, π, k) : (q,G, p)։ (q′,G′, p′)
is a triplet of
- surjective group homomorphism π : G → G′,
- elements h ∈ H and k ∈ K,
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which makes the following diagram commutative.
(7.1)
G K
G′ K
H H
p //
π  ❄
❄❄
❄❄
p′
//
σk

q

q′

σh
//


Lemma 7.3. Let P ∈ Ob(ResR(C )) be any object, let H,K be finite groups, and
let
(h, π, k) : (q,G, p)։ (q′,G′, p′)
be a contraction. Then for any κ ∈ P (K), the equality
[G
q
→ H,P (p)(κ)] = [G′
q′
→ H,P (p′)(κ)]
holds in P⊕(H).
Proof. By the commutativity of (7.1), This follows from
[q, P (p)(κ)] = [q, P (p)P (σk)(κ)]
= [q, P (π)(P (p′)(κ))] = [q′, P (p′)(κ)].

Definition 7.4. Let G,H,K be finite groups. Let HUG be an H-G-biset, and let
f : K → G be a group homomorphism.
(1) For any u ∈ U , define its stabilizing span (qu,Gu(K), pu) of f at u by
Gu(K) = {(h, k) ∈ H ×K | hu = uf(k)},
qu((h, k)) = h, pu((h, k)) = k (∀(h, k) ∈ Gu(K)).
We depict this as follows.
Gu(K) K
H G
pu //
qu

f

oo
U
sp
(2) Denote the double coset H\U/K = H\U/f(K) by DU (f).
Remark 7.5. Let G,H,K,U, f be as in Definition 7.4. If u, u′ ∈ U satisfies HuK =
Hu′K in DU (f), then there is a contraction
(qu,Gu(K), pu)։ (qu′ ,Gu′(K), pu′).
Proof. By HuK = Hu′K, there are h0 ∈ H and k0 ∈ K satisfying u′ = h0uf(k0).
Since the conjugation homomorphism
σ(h0,k0) : Gu(K)
∼=
−→ Gu′(K) ; (h, k) 7→ (h0hh
−1
0 , k0kk
−1
0 )
gives an isomorphism compatible with σh0 and σk0 , we have a contraction
(h0, σ(h0,k0), k0) : (qu,Gu(K), pu)։ (qu′ ,Gu′(K), pu′).

28 HIROYUKI NAKAOKA
Proposition 7.6. Let G,H,K,U, f be as in Definition 7.4. If we take a set of
representatives u1, . . . , us ∈ U for DU (f) = H\U/K, and take stabilizing spans of
f at ui
(qui ,Gui(K), pui) (1 ≤ i ≤ s),
then there is an isomorphism of H-K-bisets
U ×
G
t(f) ∼=
∐
1≤i≤s
t(qui) ×
Gui (K)
r(pui ).
Proof. Remark that U ×
G
t(f) is nothing but the biset HUK , where K acts on U
through f as
u · k = uf(k) (∀u ∈ U, ∀k ∈ K).
Thus with u1, . . . , us, we have a decomposition
U ×
G
t(f) = HUK =
∐
1≤i≤s
HuiK
as an H-K-biset.
Hence it remains to show that for any u ∈ U , there is an isomorphism of H-K-
bisets
HuK ∼= t(qu) ×
Gu(K)
r(pu).
By definition, t(qu) ×
Gu(K)
r(pu) = H ×
Gu(K)
K is a quotient ofH×K by an equivalence
relation, which can be rephrased as follows.
(h, k), (h′, k′) ∈ H ×K are equivalent.
⇔ there is (h0, k0) ∈ Gu(K) satisfying hh0 = h′ and k = k0k′.
⇔ there is (h0, k0) ∈ H ×K satisfying hh0 = h′, k = k0k′ and h0u = uf(k0).
⇔ (h, k), (h′, k′) satisfy h−1h′u = uf(kk′−1).
⇔ (h, k), (h′, k′) satisfy huf(k) = h′uf(k′).
Thus there is an isomorphism of H-K-bisets
t(qu) ×
Gu(K)
r(pu)→ HuK ; [h, k] 7→ huf(k).

Proposition 7.7. Let G,H,K,L be finite groups, let HUG and LVH be bisets, and
let f : K → G be a group homomorphism. Then the following holds.
(1) Let u ∈ U and v ∈ V be any pair of elements, and put w = [v, u] ∈ V ×
H
U .
Take stabilizing spans
- (qu,Gu(K), pu) of K
f
→ G at u,
- (qv,Gv(Gu(K)), pv) of Gu(K)
qu
→ H at v,
- (qw,Gw(K), pw) of K
f
→ G at w.
Then there exists a contraction
(qv,Gv(Gu(K)), pu ◦ pv)։ (qw,Gw(K), pw).
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This can be depicted as follows.
Gw(K)
Gv(Gu(K)) Gu(K) K
L H G
pv
//
pu
//
qv

qu

f

oo
V
oo
U
pw
))
aaaa❉❉❉❉❉❉
qw
  


sp sp
(2) Let u1, . . . , us ∈ U be a set of representatives for DU (f), and let vi1, . . . , viti ∈
V be a set of representative for DV (qui), for each 1 ≤ i ≤ s. If we put
wij = [vij , ui], then
{wij ∈ V ×
H
U | 1 ≤ i ≤ s, 1 ≤ j ≤ ti}
gives a set of representatives for DV×
H
U (f).
Proof. (1) We have
Gv(Gu(K)) = {(ℓ, (h, k)) ∈ L× Gu(K) | ℓv = vh}
= {(ℓ, h, k) ∈ L×H ×K | ℓv = vh, hu = uf(k)},
and
Gw(K) = {(ℓ, k) ∈ L×K | ℓ[v, u] = [v, u]f(k)}
= {(ℓ, k) ∈ L×K | ℓv = vh, hu = uf(k) for some h ∈ H}.
If we define
π : Gv(Gu(K))→ Gw(K)
by π((ℓ, h, k)) = (ℓ, k), this gives a contraction
(e, π, e) : (qv,Gv(Gu(K)), pu ◦ pv)։ (qw,Gw(K), pw).
(2) First we show V ×
H
U =
⋃
i,j
Lwijf(K). Take any [v, u] ∈ V ×
H
U . Since U =∐
1≤i≤s
Huif(K), there exists 1 ≤ i ≤ s and (h, k) ∈ H ×K satisfying
u = huif(k).
Then for vh ∈ V , since V =
∐
1≤j≤ti
Lvijqui(Gui (K)), there exist 1 ≤ j ≤ ti and
(ℓ, h′, k′) ∈ L×H ×K satisfying
vh = ℓvijh
′, h′ui = uif(k
′).
Thus we have
[v, u] = [v, huif(k)] = [ℓvijh
′, uif(k)]
= [ℓvij , uif(k
′)f(k)] = ℓ[vij , ui]f(k
′k).
This means V ×
H
U =
⋃
i,j
L[vij , ui]f(K).
It remains to show that this union is disjoint. Suppose
wi′j′ ∈ Lwijf(K)
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holds for some i, j and i′, j′. Then there exists ℓ ∈ L, k ∈ K and h ∈ H satisfying
(vi′j′ , ui′) = (ℓvijh, h
−1uif(k)).
Thus ui′ = h
−1uif(k) implies i
′ = i, and then vij′ = ℓvijh implies j
′ = j. 
Definition 7.8. Let P be an object in ResR(C ), let HUG be any H-G-biset. For
any element [K
f
→ G, κ] ∈ P⊕(G), define P⊕(U)([K
f
→ G, κ]) ∈ P⊕(H) as follows.
• Choose a set of representatives u1, . . . , us ∈ U for DU (f), and take stabi-
lizing span (qui ,Gui(K), pui) for each 1 ≤ i ≤ s. Then, define as
(7.2) P⊕(U)([K
f
→ G, κ]) =
∑
1≤i≤s
[Gui(K)
qui→ H,P (pui)(κ)].
Remark 7.9. Let P,U and [K
f
→ G, κ] ∈ P⊕(G) be as above.
(1) For each (K
f
→ G, κ) ∈ SP (G), the right hand side of (7.2) does not depend
on the choice of the set of representatives u1, . . . , us ∈ U .
(2) (7.2) gives a well-defined module homomorphism P⊕(U) : P⊕(G)→ P⊕(H).
(3) If U ∼= U ′ holds for H-G-bisets U and U ′, then P⊕(U)([f, κ]) = P⊕([f, κ])
holds.
(4) For arbitrary H-G-bisets U and U ′,
P⊕(U ∐ U
′)([f, κ]) = P⊕(U)([f, κ]) + P⊕(U
′)([f, κ])
holds. Namely, we have P⊕(U ∐ U
′) = P⊕(U) + P⊕(U
′).
Proof. (1) Let u1, . . . , us ∈ U and u′1, . . . , u
′
s ∈ U be two choices of sets of repre-
sentatives for DU (f). Renumbering u
′
1, . . . , u
′
s if necessary, we may assume that
HuiK = Hu
′
iK holds for each 1 ≤ i ≤ s. Then there is a contraction
(hi, σ(hi,ki), ki) : (qui ,Gui(K), pui)։ (qu′i ,Gu′i(K), pu′i)
for any 1 ≤ i ≤ s by Remark 7.5, and thus we have
[Gui(K)
qui→ H,P (pui)(κ)] = [Gu′i (K)
qu′
i→ H,P (pu′
i
)(κ)]
by Lemma 7.3.
By a similar argument, (2), (3) will follow from the following claim, which can
be confirmed easily.
Claim 7.10. Let ν : U
∼=
−→ U ′ be an isomorphism of H-G-bisets, and let
K ′ K
G G
π //
f ′

f

σg
//
 (g ∈ G)
be any commutative diagram in FinGrp, with π surjective. Then the following
holds.
(i) If u1, . . . , us ∈ U is a set of representatives forDU (f), then ν(u1)g, . . . , ν(us)g ∈
U ′ gives a set of representatives for DU ′(f
′).
(ii) For any u ∈ U , take stabilizing spans
- (qu,Gu(K), pu) at u ∈ U of K
f
→ G,
- (qν(u)g,Gν(u)g(K
′), pν(u)g) at ν(u)g ∈ U
′ of K ′
f ′
→ G.
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Then, the group homomorphism
π† : Gν(u)g(K
′)→ Gu(K) ; (h, k
′) 7→ (h, π(k′))
gives a contraction
(e, π†, e) : (qν(u)g,Gν(u)g(K
′), π ◦ pν(u)g)։ (qu,Gu(K), pu).
In fact, by Lemma 7.3 and Claim 7.10, it follows
P⊕(U)([K
f
→ G, κ]) =
∑
1≤i≤s
[Gui(K)
qui→ H,P (pui)(κ)]
=
∑
1≤i≤s
[Gν(ui)g(K)
qν(ui)g→ H,P (pν(ui)g)P (π)(κ)]
= P⊕(U
′)([K ′
f ′
→ G,P (π)(κ)]).
(4) This is trivial, since for any sets of representatives u1, . . . , us ∈ U for DU (f)
and u′1, . . . , u
′
t ∈ U
′ for DU ′(f), their union
u1, . . . , us, u
′
1, . . . , u
′
t ∈ U ∐ U
′
gives a set of representatives for DU∐U ′(f). 
Remark 7.11. Let P ∈ Ob(ResR(C )) be any restriction functor, let f : G → H be
any group homomorphism, and let κ ∈ E(G) and η ∈ E(H) be any element. The
following holds.
(1) P⊕(t(f))([G
idG→ G, κ]) = [G
f
→ H,κ].
(2) P⊕(r(f))([H
idH→ H, η]) = [G
id
→ G,P (f)(η)].
Especially, we have P⊕(GIdG)([G
idG→ G, κ]) = [G
id
→ G, κ].
Lemma 7.12. Let P be an object in ResR(C ). Let G,H,K,L be finite groups,
let HUG and LVH be bisets, and let K
f
→ G be any homomorphism. Then for any
κ ∈ P (K), we have
P⊕(V ×
H
U)([K
f
→ G, κ]) = P⊕(V )P⊕(U)([K
f
→ G, κ]).
Proof. Let u1, . . . , us ∈ U be a set of representatives forDU (f), and let vi1, . . . , viti ∈
V be a set of representatives for DV (qui). If we put wij = [vij , ui], then by Lemma
7.3 and Proposition 7.7, we have
P⊕(V ×
H
U)([K
f
→ G, κ]) =
∑
1≤i≤s
∑
1≤j≤ti
[Gwij (K)
qwij
−→ L, P (pwij )(κ)]
=
∑
1≤i≤s
∑
1≤j≤ti
[Gvij (Gui (K))
qvij
→ L, P (pvij )P (pui)(κ)]
= P⊕(V )
( ∑
1≤i≤s
[Gui(K)
qui→ H,P (pui)(κ)]
)
= P⊕(V )P⊕(U)([K
f
→ G, κ]).

By Remark 7.9, we can define as follows.
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Definition 7.13. Let P be any object in ResR(C ) and let G,H be any pair of
finite groups. Extending (7.2) by linearity, we obtain a well-defined module homo-
morphism
P⊕ : B(G,H)→ RMod(P⊕(G), P⊕(H)).
Proposition 7.14. Let P be any object in ResR(C ). With the correspondences
defined in Definition 7.1 and Definition 7.13,
P⊕ : B → RMod
forms an additive functor. Namely, P⊕ becomes a biset functor.
Proof. This immediately follows from Remark 7.9, 7.11 and Lemma 7.12. 
Lemma 7.15. Let P ∈ Ob(ResR(C )) be any object. For each finite group G,
define a homomorphism δ
(P )
G : P (G)→ P⊕(G) by
δ
(P )
G (κ) = [G
idG→ G, κ].
Then δ(P ) = {δ
(P )
G }G∈Ob(FinGrp) gives a morphism
δ(P ) : P → r♯(P⊕)
in ResR(C ).
Proof. For any group homomorphism f : G→ H and any κ ∈ P (H), we have
P⊕(r(f))δ
(P )
G (κ) = P⊕(r(f))([H
idH→ H,κ])
= ([G
idG→ G,P (f)(κ)]) = δ
(P )
H P (f)(κ)
by Remark 7.11.

Proposition 7.16. For any P ∈ Ob(ResR(C )) and B ∈ Ob(BisetFtrR), there is
a natural bijection
BisetFtrR(P⊕, B)
∼=
−→ ResR(C )(P, r♯B).
Proof. We construct maps
Ξ: BisetFtrR(P⊕, B)→ Res
R(C )(P, r♯B)
and
Λ: ResR(C )(P, r♯B)→ BisetFtrR(P⊕, B),
and show that they are inverse to each other.
(1) Construction of Ξ.
For any morphism λ ∈ BisetFtrR(P⊕, B), define Ξ(λ) : P → r
♯B by
Ξ(λ) = r♯(λ) ◦ δ.
(2) Construction of Λ.
Let ξ ∈ ResR(C )(P, r♯B) be any morphism. For any finite group G, define a
homomorphism Λ(ξ)G : P⊕(G)→ B(G) by
Λ(ξ)G([K
f
→ G, κ]) = B(t(f))ξK (κ).
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For any H-G-biset U , if we take a set of representatives u1, . . . , us ∈ U for DU (f),
then we have
Λ(ξ)H ◦ P⊕(U)([K
f
→ G, κ]) = Λ(ξ)H
( ∑
1≤i≤s
[Gui(K)
qui→ H,P (pui)(κ)]
)
=
∑
1≤i≤s
B(t(qui ))ξGui (K)P (pui)(κ)
=
∑
1≤i≤s
B(t(qui ))B(r(pui ))ξK(κ)
= B
( ∐
1≤i≤s
t(qui ) ×
Gui (K)
r(pui)
)
ξK(κ)
= B(U ×
G
t(f))ξK(κ)
= B(U)B(t(f))ξK (κ)
= B(U) ◦ Λ(ξ)G([K
f
→ G, κ])
by Proposition 7.6. This implies the commutativity of
P⊕(G) B(G)
P⊕(H) B(H)
Λ(ξ)G //
P⊕(U)

B(U)

Λ(ξ)H
//

which shows that Λ(ξ) : P⊕ → B is a morphism of biset functors.
(3) Confirmation of Ξ ◦ Λ = id.
For any ξ ∈ ResR(C )(P, r♯B) and G, we have
Ξ(Λ(ξ))G(κ) = Λ(ξ)G([G
idG→ G, κ]) = B(t(idG))ξG(κ) = ξG(κ) (∀κ ∈ P (K)).
This means Ξ(Λ(ξ)) = ξ.
(4) Confirmation of Λ ◦ Ξ = id.
For any λ and G, and for any [K
f
→ G, κ] ∈ P⊕(G), we have
Λ(Ξ(λ))G([K
f
→ G, κ]) = B(t(f)) ◦ Ξ(λ)K(κ)
= B(t(f)) ◦ λK([K
idK→ K,κ])
= λG ◦ P⊕(t(f))([K
idK→ K,κ]) = λG([K
f
→ G, κ])
by Remark 7.11. 
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