Abstract-
the aforementioned sensors can provide detailed spectralspatial-elevation information to obtain the robust description of a scene.
To make full use of the MSI/HSI and LiDAR data, various methods and strategies have been proposed in the literature since the last decade [2] .
In the early stage, the investigated methods were relatively simple. For instance, one way is to stack the LiDAR as one channel to the HSI [3] , and the classification is applied on the stacked data. Because of the discriminant features of LiDAR, the classification performance is increased. However, a simple concatenation of original features may not be powerful enough to separate the classes of interest.
Support vector machines (SVMs) exhibit low sensitivity to high dimensionality, and therefore, SVM-based classifiers for HSI might lead to better classification accuracy than other widely used pattern recognition techniques [4] . Recently, kernel-based methods have attracted the attention of many researchers due to their capability for integrating heterogeneous information provided by multisource remote sensors [4] .
Traditional feature extraction methods usually have limited performance in invariant feature learning. While recently, deep learning has been proposed to extract the features in a hierarchical way [5] , which provides a promising direction for deep feature-based fusion. Among deep learning approaches, convolutional neural networks (CNNs) are theoretically sound due to its powerful feature extraction capability inspired by neuroscience [6] , and CNNs have successfully been applied to a wide variety of applications [7] .
In this letter, we investigate the potential of a deep model for remote sensing data fusion. The proposed deep model uses CNNs to extract the spectral-spatial features of MSI/HSI as well as the spatial-elevation features of LiDAR data. Then, a deep neural network (DNN) is used to fuse the extracted features of the CNNs for classification.
The main contributions of the letter are listed as follows. 1) To the best of our knowledge, CNNs have not been used for LiDAR data feature extraction. Here, we carefully design a deep architecture to extract the contextual features of LiDAR data. 2) A new feature fusion method, which is based on DNNs, is proposed to fuse the heterogeneous features extracted by CNNs. 3) Dropout and batch normalization (BN) are used to boost the performance of the proposed method in terms of classification accuracy. The rest of this letter is organized as follows. Section II elaborates on the proposed deep fusion framework and Section III presents the experimental results on several remote sensing data sets. Finally, Section IV summarizes the observations by providing the main concluding remarks.
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II. DEEP FUSION OF REMOTE SENSING DATA

A. Framework of the Proposed Method
The flowchart of the proposed deep fusion of MSI/HSI and LiDAR data for image classification is shown in Fig. 1 . In the CNNs, pixels in a neighborhood region of a given pixel in the original data are taken into consideration. The CNNs are designed to extract the spectral-spatial features of MSI/HSI, and the spatial-elevation features of LiDAR data. Then, a fully connected DNN is adopted to fuse the aforementioned features. At the end of the framework, logistic regression is employed to produce the final classification map.
The whole procedure is optimized through back propagation with the help of training samples. Details of the proposed framework are elaborated in the following sections.
B. Convolutional Neural-Network-Based Feature Extraction
Convolution layers, nonlinear transformation, and pooling layers are the three fundamental parts of CNNs [8] . By stacking several convolution layers with nonlinear operation and several pooling layers, a deep CNN can be formulated. Deep CNNs can hierarchically extract features of inputs, which tend to be invariant and robust [9] .
Using a specific architecture like local connections and shared weights, CNNs tend to provide good generalization when facing vision problems.
A convolutional layer with nonlinear operation is as follows:
where
is the i th feature map of the previous (l − 1)th layer, x l j is the j th feature map of the current (l)th layer, and M is the number of input feature maps. k are randomly initialized and set to zero, respectively, then they are fine-tuned through back propagation. f (·) is a nonlinear function, and * is the convolution operation.
Pooling operation offers invariance by reducing the resolution of the feature maps. The neuron in the pooling layer combines a small N × N (e.g., N = 2) patch of the convolution layer. The most common pooling operation is max pooling.
The success of CNNs mostly relies on the fact that the networks hierarchically learn the context invariant features, which are particularly useful for image classification.
C. Deep Neural-Network-Based Deep Fusion
Through the aforementioned CNNs, the spatial-elevation and spatial-spectral information can be extracted from LiDAR and MSI/HSI, respectively. In this section, the extracted features are fused based on fully connected DNNs.
Due to the high dimensionality and limited training samples, overfitting is a serious problem one may face. In order to handle the issue, a recently introduced method named dropout is used [10] . This method is based on setting the output of some hidden neurons to zero; thus, the dropped neurons do not contribute in the forward pass and are not used in the back-propagation procedure. In different training epochs, the deep net forms different neural networks by dropping neurons randomly. The dropout method prevents complex co-adaptations, and the neurons can learn the correct features.
In order to build up a robust network, rectified linear units (ReLUs) are used in the training procedure [11] . In this letter, a ReLU is investigated, which is a simple nonlinear operator. This method accepts the output of a neuron if it is positive, while it returns 0 if the output is negative.
By using ReLU and dropout, the outputs of majority neurons turn to 0. We use several ReLUs and dropouts at several layers to achieve a powerful sparse-based regularization for the deep network and in parallel, address the overfitting problem for MSI/HSI and LiDAR data classification.
To further boost the performance of our networks, an advanced technique named BN is adopted [12] . BN explicitly forces the activations of each layer to have zero means and unit variants. During the training process, the distribution of activations keeps changing due to the change of network parameters, i.e., this refers to the internal covariate shit, while BN is proposed to tackle this problem. B = {x 1 , x 2 , . . . , x m } contains values over a mini-batch, and then, the BN mechanism can be formulated as follows: 
Equation (4) implements the normalization operation. Then, the normalized value is scaled and shifted by learnable parameters γ and β to get the final result y i . In the implementation, BN can be inserted anywhere into the network just as a normal computational layer since all steps in the BN are based on simple differentiable operations. The BN is a practical tool in training DNNs for the following reasons. First, it can alleviate the problem caused by improper network initialization. Second, it can effectively speed up the training procedure by preventing "gradient vanishing."
III. EXPERIMENTAL RESULTS
A. Data Description and Experimental Settings
Three data sets were used in our study to evaluate the proposed methods. All three data sets used in this letter are benchmark data sets which have been geometrically corrected. Two of them contain multispectral and LiDAR data, while the last is composed of hyperspectral and LiDAR data.
The first two data sets are subregions of a scene acquired from the downtown area of San Francisco, USA. The former is located at Bayview Park (Fig. 2) , and the latter is located at a factory named "Recology" (Fig. 3) . The MSIs with eight bands ranging 400-1040 nm in the wavelength were acquired on October 9, 2011 by WorldView2, and the corresponding LiDAR data were acquired in June 2010. The Bayview Park data set has 300 × 200 pixels with seven land cover classes, while the Recology data set has 200 × 250 pixels with eleven land cover classes. Both of them have a resolution of 1.8 m. For both sets, 50 samples were randomly selected from each class as training samples and the rest labeled as test samples. Detailed information about the numbers of samples of the above-mentioned data sets can be found in [4] .
The third data set (Fig. 4) was captured over the University of the Houston Campus and the neighboring urban area by the NSF-funded Center for Airborne Laser Mapping. The HSI with 144 bands in the spectral range of 380-1050 nm was acquired on June 23, 2012, and the LiDAR data were acquired on June 22, 2012. The Houston data set has 349 × 1905 pixels with a spatial resolution of 2.5 m. The available training samples cover 15 classes. For this data set, 80 samples were randomly selected from each class as training and the rest as test samples [13] . Particularly, LiDAR-derived digital surface models (LiDAR-DSMs) were used to provide elevation information for the convenience of computer processing.
Totally, three nets were trained for each data set in the experiments: a designed spectral net, a proposed LiDAR net, and a proposed net for fusion. The spectral net and the LiDAR net are both convolutional nets with similar structures. For the spectral net, the size of the neighborhood window was set to 27 × 27, while for the LiDAR net, a larger window size (41 × 41) was adopted to include more spatial information in the input. Both of the spectral and LiDAR-DSM data were linearly mapped into [−0.5, 0.5] for the convenience of training. In consideration of the small input size and limited training samples, only three convolution layers and pooling layers were used. To deal with the vanishing gradient problem and accelerate the training procedure, a layer of BN was inserted after each convolution layer.
Both spectral and LiDAR-DSM data were converted into 128-dimension vectors through CNNs. Then, the stacked vector had 256 dimensions containing spectral, spatial, and elevation information.
In the training process, mini-batch-based back-propagation was taken into account. The size of the mini-batch was set to 25 for all three nets. The initial learning rate of all CNNs was set to 0.005, and the learning rate gradually decreased to a half of its former value with a step size of 30 epochs. The number of training epochs was 240 for convolutional nets and 180 for the fully connected net.
SVM classifiers with radial basis functions using extended multiattribute profiles [13] and extended multiextinction profiles [14] , which were called EMAP-SVMs and EMEP-SVMs for short, were used for comparison. We used the same parameters as [12] to ensure the effectiveness of EMAPs. For EMEPs, four attributes considered were: 1) area; 2) height; 3) volume; and 4) diagonal of the bounding box. Thresholds values used to generate EPs are automatically given by a j , where j = 0, 1, . . . , s−1. Here, we set a and s to 3 and 7, respectively, as [13] .
There are two parameters for SVMs with RBF: the penalty factor C and the RBF kernel width γ . The best C was searched within the given set {10 −1 , 10 0 , 10 1 , 10 2 , 10 3 } and the best γ was searched within the given set {10 −3 , 10 −2 , 10 −1 , 10 0 , 10 1 }. Here, we adopted the fivefold cross-validation method to search for the optimal SVM parameters. In order to quantitatively compare and estimate the capabilities of the proposed models, overall accuracy (OA), average accuracy (AA), and Kappa coefficient (K) were conducted independently for ten times to achieve a statistical evaluation, which aimed to alleviate the bias of the weight initialization of CNNs.
B. Experiment Results and Analysis
The average classification accuracy of each class and its standard deviation on Bayview Park data set is listed in Table I.  Tables II and III are dedicated to the classification results obtained on Recology and Houston data sets, where we only list average OA, AA, and K along with their corresponding standard deviations.
1) Performances Using Spectral and LiDAR Information Separately:
All of three classifiers have shown better performances on spectral than those on LiDAR data. LiDAR data only contain elevation information which is not sufficient to discriminate different categories for complex classification tasks. From Table I , it can be seen that classifiers using only LiDAR data have demonstrated rather poor performances on classes with similar heights. For classifiers based on the spectral data, more information is available so that there is not any sharp deterioration of accuracies between different classes of interest. However, for separating objects made by deep fusion framework, higher accuracies can be achieved compared to the use of each source individually. The improvement is due to the joint use of spectral and elevation information. Meanwhile, our deep fusion and classification networks lead to higher OA, AA, and Ks for all three data sets than the ones obtained by the EMEP-SVM and EMAP-SVM classifiers on randomly chosen training sets. In addition, the proposed method achieves the highest class specific accuracies on almost all classes. Besides we also conducted experiments on standard training and test samples of Houston data set. Detailed information about the number of standard training and test samples can be found in [14] . In this case, basic structures of the model remained the same except that a smaller neighborhood window (11 × 11) was adopted for both spectral and LiDAR networks. Table IV shows classification accuracies of the deep fusion model and EMEP-CNN methods proposed in [14] . It can be seen that our method outperforms EMEP-CNNs and achieves rather competitive results compared to state-of-the-art techniques.
The competitive performance of our method is mainly obtained due to the following two advantages: first, as mentioned before, CNNs are powerful tools for the feature extraction. Through CNNs, spectral and LiDAR data can be converted into highly abstract feature vectors, which are crucial for the following fusion and classification. Second, in our deep fusion method, a fully connected neural network is used for the fusion of spectral and LiDAR data features instead of simply stacking them together. The network can learn nonlinear combinations of the two kinds of features through training which are useful for the final classification.
3) Statistical Significance About the Difference Between Methods: Besides the above metrics, McNemar's test [15] was adopted to demonstrate the statistical significance in the classification accuracy obtained by the proposed deep fusion method. McNemar's test is a nonparametric test based on the standardized normal test statistic
where f i j indicates the number of samples correctly classified by method i while misclassified by method j . From Table V , it can be seen that for all of the three data sets, the differences between the deep fusion method and other methods are statistically significant in most cases. The results further confirm that the proposed fusion framework can effectively improve classification performances.
IV. CONCLUSION In this letter, a deep model is proposed for remote sensing data fusion and classification. CNNs are used to effectively extract abstract and informative features from MSI/HSI and LiDAR data, separately. Then, a DNN is adopted to fuse the heterogeneous features obtained by the aforementioned CNNs. The fused features are useful for accurate classification. The experimental results with three data sets indicate the usefulness of the proposed deep fusion model, and it opens a new window for remote sensing data fusion.
