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Magnetic reconnection is a ubiquitous phenomenon in turbulent plasmas. It is an important part of the
turbulent dynamics and heating of space and astrophysical plasmas. We examine the statistics of magnetic
reconnection using a quantitative local analysis of the magnetic vector potential, previously used in magneto-
hydrodynamics simulations, and now generalized to fully kinetic PIC simulations. Different ways of reducing
the particle noise for analysis purposes including multiple smoothing techniques are explored. We find that
a Fourier filter applied at the Debye scale is an optimal choice for analyzing PIC data. Finlay, we find a
broader distribution of normalized reconnection rates compared to the MHD limit with rates as large as 0.5
but with an average of approximately 0.1.
I. INTRODUCTION
Most naturally occurring plasmas are observed (e.g.,
1–5) or believed to be (e.g., 6,7) in a turbulent state.
Turbulent plasma dynamics create strong gradients in
the magnetic field, leading to conditions in which the
magnetic topology may change at kinetic scales. This can
produce fast, bursty outflows associated with magnetic
reconnection8. Magnetic reconnection not only mediates
the development of turbulence but also is very efficient at
converting magnetic field energy into kinetic energy, both
in flows and in thermal degrees of freedom. It is therefore
of great importance to quantify the role of reconnection
in turbulence, an issue addressed here for collisionless
kinetic plasma, which is particularly relevant for space
and astrophysical applications.
The interplay of reconnection and turbulence can be
seen as a two-way interaction: on the one hand, tur-
bulence can establish and sometimes control the condi-
tions for reconnection, and on the other hand, phenom-
ena associated with reconnection, such as exhaust jets,
can drive turbulence9–11. It has been established12 that
MHD turbulence causes magnetic flux tubes to interact
and reconnect, leading to a broad statistical distribu-
tion of reconnection rates. Similarly, external driving of
turbulence can induce rapid13 large scale reconnection.
Retino` et al. 14 showed how the dynamics of reconnection
and turbulence are closely intertwined in Earth’s magne-
tosheath. In this study we are interested in the former
problem, reconnection in the midst of broadband plasma
turbulence, extending the Servidio et al. 12 study to the
case of collisionless plasma.
a)Electronic mail: ColbyCH@udel.edu
Large, noise-free, fully kinetic Eulerian Vlasov simu-
lations of turbulence are at present extremely computa-
tionally intensive. These are essentially out of reach of
present day computers although the hybrid Vlasov vari-
ation, with fluid electrons, is tractable15. A less com-
putationally demanding approach to simulating the fully
kinetic model is particle-in-cell (PIC)16 model, which we
employ here. As we will see below, to assess statisti-
cal properties of reconnection requires identification of
physically-correct critical points (here, X-points). For
the PIC method this involves not only the possibility of
numerical issues associated with use of finite differences
in space, but also additional subtleties connected with
finite numbers of macro-particles per cell (or, per De-
bye sphere)16. Understanding how this numerical issue
can affect the sub-ion scale dynamics of PIC simulations
is an important part of accurately simulating collision-
less plasma turbulence. Several works have shown that
a large number of marco-particles per cell are required
to capture these dynamics using an explicit scheme17,18
In this paper, to achieve reliable and physically correct
results, we study the effects of changing the counting
statistics as well as the effects of filtering the electromag-
netic fields. The influence of these variations on different-
order statistical quantities will be considered (i.e the
spectrum, the scale dependent kurtosis and the number
of X-points). Using the appropriate filtering, we analyze
the number of X-points generated in a large fully devel-
oped decaying turbulence simulation, and thereby arrive
at a physically reliable assessment of the associated re-
connection rates in the many flux tube interactions that
occur.
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2II. ACCURACY OF TURBULENCE IN SIMULATIONS
Turbulence involves dynamical activity that spans
broad ranges of temporal and length scales, a prop-
erty that makes accurate simulation inherently diffi-
cult. Computing dynamics of large structures requires
long simulation times, while appropriately simulating the
much faster activity at small dissipation scales requires
fine spatial resolution and well resolved short time scales.
In the midst of these complex dynamics, understanding
the role of magnetic reconnection at inertial range scales
is important for understanding both the topological and
the energetic features of the turbulent cascade19–21. To
quantify the role of reconnection in kinetic turbulence a
first step must be to locate putative reconnection sites. In
two dimensional turbulence this means finding the mag-
netic X-type critical points, namely saddle points of the
magnetic potential, were the in-plane magnetic field is
null. One needs also to understand whether the identified
X-points are physical, or if they are numerical artifacts.
This is not a trivial issue. In 2D MHD, it has been found
that the number of X-points generated during turbulence
depended on the magnetic Reynold’s number (Number of
X-points ∼ Re3/2m )22, even when care is taken to control
for numerical errors. It was also previously shown that
inadequate spatial resolution results in the generation of
spurious X-points, but that the number of critical points
converge to a stable value when the resolution is approx-
imately 3 times smaller than the Kolmogorov dissipation
scale23. It is important to note that while the energy
spectra in an under-resolved simulation might display the
correct characteristic turbulent features, the value of dif-
ferent higher order statistics (e.g. the scale dependent
kurtosis or the number of X-points) can be incorrectly
calculated due to the grid scale Gaussian fluctuations23.
A sequence of studies Wan et al. 22,23,24 has led to a
reasonable level of understanding of the generation of X-
points due to both physical and numerical effects for the
case of MHD turbulence. However, open questions re-
main about proliferation of X-points in kinetic plasmas
and in observations25.
The above-mentioned background makes it clear that
even though a simulation might qualitatively appear to
be properly resolved, the smallest scale dynamics, and
the topology of the magnetic field, might not be accu-
rately accounted for. An understanding of this issue is
potentially critical for studying kinetic physics in turbu-
lent PIC simulations. PIC is a Monte-Carlo technique for
numerical solution of the Vlasov equation that breaks up
the distribution function into a large number of “macro
particles” and then traces their trajectory in both real
and velocity space. Fields in PIC are susceptible to noise
issues as well as entropy conservation violation associ-
ated with poor counting statistics16. In a PIC simula-
tion with fixed spatial resolution, these statistics are ul-
timately tied to the number of macro particles per grid
cell (ppc). Simulations with an inadequate number of
ppc can lead to the gaussianization of real and velocity
space gradients on time scales comparable to those of dy-
namical interest26. It has previously been shown in tur-
bulent PIC simulations that coherent structures ranging
in lengths as small as the electron scale are generated and
that the plasma becomes intermittent20,27. The present
work is geared towards beginning the process of under-
standing what controls the proliferation of X-points in ki-
netic simulations. However before addressing that ques-
tion, or even the question of how the simulation resolu-
tion affects this process, we need to understand if and
how the number of macro particles affects the higher or-
der statistics of smaller scale processes. Here we study
this by using some of the tests outlined in Wan et al. 23
namely the number of X-points and the behavior of the
scale dependent kurtosis.
III. SIMULATION DETAILS
The simulations were performed using the fully kinetic
2.5D (X, Y in real space, VX , VY , VZ in velocity space),
electromagnetic PIC code P3D28. Two sets of simula-
tions are studied. The first set is the Orszag-Tang vor-
tex (OTV) setup29–32, performed in a doubly periodic
domain of (10.24di)
2 with a grid spacing and time step
of ∆x = .02di and ∆t = .0015Ω
−1
ci respectively. The
simulations uses an artificial mass ratio of mi/me = 25
and speed of light c/cA0 = 20 where cA0 is the Aflve´n
speed based on a reference density and magnetic field
of 1 in simulation units. The simulation begins with a
uniform density, a mean out-of-plane magnetic field of 1,
and in-plane magnetic and velocity fluctuation of r.m.s.
strength 0.2. The ion and electron temperatures are ini-
tially uniform with Ti = Te = .3mic
2
A0. Five simulations
were performed, varying the number of particles per cell
(ppc =12, 50, 200, 800, 3200), but keeping all other pa-
rameters fixed. The simulations were performed to times
just after the peak of dissipation (peak in |J2z |) at 15Ω−1ci .
This is slightly less than 2τnl where τnl is the large scale
nonlinear time (eddy turnover time) of the system. This
system at this time is ideal to test the reconnection site
finding algorithm, as the number of physical reconnection
sites can be visually identified and counted.
The second simulation is (102.4di)
2 in size with a
grid spacing of ∆x = 0.0125di and ∆t = 0.0025Ω
−1
ci
and c/cA0 = 30. The simulation was initialized with
an MHD like initial condition with “Alfve´nic perturba-
tions” in the in-plane B and V with an initially speci-
fied spectrum. This simulation was preformed to study
von-Ka´rman energy decay in kinetic plasmas and more
details about the simulation can be found in Wu et al. 33 .
Three different time snapshots of the simulation at times
t = 206.25, 250.0, 292.5 Ω−1ci (where Ω
−1
ci is based on the
mean out-of-plane magnetic field of 5) are used in this
study for better statistics. Details for all of the simu-
lations are presented in Table I along with the number
of macro-particles in a Debye circle NλD where NλD =
piλ2D × ppc/(∆x)2
3TABLE I. Parameters for different turbulent simulations. The
simulation length in di (lx, ly), the grid spacing in di (∆x), the
time step (Ω−1ci based on a uniform magnetic field of B0 = 1),
the speed of light c
cA
, the ion to electron mass ratio (mi
me
), the
number of particles per cell (ppc) and the number of particles
per Debye circle (NλD = piλ
2
D × ppc/(∆x)2).
Name lx = ly ∆x ∆t
c
cA
mi
me
ppc NλD
OTV1 10.24 .02 .0015 20 25 12 71
OTV2 10.24 .02 .0015 20 25 50 295
OTV3 10.24 .02 .0015 20 25 200 1178
OTV4 10.24 .02 .0015 20 25 800 4712
OTV5 10.24 .02 .0015 20 25 3200 18850
PWu1 102.4 .0125 .0025 30 25 400 11170
IV. ANALYSIS METHODS
A. Noise reduction
As alluded to above, any attempt to identify and
tabulate X-points, active reconnection sites, and asso-
ciated reconnection rates in two dimensional turbulence
models must confront both physical and numerical is-
sues, and importantly, must distinguish between them.
In this regard a useful observation is that the onset
of numerical resolution issues in MHD are signified by
the appearance of phase errors and “gaussianization” of
noisy fluctuations at the smallest scales34,35. Apart from
proper resolution to determine the physical reconnection
rate, an added complication is that at high magnetic
Reynolds numbers, the number of X-points increases due
to physical effects22, as the most intense current sheets
themselves become turbulent and unstable at high local
Reynolds numbers.
For the OTV configuration in MHD and at moder-
ate large scale Reynolds numbers (say, Rm < 1000),
one would not expect physical secondary islands to form
dynamically, using the well-known empirical criterion
(threshold of Rm ∼ 10, 000) suggested by Biskamp 36 . As
far as we are aware, for kinetic plasma a similar threshold
is obtained (see, e.g. Daughton et al. 37) with the system
size determining the effective Reynolds number38.
Carrying the above ideas over to the present case of
kinetic simulation, we expect that the number of recon-
nection sites in a moderate size (Reynolds number) OTV
simulation at the peak of current to be ∼ 4. However if
a snapshot is taken from a PIC simulation at this time
and analyzed directly, the number of X-points may be
found to be as large as ∼ 104, depending on parameters.
It transpires, as we will show below, that particle noise
has to be removed before the physical X-points can be
unmasked from the “noise X-points”. For the results dis-
cussed here we will consider three different approaches to
to reducing the particle noise:
• Increasing the number of particles per cell: Ideally
PIC simulations should be run with as many par-
ticles per cell (ppc) as possible. However, com-
putational limits often restrict the choice to a few
hundred for typical simulation. The particle noise
reduces as 1/
√
N where N is the number of ppc.
In this study we varied ppc from 12 to 3200.
• Time averaging: A technique for reducing particle
noise in PIC simulation output data is to time av-
erage the data over time scales much shorter than
those of dynamical interest. This averaging can re-
duce plasma oscillations associated with finite par-
ticle number charge imbalances. In this study we
employed time averaging of the data over a period
of 3Ω−1pe , which is roughly 200 times smaller than
the typical nonlinear time (for the (102.4di)
2 sim-
ulation.
• Gaussian/ Fourier Spatial Filtering: A standard
technique used in studying the scale to scale trans-
fer of energy is real space39,40 or sharp Fourier space
filtering41,42 In this work we will employ a Gaussian
filter as for our real space filtering, defined as:
g(Bi,j) =
∑
k,l
Bk,l√
2piλd/∆x
e
− (i−k)2+(j−l)2
2(λd/∆x)
2 (1)
where each i, j grid point is smoothed by neighbors
with k and l truncated at ±4. For Fourier filtering,
we apply a sharp cutoff in Fourier space at a scale
of interest ks. For both Gaussian and Fourier fil-
tering we applied the filters at the scale λd for each
simulation.
We apply these techniques in concert with the devel-
opment of the specific diagnostics that will be used to
analyze reconnection properties. Subsequently we turn
towards the physical properties revealed by the statis-
tics of reconnection. It should be noted that out of the
three noise reduction procedures mentioned above, only
the increase in number of particles per cell will reduce the
effects of noise in the time evolution of the simulation.
Time averaging and Gaussian/ Fourier filter are post-
processing procedures that do not remove the problems
associated with particle noise during the time evolution
of the simulation.
B. Identifying Critical Points in 2D PIC Turbulence
To identify the critical points in 2.5D simulations, we
follow the procedure devised by Servidio et al. 12,34 . We
examine the 1st and 2nd derivatives of the magnetic vec-
tor potential. Magnetic null points are identified as zeros
of the 1st derivatives. At the null points we consider
the sign of the product of the eigenvalues of the second
derivative (Hessian) Matrix, Mi,j =
∂2a
∂x∂y . Two negative
eigenvalues indicate a maximum of the magnetic vector
potential, and two positive eigenvalues indicate a mini-
mum. Null points where the product of the eigenvalues
4is negative are identified as saddle points, and possible
physical X-points.
V. EFFECTS OF TIME AVERAGING AND SPATIAL
FILTERING
We start by comparing the results of smoothing on tur-
bulent statistics. First we examine power spectra of elec-
tromagnetic fields. Fig 1 shows the omnidirectional spec-
tra of the magnetic field and out-of-plane electric field for
the OTV simulations. The top panel shows the magnetic
field spectra for varying number of particles per cell. The
result, as expected, is that the particle noise goes down
with increasing number of particles, and this is reflected
in the spectra. The discrepancies in magnetic spectrum
for different ppc simulations can be seen at scales as large
as kde ∼ 2. The insert in the top panel shows the power
in magnetic field at the Debye scale as a function of ppc.
As the noise in a variable is expected to go down as
√
N
with number of particles, the energy is expected to go
down linearly. This is indeed the case because the slope
of the line in the figure is -1.
The lower two panels of Fig. 1 show the magnetic
and out-of-plane electric field (Ez) spectra for the largest
ppc run for time averaging as well Gaussian and Fourier
filtering. Time averaging the magnetic field only changes
spectrum very close to the Debye scale, reducing the noise
by a factor of a few. The Gaussian filtered data also
matches the unprocessed data up to the Debye scale. The
Fourier filter by definition matches identically until its
sharp cutoff at Debye scale.
The most drastic effect of time averaging is visible on
Ez. Time averaging on a few plasma frequency time
scales reduces spectral power even at scales ∼ di. This
implies that the time averaging has drastic effect on elec-
tric fields. The adverse effect of time averaging on the
electric field is also apparent in the spectra of the large
PIC run as shown in Fig. 2. Broadband reduction of the
electric field by time averaging can suppress the com-
puted estimates of scale to scale transfer of energy43. An
understanding of whether this is a consequence of the nu-
merical method, or if it relates to high frequency physics
remains to be investigated.
To look at the effects of smoothing on statistics of tur-
bulent fluctuations, we plot probability distribution func-
tions (PDFs) for the out-of-plane electric current density
(Jz) in the OTV simulations. Fig 3 shows the PDFs for
various ppc and smoothing techniques. The smallest ppc
simulations are dominated by random fluctuations asso-
ciated with poor counting statistics and the correspond-
ing PDF of current density resembles a Gaussian PDF.
However, when the ppc = 50 simulation is smoothed with
the Fourier filter, the shape of the current density PDF
converges towards the ppc = 3200 case (see Fig. 3c).
Next we turn our attention to the scale dependent
kurtosis (SDK), one of the common measures of inter-
mittency in a turbulent system44. The scale dependent
FIG. 1. Omnidirectional spectrum of the magnetic field (a
+ b) and out-of-plane electric field (c) for OTV simulations.
Cases are shown with different particles per cell (a) and em-
ploying time averaging, Gaussian filtering and Fourier filter-
ing for the 3200 ppc simulation (b + c). The subplot inside
(a) shows the value of the magnetic spectrum at the Debye
length (EB(kλd = 1)) as a function of particles per cell. The
slope of the best fit line is approximately -1 which implies
that the noise floor is inversely proportional to the number
of particles per cell). The vertical dashed lines correspond to
the wave number of 3 major lengths scales: the ion inertial
length, electron internal length and the Debye length from
left to right respectively
kurtosis is defined as:
SDK(r) =
〈
δBx(r)
4
〉
〈δBx(r)2〉2
(2)
where the angled brackets denote a spatial average and
δBx(r) is the increment of the magnetic field in the x-
direction, defined as δBx(r) = Bx(x + r) − Bx(x). In
principle the scale dependent kurtosis can be calculated
for the increment of any field and any vector component;
however in this work we elect to only present the scale
dependent kurtosis of Bx. It should be kept in mind that
5FIG. 2. Omnidirectional spectrum of the magnetic field (a)
and out-of-plane electric field (b) respectively for time aver-
aged, Gaussian filtered, Fourier filtered and unfiltered fields
for the large turbulent simulation. The three vertical dashed
lines correspond to the wave numbers associated with the De-
bye length, the electron inertial length and the ion inertial
length.
the OTV simulation, being relatively small in size, has
a very small effective Reynolds number and hence can
not have large kurtosis45. Moreover, the large scale in-
homogeneity of OTV makes the kurtosis drop below 3 at
larger scales. However, the scale dependent kurtosis can
still be computed and its convergence to a stable value
for different noise reduction techniques can be studied.
The top panel of Fig. 4 shows the scale dependent kur-
tosis of δBx for different ppc cases of the OTV simula-
tion. At large scales the scale dependent kurtosis matches
for all simulations. However, at smaller scales, higher
ppc simulations have significantly larger kurtosis. Parti-
cle noise in lower ppc simulations evidently randomizes
(gaussianizes) the smaller scale structures, decreasing the
kurtosis at smaller scales. The bottom panel of Fig 4
shows the scale dependent kurtosis of δBx for the ppc
3200 OTV run for different smoothing techniques. The
problem of small scale gaussianization are alleviated by
almost all of the processing techniques and the kurtosis
saturates to a constant value at the smallest scales46.
The scale dependent kurtosis for the larger PIC run
(Pwu1 in Table I), however, tells a slightly different story.
This simulation’s larger size allows a greater separation
between the energy containing scales and the “dissipa-
tive” scales (i.e. kinetic ion and electron scales) and
FIG. 3. PDFs of the out-of-plane current density (Jz) for
different ppc OTV simulations. In (a) we plot the PDFs of
Jz with different ppc values ranging between 50 and 3200.
(b) shows the PDFs of the time averaged, Gaussian filtered,
Fourier filtered and unfiltered Jz for the 3200 simulation.
Panel (c) shows the effect of Fourier filter on the PDF of
the 50 ppc simulation and compares it with the unfiltered 50
and 3200 ppc simulation PDFs.
thus has a larger effective Reynolds number. The larger
Reynolds number allows the generation of stronger small
scale coherent structures, and thus the energy cascade of
this simulation more closely resembles the energy transfer
in the turbulent MHD limit45. Fig 5 shows the scale de-
pendent kurtosis for δBx for different averaging/filtering
techniques. In all cases, scale dependent kurtosis matches
very well down to ∼ 0.5di, at which point the Gaus-
sian filtered data starts to diverge from the other curves.
Unfiltered, Fourier filtered and time averaged data sets
match with each other down to scales ∼ 0.5de. This im-
plies that a Gaussian filter applied to field data cannot
capture the smallest scale intermittent structures as well
as a Fourier filter.
Finally we study the number of identified X-points for
simulations with different numbers of ppc as well as the
effects of time averaging, Gaussian filtering and Fourier
filtering. For this purpose, we choose to work with the
6FIG. 4. Scale Dependent Kurtosis of the magnetic field (Bx)
for the OTV simulations with different numbers of ppc (a)
and with the field time averaged, Gaussian filtered, Fourier
filtered and unfiltered for the ppc = 3200 simulation. The
three vertical dashed lines correspond to the Debye length,
the electron inertial length and the ion inertial length
FIG. 5. The scale dependent kurtosis of Bx for the 102.4 x
102.4 di simulation with different smoothing applied.
OTV near the peak of mean square electric current den-
sity. At this time the number of reconnection sites can
be visually counted to be 4 as shown in Fig. 6. If the
critical point finding algorithm is applied directly to the
unprocessed simulation data, the noise introduces artifi-
cially large number of minima and maxima. Fig 7 shows
the number of critical points as a function of number of
particles per cell. For very small number of particles the
FIG. 6. Overview of the 3200 particles per cell Orszag-
Tang Simulation simulation where we plot the Fourier fil-
tered magnetic vector potential a and with ‘x’ denoting the
location of identified critical saddle points and o’s and tri-
angles denoting minimum and maximum respectively. From
this overview it is clear that there should only be 4 X-points,
and 4 max/minimums
number of critical points is ∼ 104. The number of criti-
cal points decreases as a power law with increasing ppc.
However, the number of particles required to achieve con-
vergence to the physical number of critical points is very
large (> 105). Time averaging brings down the number
of X-points significantly (an order of magnitude less) but
the number still is significantly large and these cases also
follow a power-law decrease with increasing ppc. On the
other hand, Fourier filter and Gaussian filter (both at
the Debye scale) remove the particle counting noise to
reveal the physical critical points even for rather small
ppc. Even for ppc = 12 the number of identified critical
points is less than a factor of three too large.
Combining the results of analysis of turbulence quan-
tities, and the results of critical point finding, we can
conclude the following:
• Ideally one would run a simulation with large num-
ber of particles per cell. However the number of
particles required to reduce noise significantly and
hence capture physical reconnection sites is pro-
hibitively large. This would require more compu-
tational time and so restricts the size of the simu-
lation.
• Time averaging, although a common and simple
technique fails to capture the physical reconnection
sites and also adversely affects the electric fields for
analysis purposes.
• Gaussian filtering appears to capture the physical
7FIG. 7. Number of critical points vs particles per cell (ppc)
in Orszag-Tang simulations with different field filtering in-
cluded. Red, green, and black lines correspond to the number
of maximum, minimum, and saddle critical points identified
in each simulation respectively. The solid line is for the crit-
ical points identified from the unfiltered magnetic fields, the
dashed lines for the time averaged fields, the dot dashed line
for the Gaussian filtered fields, and the dotted line for Fourier
filtered fields.
reconnection sites and spectra very well but has a
slight negative effect on the scale dependent kurto-
sis.
• Fourier filtering appears to reduce the noise effects
while minimally interfering with the physical effects
discussed above.
Based on the above considerations, we conclude that the
optimum method to analyze PIC simulations for recon-
nection studies is via the application of a Fourier filter as
was done by Wan et al. 20 . We now identify the recon-
nection sites in the large PIC simulation to study their
statistics.
VI. RECONNECTION IN TURBULENCE
To examine the statistics of reconnection in turbu-
lence, we analyze the larger 2.5D turbulent PIC simu-
lation again carried out with P3D (PWu1 in Table I. We
collect statistics from three different times in the same
simulation (t = 206.25, 250.0 and 292.5 Ω−1ci ) For each
time sample we apply a Fourier filter to the magnetic
field data for kλd > 1 (λd = .0375di). The results from
the topological analysis of the filtered data for these three
sets of output can be found in Table II.
Across the three times we find 853 critical saddle
points. The first snapshot of the three is shown in Fig.
FIG. 8. (a) Overview of the large turbulent simulation where
we plot colored contours of the Fourier filtered magnetic vec-
tor potential a and with ‘x’ denoting the location of identified
critical saddle points. (b) is an enlarged subsection from (a)
as identified by the black box. It is clear from this figure that
these topological structures exist at different scales through-
out the entire simulations, and clearly correspond to apparent
coherent structures.
TABLE II. Number of critical points at each different time.
Time Ω−1ci Min Max X-points total
206.25 110 116 226 452
250.00 144 165 309 618
292.50 159 159 318 636
8. The first panel shows the whole domain and the X-
points identified within it. At first inspection there are
only a handful of locations that resemble the classical
picture of reconnection synonymous with PIC reconnec-
tion simulations (long straight oppositely directed field
lines with large coherent current sheets e.g. x = 77 di,
y = 22 di). There are, however, numerous regions with
8many X-points clustered together. These frequently cor-
responds to “secondary islands”. The second panel shows
the zoomed-in region denoted by the black square in the
first panel, and it becomes clear that the X-points marked
in the simulation do in fact correspond to critical points
of the magnetic vector potential
Because of the 2D nature of this simulation we know
that reconnection must occur in the X-Y plane, and so
the reconnecting electric field must point out-of-plane (Z
direction). So for each identified saddle point we inter-
polate the Fourier filtered, out-of-plane electric field. We
generate the PDFs for Ez and |Ez| shown as the black
triangles in the two panels of Fig 9. We normalize Ez
to the root mean square of the in plane magnetic field
(note, in this simulation Bx,y,rms ≈ 1) and so Fig 9 can
be interpreted as the PDF of reconnection rates in our
simulation. From this, we find the reconnection rates in
our kinetic simulation can be as large as .5, with an av-
erage magnitude of about 0.1. Fig 9 also includes cyan
squares that represent the reconnection rates found us-
ing the same procedure applied to MHD. This data is
from Fig 10 in Wan et al. 23 . While the MHD and the
PIC results have some similarities, it is clear that the
PIC distribution is broader than the MHD distribution,
in both the range of reconnection rates and the shape of
the PDF. It is also worth noting that the average magni-
tude in the MHD case (0.044) is a little more than a factor
of 2 less than the PIC case (0.10). This result reaffirms
the idea that turbulence can potentially lead to enhanced
reconnection rates and is in apparent agreement with the
idea that reconnection rates in kinetic plasmas tend to
be larger than in MHD and of order 0.147.
VII. CONCLUSIONS
In this work we have begun to examine the statis-
tics of x-type critical points (X-points) in fully kinetic
2.5D PIC simulations. This work extends the procedures
applied to MHD simulations12,34 to PIC. We find that
noise fluctuations in the magnetic field associated with
the counting statistics corresponding to the number of
particles per cell (ppc) result in a noisy magnetic vector
potential, and ultimately spurious numbers of X-points.
Increasing the number of ppc helps to lessen this effect.
Other noise reduction techniques examined include post
processing the simulation magnetic field data by using
either time averaging over a plasma frequency, or spacial
filtering using a Fourier or Gaussian method. We showed
how each of these affected different statistics of the tur-
bulence, including the omni-directional energy spectrum,
the probability density function, the scale dependent kur-
tosis (SDK) and the number of X-points. We find that
the number of ppc would need to be increased several or-
ders of magnitude to have accurate enough field data to
identify the correct number of X-points (a prospect that
is currently computationally intractable), while time av-
eraging significantly alters the spectrum of the electric
FIG. 9. PDF of the reconnection rates. (a) Ez and (b) |Ez|
at the X-points identified in the three different times of the
large PIC simulation (black triangles) and the values found in
a 20482 MHD turbulence simulation (Run 6 in Wan et al. 35 ,
cyan squares).
field. However, imposing a spatial filter at the Debye
scale stabilizes the number of X-points, regardless of the
number of ppc, while not dramatically changing the spec-
trum or the scale dependent kurtosis. The above tests
were carried out using kinetic PIC simulation for both
Orszag Tang vortex configurations31 and larger broad
band turbulence simulations48.
With these filtering techniques we identify the X-points
in a large decaying turbulent PIC simulation, and we cal-
culate the reconnection rate at each of these points. We
find that the magnitude of the reconnection rates range
between 0 and 0.5 in standard normalized Alfve´n units
and have an average value 0.1 which is approximately
a factor of 2 larger than the MHD result23. Note that
reconnection rates of this magnitude are ordinarily as-
sociated with a “fast reconnection” process although in
the present case the normalization is with respect to the
global r.m.s fields rather than the local upstream quan-
tities. The PDF of the PIC reconnection rates has a
broader shape than in MHD which implies that there are
a larger fraction of X-points that have large reconnec-
tion rates. This is consistent with idea that reconnection
rates can be boosted by kinetic plasma processes47.
While this work demonstrates a clear procedure to
identify X-points in a kinetic PIC simulation, it does not
address questions about how varying the number of par-
ticle per cell affects the proliferation of X-points during
a simulation. It is clear in this work that the number
9of ppc is an important quantity for the accuracy of the
fields, and it has been shown in the MHD case that spa-
tial resolution has a dramatic effect on the number of
X-points generated during a simulation23. It is clearly
plausible that PIC simulations could be susceptible to a
similar issue related to poor counting statistics and spa-
tial resolution. This is an important question for the PIC
modeling community that should be addressed in greater
detail in the future. In addition, there remain important
questions regarding the physical, rather than numerical
proliferation of X-points in turbulent plasma. This phe-
nomenon has been previously demonstrated for MHD22,
where for large systems, at high magnetic Reynold num-
ber, the expected number of islands can increase dra-
matically, even when numerical inaccuracies are carefully
controlled. The turbulent proliferation of reconnection
sites is clearly a nonlinear dynamical effect, but is likely
related to the family of linear instabilities known as plas-
moid instabilities49,50 that are initiated from equilibrium
field configurations. Accurately tracking the putative
physical proliferation of X-points in kinetic turbulence
would require simultaneously computing the dynamics
of a large, high effective Reynolds number plasma, while
respecting the numerical issues we have explored in the
present analysis. In this regard the present study is only
an initial step in trying to answer these larger questions
regarding reconnection in kinetic plasma turbulence.
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