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APPROXIMATION BY GROUP INVARIANT SUBSPACES
DAVIDE BARBIERI, CARLOS CABRELLI, EUGENIO HERNA´NDEZ,
AND URSULA MOLTER
Abstract. In this article we study the structure of Γ-invariant spaces of
L2(S). Here S is a second countable LCA group. The invariance is with re-
spect to the action of Γ, a non commutative group in the form of a semidirect
product of a discrete cocompact subgroup of S and a group of automorphisms.
This class includes in particular most of the crystallographic groups. We ob-
tain a complete characterization of Γ-invariant subspaces in terms of range
functions associated to shift-invariant spaces. We also define a new notion of
range function adapted to the Γ-invariance and construct Parseval frames of
orbits of some elements in the subspace, under the group action. These results
are then applied to prove the existence and construction of a Γ-invariant sub-
space that best approximates a set of functional data in L2(S). This is very
relevant in applications since in the euclidean case, Γ-invariant subspaces are
invariant under rigid movements, a very sought feature in models for signal
processing.
Re´sume´. Dans cet article nous e´tudions la structure des espaces Γ-invariants
de L2(S), ou` S est un groupe abe´lien localement compact a` base denombrable.
L’invariance est considere´e par rapport a` l’action de Γ, un groupe non commu-
tatif qui est le produit semi-direct d’un sous-groupe co-compact de S et d’un
groupe d’automorphismes. Cette classe comprend notamment la plupart des
groupes crystallographiques. Nous obtenons une caracte´risation comple`te des
sous-espaces Γ-invariants en termes de fonctions rang associe´es aux espaces
invariants par translations. Nous de´finissons e´galement une nouvelle notion de
fonction rang adapte´e a` la Γ-invariance et construisons des frames de Parseval a`
partir des orbites de certains e´le´ments du sous-espace, sous l’action du groupe.
Ces re´sultats sont ensuite applique´s pour prouver l’existence et la construction
d’un sous-espace Γ-invariant qui donne la meilleure approximation d’un en-
semble de donne´es fonctionnelles dans L2(S). Ceci est tre`s pertinent pour les
applications car, dans le cas Euclidien, les espaces conside´re´s sont invariants
sous l’action des mouvements rigides, une caracte´ristique tre`s recherche´e dans
les mode`les de traitement du signal.
1. Introduction
Shift-invariant spaces are good models for signals and images and have been used
in many applications. They are the core spaces for multiresolution analysis and as
such they are used in image compression [29]. Also, they have been used in the
theory of approximation [10, 1]. They are subspaces invariant under translations
along a lattice.
When dealing with large amounts of functional data, a common practice in
applications is to assume some hypotheses on the data to use the model at hand.
However it seems more natural, given a data set, to try to find a subspace that best
fits the data. One can assume that our data are low dimensional in nature, that is,
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they belong to a “small” shift invariant space, however due to possible perturbation
or noise they become high dimensional.
Recently there were positive results in finding a solution to this problem (i.e.
proving the existence of optimal shift invariant spaces for a given data), see [1],
[13]. In these works the class of subspaces over which the optimization is done are
just translation invariant and lack additional invariances, such as rotational, that
are crucial in applications to image analysis [28] and mathematical modeling of
vision [16], and provide relevant geometric structures for pattern recognition and
classification with neural networks [35, 30, 2, 8].
In this note we consider this case in greater generality. We study the approxima-
tion problem for subspaces that are invariant under the action of a discrete locally
compact group Γ, not necessarily commutative, with some hypotheses. This class
in particular includes the crystallographic groups that split (see definition 2.15).
So our spaces become invariant under rigid movements, which is a desirable prop-
erty in applications. One recent application of the present results to datasets of
digital images appeared in [3]. This approach turns out to be mathematically very
challenging and requires many different techniques such as fiberization, gramian
analysis, frame theory and group representation methods.
To obtain our results we first need to study in depth the structure of Γ-invariant
subspaces. In this direction, we obtain a characterization in terms of range functions
associated to shift invariant spaces. We further introduce the notion of Γ-invariant
range function, and obtain another characterization of Γ-invariant subspaces. We
also prove that these Γ-invariant spaces always have a tight frame formed by orbits
of some generators under the group action.
Our main result is the existence, for any given set of data, of a Γ-invariant
subspace that minimizes a certain functional. We also obtain the exact value of
the error in the approximation and a formula for a set of generators of the best
approximation subspace.
We describe now precisely our setting and the main results of this paper. Let
S be a second countable locally compact abelian (LCA) group, such as Rd, Zd or
T
d. We are interested in studying properties of the subspaces of L2(S) that are
invariant under the action of a non commutative group that takes the form of a
semidirect product Γ = Λ⋊G. Here Λ is a discrete cocompact subgroup of S and
G is a discrete and countable group that acts on S by continuous automorphisms
preserving Λ (see Section 2 for more details).
For f ∈ L2(S), k ∈ Λ, g ∈ G and x ∈ S let Tkf(x) = f(x − k) and Rgf(x) =
f(g−1x) be unitary representations of Λ and G respectively in L2(S). It can be
proved that (k, g) 7→ TkRg is a unitary representation of Γ = Λ⋊G in L
2(S).
Important examples of Γ-invariant subspaces (that is, subspaces of L2(S) invari-
ant under the action of the unitary representation TkRg) are the ones generated by
a finite family Φ = {ϕi}
n
i=1 of elements of L
2(S). Such spaces are defined as
SΓ(Φ) := span{TkRgϕ : k ∈ Λ, g ∈ G,ϕ ∈ Φ}.
Notice that SΓ(Φ) is also Λ-invariant (or shift invariant), that is, invariant under
the action of Tk, k ∈ Λ. For these spaces, it is possible to construct a family of
generators with a special desirable property.
Theorem A. For any Γ-invariant space generated by a finite family Φ, there exists
another finite family Ψ, with the same cardinality, which generates the same Γ-
invariant space and whose Γ orbits {TkRgψ : k ∈ Λ, g ∈ G,ψ ∈ Ψ} form a Parseval
frame of SΓ(Φ).
To prove this result (see Theorem 3.8) we use the concept of measurable range
function JV associated to a Λ-invariant subspace V of L
2(S) and the fiberization
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mapping T . These techniques date back to the work [25] for multiplicative shift-
invariant spaces of L2(T) and to the works [17] and [11] for shift-invariant spaces
of L2(Rd). The extension to LCA groups, that we need in this paper, can be found
in [14].
We characterize those Λ-invariant spaces V which are also Γ-invariant, in terms
of the structure of the fiber spaces JV (ω), as follows.
Theorem B. For g ∈ G, let Π(g) = T RgT
−1. If V is a Λ-invariant space, then
it is also Γ-invariant if and only if
JV (ω) = Π(g)JV (ω) a.e. ω ∈ Ŝ, ∀ g ∈ G.
For the proof of this theorem, see Theorem 3.3.
With these tools, we are able to address the problem of approximation of a given
dataset in L2(S) by Γ-invariant subspaces, whenever the action of the group Λ⊥⋊G
on Ŝ admits a Borel section. Let F = {f1, . . . , fm} ⊂ L
2(S) be a set of functional
data. For a closed subspace V ⊂ L2(S) define the error functional
E [V ;F ] =
m∑
i=1
‖fi − PVfi‖
2
L2(S).
We provide a constructive proof of the following result.
Theorem C. Assume that there exists a Borel section of Ŝ/(Λ⊥ ⋊ G), and let
F = {f1, . . . , fm} ⊂ L
2(S). For any 1 ≤ κ ≤ m there exists Ψ ⊂ L2(S) of at most
κ elements such that
E [SΓ(Ψ);F ] = min{E [SΓ(Φ);F ] : Φ ⊂ L
2(S), #Φ ≤ κ}.
Moreover, the set {TkRgψ : k ∈ Λ, g ∈ G,ψ ∈ Ψ} is a Parseval frame of SΓ(Ψ),
and the error E [SΓ(Ψ);F ] can be related to the eigenvalues of the Gramian of
Fg = {R(g)fi : g ∈ G, i = 1, . . . ,m}.
For a full statement and a proof, see Theorem 5.2. This theorem includes as
special cases Theorems 2.1 and 2.3 in [1], when S = Rd and G = {e}, so that
Γ = Λ⋊ {e} = Λ.
The paper is organized as follows: In Section 2 we set the notation and give
the necessary definitions. Section 3 is devoted to study the structure of Γ-invariant
spaces. In particular we prove Theorem A and two characterizations of these spaces
in terms of range functions (Theorem B) and the pre-Gramian. In Section 4 we give
conditions for the existence of a Borel section for the action of Γ. The existence
of a Borel section allows us to introduce a notion of measurable Γ-invariant range
function, and to obtain another characterization of Γ-invariant subspaces. The
proof of Theorem C is given in Section 5 (see Theorem 5.2). In this proof we use
techniques developed in previous sections and the SVD decomposition used in [1].
A particularly important example covered in our situation are the crystallographic
groups (see Section 2.4).
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2. Preliminaries
Let S be a second countable LCA group and let Λ be a uniform lattice of S (i.e.
Λ discrete such that S/Λ is compact). Let G be a discrete and at most countable
group that acts on S by continuous automorphisms, and let us denote this action
by (g, x) 7→ gx ∈ S for g ∈ G and x ∈ S. We will also denote by |G| the cardinality
of G, which can be either finite or infinite.
Let Ŝ be the Pontryagin dual of S. We denote the Pontryagin duality indis-
tinctly by 〈ξ, x〉 = e2πiξ.x , ξ ∈ Ŝ, x ∈ S and we denote by Λ⊥ = {ℓ ∈ Ŝ :
〈ℓ, k〉 = 1 ∀ k ∈ Λ} the annihilator of Λ. The action of G on S induces an action of
G on Ŝ by duality: 〈g∗ξ, x〉 := 〈ξ, gx〉. Observe that this action satisfies
g∗1g
∗
2 = (g2g1)
∗ for all g1, g2 ∈ G. (2.1)
Assume that that the action of G onS preserves Λ, that is gΛ = Λ for all g ∈ G, and
observe that this is equivalent to require that the dual action of G on Ŝ preserves
Λ⊥.
We will need to let G act on a Borel section Ω ⊂ Ŝ for the action of Λ⊥ on Ŝ.
Definition 2.1. The action of G on the quotient group Ŝ/Λ⊥ is
g∗[ξ] := [g∗ξ] , ξ ∈ Ŝ, g ∈ G,
where [ξ] is the class of ξ in Ŝ/Λ⊥. If Ω ⊂ Ŝ is a Borel section of Ŝ/Λ⊥, we will
denote the action of G on Ω accordingly, keeping for simplicity the same notation
(g, ω) 7→ g∗ω for g ∈ G and ω ∈ Ω.
Notice that this coincides with the dual action of G on Ŝ only if Ω is an invariant
subset of Ŝ for that action.
Since the action of G preserves Λ, we can define the semidirect product Γ =
Λ⋊G = {(k, g) : k ∈ Λ, g ∈ G}, with composition law
(k, g) · (k′, g′) = (k + gk′, gg′).
The action of Γ on S given by
γx = gx+ k , γ = (k, g) ∈ Γ , x ∈ S
will provide the symmetry with respect to which we will study invariance.
We will denote the Haar measure of S of a measurable set E ⊂ S by |E|. Since
gΛ = Λ, then the action of G on S preserves the Haar measure, i.e.
|gE| = |E| , ∀ E ⊂ S measurable, ∀ g ∈ G.
Note also that the invariance of the Haar measure of S under the action of G
implies that the same property holds in Ŝ (see e.g. [4, Lemma 3]).
2.1. Fundamental operators. For H a Hilbert space, we will denote by B(H) the
bounded operators on H. We use the following notation for the Fourier transform
of f ∈ L1(S):
Ff(ξ) = f̂(ξ) =
∫
S
e−2πiξ.xf(x)dx =
∫
S
〈ξ, x〉f(x)dx,
and it can be extended to an isometry of L2(S) by density.
Let T : Λ→ U(L2(S)) and R : G→ U(L2(S)) be the representations
Tkf(x) = f(x− k) , Rgf(x) = f(g
−1x) , f ∈ L2(S).
Since RgTk = TgkRg, the map (k, g) 7→ TkRg defines a unitary representation of
Γ = Λ⋊G on L2(S).
It is easy to prove that for all f ∈ L2(S) and all (k, g) ∈ Γ we have
T̂kf(ξ) = e
−2πiξ.kf̂(ξ) , R̂gf(ξ) = f̂(g
∗ξ). (2.2)
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Definition 2.2. For f ∈ L2(S) and ω ∈ Ŝ define the mapping T as
T [f ](ω) = {f̂(ω + s)}s∈Λ⊥ , f ∈ L
2(S), ω ∈ Ŝ. (2.3)
The following result can be found in [14, Proposition 3.3].
Lemma 2.3. Let Ω ⊂ Ŝ be a Borel section of Ŝ/Λ⊥ ≈ Λ̂ The periodization
mapping T defined above is an isometric isomorphism between the Hilbert spaces
L2(S) and L2(Ω, ℓ2(Λ
⊥)).
Definition 2.4. For a finite family Φ = {ϕi}
n
i=1 ⊂ L
2(S), we denote by KΦ the
pre-Gramian1 of Φ, KΦ ∈ L
2(Ω,B(Cn, ℓ2(Λ
⊥))). It is given by
KΦ(ω)c =
n∑
j=1
T [ϕj ](ω)cj , c = (cj)
n
j=1 ∈ C
n , ω ∈ Ω. (2.4)
Note that the pre-Gramian can be seen as the (possibly infinite) matrix
KΦ(ω) =


...
...
T [ϕ1](ω) . . . T [ϕn](ω)
...
...

 ,
and its adjoint K∗Φ ∈ L
2(Ω,B(ℓ2(Λ
⊥),Cn)) is given by
K∗Φ(ω)v = {〈v, T [ϕi](ω)〉ℓ2(Λ⊥)}
n
i=1 , v ∈ ℓ2(Λ
⊥).
Definition 2.5. The Gramian of Φ is the operator GΦ = K
∗
ΦKΦ ∈ L
1(Ω,Cn×n),
that reads
GΦ(ω)c = K
∗
Φ(ω)KΦ(ω)c = K
∗
Φ(ω)

 n∑
j=1
T [ϕj ](ω)cj


=


n∑
j=1
〈T [ϕj ](ω), T [ϕi](ω)〉ℓ2(Λ⊥)cj


n
i=1
, c = (cj)
n
j=1 ∈ C
n . (2.5)
Note that, if GΦ(ω)i,j denotes the (i, j) element of the n × n matrix of GΦ(ω),
i, j ∈ {1, . . . , n}, we have
GΦ(ω)i,j = 〈T [ϕj ](ω), T [ϕi](ω)〉ℓ2(Λ⊥) =
∑
s∈Λ⊥
ϕ̂j(ω + s)ϕ̂i(ω + s).
We will need to intertwine the representation (k, g) 7→ TkRg of Γ on L
2(S) with
the isomorphism T . This will be done in Lemma 2.7. Before, we introduce the
following notation.
Definition 2.6. We denote by r : G→ U(ℓ2(Λ
⊥)) the representation given by
(rg(a))(s) = a(g
∗s) , a ∈ ℓ2(Λ
⊥), s ∈ Λ⊥.
Lemma 2.7. For f ∈ L2(S), (k, g) ∈ Γ, and ω ∈ Ω,
T [TkRgf ](ω) = e
−2πiω.krgT [f ](g
∗ω).
Proof. Using (2.2),
T [TkRgf ](ω) = {F(TkRgf)(ω + s)}s∈Λ⊥ = {e
−2πiω.kF(Rgf)(ω + s)}s∈Λ⊥
= e−2πiω.k{F(f)(g∗ω + g∗s))}s∈Λ⊥
= e−2πiω.krg{F(f)(g
∗ω + s)}s∈Λ⊥ = e
−2πiω.krgT [f ](g
∗ω). 
1Field over Ω of synthesis operators in ℓ2(Λ⊥) with respect to the families {T [ϕi](ω)}
n
i=1
.
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Definition 2.8. For g ∈ G, we denote by Π(g) = T RgT
−1. Then, Π is a unitary
representation of G on the Hilbert space L2(Ω, ℓ2(Λ
⊥)) and, by Lemma 2.7, it reads
Π(g)F (ω) = rg(F (g
∗ω)) , F ∈ L2(Ω, ℓ2(Λ
⊥)). (2.6)
2.2. Shift-invariant spaces. A closed subspace V ⊂ L2(S) is Λ-invariant (or
shift-invariant by Λ) if TkV ⊂ V for all k ∈ Λ. For Φ ⊂ L
2(S) a countable family,
we will write
S(Φ) := span{Tkϕ : k ∈ Λ, ϕ ∈ Φ} .
Since L2(S) is separable, if V is a Λ-invariant subspace of L2(S), there exist a
countable set Φ ⊂ L2(S) such that V = S(Φ).
The study of the structure of shift-invariant spaces can be done in terms of the
so called range function, defined as follows.
Definition 2.9. Let Ω ⊂ Ŝ be a Borel section of Ŝ/Λ⊥ ≈ Λ̂. A range function is
a map
J : Ω→ {closed subspaces of ℓ2(Λ
⊥)}.
A range function J is said to be measurable if the family PJ (ω) ∈ B(ℓ2(Λ
⊥)) of
orthogonal projections onto J (ω) is measurable. Given a range function J , we will
denote by MJ the closed subspace of L
2(Ω, ℓ2(Λ
⊥)) given by
MJ = {F ∈ L
2(Ω, ℓ2(Λ
⊥)) : F (ω) ∈ J (ω) a.e. ω ∈ Ω}.
We state below the results we need in the sequel. Their proofs can be found in
[14].
Lemma 2.10. Let J be a measurable range function, let PMJ ∈ B(L
2(Ω, ℓ2(Λ
⊥)))
be the orthogonal projection onto MJ and let {PJ (ω)}ω∈Ω ⊂ B(ℓ2(Λ
⊥)) be the
measurable field of orthogonal projections onto {J (ω)}ω∈Ω. Then
(PMJ F )(ω) = PJ (ω)(F (ω)) ∀ F ∈ L
2(Ω, ℓ2(Λ
⊥)) , a.e. ω ∈ Ω.
Theorem 2.11. Let V be a closed subspace of L2(S) and T the map of Definition
2.2. The subspace V is Λ-invariant if and only if there exists a unique measurable
range function JV such that T (V) =MJV .
Moreover, if V = S(Φ) for some countable set Φ of L2(S), the measurable range
function associated to S(Φ) satisfies
JV(ω) = span{T [ϕ](ω) : ϕ ∈ Φ}, a.e. ω ∈ Ω.
Remark 2.12. Uniqueness of the the measurable range function in Theorem 2.11
is understood in the following sense: two range functions J1 and J2 are equal if
J1(ω) = J2(ω) a.e. ω ∈ Ω. The uniqueness of the measurable range function associ-
ated to a closed Λ-invariant subspace V of L2(S) in Theorem 2.11 is a consequence
of Lemma 2.10 (for the proof see [14, Lemma 3.11]).
2.3. Range function and SNAG theorem. It is worth to observe that the given
formulation of invariance by translations of LCA groups, whose approach in terms
of range functions dates back to [25], can be restated in terms of a generalization
of a well-known result by Stone (see e.g. [21, Theorem 4.45]), also known as SNAG
Theorem. This result states that for any unitary representation π of an LCA group
Λ on a Hilbert space H there exists a projection valued measure Eπ of H, defined
on Λ̂, such that each π(k), for k ∈ Λ, can be written as
π(k) =
∫
Λ̂
e2πiω.kdEπ(ω).
The relationship between this decomposition and the construction of generalized
multiresolution analysis was pointed out in [32], while the role of the SNAG Theo-
rem for the study of reproducing systems in invariant spaces under general unitary
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representations of LCA groups was clarified in [26]. In that paper, the authors define
the unitary representation π to be dual integrable if, for all ϕ, ψ ∈ H, the mea-
sure given by 〈Eπ(B)ϕ, ψ〉H on Borel subsets B ⊂ Λ̂ is absolutely continuous with
respect to the Haar measure on Λ̂. They call the corresponding Radon-Nikodym
derivative bracket map, denoted by [ϕ, ψ], and prove that the class of dual inte-
grable unitary representations coincides with that of square integrable ones. These
results were later extended to non abelian discrete groups in [5]. When specialized
to the case under study, described in the previous sections, the SNAG Theorem
states that there exists a projection valued measure ET of L
2(S), defined on Ω,
such that each Tk can be written as Tk =
∫
Ω e
2πiω.kdET (ω). This representation is
dual integrable, and an explicit expression for the bracket map for ϕ, ψ ∈ L2(S) is
[ϕ, ψ](ω) =
∑
s∈Λ⊥ ϕ̂(ω + s)ψ̂(ω + s) = 〈T [ϕ](ω), T [ψ](ω)〉ℓ2(Λ⊥). Indeed, we have
that
〈Tkϕ, ψ〉H =
∫
Ω
e2πiω.k[ϕ, ψ](ω)dω.
On the other hand, range functions can be formulated in terms of direct inte-
grals. In [12] the authors observe that, for a Λ-invariant subspace V ⊂ L2(S), and
denoting by T the isomorphism (2.3), it holds that T (V) =
∫ ⊕
Ω
JV(ω)dω. Thus, by
Lemma 2.10, we can write the orthogonal projection of L2(Ω, ℓ2(Λ
⊥)) onto T (V)
as
PT (V) =
∫ ⊕
Ω
PJV(ω)dω. (2.7)
The relationship between this direct integral decomposition and the SNAG de-
composition of Tk can be made explicit as follows. Let m = T TT
−1 be the unitary
representation of Λ on L2(Ω, ℓ2(Λ
⊥)) obtained by intertwining T with T . It reads
m(k)F (ω) = e2πiω.kF (ω) , F ∈ L2(Ω, ℓ2(Λ
⊥)).
The projection valued measure Em for m given by the SNAG Theorem is then
related to the one for T by
Em(B) = T ET (B)T
−1 , B ⊂ Ω Borel.
Thus we have that for all Borel sets B ⊂ Ω
〈Em(B)F,H〉L2(Ω,ℓ2(Λ⊥)) =
∫
B
〈F (ω), H(ω)〉ℓ2(Λ⊥)dω , F,H ∈ L
2(Ω, ℓ2(Λ
⊥))
so that Em reads explicitly Em(B)F (ω) = χB(ω)F (ω). Let now V ⊂ L
2(S) be a
Λ-invariant subspace, and let mV = mPT (V) be the subrepresentation of m on the
invariant subspace T (V). Its projection valued measure EmV of T (V), defined on
Ω, obtained by the SNAG Theorem, extended to L2(Ω, ℓ2(Λ
⊥)), reads then
EmV (B) = Em(B)PT (V) = PT (V)Em(B) , B ⊂ Ω Borel
where the second identity is due to invariance. Thus, combining the action of Em
with (2.7), we have that EmV can be explicitly written in terms of the range function
of V as
EmV (B) =
∫ ⊕
B
PJV (ω)dω , B ⊂ Ω Borel.
2.4. Examples.
The motivational examples for our setting are the crystallographic groups that
split. The beginning of the study of crystallographic, or crystal, groups is related
to the problem of tiling Rd by rigid motions. That is, to find a closed bounded set
P that covers the space by rigid movements. More precisely we have the following
definition.
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Definition 2.13. A crystal group Γ is a discrete subgroup of the group of isometries
of Rd (Γ ⊂ Isom(Rd) ) that has a closed and bounded Borel section P , that is,
1.
⋃
γ∈Γ
γP = Rd.
2. If γ = γ′, then |γP ∩ γ′P | = 0.
A fundamental theorem for crystal groups, due to Bieberbach [9], is
Theorem 2.14 (Bieberbach). Let Γ be a crystal subgroup of Isom(Rd) and let us
denote by Trans(Rd) the translations of Rd. Then
1. Λ := Γ ∩ Trans(Rd) is a finitely generated abelian group of rank d which
spans Trans(Rd)
2. the linear part of the symmetries of Γ, the point group of Γ, is finite and is
isomorphic to Γ/Λ.
A subclass of the crystal groups are those that split.
Definition 2.15. We say that a crystal group Γ splits, if it is the semidirect product
Γ = Λ⋊G of a finite group G and a uniform lattice Λ of Rd.
It can be shown that any crystal group can be embedded in a crystal group that
splits, so most of the results for splitting crystal groups can be directly transferred
to the general case. For general results on crystal groups see [9, 20, 23].
Another example, very different in nature than the crystal groups is the group
of translations and shears: Consider S = R2, Λ = Z2 and G = {
(
1 s
0 1
)
: s ∈ Z},
which preserves the lattice Z2. In this case, since G is infinite, the action of Γ
on S does not admit a Borel section (see Proposition 4.2), so this group is not a
crystallographic group, however all results of Section 3 still hold in this case.
3. The structure of Γ-invariant spaces
In this section we study the structure of closed subspaces of L2(S) that are
invariant under the action of Γ. Recall that Γ = Λ⋊G is the semidirect product of
a uniform lattice Λ in S and a discrete and countable group G that acts on S by
continuous invertible automorphisms. In addition, we also assume that gΛ = Λ for
all g ∈ G, which implies that the Haar measure of S is invariant under the action
of G (see Section 2).
A closed subspace V ⊂ L2(S) is Γ-invariant if TkRgV ⊂ V for all (k, g) ∈ Γ.
Equivalently, V is Γ-invariant if
f ∈ V ⇒ Tkf ∈ V ∀ k ∈ Λ , and Rgf ∈ V ∀ g ∈ G.
Remark 3.1. Observe that V is Γ-invariant if and only if
V is shift-invariant, and Π(g)T [V ] ⊂ T [V ] ∀ g ∈ G
where Π is given in Definition 2.8
For an at most countable family Φ ⊂ L2(S) , we will write
SΓ(Φ) := span{TkRgϕ : k ∈ Λ, g ∈ G,ϕ ∈ Φ}.
SΓ(Φ) is a Γ-invariant space and the set Φ is called a set of generators. Note that,
since TkRg = RgTg−1k, we also have that
SΓ(Φ) = span{RgTkϕ : k ∈ Λ, g ∈ G,ϕ ∈ Φ}.
Since L2(S) is separable, if V is a Γ-invariant subspace of L2(S), there always
exists a countable set Φ ⊂ L2(S) such that V = SΓ(Φ).
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Definition 3.2. Let V be a Γ-invariant subspace of L2(S). We denote by L(V ),
the length of V , the minimum number of generators of V :
L(V ) = min{n : ∃Φ = {ϕ1, . . . , ϕn} : V = SΓ(Φ)}.
If V does not have a finite number of generators we set L(V ) =∞.
Our first result is the characterization of Γ-invariant closed subspaces in terms of
a covariance property of the range function associated to its Λ-invariant subspace.
Theorem 3.3. A closed subspace V of L2(S) is Γ-invariant if and only if it is
Λ-invariant (shift-invariant by Λ) and its range function JV = J satisfies
J (g∗ω) = rg−1 J (ω) , a.e. ω ∈ Ω , ∀g ∈ G. (3.1)
Proof. Assume first that V is Λ-invariant and satisfies (3.1). By Theorem 2.11,
F ∈ T (V )⇐⇒ F (ω) ∈ J (ω), a.e. ω ∈ Ω. (3.2)
By Remark 3.1 it is enough to show the inclusion Π(g)T (V ) ⊂ T (V ) for all g ∈ G.
To show this, let g ∈ G and F ∈ T (V ). By (2.6) and (3.1),
Π(g)F (ω) = rg(F (g
∗ω)) ∈ rgJ (g
∗ω) = J (ω), a.e. ω ∈ Ω.
Hence, by (3.2), Π(g)F ∈ T (V ) as wanted.
Assume now that V is Γ-invariant. By Remark 3.1, V is Λ-invariant and
Π(g)T (V ) = T (V ) for all g ∈ G. By Theorem 2.11, T (V ) = MJ . Observe that,
for g ∈ G, since rg is a unitary operator of ℓ2(Λ
⊥), Jg(ω) := rg(J (g
∗ω)) is a
measurable range function. Now
F ∈ Π(g)T (V )⇐⇒ Π(g−1)F ∈ T (V )⇐⇒ Π(g−1)F (ω) ∈ J (ω), a.e. ω ∈ Ω.
By (2.6), F ∈ Π(g)T (V )⇐⇒ rg−1F ((g
−1)∗ω) ∈ J (ω). Since, by (2.1), (g−1)∗g∗ =
(gg−1)∗ = e, we deduce
F ∈ Π(g)T (V )⇐⇒ rg−1F (ω) ∈ J (g
∗ω)⇐⇒ F (ω) ∈ Jg(ω).
Thus, Π(g)T (V ) = MJg . Since Π(g)T (V ) = T (V ) we obtain MJg = MJ . By [14,
Lemma 3.11], Jg(ω) = J (ω) a.e. ω ∈ Ω, which is (3.1). 
We now study the structure of the pre-Gramian and Gramian operators (see
equations (2.4) and (2.5)) of a set Φg := {Rgϕi : i ∈ {1, . . . , n}, g ∈ G}, containing
the G-orbits of the finite family Φ = {ϕi}
n
i=1 ⊂ L
2(S).
We will fix an ordering in the collection Φg. To do this we order the finite group
G = {g1, g2, . . . , g|G|} with g1 = e, the identity element of the group, and then
order the set In ×G := {1, 2, . . . , n} ×G with the lexicographical ordering. Thus,
if (i1, gj1), (i2, gj2) ∈ In × G, we have (i1, gj1) < (i2, gj2) if and only if i1 < i2 or
if i1 = i2, then j1 < j2. In the following we will use the lexicographical ordering
in In ×G := {1, 2, . . . , n} ×G to simplify the notation; nevertheless, all the results
hold for any other ordering.
Remark 3.4. In the rest of this paper, we will always consider a finite family
Φ = {ϕi}
n
i=1 ⊂ L
2(S) and a finite group G. However, in case either the family
Φ, or the group G, or both, are countably infinite, the results of this section can be
proved provided the following Bessel condition holds:∑
i∈N
∑
k∈Λ
∑
g∈G
|〈f, TkRgϕi〉L2(S)|
2 ≤ B‖f‖2L2(S) ∀ f ∈ L
2(S)
for some B > 0. Indeed, this condition is equivalent to the requirement that the pre-
Gramians that we will deal with, be bounded operators. The finiteness assumptions
are left in this section for both, the sake of clarity and the fact that they will hold
naturally in the next sections.
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Definition 3.5. For c : In ×G→ C, let us denote by
(λg c)j,g′ = cj,g−1g′ , g, g
′ ∈ G, j ∈ In.
Note that, for each g ∈ G, we are denoting by λg ∈ Mn|G|(C) the block matrix
that for each j ∈ In shifts the components of the vector c(j, ·) ∈ C
|G| according to
the group law of G. That is, λ acts as the left regular representation of G on the
second variable (index) of the two-indices vector c, or equivalently λ is the direct
sum of n copies of the left regular representation of G.
Theorem 3.6. Let Φ = {ϕi}
n
i=1 ⊂ L
2(S) be a finite family and let KΦg be the
pre-Gramian of Φg := {Rgϕi : g ∈ G, i ∈ In}. Then
KΦg(g
∗ω) = rg−1KΦg(ω)λg , a.e. ω ∈ Ω (3.3)
where r is given in Definition 2.6 and λ is given in Definition 3.5.
Conversely, consider the set of indexes In × G := {1, 2, . . . , n} × G with the
lexicographical order and let Ψ = {ψi,g : i ∈ In, g ∈ G} be a collection of n|G|
elements of L2(S). Suppose that for all g ∈ G,
KΨ(g
∗ω) = rg−1KΨ(ω)λg , a.e. ω ∈ Ω , (3.4)
and set ϕj = ψj,e, j ∈ In (with e the identity in G), then Rgϕj = ψj,g for all
(j, g) ∈ In ×G.
Proof. Note first that the composition of operators in (3.3) is well defined. Indeed:
λg : C
n|G| → Cn|G|, KΦg(ω) : C
n|G| → ℓ2(Λ
⊥), rg−1 : ℓ2(Λ
⊥)→ ℓ2(Λ
⊥).
Let then c : In ×G→ C. By Definition 2.4, and using Lemma 2.7, we get
KΦg(g
∗ω)c =
n∑
j=1
∑
g′∈G
T [Rg′ϕj ](g
∗ω) cj,g′
=
n∑
j=1
∑
g′∈G
rg−1T [Rgg′ϕj ](ω) cj,g′ =
n∑
j=1
∑
g′′∈G
rg−1T [Rg′′ϕj ](ω) cj,g−1g′′
=
n∑
j=1
∑
g′′∈G
rg−1T [Rg′′ϕj ](ω) (λg c)j,g′′ = rg−1KΦg(ω)λgc .
To prove the converse statement observe first that, by similar arguments to the
ones above, we have
rg−1KΨ(ω)λgc =
n∑
j=1
∑
g′′∈G
rg−1T [ψj,g′′ ](ω)cj,g−1g′′
=
n∑
j=1
∑
g′∈G
rg−1T [ψj,gg′ ](ω)cj,g′
and
KΨ(g
∗ω)c =
n∑
j=1
∑
g′∈G
T [ψj,g′ ](g
∗ω) cj,g′ =
n∑
j=1
∑
g′∈G
rg−1T [Rgψj,g′ ](ω) cj,g′ .
Therefore, if (3.4) holds, then
T [ψj,gg′ ](ω) = T [Rgψj,g′ ](ω) , ∀j, g, g
′ , a.e. ω ∈ Ω.
Thus, since T is an isomorphism (see Lemma 2.3), ψj,gg′ = Rgψj,g′ . Choose ϕj =
ψj,e, where e is the identity element of G. Then, Rgϕj = Rgψj,e = ψj,g, as wanted.

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Corollary 3.7. Let Φ = {ϕi}
n
i=1 ⊂ L
2(S) be a finite family and let GΦg be the
Gramian of Φg = {Rgϕi : (i, g) ∈ In ×G}, see Definition 2.5. Then
GΦg(g
∗ω) = λg−1GΦg(ω)λg. (3.5)
Proof. By definition of Gramian GΦg = K
∗
ΦgKΦg , and using (3.3), we have
GΦg(g
∗ω) = K∗Φg(g
∗ω)KΦg(g
∗ω) = λ∗gKΦg(ω)
∗r∗g−1rg−1(KΦg(ω))λg.
The proof is concluded by noting that, since r and λ are unitary homomorphisms,
rg−1 = r
−1
g = r
∗
g ∀g ∈ G, and the same is true for λ. 
Using these results we give in the next theorem an explicit construction of a
Parseval frame of orbits for a finitely generated Γ-invariant space. Existence of
Parseval frames of orbits of spaces invariant under unitary representations of dis-
crete groups has been proved in [7, Corollary 26]. The techniques introduced in
the present setting differ from the ones used in [7], due to the special nature of
Γ = Λ⋊G and the fact that Λ is an abelian lattice of S.
Theorem 3.8. Let Φ = {ϕi}
n
i=1 ⊂ L
2(S) be a finite family. Then there exists a
finite family with the same cardinality Ψ = {ψi}
n
i=1 ⊂ L
2(S) such that
1. SΓ(Φ) = SΓ(Ψ)
2. {TkRgψi : k ∈ Λ, g ∈ G, i ∈ {1, . . . , n}} is a Parseval frame for SΓ(Φ)
Proof. For a positive semidefinite Hermitian matrix G , let us denote by G+ its
Moore-Penrose pseudoinverse. Recall that
G
+
G = G G+ = PRange(G ).
Since G+ commutes with G , (G+)
1
2 also commutes with G , and hence
(G +)
1
2G (G +)
1
2 = G G+ = PRange(G ). (3.6)
For Φg = {Rgϕi : (i, g) ∈ In ×G} define
Q(ω) := KΦg(ω)(GΦg(ω)
+)
1
2 ∈ B(Cn|G|, ℓ2(Λ
⊥)) ,
where KΦg and GΦg are the pre-Gramian and Gramian, respectively, of Φ
g (see
Section 2.1 for the definition). Then
Q(ω)∗Q(ω) = (GΦg(ω)
+)
1
2 KΦg(ω)
∗KΦg(ω) (GΦg(ω)
+)
1
2
= (GΦg(ω)
+)
1
2 GΦg(ω) (GΦg(ω)
+)
1
2 = PRange(GΦg(ω)). (3.7)
For j = 1, 2, . . . n|G| , let qj(ω) = Q(ω)δj be the columns of the matrix Q(ω), where
{δj}j=1,...,n|G| stands for the canonical basis of C
n|G|. The vectors qj(ω) belong to
ℓ2(Λ
⊥) since for c ∈ Cn|G|
∫
Ω
‖Q(ω)c‖2ℓ2(Λ⊥)dω =
∫
Ω
〈Q(ω)c,Q(ω)c〉ℓ2(Λ⊥)dω
=
∫
Ω
〈c,PRange(GΦg (ω))c〉ℓ2(Λ⊥)dω ≤ ‖c‖
2|Ω| <∞.
Write Θ(ω) = {qj(ω)}
n|G|
j=1 . The Gram matrix of Θ(ω) is Q(ω)
∗Q(ω). Therefore,
by (3.7) and [15, Lemma 5.5.4] (see also [6, Corollary 7]) we conclude that Θ(ω) is
a Parseval frame sequence in ℓ2(Λ
⊥). Moreover, the columns {qj(ω)}
n|G|
j=1 of Q(ω)
belong to JSΓ(Φ)(ω) because they are obtained as finite linear combinations (its co-
efficients are elements of (GΦg(ω)
+)
1
2 ) of the columns ofKΦg(ω), and these columns,
which are T [Rgϕi](ω), belong to JSΓ(Φ).
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Thus, by [14, Theorem 4.1], φj = T
−1[qj ] are such that {Tkφj : k ∈ Λ, j =
1, . . . , n|G|} form a Parseval frame sequence of SΓ(Φ). Moreover, by (3.3), (3.5),
and elementary functional calculus,
Q(g∗ω) = KΦg(g
∗ω)(GΦg(g
∗ω)+)
1
2 = rg−1KΦg(ω)λg λg−1(GΦg(ω)
+)
1
2 λg
= rg−1Q(ω)λg .
Therefore, Q, which is the pre-Gramian of {φj = T
−1[qj ]}
n|G|
j , satisfies (3.4). By
Theorem 3.6, there exist Ψ = {ψi}
n
i=1 ⊂ L
2(S) such that Rgψi = φi,g for all
(i, g) ∈ In×G. Hence, SΓ(Φ) = SΓ(Ψ) and {TkRgψi : k ∈ Λ, g ∈ G, i = 1, . . . , n} =
{Tkφj : k ∈ Λ, j = 1, . . . , n|G|} form a Parseval frame of SΓ(Φ). 
Corollary 3.9. Let Φ = {ϕi}
n
i=1 ⊂ L
2(S) be a finite family. Then there exists a
finite family Ψ = {ψi}
ℓ
i=1 ⊂ L
2(S) with the same cardinality or less such that
1. {TkRgψi : k ∈ Λ, g ∈ G} is a Parseval frame of SΓ(ψi) for all i = 1, . . . , ℓ
2. SΓ(ψi)⊥SΓ(ψj) for i 6= j
3. SΓ(Φ) =
⊕ℓ
i=1 SΓ(ψi).
Proof. Let ψ1 be the Parseval frame generator for SΓ(ϕ1) constructed as in Theorem
3.8. Let then
φj = PSΓ(ϕ1,...,ϕj)PSΓ(ϕ1)⊥ϕj , 2 ≤ j ≤ n.
Let n2 = min{2 ≤ j ≤ n : φj 6= 0} and define ϕ
′
2 = φn2 . Let ψ2 again be the
Parseval frame generator for SΓ(ϕ
′
2) constructed as in Theorem 3.8. Then
SΓ(ϕ1, . . . , ϕn2) = SΓ(ϕ1)⊕ SΓ(ϕ
′
2) = SΓ(ψ1)⊕ SΓ(ψ2).
Proceeding by induction, we get the whole family {ψi}
ℓ
i=1. 
4. Borel sections and Γ-invariant range functions
In this section we give conditions for the existence of Borel sections for the action
of Λ⊥ ⋊ G on Ŝ. When such a Borel section exists, we define a Γ-invariant range
function that characterizes Γ-invariant spaces.
4.1. Borel sections. If the group G is finite, the present setting acquires an addi-
tional structure, that is discussed in this section and will be used in Section 5. We
recall in passing that the finiteness of G, for discrete semidirect products Γ = Λ⋊G
with abelian normal component Λ, characterizes the type-I groups (see [21, Theo-
rem 7.8]). Moreover, this assumption is satisfied by several relevant examples, most
notably crystallographic groups, see Section 2.4.
We first observe the following general fact involving those groups S which are
connected. Recall that, in this case, S is isomorphic to Rn×C for some n ≥ 0 and
C a compact connected group (see e.g. [31, Theorem 26]).
Proposition 4.1. Let S be a second countable LCA group, let Λ be a uniform
lattice subgroup of S, let G be a discrete and countable group of automorphisms of
S that preserves Λ, i.e. such that gΛ = Λ for all g ∈ G and let Γ = Λ ⋊ G. If S
is connected, and if the action of G on S is faithful, then, for almost every x ∈ S,
we have that
stabΓ(x) := {(k, g) ∈ Λ⋊G : gx+ k = x} = {(0, e)}.
Proof. Let E = {x ∈ S : stabΓ(x) 6= {(0, e)}}. We will prove that E is a set of
measure zero. If, for (k, g) ∈ Λ⋊G = Γ, we denote by
A(k, g) = {x ∈ S : gx− x = k},
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then we can write
E =
{
x ∈ S : x = gx+ k for some (k, g) ∈ Γ, (k, g) 6= (0, e)
}
=
⋃
(k,g)∈Γr{(0,e)}
A(k, g).
Since this is a countable union, in order to prove |E| = 0, it suffices to prove that
|A(k, g)| = 0 for all (k, g) ∈ Γr (0, e). Suppose, by contradiction, that |A(k, g)| > 0
for some (k, g) 6= (0, e). Then (see e.g. [24, Ch. 12, Sec. 61]) A(k, g) − A(k, g)
contains a neighborhood of the identity. Observe that A(k, g)− A(k, g) ⊂ A(0, g),
which is a subgroup of S, so the connectedness hypothesis implies (see e.g. [33,
Theorem 15]) that A(0, g) = S. Since G acts faithfully on S, this is possible only
for g = e, hence providing a contradiction. 
Proposition 4.1 does not cover non-connected groupsS. An example where every
point of S have nontrivial stabilizers is the following: let S = 12Z, let Λ = Z and
let G be multiplication by {1,−1}. Then, for all x ∈ 12Z, the equation x = gx+ k
for the stabilizer of x, with g ∈ G and k ∈ Z, is satisfied by the subgroup of Z⋊G
whose elements are {(0, 1), (2x,−1)}. More in general, it is easy to see that if G
is nontrivial, then each x ∈ Λ has a nontrivial stabilizer, so, if S itself is discrete,
then its Haar measure is the counting measure and the set of points with nontrivial
stabilizers does not have zero measure.
We are now ready to establish the following fact, relating the existence of a Borel
section with the finiteness of G.
Proposition 4.2. Let S be a connected second countable LCA group, let Λ be a
uniform lattice subgroup of S, let G be a group that acts faithfully by automorphisms
on S, and that preserves Λ, and let Γ = Λ⋊G. Then, the following are equivalent.
1. G is finite.
2. there exists a measurable P ⊂ S of finite and positive S-Haar measure such
that {γP}γ∈Γ is an a.e. partition of S.
Proof. Let us first assume 2. Then, up to a zero measure set, we have
S =
⋃
k∈Λ
( ⋃
g∈G
gP
)
+ k.
Thus, the set Q :=
⋃
g∈G
gP is a Borel section of S/Λ of finite measure, and
|P | |G| =
∑
g∈G
|gP | = |Q| <∞.
Hence, G must be finite. Conversely, let us assume 1. Then, for almost all x0 ∈ S,
the orbit
OΓ(x0) = {x ∈ S : x = γx0, γ ∈ Γ}
is closed, so the existence of a measurable set P that intersects each orbit in exactly
one point is ensured by [18, Theorem 2.9]. The fact that P has positive measure
is then due to the discreteness of Γ. Finally, by Proposition 4.1, we have that
|γP ∩ γ′P | = 0 when γ 6= γ′. 
Remark 4.3. For the group of translations and shears, see Section 2.4, there is no
Borel section P , because the group G of shears is not finite. Equivalently, one can
see that the orbits can have accumulation points.
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If G is finite, Ŝ is connected, and the action of G on Ŝ is faithful, applying
Proposition 4.2 to the semidirect product Λ⊥⋊G acting on Ŝ, one can deduce the
existence of a measurable section Ω0 for the orbits space Ŝ/(Λ
⊥⋊G). In particular,
for such an Ω0 we have that the set Ω defined by
Ω :=
⋃
g∈G
g∗Ω0 (4.1)
is a Borel section of Ŝ/Λ⊥. Moreover
|g∗1Ω0 ∩ g
∗
2Ω0| = 0 for all g1, g2 ∈ G, g1 6= g2. (4.2)
4.2. Γ-invariant range functions. When a Borel section Ω0 exists, the Γ-inva-
riant spaces can be characterized by special range functions, similarly as in the case
of shift-invariant spaces.
To see this, let us define the map T : L2(S) −→ L2(Ω0 ×G, ℓ2(Λ
⊥)) by
T[f ](ω, g) =
{
f̂(g∗ω + k)
}
k∈Λ⊥
= T [f ](g∗ω) a.e. ω ∈ Ω0. (4.3)
In a similar way as with the T map given in Definition 2.2 one can see that T is an
isometric isomorphism.
A direct calculation using Lemma 2.7 shows that for u ∈ G and s ∈ Λ⊥
T[Ruf ](ω, g) =
{
f̂(u∗g∗ω + u∗k)
}
k∈Λ⊥
= ru(T[f ](ω, gu))
T[Tsf ](ω, g) = e
−2πig∗ω.s
T[f ](ω, g).
This justifies the following definition.
Definition 4.4. Let Ω0 ⊂ Ŝ be a Borel section of Ŝ/(Λ
⊥ ⋊ G). A measurable
Γ-invariant range function is a measurable map
K : Ω0 ×G −→ {closed subspaces of ℓ2(Λ
⊥)}
such that the closed subspace K(ω, g) satisfies the extra condition that
ru−1(K(ω, g)) = K(ω, gu) for a.e. ω ∈ Ω0, for all g, u ∈ G. (4.4)
We say that K is measurable if the family PK(ω,g) ∈ B(ℓ2(Λ
⊥)) of orthogonal
projections onto K(ω, g) is measurable. These measurable Γ-invariant range func-
tions share most of the properties of measurable range functions of Definition 2.9.
Their proofs can be obtained by a proper adaptation of the classical case [14]. The
differences are due to the fact that Γ-invariant range functions come from the ac-
tion of a (non-commutative) semidirect product instead of just translations by a
commutative group.
Given a Γ-invariant range function K, denote by
MK = {F ∈ L
2(Ω0 ×G, ℓ2(Λ
⊥)) : F (ω, g) ∈ K(ω, g) a.e. ω ∈ Ω0, ∀g ∈ G}.
Since K(ω, g) is closed for every g ∈ G, and a.e. ω ∈ Ω0, it is easy to see that MK
is closed. With this notation, we have the following lemmas, whose proofs can be
obtained following the arguments of [14].
Lemma 4.5. Let K be a measurable Γ-invariant range function. Denote by PMK ∈
B(L2(Ω0×G, ℓ2(Λ
⊥))) the orthogonal projection onto MK, and for (ω, g) ∈ Ω0×G
let PK(ω,g) ∈ B(ℓ2(Λ
⊥)) be the orthogonal projection onto K(ω, g). Then
(PMKF )(ω, g) = PK(ω,g)(F (ω, g)) , ∀F ∈ L
2(Ω0×G, ℓ2(Λ
⊥)) , a.e. ω ∈ Ω0, ∀ g ∈ G.
Lemma 4.6. Let K,K′ be two measurable Γ-invariant range functions. Then MK =
MK′ if and only if K(ω, g) = K
′(ω, g) for a.e. ω ∈ Ω0, for all g ∈ G.
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The next theorem characterizes Γ-invariant spaces in terms of Γ-invariant range
functions (cf. Theorem 2.11).
Theorem 4.7. Assume that a Borel section Ω0 for the action of Γ̂ ⋊ G on Ŝ
exists, let V be a closed subspace of L2(S) and let T the map (4.3). The subspace
V is Γ-invariant if and only if there exists a unique measurable Γ-invariant range
function KV such that
V = {f ∈ L2(S) : T[f ](ω, g) ∈ KV(ω, g), g ∈ G, a.e. ω ∈ Ω0)}. (4.5)
Moreover, if V = SΓ(Φ) for some countable set Φ of L
2(S), the measurable Γ-
invariant range function associated to SΓ(Φ) satisfies for each u ∈ G that
KV(ω, u) = span{T[Rgϕ](ω, u) : ϕ ∈ Φ, g ∈ G}, a.e. ω ∈ Ω0, ∀ u ∈ G.
Proof. Assume first that V is Γ-invariant. We want to prove the existence of a
measurable Γ-invariant range function K associated to V . Let Φ ⊂ L2(S) be a
countable set such that V = SΓ(Φ). Define
K(ω, u) = span{T[Rgϕ](ω, u) : ϕ ∈ Φ, g ∈ G}, a.e. ω ∈ Ω0, ∀ u ∈ G. (4.6)
It is straightforward to see that K is a Γ-invariant range function.
Further it is clear that equation (4.5) is true if and only if T(V) =MK. Set now
M := T(V). We will show that M =MK.
To see that M ⊂ MK, let F ∈ M and for each n ∈ N choose fn ∈ span{Rgϕ :
ϕ ∈ Φ, g ∈ G} ⊂ V such that Fn := T(fn) → F in M . So, Fnk(ω, g) converges
to F (ω, g) a.e. ω ∈ Ω0, ∀ g ∈ G, for some subsequence {Fnk}k. Since Fnk(ω, g) ∈
K(ω, g) for all k and for a.e. ω ∈ Ω0 and all g ∈ G, the fact that K(ω, g) is closed
implies that F (ω, g) ∈ K(ω, g) for a.e. ω ∈ Ω0 and all g ∈ G.
To see that M cannot be a proper subspace of MK, assume that F ∈ MK, and
F⊥M . Then, for all φ ∈ M and all k ∈ Λ, denoting by f = T−1[F ], and by
ϕ = T−1[φ], we have that T[Tkϕ] ∈M . Since
T[Tkϕ](ω, g) = e
−2πig∗ω.k
T[ϕ](ω, g)
we have
0 = 〈F,T[Tkϕ]〉 =
∫
Ω0
∑
g∈G
〈F (ω, g),T[Tkϕ](ω, g)〉ℓ2(Λ⊥)dω
=
∫
Ω0
∑
g∈G
e−2πig
∗ω.k
∑
ℓ∈Λ⊥
f̂(g∗ω + ℓ)ϕ̂(g∗ω + ℓ)dω
=
∫
Ω
e−2πiω.k
∑
ℓ∈Λ⊥
f̂(ω + ℓ)ϕ̂(ω + ℓ)dω
=
∫
Ω
e−2πiω.k〈T [f ](ω), T [ϕ](ω)〉ℓ2(Λ⊥)dω.
Using that the last integral is a Fourier coefficient with respect to the character
e−2πiω.k, we have that 〈T [f ](ω), T [ϕ](ω)〉ℓ2(Λ⊥) = 0 for a.e. ω ∈ Ω. Thus, by
definition of T, we have
〈F (ω, g), φ(ω, g)〉ℓ2(Λ⊥) = 〈T [f ](g
∗ω), T [ϕ](g∗ω)〉ℓ2(Λ⊥) = 0 a.e. ω ∈ Ω0.
Since T[Rgϕ] ∈M for all g ∈ G and all ϕ ∈ Φ, we then have
〈F (ω, u),T[Rgϕ](ω, u)〉ℓ2(Λ⊥) = 0.
By (4.6), F (ω, g) ∈ K(ω, g)⊥ for a.e. ω ∈ Ω0 and all g ∈ G. Since F (ω, g) ∈ K(ω, g),
we conclude that F = 0.
Regarding the measurability of K, it is enough to note that for g = e, K(ω, e) is
the restriction of the range function T for the shift invariant space V = S(Rgϕ :
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g ∈ G,ϕ ∈ Φ) to the measurable subset Ω0 and hence measurable. For any other
g ∈ G, K(ω, g) = r−1g (K(ω, e)) and therefore also measurable.
So, we proved that for each Γ-invariant subspace V there exists a measurable
Γ-invariant range function, say KV , that satisfies (4.5). This function is unique due
to Lemma 4.6.
Conversely, assume that K is a measurable Γ-invariant range function. Define
V by (4.5). Then, V is Γ-invariant, for if f ∈ V , T[f ](ω, g) ∈ K(ω, g) a.e. ω and,
T[Ruf ](ω, g) = ruT[f ](ω, gu) ∈ ruK(ω, gu) = K(ω, g) by the Γ-invariance of K. 
5. Approximation
In this section we study the approximation problem mentioned in the introduc-
tion. The idea is to find a low dimensional model (a subspace), among a certain
class of subspaces, that best fits a given dataset. The subspace will be optimal for
the data in the sense that it minimises a proposed functional. This problem has
been studied in the case the class of subspaces are shift invariant spaces [1, 13]. The
importance of our approach is that our class includes subspaces that are invariant
by rigid movements in Rd. This is very important in applications since we are able
to include rotations and symmetries.
Throughout this section, we will always assume that G is finite, and that a Borel
section of Ŝ/(Λ⊥⋊G) exists. Recall that, by Proposition 4.2, such a section always
exists whenever G acts faithfully on Ŝ and Ŝ is connected.
The next theorem is the main result of this section, and it shows that for any
given dataset, and a positive number κ, there always exists an optimal Γ-invariant
subspace of length at most κ. We also obtain the exact error of approximation and
a formula for a Parseval set of generators.
Let F = {f1, . . . , fm} ⊂ L
2(S) and let V ⊂ L2(S) be a closed subspace. Define
the functional
E [V ;F ] =
m∑
i=1
‖fi − PVfi‖
2
L2(S). (5.1)
Note that the value of the functional E in V and F is the sum of the squares of
the distances between each element of F and the closed subspace V , which will be
chosen in the class of Γ-invariant subspaces SΓ(Φ) introduced in Section 3.
Before stating the main theorem concerning the minimization of (5.1), we need
the following properties of eigenvalues and eigenvectors of the Gramian of the data.
Lemma 5.1. Let Fg be the family {R(g)fi : (i, g) ∈ Im × G} ⊂ L
2(S) ordered
with the lexicographical ordering of Im ×G := {1, 2, . . . ,m} ×G, and let G := GFg
be its Gramian as in Definition 2.5.
1. For ω ∈ Ω, let {σi,g(ω)
2 : (i, g) ∈ Im × G} be the eigenvalues of G (ω)
ordered decreasingly with the lexicographical ordering of Im × G, counted
with their multiplicity. Then they are G-invariant, in the sense that
σi,g(g
∗
0ω) = σi,g(ω) ∀ (i, g) ∈ Im ×G, ∀ g0 ∈ G, a.e. ω ∈ Ω. (5.2)
2. For ω ∈ Ω0, let {V
i,g(ω) : (i, g) ∈ Im × G} ⊂ C
m|G| be the corresponding
orthonormal eigenvectors of G (ω), and denote the components of the (i, g)-
th eigenvector by {V i,gj,q (ω) : (j, q) ∈ Im × G} ⊂ C. Then, it is possible to
obtain a family of orthonormal eigenvectors of G (ω) at a.e. ω ∈ Ω whose
components satisfy
V i,gj,q (g
∗
0ω) = V
i,g
j,g0q
(ω) ∀ g0 ∈ G, a.e. ω ∈ Ω. (5.3)
Proof. To prove 1. observe that, by Corollary 3.7, the Gramian G of Fg satisfies
(3.5), so the spectrum of G (g∗ω) coincides with that of G (ω) at a.e. ω ∈ Ω, for
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all g ∈ G, because λg is unitary. Then, (5.2) holds due to the decreasing ordering
imposed at a.e. ω ∈ Ω. To prove 2, for a.e. ω ∈ Ω let ω0 ∈ Ω0 and g0 ∈ G be the
unique elements such that ω = g∗0ω0, and for (i, g) ∈ Im ×G let z ∈ C
m|G| satisfy
G (ω)z = σi,g(ω)z.
Using (3.5) and (5.2) we deduce
G (ω0)λg0z = σi,g(ω0)λg0z,
so we can take V i,g at ω in such a way that
λg0V
i,g(ω) = V i,g(ω0). (5.4)
Thus, by definition of λ
V i,gj,q (g
∗
0ω0) = (λg−1
0
V i,g(ω0))j,q = V
i,g
j,g0q
(ω0) a.e. ω0 ∈ Ω0.
The validity of this identity for a.e. ω ∈ Ω follows from this, using (5.4) and the
definition of λ. 
Theorem 5.2. Let F = {f1, . . . , fm} be a set of functional data in L
2(S). Using
the same notations as in Lemma 5.1, the following holds:
1. For all κ ∈ {1, . . . ,m} there exists a Γ-invariant space W ⊂ L2(S) generated by
Γ-orbits of a family {ψi}
κ
i=1 ⊂ L
2(S) such that
E [W ;F ] = min{E [V ;F ] : V ⊂ L2(S) ,Γ-invariant and L(V) ≤ κ}
and the system {TkRgψi : k ∈ Λ, g ∈ G, i ∈ {1, . . . , κ}} is a Parseval frame of W.
2. The approximation error for the minimizing space W is given by
E [W ;F ] =
m∑
i=κ+1
∑
g∈G
∫
Ω0
σ(i,g)(ω)
2dω.
3. A family {ψi}
κ
i=1 ⊂ L
2(S) that generates a minimizer W is given by
T [ψi](ω) =
∑
(j,g′)∈Im×G
Cj,g
′
i (ω)T [Rg′fj](ω) (5.5)
where
Cj,g
′
i (ω) =
∑
g∈G
θi,g(ω)V
i,g
j,g′ (ω)χg∗Ω0(ω) , i = 1, . . . , κ (5.6)
and θi,g(ω) = (σi,g(ω))
−1 if σi,g(ω) 6= 0 and 0 otherwise. All identities hold for a.e.
ω ∈ Ω.
The proof of Theorem 5.2 relies on the minimization of a family of related func-
tionals, which read as follows.
Definition 5.3. Let V ⊂ L2(S) be a Λ-invariant subspace, F = {f1, . . . , fm} ⊂
L2(S) and ω ∈ Ŝ. We define
D(V ;F )(ω) =
m∑
i=1
∑
g∈G
‖T [Rgfi](ω)− PJV(ω)T [Rgfi](ω)‖
2
ℓ2(Λ⊥)
.
For ω ∈ Ŝ, we say that a Γ-invariant subspace W ⊂ L2(S) is a minimizer of length
at most κ of D(V ;F )(ω) if L(W) ≤ κ, and
D(W ;F )(ω) ≤ D(V ;F )(ω) ∀ V Γ-invariant : L(V) ≤ κ.
We have the following result relating E [V ;F ] and D(V ;F ).
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Proposition 5.4. Let V ⊂ L2(S) be Γ-invariant subspace. Then it holds,
E [V ;F ] =
∫
Ω0
D(V ;F )(ω) dω . (5.7)
Moreover, if W ⊂ L2(S) is a minimizer of length at most κ of D(V ;F )(ω) for
almost all ω ∈ Ω0, then W is also a minimizer of E [V ;F ] over all V with L(V) ≤ κ.
Proof. To prove (5.7), use that T is an isometry from L2(S) onto L2(Ω, ℓ2(Λ
⊥))
(see Lemma 2.3) to write
E [V ;F ] =
m∑
i=1
‖T [fi]− T [PVfi]‖
2
L2(Ω,ℓ2(Λ⊥))
.
Furthermore it is easy to see that T PV = PT [V]T , so we have
E [V ;F ] =
m∑
i=1
‖T [fi]− PT [V]T [fi]‖
2
L2(Ω,ℓ2(Λ⊥))
.
Since V is Γ-invariant, hence in particular it is Λ-invariant, by Theorem 2.11 we
have T [V ] =MJV . Hence,
E [V ;F ] =
m∑
i=1
‖T [fi]− PMJV T [fi]‖
2
L2(Ω,ℓ2(Λ⊥))
.
By definition of the norm in L2(Ω, ℓ2(Λ
⊥)), and using Lemma 2.10, we can write
E [V ;F ] =
m∑
i=1
∫
Ω
‖T [fi](ω)− (PMJV T [fi])(ω)‖
2
ℓ2(Λ⊥)
dω
=
m∑
i=1
∫
Ω
‖T [fi](ω)− PJV(ω)T [fi](ω)‖
2
ℓ2(Λ⊥)
dω
=
m∑
i=1
∑
g∈G
∫
g∗Ω0
‖T [fi](ω)− PJV(ω)T [fi](ω)‖
2
ℓ2(Λ⊥)
dω .
An obvious change of variables gives
E [V ;F ] =
m∑
i=1
∑
g∈G
∫
Ω0
‖T [fi](g
∗ω)− PJV (g∗ω)T [fi](g
∗ω)‖2ℓ2(Λ⊥)dω
=
∫
Ω0
m∑
i=1
∑
g∈G
‖T [fi](g
∗ω)− PJV (g∗ω)T [fi](g
∗ω)‖2ℓ2(Λ⊥)dω .
By Lemma 2.7 and Theorem 3.3,
E [V ;F ] =
∫
Ω0
m∑
i=1
∑
g∈G
‖rg−1T [Rgfi](ω)− Pr
g−1
JV (ω) rg−1T [Rgfi](ω)‖
2
ℓ2(Λ⊥)
dω .
Now, using that rg is an isometry, which implies Pr
g−1
JV(ω) = rg−1PJV (ω)rg, we
can conclude
E [V ;F ] =
∫
Ω0
m∑
i=1
∑
g∈G
‖rg−1T [Rgfi](ω)− rg−1PJV(ω)T [Rgfi](ω)‖
2
ℓ2(Λ⊥)
dω
=
∫
Ω0
D(V ;F )(ω) dω.
This proves (5.7).
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To conclude the proof of the proposition, suppose that W is a minimizer of
D(V ;F )(ω) of lenght at most κ for almost all ω ∈ Ω0. Then, for any V ⊂ L
2(S)
with L(V) ≤ κ, we have
E [W ;F ] =
∫
Ω0
D(W ;F )(ω) dω ≤
∫
Ω0
D(V ;F )(ω) dω = E [V ;F ]. 
Proof of Theorem 5.2. The proof relies on similar arguments to the ones pro-
vided in [1].
Let us first prove 1. Let ω ∈ Ω, Im = {1, . . . ,m}, and F (ω) be the pre-Gramian
of the system Fg, evaluated in ω, that is,
F (ω)c =
∑
(i,g)∈Im×G
ci,g ai,g(ω), c ∈ C
m|G|
where
ai,g(ω) = T [Rgfi](ω) ∈ ℓ2(Λ
⊥) i ∈ Im, g ∈ G.
For each ω ∈ Ω0, consider G (ω) = F (ω)
∗F (ω) the Gramian of Fg at ω, and
let {σ(i,g)(ω)
2, (i, g) ∈ Im × G} be its eigenvalues, ordered decreasingly with the
lexicographical ordering of Im ×G. Then G (ω) = V (ω)Σ(ω)
2V (ω)∗ where V (ω) is
the square matrix of order m|G| whose columns are the orthonormal eigenvectors
{V i,g(ω) : (i, g) ∈ Im ×G} ⊂ C
m|G| of G (ω), and Σ(ω) = diag(σi,g(ω)). Define
U(ω) = F (ω)V (ω)Σ(ω)+,
where Σ(ω)+ = diag(θi,g(ω)), and θi,g(ω) = (σi,g(ω))
−1 when σi,g(ω) 6= 0, and 0
otherwise. Then
U(ω)∗U(ω) = Σ(ω)+V (ω)∗F (ω)∗F (ω)V (ω)Σ(ω)+ = Σ(ω)+Σ(ω)2Σ(ω)+ (5.8)
is a diagonal matrix with 1 on the first r entries, and 0 on the other ones, where
r = rank(F (ω)).
Let ui,g(ω) be the (i, g)-th column of U(ω), and for κ ∈ Im and ω ∈ Ω0 denote by
U˜(ω) the matrix whose columns are given by the family {ui,g(ω) : i = 1, . . . , κ, g ∈
G} ⊂ ℓ2(Λ
⊥). By (4.1) and (4.2), we can extend U˜ to the whole Ω by defining
H(g∗ω) = rg−1 U˜(ω)λg , ω ∈ Ω0, g ∈ G. (5.9)
Let {hi.g(ω) , (i, g) ∈ Iκ×G} be the columns ofH(ω). Denoting by {δi,g , (i, g) ∈
Iκ ×G} ⊂ C
κ|G| the canonical basis of Cκ|G|, we have
hi.g′(g
∗ω) = H(g∗ω)δi,g′ = rg−1 U˜(ω)λgδi,g′ = rg−1 U˜(ω)δi,gg′ = rg−1ui,gg′(ω)
for ω ∈ Ω0. Since, for a.e. ω ∈ Ω, there exists a unique g ∈ G and a unique ω0 ∈ Ω0
such that ω = g∗ω0, we have
hi.g′(ω) = hi.g′(g
∗ω0) = rg−1ui,gg′((g
−1)∗ω).
Therefore we can then write, for any ω ∈ Ω
hi,g′(ω) =
∑
g∈G
rg−1ui,gg′((g
−1)∗ω)χ
g∗Ω0
(ω). (5.10)
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Using (5.8), we can see that hi,g ∈ L
2(Ω, ℓ2(Λ
⊥)) for all (i, g) ∈ Iκ ×G, because∫
Ω
‖hi,g′(ω)‖
2
ℓ2(Λ⊥)
dω =
∑
g∈G
∫
g∗Ω0
‖rg−1ui,gg′ ((g
−1)∗ω)‖2ℓ2(Λ⊥)dω
=
∑
g∈G
∫
Ω0
‖ui,g(ω)‖
2
ℓ2(Λ⊥)
dω =
∑
g∈G
∫
Ω0
‖U(ω)δi,g‖
2
ℓ2(Λ⊥)
dω
=
∑
g∈G
∫
Ω0
〈U(ω)∗U(ω)δi,g, δi,g〉ℓ2(Λ⊥)dω ≤ |G||Ω0| = |Ω|.
Thus, H is the pre-Gramian of the family {ψi,g : (i, g) ∈ Iκ × G} ⊂ L
2(S)
defined by
ψi,g := T
−1[hi,g]. (5.11)
Moreover, for a.e. ω ∈ Ω, let g0 ∈ G and ω0 ∈ Ω0 be the unique elements satisfying
ω = g∗0ω0. Then, for all g ∈ G, by (5.9) we have
H(g∗ω) = H((g0g)
∗ω0) = r(g0g)−1 U˜(ω0)λ(g0g) = rg−1rg−1
0
U˜(ω0)λg0λg
= rg−1H(g
∗
0ω0)λg = rg−1H(ω)λg.
By the second part of Theorem 3.6, this implies that for all (i, g) ∈ Iκ×G we have
ψi,g = Rgψi,e. (5.12)
We now show that the family {ψi = ψi,e}
κ
i=1 generates, under the action of Γ, a
minimizing subspace. Let
W = span{TkRgψi : i ∈ Iκ, k ∈ Λ, g ∈ G} ⊂ L
2(S).
Clearly W is Γ-invariant, and L(W) ≤ κ. By Theorem 2.11, and using (5.11) and
(5.12), the range function of W (as a Λ-invariant space) is
JW (ω) = span{T [Rgψi](ω) : (i, g) ∈ Iκ ×G} = span{hi,g(ω) : (i, g) ∈ Iκ ×G}
for a.e. ω ∈ Ω. In particular,
JW (ω) = span{ui,g(ω) : (i, g) ∈ Iκ ×G} a.e. ω ∈ Ω0.
Now, for a.e. ω ∈ Ω0, by applying the Schmidt-Eckart-Young theorem [34, 19] to
the data {ai,g(ω) , (i, g) ∈ Im×G} (see also [22, Chapt. VI.1, Theorem 1.5] and [1,
Theorem 4.1]), we get that the subspace JW(ω) ⊂ ℓ2(Λ
⊥) is a minimizer of length
at most κ of D(V ;F )(ω) in the sense of Definition 5.3. Thus, by Proposition 5.4, we
have that W is a minimizer for E [V ;F ] over all Γ-invariant subspaces V ⊂ L2(S)
with L(V) ≤ κ.
It remains to show that {TkRgψi : i ∈ Iκ, k ∈ Λ, g ∈ G} is a Parseval frame
of W . By (5.8) together with [15, Lemma 5.5.4] (see also [6, Corollary 7]), the
system {ui,g(ω) : (i, g) ∈ Iκ × G} is a Parseval frame of JW(ω) for a.e. ω ∈ Ω0.
We now prove that {hi,g(ω) : (i, g) ∈ Iκ ×G} is a Parseval frame of JW (ω) for a.e.
ω ∈ Ω. Let ω0 ∈ Ω0 and g0 ∈ G be the unique elements satisfying ω = g
∗
0ω0, and
let c ∈ JW(ω). Using (5.10)
κ∑
i=1
∑
g∈G
|〈hi,g(ω), c〉ℓ2(Λ⊥)|
2 =
κ∑
i=1
∑
g∈G
|〈rg−1
0
ui,g0g(ω0), c〉ℓ2(Λ⊥)|
2
=
κ∑
i=1
∑
g∈G
|〈ui,g0g(ω0), rg0c〉ℓ2(Λ⊥)|
2.
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By Theorem 3.3, since c ∈ JW(ω) = JW(g
∗
0ω0), then rg0c ∈ JW(ω0). Since
{ui,g(ω0) : (i, g) ∈ Iκ ×G} is a Parseval frame of JW(ω0)
κ∑
i=1
∑
g∈G
|〈hi,g(ω), c〉ℓ2(Λ⊥)|
2 = ‖rg0c‖
2
ℓ2(Λ⊥)
= ‖c‖2ℓ2(Λ⊥).
By [14, Theorem 4.1], we then have that {TkRgψi : i ∈ Iκ, k ∈ Λ, g ∈ G} is a
Parseval frame of W as wanted. This concludes the proof of 1.
To prove the formula for the approximation error given in 2. recall that, by the
Schmidt-Eckart-Young theorem for the data {ai,g(ω) , (i, g) ∈ Im×G}, with ω ∈ Ω0
(see [1, Theorem 4.1] for a version adapted to our situation)
D(W ;F )(ω) =
m∑
i=κ+1
∑
g∈G
σi,g(ω)
2.
Thus, 2. is a consequence of (5.7) in Proposition 5.4.
To prove 3., we need to compute T [ψi] = hi,e explicitly. From the definition
of U(ω), that is U(ω) = F (ω)V (ω)Σ+(ω), a direct computation shows that the
(i, g)-th column of U(ω) is
ui,g(ω) = θi,g(ω)
∑
(j,q)∈Im×G
V i,gj,q (ω) aj,q(ω) ∈ ℓ2(Λ
⊥) a.e. ω ∈ Ω0. (5.13)
Using now (5.10) we obtain
hi,e(ω) =
∑
g∈G
rg−1ui,g((g
−1)∗ω)χ
g∗Ω0
(ω)
=
∑
g∈G
rg−1θi,g((g
−1)∗ω)
∑
(j,q)∈Im×G
V i,gj,q ((g
−1)∗ω) aj,q((g
−1)∗ω)χ
g∗Ω0
(ω)
=
∑
g∈G
θi,g(ω)
∑
(j,q)∈Im×G
V i,g
j,g−1q
(ω) rg−1aj,q((g
−1)∗ω)χ
g∗Ω0
(ω)
where the last identity is due to (5.2) and (5.3).
By Lemma 2.7 and the definition of ai,g
rg−1aj,q((g
−1)∗ω) = rg−1T [Rqfj]((g
−1)∗ω) = T [Rg−1qfj](ω).
Therefore
hi,e(ω) =
∑
g,q∈G
m∑
j=1
θi,g(ω)V
i,g
j,g−1q
(ω) aj,g−1q(ω)χg∗Ω0(ω)
g−1q=g′
=
∑
(j,g′)∈Im×G
aj,g′(ω)
∑
g∈G
θi,g(ω)V
i,g
j,g′ (ω)χg∗Ω0(ω).
In terms of the coefficients (5.6) we obtain
T [ψi](ω) =
∑
(j,g′)∈Im×G
Cj,g
′
i (ω)T [Rg′fj](ω)
which is (5.5). This concludes the proof. 
Remark 5.5. Note that, by (5.5) and Theorem 2.11, we have that each ψi belongs
to SΓ(F ), so in particular W ⊂ SΓ(F ).
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