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Fig. 1: The proposed system takes as input the asynchronous data acquired by a pair of event cameras in stereo configuration
(Left) and recovers the motion of the cameras as well as a semi-dense map of the scene (Right). It exploits spatio-temporal
consistency of the events across the image planes of the cameras to solve both localization (i.e., 6-DoF tracking) and mapping
(i.e., depth estimation) subproblems of visual odometry (Middle). The system runs in real time on a standard CPU.
Abstract—Event-based cameras are bio-inspired vision sensors
whose pixels work independently from each other and respond
asynchronously to brightness changes, with microsecond reso-
lution. Their advantages make it possible to tackle challenging
scenarios in robotics, such as high-speed and high dynamic range
scenes. We present a solution to the problem of visual odometry
from the data acquired by a stereo event-based camera rig.
Our system follows a parallel tracking-and-mapping approach,
where novel solutions to each subproblem (3D reconstruction
and camera pose estimation) are developed with two objectives
in mind: being principled and efficient, for real-time operation
with commodity hardware. To this end, we seek to maximize
the spatio-temporal consistency of stereo event-based data while
using a simple and efficient representation. Specifically, the
mapping module builds a semi-dense 3D map of the scene by
fusing depth estimates from multiple local viewpoints (obtained
by spatio-temporal consistency) in a probabilistic fashion. The
tracking module recovers the pose of the stereo rig by solving
a registration problem that naturally arises due to the chosen
map and event data representation. Experiments on publicly
available datasets and on our own recordings demonstrate the
versatility of the proposed method in natural scenes with general
6-DoF motion. The system successfully leverages the advantages
of event-based cameras to perform visual odometry in challenging
illumination conditions, such as low-light and high dynamic
range, while running in real-time on a standard CPU. We release
the software and dataset under an open source licence to foster
research in the emerging topic of event-based SLAM.
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I. INTRODUCTION
Event cameras are novel bio-inspired sensors that report
the pixel-wise intensity changes asynchronously at the time
they occur, called “events” [1], [2]. Hence, they do not output
grayscale images nor they operate at a fixed rate like tradi-
tional cameras. This asynchronous and differential principle
of operation suppresses temporal redundancy and therefore
reduces power consumption and bandwidth. Endowed with
microsecond resolution, event cameras are able to capture
high-speed motions, which would cause severe motion blur
on standard cameras. In addition, event cameras have a very
high dynamic range (HDR) (e.g., 140 dB compared to 60 dB
of standard cameras), which allows them to be used on broad
illumination conditions. Hence, event cameras open the door
to tackle challenging scenarios in robotics such as high-speed
and/or HDR feature tracking [3], [4], [5], camera tracking [6],
[7], [8], [9], control [10], [11], [12] and Simultaneous Local-
ization and Mapping (SLAM) [13], [14], [15], [16].
The main challenge in robot perception with these sensors
is to design new algorithms that process the unfamiliar stream
of intensity changes (“events”) and are able to unlock the
camera’s potential [2]. Some works have addressed this chal-
lenge by combining event cameras with additional sensors,
such as depth sensors [17] or standard cameras [18], [19], to
simplify the perception task at hand. However, this introduced
bottlenecks due to the combined system being limited by the
lower speed and dynamic range of the additional sensor.
In this paper we tackle the problem of stereo visual odom-
etry (VO) with event cameras in natural scenes and arbitrary
6-DoF motion. To this end, we design a system that processes a
stereo stream of events in real time and outputs the ego-motion
of the stereo rig and a map of the 3D scene (Fig. 1). The
proposed system essentially follows a parallel tracking-and-
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2mapping philosophy [20], where the main modules operate in
an interleaved fashion estimating the ego-motion and the 3D
structure, respectively (a more detailed overview of the system
is given in Fig. 2). In summary, our contributions are:
• A novel mapping method based on the optimization of an
objective function designed to measure spatio-temporal
consistency across stereo event streams (Section IV-A).
• A fusion strategy based on the probabilistic characteris-
tics of the estimated inverse depth to improve density and
accuracy of the recovered 3D structure (Section IV-B).
• A novel camera tracking method based on 3D−2D regis-
tration that leverages the inherent distance field nature of
a compact and efficient event representation (Section V).
• An extensive experimental evaluation, on publicly avail-
able datasets and our own, demonstrating that the system
is computationally efficient, running in real time on a
standard CPU. All implementations, designs of the stereo
rig, and datasets used for evaluation will be open sourced.
This paper significantly extends and differs from our previous
work [21], which only tackled the stereo mapping problem.
Details of the differences are given at the beginning of Sec-
tion IV. In short, we have completely reworked the mapping
part due to the challenges faced for real-time operation.
Stereo visual odometry (VO) is a paramount task in robot
navigation, and we aim at bringing the advantages of event-
based vision to the application scenarios of this task. To the
best of our knowledge, this is the first published stereo VO
algorithm for event cameras (see Section II).
Outline: The rest of the paper is organized as follows.
Section II reviews related work in 3D reconstruction and ego-
motion estimation with event cameras. Section III provides
an overview of the proposed event-based stereo VO system,
whose mapping and tracking modules are described in Sec-
tions IV and V, respectively. Section VI evaluates the proposed
system extensively on publicly available data, demonstrating
its effectiveness. Finally, Section VII concludes the paper.
II. RELATED WORK
Event-based stereo VO is related to several problems in
structure and motion estimation with event cameras. These
have been intensively researched in recent years, notably since
event cameras such as the Dynamic Vision Sensor (DVS) [1]
became commercially available (2008). Here we review some
of those works. A more extensive survey is provided in [2].
A. Event-based Depth Estimation (3D Reconstruction)
a) Instantaneous Stereo: The literature on event-based
stereo depth estimation is dominated by methods that tackle
the problem of 3D reconstruction using data from a pair of
synchronized and rigidly attached event cameras during a very
short time (ideally, on a per-event basis). The goal is to exploit
the advantages of event cameras to reconstruct dynamic scenes
at very high speed and with low power. These works [22],
[23], [24] typically follow the classical two-step paradigm
of finding epipolar matches and then triangulating the 3D
point [25]. Event matching is often solved by enforcing several
constraints, including temporal coherence (e.g., simultaneity)
of events across both cameras. For example, [26] combines
epipolar constraints, temporal inconsistency, motion inconsis-
tency and photometric error (available only from grayscale
events given by ATIS cameras [27]) into an objective function
to compute the best matches. Other works, such as [28],
[29], [30], extend cooperative stereo [31] to the case of event
cameras [32]. These methods work well with static cameras
in uncluttered scenes, so that event matches are easy to find
among few moving objects.
b) Monocular: Depth estimation with a single event
camera has been shown in [13], [33], [34]. Since instantaneous
depth estimation is brittle in monocular setups, these methods
tackle the problem of depth estimation for VO or SLAM:
hence, they require knowledge of the camera motion to inte-
grate information from the events over a longer time interval
and be able to produce a semi-dense 3D reconstruction of
the scene. Event simultaneity does not apply, hence temporal
coherence is much more difficult to exploit to match events
across time and therefore other techniques are devised.
B. Event-based Camera Pose Estimation
Research on event-based camera localization has progressed
by addressing scenarios of increasing complexity. From the
perspective of the type of motion, constrained motions, such
as pure rotation [35], [36], [8], [37] or planar motion [38],
[39] have been studied before investigating the most general
case of arbitrary 6-DoF motion. Regarding the type of scenes,
solutions for artificial patterns, such as high-contrast textures
and/or structures (line-based or planar maps) [38], [40], [6],
have been proposed before solving more difficult cases: natural
scenes with arbitrary 3D structure and photometric varia-
tions [36], [7], [9].
From the methodology point of view, probabilistic fil-
ters [38], [36], [7] provide event-by-event tracking updates
thus achieving minimal latency (µs), whereas frame-based
techniques (often non-linear optimization) trade off latency for
more stable and accurate results [8], [9].
C. Event-based VO and SLAM
a) Monocular: Two methods stand out as solving the
problem of monocular event-based VO for 6-DoF motions
in natural 3D scenes. The approach in [13] simultaneously
runs three interleaved Bayesian filters, which estimate image
intensity, depth and camera pose. The recovery of intensity
information and depth regularization make the method compu-
tationally intensive, thus requiring dedicated hardware (GPU)
for real-time operation. In contrast, [14] proposes a geometric
approach based on the semi-dense mapping technique in [33]
(focusing events [41]) and an image alignment tracker that
works on event images. It does not need to recover absolute
intensity and runs in real time on a CPU. So far, none of these
methods have been open sourced to the community.
b) Stereo: The authors are aware of the existence of
a stereo VO demonstrator built by event camera manufac-
turer [42]; however its details have not been disclosed. Thus, to
the best of our knowledge, this is the first published stereo VO
algorithm for event cameras. In the experiments (Section VI)
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Fig. 2: Proposed system flowchart. Core modules of the system
(event pre-processing, mapping and tracking) are marked with
dashed rectangles. The only input to the system comprises raw
stereo events from calibrated cameras, and the output consists
of camera rig poses and a point cloud of 3D scene edges.
we compare the proposed algorithm against an iterative-closest
point (ICP) method, which is the underlying technology of the
above demonstrator.
Our method builds upon our previous mapping work [21],
reworked, and a novel camera tracker that re-utilizes the data
structures used for mapping. For mapping, we do not follow
the classical paradigm of event matching plus triangulation, but
rather a forward-projection approach that enables depth esti-
mation without establishing event correspondences explicitly.
Instead, we reformulate temporal coherence using the compact
representation of space-time provided by time surfaces [43].
For tracking, we use non-linear optimization on time surfaces,
thus resembling the frame-based paradigm, which trades off
latency for efficiency and accuracy. Like [14] our system does
not need to recover absolute intensity and is efficient, able
to operate in real time without dedicated hardware (GPU);
standard commodity hardware such as a laptop’s CPU suffices.
III. SYSTEM OVERVIEW
The proposed stereo VO system takes as input only raw
events from calibrated cameras and manages to simultaneously
estimate the pose of the stereo event camera rig while recon-
structing the environment using semi-dense depth maps. An
overview of the system is given in Fig. 2, in which the core
modules are highlighted with dashed lines. Similarly to clas-
sical SLAM pipelines [20], the core of our system consists of
two interleaved modules: mapping and tracking. Additionally,
there is a third key component: event pre-processing.
Let us briefly introduce the functionality of each module
and explain how they work cooperatively. First of all, the
event processing module generates an event representation,
called time-surface maps (or simply “time surfaces”, see
Section III-A), used by the other modules. Theoretically, these
time maps are updated asynchronously, with every incoming
Fig. 3: Event Representation. Left: Output of an event camera
when viewing a rotating dot. Right: Time-surface map (1) at
time t, T (x, t), which essentially measures how far in time
(with respect to t) the last event spiked at each pixel x =
(u, v)>. The brighter the color, the more recently the event
was triggered. Figure adapted from [46].
event (µs resolution). However, considering that a single event
does not bring much information to update the state of a VO
system, the stereo time surfaces are updated at a more practical
rate: e.g., at the occurrence of a certain number of events or at a
fixed rate (e.g., 100 Hz in our implementation). A short history
of time surfaces is stored in a database (top right of Fig. 2)
for access by other modules. Secondly, after an initialization
phase (see below), the tracking module continuously estimates
the pose of the left event camera with respect to the local
map. The resulting pose estimates are stored in a database of
coordinate transforms (e.g., TF in ROS [44]), which is able to
return the pose at any given time by interpolation in SE(3).
Finally, the mapping module takes the events, time surfaces
and pose estimates and refreshes a local map (represented as
a probabilistic semi-dense depth map), which is used by the
tracking module. The local maps are stored on a database of
global point cloud for visualization.
Initialization: To bootstrap the system, we apply a stereo
method (a modified SGM method [45], as discussed in Sec-
tion VI-C) that provides a coarse initial map. This enables the
tracking module to start working while the mapping module
is also started and produces a better semi-dense inverse depth
map (more accurate and dense).
A. Event Representation
As illustrated in Fig. 3-left, the output of an event cam-
era is a stream of asynchronous events. Each event ek =
(uk, vk, tk, pk) consists of the space-time coordinates where
an intensity change of predefined size happened and the sign
(polarity pk ∈ {+1,−1}) of the change.
The proposed system (Fig. 2) uses both individual events
and an alternative representation called Time Surface (Fig. 3-
right). A time surface (TS) is a 2D map where each pixel
stores a single time value, e.g., the timestamp of the last event
at that pixel [47]. Using an exponential decay kernel [43] TSs
emphasize recent events over past events. Specifically, if tlast
is the timestamp of the last event at each pixel coordinate
x = (u, v)> the TS at time t ≥ tlast(x) is defined by
T (x, t) .= exp
(
− t− tlast(x)
δ
)
, (1)
where δ, the decay rate parameter, is a small constant number
(e.g., 30 ms in our experiments). As shown in Fig. 3-right,
4TSs represent the recent history of moving edges in a compact
way (a 2D grid, also called motion history image in classical
vision [48]) compared to other event representations [2], [49].
We use TSs because they are memory- and computationally
efficient, informative, interpretable and because they have
proven to be successful for motion (optical flow) [47], [50],
[51] and depth estimation [21]. Specifically, for mapping (Sec-
tion IV) we propose to do pixel-wise comparisons on a stereo
pair of TSs [21] as a replacement for the photo-consistency
criterion of standard cameras [52]. Since TSs encode temporal
information, comparison of TS patches amounts to measuring
spatio-temporal consistency over small data volumes on the
image planes. For tracking (Section V), we exploit the fact
that a TS acts like an anisotropic distance field [53] defined by
the most recent edge locations to register events with respect
to the 3D map. For convenient visualization and processing,
(1) is rescaled to the range [0, 255].
IV. MAPPING: STEREO DEPTH ESTIMATION
BY SPATIO-TEMPORAL CONSISTENCY AND FUSION
The mapping module consists of two steps: (i) building local
semi-dense depth maps (Section IV-A and Algorithm 1) and
(ii) fusing local depth maps into a more accurate and populated
one (Section IV-B). An overview of the mapping module is
provided on Fig. 7(a).
The underlying principles often leveraged for event-based
stereo depth estimation are event co-occurrence and the eipolar
constraint, which simply state that a 3D edge triggers two
simultaneous events on corresponding epipolar lines of both
cameras. However, as shown in [54], [28], stereo temporal
coincidence does not strictly hold at the pixel level because
of delays, jitter and pixel mismatch (e.g., differences in event
firing rates). Hence, we define a stereo temporal consistency
criterion across space-time neighborhoods of the events rather
than by comparing the event timestamps at two individual
pixels. Moreover we represent such neighborhoods using time
surfaces (due to their properties and natural interpretation
as temporal information, Section III-A) and cast the stereo
matching problem as the minimization of such a criterion.
The above two-step process and principle was used in our
previous work [21]. However, we contribute some fundamental
differences guided by a real-time design goal: (i) The ob-
jective function is built only on the temporal inconsistency
across one stereo event time-surface map (Section IV-A) rather
than over longer time spans (thus, the proposed approach
becomes closer to the strategy in [52] than that in [55]). This
needs to be coupled with (ii) a novel depth-fusion algorithm
(Section IV-B), which is provided after investigation of the
probabilistic characteristics of the temporal residuals and in-
verse depth estimates, to enable accurate depth estimation over
longer time spans than a single stereo time-surface map. (iii)
The initial guess to minimize the objective is determined using
a block matching method, which is more efficient than brute-
force search [21]. (iv) Finally, on a more technical note, non-
negative per-patch residuals [21] are replaced with signed per-
pixel residuals, which guarantee non-zero Jacobians for valid
uncertainty propagation and fusion.
Fig. 4: Mapping. Geometry of the (inverse) depth estimation
approach. A local depth map is estimated at a virtual viewpoint
(VV) (at time t − ). By design, the true location of the 3D
point along the viewing ray through pixel x of VV where an
event was triggered corresponds to the inverse depth ρ? that
maximizes the temporal consistency across the stereo obser-
vation
(Tleft(·, t), Tright(·, t)). A search interval [ρmin, ρmax] is
defined to bound the optimization along the viewing ray.
A. Inverse Depth Estimation for an Event
We follow an energy optimization framework to estimate
the inverse depth map D from a number of events et−δt:t
occurred in [t− δt, t] and a stereo observation at time t. Fig. 4
illustrates the geometry of the proposed approach. Without loss
of generality, we define the inverse depth map at a view F t
coinciding with the left camera. A stereo observation at time t
refers to a pair of time surfaces
(Tleft(·, t), Tright(·, t)) created
using (1) (see also Figs. 5(b) and 5(c)).
1) Problem Statement: The inverse depth ρ? .= 1/Z? of an
event et− ≡ (x, t − , p) (with  ∈ [0, δt]) on the left image
plane, which follows a camera trajectory Tt−δt:t, is estimated
by optimizing the objective function:
ρ? = arg min
ρ
C(x, ρ, Tleft(·, t), Tright(·, t),Tt−δt:t) (2)
C(· · · ) .=
∑
x1,i∈W1,x2,i∈W2
∥∥τ tleft(x1,i)− τ tright(x2,i)∥∥22 . (3)
The function τ tleft/right(xi) returns the temporal information
Tleft/right(·, t) at the pixel coordinate xi. The residual
ri(ρ)
.
= τ tleft(x1,i)− τ tright(x2,i) (4)
denotes the temporal difference between two corresponding
pixels x1,i and x2,i inside neighborhoods (i.e., patches) W1
and W2, centered at x1 and x2 respectively. Assuming the
calibration (intrinsic and extrinsic parameters) is known and
the pose of the left event camera at any given time within
[t − δt, t] is available (e.g., via interpolation of Tt−δt:t in
SE(3)), the points x1 and x2 are given by
x1 = pi
(
ctTct− · pi−1(x, ρk)
)
, (5a)
x2 = pi
(rightTleft · ctTct− · pi−1(x, ρk)). (5b)
Note that each event is warped using the camera pose at
the time of its timestamp. The function pi : R3 → R2 projects
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(a) Objective function (3) (in red).
(b) Time surface (left DVS). (c) Time surface (right DVS).
Fig. 5: Mapping. Spatio-temporal consistency. (a) The ob-
jective function measures the inconsistency between the
motion history content (time surfaces (b) and (c)) across
left-right retinas, thus replacing the photometric error in
frame-based stereo. Specifically, (a) depicts the variation of
C(x, ρ, Tleft(·, t), Tright(·, t),Tt−δt:t) with inverse depth ρ. The
vertical dashed line (black) indicates the ground truth inverse
depth. (b)-(c) show the time surfaces of the stereo event camera
at the observation time, Tleft(·, t), Tright(·, t), where the pixels
for measuring the temporal residual in (a) are enclosed in red.
a 3D point onto the camera’s image plane, while its inverse
function pi−1 : R2 → R3 back-projects a pixel into 3D space
given the inverse depth ρ. rightTleft denotes the transformation
from the left to the right event camera, which is constant. All
event coordinates x are undistorted and stereo-rectified using
the known calibration of the cameras.
Fig. 5 shows an example of the objective function from a
real stereo event-camera sequence [56] that has ground truth
depth. It confirms that the proposed objective function (3) does
lead to the optimal depth for a generic event. It visualizes the
profile of the objective function for the given event (Fig. 5(a))
and the stereo observation used (Figs. 5(b) and 5(c)).
Remark on Modeling Data Association: Note that our
approach differs from classical two-step event-processing
methods [22], [23], [24], [26] that solve the stereo matching
problem first and then triangulate the 3D point. Such two-step
approaches work in a “back-projection” fashion, mapping 2D
event measurements into 3D space. In contrast, our approach
combines matching and triangulation in a single step, operating
in a forward-projection manner (3D→2D). As shown in Fig. 4,
an inverse depth hypothesis ρ yields a 3D point, pi−1(x, ρ),
whose projection on both stereo image planes at time t gives
points x1(ρ) and x2(ρ) whose neighborhoods are compared in
the objective function (3). Hence, an inverse depth hypothesis
ρ establishes a candidate stereo event match, and the best
match is provided by the ρ that minimizes the objective.
Algorithm 1 Inverse Depth Estimation
1: Input: event et−, stereo event observation T tleft, T tright and
the relative transformation ctTct− .
2: Initialize ρ by ZNCC-block matching on T tleft, T tright.
3: while not converged do
4: Compute residuals r(ρ) in (4).
5: Compute Jacobian J(ρ) (analytical derivatives).
6: Update: ρ← ρ+∆ρ, using (7).
7: end while
8: return Inverse depth ρ.
2) Non-Linear Solver for Depth Estimation: The proposed
objective function (2)-(3) is optimized using non-linear least
squares methods, such as the Gauss-Newton method, which
iteratively find the root of the necessary optimality condition
∂C
∂ρ
= 2J>r = 0, (6)
where r .= (r1, r2, ..., rN2)>, N2 is the size of the patch,
and J = ∂r/∂ρ. Substituting the linearization of r given by
Taylor’s formula, r(ρ+∆ρ) ≈ r(ρ)+J(ρ)∆ρ, we arrive at the
normal equation J>J∆ρ = −J>r, where J>J = ‖J‖2 and
we omitted the dependency of J and r with ρ for succinctness.
The inverse depth solution ρ is iteratively updated by
ρ← ρ+∆ρ with ∆ρ = −(J>r)/‖J‖2. (7)
Analytical derivatives are used to speed up computations.
3) Initialization of the Non-Linear Solver: Successful con-
vergence of the inverse depth estimator (7) relies on a good
initial guess ρ0. For this, instead of carrying out an exhaustive
search over an inverse depth grid [21], we apply a more
efficient strategy exploiting the canonical stereo configuration:
block matching along epipolar lines of the stereo observation(Tleft(·, t), Tright(·, t)) using an integer-pixel disparity grid. As
matching criterion we maximize the Zero-Normalized Cross-
Correlation (ZNCC).
Note that temporal consistency is slightly violated here
because the relative motion ctTct− is not compensated for.
Nevertheless, this approximation provides a reasonable and
efficient initial guess ρ whose temporal consistency is refined
in the subsequent nonlinear optimization.
4) Summary: The inverse depth estimation for a given
event on the left camera (where the depth map is defined) is
summarized in Algorithm 1. The inputs of the algorithm are:
the event et− (space-time coordinates), a stereo observation
(time surfaces at time t) T tleft/right, the relative pose ctTct−
from a virtual view (at time t − ) to the stereo observation
and the constant extrinsic parameters between both event
cameras, rightTleft. The inverse depth of each event occurred in
[t− δt, t] is estimated independently. Therefore, computations
are parallelizable.
B. Semi-Dense Reconstruction
The 3D reconstruction method presented in Section IV-A
produces a sparse inverse depth map (i.e., a local 3D map)
at the left frame of the stereo observation. To improve the
6density of the reconstruction while reducing the uncertainty
of the estimated depth, we run the reconstruction method
(Algorithm 1) on multiple stereo observations along time
and fuse the results (Fig. 7). Hence, this section develops a
probabilistic approach for fusion of inverse depth distributions.
We do so by first studying the probabilistic characteristics
of inverse depth estimates (Section IV-B1). Based on these
characteristics, the fusion strategy is presented and incre-
mentally applied as sparse reconstructions on new stereo
observations are obtained (Sections IV-B2 and IV-B3). Our
fused reconstruction approaches a semi-dense level, producing
depth values for most edge pixels.
1) Probabilistic Model of Estimated Inverse Depth: We
model inverse depth at a pixel on the reference view not
with a number ρ but with an actual probability distribution.
Algorithm 1 provides an “average” value ρ? (also in (2)). We
now present how uncertainty (i.e., spread around the average)
is propagated and carry out an empirical study to determine
the distribution of inverse depth.
In the last iteration of Gauss-Newton’s method (7), the
inverse depth is updated by
ρ? ← ρ+∆ρ(r), (8)
where ∆ρ is a function of the residuals (4) r. Using events,
ground truth depth and poses from two datasets, we computed
a large number of residuals (4) to empirically determine their
probabilistic model. Fig. 6 shows the resulting histogram of
the residuals r together with a fitted parametric model. In
the experiment, we found that a Student’s t distribution fits
the histogram well. The resulting probabilistic model of r is
denoted by r ∼ St(µr, s2r, νr), where µr, sr, νr are the model
parameters, namely the mean, scale and degree of freedom,
respectively. The residual histograms in Fig. 6 seem to be
well centered at zero (compared to their spread and to the
abscissa range), and so we may set µr ≈ 0. Parameters of the
fitted Student’s t distributions are given in Table. I for the two
sequences used from two different datasets.
Since Generalised Hyperbolic distributions (GH) are closed
under affine transformations and the Student’s t distribution
is a particular case of GH, we conclude that the affine
transformation z = Ax+ b (with non-singular matrix A and
vector b) of a random vector x ∼ St(µ,S, ν) that follows a
multivariate Student’s t distribution (with mean vector µ, scale
matrix S and degree of freedom ν), also follows a Student’s t
distribution [57], in the form z ∼ St(Aµ+ b, ASA>, ν).
Applying this theorem to (7), with r ∼ St(µr, s2r, νr) and
A ≡ −∑i Ji/‖J‖2, b ≡ 0, we have that the update ∆ρ
approximately follows a Student’s t distribution
∆ρ ∼ St
(
−
∑
Ji
‖J‖2 µr,
s2r
‖J‖2 , νr
)
. (9)
Next, applying the theorem to the affine function (8) and as-
suming µr ≈ 0 (Fig. 6) we obtain the approximate distribution
ρ ∼ St
(
ρ?,
s2r
‖J‖2 , νr
)
, (10)
with J ≡ J(ρ?). The resulting variance is given by
σ2ρ? =
νr
νr − 2
s2r
‖J‖2 . (11)
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Fig. 6: Probability distribution (PDF) of the temporal residuals
ri: empirical (green histogram) and Student’s t fit (blue curve).
TABLE I: Parameters of the fitted Student’s t distribution.
Mean (µ) Scale (s) DoF (ν) Std. (σ)
simulation 3planes [59] -0.423 10.122 2.207 33.040
upenn flying1 [56] 4.935 17.277 2.182 59.763
Robust Estimation: The obtained probabilistic model can
be used for robust inverse depth estimation in the presence of
noise and outliers, since the heavy tails of the Student’s t
distribution account for them. To do so, each squared residual
in (3) is re-weighted by a factor ω(ri), which is a function
of the probabilistic model p(r). The resulting optimization
problem is solved using the Iteratively Re-weighted Least
Squares (IRLS) method, replacing the Gauss-Newton solver
in Algorithm 1. Details about the derivation of the weighting
function are provided in [58], [53].
2) Inverse Depth Filters: The fusion of inverse depth
estimates from several stereo pairs is performed in two steps.
First, the inverse depth estimate at a virtual view is propagated
to the left image plane of a stereo observation (i.e., at the
current time). This is simply done similarly to the uncertainty
propagation operation in (9)-(10). Second, the propagated
inverse depth estimate is fused (updated) with prior estimates
at this pixel coordinate. The update step is performed using
robust Bayesian filter for Student’s t distribution. A Student’s t
filter is derived in [60]: given a prior St(µa, sa, νa) and a
measurement St(µb, sb, νb), the posterior is approximated by
a St(µ, s, ν) distribution with parameters
ν′ = min(νa, νb), (12a)
µ =
s2aµb + s
2
bµa
s2a + s
2
b
, (12b)
s2 =
ν′ + (µa−µb)
2
s2a+s
2
b
ν′ + 1
· s
2
as
2
b
s2a + s
2
b
, (12c)
ν = ν′ + 1. (12d)
3) Probabilistic Inverse Depth Fusion: Assuming the prop-
agated inverse depth follows a distribution St(µa, s2a, νa), its
corresponding location in the target image plane is typically
a non-integer coordinate xfloat. Hence, the propagated inverse
depth will have an effect on the distributions at the four nearest
pixel locations {xintj }4j=1 (see Fig. 7(b)). Using xint1 as an
example, the fusion is performed based on the following rules:
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(b) Depth fusion rules at locations on a 3× 3 pixel grid.
Fig. 7: Mapping module: (a) At selected timestamps t, · · · , t −M , stereo observations (time surfaces) are created and fed
to the mapping module along with the events and camera poses. The local inverse depth maps, represented by probability
distributions p(Dt−k), are propagated to a common time t and fused to produce an inverse depth map, p(D?t ). We fuse 20
local depth maps (i.e., M = 19) to create p(D?t ). (b) Taking the fusion from t − 1 to t as an example, the fusion rules are
indicated in the dashed rectangle, which represents a 3 × 3 region of the image plane (pixels are marked by a grid of gray
dots). A 3D point corresponding to the mean depth of p(Dt−1) projects on the image plane at time t at a blue dot. Such a
blue dot and p(Dt−1) influence (i.e., assign, fuse or replace) the distributions p(D?t ) estimated at the four closest pixels.
1) If no previous distribution exists at xint1 , initialize it with
St(µa, s
2
a, νa).
2) If there is already an inverse depth distribution at xint1 ,
e.g., St(µb, s2b , νb), the compatibility between the two
inverse depth hypotheses is checked to decide whether
they may be fused. The compatibility of two hypotheses
ρa, ρb is evaluated by checking
µb − 2 · σb ≤ µa ≤ µb + 2 · σb, (13)
where σb = sb
√
νb/(νb − 2). If the two hypotheses are
compatible, they are fused into a single inverse depth
distribution using (12), otherwise the distribution with
the smallest variance remains.
The fusion strategy is illustrated in the dashed rectangle of
Fig. 7(b) using as example the propagation and update from
estimates of Dt−1 to the inverse depth map Dt.
4) Summary: Together with the inverse depth estimation
introduced in Sec. IV-A, the overall mapping procedure is
illustrated in Fig 7. The inverse depth estimation at a given
timestamp t, using the stereo observation τ tleft/right and involved
events as input, is tackled via nonlinear optimization (IRLS).
Probabilistic estimates at different timestamps are propagated
and fused to the inverse depth map distribution at the most
recent timestamp t, p(D?t ). The proposed fusion leads to
a semi-dense inverse depth map D?t with reasonably good
signal-noise ratio, which is required by the tracking method
discussed in the following Section.
V. CAMERA TRACKING
Let us now present the tracking module in Fig. 2, which
takes events and a local map as input and computes the pose of
the stereo rig with respect to the map. In principle, each event
has a different timestamp and hence also a different camera
pose [16] as the stereo rig moves. Since it is typically not
necessary to compute poses with microsecond resolution, we
consider the pose of a stereo observation (i.e., time surfaces).
Two approaches are now considered before presenting
our solution. Assuming a semi-dense inverse depth map
is available in a reference frame and a subsequent stereo
observation is temporally (and thus spatially) close to the
reference frame, the relative pose (between the reference frame
and the stereo observation) could be characterized as being
the one that, transferring the depth map to both left and
right frames of the stereo observation, yields minimal spatio-
temporal inconsistency. However, this characterization is only
a necessary condition for solving the tracking problem rather
than a sufficient one. The reason is that a wrong relative
pose might transfer the semi-dense depth map to the “blank”
regions of both left and right time surfaces, which would
produce an undesired minimum. An alternative approach to
the spatio-temporal consistency criterion would be to consider
only the left time surface of the stereo observation (since
the right camera is rigidly attached) and use the edge-map
alignment method in the monocular system [14]. However, this
requires the creation of additional event images. Instead, our
solution consists of taking full advantage of the time surfaces
already defined for mapping. To this end we present a novel
tracking method based on global image-like registration using
time surface “negatives”. It is inspired by an edge-alignment
method for RGB-D cameras using distance fields [53].
In the following, we intuitively and formally define the
tracking problem (Sections V-A and V-B), and solve it using
the forward compositional Lucas-Kanade method [61] (Section
V-C). Finally, we show how to improve the tracking robustness
while maintaining a high throughput (Section V-D).
A. Exploiting Time Surfaces as Distance Fields
Time surfaces (TS) (Section III-A) encode the motion his-
tory of the edges in the scene. Large values of the TS (1) cor-
8(a) Depth map in the reference
viewpoint with known pose.
(b) Warped depth map overlaid on
the time surface negative at the
current time.
Fig. 8: Tracking. The point cloud recovered from the inverse
depth map in (a) is warped to the time surface negative at the
current time (b) using the estimated relative pose. The result
(b) is a good alignment between the projection of the point
cloud and the minima (dark areas) of the time surface negative.
respond to recently triggered events, i.e., the current location
of the edge. Typically those large values have a ramp on one
side (signaling the previous locations of the edge) and a “cliff”
on the other one. This can be interpreted as an anisotropic
distance field: following the ramp, one may smoothly reach the
current location of the edge. Indeed, defining the “negative”
(as in image processing) of a TS τ(x) by
τ¯(x) = 1− τ(x), (14)
allows us to interpret the small values as the current edge
location and the ramps as a distance field to the edge. This neg-
ative transformation also allows us to formulate the registration
problem as a minimization one rather than a maximization one.
Like the TS, (14) is rescaled to the range [0, 255].
The essence of the proposed tracking method is to align the
dark regions of the TS negative and the support of the inverse
depth map when warped to the TS frame by a candidate pose.
Thus the method is posed as an image-like alignment method,
with the images representing time information and the scene
edges being represented by “zero time”. A successful tracking
example showing edge-map alignment is given in Fig. 8(b).
Building on the findings of semi-dense direct tracking for
frame-based cameras [52], we only use the left TS for tracking
because incorporating the right TS would not significantly
increase accuracy while it would double the computation cost.
B. Tracking Problem Statement
More specifically, the problem is formulated as follows. Let
SFref = {xi} be a set of pixel locations with valid inverse
depth ρi in the reference frame Fref (i.e., the support of the
semi-dense depth map DFref ≡ D?). Assuming the TS negative
at time k is available, denoted by τ¯Fkleft , the goal is to find the
pose T such that the support of the warped semi-dense map
T (SFref) aligns well with the minima of τ¯Fkleft , as shown in
Fig. 8. The overall objective of the registration is to find
θ? = arg min
θ
∑
x∈SFref
(
τ¯Fkleft (W (x, ρ;θ))
)2
, (15)
where the warping function
W (x, ρ;θ)
.
= pileft(T (pi
−1
ref (x, ρ), G(θ))), (16)
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Fig. 9: Tracking. Slices of the objective function (15). Plots (a)-
(c) and (d)-(f) show the variation of the objective function with
respect to each DoF in orientation and translation, respectively.
The vertical black dashed line indicates the groundtruth pose,
while the green one depicts the function minimizer.
transfers points from Fref to the current frame. It consists of
a chain of transformations: back-projection from Fref into 3D
space given the inverse depth, change of coordinates in space
(using candidate motion parameters), and perspective projec-
tion onto the current frame. The function G(θ) : R6 → SE(3)
gives the transformation matrix corresponding to the motion
parameters θ .= (c>, t>)>, where c = (c1, c2, c3)> are the
Cayley parameters [62] for orientation R, and t = (tx, ty, tz)>
is the translation. The function pi−1ref (·) back-projects a pixel
x into space using the known inverse depth ρ, while pileft(·)
projects the transformed space point onto the image plane
of the left camera. T (·) performs the intermediate change of
coordinates, transforming the 3D point with motion G(θ) from
Fref to the left frame Fk of the current stereo observation. We
assume rectified and undistorted stereo configuration, which
simplifies the operations by using homogeneous coordinates.
C. Compositional Algorithm
We reformulate the problem (15) using the forward compo-
sitional Lucas-Kanade method [61], which iteratively refines
the incremental pose parameters. It minimizes
F (∆θ)
.
=
∑
x∈SFref
(
τ¯Fkleft (W (W (x, ρ;∆θ);θ))
)2
, (17)
with respect to ∆θ in each iteration and then updates the
estimate of the warp as:
W (x, ρ;θ)←W (x, ρ;θ) ◦ W (x, ρ;∆θ). (18)
The compositional approach is more efficient than the additive
method (15) because some parts of the Jacobian remain
constant throughout the iteration and can be precomputed. This
is due to the fact that linearization is always performed at
the position of zero increment. As an example, Fig. 9 shows
slices of the objective function with respect to each degree of
freedom of in θ, evaluated around groundtruth relative pose
∆θ = 0. It is clear that the objective function formulated
using the compositional method is smooth, differentiable and
9has unique local optimum near the groundtruth. To enlarge the
width of the convergence basin, a Gaussian blur (kernel size
= 5 pixels) is applied to the TS negative.
D. Robust and Efficient Motion Estimation
As far as we have observed, the non-linear least-squares
solver is already accurate enough. However, to improve the
robustness in the presence of noise and outliers in the inverse
depth map, a robust norm is considered. For efficiency, the
Huber norm is applied and the iteratively reweighted least
squares (IRLS) method is used to solve the resulting problem.
To speed up the optimization, we solve the problem using
the Levenberg-Marquardt (LM) method with stochastic sam-
pling strategy (as in [14]). At each iteration, only a batch of Np
3D points are randomly picked in the reference frame and used
for evaluating the objective function (typically Np = 300). The
LM method can deal with the non-negativeness of the residual
τ¯Fkleft (·) and it is run only one iteration per batch. We find that
five iterations are often enough for a successful convergence
because the initial pose is typically close to the optimum.
VI. EXPERIMENTS
Let us now evaluate the proposed event-based stereo VO
system. First we present the datasets and stereo camera rig
used as source of event data (Section VI-A). Then, we evaluate
the performance of the method with two sets of experiments.
In the first set, we show the effectiveness of the mapping
module alone by using ground truth poses provided by an ex-
ternal motion capture system. We show that the proposed Stu-
dent’s t probabilistic approach leads to more accurate inverse
depth estimates than standard least squares (Section VI-B),
and then we compare the proposed mapping method against
three stereo 3D reconstruction baselines (Section VI-C).
In the second set of experiments, we evaluate the perfor-
mance of the full system by feeding only events and comparing
the estimated camera trajectories against the ground truth ones
(Section VI-D). We further demonstrate the capabilities of our
approach to unlock the advantages of event-based cameras in
order to perform VO in difficult illumination conditions, such
as low light and HDR (Section VI-E). Finally, we analyze the
computational performance of the VO system (Section VI-F)
and discuss limitations of the approach (Section VI-G).
A. Experimental Setup and Datasets Used
To evaluate the proposed stereo VO system we use se-
quences from publicly available datasets and simulators [21],
[56], [59]. Data provided by [21] was collected with a hand-
held stereo event camera in an indoor environment. Sequences
used from [56] were collected using a stereo event camera
mounted on a drone flying in a capacious indoor environment.
The simulator [59] provides synthetic sequences with simple
structure (e.g., front-to-parallel planar structures, geometric
primitives, etc.) and an “ideal” event camera model. Besides
the above datasets, we collect several sequences using the
stereo event-camera rig in Fig. 10. The stereo rig consists of
two Dynamic and Active Pixel Vision Sensors (DAVIS 346)
Fig. 10: Custom stereo event-camera rig consisting of two
DAVIS346 cameras with a horizontal baseline of 7.5 cm.
TABLE II: Parameters of various stereo event-camera rigs used
in the experiments.
Dataset Cameras Resolution (pix) Baseline (cm) FOV (◦)
[21] DAVIS240C 240× 180 14.7 62.9
[56] DAVIS346 346× 260 10.0 74.8
[59] Simulator 346× 260 10.7 74.0
Ours DAVIS346 346× 260 7.5 66.5
of 346×260 pixel resolution, which are calibrated intrinsically
and extrinsically. The DAVIS comprises a frame camera and
an event sensor (DVS) on the same pixel array, thus calibration
can be done using standard methods on the intensity frames
and applied to the events. Our algorithm works on undistorted
and stereo-rectified coordinates, which are pre-computed given
the camera calibration. The parameters of the stereo event-
camera setup in each dataset used are listed in Table II.
B. Comparison of Mapping Optimization Criteria: IRLS vs LS
With this experiment we briefly justify the probabilistic
inverse depth model derived from empirical observations of the
distribution of time-surface residuals (Fig. 6); two very differ-
ent but related quantities (10). Using synthetic data from [59]
Fig. 11 and Table III show that the proposed probabilistic
approach leads to more accurate 3D reconstructions than the
standard least-squares (LS) objective criterion. The synthetic
scene in Fig. 11 consists of three planes parallel to the image
planes of the cameras at different depths. The reconstruction
results in Fig. 11(b) shows more accurate planar structures
than those in Fig. 11(a). As is quantified in Table III, the
depth error’s standard deviation of the Student’s t distribution-
based objective is 2-3 times smaller that that of the standard
LS objective, which explains the more compact planar recon-
structions in Fig. 11(b) over Fig. 11(a).
C. Comparison of Stereo 3D Reconstruction Methods
To prove the effectiveness of the proposed mapping method,
we compare against three stereo methods and ground truth
depth when available. The baseline methods are abbreviated
by GTS [26], SGM [45] and CopNet [63].
a) Description of Baseline Methods: The method in [26]
proposes to match events by using a per-event time-based con-
sistency criterion that also works on grayscale events from the
10
(a) Standard LS solver.
(b) Student’s t distribution based IRLS solver.
Fig. 11: Mapping. Qualitative comparison between standard
least-squares (LS) solver and Student’s t distribution-based
iteratively reweighted LS (IRLS) solver. Regions highlighted
with dashes are zoomed in for better visualization of details.
TABLE III: Comparison between standard least-squares (LS)
solver and Student’s t distribution-based IRLS solver.
#Fusions ↑ Mean error ↓ Std. ↓
L2 norm 3.33·105 2.76 cm 2.94 cm
Student’s t 5.07·105 2.15 cm 1.29 cm
ATIS [27] camera; after that, classical triangulation provides
the 3D point location. Since the code for this method is not
available, we implement an abridged version of it, without the
term for grayscale events because they are not available with
the DAVIS. The semiglobal matching (SGM) algorithm [45],
available in OpenCV, is originally designed to solve the stereo
matching problem densely on frame-based inputs. We adapt it
to our problem by running it on the stereo time surfaces and
masking the produced depth map so that depth estimates are
only given at pixels where recent events happened. The method
in [63] (CopNet) applies a cooperative stereo strategy [31] in
an asynchronous fashion. We use the implementation in [64],
where identical parameters are applied.
For a fair comparison against our method, which incre-
mentally fuses successive depth estimates, we also propagate
the depth estimates produced by GTS and SGM. Since the
baselines do not provide uncertainty estimates, we simply warp
depth estimates from the past to the present time (i.e., the time
where fusion is triggered in our method). All methods start
and terminate at the same time, and use ground truth poses to
propagate depth estimates in time so that the evaluation does
not depend on the tracking module. Due to software incom-
patibility, propagation was not applied to CopNet. Therefore,
CopNet is called only at the evaluation time; however, the
density of its resulting inverse depth map is satisfactory when
fed with enough number of events (15 000 events [64]).
b) Results: Fig. 12 compares the inverse depth maps
produced by the above stereo methods. The first column shows
the raw grayscale frames from the DAVIS [65], which only
illustrate the appearance of the scenes because the methods
do not use intensity information. The second to the last
columns show inverse depth maps produced by GTS, SGM,
CopNet and our method, respectively. As expected because
event cameras respond to the apparent motion of edges, the
methods produce semi-dense depth maps that represent the
3D scene edges. This is more apparent in GTS, CopNet and
our method than in SGM because the regularizer in SGM
helps to hallucinate depth estimates in regions where the
spatio-temporal consistency is ambiguous, thus leading to the
most dense depth maps. Though CopNet produces satisfactory
density results, it performs worse than our method in terms of
depth accuracy. This may be due to the fact that CopNet’s
output disparity is quantized to pixel accuracy. In addition,
the relatively large neighborhood size used (suggested by its
creators [63]) introduces over-smoothing effects. Finally, it can
be observed that our method gives the best results in terms of
compactness and signal-to-noise ratio. This is due to the fact
that we model both (inverse) depth and its uncertainty, which
enables a principled multi-view depth fusion and pruning of
unreliable estimates. Since our method incrementally fuses
successive depth estimates, the density of the resulting depth
maps remains stable even though the streaming rate of events
may vary, as is noticeable in the accompanying video.
An interesting phenomenon regarding the GTS method is
found: the density of the GTS’s results on upenn sequences
are considerably lower than in rpg sequences. upenn sequences
differ from rpg sequences in two aspects: (i) they have
larger depth range, and (ii) the motion is different (upenn
cameras are mounted on a drone which moves in a dominantly
translating manner, while rpg sequences are acquired with
hand-held cameras performing general motions in 3D space).
The combination of both factors yields a smaller apparent
motion of edges on the image plane in upenn sequences;
this may produce large times between corresponding events
(originated by the same 3D edge). To improve the density of
the GTS’s result, one may relax the maximum time distance
used for event matching, which, however, would lead to less
accurate and nosier depth estimation results.
We observe that the results of rpg reader and rpg bin are
less sharp compared to those of rpg box and rpg monitor.
This is due to the different quality of the ground truth poses
provided; we found that poses provided in rpg reader and
rpg bin are less globally consistent than in other sequences.
Finally, table IV quantifies the depth errors for the last two
sequences of Fig. 12, which are the ones where ground truth
depth is available (acquired using a LiDAR [56]). Our method
outperforms the baseline methods in all criteria: mean, median
and relative error (with respect to the depth range).
D. Full System Evaluation
To show the performance of the full VO system, we report
ego-motion estimation results using two standard metrics: rela-
tive pose error (RPE) and absolute trajectory error (ATE) [66].
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Fig. 12: Mapping. Qualitative comparison of mapping results (depth estimation) on several sequences using various stereo
algorithms. The first column shows intensity frames from the DAVIS camera (not used, just for visualization). Columns 2 to
5 show inverse depth estimation results of GTS [26], SGM [45], CopNet [63] and our method, respectively. Depth maps are
color coded, from red (close) to blue (far) over a black background, in the range 0.55–6.25 m for the top four rows (sequences
from [21]) and the range 1–6.25 m for the bottom two rows (sequences from [56]).
Since no open-source event-based VO/SLAM projects is yet
available, we implement a baseline that leverages commonly
applied methods of depth and rigid-motion estimation in
computer vision. Additionally, we compare against a state-
of-the-art frame-based SLAM pipeline (ORB-SLAM2 [67])
running on the grayscale frames acquired by the stereo DAVIS.
More specifically, the baseline solution, called “SGM+ICP”,
consists of combining the SGM method [45] for dense depth
estimation and the iterative closest point (ICP) method [68]
for estimating the relative pose between successive depth
maps (i.e., point clouds). The whole trajectory is obtained by
sequentially concatenating relative poses.
The evaluation is performed on six sequences with ground
truth trajectories and the evaluation results can be found in
Tables V and VI. The best results per sequence are highlighted
in bold. It is clear that our method outperforms the event-based
baseline solution on all sequences. To make the comparison
against ORB-SLAM2 fair, global bundle adjustment (BA) was
disabled; nevertheless, the results with global BA enabled are
also reported in the tables, for reference. Our system is slightly
less accurate than ORB-SLAM2 on rpg dataset, while shows a
better performance on upenn indoor flying dataset. This is due
to a flickering effect in the rpg dataset induced by the motion
capture system, which slightly deteriorates the performance of
our method but does not appear on the grayscale frames used
by ORB-SLAM2.
The trajectories produced by event-based methods are com-
pared in Fig. 13. Our method significantly outperforms the
12
TABLE IV: Quantitative evaluation of mapping on sequences
with ground truth depth.
Sequence [56] upenn flying1 upenn flying3
Depth range [m] 5.48 m 6.03 m
GTS [26] Mean error 0.31 m 0.44 m
Median error 0.18 m 0.21 m
Relative error 5.64 % 7.26 %
SGM [45] Mean error 0.31 m 0.20 m
Median error 0.15 m 0.10 m
Relative error 5.58 % 3.28 %
CopNet [63] Mean error 0.59 m 0.53 m
Median error 0.49 m 0.44 m
Relative error 10.93 % 8.87 %
Our Method Mean error 0.16 m 0.19 m
Median error 0.12 m 0.09 m
Relative error 3.05 % 3.13 %
event-based baseline SGM+ICP. The evaluation of the full
VO system using Fig. 13 assesses whether the mapping and
tracking remain consistent with each other. This requires the
mapping module to be robust to the errors induced by the
tracking module, and vice versa. Our system does a remarkable
job in this respect.
As a result of the above-mentioned flickering phenomena
in rpg datasets, the spatio-temporal consistency across stereo
time-surface maps may not hold well all the time. We find that
our system performs robustly under this challenging scenario
as long as it does not occur during initialization. Readers can
get a better understanding of the flickering phenomena by
watching the accompanying video.
The VO results on the upenn dataset show worse accuracy
compared to those on the rpg dataset. This may be attributed to
the following two reasons. First, the motion pattern (dominant
translation with slight rotation) determines that no structures
parallel to the baseline of the stereo rig are reconstructed (as
will be discussed in Fig. 16(d)). These missing structures may
lead to less accurate motion estimation in the corresponding
degree of freedom. Second, the accuracy of the system (track-
ing and mapping) is limited by the relatively small spatial
resolution of the sensor. Using event cameras with higher
resolution (e.g., VGA [69]) would improve the accuracy of
the system. Finally, note that when the drone stops and hovers
few events are generated and, thus, time surfaces triggered at
constant rate become unreliable. This would cause our system
to reinitialize. It could be mitigated by using more complex
strategies to signal the creation of time surfaces, such as a
constant or adaptive number of events [70]. However this is
out of scope of the present work. Thus, we only evaluate on
the dynamic section of the dataset.
We also evaluate the proposed system on the hkust lab
sequence collected using our stereo event-camera rig. The
scene represents a cluttered environment which consists of
various machine facilities. The stereo rig was hand-held and
moved from left to right under a locally loopy behavior. The
3D point cloud together with the trajectory of the sensor are
displayed in Fig. 14. Additionally, the estimated inverse depth
maps at selected views are visualized. The live demonstration
can be found in the supplemental video.
TABLE V: Relative Pose Error (RMS) [R: ◦/s, t: cm/s]
ORB SLAM2 (Stereo) SGM + ICP Our Method
Sequence R t R t R t
rpg bin 0.6 (0.5) 1.5 (1.2) 7.6 13.3 1.2 3.1
rpg box 1.8 (1.7) 5.1 (2.7) 7.9 15.5 3.4 7.2
rpg desk 2.4 (1.7) 3.3 (2.8) 10.1 14.6 3.1 4.5
rpg monitor 1.0 (0.6) 1.8 (1.0) 8.1 10.7 1.7 3.2
upenn flying1 5.4 (5.8) 20.4 (16.2) 4.8 31.6 1.0 6.5
upenn flying3 5.6 (3.0) 22.0 (20.1) 7.3 26.3 1.2 7.1
The numbers in parentheses in ORB SLAM2 represent the RMS
errors with bundle adjustment enabled.
TABLE VI: Absolute Trajectory Error (RMS) [t: cm]
ORB SLAM2 SGM + ICP Our Method
rpg bin 0.9 (0.7) 13.8 2.8
rpg box 2.9 (1.6) 19.8 5.8
rpg desk 7.7 (1.8) 8.5 3.2
rpg monitor 2.5 (0.8) 29.5 3.3
upenn flying1 49.8 (41.7) 95.8 13.9
upenn flying3 50.2 (36.5) 55.7 11.1
E. Experiments in Low Light and HDR Environments
In addition to the evaluation under normal illumination
conditions, we test the VO system in difficult conditions for
frame-based cameras. To this end, we run the algorithm on two
sequences collected in a dark room. One of them is lit with
a lamp to increase the range of scene brightness variations,
creating high dynamic range conditions. Results are shown in
Fig. 15. Under such conditions, the frame-based sensor of the
DAVIS (with 55 dB dynamic range) can barely see anything in
the dark regions using its built-in auto-exposure, which would
lead to failure of VO pipelines working on this visual modality.
By contrast, our event-based method is able to work robustly
in these challenging illumination conditions due to the natural
HDR properties of event cameras (120 dB range).
F. Computational Performance
The proposed stereo visual odometry system is implemented
in C++ on ROS and runs in real-time on a laptop with an
Intel Core i7-8750H CPU. Its computational performance is
summarized in Table VII. To accelerate processing, some
nodes (mapping and tracking) are implemented with hyper-
threading technology. The number of threads used by each
node is indicated in parentheses next to the name of the node.
The creation of the time-surface maps takes about 5–10 ms
(depends on the sensor resolution). The initialization node,
active only while bootstrapping, takes about 12–17 ms (up to
sensor resolution) to produce the first local map (depth map
given by the SGM method and masked with an event map).
The mapping node uses 4 threads and takes about 41 ms,
spent in three major functions. (i) The matching function takes
≈ 6 ms to search for 1000 corresponding patches across a pair
of time surfaces. The matching success rate is ≈ 40–50 %,
depending on how well the spatio-temporal consistency holds
in the data. (ii) The depth refinement function returns 500
inverse depth estimates in 15 ms. (iii) The fusion function
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Fig. 13: Tracking - DoF plots. Comparison of two tracking methods against the ground truth camera trajectory provided by
the motion capture system. Columns 1 to 3 show the translational degrees of freedom (in meters). The last column shows
rotational error in terms of the geodesic distance in SO(3) (the angle of the relative rotation between the ground truth rotation
and the estimated one). Each row corresponds to a different sequence: rpg bin, rpg box, rpg desk, rpg monitor, upenn flying1
and upenn flying3, respectively. The ground truth is depicted with red (—), the “SGM+ICP” method with blue (—) and our
method with green (—). In the error plots the ground truth corresponds to the reference, i.e., zero. The rpg sequences [21]
are captured with a hand-held stereo rig moving under a locally loopy behavior (top four rows). In contrast, the upenn flying
sequences [56] are acquired using a stereo rig mounted on a drone which switches between hovering and moving dominantly
in a translating manner (bottom two rows).
(propagation and update steps) does 60000 operations in
20 ms. Thus, the mapping node runs at 20 Hz typically.
The tracking node uses 2 threads and takes ≈10 ms to solve
the pose estimation problem using an IRLS solver (a batch of
300 points are randomly sampled in each iteration and at most
five iterations are performed). Hence, it can run up to 100 Hz.
G. Discussion: Missing Edges in Reconstructions
Here we note an effect that appears in some reconstructions,
even when computed using ground truth poses (Section VI-C).
We observe that edges that are parallel to the baseline of the
14
Fig. 14: Estimated camera trajectory and 3D reconstruction of hkust lab sequence. Computed inverse depth maps at selected
viewpoints are visualized sequentially, from left to right. Intensity frames are shown for visualization purpose only.
DAVIS frame Time surface (left) Inverse depth map Reprojected map 3D reconstruction
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Fig. 15: Low light and HDR scenes. Top row: results in a dark room; Bottom row: results in a dark room with a directional
lamp. From left to right: grayscale frames (for visualization purpose only), time surfaces, estimated depth maps, reprojected
maps on time surface negatives (tracking), and 3D reconstruction with overlaid camera trajectory estimates, respectively.
TABLE VII: Computational performance
Node (#Threads) Function Time (ms)
Time surfaces (1) Exponential decay 5− 10
Initialize depth (1) SGM & masking 12− 17
Mapping (4) Event matching 6 (∼ 1000 events)
Depth optimization 15 (∼ 500 events)
Depth fusion 20 (∼ 60000 fusions)
Tracking (2) Non-linear solver 10 (300 points × 5 iterations)
stereo rig, such as the upper edge of the monitor in rpg reader
and the hoops on the barrel in upenn flying3 (Fig. 12), are
difficult to recover regardless of the motion. All stereo methods
suffer from this: although GTS, SGM and CopNet can return
depth estimates for those parallel structures, they are typically
unreliable; our method is able to reason about uncertainty and
therefore rejects such estimates. In this respect, Fig. 16 shows
two horizontal patterns (highlighted with yellow ellipses in
Fig. 16(a)) and their corresponding uncertainties (Fig. 16(b)),
which are larger than those of other edges. By thresholding
on the depth uncertainty map (Fig. 16(c)), we obtain a more
reliable albeit sparser depth map (Fig. 16(d)). Improving
the completeness of reconstructions suffering from the above
effect is left as future work.
VII. CONCLUSION
This paper has presented a complete event-based stereo
visual odometry system for a pair of calibrated and synchro-
nized event cameras in stereo configuration. To the best of
our knowledge, this is the first published work that tackles
this problem. The proposed mapping method is based on the
optimization of an objective function designed to measure
15
(a) Time surface (b) (Inverse) depth uncertainty
(c) Depth map before pruning es-
timates with low uncertainty.
(d) Depth map after pruning esti-
mates with low uncertainty.
Fig. 16: Depth uncertainty allows to filter unreliable estimates.
spatio-temporal consistency across stereo event streams. To
improve density and accuracy of the recovered 3D structure,
a fusion strategy based on the learned probabilistic char-
acteristics of the estimated inverse depth has been carried
out. The tracking method is based on 3D − 2D registration
that leverages the inherent distance field nature of a compact
and efficient event representation (time surfaces). Extensive
experimental evaluation, on publicly available datasets and
our own, has demonstrated the versatility of our system. Its
performance is comparable with mature, state-of-the-art VO
methods for frame-based cameras in normal conditions. We
have also demonstrated the potential advantages that event
cameras bring to stereo SLAM in difficult illumination con-
ditions. The system is computationally efficient and runs in
real-time on a standard CPU. All implementations, designs of
the stereo rig, and datasets used for evaluation will be open
sourced. Future work may include fusing the proposed method
with inertial observations (i.e., Event-based Stereo Visual-
Inertial Odometry) and investigating novel methods for finding
correspondences in time on each event camera (i.e., “temporal”
event-based stereo). These are closely related topics to the
problem here addressed of Event-based Stereo VO.
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