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To test the parallel performance of the developed
algorithm, we have considered the problem (3) in the
2D unit square domain Ω using the discrete mesh of
the size Nx1 = Nx2 = 1000 and M = 250. The tolerance
of multigrid solver was set to 10−6 in all tests. Obvi-
ously, the computational complexity of this problem
also depends on the fractional power β. The available
numerical tests in the literature mostly concern the
cases β ∈ {0.25, 0.5, 0.75}. In this article, we present
numerical tests only for the most complicated case
β = 0.75. Here we restrict to the analysis of 1D domain
decomposition and the y coordinate is divided into
M/p size blocs and distributed among p processes.
From a scalability analysis it is known that for the
larger problems and larger number of processors the
2D and 3D partitionings are more efficient decomposi-
tion strategies and this topic will be investigated in a
separate paper.
Parallel performance results are presented in Ta-
ble 1. The total wall time Tp is given in seconds.
Here p = nd × nc is the number of used parallel pro-
cesses computing with nd nodes and nc cores per node.
In Table 1, we present the obtained values of paral-
lel algorithmic speed-up Sp = T1/Tp and efficiency
Ep = Sp/p.
p 1=1x1 2=1x2 4=1x4 8=1x8
Tp 1020 575.6 308.6 170.4
Sp 1 1.77 3.31 5.99
Ep 1 0.89 0.83 0.75
p 16=1x16 32=2x16 32=8x4 48=3x16
Tp 127.4 94.3 75.6 158.8
Sp 8.01 10.82 13.50 6.43
Ep 0.50 0.34 0.42 0.13
Table 1: The total wall time Tp, speed-up Sp and efficiency
Ep solving problem (3) with Nx1 = Nx2 = 1000, M = 250,
β = 0.75.
The obtained speed-up and efficiency values are not
very good. The efficiency of the parallel algorithm is
much better when a weak scalability analysis is done
and the size of the discrete problem is increased pro-
portionally to the increased number of processes. How-
ever, the presented results of strong scalability analysis
show potential drawbacks of the first approach for the
parallel solution with a larger number of processors.
IV.2 Integral evaluation problem
Using the second approach described in Section III.2,
the non-local fractional diffusion problem (1) is trans-
formed into a computation of two integrals (5). Each
term in both sums of numerical approximation (6) can
be computed independently, what is very convenient
for the parallelization.
In our second parallel solver, we employ the well-
known Master-Slave parallel model [10, 11]. Master
process generates and distributes tasks (a block of con-
secutive yj values) between the slave processes. For
each received yj value a slave process solves the local
elliptic problem (Ih + y2j Lh)
−1 f or (y2j Ih + Lh)
−1 f in
domain Ω.
Differently from the usual Master-Slave model, in
our solver, slave processes do not return to the mas-
ter results of each task immediately after its solution.
The slave processes accumulate the obtained results -
compute partial sums of the solution u for each mesh
point. These big data vectors of the size Nx1 × Nx2 are
sent only once, after the solution of the last task. The
problem solution u is collected from the partial sums
at the master process by MPI reduction operation [12].
To test the parallel performance of the developed
algorithm, we have considered the problem (5) in the
2D unit square domain Ω using the discrete mesh of
the size Nx1 = Nx2 = 1000 and M = 3000 in (6). A
single task was defined as a block of 10 consecutive yj
values. For the local elliptic problems the tolerance of
multigrid solver was set to 10−6. The fractional power
β was set to 0.75.
Parallel performance results of our second parallel
solver are presented in Table 2. The total wall time
Ts,nd×nc is given in seconds. Here p = nd × nc is the to-
tal number of used parallel processes computing with
nd nodes and nc cores per node, s = p− 1 is the num-
ber of slave processes, which are solving computational
tasks. In Table 2, we also present the obtained values
of parallel algorithmic speed-up Ss = T1/Ts,nd×nc and
efficiency Es = Ss/s.
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1, 1x2 2, 1x3 4, 1x5 8, 1x9 15, 1x16
Ts 11862 6192 3098 1605 1047
Ss 1 1.92 3.83 7.39 11.33
Es 1 0.96 0.96 0.92 0.76
31, 2x16 47, 3x16 63, 4x16 127, 8x16 159, 10x16
Ts 521.5 354.0 268.0 140.2 113.6
Ss 22.75 33.51 44.26 84.6 104.4
Es 0.73 0.71 0.70 0.67 0.66
Table 2: The total wall time Ts,nd×nc , speed-up Ss and ef-
ficiency Es solving problem (5) with Nx1 = Nx2 = 1000,
M = 3000, block size - 10, β = 0.25.
A slight degradation of the performance of our sec-
ond parallel solver is caused by the load imbalance of
the slave processes. The computational complexity of
the local elliptic problems is different for the different
yj values. The number of tasks assigned to the single
slave process is decreasing as the number of processes
increases. This causes an increasing influence of the
load imbalance on the total solution time.
The reduction of the single task (i.e. yj block size)
should reduce this drawback. However, this will cause
an increasing communication between the master and
slave processes. At some point, this can cause an idling
of slave processes, waiting for the tasks from busy
master.
IV.3 Discrete pseudo-parabolic problem
Using the third approach described in Section III.3,
the non-local fractional diffusion problem (1) is trans-
formed into another well-studied case of pseudo-
parabolic PDE problem (7).
The constructed finite volume scheme (8) implies
that our third numerical algorithm will advance in
pseudo-time solving one system of linear equations
at each of M iterations. In case, when the problem
domain Ω is two-dimensional, the linear system will
have 5 point stencil matrix of size N = Nx1 × Nx2 .
One can easily see the similarities and differences
with the first approach. One of the important prac-
tical implications is the significantly smaller amount
of memory required to fit the system matrix, solution,
and other data.
Again, a standard domain decomposition method
is used for the parallel solution of pseudo-parabolic
PDE problem. The discrete mesh of problem domain
Ω and its associated fields are partitioned into sub-
domains, which are allocated to different processes.
As in the previous tests, a simple one-dimensional
block partitioning is used.
To test the parallel performance of the developed
algorithm, we have considered the problem (7) in the
2D unit square domain Ω using the discrete mesh
of the size Nx1 = Nx2 = 1000 and M = 1000. The
tolerance of AGMG multigrid solver was set to 10−6
in all tests. Obviously, the computational complexity
of problem (7) also depends on the fractional power
β and parameter δ. In this case, we have performed
numerical tests for β = 0.25 and δ = 10.
Parallel performance results are presented in Ta-
ble 3. The total wall time Tp is given in seconds.
Here p = nd × nc is the number of used parallel pro-
cesses computing with nd nodes and nc cores per node.
In Table 3, we present the obtained values of paral-
lel algorithmic speed-up Sp = T1/Tp and efficiency
Ep = Sp/p.
p 1=1x1 2=1x2 4=1x4 8=1x8
Tp 2481.1 1562.7 813.6 421.7
Sp 1 1.59 3.05 5.88
Ep 1 0.79 0.76 0.74
p 16=1x16 32=2x16 32=8x4 48=3x16
Tp 320.9 376.6 345.3 610.3
Sp 7.73 6.59 7.18 4.07
Ep 0.48 0.21 0.22 0.08
Table 3: The total wall time Tp, speed-up Sp and efficiency
Ep solving problem (7) with Nx1 = Nx2 = 1000, M =
1000, β = 0.25, δ = 10.
Again, as it was with the first solver, the obtained
speed-up and efficiency values are not very good. Since
the size of 2D problem is even smaller, in this case the
parallel scalability of AGMG multigrid solver is even
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