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ABSTRACT
This paper explores the use of a novel form of Hierarchical Graph Neurons (HGN) for in-operation
behaviour selection in a swarm of robotic agents. This new HGN is called Robotic-HGN (R-HGN),
as it matches robot environment observations to environment labels via fusion of match probabilities
from both temporal and intra-swarm collections. This approach is novel for HGN as it addresses
robotic observations being pseudo-continuous numbers, rather than categorical values. Additionally,
the proposed approach is memory and computation-power conservative and thus is acceptable for use
in mobile devices such as single-board computers, which are often used in mobile robotic agents. This
R-HGN approach is validated against individual behaviour implementation and random behaviour
selection. This contrast is made in two sets of simulated environments: environments designed to
challenge the held behaviours of the R-HGN, and randomly generated environments which are more
challenging for the robotic swarm than R-HGN training conditions. R-HGN has been found to enable
appropriate behaviour selection in both these sets, allowing significant swarm performance in pre-
trained and unexpected environment conditions.
1. Introduction
Recent advancements in swarm robotic behaviour cre-
ation has seen an increase in task effectiveness for swarm
robotics in non-trivial tasks, such as data-transfer via Mo-
bile Ad-hoc NETworks (MANETs) creation (Smith et al.,
2018b). However, this behaviour evolution approach suffers
from poor transferability between environments and prob-
lem instances. That is, significant variation between evolu-
tion environment(s) and operation environment(s) sees con-
siderable reductions in operation task performance.
To overcome this limitation, this paper explores swarm
behaviourmacro-adjustments in the form of environment iden-
tification for behaviour switching. We achieve this switch by
training a Hierarchical Graph Neurons (HGN) pattern classi-
fier with environment observations and associating each pat-
tern with a behaviour from a pre-defined repertoire. The use
of HGN has been selected due to its noted ability to work on
computationally-limited devices, such as single board com-
puters used for swarm robotics (Nasution and Khan, 2008).
However, as environmental data often contains mixed inputs
whichmay including pseudo-continuous numbers, rather than
uniform categorical values, and as local environment obser-
vations may relate to multiple global environments, this pa-
per presents a novel extension to HGN, Robotic Hierarchical
Graph Neurons (R-HGN).
The exploration of this R-HGN in swarm behaviour switch-
ing is conducted in this paper via simulations of a data-transfer
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task seen in Smith et al. (2018b). This task is partially-
observable, and requires behaviour heterogeneity both across
the swarm and across task duration. As such, it is seen as a
significant test-bed for the R-HGN swarm implementation.
Two experiments are presented in this paper to explore
the R-HGN swarm: pre-trained environment operations and
untrained environment operations. The former validates the
R-HGN implementation by training the R-HGN in a col-
lection of environments specifically developed for the be-
haviour repertoire, and evaluating in these same environ-
ments or in concatenations of these environments. The lat-
ter implements the R-HGN driven swarm in randomly gen-
erated environments without further training. Thus emulat-
ing the swarm being deployed in an unpredictable operation
with no specific prior preparation. The R-HGN is evaluated
in terms of resulting swarm performance compared to each
behaviour being solitarily utilised, and against a random be-
haviour selector. Additionally, the environment matching
accuracy of R-HGN is assessed.
The primary contribution of this paper is a novel imple-
mentation of HGN for environment matching in robotic
agents, R-HGN. This contribution is achieved via altering
the pattern memory structure of the Graph Neurons (GNs)
and by altering the output to probabilistic environment-matches
which utilise temporal prediction fusion for associated be-
haviour selection. Additionally, as this R-HGN is imple-
mented in a swarm of robots, prediction fusion is also con-
ducted via intra-swarm sharing. The value of this novel HGN
implementation is determined via: exploration of the perfor-
mance by an R-HGN equipped robotic swarm in both envi-
ronments known a priori and unknown; analysis of R-HGN
patternmatching accuracy; and comparison of the above qual-
ities against a swarm randomly selecting behaviours.
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2. Related work
2.1. Behaviour Selection
In this study, robot behaviour selection takes heavy inspi-
ration from the growing research field of Hyper-Heuristics
(HH) (Burke et al., 2013; Glover and Kochenberger, 2006).
This inspiration draws directly from HH as ‘heuristics’ and
‘behaviours’ are seen to be interchangeable ideas across dif-
ferent disciplines.
In HH, a wide array of meta-heuristics, data-mining and
meta-learning algorithms have been implemented to have a
system utilise an appropriate heuristic for each problem in-
stance. This heuristic selection has been either a single deci-
sion during start-up (Tabataba andMousavi, 2012; Nagavalli
et al., 2017; Leng et al., 2017; Burke et al., 2006; Thabtah
and Cowling, 2008; Terashima-Marín et al., 2008; Smith-
Miles, 2008; Hagenauer and Helbich, 2017) or a periodic
decision during operation (Misir et al., 2009; Tavares et al.,
2018; Soria-Alcaraz et al., 2014).
For small-scale heuristic selection, a trial and error ap-
proachwas presented in Tabataba andMousavi (2012). Each
heuristic was tested in a limited run simulation and the best
(known) heuristic utilised in a complete implementation. This
approach was limited to a selection during startup and had
computation requirements scaling푂(푛) from heuristics stored.
Additionally, behaviours with deceptive early-operation per-
formancemay have impacted the selection quality. This sim-
ulation trialling was also seen in the field of swarm robotics
in Nagavalli et al. (2017) with heuristic selection being used
for A* swarm behaviour sequence searching. This approach
allowed for complete behaviour planning in homogeneous
swarm tasks. However, it was limited to deterministic tasks,
such as targeted locomotion or area coverage. Additionally,
this work relied on a centralised controller being supplied all
swarm agent observations and commanded all swarm agent
behaviour switches.
To avoid the drawbacks of the trial-and-error approaches,
permanent knowledgemay be createdwhich associates novel
problem instances and pseudo optimal heuristics (Burke et al.,
2006; Thabtah and Cowling, 2008; Terashima-Marín et al.,
2008; Smith-Miles, 2008; Hagenauer and Helbich, 2017).
In Leng et al. (2017) a centralised swarm distribution sys-
tem utilised such knowledge. This system held associations
between required tasks and swarm behaviours. However,
the agents of this system did not autonomously derive the
required task from environment observations but rather re-
lied on operator commands. In contrast, Burke et al. (2006)
presented a selection method which derived an optimal fea-
ture vector for problem-heuristic associations. Similarly, in
Smith-Miles (2008) a feed-forward Multi-Layer Perceptron
(MLP) neural networkwas trained for optimalmeta-heuristic
prediction via problem feature inputs. Finally, in Thabtah
andCowling (2008) andHagenauer andHelbich (2017) prob-
lems were categorised via decision trees created from past
experiences, withHagenauer andHelbich (2017) finding these
trees to be more accurate than both feature vectors andMLP.
However, all these approaches were limited to single be-
haviour/heuristic selection process during start-up. Such an
approach is known to limit overall accuracy when operating
in partially observable environments, as initial environmen-
tal observations may not be indicative of the environment as
a whole Smallwood and Sondik (1973).
The variance in algorithms used in HH selection tech-
niques, along with the similarities drawn between heuris-
tic selection and all meta-algorithms in Pappa et al. (2013),
show that heuristic selection may be achieved by any pat-
tern matching techniques. This is particularly true for large,
pseudo-continuous value, patternmatching, which, for many
of the above algorithms, is known to reduce recall accu-
racy (Kim, 2008) and require larger training sets (Baum and
Haussler, 1989) and time (Hettiarachchige et al., 2018). Ad-
ditionally, these algorithms are seen to suffer from poor re-
call accuracy as pattern similarities increase (Nasution and
Khan, 2008). To address these shortcomings, this research
looks to an alternative pattern matching algorithm, HGN.
2.2. Hierarchical Graph Neurons
In 2008, the one-shot learning algorithm, HGN, was de-
veloped by Nasution and Khan (2008). This algorithm ex-
panded on the original, single layer, graph neuron algorithm
(Khan and Ramachandran, 2002), overcoming the crosstalk
issue. In this debut paper HGN was seen to achieve pseudo-
real-time recall speeds; accurately recalling patterns with
discrete identifications, even with significant pattern distor-
tion; and was noted to be applicable for small, single-board
computers, such as wireless sensor modules. Additionally,
HGNwas compared to a single-cycle back-propagationMLP
which demonstrated a significant superiority by HGN in re-
gards to scaling impact, both for pattern size and memorised
quantity.
As a brief overview , HGN is a layered architecture of
GNs for pattern classification. The base layer consists of a
GN row for each pattern component and a GN column for
each value the components may take. Each subsequent layer
of the HGN has two fewer rows than the previous, with the
outer-most rows being removed. This layered reduction con-
tinues until a one-row layer is created as the top of the trian-
gular hierarchy. When a pattern is passed to the HGN one
GN of each row is activated in the base layer, with the ac-
tivation being determined by the component value and the
associated column index. The activated GNs broadcast the
pattern value to all GNs in neighbouring rows and in-turn
receives two value broadcasts. The combination of the re-
ceived values is then associated with a sub-pattern identifi-
cation in each active GN and passed up to the GN with equal
row and column position in the above layer. This sub-pattern
recalling is repeated in each layer until a GN in the top-layer
is activated. This top-layer recall is the combination of all
prior sub-pattern recalls and is thus representative of the en-
tire pattern.
In the last decade HGN has been specialised and refined
for a range of problems. InMahmood et al. (2008), HGNwas
refined to Distributed Hierarchical Graph Neurons (DHGN).
This improvement separated the input pattern into sub-patterns,
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each being individually classified via a HGN. The overall
pattern was classified via a majority vote. DHGN permit-
ted equivalent performance to HGNwith fewer computation
neurons. As such, it was tested with distorted image identi-
fication, showing greater classification speed in comparison
to a state-of-the-art algorithm of the time. Finally, within
the domain of swarm robotics, Hettiarachchige et al. (2018)
used a sequential HGN for anti-swarmmotion tracking. This
work saw HGN outperform a recurrent neural network.
From this review, it can be concluded that HGN, and
more specificallyDHGN, is a light-weight, accurate and scal-
able pattern matching approach. HGN shows potential for
use in low-complexity agents, such as that used for swarm
robots.
3. System design
In this section, the structure and novelties of the pro-
posed R-HGN are presented and the training process for the
explored swarm application is discussed. The R-HGN of
this study utilises the distributed structure of DHGN for the
aforementioned computation reductions. However, the novel
contributions of this algorithm are equally applicable to stan-
dard HGN.
3.1. Robotic HGN
The novel contributions of R-HGN target two identified
issueswithHGN (orDHGN). Firstly, themixed inputs, which
may contain pseudo-continuous numbers, taken from envi-
ronment observations result in numerous unused pattern com-
ponents. This results in standard (D)HGNunnecessarily con-
suming considerable memory. Secondly, standard (D)HGN
output discrete pattern classifications, however, localised en-
vironment observations may be seen across multiple envi-
ronments and thus requires a fuzzy pattern match.
3.1.1. Mixed, pseudo-continuous inputs
To further describe the first issue, let us explore a sim-
ple environment pattern with three inputs, A, B and C, with
respective ranges 퐙 ∈ [0, 10), 퐙, and 퐙 ∈ [0, 1]. Traditional
HGN classify patterns consisting of uniform ranged categor-
ical components and thus each column will have a set GNs
of size r. Additionally, the triangular structure of HGN re-
sults in the total number of GN being 푟 ⋅ {푛+ (푛− 2) + (푛−
4) +⋯+ 1} = 푟 ⋅ (푛+ 1)2∕4 , where n is the pattern length.
For mixed-range inputs, rmust be the largest value to ac-
commodate the input ranges of all inputs, thus for this exam-
ple 푟 = 푚푎푥(|퐴|, |퐵|, |퐶|) = |퐙| and therefore the HGN is
theoretically of infinite size. However, as these observations
will bemade by robotic devices only pseudo-continuous ranges
are possible. If we assume the agent is using unsigned 32-
bit integers as 퐙, r becomes 4, 294, 967, 295 and a total of
17×109 GNs are created during start-up, though only a frac-
tion of these GNs are utilised. That is, input C has ∼ 4×109
GNs, with only two being activatable. A diagram of this tra-
ditional HGN is shown in Figure 1 (a), with black squares
being non-activatable GN.
7070707
70707070707
707070
70707070707
70707
(a) Standard HGN, muli-
ple redundant GN and con-
nections.
70707070707 7
70707070707
G1G0 G2
7
7
7
(b) R-HGN, only required GN
created. One connecton per
row.
Figure 1: Green/light boxes are utilised GN, black boxes are
non-activatable. White circles are the row gates connected to
neighbouring gates.
A novice solution to this scaling issue is to create each
HGN row via individual variable range. However, such a
solution will only reduce this example to 8.6 ⋅ 109 GNs. In-
stead, R-HGN overcomes this issue by dynamically gener-
ating GNs as each variable is observed in training. During
this generation process a new GN is added at the column
of each layer at the allocated row. Additionally, to prevent
invalid neighbour communication after row additions, each
GNs row is isolated behind a ‘gate’. These gates collect out-
bound messages from the active GNs to pass to the neigh-
bouring row’s gate. The gates then send inbound messages
to only these active GN, rather than broadcasting to all GNs
in the row. An example of this dynamic GN creation and
gated row connection is shown in Figure 1(b). Returning to
the sample environment pattern ofA, B andC, we see a linear
relation between observed component values and GNs size.
If we assume training consists of 2 million patterns, and all
patterns have a unique value for B (an unrealistic extreme)
R-HGN will hold only 4 × 106 GNs.
3.1.2. Probability environment matches
The second issue with (D)HGN is the agent localised
observation patterns may correlate to many environments,
while HGN traditionally outputs a single pattern identifica-
tion. To overcome this issue, R-HGN associates each dis-
crete pattern classification to a probability tuple, where each
probability relates to a possible environment. To form these
probability outcomes, the training process of HGN is ex-
tended to record the occurrence of each pattern identification
for each environment. After all training data has been exam-
ined, these environment counts are normalised and stored in
hash-tables using the unique pattern classification as the re-
call key. This process does not interfere with the underlying
classification of HGN, and thus a one-to-one relation is as-
sured between each pattern and probability tuple.
In addition to these probabilities, R-HGN adjusts the up-
per sub-pattern concatenation ofDHGN. In standardDHGN,
after each sub-HGN of the DHGN classified a sub-pattern, a
majority vote was used to determine the overall pattern. This
approach introduced inaccuracy as significant variation in a
sub-pattern was overlooked during voting. In contrast, R-
HGN implements an upper HGN, taking the argmax of the
lower HGNs probabilities as inputs. This allows variation
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Figure 2: System Process: 1) Behaviour creation and feature
extraction; 2) R-HGN and probability training; 3) swarm imple-
mentation with behaviour selection. Green denotes simulation
environments. Yellow denotes HGN processes.
in any one sub-pattern to be acknowledged during final pat-
tern classification. Should this upper HGN fail to match an
observed pattern, an averaging decision fusion of the lower
HGN probability tuples is taken.
3.2. Swarm Environment Matching
In this paper, we equip each agent of a swarm with an
R-HGN for the purpose of classifying environment state and
switching the active behaviour to that listed as most appro-
priate. Figure 2 depicts the proposed process of creating
and training the R-HGN and how the agents utilise it for be-
haviour switching. This process is broken into three main
sections: behaviour design, R-HGN training, and R-HGN
swarm execution.
3.2.1. Behaviour Creation
In this first process, a number of behaviours are devel-
oped by a human designer and stored in the swarm agent
repertoire. Each agent behaviour is developed such that when
implemented in the full swarm an overall emergent behaviour
is achieved. These behaviours are developed in this study via
a sequence of conditional executions, combined with the dy-
namic neighbourhood targeting system, discussed in Smith
et al. (2018a). However, the R-HGN system is not restricted
to such a behaviour mechanism, and any robotic control may
be implemented. The behaviours developed explicitly for
this study are further defined in Section 4.3.
After development, each behaviour is implemented in
a number of environments. The agents’ observations dur-
ing operation are extracted for later environment matching.
These observations are made by each agent, in each time-
step. Furthermore, the completed pattern database consists
of observations from every behaviour in each example envi-
ronment. Supplying the HGN with such a volume of obser-
vations improves the patternmatching range and reoccurring
observations allows greater accuracy in environment proba-
bility prediction.
3.2.2. R-HGN Training
When a significant behaviour repertoire has been cre-
ated for the swarm, the R-HGN is trained with the afore-
mentioned observations. During this training, the dynamic
GN rows are populated and the probability tuples are created
and linked to R-HGN outputs, as discussed in Section 3.1.2.
3.2.3. R-HGN Implementation
During operation, each swarm agent is supplied all be-
haviours, though only has one active at any given time-step.
The active behaviour controls the agent, as discussed in the
behaviour creation phase, with incoming environment data
determining agent actions.
In addition to action control, environment data is fed to
the R-HGN each time-step as a linear pattern. The HGN
output value is matched to the associated environment prob-
ability tuple. Each prediction tuple is stored in a collection,
and after 푇 time-steps the predictions are averaged for be-
haviour (re)selection. This fusion prevents behaviour thrash-
ing and improves environment match accuracy by predict-
ing over a time series, not a single snapshot of the envi-
ronment which may be limited or misleading due to sensing
range and the stochastic environment. Furthermore, swarm
agents share environment prediction with one-another while
in communication range, similar to the swarm belief propa-
gation of Trianni et al. (2016); Reina et al. (2015) and Smith
et al. (2018a). These external prediction sets are added to
the agents’ collections and are equally incorporated into the
fusion process.
After all prediction fusion, a single environment ismatched
by each agent via the highest probability. The correspond-
ing behaviour for the selected environment is implemented
for 푇 time-steps, until the next environment match. It may be
observed that as each agent makes an independent environ-
ment match, the swarm becomes behaviour-heterogeneous.
Such a feature, combined with the prediction sharing, allows
the swarm to accurately diversify temporally and spatially.
That is, a portion of the swarm may selection one behaviour
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to overcome a local challenge, and then select another be-
haviour when this local challenge changes. Meanwhile, a
separated portion of the swarm may utilise a third behaviour
to overcome a different challenge.
4. Experiment Design
This section presents: the networking data-transfer task
of the swarm; the R-HGN setting for this study; the three
behaviours provided to the R-HGN, which are referred to as
Manually designed Behaviour (MB); the two experiments of
this study, R-HGN in manually designed environments and
in randomly generated environments; and finally the result
representation and analytical tools used to validate R-HGN.
To validate the performance of R-HGN in the two ex-
periments of this study, a random behaviour selector is ad-
ditionally implemented for comparison. This algorithm, de-
noted as Rand(MB), randomly selects an MB for the entire
swarm during start-up and does not change this behaviour
for the full operation duration. This comparison between R-
HGN and Rand(MB) is conducted between resulting swarm
fitness and environment identification accuracy.
4.1. Networking Task
The swarm is tasked with facilitating a simplified data-
transfer inwhich data-packets are transferred between network-
nodes. This transfer consists of 1,000 data-packets and the
accompanying acknowledgement-packets. The task is to be
completed in a hostile environment, with obstacles restrict-
ing agent mobility and communication, and jamming de-
vices heavily restricting communicationwithin an area. Each
agent is capable of storing ten packets in a buffer but is lim-
ited to transmitting or receiving one packet per time-step.
Additionally, agents may move up to 0.22푚푠−1, with a time-
step being 0.1 seconds. Agents are equipped with a sim-
ple LIDAR, for obstacle detection, and simulate Time-of-
Flight (ToF) and signal triangulation to detect neighbouring
devices (fellow swarm agents, network-nodes and jammers).
The data-transfer process of these experiments use the Gaus-
sian shadow Log-Distance Path Loss (LDPL) model (Rap-
paport et al., 1996) with a signal loss exponent of 2.5, a trans-
mission strength of 12dBm and a Gaussian standard devia-
tion of 3. This model estimates the signal power loss over
distance, determining if a communication attempt is suc-
cessful. For a more in-depth discussion of the swarm agent
operations the reader is referred to Smith et al. (2017) and
Smith et al. (2018b).
The data-transfer task is terminated when a time-limit 푇
is reached, or all packets reach their destinations. As this
networking task aims to achieve high data throughput, the
swarm’s fitness is measured via,
f it =
푝푠
푝
−
푇푠
푇
, f it ∈ ℝ ∶ (−1, 1) (1)
where 푝푠 is the packets that reached the destination within
푇 and 푇푠 is the time for all 푝 packets to be transferred. The
termination criteria of this task results in either 푇푠푇 = 1, caus-ing a negative fitness, or 푝푠∕푝 = 1, causing a positive fitness.
In this study, 푇 is set to 50,000 time-steps, allowing ample
environment traversal time.
4.2. R-HGN Structure
For the above data-transfer application, the R-HGN of
this study distributes a pattern of 48 components into three
sub-R-HGN, as used in DHGN. These R-HGNs each focus
on an aspect of the observations, which are: network con-
ditions, packet statuses and neighbourhood conditions. The
input pattern of these three R-HGNs are supplied in the ap-
pendix. It can be noted that some of these inputs may be
superfluous for this study, however, the HGN pattern match-
ing process allows for such redundancy.
R-HGN pattern matching is conducted each time-step,
and probabilities are fused for behaviour selection every 500
time-steps. Intra-swarm belief sharing has agents broadcast
every 10 time-steps. During belief fusion, agents combine
locally collected probabilities and neighbour probabilities
with equal weighting. After behaviour selection, an agent’s
probability collection is cleared.
4.3. Designed Behaviours
The experiments of this study have the R-HGNandRand(MB)
agents equipped with a behaviour repertoire of three MBs.
Each of these behaviours has noted strengths andweaknesses
and allows the swarm to operated in different conditions.
The first MB evenly spaces agents between packet desti-
nation, packet origin, and other swarm agents. When in com-
munication range, agents send packets to neighbours closer
to said packet’s destination. Obstacles are avoided via a re-
pulsive virtual force (Chang et al., 2003), provided it does
not prevent even distribution of agent spacing and no jam-
ming avoidance is implemented.
The second MB focuses on wall circumvention via a fer-
rying behaviour (Zhao et al., 2004). Agents travel towards
other swarmmembers or packet destinationswithout the even
spacing of MB-1. Upon obstacle detection, the movement
profile is dominated by repulsive and orbital virtual forces
(Rezaee and Abdollahi, 2014; Chang et al., 2003) relative
to the obstacle, as prior seen in Smith et al. (2018b). This
motion profile continues until a closer obstacle is detected,
the target is in communication range, or the agents are un-
able to move without collision. In the latter case, the agents
reverse orbiting direction. This behaviour allows effective
circumvention of signal blocking obstacles, but may overly
manoeuvre around minor, avoidable obstacles.
The third MB focuses on jammer avoidance. As with the
first MB, agents attempt even spatial distribution. However,
if jamming noise is detected, agents move away from the
noise source and avoid the area until 500 time-steps with no
noise detection pass. This behaviour effectively overcomes
jamming devices, however, false-positive jammer identifi-
cation (which may occur when detecting other communica-
tion) causes unnecessary agent re-positioning and area avoid-
ance.
These three MB are validated in six manually designed
environments, Env. 1.1, 1.2, 1.3, 2.1, 2.2 and 2.3. This val-
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Table 1
Environment-Behaviour associations for R-HGN.
Environment 1.1 1.2 1.3 2.1 2.2 2.3
Behaviour 1 2 1 1 1 3
idation has each MB operate in each environment and re-
port the swarm fitness. The results are used to create the
environment-behaviour mapping, shown in Table 1, and the
pattern-environment labels for R-HGN training.
4.4. Experiment one: Designed Environments
For themanually designed environments, swarms of eight
agents are implemented in eight environments with the three
MB, with the trained R-HGN andwith Rand(MB). These en-
vironments, designed to challenge the MB, consist of the six
listed in Table 1 and two additional environments, Env. 3.1
and 3.2, which the R-HGN has not been explicitly trained
for.
The first three environments (1.1, 1.2 and 1.3), shown
in Figure 3, focus on obstacle configuration. In these op-
erations, the swarm is tasked with mono-directional data-
transfer between two network-nodes, labelled source and sink.
Env. 1.1 has the source and sink 60m apart, though sep-
arated by several thin walls with an attenuation factor of
5푑퐵푚 each. The swarm agents may communicate through
these walls, thus best performance is seen byMB-1 positions
the swarm directly between the source and sink. In contrast,
Env. 1.2 has thicker walls which cause signal attenuation of
100푑퐵푚, preventing data-transfer through them. As such,
only MB-2 can complete this operation by forming an arc
around the walls. Finally, Env. 1.3 has the source and swarm
start in a small walled area. To connect to the sink, the agents
must pass through a small opening. This opening is sized so
the wall avoiding actions of MB-2 will be triggered and the
swarm cannot pass. Therefore, the best performance is seen
with any MB other than MB-2.
In relation to R-HGN challenges, these three environ-
ments present similar local obstacle information to each agent.
The R-HGN must, therefore, recognise the neighbourhood
and network conditions to identify the environment. Fur-
thermore, as all agents may not be positioned such that the
distinguishable network characteristics are observable, the
intra-swarm belief propagationmust be utilised for all agents
to have correct environment identification.
Env. 2.1, 2.2 and 2.3 each have three network-nodes,
A, B and C in an equilateral triangle with edges of 100m.
Additionally, a jamming device is placed in the centre of
this triangle. Topologically, these environments are iden-
tical, however, the distribution of packet origins and desti-
nations, along with the jammer being active, are unique for
each environment. These configurations are listed in Table 2.
Env. 2.1 and 2.2 are seen to be similar settings, both seeing
best performance by the non-jamming behaviours (MB-1,2).
Identification between these two environments is limited to
packet distribution and is thus seen as a challenge for the
R-HGN pattern matching. Env. 2.3 has the jammer active
Source Sink
(a) Env. 1.1
Source Sink
(b) Env. 1.2
Source Sink
(c) Env. 1.3
Figure 3: Three obstacle configurations for the swarm to nav-
igate. Lines are walls, with attenuation represented by wall
thickness, grey circles are source and sink as labelled.
Table 2
Network configuration of devices A, B and C for environment
2.1,2.2 and 2.3.
Env.
A B C
Ja
m
m
er
Out
(%)
In
(%) Out(%)
In
(%) Out(%)
In
(%)
2.1 100 0 0 50 0 50 ×
2.2 33 33 33 33 33 33 ×
2.3 33 33 33 33 33 33 ✓
Source Sink
Figure 4: Env. 3.1: a combination of Env. 1.2 and Env. 1.3.
and thus requires the anti-jamming abilities of MB-3. Fi-
nally, for the additional Env. which R-HGN is not trained for,
components of the prior Env. are combined to make spacial
hybridisations. Env. 3.1 combines the network restricting
walls of Env. 1.2 and the narrow passage of Env. 1.3, as
shown in Figure 4. This environment requires agents to use
MB-1/MB-3 to pass through the passage and MB-2 to cir-
cumvent the walls. Similarly, Env. 3.2 combines 2.2 and
2.3. The packet distributed for 3.2 has all agents send to one
another, however, the jammer is relocated from the centroid
of A, B and C, to the centroid of A and B. Thus MB-1 or
-2 are optimal for connections A-C and C-B, and MB-3 is
required for connecting A-B.
To validate the abilities of R-HGN in these environments,
a comparative study is conducted between the MB, R-HGN
and Rand(MB) by implementing each swarm in the eight
designed environments 50 times. Each implementation in-
stance has a unique network randomisation seed and swarm
member starting locations. Comparisons in the former six
environments validate the environment matching ability of
the R-HGN. Comparisons in the latter two environments ex-
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plore R-HGNallowing spatial induced behaviour heterogene-
ity in the swarm.
4.5. Experiment two: Generated Environments
The second experiment of this study examines the ability
of R-HGN to utilise the behaviour repertoire in prior unseen
conditions. This emulates the swarm having been training
with controlled examples and then being deployed for real-
world operation.
This experiment implements theMB,R-HGNandRand(MB)
swarms in a further 50 environments which are randomly
created. These environments are more challenging than the
designed cases as the number of network-nodes is selected
randomly from the set {2,3,4}, these nodes are mobile, and
the data-transfer requirements between these nodes change
during the operation. These requirement changes are dis-
cretised into data-transfer sub-operations and referred to as
a network stage. As an example of these stages, consider a
network with two network-nodes, A and B, which undergoes
two network stages. In the first stage, packets are sent from A
to B. The swarm must make a mono-directional connection.
After these packets are transferred, the network requirement
changes to stage two which has A and B sending packets to
each other. The swarm must reconfigure to facilitate this
bi-directional connection. These network stages, and the
network-node movement, requires the swarm to utilise mul-
tiple behaviours to facilitate all network conditions.
For the mobile network-nodes, waypoints are defined for
each networking stage during environment generation. Way-
points are traversed by themobile nodes at a speed of 0.11푚푠¬1,
with the path between waypoints being a straight line. Upon
reaching the final waypoint of the stage, the node becomes
stationary.
For the network requirements of a stage, each network-
node is assigned a percentage of the packets to be sent in the
stage, and a percentage of these packets which should end at
the node. During the creation of these values, it is enforced
that all nodes are either a packet origin or destination in at
least one stage. That is, no network-node is idle for the full
operation.
In this study, the number of network stages is limited to
a random value from the set {1,2,3}. Each generated envi-
ronment has the swarm transfer 1,000 packets, as in the prior
experiment and these packets are evenly divided between the
network stages.
In addition to the network-nodes, each environment gen-
eration also creates numerous obstacles and a jammer. Each
obstacle is semi-randomly positioned in the 100푚×100푚 en-
vironment. This positioning is limited so the network-nodes’
motions are not blocked. Similarly, the jammer is placed in
the centre of the network-nodes but with the restriction of
all network-nodes being outside jamming range. Thus the
jammer is located in an area which the swarm agents are ex-
pected to enter, and thus will impact the swarm, but will not
impact the network-nodes. Finally, the environment genera-
tor assigns an active or inactive state to the jammer for each
network stage.
4.6. Result representation
For both environment experiments the R-HGN pattern
matching is validated by comparing the fitness of the three
MB swarms, the R-HGN swarm and the Rand(MB) swarm.
This comparison presents the median and quartiles of each
swarm fitness, and performs a Mann-Whitteny U-test be-
tween the R-HGN fitness results and the results of all other
swarms. Additionally, this analysis examines the percent-
age of implementations which the R-HGN and Rand(MB)
achieve a fitnesses of at least 95% of each MB, and 95% of
the optimalMBof that instance. This leniency of 5% is given
for R-HGN as environment matching cannot be expected in
the initial time-steps, due to agents not having adequate en-
vironment interaction and thus limited pattern based belief.
This initial learning time leads to a small reduction in swarm
fitness.
In addition to this fitness comparison, the accuracy of
R-HGN environment prediction is explored for the first six
designed environments. The accuracy is only tested in these
cases as correct values are known and are not dependent
on agent location. This analysis presents the error-rate over
simulation time for each environment, averaged over the eight
swarm agents and 50 environment instances. Additionally,
the one-versus-all accuracies and 퐹1 scores for each envi-ronment prediction are presented. These latter statistics are
found across the eight swarm agents in all 300 swarm im-
plementations (50 implementations of 6 environments). The
accuracy, 퐴푐푐푒, and 퐹1,푒 scores of each environment, e, arerespectively measured via,
퐴푐푐푒 =
푇푃푒 + 푇푁푒
푇푃푒 + 푇푁푒 + 퐹푃푒 + 퐹푁푒
(2)
퐹1,푒 =
2 ⋅ 푇푃푒
2 ⋅ 푇푃푒 + 퐹푃푒 + 퐹푁푒
(3)
where 푇푃푒 is true positive selection of environment e, 푇푁푒is true negative selection, and 퐹푃푒 and 퐹푁푒 are the respec-tive false counterparts.
To analyse the spatial heterogeneity in Env. 3.1, 3.2, and
the random environments, the environment maps are pre-
sented with markings denoting agent locations during be-
haviour selection and behaviour chosen. Each figure is the
temporal concatenation of all time-steps over the operation
or stage. For Env. 3.1 and 3.2, these figures are also con-
catenations of all 50 implementations.
5. Results and Discussion
5.1. Designed Environments
To begin the exploration of R-HGN, Figure 5 shows the
performance of the threeMB, the trainedR-HGNandRand(MB)
in the eight designed environments. In the six environments
which R-HGNwas explicitly trained for (Env. 1.1-2.3), min-
imal performance difference between R-HGN and the opti-
malMB is seen. Additionally, in three of these environments
R-HGN shows significant improvement over Rand(MB). In
the two unseen environments (Env. 3.1 and 3.2), R-HGN
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Figure 5: Box plot of swarm fitnesses using MBs, R-HGN
and Rand(MB) swarms in designed environment with direct
training. R-HGN seen to achieve near equivalent performance
to the optimal MB in each environment.
Table 3
Mann-Whitney U-Test between MBs and R-HGN, and between
Rand(MB) and R-HGN, in designed environment. In all but
2.1 R-HGN and the optimal MBs have significant overlap. This
shows the R-HGN is not only selecting, but correctly utilising
the behaviours.
MB-1 MB-2 MB-3 Rand(MB)
1.1 0.12 ≪0.01 0.84 0.24
1.2 ≪0.01 0.88 ≪0.01 ≪0.01
1.3 0.92 ≪0.01 0.22 ≪0.01
2.1 ≪0.01 ≪0.01 ≪0.01 0.51
2.2 0.02 ≪0.01 0.12 0.8
2.3 ≪0.01 ≪0.01 0.65 ≪0.01
3.1 ≪0.01 ≪0.01 ≪0.01 ≪0.01
3.2 ≪0.01 0.04 0.13 ≪0.01
outperforms allMB andRand(MB). These performancematch-
ing achievements by R-HGN are further supported in Ta-
ble 4, showing in all environments R-HGN closely matches
or outperforms the optimal MB in at least 52% of implemen-
tations, and in some environments this match rate is 100%.
For the behaviourmatching in the designed environments
which R-HGN is directly trained for, the most prominent
success is seen in Env. 1.2, 1.3 and 2.3. In these cases,
some MB are unable to complete the task and thus have
median fitnesses below 0. In contrast, R-HGN utilised the
optimal behaviour and achieves median fitnesses above 0 in
all three cases. Furthermore, due to poor performing MB,
Rand(MB) sees considerably lowmedian and quartile values
and in Env. 1.3 sees considerable interquartile range . This
shows R-HGN can effectively select the correct behaviour
and overcome some MB being invalid while Rand(MB) per-
Table 4
Percentage of designed behaviour instance which R-HGN and
Rnad(MB) achieves ≥ 95% of maximum MB fitness.
R
-H
G
N
:
M
B
-1
R
-H
G
N
:
M
B
-2
R
-H
G
N
:
M
B
-3
R
-H
G
N
:
M
ax
(M
B
)
R
an
d(
M
B
):
M
ax
(M
B
)
1.1 98% 100% 98% 98% 88%
1.2 96% 52% 96% 52% 28%
1.3 86% 100% 82% 80% 46%
2.1 98% 68% 100% 66% 62%
2.2 100% 100% 100% 100% 98%
2.3 100% 60% 60% 60% 28%
3.1 80% 100% 92% 80% 40%
3.2 100% 100% 96% 100% 86%
formance is significantly reduced by a poor MB in the reper-
toire. Additionally, the superiority of R-HGN over the fail-
ing MB and Rand(MB) is seen to be statistically significant
in Table 3, with low p-values shown for these results. Also,
Table 3 shows high p-values for R-HGN and the optimal MB
in these cases. This supports R-HGN correctly matching the
environment to an MB and achieving equivalent results.
In relation to R-HGNmatching or outperforming the op-
timalMB in Table 4, these results can be separated into three
tiers of performance: high (Env. 1.1, 2.2 ), medium (Env.
1.3), and acceptable (Env. 1.2, 2.1, 2.3). This divide shows
a relation between the performance of R-HGN in an environ-
ment and the percentage of repertoire MB which are func-
tional in that environment. That is, high performance is seen
when all three MB are effective in the environment, medium
performance is seen with 2∕3 being effective, and accept-
able behaviour when the R-HGN is limited to one of the
three behaviours to solve the task. This relationship is due
to misinformed agents (agents observing patterns which are
associated with other environments) utilising incorrect be-
haviours for the given environment and the impact such be-
haviour usage has on the swarm-wide operation. The high-
performance cases can still utilise these incorrect behaviours,
with the agents operating within expectation. The low per-
formance cases see these behaviours negatively impact the
swarm, with agents moving out of position for neighbour in-
teraction or attempting actions known to fail in the environ-
ment. That being said, all environments see R-HGN able to
match or outperform the MBs in at least half the implemen-
tations and R-HGN percentage are higher than Rand(MB)
percentages in all environments. In the worst performance
match for both behaviour selectors, Env. 1.2, R-HGNachiev-
ing 52% which is 24% higher than Rand(MB). Additionally,
the overall match rate to the optimal MB in these six Env.
is 79.5% for R-HGN and only 59.5% for Rand(MB). This
shows that R-HGN has achieved relatively accurate perfor-
mance.
For Env. 3.1, no MB (and thus no Rand(MB)) in all 50
instances is seen to solve the data-transfer task within time-
limit, 푇 . In contrast, R-HGN achieves 36% operation suc-
cess. Additionally, 80% of operations seen R-HGN achieve
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(a) (b)
Figure 6: Environment-Behaviour matching mapped over op-
eration map for Env. 3.1 (a) and Env. 3.2 (b). Red selecting
MB-1; blue is MB-2; green is MB-3; white dots are network-
node and jammers (as labelled), white squares are unreachable
walled area. For Env. 3.1, strong use of MB-1 around pas-
sage, MB-2 around other walls. For Env. 3.2, strong use of
MB-3 around jammer (between A and B), noticeable use of
MB-1 on A-C edge. Each figure is the combined mapping of
all operation runs.
at least 95% of the optimal MB performance in Table 4 and
of these 46 operations, R-HGN has an average fitness im-
provement of 860% over the optimal MB. These results are
significantly higher than Rand(MB), with a match rate of
only 40%. Furthermore, the higher fitness of R-HGN is seen
to be statistically significant to all MB and Rand(MB) in Ta-
ble 3. This higher performance due to R-HGN correctly
matching the components of the environment is displayed
in Figure 6 (a) with the passageway to be identified as Env.
1.3, thus MB-1 (red) is activated, and the wall sections are
identified as Env. 1.2, causing MB-2 (blue) to be used.
For Env. 3.2, both the median and upper-quartile of R-
HGN surpassed all MB in Figure 5, though this improve-
ment is less significant than in Env. 3.1 and Table 3 shows
this difference to be not statistically significant. On the other
hand, Table 4 shows 100% of operations have R-HGN reach
at least 95% of the optimal MB fitness. In Figure 6 (b) this
higher performance is seen to be due to agents primarily util-
isingMB-3when close to the jammer, and primarily utilising
MB-1 when the jammer is sufficiently distant, as was pre-
dicted to be the case. Thus the R-HGN is correctly achiev-
ing a spatially heterogeneous behaviour selection. In rela-
tion to Rand(MB), the low performance of MB-1 and MB-2
are again reducing the median performance, and resulting
in several failing instances. In contrast R-HGN has not in-
stances which the swarm cannot transfer all data within 푇 .
In addition to exploring the swarmfitness, Figure 7 shows
the underlying HGN environment matching mean error-rate
over swarm operations for Env. 1.1-2.3. From this graph,
it can be seen that most environments have some significant
error-rates during early operation. However, as the agents
distribute about the environment, and thus collect more in-
formative pattern observations, these error-rates quickly de-
cline. This is especially true with Env. 1.1-1.3, with error-
rates dropping to < 5% within ∼ 10 − 100 time-steps. For
Env. 2.1-2.3, some errors continue throughout the operation.
However, these error-rates are acceptably small, given how
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Figure 7: R-HGN error-rate (%) of each designed Env. over
time-steps. Error-rates/time-step vectors recorded for all 8
agent in 50 implementations. Presented values are mean of
these 400 vectors.
similar the environments appear from the agents’ local ob-
servations; 2.2 is only distinguishable from 2.1 within the
agents’ local observations by a changing packet source; 2.3
is mistaken for 2.2 when the agents are not impacted by the
jamming device.
In addition to the error-rate over time, Table 5 shows
the environment matching accuracy of the swarm is between
92.4% and 99.1% and the 퐹1 scores reach a top of 97.15%and a bottom score of 57.81%. These values show that R-
HGN has a considerably high environment match rate over
all 300 implementations. Furthermore, these values are con-
siderably higher than the random environment matching al-
gorithm, which is predicted to achieve a {TP, FP, TN, FN }
tuple of {1∕36, 5∕36, 25∕36, 5∕36}, giving an accuracy of
72% and 퐹1 scores of 16.7% for all environments.To conclude this exploration of R-HGN in the designed
environments, it is shown that R-HGN can aptly identify the
environment, or partial-environment, and utilises the asso-
ciated behaviour for optimal swarm operation. This correct
identification is confirmed by high accuracy and 퐹1 scores.R-HGN allowed the swarm to hold a median fitness above 0
for all environments, and a median fitnesses higher than any
MB in composite environments. This shows that although
MB are capable solutions to the data-transfer task in the in-
tended solutions, they have limited flexibility and cannot be
used for any implementation. R-HGN overcomes this flexi-
bility limitation, allowing the swarm to achieve high fitness
in a wider range of implementations, including more com-
plex environments.
5.2. Generated Environments
To further explore the ability of R-HGN, Figure 8 shows
the fitnesses of the three MB, R-HGN and Rand(MB) for 50
randomly generated environments, ordered by the optimal
MB fitness. Table 6 presents the associated Mann-Whitney
U-Test results. As can be seen, R-HGN continues to achieve
swarm fitnesses similar to the optimal MB in the majority
of environments. Additionally, in several environments, the
spatial and temporal behaviour diversification of R-HGN al-
lows fitnesses greater than a single MB. However, this fit-
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Table 5
퐹1 scores for the designed environments which R-HGN is explicitly trained for.
Env. 1.1 1.2 1.3 2.1 2.2 2.3
F1 (%) 93.3 97.15 95.7 65.88 57.81 88.12
Accuracy (%) 98.5 98.5 99.1 92.4 92.4 92.5
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Figure 8: Fitness of three MB, R-HGN and Rand(MB) in 50
generated environments. Environments ordered by maximum
MB fitness for clarity. R-HGN holds close fitness to optimal
MB in all environments.
Table 6
Mann-Whitney U-Test between MBs and R-HGN, and between
Rand(MB) and R-HGN, in generated environments. R-HGN
has high statistical overlap with MB-1 and MB-3 and low over-
lap with MB-2 and Rand(MB).
MB-1 MB-2 MB-3 Rand(MB)
0.91 0.01 0.66 0.05
ness improvement is limited, and a notable correlation ex-
ists between R-HGN performances and the potential of the
behaviour repertoire. That is, in all environments, R-HGN
is only able to produce swarm fitnesses slightly higher than
the best MB. In relation to Rand(MB), this correlation is
seen to exist between both the optimal and sub-optimal be-
haviours; several environments see Rand(MB) select an MB
with lower fitness than the other MB which leading to con-
siderably lower performance than R-HGN. In relation to sta-
tistical similarity, Table 6 show R-HGN again has low over-
lapwith the failingMB-2 andRand(MB), but very high over-
lap with MB-1 and MB-3, which are optimal in most envi-
ronments.
This appropriate behaviour usage by R-HGN is further
demonstrated in Table 7with the percentage of environments
with ≥ 95% MB fitness again shown. These results show
that R-HGN achieved close to optimal behaviour in 78% of
environments, a value significantly high given the underly-
ing HGN has no prior experience with the 50 generated en-
vironments. Additionally, as the optimal behaviour changes
for each environment, R-HGN achieves significantly higher
performance than each MB used in isolation. This is seen
from the fitness match rate being up to 92%. Finally, R-
HGN achieved far higher match rates than Rand(MB), which
reaches only 56%.
Figure 9: Environment-Behaviour matching map over gener-
ated environment with two communication stages. Colouring
as in Figure 6, white arrows depict network-node motion with
start and end locations. Environment matches shown to allow
both spacial and temporal behaviour heterogeneity to solve
dynamic task.
Table 7
Percentage of generated environments which R-HGN and
Rand(MB) achieves ≥ 95% fitness of MBs. All MB and
max(MB) shows strong matching performance of R-HGN
.
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92% 90% 84% 78% 56%
Finally, to demonstrate the R-HGN performance in these
challenging, generated environments, Figure 9 again maps
the behaviours over the environment landscape for a note-
worthy environment. This environment has two network stages
and thus each is depicted separately. In stage 1, left, the jam-
mer is active and the swarm is seen to identify this pattern
component and primarily utilise MB-3. Additionally, agents
trapped by the obstacles in the lower-right area are switched
to MB-2, circumventing the obstacle. In stage 2, right, the
jammer is disabled and the swarm is positioned away from
obstacles. As such MB-1 sees primary usage. This diverse
and dynamic environment shows R-HGN allows the swarm
to heterogeneously utilise the behaviours as required across
both time and space.
From this exploration, it is concluded that R-HGN can
effectively guide the swarm agents’ behaviour usage, even
when the environments are unknown and distorted pattern
matching is required. Additionally, R-HGNcontinues to func-
tion when the environments are more complex than training
conditions.
Experiment data-sets have beenmade available atMonash
FigShare, doi: https://doi.org/10.26180/5d356d93a2a60.
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6. Conclusion
This paper presents an extension of HGN for online be-
haviour selection in a robotic swarm taskedwith data-transfer
between networking devices. This HGN extension, named
Robotic Hierarchical Graph Neurons, allows pattern match-
ing of real-value inputs without costly memory or computa-
tion consumption and outputs match probabilities for more
effective temporal and intra-swarm prediction fusion.
Using the proposedR-HGNwith threemanually designed
behaviours, the swarmwas implemented in a number of human-
designed and randomly generated environments. These R-
HGN swarm performances were compared against the indi-
vidual behaviours and a random behaviour selector.
In relation to the designed environments, it was found
that the R-HGN closelymatched the performance of the opti-
mal behaviour when directly trained in the environment. Ad-
ditionally, R-HGN achieved an environment-matching accu-
racy up to 99.1% and a top 퐹1 score of 97.15%, far higherthan the randombehaviour selector. For environments which
were a concatenation of the training conditions, R-HGN out-
performed all individual behaviours and the randombehaviour
selector.
In relation to the generated environments, which intro-
ducedmore challenging versions of the swarm operation, the
R-HGN continued to match or outperform the supplied be-
haviours and the random behaviour selector. However, the
R-HGN driven swarm performance was limited by the po-
tential of the supplied behaviours.
This limitation leads to our future work which will com-
bine our prior studies in swarm behaviour creation (Smith
et al., 2018b) with this study of behaviour selection. Such a
combination aims to produce a swarm behaviour controller
which may have the swarm select from the behaviour reper-
toire during operation, followed by autonomously create a
new, more appropriate, behaviour for the environment post
operation. Such a combination will allow continued reper-
toire extension as the swarm is deployed in more environ-
ments, allowing life-long behaviour learning.
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A. RHGN Pattern
Networking
• neighbourhood size
• sink ID
• source ID
• unique sinks in 10 steps
• sink changes in 10 steps
• unique sources in 10 steps
• source changes in 10 steps
• unique sinks in 100 steps
• sink changes in 100 steps
• unique sources in 100 steps
• source changes in 100 steps
• unique sinks in 500 steps
• sink changes in 500 steps
• unique sources in 500 steps
• source changes in 500 steps
• unique sinks in 1000 steps
• sink changes in 1000 steps
• unique sources in 1000 steps
• source changes in 1000 steps
• jamming strength
• network noise state (< −95푑퐵,−95 ∶ −85.5푑퐵,−85.5 ∶
−71.25푑퐵, −71.25 ∶ −47.5푑퐵, −47.5 ∶ −23.75푑퐵,
−23.75 ∶ 0푑퐵,> 0푑퐵) )
Packets
• agent packets held
• closest swarm neighbour has ≥ 1 packets
• closest swarm neighbour is packet full
• sink-ward closest swarm neighbour has ≥ 1 packets
• sink-ward closest swarm neighbour is packet full
• source-ward closest swarm neighbour has ≥ 1 packets
• source-ward closest swarm neighbour is packet full
• closest non-swarm neighbour has ≥ 1 packets
• closest non-swarm neighbour is packet full
• sink-ward closest non-swarm neighbour has≥ 1 pack-
ets
• sink-ward closest non-swarm neighbour is packet full
• source-ward closest non-swarm neighbour has ≥ 1
packets
• source-ward closest non-swarm neighbour is packet
full
Distance
• assumed source to sink distance (rounded to 1 dec.)
• distance of closest swarm neighbour (rounded to 1 dec.)
• signal strength of closest swarmneighbour (rounded to
1 dec.)
• distance of sink-ward closest swarm neighbour (rounded
to 1 dec.)
• signal strength of sink-ward closest swarm neighbour
(rounded to 1 dec.)
• distance of source-ward closest swarm neighbour (rounded
to 1 dec.)
• signal strength of source-ward closest swarm neigh-
bour (rounded to 1 dec.)
• distance of roughly sink-ward closest swarm neigh-
bour (rounded to 1 dec.)
• distance of closest non-swarm neighbour (rounded to
1 dec.)
• signal strength of closest non-swarmneighbour (rounded
to 1 dec.)
• distance of sink-ward closest non-swarm neighbour
(rounded to 1 dec.)
• signal strength of sink-ward closest non-swarm neigh-
bour (rounded to 1 dec.)
• distance of source-ward closest non-swarm neighbour
(rounded to 1 dec.)
• signal strength of source-ward closest non-swarm neigh-
bour (rounded to 1 dec.)
• closest wall distance (rounded to 1 dec.)
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