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In the event of the release of a radiological pollutant into the atmosphere,
a fast and accurate estimation of the pollutant dispersion is vital for the
initial emergency assessment. To this end, many dispersion models have
been developed to evaluate the impact of the release on the environment.
Unfortunately, the limited ability to account for vegetation, buildings and
other large structures in most of these models, restricts their applicability
at the near-range, i.e. within the ﬁrst few hundred meters from the nuclear
installation. In recent years, Computational Fluid Dynamics (CFD) has
proven to be a promising technique for atmospheric dispersion studies in the
direct vicinity of the pollutant source, using either Reynold-Averaged Navier-
Stokes (RANS) turbulence modeling or large eddy simulation (LES) turbulence
modeling. Its main drawback however, is its computation speed which is by
several orders of magnitude too slow for real-time emergency assessment. This
thesis investigates how CFD can be applied in the context of nuclear emergency
preparedness and response. The focus is on both improving the accuracy of
CFD as a base model, and on the formulation of fast reduced order models
(ROMs) that retain the accuracy of CFD.
We ﬁrst focus on improving RANS modeling of atmospheric dispersion. The
main advantage of performing RANS simulations is the lower computational
cost compared to LES. A frequently recurring error corresponds to the
observation of a large discrepancy in lateral plume spread between simulations
and experimental data, combined with a signiﬁcant overestimation of the
concentrations in a vertical plane through the point of release and parallel with
the wind direction. We argue that this is due to the fact that ﬂuctuations
in wind directions observed in experiments are only partly accounted for
by the modeled turbulence. Therefore, a simple approach is introduced to
estimate, based on experiments, the correct level of variability in wind direction
that is required as additional boundary condition for the simulations. It is
illustrated that including this unmodeled wind variability signiﬁcantly improves
predictions over traditional RANS models, and the Gaussian model.
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A second part of this work looks into LES. The added value of LES over RANS
is its improved accuracy which results from including the motion of the large
eddies in the simulation. Accordingly, also the dispersion due to turbulent
eddies is better captured. We make use of LES to study the variability of
radiological dose rate at ground level due to instantaneous turbulent mixing
processes. For this, the CFD model is coupled with dose rate models for beta
and gamma radiation. By performing a set of time-dependent simulations of a
constant release into an open ﬁeld, the dose rate at ground level is computed.
A large variability of the dose rate is observed. We show that the dose rate
from gamma radiation can be reduced eﬀectively by performing time-averaging.
Yet, it is illustrated that neglecting this variability can result in errors up to a
factor of four on the dose estimation when long-term measurements are used
to estimate the resulting dose from short-term exposures. In case of beta
radiation, variability in dose rate remains very high, even after averaging over
a long time-period. These results indicate that the gamma dose measurements
from nearby sensors cannot be used to accurately estimate the dose from beta
radiation.
Finally, the third part of the work aims at constructing fast ROMs that
retain full CFD accuracy. To this end, we focus on deriving a ROM by
projection of the CFD model onto a Krylov-subspace that is produced by the
Arnoldi algorithm. The method results in a stable ROM, and the algorithm
is formulated in such a way that it can be used with any choice of CFD
solver. First, the model reduction is applied to the forward simulation of the
pollutant dispersion at the Doel Nuclear Power Station. It is illustrated that,
after initialization, the ROM runs 25 times faster than real-time, including a
possible dose assessment. Next, the model reduction methodology is used for
the development of a method for the fast reconstruction of transient, multi-
source emissions. The problem of the source reconstruction is formulated as
a regularized least squares problem comparing the measurements to model
predictions. By limiting the possible source locations to a ﬁnite number of
possibilities, the Arnoldi algorithm can be applied to reduce the order of the
problem. The size of the resulting system is reduced to such extent that the
required time to solve the system is in the order of the simulated physical time
span. Using a number of case studies, it is demonstrated that the method is
both eﬀective and robust for the source estimation of one or multiple possible
sources from near-range measurements.
Beknopte samenvatting
Bij het vrijkomen van een radiotoxisch gas is een snelle en nauwkeurige
inschatting van de verspreiding van het gas van vitaal belang voor de initiële
beoordeling van het noodgeval. Hiertoe zijn er reeds verscheidene modellen
ontwikkeld die de impact op de omgeving beoordelen in functie van de afstand
tot het ongeval. Helaas zijn deze modellen slechts beperkt toepasbaar op
de zone binnen een straal van enkele honderden meters van de nucleaire
installatie. Vooral de beperkte mogelijkheid om vegetatie, gebouwen en andere
grote structuren in rekening te brengen, speelt hierbij een belangrijke rol. De
numerieke stromingsleer (CFD, EN: Computational Fluid Dynamics) heeft de
laatste jaren bewezen een veelbelovende techniek te zijn voor dispersiestudies in
deze zeer nabije omgeving van het ongeval. Hierbij wordt voor de modellering
van de turbulentie in het windveld zowel van Reynolds-gemiddelde Navier-
Stokesvergelijkingen (RANS) als van simulaties van grote wervelingen (LES,
EN: large eddy simulations) gebruik gemaakt. Het belangrijkste nadeel van
deze techniek is echter dat de berekeningssnelheid meerdere grootteorden te
klein is om inzetbaar te zijn in noodsituaties. In deze thesis wordt bestudeerd
hoe CFD in de context van paraatheid en reactie op nucleaire noodsituaties
kan worden aangewend. De focus ligt hierbij zowel op het verbeteren van de
nauwkeurigheid van CFD als basismodel, als op de ontwikkeling van snelle,
lagere orde modellen die de nauwkeurigheid van CFD behouden.
We richten ons eerst op het verbeteren van het modelleren van de atmosferische
dispersie met RANS. Het belangrijkste voordeel van het gebruik van RANS
simulaties is de lagere rekenkost in vergelijking met LES. Een vaak geobser-
veerde afwijking tussen experimenten en traditionele RANS-simulaties uit zich
in een aanzienlijke onderschatting van de laterale pluimbreedte en een sterke
overschatting van de concentratie in het vlak doorheen de bron en parallel
aan de windrichting. We stellen dat dit te wijten is aan het feit dat slechts
een deel van de variaties in windrichting door de gemodelleerde turbulentie
in rekening wordt gebracht. Daarom wordt een eenvoudige methodiek
geïntroduceerd die op basis van experimenten toelaat om de hoeveelheid
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niet-gemodelleerde variabiliteit af te schatten. Deze afschatting is nodig als
bijkomende randvoorwaarde voor de RANS-simulaties van de gasdispersie. We
tonen aan dat het in rekening brengen van niet-gemodelleerde variaties in
windrichting de voorspellingen signiﬁcant verbeteren in vergelijking met de
traditionele RANS-simulaties en het Gaussiaans model.
Een tweede deel van dit werk maakt gebruik van LES. De toegevoegde waarde
van LES ten opzichte van RANS is de grotere nauwkeurigheid. Deze volgt
rechtstreeks uit het in rekening brengen van de grote wervelingen in het
windveld. Overeenkomstig hieraan wordt ook de verspreiding van het gas
ten gevolge van turbulente wervelingen beter voorgesteld. We gebruiken
LES om de variabiliteit in radiologisch dosistempo ten gevolge van turbulente
mengprocessen te bestuderen. Hiertoe wordt het LES model gekoppeld aan
modellen voor het bepalen van het dosistempo door bèta- en gammastraling.
Een reeks dispersiesimulaties over een open veld met constant uitstootdebiet
toont de grote variabiliteit in ogenblikkelijke dosistempo’s. We illustreren dat
met tijdsgemiddelde metingen de variabiliteit in dosistempo van gammastraling
wel doeltreﬀend kan worden verminderd. Dit tijdsmiddelen kan echter
resulteren in fouten tot een factor vier wanneer metingen over langere periodes
worden gebruikt voor de afschatting van de dosis ten gevolge van een korte
blootstelling. Bij bètastraling blijft na tijdsmiddelen, zelfs over een lange
periode, de variabiliteit zeer hoog. Dit wijst erop dat dosismetingen van
gammastraling niet gebruikt kunnen worden voor een betrouwbare afschatting
van de dosis door bètastraling.
Het laatste deel van deze thesis beoogt de ontwikkeling van een lagere
orde model dat een kortere rekentijd vraagt maar de nauwkeurigheid van
CFD simulaties behoudt. In het bijzonder leggen we ons toe op de
modelreductie van het CFD-model door projectie op een Krylov-deelruimte.
Deze deelruimte wordt opgebouwd aan de hand van het Arnoldi algoritme.
Het algoritme wordt zodanig geformuleerd dat het kan worden gebruikt
met eender welk CFD-softwarepakket. We illustreren dat na initialisatie,
deze methode resulteert in een 2500 maal snellere simulatie, inclusief een
mogelijke dosistempoberekening. Vervolgens wordt deze methode gebruikt
voor de snelle en accurate reconstructie van één of meerdere tijdsafhankelijke
bronnen op basis van metingen in de zeer nabije omgeving. Het probleem
wordt geformuleerd als een geregulariseerd kleinste-kwadratenprobleem waarbij
metingen met voorspellingen worden vergeleken. Door het aantal mogelijke
bronnen te beperken tot een eindig aantal opties kan modelreductie worden
toegepast. Hierdoor reduceert het aantal vrijheidsgraden sterk waardoor de
simulatietijd afneemt tot dezelfde grootteorde als de gesimuleerde fysische
tijd. Met behulp van enkele casestudies wordt aangetoond dat de voorgestelde
methode zowel doeltreﬀend als robuust is.
Nomenclature
Abbreviations
ABL Atmospheric Boundary Layer
CFD Computational Fluid Dynamics
DOF Degrees of freedom
FANC Federal Agency for Nuclear Control
GCI Grid Convergence Index
IAEA International Atomic Energy Agency
ICRP International Commission on Radiological Protection
LES Large-Eddy Simulation
MOR Model Order Reduction
NERIS European Platform on Preparedness for Nuclear and
Radiological Emergency Response and Recovery
PDE Partial Diﬀerential Equation
RANS Reynolds-Averaged Navier–Stokes
RODOS Real-time Online DecisiOn Support
ROM Reduced Order Model
SGS Subgrid-scale
Roman symbols







d˙β Radiological dose rate from beta radiation
d˙γ Radiological dose rate from gamma radiation
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viii NOMENCLATURE
E¯β Average beta energy released per disintegration
Eγ Gamma energy released per disintegration
f Coriolis parameter
FB Fractional bias
FAC2 Fraction of predictions within a factor of two of observations
FAC10 Fraction of predictions within a factor of ten of observations
k Turbulent kinetic energy
K Unit conversion factor
G Filter convolution kernel
H Pollutant release height
J Cost functional
Kr Krylov subspace of order r
L Reference length; Monin-Obukhov length
n Number of grid cells
nt Number of time steps
N Number of measurements
M Number of measurement locations
NMSE Normalized mean square error
p Pressure
Pk Turbulent production term
r Order of the ROM
R Reference pollutant release rate
Re Reynolds number
S Strain rate tensor; Number of source locations
Sp Pollutant source term
Sct Turbulent Schmidt number
Scsgs SGS Schmidt number
t Time




v Column of matrix V





α Instantaneous wind angle
β Regularization parameter
NOMENCLATURE ix
δ Boundary layer thickness
∆ LES ﬁlter width
ε Dissipation rate of the turbulent kinetic energy
γ Regularization parameter
κ Von Kármán constant
λ Radioactive decay constant
µ Linear attenuation coeﬃcient in air
µen Energy absorption coeﬃcient
ν Kinematic viscosity
νt Turbulent viscosity
νsgs SGS eddy viscosity
Ω Physical domain
φ Gamma ﬂuence rate
φM Stability function
ψ Output function (y = fi(c))
Ψ Discrete representation of fi
ρ Density of the receptor
ρ0 Air density
σ Standard deviation; Pollutant source
ς Adjoint concentration
τ Stress tensor
τw Wall shear stress
Subscripts
CFD Solution of the CFD model
e Incorporated as an external boundary condition
E Experimental value
i Cell i
m Representend in a CFD model
r Reduced order quantity
ROM Solution of the ROM
S Simulated value
x0 At location x0
x, x1 Streamwise direction
y, x2 Spanwise direction
z, x3 Vertical direction
Superscripts
k Time step index k




•˜ Quantity ﬁltered at grid scale; Discrete quantity
•ˆ Quantity ﬁltered at test-ﬁlter scale; Measurement
• Quantity ﬁltered at a second test-ﬁlter scale; Reduced order
quantity
()′ Fluctuating part in Reynolds decomposition (φ = 〈φ〉+ φ′)
()T Transpose of a matrix
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Chapter 1
Introduction
Nuclear and radiological accidents from the past have demonstrated the
detrimental impact radiotoxic clouds can have on the environment (see, e.g.,
Ref. [85]). A proper estimation of the pollutant dispersion and the resulting
dose received by the general public after a release of radionuclides in the
atmosphere is indispensable to minimize possible health risks during the nuclear
emergencies [68]. To that end, the International Commission on Radiological
Protection (ICRP) and the International Atomic Energy Agency (IAEA)
provide recommendations and guidance on protection against ionizing radiation.
These recommendations are commonly used as basis for the local legislation of
countries. In Belgium, the Royal Decree KB 17/10/2003 speciﬁes the nuclear
and radiological emergency planning for Belgium and is motivated by these
recommendations. Among others, this decree obliges the large nuclear facilities
to have computational models at their disposal for the impact assessment up
to a few tens of kilometers downwind from the point of release.
In particular during the emergency preparedness and response phases, impact
assessment models are of great use. For instance, the models allow to simulate
hypothetical accident scenarios during the preparedness phase. Such exercises
serve to ensure that individuals and authorities are able to respond eﬀectively
to nuclear accidents, e.g. by the development of response plans and by training
in communication. In case of a real accident, models are ﬁrst used for the
localization and the reconstruction of the source by exploiting measurement
data. Next, the computed source term serves as input to perform the impact
assessment at other locations. Based on the predicted impact, eﬀective
countermeasures can be deﬁned and imposed.





Figure 1.1: Telerad measurement stations (a) in Belgium (ﬁgure retrieved from
http://www.telerad.fgov.be on June 24, 2015 [46], reprinted with permission),
and (b) at the Doel Nuclear Power Station.
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radiological dose rate above a certain threshold by a radioactivity detection
network. The Belgian TELERAD network is an example of such a radioactivity
detection network. It continuously monitors the radioactivity in the air,
providing time-integrated dose rate measurements every 10 minutes [128]. The
network consists of more than 200 measurement stations placed all over Belgium
on a grid of 20 km by 20 km as shown in Fig. 1.1a. In the vicinity of
nuclear installations the measurement stations are placed more densely. This
is illustrated in Fig. 1.1b for the Doel Nuclear Power Station, located to the
North of Antwerp (Belgium) on the left bank of the river Scheldt. Note that
the placement of the measurement stations this densely at the near-range,
i.e. within a few hundred meters from the nuclear installation, is particularly
favorable for rapid pollutant detection after an accident.
The aim of this dissertation is to investigate the atmospheric dispersion of
radioactive gases at the near-range in the framework of nuclear emergency
preparedness and response. To this end, Computational Fluid Dynamics
(CFD) and model reduction techniques are studied. It is the aim to be able
to perform real-time simulation of the pollutant dispersion so that the rapid
pollutant detection at the near-range can be eﬀectively exploited. In the next
sections, ﬁrst the state of the art is introduced on atmospheric dispersion
assessments, with a focus on numerical simulations. Real-time simulation of
near-range dispersion is discussed next, followed by a discussion on the use of
Reynolds-Averaged Navier–Stokes (RANS) and Large-Eddy Simulations (LES)
for dispersion simulations. In Section 1.4, the aims and objectives of this work
are speciﬁed, and in Section 1.5 the outline of the thesis is presented.
1.1 State-of-the-Art
In order to assist in the optimization of the protection strategy after a nuclear
accident, on-line risk management tools such as RODOS (Real-time Online
DecisiOn Support) are being developed (see, e.g., Ref. [137], or Ref. [77]).
To this end, fast and accurate models for the atmospheric dispersion of the
radioactive nuclides released are crucial [80].
The diﬀerence in dispersion models is in the ﬁrst place determined by the
modeled region of interest in terms of the distance to the pollutant source.
Depending on the distance, the transport is dominated by atmospheric
disturbances at diﬀerent scales. The scales can be related to atmospheric eﬀects
dominating at the near-range, the local range, the regional scale and the long
range. Multiple deﬁnitions are found in the literature to deﬁne the diﬀerent
scales. For instance, these can be based on a temporal scale such as the diﬀusion
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time (see, e.g., Ref. [20]), or a spatial scales related to the atmospheric motion
(see, e.g., Ref. [43]). Overall, the near-range is approximately found from the
location of release up to a few kilometers. At this scale, local turbulence and
geometrical features in the landscape such as buildings, cooling towers and
vegetation are very important. At the local scale, local thermal circulations
and landscape characteristics dominate what occurs from a few up to about 50
km from the source. The regional scale is found next and transitions into the
long range from about 500 km upward. Since the dominant scales can allow to
make physical assumptions and mathematical approximations, a model is often
developed for a particular scale of interest. Extensive discussions on diﬀerent
atmospheric dispersion models, including their advantages and limitations, are
presented by Holmes and Morawska [65] and Leelőssy et al. [80]. In the
following, we brieﬂy present three of the main classes of air pollution modeling
tools: Gaussian models, Lagrangian models, and CFD models. A schematic
representation of the principle behind the diﬀerent modeling methods presented
is shown in Fig. 1.2.
Gaussian models are widely used to simulate the dispersion of a pollutant at
the local scale. The analytical model is derived from the advection-diﬀusion
equation by assuming a uniform, steady-state wind ﬁeld and a steady-state
point source. This results in a concentration proﬁle that is constant in time and
that follows a Gaussian proﬁle in span-wise and vertical direction. The proﬁle
is a function of the pollutant release rate, the mean horizontal wind velocity,
the pollutant release height, and the standard deviations σy and σz which
describe the span-wise and vertical distribution. These standard deviations are
often derived from experiments and expressed as a function of the downwind
distance and the atmospheric stratiﬁcation (see, e.g., Ref [24] and Ref. [22]).
Because of their simplicity, Gaussian models are among the fastest models
available. Examples of Gaussian models used at present include AERMOD [35],
ADMS [27] and ALOHA [107]. An extension to the Gaussian model is used
in the NOODPLAN models, which have been developed at SCK•CEN. The
dispersion at the local scale is modeled using a segmented bi-Gaussian plume
approach [26]. In this approach, the plume is broken up into plume segments
corresponding to ﬁxed time periods of 10-minutes. This enables to account
for time-varying releases and changes in atmospheric conditions. The shape
of the plume segments is determined using the Bultynck-Malet dispersion
parameters [24] although a correction is applied to account for the diﬀerence
in original sampling time and the 10-minute periods. A customized version of
the NOODPLAN models is available for the Nuclear Power Plans at Doel, at
Tihange and for the nuclear facilities in Mol. An example of the output from
the Tihange NOODPLAN model is shown in Fig. 1.3.






Figure 1.2: Graphical representation of the principle behind (a) Gaussian
models, (b) Lagrangian puﬀ models, (c) Lagrangian particle models, (d) CFD
models.
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Figure 1.3: Illustration of the NOODPLAN model output for a hypothetical
accident at Tihange Nuclear Power Station.
is used to simulate the release in Lagrangian models. Depending on the model,
a one-, two- or three-dimensional wind ﬁeld is required as input. This is
typically computed by a separate ﬂow ﬁeld model or it is constructed based on
meteorological data. In Lagrangian puﬀ models, a puﬀ is modeled as a three-
dimensional Gaussian distribution of concentration within the puﬀ volume. The
puﬀ is therefore characterized by the location of the center and three diﬀusion
parameters σx, σy and σz. Models predict the trajectory of the center and
the evolution of diﬀusion parameters. The total concentration is obtained
by adding up every puﬀ in the domain. For instance RIMPUFF [135] and
CALPUFF [120] operate with this method. A variation on this type of modeling
is used in ATSTEP. This model simulates the dispersion of airborne radioactive
contaminants using time-integrated elongated puﬀs instead of a larger number
of tri-Gaussian puﬀs [98]. Lagrangian particle models represent the pollutant
using a discrete number of computational particles as shown in Fig. 1.2c. The
particles are transported along the given wind ﬁeld, possibly with the addition
of a random component as a way to account for turbulence. The computational
domain is divided in separate cells and the number of particles in each cell is
determined. By summing the loads of the particles in each cell and subsequently
dividing the sum by the cell volume, the mean concentration in each cell is
obtained. The dispersion models DIPCOT [4] and LASAT [70] are examples of
these types of models, but note that DIPCOT can also operate as Lagrangian
puﬀ model.
In most of the Gaussian and Lagrangian local range models, diﬀerent
parametrization or additional correction factors can be applied to the account
for, among others, plume rise, building down wash, and deposition [59, 127].
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Yet, the accuracy of these corrections are strongly site-dependent. The limited
ability to include buildings, vegetation and other large structures in particular
can hamper the accurate extrapolation of the local scale dispersion models
to the near-range. To deal with this, dedicated Lagrangian models have
been developed for the near-range as well. Examples are QUIC [154] and
Micro-SWIFT [89]. These models often use empirical algorithms and mass
conservation to quickly compute 3D ﬂow ﬁelds around building complexes.
The dispersion calculation is performed next assuming that the pollutant does
not inﬂuence the ﬂow ﬁeld. While these models can run relatively fast, their
accuracy is again strongly pollutant- and site-dependent.
In recent years, CFD has proven to be a promising technique for atmospheric
dispersion studies at the near-range [62, 140, 18, 141]. Either using Reynolds-
Averaged Navier–Stokes (RANS) simulations or Large-Eddy Simulations (LES),
CFD oﬀers a large potential to increase the accuracy of the dispersion
simulation with respect to existing models. This is particularly true for
the built environment where the complex geometry can result in complex
dispersion patterns [17, 78, 53, 58]. CFD is already frequently employed in
the context of radiological protection. Vach and Duong [147] performed a
series of CFD simulations to quantify the ground concentration and deposition
ﬁelds of passive particles presumably emitted from a nuclear power plant.
The radioactive plume was represented as a collection of Lagrangian particles
which were dispersed on a steady velocity background obtained using RANS
turbulence modeling. A similar approach was followed by Gallego et al. [50] in
their eﬀort to analyze the traveling distance of radioactive particles, emitted
by a nuclear power plant. Despite the fact that no gamma dose assessment
was performed in these studies, Raza and Avila [105] illustrated that the
resulting dose from these particles can be computed by treating each as
a point source and by adding the contribution from each particle in the
domain. Instead of using the Lagrangian description, Xie et al. [157] followed an
Eulerian approach in combination with a RANS simulation of the wind ﬁeld to
simulate the dispersion of 222Rn released from a uranium mine ventilation shaft.
Subsequently, the eﬀective dose rate to the public was estimated by multiplying
the resulting concentration with dose conversion factors [158]. Also Duarte
et al. [39] applied this approach for the radiological assessment of the fall of a
radioactive waste package. Instead of RANS, de Sampaio et al. [37] used LES
modeling and examined the time-evolution of the dispersion of radionuclides
in the vicinity of nuclear power plants, illustrating the importance of the
local phenomena on the dispersion problem. Also Fuka and Brechler [49] and
Nakayama et al. [90] employed LES to simulate the dispersion of radioactive
matter.
Recently a model inter-comparison study on near-range dose rate calculations
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Figure 1.4: Comparison between four dose-assessment models implemented in
RODOS and two CFD models.
using local scale models was performed by Gueibe et al. [56]. The Doel Nuclear
Power Station was the subject of interest. More precisely, the resulting dose
from a steady release from the Doel 3 chimney, emitting Xenon-133 at a rate of
3.6 TBqh−1, was compared using widespread dispersion models implemented
in RODOS, the Doel NOODPLAN model, and a custom Comsol Multiphysics
model. For the study, the wind was set to come from the southwest, which
is the prevailing wind direction for this location, the wind speed is set to 20
km h−1 at stack height (74 m), and a thermally neutral atmospheric boundary
layer (ABL) was assumed. In Fig. 1.4, the results of the RODOS models
included in the study are shown together with the results of two CFD models.
The ‘CFD Doel’ model includes the buildings present on-site in the simulation
while the ‘CFD Openﬁeld’ simply assumes an open ﬁeld (see Chapter 2 for
the model details). The gamma dose rate in an open ﬁeld is comparable to
the RODOS models. This is expected as many of the local models predict the
dispersion based on wind ﬁelds that do not take the buildings into account.
However, a non-negligible increase in dose rate at the near-range is found in
case the buildings are taken into account (‘CFD Doel’). In particular within
the ﬁrst few hundreds of meters to the source, this diﬀerence runs up to more
than an order of magnitude. The eﬀect of this diﬀerence is twofold. Firstly, if
the source term is estimated based on near-range measurements using models
that cannot eﬀectively account for the buildings, it is likely to get signiﬁcantly
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overestimated. When the estimated source term is subsequently applied to long-
range models, overly conservative countermeasures might be taken at longer
distance. Secondly, when the eﬀective dose to the employers on site is estimated
using a known source term, models that do not accuractely include the buildings
are likely to result in a signiﬁcant underprediction.
1.2 Real-time simulation of near-range dispersion
Ideally, the source reconstruction after the pollutant detection and subsequently
the model evaluation determining the impact at other locations runs faster
than real-time. Despite the wide range of models available, Leelőssy et al. [80]
identiﬁed that there is currently no accurate near-range atmospheric dispersion
modeling approach available with a runtime comparable to Gaussian or
Lagrangian models. Also the European Platform on Preparedness for Nuclear
and Radiological Emergency Response and Recovery (NERIS) set improving
the near-range and urban modeling of atmospheric releases of radiological or
nuclear material as a priority. Their objective is to extend the capabilities
of decision support systems to improve the reliability and the precision of
atmospheric dispersion predictions [40].
The near-range can be speciﬁcally interesting to determine the location and
the magnitude of the maximal impact of potential releases which might occur
close to the release point. Also the planning of evacuation routes, the impact
assessment on the operators mitigating an incident, and the optimization of
the monitoring equipment locations around the site can be addressed by an
eﬀective near-range dispersion model. However, most of all, a fast and accurate
model would be particularly useful for the real-time estimation of the release
rate based on data assimilation of near-range measurements since this can
provide essential input to models eﬀective at other scales. Much attention is
devoted to address this challenge, focusing on single point sources [72, 123],
multiple point sources [124, 126, 150], steady state release [2, 126] and
transient releases [2, 57, 161]. The source inverse modeling can be categorized
into probabilistic and optimization methods [146, 162]. The former focus
on reconstructing probabilities of the source parameters. These techniques
are often based on Bayesian inference [72, 150] and Markov chain Monte
Carlo sampling [33, 57]. Although other methods such as minimum relative
entropy method are also found [84]. With the optimization approach, the
source parameters are chosen such that a predeﬁned objective, e.g. the error
between simulation and measurements, is minimized [2, 74, 83, 126]. Each of
these methods may require several iterations, requiring the forwards and/or
backward model to be solved multiple times. Application of the methods
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to a full size CFD model is therefore often considered computationally too
expensive [60, 84, 91, 118]. Because of this lack of a fast model for accurate
source characterization of one or multiple simultaneous sources, Gaussian-based
models or other simpliﬁed models are used instead (See, e.g. Ref. [83, 84, 113]).
In an endeavor to reduce the computational cost of running CFD models,
Senocak et al. [122] focused on reducing the simulation time by improving the
numerical methods and parallel computing strategies. Gowardhan et al. [54]
chose to trade some of the accuracy for a gain in simulation speed by simplifying
the model. Alternatively, a reduced order model (ROM) might be derived from
a CFD model but this has not been explored in the past. As indicated below,
this will be a part of the objectives of this dissertation.
1.3 RANS and LES for dispersion simulations
Both RANS and LES turbulence modeling are used in atmospheric dispersion
studies. The main advantage of performing RANS simulations is the lower
computational cost compared to LES. This is due to the fact that in RANS all
turbulence is modeled while in LES only smaller eddies are modeled, i.e. the
motion of the largest eddies is included in the simulation. LESs are therefore
inherently unsteady and a longer time period needs to be simulated to obtain a
statistically converged result. The main advantage of LES over RANS however,
is its improved accuracy, and the fact that dispersion due to turbulent eddies
is better captured. To date however, no LES model has been coupled to
radiological dose models to assess the eﬀect of the turbulence in the atmospheric
boundary layer. Such an analysis of a time-dependent simulation can provide
keen insight into the behavior of the radiological dose rate at ground level.
One of the major challenges associated with RANS modeling in atmospheric
dispersion simulations is accuracy. A frequently recurring error corresponds to
the observation of a large discrepancy in lateral spread between simulations
and experimental data, combined with a signiﬁcant overestimation of the
concentrations in a vertical plane through the point of release and parallel
with the wind direction. These observations occur both in simple open-ﬁeld
studies [29, 38, 61, 67, 76, 109, 132], and in studies with more complicated
geometry, such as buildings [15, 17, 61, 67, 104, 109]. It has been suggested
repeatedly that this is due to an underestimation of the turbulent diﬀusion
by the RANS model [15, 29, 38]. Therefore, e.g., Chan et al. [29] and
Bellasio and Tamponi [15] introduced an anisotropic diﬀusion coeﬃcient to
cope with this issue, while Demael and Carissimo [38] simply added a constant
value in the horizontal direction to the eﬀective diﬀusivity. However, other
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authors link deﬁciencies in lateral spreading to eﬀects of non-stationary wind
conditions. Hanna et al. [61] applied non-stationary inﬂow boundary conditions
to include a meandering eﬀect in the wind ﬁeld, eﬀectively increasing the
horizontal diﬀusion as well. Labovský and Jelemenský [76] also used non-
stationary boundary conditions, in this case to impose experimentally measured
atmospheric data at the inﬂow boundary. In similar approaches, Quinn
et al. [104], and Tang et al. [132] weighted a set of steady-state RANS solution
over the distribution of wind directions, changing their single-wind CFD model
to a time-averaged variable-wind CFD model. This weighting approach was
further carefully studied by Huber et al. [67] who notes that lateral spreading
of pollutants is now signiﬁcantly overpredicted.
1.4 Aims and Objectives
The purpose of the PhD is to investigate the near-range atmospheric dispersion
modeling in the context of preparedness and response to nuclear emergencies.
Three main objectives are pursued in this work. The ﬁrst is related to the
improvement of current modeling techniques, the second and the third are
related to the real-time simulation of the pollutant dispersion. More speciﬁcally,
the objectives for the current dissertation can be summarized as follows:
1. The improvement of the accuracy of near-range atmospheric dispersion
simulations of radioactive gases. To this end, the variability in wind
direction in RANS simulations is studied thoroughly. In addition, the
variability of radiological dose rate from cloud shine due to instantaneous
turbulent mixing processes is examined through LESs.
2. The development of a fast model for the time-dependent pollutant
dispersion simulation in the built environment. In particular, the
construction of a Reduced Order Model (ROM) using the often employed
Arnoldi algorithm is targeted.
3. The development of a model for fast pollutant source identiﬁcation and
source reconstruction based on time-dependent near-range measurements.
The problem is formulated as an optimization problem to which the ROM
methodology can be applied.
An Eulerian approach is followed for the simulation of a non-buoyant, non-
reactive gas in a neutral atmospheric boundary layer. The main advantage
of imposing these restrictions is that the momentum equation and the scalar
equation for the pollutant become fully decoupled. Such an approach
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is common for simulations of the near-range atmospheric dispersion using
RANS [17, 18, 53, 109] or LES [28, 37, 114, 129]. Despite these restrictions, the
model is well-suited for the simulation of the dispersion of (radioactive) noble
gases such as 41Ar and 133Xe in a neutral ABL. These gases are inert and do not
deposit. Both are frequently emitted in routine operation of various nuclear
facilities [66, 111] and especially 133Xe might be emitted in large quantities
during nuclear accidents [42].
Throughout the text, the Doel Nuclear Power Station will serve as case study
to illustrate the diﬀerent methodologies developed. As shown in Fig. 1.1b, the
site includes four reactor buildings, two hyperbolic cooling towers with a height
of 176 m, and multiple other auxiliary buildings. The atmospheric conditions
are taken the same as Gueibe et al. [56], i.e. wind is set to come from the
southwest, the wind speed is set to 20 km h−1 at stack height (74 m), and a
neutral boundary layer is presumed.
1.5 Outline
Chapter 2 introduces the governing equations for atmospheric dispersion
modeling and presents the notation used in the text. In Section 2.2, the RANS
equations are presented. Next, the LES equations are introduced in Section 2.3.
The applied dose rate models for beta radiation and gamma radiation are
discussed in Section 2.4. Finally, the practical implementation is discussed
in Section 2.5
In Chapter 3, the variability in wind direction in RANS simulations is studied.
In Section 3.1, a simple approach is proposed to estimate the wind direction
variability taken into account by the RANS turbulence model. Further, the
dispersion model used for the simulation is presented, including an extension
towards thermal stratiﬁcation. Subsequently, in Section 3.2 we detail the
experiments that are considered in the current work, the numerical set-up
of our simulations, and also brieﬂy discuss a set of criteria to compare
simulations to experiments. We test the approach by performing a series
of dispersion simulations of the well- documented Prairie Grass experiments,
and demonstrate that simulations improve signiﬁcantly in Section 3.3. Finally,
conclusions are presented in Section 3.4.
In Chapter 4, the variability of radiological dose rate from cloud shine due to
instantaneous turbulent mixing processes is studied. To this end, LES is used
to reconstruct the time-evolution of the turbulent dispersion of radioactive
gases in the ABL, and it is coupled to a gamma dose rate model that is
based on the point-kernel method with buildup factors. Section 4.1 details the
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numerical set-up of our simulations, The results of simulations are discussed in
Section 4.2 with a particular focus on the variability of dose rates at ground
level for diﬀerent averaging times in the dose measurements. A summary of
the conclusions are presented in Section 4.3.
Chapter 5 introduces an eﬀective model reduction method that is based on the
projection of the original model, which solves the transient advection-diﬀusion
equation on a steady background velocity ﬁeld, onto a Krylov subspace by
means of the Arnoldi algorithm. The accuracy of the ROM is illustrated by
performing a series of simulations of a time-dependent pollutant release at the
Doel nuclear power station, located to the north of Antwerp (Belgium). First,
in Section 5.1, we present the model order reduction methodology and we
formulate the algorithm in such a way that the ROM can be derived using any
CFD software package, commercial or non-commercial. Next, in Section 5.2 we
detail the simulation cases considered in the current work and the numerical set-
up of our simulations. Simulation results are discussed in Section 5.3. Finally,
conclusions are presented in Section 5.4.
Subsequently, in Chapter 6, we focus on the development of a fast inverse
modeling approach. Based on time-dependent measurements in the domain, the
location and emission rates of time-dependent pollutant sources are identiﬁed
and reconstructed. In Section 6.1, the problem is formulated as a regularized,
least squares minimization problem and the ﬁrst-order optimality conditions
are discussed. In Section 6.2 a direct solution method using ROMs is presented.
The cases studied are detailed in Section 6.3 and simulation results are
elaborated in Section 6.4. The conclusions are presented in Section 6.5.
Finally, in Chapter 7, the main conclusions of this work and possible future






This chapter introduces the governing equations for the simulation of the
dispersion in a neutral ABL, and presents the notation that is used in the text.
We use an Eulerian approach to formulate the dispersion of the radionuclide
as a transient three-dimensional advection-diﬀusion problem with radioactive
decay. In Section 2.1, the incompressible Navier–Stokes equations for mass and
momentum are introduced and the connection to RANS and LES turbulence
modeling is explained. Next, the dispersion modeling using RANS simulation
and LES is detailed in Section 2.2 and Section 2.3, respectively. The models for
the computation of the radiological dose from beta radiation and from gamma
radiation are subsequently presented in Section 2.4. Finally, the practical
implementation is discussed in Section 2.5.
2.1 Navier–Stokes equations
The ﬂow in an neutral atmospheric boundary layer can be described by
the solution of the incompressible Navier–Stokes equations for mass and
momentum. By taking L as a characteristic length scale, U as a characteristic
velocity scale, ρ0 as the air density, and by modeling the air as a Newtonian,
homogeneous and isotropic ﬂuid, the non-dimensionalized Navier–Stokes
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equations can be written as [101]
∇∗ · u∗ = 0, (2.1)
∂u∗
∂t∗
+ u∗ · ∇∗u∗ = −∇∗p∗ + 1
Re
∇2u∗, (2.2)
where Re = ρUL/µ is the Reynolds number with µ the dynamic viscosity of
air, and where we introduced we the non-dimensional time, distance, velocity
and pressure which are deﬁned as t∗ = tU/L, x∗ = x/L, u∗ = u/U and
p∗ = p/ρ0U
2, respectively. The Coriolis force is neglected since the main focus
of this work is in the lower layers of the ABL.
The Reynolds decomposition decomposes the instantaneous quantities into its
time-averaged and ﬂuctuating quantities, i.e. u∗ = 〈u∗〉+ u′∗ and p∗ = 〈p∗〉+
p′∗ with 〈u′〉 = 0 and 〈p′〉 = 0. By applying the Reynolds decomposition to
Eqs. (2.1) and (2.2), and subsequently time-averaging the result, the RANS
equations are obtained. Therefore, RANS equations describe the evolution of
the mean ﬂow properties. These are further discussed in Section 2.2.







φ(r, t′)G(x− r, t− t′)dt′dr, (2.3)
where G is the ﬁlter convolution kernel, is applied to the ﬂow ﬁelds. By
substituting the ﬁltered ﬁelds in Eqs. (2.1) and (2.2), all ﬂow scales larger
than the ﬁlter size speciﬁed, which is typically in the order of the grid size,
are explicitly resolved while the scales smaller than the ﬁlter size need to be
modeled using LES turbulence models. Application of LES to the dispersion
in the ABL is elaborated in Section 2.3.
2.2 Reynolds-averaged Navier–Stokes
2.2.1 Non-dimensional transport equations
The steady-state RANS equations for mass and momentum conservation for
an incompressible ﬂuid are obtained by applying the Reynolds decomposition
to Eqs. (2.1) and (2.2) and subsequently time-averaging the result. These are
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given by
∇∗ · 〈u∗〉 = 0 (2.4)
〈u∗〉 · ∇∗〈u∗〉 = −∇∗〈p∗〉 − ∇ · 〈u′∗u′∗〉+ 1
Re
∇∗2〈u∗〉 (2.5)
where 〈u′∗u′∗〉 is the mean Reynolds stresses tensor. For the ABL, typically
L ≈ 1000 m, U ≈ 1 ms−1, and ν ≈ 1.5 × 10−5 m2s−1, hence the Reynolds
number is in the order of Re ≈ 108. As a result, the contribution of the viscous
term ∇∗〈u∗〉/Re to the momentum balance is negligible compared to 〈u′∗u′∗〉.
Therefore, we neglect the term for the remainder of this dissertation. Note
that very close to a wall, the mean velocity gradient can become signiﬁcant, in
particular at the distance smaller than y+(= uτy/ν) ≈ 20 . . . 30. Because of
the size of the grid and the modeling of the rough wall, y+ is at least one order
magnitude larger in the current work.
The mean Reynolds stresses tensor is not resolved but usually modeled using
an eddy viscosity turbulence model such that (using Einstein summation
convention)








where 〈S∗〉 = [∇∗〈u∗〉+ (∇∗〈u∗〉)T ]/2 is the mean strain rate tensor, ν∗t is the
turbulent viscosity, and k∗ ≡ 0.5〈u∗i u∗i 〉 is the turbulent kinetic energy. The
isotropic component (2/3k∗δij) is often absorbed into the pressure leading to
a modiﬁed mean pressure [101].
The k-ε model and its variants are the most widely used models to provide
turbulence closure in RANS simulations of near-range atmospheric dispersion





where k and ε follow from solving [131]






+ P ∗k − ε∗ (2.8)















with P ∗k = 2ν
∗
t 〈S∗〉 : 〈S∗〉, the turbulent production term and with Cµ, Cε1,
Cε2, σk and σε model constants. The default model coeﬃcients are given in
Table 2.1.
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Table 2.1: k − ε model constants [64].
Cµ Cε1 Cε2 σk σε κ
Default 0.09 1.44 1.92 1.00 1.92 0.40
Modiﬁed 0.09 1.44 1.92 1.00 1.11 0.40








where κ = 0.4 is the vón Kármán constant, the exact solution of Eqs. (2.4),
(2.5), (2.8) and (2.9) is given by





















τw/ρ is the friction velocity and z0 is the aerodynamic roughness
length (see, e.g., Ref. [152] for a discussion on the values for z0). This
corresponds to the expected solution for a fully developed, neutrally stratiﬁed
surface-layer ﬂow, assuming a constant shear stress, zero pressure gradient and
horizontal homogeneity. The modiﬁed set of model coeﬃcients, meeting the
condition set in Eq. (2.10), are also given in Table 2.1. Since we are exclusively
modeling neutral ABLs in the current work, the modiﬁed set of coeﬃcients is
employed in this thesis.
For the dispersion of radioactive and non-buoyant, non-reactive gases, an
Eulerian approach is used. The dispersion is modeled using a time-dependent
three-dimensional advection-diﬀusion problem. Neglecting the small eﬀect
of molecular diﬀusion at the scale of the mean concentration gradients, the
evolution of the pollutant concentration is described by
∂c∗
∂t∗
+∇∗ · (〈u∗〉 c∗) = −∇∗ · 〈u′∗c′∗〉 − λ∗c∗ + S∗p (2.12)
where c∗ = cUL2/R is the non-dimensional concentration, λ∗ = λL/U is
the non-dimensional radioactive decay constant, and S∗p = SL










Figure 2.1: Outline of a typical simulation domain.
dimensional pollutant source term. We model the turbulent diﬀusion 〈u′∗c′∗〉
with an eddy-diﬀusivity approach, i.e. [16]:





with Sct the turbulent Schmidt number. In the current study we employ Sct =
0.9 (see, e.g., Ref. [139] for a discussion on values for the turbulent Schmidt
number). Note that for small decay constants or for very high wind speeds,
λ∗ is approximately zero and the pollutant concentration becomes independent
from radioactive decay c∗(λ∗,Sct) ≈ c∗(0,Sct).
2.2.2 Boundary conditions
An outline of a general simulation domain is given in Fig. 2.1. The coordinate
system is always chosen such that the x-axis is in the streamwise direction and
that the z-axis is in the vertical direction. Further, the domain dimensions are
based on the COST 732 and AIJ guidelines [47, 138]. The boundary conditions
are chosen in accordance to Richards and Hoxey [108]. At the inlet, the proﬁles
given in Eqs. (2.11) are imposed, therefore implying that the region upstream
is an homogeneous, inﬁnitely large, open ﬁeld with roughness length z0. At the
outlet, all variables are assumed fully developed in the ﬂow direction, hence
a zero gradient is set for all. A constant kinematic shear stress τ(zt) = u2τ is
applied at the upper boundary and gradient conditions are imposed for k and
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where zt equals the height of the domain. A wall shear stress model is applied to
the ground surface and to the buildings. For the velocity a logarithmic velocity
proﬁle is enforced in the ﬁrst grid cell corresponding to the proﬁle of a rough
wall for the ground surface and a smooth wall and the buildings, respectively.









where uτ is derived locally from the velocity ﬁeld, and zP is the distance of the
ﬁrst grid cell center to the wall. At the sides, the slip condition is set. At the
inlet, the concentration is set to zero. At other boundaries, Neumann boundary
conditions are applied.
Note that even when considering the simplest case of horizontally homogeneous
conditions, discretization errors usually introduce streamwise gradients in the
ﬂow. This has been the subject of many studies [19, 64, 94, 131]. Sumner
and Masson [131] illustrated that the errors can be fully eliminated using
analytically derived correction factors and appropriate discretization schemes.
Because the corrections are only valid for the simple case of an open ﬁeld,
however, they are not applied in the current work.
2.3 Large-Eddy Simulation
2.3.1 Non-dimensional transport equations
The incompressible, ﬁltered Navier–Stokes equations are solved in order to
obtain the turbulent velocity ﬁeld u˜∗(x, t) in the neutral ABL. The viscous
term is neglected because viscosity is negligible at the resolved scales of very
high Reynolds number ﬂows [1, 21] and no near-ground viscous processes are
resolved (as opposed to resolving the viscous sublayer, see, e.g., Ref. [101]).
Hence, the continuity and momentum equation read
∇∗ · u˜∗ = 0 (2.17)
∂u˜∗
∂t∗
+ u˜∗ · ∇u˜∗ = −∇∗p˜∗ −∇∗ · τ ∗ (2.18)
where the non-dimensional variables u˜∗(x, t) is the resolved velocity ﬁeld, p˜∗ is
the non-dimensional pressure and τ ∗ is the non-dimensional SGS stress tensor
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which is deﬁned by τij = u˜iuj − u˜iu˜j . The Smagorinsky model is applied








∼= −2ν∗sgsS˜∗ij = −2(cs,∆∆∗)2|S˜∗ij |S˜∗ij (2.19)
where S˜
∗




1/2, ν∗sgs = νsgs/UL
2 is the non-dimensional SGS eddy viscosity, and
∆∗ = ∆/L is the LES ﬁlter width. The trace of the Subgrid scale (SGS) stress
tensor, τkk/3, is not explicitly modeled, but instead absorbed into the pressure
as is common practice in LES of incompressible ﬂow.
The Lagrangian scale-dependent dynamic Smagorinsky model is employed to
obtain a space and time dependent estimation of cs,∆ [21]. This model is well-
suited for the study of pollutant dispersion in the ABL as illustrated, among
others, with studies on pollen transport in the ABL [28], on particle dispersion
inside the canopy roughness sublayer [95], and on the pollutant dispersion in
an urban environment [144]. The SGS turbulence model requires the solution
of four additional transport equations [21]
∂JLM
∂t∗
+∇∗ · (u˜∗JLM ) = 1
T2∆
(LijMij − JLM ) (2.20a)
∂JMM
∂t∗
+∇∗ · (u˜∗JMM ) = 1
T2∆
(MijMij − JMM ) (2.20b)
∂JQN
∂t∗
+∇∗ · (u˜∗JQN ) = 1
T4∆
(QijNij − JQN ) (2.20c)
∂JNN
∂t∗
+∇∗ · (u˜∗JNN ) = 1
T4∆
(NijNij − JNN ) (2.20d)
where T2∆ = 1.5∆(JLMJMM )−1/8, and T4∆ = 1.5∆(JQNJNN )−1/8 are time
constants, and where variables Lij , Qij , Mij and Nij are computed using their
deﬁnitions
Lij = ̂˜u∗i u˜
∗
j − ̂˜u∗i ̂˜u∗j (2.21a)
Qij = u˜∗i u˜
∗
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Here, a tilde (•˜), a caret (•ˆ), and a bar (•) represent a quantity ﬁltered
at grid scale (∆), at test-ﬁlter scale (α∆), and at a second test-ﬁlter scale
(α2∆), respectively. Typically, α = 2 and β = 1 [21]. Finally, the Smagorinsky









where the clipping limit of 0.125 is added for stability.
The resolved ﬂow ﬁeld serves as an input to describe the dispersion of
radioactive, non-buoyant, and non-reactive gases in the neutral ABL. The time-
dependent three-dimensional advection-diﬀusion equation is employed to model
the evolution of the non-dimensional concentration
∂c˜∗
∂t∗




− λ∗c˜∗ + S∗ (2.23)
where c˜∗ = c˜UL2/R is the non-dimensional concentration, and u˜∗c˜∗ − u˜∗c∗ is
the sub-grid scale pollutant ﬂux. In order to model the sub-grid scale pollutant
ﬂux, an eddy-diﬀusivity approach is used, i.e. [16]:





where Scsgs is the SGS Schmidt number. In the current study Scsgs = 0.4
is employed (adopted from Ref. [28]). A detailed discussion on the boundary
conditions is included in Chapter 4.
2.4 Dose assessment
A dose from a radioactive cloud can be received through multiple pathways.
Each pathway can result in either an external dose or an internal dose,
depending whether the sources remain outside or move inside the body,
respectively [136]. In case of the release of a radioactive cloud, the dominant
pathways during the early stage of the nuclear accident are the external dose
from cloud shine and the internal dose from inhalation. Further, we focus the
discussion on beta and gamma radiation because these are directly measurable.
Alpha radiation is not considered explicitly. However, we note that the dose
assessment for alpha radiation is similar to that of beta radiation. Regardless
the type of radiation, the dispersion of the gas is not aﬀected by the radioactive
decay. As a result, the dose models are fully decoupled from the transport
models. As such, they can be applied as a post-processing step. First, the
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evaluation of the radiological dose from beta radiation is discussed in §2.4.1.
Next, in §2.4.2, the assessment of the radiological dose from gamma radiation
is presented.
2.4.1 Beta dose rate
The exposure to beta radiation from a radioactive plume emitting beta particles
(which are electrons or sometimes positrons) can result in both an external and
an internal dose. The external dose primarily originates from beta particles
penetrating a few millimeters into the skin. Because of the limited travel
distance of beta particles in air, in the range of 1 to 10 m [36, 127], beta
particles at a larger distance do not contribute to the dose received. Therefore,
as a ﬁrst estimate, the skin dose rate at a location x0 can be computed by
treating the plume as an inﬁnite cloud with a concentration equal to the local






with Kβ a conversion factor accounting for the properties of air, E¯β the average
beta energy per disintegration, and c(x0) the concentration at location x0. In
order to account for the very limited range of beta particles in tissue, the skin
dose rate is often corrected to only one-half of d˙β,x0 . An additional correction
factor can be applied to account for the fact that the dose rate at ground
level is only one-half of the dose rate in an inﬁnite cloud. Therefore, the
correction factor increases from 0.5 at ground level to 1.0 an elevation equal to
the maximum range of the beta particles involved [127].
The internal dose results from the inhalation of the radioactive gases. This
leads to the irradiation of the lungs and, after uptake of the radionuclides by the
body, the irradiation other organs. Unfortunately, describing the uptake and
transport of radionuclides within the body, and the calculation of the resulting
dose requires the use of complicated biological models (see, e.g., Ref. [136]).
But it is clear that the amount of radioactive pollutant inhaled is directly
proportional to the local concentration c(x0). We therefore report on the local
concentration when quantifying the dose from inhalation in this thesis.
2.4.2 Gamma dose rate
Gamma radiation can travel a considerable distance in air and has a large
penetrating power. As a result, an external dose is received not only inside
a radioactive plume, but also at locations at a distance from the plume. In
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addition, inhalation of contaminated air emitting gamma radiation contributes
to the internal dose received. The latter, however, is of lesser concern compared
to the inhalation dose from beta radiation. Therefore, for gamma radiation, we
focus on quantiﬁcation of the external dose.
It is well established that the gamma ﬂuence rate observed by a receptor located
at x0 = (x0, y0, z0) due to the decay of radioactive matter at location (x′, y′, z′)
can be computed using the point-kernel method with buildup factor [127]. To
obtain the non-dimensional ﬂuence rate φ∗ = φL2/R at location x0 due to the
whole plume, this approach is applied to the continuous concentration ﬁeld by









where r2 = (x0 − x′)2 + (y0 − y′)2 + (z0 − z′)2, V is the domain volume, µ
is the linear attenuation coeﬃcient in air and B is the dose buildup factor.
Conversion of the local, non-dimensional ﬂuence rate into the local dose rate








with K = 1.6 × 10−13Gy kg MeV−1 a unit conversion factor, Eγ the gamma
energy released per disintegration, µen the energy absorption coeﬃcient and
ρ the density of the receptor. The buildup factor acts as a correction factor
to include, e.g., secondary radiation due to Compton scattering in addition to
the unscattered primary radiation [5]. Diﬀerent expressions are found in the
literature to evaluate the buildup factor (see, e.g., Ref. [32, 143]). In this work,
the parametrization in Taylor form is employed
B(µ, r) = Ae−α1µr + (1−A)e−α2µr (2.28)
where α1, α2 and A are tabled parameters, depending upon Eγ [5].
2.5 OpenFOAM
All simulations presented in this dissertation are performed using OpenFOAM
(Open source Field Operation And Manipulation), a ﬁnite-volume simulation
platform written in C++. This open source toolbox enables to perform CFD
analyses using a range of preimplemented features but also oﬀers the full
freedom to customize and extend the code. The latter renders it particularly
useful for research purposes.
OPENFOAM 25
In order to perform a dose assessment using RANS turbulence modeling, ﬁrst
the mean velocity ﬁeld and turbulent viscosity are computed by solving the
steady-state RANS equations for mass and momentum. Next, the advection
diﬀusion equation for the pollutant dispersion is solved and the dose assessment
is performed. Depending on whether time-dependent pollutant dispersion
is considered or not, the latter two steps are performed simultaneously or
sequentially, respectively. The simulation of the velocity ﬁeld is performed using
the time-dependent pisoFoam solver to make use of false time-stepping. A wide
range of RANS models are provided by the code, including the k − ε model
used in this work. The customization of the model constants (cf. Table 2.1)
can simply be done through modiﬁcation of the corresponding input ﬁle. A
default set of boundary conditions for atmospheric boundary layer simulations
is also available. However, because the implementation is not fully consistent
with the work of Richards and Hoxey [108], a reimplementation was performed.
In addition, small modiﬁcations were required to adapt the default advection
diﬀusion equation solver to the current needs.
Performing a time-dependent simulation using LES turbulence modeling
requires the evaluation of the incompressible, ﬁltered Navier–Stokes equations,
the advection diﬀusion equation describing the pollutant transport and the dose
evaluation at every time step. To this end, a series of extensions were made
to the code. First, starting from projectionFoam, the implementation of an
incremental projection scheme solver developed by Onder and Meyers [93], a
new solver was developed solving the incompressible, ﬁltered Navier–Stokes
equations simultaneous with the scalar transport equation and the dose
assessment. Second, the Lagrangian scale-dependent dynamic Smagorinsky
model was implemented by extending the dynLagrangian turbulence model by
adding a second LESfilter and the corresponding transport equations. This
eﬀort additionally lead to the detection and reporting of three bugs which
were accommodated for in new OpenFOAM releases1. Third, a number of
code optimizations were introduced and automated post processing tools were
developed in order to shorten the simulation time.
Finally, radiological dose rate models are not included in the standard
OpenFOAM installation. Therefore, a new class structure was set up which
allows for the dose assessment from beta and gamma radiation using the models
described in Section 2.4. In order to evaluate the buildup factor Eq. (2.28),
sixth order polynomial ﬁts in lnEγ are constructed to compute α1 and α2
1For further details, see OpenFOAM Mantis Bug Tracker (www.openfoam.org/bugs/):
• Bug ID 0000706, submitted on December 18, 2012.
• Bug ID 0000794, submitted on March 20, 2013.
• Bug ID 0000816, submitted on April 15, 2013.
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from the tabled values, while linear interpolation is used to compute A. The
radiological data required is imported from external data ﬁles provided by
Be et al. [13, 14]. Furthermore, decay schemes are automatically reconstructed




In RANS simulation of atmospheric dispersion a large discrepancy in lateral
spread between simulations and experimental data is often observed, combined
with a signiﬁcant overestimation of the concentrations in a vertical plane
through the point of release and parallel with the wind direction. In an
attempt to correct this, Quinn et al. [104], and Tang et al. [132] weighted a
set of steady-state RANS solution over the distribution of wind directions,
changing their single-wind CFD model to a time-averaged variable-wind CFD
model. This weighting approach is also applied by Huber et al. [67] who notes
that accounting for the full wind variability overpredicts the lateral spreading
of pollutants; hence, measurements lie in between the single-wind, and the
variable-wind solution.
In this chapter, we argue that ﬂuctuations in wind directions observed in
experiments are already partly accounted for by the modeled turbulence in
dispersion simulations; and hence, the eﬀective variability that should be
The material in this chapter is composed from
“Lieven Vervecken, Johan Camps, and Johan Meyers. Accounting for wind-
direction fluctuations in Reynolds-averaged simulation of near-range atmospheric dispersion.
Atmospheric Environment, 72:142–150, 2013.”, and
“Lieven Vervecken, Johan Camps, and Johan Meyers. Effect of wind fluctuations on near-
range atmospheric dispersion under different types of thermal stratification. In Proceedings
of the 15th International Conference on Harmonisation within Atmospheric Dispersion
Modelling for Regulatory Purposes, pages 772–777. 2013”.
27
28 ACCOUNTING FOR WIND-DIRECTION FLUCTUATIONS
used as a boundary condition to the simulations, needs to be lower than
experimentally measured. Variability in wind that is observed on time scales
of seconds to say quarter of an hour, as monitored in conventional ten-
minute statistics, are in part due to three-dimensional turbulence in the
atmospheric boundary layer, characterized by scales that are proportional
to the boundary layer depth, while another part of the variability can be
attributed to dynamics on larger scales, e.g., related to the existence of internal
gravity waves, temperature eﬀects in the troposphere, etc. (cf., e.g., Ref. [145]).
In dispersion simulations, with typical domain sizes of kilometer scale, the eﬀect
of three-dimensional turbulence is included in the simulation model (i.e. in the
turbulence model for RANS). Dynamics of larger scales are not included and
need to be accounted for in the boundary conditions.
Therefore, we present a simple approach to estimate from experiments the
correct level of variability in wind direction that is required as a boundary
condition for dispersion simulations. We demonstrate the approach based on
simulations of, and comparison to a selection of the well-known Project Prairie
Grass experiments [10]. Since the geometry of the Prairie Grass experiment is
very simple (i.e. ﬂat terrain without any obstacles), it is possible to reformulate
the RANS equations into a dispersion-simulation model that is based on
prescribed analytical proﬁles for velocity and eddy viscosity as function of
height. We use these to solve a three-dimensional advection-diﬀusion problem
in which turbulent pollutant dispersion is modeled based on an eddy-diﬀusivity
approach. For more complex geometries (e.g. buildings, canopy, . . . ), this
approach cannot be followed since the analytical proﬁles for velocity and eddy
viscosity are generally not known. Instead, the full ﬂow equations have to
be solved in combination with the estimated level of variability before the
advection-diﬀusion problem can be solved.
This chapter is further organized as follows. First, in Section 3.1, we
present a simple approach to estimate the correct level of wind-direction
variability required in dispersion simulations, and the dispersion model used
for the simulation of the Project Prairie Grass experiments. Subsequently, in
Section 3.2 we detail the experiments that are considered in the current work,
the numerical set-up of our simulations, and also brieﬂy discuss a set of criteria
to compare simulations to experiments. Simulation results are discussed in








Figure 3.1: Diagram of the wind vector.
3.1 Methodology
In the current section we introduce in §3.1.1 a simple approach to estimate the
correct level of wind-direction variability required in dispersion simulations.
Next, the dispersion model used for the simulation of the Project Prairie Grass
experiments with neutral atmospheric conditions is brieﬂy presented in §3.1.2.
In §3.1.3, the dispersion model is extended to account for thermal stratiﬁcation.
3.1.1 Variability of wind direction
Consider a variable wind vector u = (u, v, w), e.g., observed at a meteorological
tower. We denote the time-averaged velocity with 〈u〉 = (〈u〉, 〈v〉, 〈w〉), and
select the coordinate system such that 〈v〉 = 〈w〉 = 0, i.e., the x-direction is
aligned with the mean-ﬂow direction; further, the z-direction is normal to the
ground (cf. Fig. 3.1). Hence, in the horizontal x–y plane, the velocity vector
can be decomposed as u = 〈u〉 + u′, and v = v′, with u′, v′ the ﬂuctuating
x and y components of the velocity ﬁeld. The instantaneous wind direction







We now presume that the ﬂuctuating velocity components can be split into
two contributions, i.e., a contribution u′m that can be internally represented
in a CFD model (related to conventional three-dimensional boundary-layer
turbulence), and a large-scale part u′e that is not internally represented in
the computational model used for near-range dispersion simulations, and is
formally deﬁned as u′e = u
′ − u′m. This second part needs to be incorporated
as an external boundary condition (hence the subscript ‘e’). Consequently,
u = 〈u〉+ u′m + u′e, (3.2)
v = v′m + v
′
e. (3.3)
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If we now presume that v ≪ u (such that also tanα≪ 1), and u′ ≪ u, we can






In practice, this is a reasonable approximation. Under thermally neutral
atmospheric conditions, the variation σα is usually in the range 7.5◦ to 12.5◦ for
15 minute averages [160]. For stable stratiﬁcation, smaller variations of 2.5◦ to
7.5◦ are found, while for unstable stratiﬁcation the range typically corresponds
to 12.5◦ to 22.5◦ [160].
Now, taking the mean square of both sides of Eq. (3.4) yields
〈α2〉 = 〈v
′2
m〉+ 2〈v′mv′e〉+ 〈v′2e 〉
〈u〉2 (3.5)
where 〈α2〉 is by deﬁnition equal to the total variance σ2α of the wind direction
(since by construction, 〈α〉 = 0). Unfortunately, to our knowledge, the
covariance 〈v′mv′e〉 is not easy to estimate or model, and we use the rough











where σ2m is that part of the variance that is internally accounted for in the
CFD model, and σ2e needs to be accounted for in the boundary conditions.
We will simply estimate σ2m based on a single simulation in which we evaluate
the turbulent characteristics at the level of the experimental measurement
of variable wind direction. Next, we weight the solution assuming a normal
distribution for the wind direction characterized by a zero mean and the reduced
variance σ2e = σ
2
α − σ2m (and where σ2α is obtained from the experiments).
3.1.2 Neutral boundary layer dispersion model
The geometry of the Prairie Grass experiments set-up is very simple, i.e. the
experiments were performed on a wide open prairie in Nebraska, without
any obstructions from buildings or vegetation (cf. also Fig. 3.2). For this
type of simple geometry and neutral stability, the Reynolds-averaged velocity
proﬁle is known to follow a logarithmic distribution [101]. This allows us to














Figure 3.2: Outline of the Prairie Grass open-ﬁeld experiment, and deﬁnition of
angle αm between mean-wind direction and the symmetry line passing between
tower 3 and 4.
Thus, we simulate the experiments using a simple advection-diﬀusion equation,
where we presume a conventional logarithmic mean velocity proﬁle (cf., e.g.,









with κ the von Kármán constant, z0 the roughness length, and with uτ ≡√
τw/ρ, where τw is the wall shear stress. Values for z0 and uτ are obtained
by ﬁtting this proﬁle to the experimental data (cf. Section 3.2). Given
this boundary-layer velocity ﬁeld, the Reynolds-averaged advection-diﬀusion
equation (cf. Eq. 2.12) is solved for the stationary solution.
For the eddy-viscosity, required in Eq. (2.13), a simple analytical expression is
obtained from boundary-layer theory under neutral conditions. First of all, we
presume that the computational domain is suﬃciently shallow so that Coriolis
forces do not play a dominant role, and can be neglected. In that case, the
ﬂow is solely driven by a pressure gradient, that follows from the geostrophic
balance above the boundary layer (see, e.g., Ref. [133]). The x-momentum











− ρ〈u′w′〉 ≈ ρ(ν + νt)d〈u〉
dz
, (3.9)
with ν the kinematic viscosity of air, and νt the eddy viscosity. Since d〈p〉/dx
is not a function of z, the same holds for dτ/dz. Further, the Reynolds number
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in atmospheric boundary layer ﬂows is very high so that ν ≪ νt. Hence, we







with τw the shear stress at the wall. Finally, the pressure gradient in the
atmospheric boundary layer is determined by the geostrophic balance above the
boundary layer, but can be related to the wall shear using d〈p〉/dx = −τw/δ,
where δ = Auτ/f (with f the Coriolis parameter, and A ≈ 12 an empirical
constant – cf., e.g., Ref. [133], for an overview). Based on this, and using







This equation is straightforwardly combined with Eq. (2.13), to model the
turbulent diﬀusion in Eq. (2.12).
Note that solving Eq. (2.12) in combination with Eqs. (2.13), (3.7), and (3.11)
is diﬀerent from solving the full Reynolds-averaged Navier–Stokes equations.
However, when these latter equations are appropriately discretized, and the
turbulence models are well tuned, the eﬀective velocity proﬁle and turbulent
viscosity proﬁles that are obtained in RANS simulations will eﬀectively
correspond to Eqs. (3.7), and (3.11) (see, e.g., Ref. [64], or Ref. [131]).
Therefore, conclusions with respect to diﬀerent approaches to incorporate wind-
variability based on the Reynolds-averaged advection–diﬀusion model that we
use in the current study, are also relevant to RANS simulations.
3.1.3 Thermally stratified boundary layer dispersion model
In order to account for thermal stratiﬁcation, we simply presume a logarithmic
mean velocity proﬁle that is extended to a thermally stratiﬁed boundary layer







with φM a stability function. Several analytical expressions for φM have been




(1− γ1ζ)−0.25, −2 < ζ < 0 (unstable)
1 + βζ, 0 ≤ 1 (stable) (3.13)
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where γ1 and β are model constants and where ζ ≡ z/L with L the Monin-
Obukhov length. In the current work, we assume γ1 = 16 and β = 5 (see,
Ref. [51] for a discussion).






















)2]− 2 tan−1 x+ π/2, −2 < ζ < 0 (unstable)
−βζ, 0 ≤ 1 (stable).
(3.15)
Values for z0, uτ and L are again obtained from a least-squares ﬁt of the
velocity proﬁles to experimental data, together with similar ﬁts for the potential
temperature [23].
Because thermal stratiﬁcation does not inﬂuence the x-momentum balance, the
development in §3.1.2 can be repeated, substituting Eq. (3.14) for the velocity





Therefore, by using Eqs. (3.14), (3.16) and (2.13) in Eq. (2.12), a solution for
the dispersion over an open ﬁeld in a thermally stratiﬁed boundary layer can
be found without the need for solving the full RANS equations.
3.2 Project Prairie Grass experiments, and compu-
tational set-up
In the current section we brieﬂy discuss the Project Prairie Grass experiments
that are used as point of comparison for our simulations in §3.2.1. The
computational set-up used to solve the convection diﬀusion problem is
presented in §3.2.2. Finally, in §3.2.3, we review the performance criteria
proposed by Chang and Hanna [30], that we will use later on as one of the tools
to compare the quality of simulation approaches to the experimental data.
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Table 3.1: Overview of measured wind direction, wind variability, release rate,
and calculated power law exponent, roughness length and friction velocity for
the 15 selected Prairie Grass experiments with neutral stratiﬁcation.
Experiment α (◦) σα (◦) R (g/s) power law z0 (m) uτ (m/s)
exponent
5 160 11.1 77.8 0.180 0.00450 0.381
6 180 7.7 89.5 0.187 0.00589 0.469
9 199 9.5 92.0 0.163 0.00336 0.428
11 185 6.9 95.9 0.187 0.00583 0.522
12 175 9.9 99.1 0.178 0.00431 0.521
20 168 8.3 101.2 0.166 0.00378 0.587
33 171 9.2 94.7 0.184 0.00720 0.546
34 140 7.5 97.4 0.172 0.00447 0.604
42 199 6.6 56.4 0.185 0.00752 0.285
45 153 8.2 100.8 0.173 0.00484 0.394
46 134 7.6 99.7 0.184 0.00758 0.405
48 189 8.1 104.1 0.168 0.00424 0.505
49 185 11.1 102.0 0.159 0.00292 0.408
57 185 8.2 101.5 0.175 0.00550 0.492
61 190 10.9 102.1 0.149 0.00196 0.443
3.2.1 Project Prairie Grass
Project Prairie Grass was a ﬁeld program comprising 68 experiments conducted
on ﬂat prairie in Nebraska in the summer of 1956 [10]. The experimental set-up
is shown schematically in Fig. 3.2. The program was conducted during July
and August of 1956 with an equal number of experiments during the daytime
and nighttime. Each time, the non-reactive, non-buoyant gas sulfur dioxide
was released at a constant release rate. The time-averaged concentration was
registered with 10-minute samples downwind from a source release (Sp) along
ﬁve arcs (◦) and six towers (•). The arcs are located at 50, 100, 200, 400 and
800 meters from the source and the towers are positioned along the arc at 100
meter, spaced at 14 degrees intervals. The source was placed 0.46 m above
ground and can be treated as a point source. The concentration was measured
at 1.5 m above ground on the arcs and at nine diﬀerent heights up to 17.5 m on
the towers. The measurement uncertainty was estimated as 10%. In addition to
the concentration measurements, the micro-meteorological conditions including
wind, temperature and humidity proﬁles were registered as well.
All experiments are included in the analysis except for those with insuﬃcient
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Table 3.2: Overview of measured wind direction, wind variability, release rate,
and calculated Monin-Obukhov length, roughness length and friction velocity
for the 6 selected Prairie Grass experiments with unstable stratiﬁcation.
Experiment α (◦) σα (◦) R (g/s) L (m) z0 (m) uτ (m/s)
8 365 16.3 91.1 −2.74× 101 0.01131 0.370
29 37 12.7 41.5 4.70× 101 0.00649 0.262
43 350 13.7 98.9 −1.65× 101 0.00621 0.381
44 338 13.7 100.7 −2.82× 101 0.00663 0.442
51 64 12.6 102.4 −3.51× 101 0.00401 0.458
52 309 16.5 104.0 −7.97 0.00470 0.322
data, with a wind speed lower than 2 ms−1 at 2 m altitude, or with
σα > 17.5. The latter two exclude experiments with possibly signiﬁcant
vertical stratiﬁcation in the plume, which is not taken into account by the
model, and experiments under very unstable atmospheric stratiﬁcation which
results in a too strong dilution of the concentration for reliable measurements,
respectively. Following Touma [142], the experiments with neutral stability
are identiﬁed by having a least-squares ﬁt of a power law proﬁle that results
in an exponent between 0.12 and 0.19. Next, using the meteorological data
listed for the neutral experiments, the friction velocity and the site roughness
in Eq. (3.7) are determined by a least-squares ﬁt of a logarithmic velocity
proﬁle to each of the experimental wind proﬁles. Experiments with a velocity
proﬁle correlating less than 98.5% with such a logarithmic velocity proﬁle or
with missing data were further disqualiﬁed. In this way 15 experiments were
selected in total, i.e., experiments with numbers 5, 6, 9, 11, 12, 20, 33, 34,
42, 45, 46, 48, 49, 57, and 61 in [10]. In total, these 15 experiments provide
1981 concentration measurements. Further details on the experiments with
neutral stability can be found in Table 3.1. Identiﬁcation of the experiments
with stable or unstable stability class is based on σα [160] instead of the power
law exponent. By changing the criterion, the identiﬁcation was more consistent
with other commonly used stability criteria (see, e.g., Ref [87] for a discussion
on stability criteria). This results in the selection of 24 experiments providing
1841 measurements, and 6 experiments providing 1066 measurements, for stable
and unstable conditions respectively covering combinations of diﬀerent ﬁeld
positions, and wind condition. Details on these experiments can be found
in Table 3.2 and Table 3.3. Note that the atmospheric conditions during
experiments 11 and 42 can be considered either neutral or stable depending
on the criteria used.
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Table 3.3: Overview of measured wind direction, wind variability, release rate,
and calculated Monin-Obukhov length, roughness length and friction velocity
for the 24 selected Prairie Grass experiments with stable stratiﬁcation.
Experiment α (◦) σα (◦) R (g/s) L (m) z0 (m) uτ (m/s)
11 5 6.9 95.9 −8.43× 101 0.00799 0.565
17 357 5.5 56.5 8.36× 101 0.01498 0.275
18 3 5.7 57.6 3.73× 101 0.01810 0.271
21 355 6.2 50.9 2.58× 102 0.00731 0.430
22 352 5.6 48.4 3.30× 102 0.00810 0.530
23 307 7.2 40.9 3.22× 102 0.00784 0.443
24 321 6.4 41.2 4.20× 102 0.00805 0.435
28 352 6.0 41.7 3.75× 101 0.01886 0.219
32 352 5.2 41.4 1.21× 101 0.03701 0.187
37 4 6.8 40.3 1.69× 102 0.01362 0.373
38 349 5.6 45.4 1.68× 102 0.01639 0.363
41 16 5.0 39.9 4.88× 101 0.01374 0.296
42 29 6.6 56.4 1.53× 102 0.00487 0.390
53 309 3.6 45.2 1.66× 101 0.08198 0.248
54 317 5.7 43.4 5.32× 101 0.00818 0.282
55 334 6.1 45.3 1.70× 102 0.00622 0.406
58 361 4.1 40.5 1.92× 101 0.06974 0.244
59 354 4.6 40.2 2.08× 101 0.03420 0.243
60 17 5.5 38.5 7.48× 101 0.00682 0.320
65 352 5.4 44.1 7.76× 101 0.01322 0.364
66 345 6.4 43.1 3.63× 101 0.02810 0.294
67 6 6.6 45.0 1.31× 102 0.01578 0.379
68 354 6.2 42.8 3.58× 101 0.02461 0.243
70 318 6.4 41.8 7.63× 101 0.01089 0.292
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3.2.2 Computational set-up
We solve the advection–diﬀusion problem (2.12) using the OpenFOAM ﬁnite-
volume open-source simulation platform. For the computational domain, we
position the inlet boundary 250 meter upstream of the source, and the outlet
boundary 1 250 meter downwind from the source. Furthermore, the domain
extends 200 meter in each crosswind direction as seen from the source, and
the height of the domain is set to 500 meter. At the inlet, concentration is
set to zero, at other boundaries Neumann boundary conditions are applied.
The advection–diﬀusion equation is discretized on a Cartesian structured mesh
consisting of 1 824 000 hexahedra, and employing second-order central schemes.
The centers of the near-wall cells are positioned at a non-dimensional wall
distance of z+(= zPuτ/ν) ≈ 17× 103. The point source is modeled by simply
adding a source term to the corresponding cell in the domain. The grid is reﬁned
towards the source cell that has a size of 2.1m x 2.3m x 1.0m. We performed a
grid reﬁnement study to verify that this cell size is suﬃciently small, yielding
a solution at the locations of the measurement arcs and towers that is grid
independent. This grid independence is conﬁrmed using the Grid Convergence
Index (GCI) [110] which results in a GCI of 0.104%. The simulations are
assumed to be fully convergenced after the residuals have dropped below 10−16.
For the construction of a solution that is weighted over the diﬀerent wind
directions observed in the experiment, we presume for simplicity that large-
scale external ﬂuctuations and the turbulence represented in the RANS
turbulence model are not coupled, so that we can construct an average of
concentrations over wind directions based on a set of steady-state RANS
solutions obtained for diﬀerent wind angles (cf., e.g., Ref. [104] where a similar
approach is used). In the current case, such an approach is very simple. Since
the terrain is ﬂat, it is appreciated that the concentration solution expressed
in a reference frame that is aligned with the wind direction, and with origin
at the source Sp, is invariant to the wind direction. Hence, to obtain the
RANS concentration solution at the measurement points, we can simply rotate
the numerical solution around the vertical axis through the source, while
maintaining the sensor locations. Thus, a series of angles is taken over the
range of [−4σe; 4σe], and presuming for simplicity a Gaussian distribution of
angles for the calculation of the weighted average.
The ‘external’ wind-angle variability σe is estimated from Eq. (3.6), where σα
is obtained from the Prairie Grass experiments. In case of a neutral boundary
layer, σm is obtained from the turbulence closure, i.e. assuming isotropic
turbulence we ﬁnd (cf., e.g., Ref. [108])
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with Cµ = 0.09. When the boundary layer is thermally stratiﬁed, σm can be
obtained by applying the level 2 model of Mellor and Yamada [86] to the surface
layer of the ABL, resulting in














and with γ1 ≈ 0.22 and B1 ≈ 16.6, two empirical constants [86]. In case of
very strong stable stratiﬁcation, the level 2 model of Mellor and Yamada [86]
might result in σ2m ≥ σ2α. In this case, no additional boundary condition for σ2e
is imposed.
3.2.3 Performance criteria
Since we have a large number of measurement positions in combination with
many diﬀerent cases, it is useful to employ a set of global performance
criteria that allow to synthesize the quality of a modeling approach into a
limited set of quality measures (next to the more conventional presentation of
concentration proﬁles that will also be used in §3.3). To that end, we use a set
of performance criteria proposed by Chang and Hanna [30], i.e., the fractional
bias (FB), the geometric mean bias (MG), the normalized mean square error
(NMSE), the geometric variance (VG), and the fraction of predictions within
a factor of two of observations (FAC2). These criteria are based on diﬀerences
of mean concentrations observed in the experiments (c∗E,i,j) and predicted
concentrations in simulations (c∗S,i,j), obtained at diﬀerent measurement points
i, and for diﬀerent experiments/simulations j (i = 1 · · ·nj , j = 1 · · ·m, and
deﬁne N =
∑



















































From these deﬁnitions it is readily seen that a perfect match between model
and observations would lead to MG, VG, and FAC2 = 1.0; and FB and NMSE
= 0.0. For air-quality modeling, Chang and Hanna [30] propose a set of model
acceptance criteria that are given by: −0.3 < FB < 0.3, 0.7 < MG < 1.3,
NMSE < 4, VG < 1.6, and FAC2 > 0.5. Although not a part of the
performance criteria of Chang and Hanna [30], we will also look at FAC10,
deﬁned similar to FAC2 as





A perfect match between model and observations would yield FAC10 = 1.
Finally, various other quality measures exist, among which the hit-rate has
been studied much recently (cf., e.g., Ref. [119]). However, for sake of brevity,
we limit ourselves to the 6 measures deﬁned above.
Remark that in the measures deﬁned above, all measurement points are taken
into account i.e. without imposing a concentration threshold, following a so-
called paired-in-space approach [30].
3.3 Results and discussion
In the current section, we validate the proposed approach to include variable
wind direction in RANS simulation, using the estimated ‘external’ wind-
angle variability σe versus the Prairie Grass experiments (‘σe–RANS’). For
comparison, we also add results obtained using three other models: (1) RANS
simulations using the mean-wind direction only (‘mean-wind RANS’), (2)
RANS simulations using the total wind variability σα (as, e.g., Ref. [104, 132])
(‘σα–RANS’), and (3) a classical Gaussian model using the Briggs rural
dispersion parameters [134].





















































Figure 3.3: Proﬁles of non-dimensional concentration c∗ (= 〈c〉UL2/r) for
Prairie Grass experiment 45 along the ﬁve observation arcs of the experiment
(cf. Fig. 3.2), ‘mean-wind RANS’ simulation (−−), Gaussian dispersion model
(− · −·), ‘σα–RANS’ simulation (—), ‘σe–RANS’ simulation (· · · ), and non-
dimensional 10-min averaged concentrations from experiments (⊙).
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3.3.1 Typical simulation result: Prairie Grass experiment no.
45
As typical example we selected experiment 45, having measurements available
for all ﬁve arcs and three of the six towers, i.e. Tower 1, 2, and 3 – cf. Fig. 3.2
(because of diﬀerent wind directions, most other experiments have less tower
data). The mean wind direction during this experiment was αm = 19◦ (i.e.
almost straight in the direction of Tower 2, that was located at an angle of
21◦), and wind was ﬂuctuating with a standard deviation σα = 8.2◦, measured
at 2 m above the ground. The mean stream-wise velocity at this height was
equal to 5.75 m/s and friction velocity is computed to be 0.394 m/s. Using
Eqs. (3.6) and (3.17), this results in a reduced standard deviation σe of 5.95◦.
In Fig. 3.3, non-dimensional concentration (c∗) proﬁles are shown along the
arcs as obtained in the experiment, and from the four simulation approaches
considered. First of all, it is observed that the ‘mean-wind RANS’ simulation
strongly overpredicts the centerline concentrations (at angle α = 0◦), and
signiﬁcantly underestimates the lateral plume spread at all ﬁve arcs. When
looking at the concentration at the towers for this case in Fig. 3.4, we observe
that due to this insuﬃcient plume spread, the concentration at towers 1 and 3 is
far below the experimental observations (i.e. the lines collide with the ordinate,
and are not visible on the plot) while the concentration at tower 2 (roughly lying
in the direction of the mean wind for the current case) is overpredicted by more
than a factor of two. Looking at the results of the Gaussian model in Figs. 3.3
and 3.4, we ﬁnd that they more closely match the observations. Nevertheless,
this model also fails in capturing the plume spread properly: at observation
arcs near the pollutant source, the concentration decreases too quickly with
increasing angle, and concentration levels at α = 0◦ are too high. Again, this
lack of lateral spread causes improper predictions at the towers with a strong
underprediction of the concentration at towers 1 and 3 and an overprediction
at tower 2.
The ‘σα–RANS’ (using the total observed variability) closely matches centerline
concentrations observed in the experiments, and yields the largest plume spread
of all four models. Due to this large plume spread, the concentrations at
the tails of the observation arcs are overpredicted (Fig. 3.3), even at short
distances from the source. This is also observed in the predicted tower proﬁles
(Fig. 3.4) where ‘σα–RANS’ simulations overpredict concentrations at tower 1
and tower 3.
Looking at the ‘σe–RANS’ simulations in Fig. 3.3, we ﬁnd that plume spread
is reduced compared to σα results, lowering and therefore improving the
prediction of the concentrations in the tails of the observation arcs. The





































Figure 3.4: Proﬁles of non-dimensional concentration c∗ (= 〈c〉UL2/r) for
Prairie Grass experiment 45 observed at Tower 1, 2, and 3 of the experiment
(cf. Fig. 3.2), ‘mean-wind RANS’ simulation (−−), Gaussian dispersion model
(− · −·), ‘σα–RANS’ simulation (—), ‘σe–RANS’ simulation (· · · ), and non-
dimensional 10-min averaged concentrations from experiments (⊙).















Figure 3.5: Proﬁles of non-dimensional concentration c∗ (= 〈c〉UL2/r) for
Prairie Grass experiment 45 observed at the 200m arc in the ﬁeld set-up (cf.
Fig. 3.2) for the ‘mean-wind RANS’ simulation as function of Sct, and non-
dimensional 10-min averaged concentrations from experiments (⊙).
centerline concentrations are slightly raised compared to those from the ‘σα–
RANS’ simulations, but remain well-acceptable. In addition, because of the
improved plume spread predictions, the tower proﬁles in Fig. 3.4 improve
signiﬁcantly.
In Fig. 3.5, the eﬀect of changing Sct of the ‘mean-wind RANS’ simulation is
shown – this is an approach that is sometimes followed to improve concentration
predictions (cf., e.g., Ref. [17]). We observe that changing Sct strongly aﬀects
the peak concentration at ground level, and a relatively good agreement
between peak concentrations and experiments is found for Sct = 0.3. However,
the horizontal spreading is hardly aﬀected and remains unsatisfactory. Instead,
we ﬁnd that concentrations at higher altitudes (not shown here) are strongly
overpredicted.
Finally, for more complex geometries (e.g. buildings, canopy, . . . ) the
analytical proﬁles for velocity and eddy viscosity are generally not known.
Instead, the full ﬂow equations have to be solved in combination with the
estimated level of variability before the advection-diﬀusion problem can be
solved. By way of illustration, this is applied to the Doel Nuclear Power Station
to evaluate pollutant concentration due to a steady release from the Doel 3
chimney (see §5.2.1 for a detailed discussion of the site). More precisely, the
steady-state concentration ﬁeld and the resulting gamma dose rate is computed
as a weighted average of seven wind directions. The atmospheric conditions
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are taken the same as Gueibe et al. [56]. The result is shown as the ‘CFD
Doel’ model in Fig. 1.4. Note that also for the ‘CFD Openﬁeld’ model, σe is
accounted for as a boundary condition.
3.3.2 Analysis of the experiments with neutral stability
In order to provide a more signiﬁcant comparison of diﬀerent models that is
not just based on a number of concentration proﬁles for a few selected cases, we
now turn to a comprehensive analysis of the full data set obtained by simulating
the 15 Prairie Grass experiments with neutral stratiﬁcation (cf. §3.2.1).
In Fig. 3.6, a scatter plot is provided for each of the four models, that displays
the value of the model predictions versus the corresponding experimental
observations for all 15 experiments, and all observation points. In these graphs,
points plotted using a solid circle represent the arc centerline concentrations,
i.e. the concentrations along the wind direction through the point of release,
while the crosses represent all other measurements. The solid triangles on
abscissa indicate predicted concentrations falling below the range of the graph.
First of all, it is observed (Fig. 3.6a) that the ‘mean-wind RANS’ simulations
systematically overestimate all centerline concentrations with at least a factor
of two and several with more than a factor of ten. The Gaussian model
(Fig. 3.6b) performs slightly better with respect to this, reproducing all but
one centerline concentration within a factor of ten from the measurements.
Both variable-wind models (Fig. 3.6c,d) are better able to predict the centerline
concentrations, and for most cases simulated concentrations fall within a factor
of two of experimental observations. Note that at ground level (important
for potential health impact), ‘σe–RANS’ yields slightly higher concentrations
overall than ‘σα–RANS’. The diﬀerence is however not very large, and well
within the scatter observed between predicted ground-level concentrations at
diﬀerent points. Moreover, ‘σe–RANS’ results are a bit more conservative, with
less under-prediction of experimentally observed peak concentrations.
When taking the oﬀ-centerline measurements into account in Fig. 3.6, the
‘mean-wind RANS’ simulations as well as the Gaussian model underpredict
the majority of the concentrations, and many of them by several orders of
magnitude. Much less scatter is observed with the variable-wind RANS
simulations (using either σα or σe). These models manage to predict most
of the concentrations within a factor of ten of the measurements. At lower
concentrations however, ‘σα–RANS’ simulations (Fig. 3.6c) overpredict the
majority of the concentrations. In that range the ‘σe–RANS’ approach clearly
exhibits less bias in its predictions.






















































Figure 3.6: Scatter plot of the simulated versus experimentally observed
concentrations (c∗S versus c
∗
E where c
∗ = 〈c〉UL2/r) at observation arcs and
towers for the 15 Prairie Grass experiments considered in the current study.
Symbols: (•): peak concentrations; (N): simulation results with c∗S ≤ 10−8;
(+): all other points. Lines: (—): c∗S = c
∗
E ; (−−): c∗S = 2±1c∗E ; (· · · ):
c∗S = 10
±1c∗E . (a) ‘mean-wind RANS’ simulations, (b) Gaussian model, (c)
‘σα–RANS’ simulations, and (d) ‘σe–RANS’ simulations.
To further evaluate the diﬀerent modeling approaches, their respective
performance criteria following Hanna et al. [61] are given in Table 3.4 (cf. §3.2.3
for deﬁnitions). Measures that meet the acceptance criterion are indicated in
bold. The diﬀerent values in the table are now brieﬂy discussed. The FB
and MG measures are both indicators of mean relative bias and therefore
indicate systematic errors in the model predictions. All four models meet the
FB criterion although the ‘variable-wind’ CFD models (either using σα or σe)
show a signiﬁcantly smaller bias compared to the two other models. All FB
values are negative, indicating that all models have on average the tendency to
overpredict the concentration. Looking at MG in Table 3.4, it is observed that
only the ‘σe–RANS’ simulations manage to meet the acceptance criterion. In
contrast to FB that is predominantly inﬂuenced by the higher concentrations,
MG is evenly inﬂuenced by all concentrations.
The NMSE and the VG criteria are both measures of the mean relative
scatter and reﬂect both systematic and random errors [61]. While NMSE is
predominantly inﬂuenced by the higher concentrations, MG is evenly inﬂuenced
by all concentrations. Although both ‘variable-wind’ RANS models and the
Gaussian model meet the NMSE criterion, only the ‘σe–RANS’ simulations
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Table 3.4: Comparison of statistical performance measures of four models
applied to 15 Prairie Grass experiments (cf. §3.2.3 for deﬁnitions). Performance
measures that fall within the acceptance limits set by Hanna et al. [61] are
highlighted in bold.
Gaussian mean-wind RANS σα–RANS σe–RANS
model simulation simulation simulation
FB -0.133 -0.144 -0.044 -0.049
MG 13.880 26.790 0.461 0.824
NMSE 1.98 5.844 0.376 0.405
VG 1.01× 103 4.957× 104 1.821 1.038
FAC2 0.337 0.1206 0.569 0.512
FAC10 0.698 0.4032 0.879 0.901
meet the VG criterion. The ‘mean-wind’ RANS model meets neither criteria.
Finally, both ‘variable-wind’ CFD models succeed in having more than 50%
of the concentrations within a factor of two of the observations (FAC2). In
addition, both have approximately 90% of the predictions fall within a factor
of ten of the observations (FAC10). The two other models perform signiﬁcantly
less well with about 34% and 70%, respectively, for the Gaussian model and
about 12% and 40%, respectively, for the single-wind CFD model.
Based on the results in Table 3.4, we conclude that the ‘σe–RANS’ model is
the only one that meets all model acceptance criteria set by Chang and Hanna
[30]. The model particularly succeeds in better reproducing low concentrations
without signiﬁcant bias. Although ‘σα–RANS’ performs well for the linear
measures FB and NMSE, the logarithmic measures MG and VG show that the
model has a systematic bias at low concentrations. This also applies to the
Gaussian model which, in addition, fails to predict 50% of the concentrations
within a factor of two of the observations. The mean-wind RANS performs
worst, and only meets the FB criterion.
3.3.3 Analysis of the cases with stratified atmospheric condi-
tions
An analysis of full data set of the cases with stable and unstable stability
is presented next. A scatter plot that displays the value of the model
predictions versus the corresponding experimental observations in case of stable
stratiﬁcation for the four models studied is provided in Fig. 3.7. First of
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all, it is again observed that the ‘mean-wind RANS’ simulations (Fig. 3.7a)
systematically overestimate the centerline concentrations, often by more than
a factor of two although non by more than a factor of ten. The Gaussian
model (Fig. 3.7b) reproduces all centerline concentrations within a factor of
ten from the observations although both multiple over- and underestimations
by more than a factor of two are found. The ‘σα–RANS’ simulations (Fig. 3.7c)
systematically underestimate the centerline concentrations of which several by
more than a factor of two. In case of the ‘σe–RANS’ simulations (Fig. 3.7d)
however, the centerline concentrations are well reproduced with only a few
predictions oﬀ by more than a factor of two.
When taking the oﬀ-centerline measurements into account, the ‘mean-wind
RANS’ model underestimates the majority of the low concentrations measured,
and many of them by several orders of magnitude. The ‘σα–RANS’ approach on
the other hand, shows a clear bias towards overestimating these concentrations.
The Gaussian model and the ‘σe–RANS’ approach falls between the two other
models, showing a very similar scattering pattern.
To quantitatively evaluate the modeling approach, an evaluation of the
performance criteria following Chang and Hanna [30] is given in Table 3.5
for the centerline concentrations and all measurements, respectively. With
respect to the centerline concentrations, the ‘σe–RANS’ approach performs
markedly better than the three other models, meeting all performance measures
regardless the thermal stratiﬁcation. The ‘σα–RANS’ approach shows a
systematic bias towards underestimating the centerline concentrations while
the ‘mean-wind RANS’ is overly conservative. The Gaussian model performs
relatively well, failing only the MG criterion in case of unstable stratiﬁcation.
When taking the oﬀ-centerline measurements into account, the ‘mean-wind
RANS’ approach again performs the worst, mainly due to the large number of
strongly underestimated concentrations, e.g. with MG and VG virtually inﬁnite
as a result. In case of unstable stratiﬁcation, the Gaussian model meets only
the NMSE criterion but, in case of stable stratiﬁcation, also the FB falls within
the acceptance limits. The ‘σe–RANS’ and ‘σα–RANS’ performance measures
are comparable but the ‘σe–RANS’ approach is closer to the optimal value.
Finally note that under strong stable stratiﬁcation, the external variability σe
(cf. Eq. 3.6) becomes negligible with respect to modeled σm i.e. ‘σe–RANS’
converges towards ‘mean-wind RANS’. Under strong unstable stratiﬁcation on
the other hand, the modeled variability σm (cf. Eq. 3.6) becomes negligible
with respect to σe and ‘σe–RANS’ converges towards ‘σα–RANS’.






















































Figure 3.7: Scatter plot of the simulated versus experimentally observed
concentrations (c∗S versus c
∗
E where c
∗ = 〈c〉UL2/r) at observation arcs
and towers for the 24 Prairie Grass experiments with stable stratiﬁcation.
Symbols: (•): peak concentrations; (N): simulation results with c∗S ≤ 10−8;
(+): all other points. Lines: (—): c∗S = c
∗
E ; (−−): c∗S = 2±1c∗E ; (· · · ):
c∗S = 10
±1c∗E . (a) ‘mean-wind RANS’ simulations, (b) Gaussian model, (c)
‘σα–RANS’ simulations, and (d) ‘σe–RANS’ simulations.
3.4 Conclusions
In this chapter, we introduced a simple approach to estimate, based on
experiments, the correct level of variability in wind direction that is required for
Reynolds-averaged simulations of pollutant dispersion in the atmosphere. In
these simulations, ﬂuctuations in wind directions are already partly accounted
for by the modeled turbulence; and hence, the eﬀective variability that should
be used as a boundary condition to the simulations, needs to be lower than
experimentally measured. Based on this rationale, and the turbulence level in
the simulation, it is now possible to estimate the required ‘external’ variability.
To assess the approach, we performed a series of numerical simulations
covering 45 of the Prairie Grass experiments [10], i.e. 24 characterized by
stable conditions, 15 characterized by neutral conditions, and 6 characterized
by unstable conditions. Four diﬀerent models were compared, i.e., (1) a
Gaussian model, and RANS simulations, either using (2) only the mean wind
direction (‘mean-wind’ RANS), (3) using the full wind-direction variability
as observed in the experiment (‘σα–RANS’), or (4) using a reduced level of
variability (‘σe–RANS’). We found that including wind variability signiﬁcantly
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Table 3.5: Comparison of statistical performance measures (cf. §3.2.3 for
deﬁnitions) of four models applied to the Prairie Grass experiments under
unstable (6 experiments, 1066 measurements) and stable (24 experiments, 1841
measurements) thermal stratiﬁcation. Performance measures that fall within
the acceptance limits set by Hanna et al. [61] are highlighted in bold.




le Gaussian model -0.119 0.606 0.583 1.286 0.667 0.993
mean-wind RANS -1.295 0.104 6.483 168.7 0.000 0.500
σα–RANS 0.356 0.889 1.148 1.014 0.767 0.967




Gaussian model -0.163 0.986 0.308 1.000 0.761 1.000
mean-wind RANS -0.569 0.444 0.786 1.931 0.436 1.000
σα–RANS 0.518 1.904 0.691 1.514 0.615 1.000





le Gaussian model 0.401 35.24 2.563 Inf 0.285 0.639
mean-wind RANS 0.043 Inf 11.56 Inf 0.069 0.216
σα–RANS 0.101 0.464 1.210 1.802 0.526 0.873




Gaussian model 0.032 3.020 0.662 3.396 0.481 0.768
mean-wind RANS 0.117 Inf 1.626 Inf 0.205 0.447
σα–RANS 0.142 0.339 0.913 3.213 0.442 0.750
σe–RANS 0.112 Inf 0.742 Inf 0.483 0.738
improves predictions over ‘mean-wind’ RANS models, and the Gaussian model.
However, when using the full range of variability measured in experiments (‘σα–
RANS’) lateral plume spreading is overpredicted. Reducing the variability by
removing what is already represented in the RANS turbulence model, leads to
a signiﬁcant improvement of predictions.
To quantify this, we employed the model performance criteria of Chang and
Hanna [30], and found that the ‘σe–RANS’ simulations are the only ones that
meet all acceptance levels in case of neutral stratiﬁcation. In case of stable
and unstable stratiﬁcation, we found that the model is well capable of repro-
ducing the centerline concentrations, meeting the model performance criteria
regardless the stratiﬁcation. When taking the oﬀ-centerline measurements into
account, the model reproduces the high concentrations without a signiﬁcant
bias or scatter and improves the prediction of the lower concentrations
compared to the ‘mean-wind RANS’ and ‘σα–RANS’ simulations.
Chapter 4
Accounting for wind field
variability
In the current chapter, we study the time-evolution of the turbulent dispersion
of radioactive gases in the atmospheric boundary layer and the resulting
radiological dose at ground level. To this end, the LES model is coupled with
the beta and gamma dose rate models (cf. Sections 2.3 and 2.4). This allows
to perform time-dependent simulations which can provide keen insight into
the variability of the dose rate due to the variability of the wind ﬁeld. The
computational cost of this approach can be signiﬁcant (cf. §4.1.2). However,
the strength of this approach is that the variability can be accounted for in
the dispersion simulation without the need for highly temporal meteorological
wind ﬁeld data which would be required for, for example, Gaussian puﬀ models
and particle models [106]. Using this coupled model, a series of time-dependent
simulations of a steady release of 41Ar and 133Xe for 4 diﬀerent release heights
into an open ﬁeld are performed. The variability of the dose rate from beta
and gamma radiation at ground level is studied with a particular focus on the
diﬀerences between both types of radiation.
The material in this chapter is composed from
“Lieven Vervecken, Johan Camps, and Johan Meyers. Dynamic external dose assessment
by LES modeling of radioactive pollutant dispersion over an open field. Abstract book of the
Fourth European IRPA Congress, Abstract No. 4-3-4. 2014”, and
“Lieven Vervecken, Johan Camps, and Johan Meyers. Dynamic dose assessment by
Large Eddy Simulation of the near-range atmospheric dispersion. Journal of Radiological
Protection, 35(1):165–178, 2015.”.
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Figure 4.1: Outline of the simulated domain. Symbols: (•) Pollutant source;
(◦): monitoring point.
This chapter is further organized as follows. First, Section 4.1 details the
numerical set-up of our simulations. The results of simulations are discussed
in Section 4.2. Finally, conclusions are presented in Section 4.3.
4.1 Case set-up
First, the set of cases studied in this work are discussed in §4.1.1. The
computational set-up used to solve the dispersion problem and to perform the
dose assessment is elaborated in §4.1.2.
4.1.1 Case description
The geometry of the cases studied is very simple as shown in Fig. 4.1, i.e.
an open ﬁeld without any obstructions from buildings or vegetation. The
simulation domain chosen is of size 8δ × 3δ × δ where δ is the boundary
layer thickness. The pollutant source is positioned 2/3δ downstream from
the inlet boundary, and in the middle of the domain in crosswind direction.
Four diﬀerent pollutant release heights are considered in this study, i.e. 0.06δ,
0.10δ, 0.14δ and 0.18δ, which correspond to 45 m, 75 m, 105 m and 135 m for
a boundary layer with a thickness of 750 m. Fluence rates are monitored at
ground level (2× 10−3δ or 1.5 m for δ = 750m) at multiple distances from the
point of release along stream-wise direction as illustrated in Fig. 4.1.
Two noble gases are selected as the subject of our study i.e. 41Ar and 133Xe.
These gases are inert and do not deposit. Both are frequently emitted in routine
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Table 4.1: Simulation characteristics.
Parameter Value
Domain size 8δ × 3δ × δ
Number of grid cells 250× 375× 125 ∼ 11.7 million cells
Roughness length 1.333× 10−5δ (short grassland)
Boundary layer thickness 750 m
Initial conditions log-proﬁle modiﬁed with random velocity ﬂuctuations
Warm up period stabilization of the total kinetic energy
Dose assessment frequency every two time steps
operation of various nuclear facilities [66, 111] and especially 133Xe might be
emitted in large quantities in nuclear accidents [42]. A high energy gamma of
Eγ = 1293.64 keV is emitted when 41Ar decays to 41K by beta minus decay
with a decay constant of 105.36 × 10−6 s−1 [14]. Conversely, a low energy
gamma of Eγ = 81.0 keV is emitted during the beta minus decay of 133Xe to
133Cs. The decay constant of this process is 1.53× 10−6 s−1 [13].
4.1.2 Computational set-up
The dose assessment problem is simulated using the OpenFOAM ﬁnite-volume
open-source simulation platform. The main characteristics of the simulation
are shown in Table 4.1. The transport equations are discretized on a uniformly
spaced, hexahedral mesh using second-order schemes. The second-order Crank–
Nicholson scheme is applied for time discretization. Coupling between velocity
and pressure is accomplished through the projection scheme (see, e.g., Ref. [93]).
A pressure gradient is imposed along the x-direction as the driving force of the
ﬂow. The pollutant source is modelled as a point source by simply adding a
source term to the corresponding cell in the domain.
Periodic boundary conditions are set in the horizontal directions for all
variables, therefore simulating a domain of inﬁnite depth and width. For all
variables except the velocity, Neumann boundary conditions are applied at
the other boundaries. To suppress recycling of the pollutant to the inlet, an
additional sink term −αC is added to the concentration equation (cf. Eq. 2.23)
with α = 0.5 for 7δ < x < 8δ and α = 0 otherwise. For the velocity, a stress
boundary condition is imposed at the bottom of the domain to simulate the
eﬀect of the wall layer (see, e.g., Ref. [21]):
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where dz is the height of the ﬁrst grid cell, z0 is the roughness length, u1
and u2 are the horizontal velocity components (index 3 indicates the vertical
component). In addition, the vertical velocity is set to zero. At the top of the
domain, a symmetry condition is imposed.
The gamma ﬂuence rate integral Eq. (2.26) is simply evaluated as the sum of











where ri is now the distance from x0 to the cell-centre of cell i and Vi is the
volume of cell i. Hence, each cell in the domain is treated as a radioactive point
source. However, this approach becomes inaccurate for grid points close to the
source. Therefore, the cells with a centre within a radius V 1/3r from the receptor
are not included in Eq. (4.2), where Vr refers to the volume of the cell in which
the receptor is located. Instead, the average concentration over these cells is
computed and this is used to integrate Eq. (2.26) analytically over a spherical
volume equal to the total volume of all cells included in the average. Note
that this ﬁltering operation is an approximation (see Ref. [73] for a discussion).
Since the small time step required for stability of the dispersion simulation is
not crucial for an accurate dose assessment, the integration is only performed
every two time steps.
The simulations were carried out on 48 processors distributed over four nodes,
installed with dual hexa-core Intel Xeon X5650 processors and interconnected
through DDR inﬁniband. On this system, the warm up period to develop
the steady ﬂow ﬁeld takes 13 days. Afterwards, the ﬂow ﬁeld simulation, the
dispersion simulation and the dose assessment run simultaneously at a rate
of 125 seconds real time per simulated second. Because post-processing is
performed on the ﬂy, the required storage space is limited to 1.9 Gb. Further,
instead of reporting dose rates, we bound ourselves to a discussion of the
local concentration and the gamma ﬂuence rate to quantify the dose from
beta and gamma radiation, respectively, to eliminate the eﬀect of the receptor
characteristics on the result. But recall that a conversion can be readily
achieved using Eq. (2.25) and Eq. (2.27).
4.2 Results and discussion
The results of the cases studied are presented in this section. First, in §4.2.1,
the results of a typical simulation are presented i.e. the dispersion of 41Ar
from 0.1δ altitude. Subsequently, a comparison is made between the full set

















Figure 4.2: Planar and time-averaged vertical velocity proﬁle 〈u1〉/uτ (+) and
theoretical proﬁle 〈u〉/uτ = (1/κ) ln(z/z0) with κ = 0.4 and z0 = 1.333×10−5δ
(−−).
of simulations in §4.2.2. Finally, in §4.2.3, the relevance of time-dependent
ﬂuence rate analyses for accident scenarios are discussed.
4.2.1 Typical simulation result: 41Ar dispersion
The dispersion of 41Ar from 0.1δ altitude is selected as a typical example to
discuss the simulation results. In Fig. 4.2, the plane- and time-averaged vertical
proﬁle of the stream-wise velocity component (u1) is shown. It is observed that
this proﬁle follows the theoretical logarithmic proﬁle of the log-layer fairly well
in the lower part of the domain. Further up (z/δ > 0.2), the proﬁle departs from
the logarithmic distribution as expected (see, e.g., Ref. [21]). It is found that
increasing the vertical grid resolution reduces the small discrepancy between
the actual and the theoretical proﬁle in the lower part of the log-layer. The
sudden drop in velocity at the cell closest to the wall, however, also results from
the discretization but is independent of the grid resolution and can therefore
not readily be corrected for [156]. Because the velocity proﬁle behaviour is
consistent with other sources, it is argued that the boundary layer ﬂow is
captured satisfactory by the present model.
An instantaneous, three-dimensional isosurface of the concentration c∗ = 10−5
is shown in Fig. 4.3. The turbulent nature of the boundary layer clearly results
in a non-uniform plume with a spread increasing with the distance from the
point of release. When looking at the concentration in the vertical cross section
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Figure 4.3: Instantaneous 41Ar concentration c∗ (= cUL2/R), released from
0.1δ altitude. In gray, isosurface for c∗ = 10−5; Back plane, concentration in
the stream-wise, vertical cross section through the point of release.





















Figure 4.4: Observed non-dimensional concentration c∗ (= cUL2/R) (a), and
gamma ﬂuence rate φ∗ (= φL2/R) (b) at x∗ = 10 (= x/L) at ground level due
to the emission of 41Ar from 0.1δ altitude.
through the point of release, plotted on the back plane of Fig. 4.3 (the plane
is oﬀset for the sake of visualization), the largest concentration is found in the
direct proximity of the pollutant source and strongly decreases with downwind
distance. Halfway along the domain, the peak concentration has dropped two
orders of magnitude with respect to the maximum concentration, found close
to the pollutant source. Correspondingly, the more uniform colouring at larger
distance from the pollutant source implies smaller concentration gradients
compared to close to the source.
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In Fig. 4.4, a part of the simulated time evolution of the non-dimensional
concentration c∗ and gamma ﬂuence rate φ∗ are shown, observed at distance
x∗ = 10 downwind from the pollutant source, as a function of the non-
dimensional time t∗. It is observed that even with a constant pollutant emission
rate, strong ﬂuctuations in time are found. However, a clear diﬀerence between
the concentration and the gamma ﬂuence rate, i.e. the beta and the gamma
radiation, is apparent. The concentration (Fig. 4.4a), and consequently the
dose rate from beta radiation, is nearly zero except for large peaks which appear
at irregular time intervals. The gamma ﬂuence rate on the contrary (Fig. 4.4b)
is very noisy, showing a large number of peaks and troughs. The peaks,
however, are signiﬁcantly larger in magnitude with respect to the mean than the
troughs. This is explained as follows. Because of the inverse proportionality
with the square of the distance, concentration ﬂuctuations in the vicinity of
the observation point aﬀect the ﬂuence rate the strongest. A peak occurs when
the plume immerses the observation point and, conversely, a trough occurs
when the pollutant concentration in the vicinity of the observation point is low.
Nevertheless, despite the fact that the concentration ﬁeld is time-dependent,
the total amount of pollutant in the proximity of an observation point is
relatively constant in time due to the constant release rate. Thus, since the
ﬂuence rate is inﬂuenced by the whole domain (cf. Eq. 2.26), a minimal ﬂuence
rate is always present. This minimum rate limits the depth of the troughs.
The wide spread of the instantaneous concentration signal compared to the
gamma ﬂuence rate becomes even more clear when inspecting the corresponding
probability density functions (pdfs). These are provided in Fig. 4.5a for the
concentration, the gamma ﬂuence rate from the decay of 41Ar, and the gamma
ﬂuence rate from the decay of 133Xe. For sake of visualization, the gamma
ﬂuence rates are rescaled with Uλ−1L−1. The pdf of the concentration stretches
from values below 10−6 up to 1 with a maximum probability within 5 × 10−4
and 5× 10−2. This illustrates that the peaks observed in Fig. 4.4a correspond
to an increase in local dose rate of several orders of magnitude. The pdfs of the
gamma ﬂuence rate of 41Ar and 133Xe on the other hand are a lot narrower.
By computing a moving average of the instantaneous ﬂuence rates with an
averaging time of ∆∗ = 125, we obtain the pdfs in Fig. 4.5b. To illustrate, in
case of a release height of 75 m and a wind speed of 22.5 kmh−1 at this altitude,
this corresponds to a physical time span of 25 minutes. It is clear that this
operation signiﬁcantly reduces the width of all three pdfs. Nevertheless, the
concentration still varies over two orders of magnitude. The gamma ﬂuence
rate signal is limited to a very narrow band.
By taking a closer look at the corresponding probability density function (pdf)
of the instantaneous gamma ﬂuence rate due to the emission of 41Ar in Fig. 4.6a,
it is observed that the data is positively skewed with a mode equal to a
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Figure 4.5: Probability density function of the concentration c∗ (= cUL2/R)
(−−) and the gamma ﬂuence rates φ∗ (= φL2/R) of 41Ar (· · · ), and 133Xe (–).
(a) instantaneous, (b) time-averaged with ∆t∗ = 125.















Figure 4.6: Probability plot of the observed non-dimensional gamma ﬂuence
rate φ∗ (= φL2/R) at x∗ = 10 (= x/L) due to the emission of 41Ar from
0.1δ altitude. (a) instantaneous, Lines: (–): Pdf; (−−) best-ﬁt log-normal
distribution; (b) instantaneous (×), time-averaged with ∆t∗ = 25 (◦) and time-
averaged with ∆t∗ = 125 (+); (−−) best-ﬁt log-normal distribution.
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ﬂuence rate of 7.2 × 10−5 and a mean equal to 8.0 × 10−5. For the sake of
comparison, the pdf of the best-ﬁt log-normal distribution ln N (0.265, 0.284)
is also added to this graph. Note that other presumed pdfs such as, e.g. the
beta distribution, might also be relevant to use. While the left tails are very
similar, the right tail of the true pdf is signiﬁcantly heavier compared to the
log-normal distribution. By computing a moving average of the instantaneous
ﬂuence rate, the eﬀect of deriving the gamma ﬂuence rate from time-integrated
measurement is examined. To this end, ∆t∗ = 25 and ∆t∗ = 125 are chosen
as averaging times. This corresponds, e.g., to 5 and 25 minutes, respectively,
for a boundary layer with δ = 750 m and U = 22.5 km/h at a height of 75 m.
A probability plot of the instantaneous and the time-averaged observations is
shown in Fig. 4.6b. The axes of this graph are chosen such that a log-normal
distribution results in a straight line. For the sake of reference, the best-ﬁt
log-normal distributions for each of the observations are also shown in this
graph. It is observed that near the mean value, the probability curves of the
observations and the log-normal distribution match closely. But unlike the log-
normal distribution, the ranges in ﬂuence rates are clearly ﬁnite with distinct
minima and maxima. It is readily understood that increasing the averaging
time, reduces the spread on the observations by increasing the minimum and
decreasing the maximum. Regardless of the averaging time, steeper slopes of
the curves and lower probabilities are found at lower ﬂuence rates. This points
to lighter left tails compared to the log-normal distribution, while the more
moderate slopes and lower probability at higher ﬂuence rates imply heavier
right tails.
Finally, in Fig. 4.7, the time-averaged concentration, and gamma ﬂuence rate at
ground level are shown. In order to illustrate the spread on the instantaneous
observations, the 1st and 99th percentiles are also shown in this ﬁgure. It is
observed that the time-averaged concentration (Fig. 4.7a) is essentially zero up
to x∗ = 5. From this point on, the concentration increases up to x∗ = 25 after
which it stabilizes. The time-averaged ﬂuence rate is fairly constant along the
stream-wise direction for the range plotted with a value between 7.0 × 10−5
and 8.3×10−5 (Fig. 4.7b). A clear dependence of the variation on the distance
from the stack is observed for both the concentration and the gamma ﬂuence
rate. In Fig. 4.7a, the 1st percentile of the concentration observations is found
to increase monotonically. The 99th percentile initially increases strongly with
increasing distance and shows a wide peak at x∗ ≈ 10 . . . 20 followed by a steady
decrease. For the gamma ﬂuence rate observations (Fig. 4.7b), the 1st percentile
is found to decrease monotonically although the rate of decrease diminishes
signiﬁcantly after x∗ = 10. The 99th percentile initially also increases strongly
with increasing distance and peaks at x∗ ≈ 13. Downstream of this point, again
a steady decrease is observed.





















Figure 4.7: Time-averaged non-dimensional concentration c∗ (= cUL2/R) (a)
and non-dimensional gamma ﬂuence rate φ∗ (= φL2/R) (b) at ground level due
to 41Ar emission from 0.1δ altitude (–) and 1st–99th percentiles (−−) along the
stream-wise direction.
































Figure 4.8: Interval width between the 1st and 99th gamma ﬂuence rate
percentiles as a function of the non-dimensional distance x∗, scaled by the
time-averaged non-dimensional gamma ﬂuence at x∗ = 0 for (a) the release of
Ar-41, and (b) the release of Xe-133. Lines: pollutant release height of 0.06δ
(−−); 0.10δ (−−); 0.14δ (− · −); 0.18δ (· · · ).
4.2.2 Comparison of the full set of simulations
The ﬂuence rate due to the release of two noble gases released in an open
ﬁeld from four diﬀerent altitudes is studied in this work. Hence, in total eight
simulations are performed.
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In order to compare the variability in gamma ﬂuence rate observed in these
simulations, the evolution of the interval widths between the 1st and 99th
gamma ﬂuence rate percentiles as a function of x∗ are considered. These
are shown in Fig. 4.8 for the emission of 41Ar (a) and 133Xe (b). For the
sake of comparison, the interval widths are rescaled by the time-averaged non-
dimensional gamma ﬂuence observed at x∗ = 0. Right below the point of
emission, the interval width equals approximately 20% of the mean ﬂuence
rate observed at x∗ = 0 for all of the cases. It is found that in all cases the
width ﬁrst increases, reaching a maximum at x∗ ≈ 13 . . . 17, and decreases
afterwards but at a lower rate. This may indicate that the location of the
maximum spread on the measurements is invariable when expressed in terms
of the emission height.
The occurrence of the maximum of the interval width is related to two
competing eﬀects. On the one hand, concentration gradients falling within
the sphere of inﬂuence of the receptor, result in a variation of the ﬂuence rate.
With increasing downstream distance, a larger part of the plume falls within
this sphere of inﬂuence, due to the increase in plume spread. Thus, more
variation in ﬂuence rate is observed. On the other hand, the pollutant diﬀusion
weakens the concentration gradients with increasing downstream distance. As
the plume becomes better mixed, the variation in ﬂuence rate decreases. The
competition between the increase and decrease in the variation in ﬂuence rate
with increasing downstream distance due to the ﬁrst and the second eﬀect,
respectively, results in the peak observed.
In case of the high energy gamma emitted by 41Ar, the maximum width is
approximately twice the mean ﬂuence rate observed at x∗ = 0, regardless of the
emission height. For low-energy gammas however, there is a clear dependence
on release height as illustrated in Fig. 4.8b. For the 133Xe emission from 0.06δ
altitude, the maximum is approximately 1.3 while this increases up to 3.8 for
the emission from 0.18δ altitude. This diﬀerence is directly attributable to the
energy dependence of the linear attenuation coeﬃcient and the buildup factor.
Since high energy gammas undergo less attenuation in air compared to low
energy gammas, the spatial dependence becomes more important for the latter.




















Table 4.2: Practical example of a pollutant release from a height of 75 m at a rate of 1 MBq/s for a boundary layer
with δ = 750 m and U = 22.5 km/h at release height.
Distance from source Mean ﬂuence rate 1st-to-99th-percentile interval width
[m] [1/m2s] [% of mean ﬂuence rate]
30 sec 1 min 2 min 5 min 10 min 25 min
41Ar
375 468 78 64 46 30 20 11
750 482 129 99 73 47 36 21
1500 498 153 133 104 68 54 31
2250 466 132 119 98 70 53 34
133Xe
375 1432 102 80 56 35 25 17
750 1462 146 121 90 57 38 26
1500 1412 159 139 109 68 49 32
2250 1276 137 127 102 70 50 35
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Finally, a practical illustration of the model applied to the dispersion of 41Ar
and 133Xe can be found in Table 4.2. For a boundary layer with δ = 750 m
and U = 22.5 km/h at a height of 75 m, the table shows the mean ﬂuence rate
at 375 m, 750 m, 1 500 m and 2 250 m downstream from the source, measured
at 1.5 m above ground level. The 1st-to-99th-percentile interval width are also
added to the table, expressed as a fraction of the mean ﬂuence rate, for an
averaging time of 30 seconds, and 1, 2, 5, 10 and 25 minutes, respectively. The
pollutant is released from 75 m altitude at a rate of 1 MBq/s and the roughness
length is set to 0.01 m.
The maximum mean ﬂuence rate is for both isotopes found between 750 m and
1 500 m from the point of release, though all values are very close together.
It is observed that for an averaging time of 30 seconds, the spread of the
measurements remains very large with values of the same order of magnitude
as the mean ﬂuence rate. By increasing the averaging time to 25 minutes, the
spread is reduced by a factor 7. For instance at 375 m, the resulting spread
for 25 minute averages is 11% and 17% of the mean ﬂuence rate for 41Ar and
133Xe, compared to 78% and 102% for 30 second averages.
4.2.3 Discussion
The variability of time-averaged ﬂuence rates when averaged over diﬀerent time
windows has relevance for accident scenarios. In case of an accident, e.g. during
which an individual located outside is to take shelter, the dose received by
the individual is the critical parameter. Thus, the local dose rate has to be
integrated over time and along the trajectory of the individual. The fence
monitoring systems in nuclear installations usually output time-integrated dose
rate data every 10 to 20 minutes. These measurements are a good indication
of the average dose rate during an emission, i.e. the typical spread on the
mean remains within 10% (cf. Table 4.2 and discussion above). Thus, these
measurements are, e.g., useful for estimating the source term of an unknown
release. When considering the exposure of an individual during an accident
however, the exposure time might be signiﬁcantly shorter than the output
time of the monitoring systems. It is therefore important to take the time
scales of exposure, and the dominant turbulent time scales into account. The
latter are primarily responsible for the variability of the ﬂuence rate, meaning
that the ﬂuence rate is approximately constant over these periods of time. A
full analysis of a detailed scenario is beyond the scope of the current thesis,
but in the following, a simple order of magnitude estimation is presented to
demonstrate that 10 minute average dose rates may be inaccurate for dose
assessments during evacuation scenarios.
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Consider an individual, located within the exclusion area, normally demarcated
by a fence at distance of 300 m to 800 m around the nuclear installation [55],
who must take shelter inside a building. Presuming a distance of 100 m to
the nearest building, it takes the average individual about 40 s to take shelter.
This is signiﬁcantly shorter than the characteristic time scale of large turbulent
structures in the atmospheric boundary layer. These consist of long streak-like
structures with a typical length of 2 to 4 km. With a convection velocity of
10 m/s this leads to time scales in the order of 3 to 6 minutes. Since the
mean variation of the plume is driven by this time scale, the instantaneous
dose rate during the 40 s exposure will be nearly constant and therefore close
to the average dose rate. Thus, the dose received by the individual during the
exposure can deviate up to a factor of four from the mean dose, measured by
the fence monitoring systems (cf. Fig. 4.8b). In general, this is true when the
time required to cover the distance is short relative to the turbulent time scales.
Consequently, fence monitoring data should be handled with caution when it
is used to estimate the resulting dose from a short-term exposure.
In addition, it is clear that the instantaneous concentration can vary several
orders of magnitude with respect to the mean, while 98% of the instantaneous
gamma ﬂuence rate observations fall approximately within a factor of two from
the mean value (cf. Fig. 4.7). Even when using relatively long averaging times,
the spread in concentration measurements remains large (cf. Fig. 4.5). This
is particular relevant in situations of short exposure, for example during an
evacuation, since these results indicate that the gamma dose measurements
from nearby sensors cannot be used to accurately estimate the dose from beta
radiation.
4.3 Conclusion
In the current study, a time-dependent dispersion model for the near-range
dispersion of radioactive gases in a thermally neutral atmospheric boundary
layer is presented. To this end, a CFD model using LES turbulence modeling
is coupled with a gamma dose rate model based on the point-kernel method
with buildup factors. The variability of the gamma ﬂuence rate at ground level
was assessed by performing a set of time-dependent simulations of a constant
release of a radioactive gas into an open ﬁeld. Four diﬀerent release heights
were considered in this study as well as two diﬀerent isotopes, i.e. 41Ar emitting
a high energy gamma and 133Xe emitting a low energy gamma.
The simulations demonstrated that even with the very simple set-up of the open
ﬁeld, a large variation in dose rate from beta radiation is observed, causing
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peaks in the dose rate of several orders of magnitude. Furthermore, also a
strongly ﬂuctuating gamma ﬂuence rate with a clear lower and upper bound
was observed at ground level. At a distance of approximately ﬁfteen times the
release height, the variability for both concentration and gamma ﬂuence rate
was found to be the highest, regardless of the release height or the gamma
energy. Note that this observation is only valid for the current simple release
geometry and neutral atmospheric stratiﬁcation. For high energy gammas of
41Ar, the spread on the observations is not aﬀected by the release height while
this is the case for low energy gammas of 133Xe. For both cases, this spread can
be reduced eﬀectively by performing time-averaging. However, it is illustrated
that neglecting this variability can result in errors up to a factor of four on
the dose estimation from gamma radiation when long-term measurements are
used to estimate the resulting dose from short-term exposures. In addition, the
results indicate that the gamma dose measurements from nearby sensors cannot
be used to accurately estimate the dose from beta radiation. This information
can be particularly useful in uncertainty quantiﬁcation studies and for the




The goal of model order reduction (MOR) is to reduce the degrees of freedom
(DOF) of a large size model to a very small size while maintaining the key
behaviour of the model [11]. Therefore, by constructing a reduced order
model (ROM) from a dispersion model based on CFD, the time-dependent
pollutant dispersion can be simulated at a much reduced computational time.
Extensive discussions on MOR methods are presented by Baur et al. [11],
Lucia et al. [82] and Antoulas et al. [6]. In the following, we focus on MOR
methods dedicated for sparse, linear time-invariant systems. The DOF for
CFD applications is is typically in the order of 106 and higher. This is far
beyond the practical limit for Truncated Balanced Realization and Hankel
Norm Approximation methods, two frequently used MOR methods for linear,
time-invariant systems [121]. Instead, Krylov-subspace projection-based MOR
methods have shown to be a viable option for such systems [11, 34, 121]. Many
algorithms exist for construction of the Krylov subspaces (see, e.g., Ref. [48] or
Ref. [100]) but two frequently encountered algorithms are the Arnoldi method
and the Lanczos method. Nour-Omid et al. [92] compared both methods
for the solution of convection-diﬀusion problems in a Finite Element Method
framework. They concluded that the Arnoldi is the method of choice for
convection dominated problems. Other examples of the application of the
Arnoldi method are presented by Woodbury et al. [155] with the simulation
The material in this chapter is published in
“Lieven Vervecken, Johan Camps, and Johan Meyers. Stable reduced-order models for
pollutant dispersion in the built environment. Building and Environment, 92:360–367, 2015.”
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of the contaminant transport in an aquifer, Zhang and Woodbury [161] with
a study on the contaminant transport in porous media, Willcox et al. [153]
with the development of a ROM for turbomachinery and Wang et al. [151] who
developed a ROM for the three-dimensional thermal analysis of microﬂuidic
systems. The degrees of freedom in these applications were all limited to
103 − 105, which is considerably lower than required for three-dimensional
pollution-dispersion studies as considered in the current work.
We apply the Arnoldi method to the simulation of pollutant transport in a
built environment. We show that the resulting ROM is guaranteed stable
and suitable for faster than real-time atmospheric dispersion assessments.
In addition, the algorithm for the construction of the ROM is formulated
independently from the choice of CFD solver, such that it is applicable to
both open-source and commercial CFD software packages. The eﬀectiveness of
the ROM is demonstrated based on a simulation of a time-dependent pollutant
release at the Doel Nuclear Power Station, comparing the ROM results to the
high-resolution CFD.
This chapter is further organized as follows. First, in Section 5.1, we present the
model order reduction methodology and the pollutant dispersion model. Next,
in Section 5.2 we detail the simulation cases considered in the current work
and the numerical set-up of our simulations. Simulation results are discussed
in Section 5.3. Finally, conclusions are presented in Section 5.4.
5.1 Methodology
In the current section we brieﬂy introduce the continuous and discrete
formulation of the pollutant dispersion model in §5.1.1. Next, the construction
of the ROM is presented in §5.1.2.
5.1.1 Pollutant dispersion model
Consider the three-dimensional dispersion of a non-buoyant, non-reactive gas
in a steady, thermally neutral boundary layer, for a constant wind direction,
and known site geometry. In this situation, the three-dimensional velocity ﬁeld
〈u〉(x) can be obtained from a standard CFD model, e.g., either based on
RANS simulations or LESs (for practical details, cf. §5.2.2). The dispersion is
then further modeled through Eq. (2.12).
Spatial discretization of Eq. (2.12), e.g., using a ﬁnite-volume approach, results





= Ac˜+ bs (5.1)
where c˜(t) ∈ Rn is the solution vector containing the concentration of every cell
in the domain, b ∈ Rn is the source vector containing the contribution of every
cell to the pollutant source and s(t) is the source magnitude input. In addition,
the sparse matrix A ∈ Rn×n is the discrete representation of the advection and
the diﬀusion operator, including the spatial boundary conditions. When set up
properly, this matrix is negative-deﬁnite. Note that in practice, this matrix is
not explicitly available, but indirectly coded in the CFD software used to solve
Eq. (2.12).
Often, the interest is not in obtaining the pollutant concentration over the
whole domain, but e.g. in the concentration or the health impact at a limited
number of locations [117, 149]. Therefore, an output vector y can be deﬁned
as
y = Cc˜ (5.2)
where C ∈ Rm×n, the output matrix, contains the contribution of every cell to
the requested m outputs.
5.1.2 Reduced-order model
The purpose of MOR is to obtain a model of signiﬁcantly reduced order (r ≪ n)
which, in a certain way, behaves similar to the original full size model [82]. In
this view, let V ∈ Rn×r be a matrix whose columns form an orthonormal basis
of a r-dimensional subspace. Projection of the solution vector c onto this basis
can be identiﬁed by the approximation c˜ ≈ V cr where cr is the reduced-order
solution vector. Substitution of this approximation in the system of Eq. (5.1)
followed by a Petrov–Galerkin projection using any full-rank matrixW ∈ Rn×r






where Ar = WTAV ∈ Rr×r is in general a full matrix, i.e. the sparsity of A
is usually lost through the projection, and Br = WT b ∈ Rr×1. This equation
can be fully solved in the reduced-order space with dimension r. Once cr(t)
is obtained, the ﬁne-scale solution can be reconstructed using c˜ ≈ V cr. As a
result, the output vector can be approximated as
y ≈ CV cr (5.4)
where Cr = CV ∈ Rm×r.
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Algorithm 1 One-sided Arnoldi algorithm to construct a basis of
Kr(A−1, A−1b).
1. Initialize:
(a) Solve for v˜†1: Av˜1 = b
(b) Set: v1 = v˜1‖v˜1‖
2. For i = 2 . . . r do:
(a) Solve for v˜†i : A v˜i = vi−1
(b) Orthogonalize v˜i: for j = 1 . . . i− 1
h = v˜ivj
v˜i = v˜i − hvj
(c) Normalize: vi = v˜i‖v˜i‖
3. Set V = [v1v2 . . . vr]
4. Construct Ar = V TAV
† This step can be performed using the CFD package by imposing b or vi−1 as source vector
in Eq. (5.1) and solving for the steady state solution.
In this work, we construct the projection matrix V as a basis of the r-th order
Krylov subspace in order to provide the moment matching property [102]. The
Krylov subspace of order r is deﬁned by
Kr(A˜, b˜) = span{b˜, A˜b˜, A˜2b˜, . . . , A˜r−1b˜} (5.5)
where A˜ is a constant matrix and b˜ is referred to as the starting vector. In
order to match the lower part of the frequency domain, we set A˜ = A−1 and
b˜ = A−1b [116]. In this way, the slow dynamics of the system, i.e. in the order
of the main convection time scales, are matched well.
The one-sided Arnoldi method is employed to construct V the basis. By opting
for a one-sided method, which implies that W = V and WTV = I in Eq. (5.3),
the ﬁrst r moments of the original and the reduced system transfer functions
match [102]. The modiﬁed Gram-Schmidt implementation of this method
is elaborated in Algorithm 1 for a single-input system [81]. The algorithm
generates a vector vi which results from the recursive orthogonalization of the
vector A−1vi−1 with respect to the previously generated orthonormal vectors.
In order to avoid computing the inverse of the matrix A, the linear system
Av˜i = vi−1 is solved to obtain v˜i. In this way, only r linear systems need to be
solved instead of n systems required to compute the inverse. This algorithm
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Algorithm 2 One-sided Arnoldi algorithm to construct a basis of
Kr(A−1, A−1b).
1. Initialize:
(a) Solve for v˜†1: Av˜1 = b
(b) Set: v1 = v˜1‖v˜1‖ and x1 =
b
‖v˜1‖
2. For i = 2 . . . r do:
(a) Solve for v˜†i : Av˜i = vi−1
(b) Set: x˜i = vi−1
(c) Orhogonalize v˜i, and adapt x˜i: for j = 1 . . . i− 1
h = v˜ivj
v˜i = v˜i − hvj
x˜i = x˜i − hxj
(d) Normalize: vi = v˜i‖v˜i‖ and xi =
x˜i
‖v˜i‖
3. Set: V = [v1 v2 . . . vr] and X = [x1 x2 . . . xr]
4. Construct: Ar(= V TAV ) = V TX
† This step is performed using the CFD package by imposing b or vi−1 as source vector in
Eq. (5.1) and solving for the steady state solution.
can be readily extended towards multiple input systems (see, e.g., Ref. [48] or
Ref. [116]).
The A-matrix in Eq. (5.1) is often not, or only partly, accessible within the
CFD package. This can be due to restricted access to the source code, or due
to the solution methodology employed by the software package. The latter
is for instance the case in OpenFOAM where non-orthogonality in the mesh
is accounted for by adding additional source terms to the right-hand side of
Eq. (5.1) instead of increasing the bandwidth of the solution matrix. Thus,
if A is not explicitly available, it becomes impossible to directly perform step
4 in Algorithm 1. In order to deal with this, we reformulate the one-sided
Arnoldi algorithm in terms of an unknown matrix (A). This results in the
introduction of X ∈ Rn×r which accounts for the unknown contribution of A to
the reduced matrix Ar before the Galerkin projection. The revised algorithm
is elaborated in Algorithm 2. The basis V produced by this algorithm and
the corresponding reduced matrix Ar are identical to those produced by the
classical Arnoldi algorithm. The equivalence the of basis V is readily seen,
since the introduction of X in Algorithm 2 does not aﬀect the construction of
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V . Thus, Algorithm 2 reduces to Algorithm 1 for the construction of V. The
proof that, for any order r, X(r) = AV (r) can be constructed by induction.
Here, we use superscript (r) to denote the order of the constructed model. In
Algorithm 2, these superscripts are omitted for sake of brevity.
Base case: when r = 1, V 1 = A−1b/‖v˜1‖ and X1 = b/‖v˜1‖ by construction.
Hence, AV 1 = X1.
Induction hypothesis: Assume that AV (r−1) = X(r−1) holds for some positive
integer r.










(by induction hypothesis) (5.7)
We further need to show that Avr = xr. Therefore, we start from writing the
orthogonalization of v˜r to vr in Algorithm 2 as
vr = αv˜r − [h1 h2 . . . hr−1]V (r−1) (5.8)
Left-multiplying with matrix A gives
Avr = A
(
αv˜r − [h1 h2 . . . hr−1]V (r−1)
)
(5.9)
= αAv˜r − [h1 h2 . . . hr−1]AV (r−1) (5.10)
= αx˜r − [h1 h2 . . . hr−1]X(r−1) (5.11)
= xr (by construction) (5.12)
where we use Av˜i = x˜i, as deﬁned in Algorithm 2. Thus AV (r) = X(r) for any
order r. Note that solving Av˜i = vi−1 for v˜i in Algorithm 2 does not require
the knowledge of A. This can be achieved by using the CFD package as a black
box while imposing vi−1 as source vector in Eq. (5.1) and solving for the steady
state solution.
Alternatively, a two-sided method, where W 6= V , can be used which
matches 2r moments (see, e.g., Ref. [115] or Ref. [103]). Clearly, a ROM
constructed from a two-sided method has the potential of resulting in a better
approximation with respect to a one-sided method because of the higher
number of matching moments. However, we observed that a two-sided method
was not likely to result in a stable ROM, and the use of additional stabilization
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methods would be essential (see, e.g., Ref. [69] or Ref. [3]). In contrast to this,
by taking W = V the deﬁniteness of the original A matrix was preserved in
all cases studied, i.e. the projection of the stable system always resulted in
a stable reduced-order model. This is also found by Silveira et al. [125] and
Willcox et al. [153]. Nevertheless, if necessary, the stabilization methods can
also be applied in combination with the one-sided method.
5.2 Case set-up
First, we detail the site considered in the current work in §5.2.1. Next, the
computational set-up used to solve the dispersion problem for both the CFD
model and to set up the ROM are elaborated in §5.2.2.
5.2.1 Case description
A time-dependent pollutant release at the Doel nuclear power station, emitted
from the chimney of Doel 3, is the subject of the present study. The
geometry of the case studied is shown in Fig. 5.1. Pollutant iso-contours
of a simulation result at four diﬀerent time instances are also shown in the
ﬁgure (cf. below for further details). The nuclear power station includes four
cylindrical reactor buildings, two hyperbolic cooling towers with a height of 176
m, and a number of cuboid auxiliary buildings. A uniform roughness length
z0 = 0.01m, corresponding to short grassland, is set for free ground surface.
Two diﬀerent wind directions are considered in this study, i.e. wind coming
from the southwest, which is the prevailing wind direction for this location,
and wind coming from the west. For both situations, the friction velocity is set
to 0.25 ms−1. This corresponds to a wind speed of 20 km h−1 at 74 m altitude,
the height of the chimney of Doel 3.
The coordinate system is chosen such that the coordinate of the source
corresponds to (0, 0, 74m) and that the x-axis is in the streamwise direction.
The release of the pollutant is simulated as a Gaussian function in time






where we set the time of peak emission rate ts = 5τi and a = (τi
√
2π)−1




′)dt′ = 1. In this work, we choose the time
constant τi = L/U based on a length scale and the wind speed at this height
according to the logarithmic velocity proﬁle. Three length scales are considered,
i.e. the chimney height, the cooling tower height and the domain height. The





























Figure 5.1: Computational domain. In color, isosurface for the instantaneous
concentration c∗ = 2.5 × 10−3 (= cUL2/R) for case τ1 at time t∗ = 5 (red);
t∗ = 15 (orange); t∗ = 25 (yellow); t∗ = 35 (white).
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Table 5.1: Overview of the length scale, wind speed, dimensional time constant
and non-dimensional time constant of the three cases simulated.
L [m] U [m/s] τi [s] τ∗ [-]
case τ1 74 5.568 13.290 1.000
case τ2 176 6.110 28.806 2.168
case τ3 500 6.762 73.939 5.564
corresponding wind speed and time scales are summarized in Table 5.1. These
diﬀerent scales allow us to evaluate the performance of the ROM for a range
of relevant emission scales.
In order to assess the quality of the ROM with respect to the CFD model, two
performance measures are used, i.e., the fractional bias (FB) and the normalized















It is readily seen that a perfect ROM would yield in FB and NMSE = 0. All
cells in the whole domain are taken into account for the evaluation of these
measures following a paired in space-and-time approach.
Finally, the concentration reported in the current study is normalized as c∗ =
cUL2/R where R is the total amount of pollutant released, L is the height
of the chimney and U is the mean wind speed at height L according to the
logarithmic velocity proﬁle. Furthermore, distance and time are normalized as
x∗ = xL−1 and t∗ = (t− ts)UL−1, respectively.
5.2.2 Computational set-up
The transport equations (2.12) are spatially discretized using second-order
schemes on a hexahedral mesh consisting of 8.0 M cells and 10.0 M cells for wind
coming from the southwest and the west, respectively. The domain dimensions
and the grid resolution are based on the recomendations of the COST 732
and AIJ guidelines [47, 138]. Simulation of the full-size convection-diﬀusion
model is performed using the OpenFOAM ﬁnite-volume open-source simulation
platform. In a ﬁrst step the steady velocity ﬁeld, and the eddy viscosity are
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solved. To that end, the Reynolds-averaged Navier–Stokes (RANS) equations
are solved with OpenFOAM. Closure is provided by the standard k − ǫ model
[79] in which the model coeﬃcients are chosen in accordance with Richards and
Hoxey [108], and also the boundary conditions for the velocity ﬁeld simulation
are set in accordance with Richards and Hoxey [108]. The boundary conditions
for the convection-diﬀusion equation are set to zero at the inlet and Neumann
boundary conditions are applied at the other boundaries.
For the implementation of the Arnoldi algorithm and the simulation of the
ROM, we use the Petsc library [7, 8, 9]. The order of the ROM is set to
100, but for evaluation of accuracy, we also evaluate reduced-order models
with degrees of freedom ranging from 10 up to 150. For the CFD model
as well as for the ROM, a second-order Crank-Nicholson scheme is applied
for time discretization with a time step ∆t∗ = 10−3. The simulations of
the full-size model were carried out on 40 processors distributed over two
nodes, installed with Intel Xeon E5-2680 v2 processors and interconnected
through DDR inﬁniband. The preconditioned bi-conjugate gradient solver
using diagonal incomplete-LU preconditioning is used as linear system solver
with a tolerance set to 10−16. The simulations of the ROM were carried out
on the same machine using only one processor core.
5.3 Results and discussion
The results of the cases studied are presented in this section by comparing the
results of the full CFD model with the ROM. First, in §5.3.1, the results of
the simulation of case τ1 with wind coming from the southwest are presented
in detail. In addition, it is illustrated that similar results are obtained with
wind coming from the west, and for cases τ2 and τ3. Subsequently, in §5.3.2,
the obtained reduction in time and computational cost is discussed.
5.3.1 Simulation results
The dispersion case τ1 with wind coming from the southwest is used to discuss
the general simulation results. We focus the discussion on the concentration
at ground level (1 m height) since this is usually of interest in health impact
studies (see, e.g., Ref. [30], Ref. [31] and Ref. [149]). The contours of the non-
dimensional concentration at ground level are shown in Fig. 5.2 at t∗ = 5, 10, 15
and 20 for both the CFD model and the ROM. It is observed that the solution
of both models is nearly identical. At t∗ = 5, all pollutants are emitted and the
plume is advected towards the cooling tower where it splits into two parts. A
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small part of the plume passes in between the two cooling towers but the major
part of the plume passes the cooling tower from the outer side. The maximum
concentration at ground level increases to c∗ = 0.0243 at t∗ = 10 which is
found by both models. Afterwards, the concentration steadily decreases with
time as a result of turbulent mixing. This illustrates that, notwithstanding
the splitting of the plume, the ROM is well capable of reconstructing both the
shape and the magnitude of the pollutant concentration.
Fig. 5.3 shows the evolution of the non-dimensional concentration at t∗ = 10
for cases τ1, τ2 and τ3 from the point of release along the stream-wise direction
(Fig. 5.3a, Fig. 5.3c) and along span-wise direction at x∗ = 7.5 (Fig. 5.3b,
Fig. 5.3d) for wind coming from the southwest and the west, respectively. In
these graphs, the lines represent the CFDmodel while the symbols represent the
ROM. The interruptions in the curves between x∗ = 0 . . . 1 and x∗ = 3.5 . . . 5.5
in Fig. 5.3a, and x∗ = 0 . . . 2.5 in Fig. 5.3c are due to the presence of buildings
and a cooling tower.
Three distinct concentration proﬁles are found in stream-wise direction for wind
coming from the southwest (Fig. 5.3a). While the stream-wise concentration
for case τ1 shows multiple peaks, the concentration for case τ3 is rather smooth.
Regardless these diﬀerences, the ROM is clearly well capable of reproducing
these proﬁles. In span-wise direction (Fig. 5.3b), a nearly identical span-wise
spread of the concentration is found for all three cases but the shape and the
magnitude of the proﬁles are again diﬀerent. The maximal concentration is
found near the centerline although a second peak is found near x∗ ≈ 1 for case
τ1. Note that around y∗ = −2.5 . . . − 0.5, the concentration is also slightly
increased due to the part of the plume passing in between the two cooling
towers. Again, the proﬁles predicted by the ROM are indistinguishable from
these of the CFD model. The diﬀerence between the concentration proﬁles
predicted by the ROM and the CFD model is also negligible for the cases
with wind coming from the west. In stream-wise direction (Fig. 5.3c), the
proﬁles are approximately bell-curved with a maximum at x∗ ≈ 8 for all three
cases. Looking at span-wise direction (Fig. 5.3d), the concentration proﬁles are
strongly asymmetric but the shape is similar for each of the cases.
In Fig. 5.4, the eﬀect of changing the order of the ROM on the simulated time
evolution of the non-dimensional concentration is shown, observed at ground
level at x∗ = 10 downwind from the pollutant source (y∗ = 0), as a function of
the non-dimensional time t∗ for case τ1 with wind coming from the southwest.
Four diﬀerent orders are considered, i.e. 25, 50, 75 and 100. It is observed
that a ROM of order 25 shows large concentration ﬂuctuations prior to the
concentration peak at t∗ = 10 . . . 15. In addition, a signiﬁcantly deviating
concentration peak is found. Clearly, a ROM order of 25 is insuﬃcient to
reconstruct the concentration proﬁle properly. Increasing the order of the ROM





















































Figure 5.2: Contours of the non-dimensional concentration c∗ (= cUL2/R)
observed at ground level (1 m) for case τ1; (a, b) t∗ = 5 (= (t− ts)U/L), (c, d)
t∗ = 10, (e, f) t∗ = 15, (g, h) t∗ = 20 .















































Figure 5.3: Proﬁles of the observed non-dimensional concentration c∗ (=
cUL2/R) observed at ground level (1 m) at t∗ = 10 (= (t − ts)U/L). For
wind coming from the southwest: (a) c∗ along stream-wise direction at y∗ = 0
(= y/L), (b) c∗ along span-wise direction at x∗ = 7.5 (= x/L). For wind
coming from the west: (c) c∗ along stream-wise direction at y∗ = 0 (= y/L),
(d) c∗ along span-wise direction at x∗ = 7.5 (= x/L). Symbols: (+): c∗ROM
case τ1; (×): c∗ROM case τ2; (⊙): c∗ROM case τ3. Lines: (—): c∗CFD case τ1;
(−−) c∗CFD case τ2; (· · · ) c∗CFD case τ3.
up to 75 steadily decreases both the concentration ﬂuctuations prior to, and
the deviation of, the concentration peak. At an order of 100, no concentration
ﬂuctuations are found and the concentration peak shows very little change with
the proﬁle of order 75. For this case, a ROM of order 100 is therefore suﬃcient
for reproducing the concentration proﬁle accurately.
In Fig. 5.5, the evolution of the absolute value of FB and the NMSE are shown
as function of the order r of the ROM for case τ1 with wind coming from the
southwest at t∗ = 5, t∗ = 15 and t∗ = 25. First of all, it is observed that
increasing the order of the ROM improves its accuracy. It is observed that
the FB roughly decreases with a reduction rate of one order of magnitude for
every addition of 30 to 40 modes. The NMSE decreases more smoothly than
FB. For time t∗ = 5, the decrease of the NMSE is more than exponential up
to r ≈ 120 after which it stagnates. For t∗ = 15 and t∗ = 25 a nearly perfect
exponential decrease is found at a reduction rate of one order of magnitude for
every addition of approximately 20 modes.
Finally, the application of the ROM to the dispersion of radioactive gases is
illustrated in Fig. 5.6. This graph shows the time evolution of the gamma












Figure 5.4: Proﬁles of the observed non-dimensional concentration c∗ (=
cUL2/R) observed at ground level (1 m) at x∗ = 10 (= x/L) and y∗ = 0
(= y/L) as function of time t∗ (= (t − ts)U/L). Lines: (−−): r = 25; (− · −):
r = 50; (· · · ): r = 75; (—): r = 100.
ﬂuence rate and the total gamma ﬂuence received for a release of 133Xe,
assuming the emission proﬁle of case τ1. At x∗ = 10 downwind from the
pollutant source (y∗ = 0) at ground level (Fig. 5.6a), the dose rate increases
monotonically up to t∗ ≈ 17 and monotonically decreases afterwards. This
proﬁle is signiﬁcantly diﬀerent from the observation at x∗ = 3 and y∗ = 4,
shown in Fig. 5.6b. The inﬂuence of the buildings, including building shielding,
results in a strongly distorted proﬁle with multiple peaks.
5.3.2 Discussion
CFD is known to be prohibitively expensive with regards to its use for real-
time purposes. This is also observed in the current study. Despite the use
of 40 CPUs, it still takes 97 s to simulate one second of real time using the
CFD model. This is reduced by more than a factor of 2500 to only 38.6 ms
per second of real time when the dispersion is simulated using the ROM. In
other words, the model runs 25 times faster than real-time. In §5.3.1, it is
demonstrated that this is without a signiﬁcant loss in accuracy. When the
computational cost is taken into account, i.e. only 1 core is used to for the





























Figure 5.5: Performance measures for τ1 at three time instances. (a) Absolute
value of FB, (b) NMSE. Lines: (—): t∗ = 5; (−−): t∗ = 15; (· · · ): t∗ = 25.





































Figure 5.6: Proﬁles of the observed non-dimensional gamma ﬂuence rate φ∗
(= φL2/R) and gamma ﬂuence Φ∗ =
∫ t∗
0
φ∗(t′)dt′ as function of time t∗ (=
(t− ts)U/L) observed at ground level (1 m) at (a) x∗ = 10 (= x/L) and y∗ = 0
(= y/L); (b) x∗ = 3 and y∗ = 4. Lines: (–): φ∗; (−−): Φ∗.
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ROM, the reduction is more than a factor of 105. Furthermore, subsequently
performing the dose assessment has a negligible eﬀect on the simulation time of
the ROM. It is therefore clear that the ROM enables for fast dose assessment
after the emission of a radioactive gas.
The construction of the ROM introduces a one-time initialization cost. The
bulk of the computational cost is in solving the linear equation Av˜i = vi−1
using the CFD solver. For each of the r vectors, this is done iteratively using
false time-stepping as under-relaxation and requires approximately 720 s. A
memory space of 2r×n is required to store both V and X but this can be freed
again after the construction of the ROM. Once set up, the ROM only requires
a negligible memory space of r2, r and m× r for Ar, Br and Cr, respectively.
For performing repeated simulations such as in an on-line monitoring context,
the advantage of the ROM over the CFD model is clear. However, also for one
simulation only the use of the ROM can be interesting. The initialization of one
mode of the ROM requires approximately 720 s. The simulation of 1 second
of real time requires 97 seconds with the CFD model. Therefore, the time
required for the initialization of a ROM with 100 modes equals the simulation
of approximately 740 seconds of real time with CFD. Thus, once longer run
times are required, it may become interesting to ﬁrst construct the ROM, and
then use it instead for the simulation.
5.4 Conclusion
In the current study, a reduced order modeling method is introduced which
allows to simulate the dispersion of a pollutant in a built environment faster
than real-time. To this end, a Krylov-subspace projection-based model
reduction method using the Arnoldi algorithm is applied for a CFD model.
The method results in a stable ROM, and the algorithm is formulated in such
a way that it can be used with any choice of CFD solver. We simulate the
pollutant dispersion using an Eulerian approach where the concentration is
formulated as a transient three-dimensional advection-diﬀusion problem on a
steady velocity background.
To assess the approach, three cases of a time-dependent pollutant emission are
simulated using both the CFD and the ROM. The Doel Nuclear Power Station
was selected as the subject of the study. The simulations show that for all of
the cases, the ROM is well capable of reconstructing both the shape and the
magnitude of the pollutant concentration without signiﬁcant loss in accuracy.
In addition, it is illustrated that increasing the order of the ROM, further
increases the accuracy, i.e. the ROM converges towards the CFD model. After
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initialization, the application of this method resulted in the reduction of the
computational time by a factor of 2500, running 25 times faster than real-time,
including a possible dose assessment. Furthermore, when the computational
cost is looked at, the reduction was more than a factor of 105. It is therefore
clear that the ROM enables for fast dose assessment after the emission of a
radioactive gas.
In the current chapter, a ROM is constructed for the forward modeling of the
dispersion of a non-buoyant, non-reactive gas in a steady, thermally neutral
boundary layer. However, the approach can also be applied in an inverse
modeling context for direct source term estimation from measurements. This






In the event of the release of a chemical, biological or radiological pollutant into
the atmosphere, a fast and accurate estimation of the pollutant dispersion is
vital for the initial emergency assessment [112, 126]. In case the source location
and size are known, atmospheric dispersion models can predict the impact of
the pollutant on the surroundings (cf. Chapter 3, 4, and 5). Because of their
predictive nature, these models are often referred to as forward models [112].
In most cases however, the source is not known a priory and the emergency
response is triggered after the detection of a pollutant by monitoring systems.
Therefore, the fast reconstruction of the pollutant source using measurements
is essential for a proper emergency response [112, 123, 126].
Much attention has been devoted to address the inverse modeling challenge,
i.e. the reconstruction of the pollutant source based on measurements. The
problems reported in the literature range from single point sources [72, 123] to
multiple point sources [44, 124, 126, 150, 159], and from steady state releases
[2, 112, 126] to transient releases [161, 2, 57]. In general, the inverse modeling
The material in this chapter is submitted for publication in
“Lieven Vervecken, Johan Camps, and Johan Meyers. Multi-source reconstruction of
near-range atmospheric dispersion using a one-shot optimisation approach. Boundary-Layer
Meteorology, submitted for publication.”
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methods can be categorized into probabilistic and optimization methods [162,
146]. The former focus on reconstructing probabilities of the source parameters.
These techniques are often based on Bayesian inference [33, 72, 150, 159] and
Markov chain Monte Carlo sampling [33, 57], although other methods such as
the minimum relative entropy method used by Ma et al. [84] are also found.
However, due to the need for prior information and expensive computational
requirements, probabilistic methods are less applicable in emergency situations
[126]. With the optimization approach, the source parameters are chosen
such that a predeﬁned objective, e.g. the error between simulation and
measurements, is minimized [2, 74, 83, 126].
Each of these methods usually requires many iterations, i.e. the forward and/or
backward model needs to be solved multiple times [112]. As a result, applying
these methods to a full size three-dimensional dispersion model using CFD is
computationally too expensive for practical applications such as fast source
estimation [91, 84]. For such applications, the near-range dispersion remains
therefore often modeled using Gaussian-based plume models or other simpliﬁed
models (see, e.g. Ref. [83, 84, 113]). This unavoidably results in a loss of
accuracy.
In the current chapter, we propose a fast and accurate method for the
reconstruction of transient, multi-source emissions based on CFD modeling
and near-range measurements. The problem is formulated as a least squares
problem, comparing the time-dependent measurements to model prediction.
Since this type of problems tends to be ill-conditioned [44, 126], regularization
is added to improve the solvability. The optimization is constrained by the
forward dispersion model which is given by the transient three-dimensional
advection-diﬀusion problem on a steady three-dimensional velocity background.
First-order optimality conditions are derived from the Lagrangian for this
problem. By limiting the possible sources to a ﬁnite number of possibilities, a
Krylov-subspace projection-based model reduction method using the Arnoldi
algorithm (cf. Chapter 5) can be applied to each of the derived conditions.
As a result, the degrees of freedom (DOF) of the problem are reduced to such
extent that the optimal solution can be solved in one shot from the optimality
conditions. We test the methodology using three case studies. Because
concentration measurements corresponding to multiple emissions are scarce, we
generate a series of virtual measurements at the Doel Nuclear Power Station
using the full CFD model. By adding synthetic noise to the measurements, the
robustness of the method is examined.
This chapter is further organized as follows. First, in section 6.1, the
optimization problem is deﬁned and the optimality condition is derived. Next,
in section 6.2, we present the model order reduction methodology employed
to reduce the size of the optimization problem. We detail the three source
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Figure 6.1: Graphical representation of a typical source reconstruction problem.
reconstruction cases considered in the current work and the numerical set-
up of our simulations in section 6.3. The simulation results are discussed in
section 6.4, followed by the conclusions in section 6.5.
6.1 Methodology
Given a series of measurements yˆ(t) = [yˆ1(t) yˆ2(t) . . . yˆM (t)] in time at
M diﬀerent locations xi, the aim is to determine the spatial and temporal
distribution of the pollutant source σ(x, t) that most closely reproduces the
measurements (cf. Fig. 6.1 for a graphical representation). The measurements
can either be the local concentrations or a derived quantity such as radiological
dose rates. We formulate the source identiﬁcation problem as a regularized,
least squares problem. To that end, the cost functional J is deﬁned as

























where y(t) = [y1(t) y2(t) . . . yM (t)] are the reconstructed measurements, Ω is
the physical domain, and T is the measurement time horizon. The ﬁrst term
represents the L2-norm of the error between measurements and reconstructed
measurements given the estimated source. Regularization is added to the
cost functional in the second and the third term. They penalize the non-
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compactness of σ, and the magnitude of the rate of change of σ in order to
obtain a well-posed problem (see, e.g., Ref. [2] for a discussion). In the current
work, the regularization strength is controlled by parameters β = 5 · 10−12 and
γ = 100β (see Section 6.4 for the motivation of this choice).
The optimization problem is subject to the forward relation between the
sources and the measurements. Consider the three-dimensional dispersion of
a non-buoyant, non-reactive gas in a steady, thermally neutral boundary layer.
For a given wind direction and known site geometry, the three-dimensional
mean velocity ﬁeld 〈u〉(x) and the turbulent viscosity νt can be obtained
from a standard CFD model, e.g., either using RANS turbulence modeling
or LES turbulence modeling. The dispersion is then modeled using a time-
dependent three-dimensional advection-diﬀusion problem (cf. Eq. 2.12). The
minimization problem under consideration is therefore a PDE-constrained,
convex optimization problem that corresponds to
min
(c,σ,y)




+∇ · 〈u〉c−∇ · νt
Sct
∇c = σ in Ω× (0, T ]
yi = fi(c) in (0, T ] for i = 1 . . .M
(6.3)
where the function fi relates the pollutant concentration in the domain to the
measurements at measurement point i. In the current study, we presume that
c(0) = 0 and that function fi is linearly depending on c such that fi(c) =∫
Ω
ψi(x)c(x)dΩ where ψi characterizes the spatial sampling properties of the
measurement equipment near the measurement point xi. For instance, for a
point measurement, ψi(x) = δ(x − xi). However, e.g., for radioactive dose
measurements, it can be a more complicated function (see §2.4.2).
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We introduce the Lagrange multipliers ς(x, t) and ϕi(t) to construct the
Lagrangian for this problem as








































(−yi + fi)ϕidt, (6.4)
where ϕ = [ϕ1 ϕ2 . . . ϕM ]. Since the critical point of Eq. (6.4) corresponds
to the solution of Eq. (6.2), the ﬁrst-order optimality conditions for Eq. (6.2)
are obtained by imposing that the variation of the Lagrangian with respect to
each of its variables is equal to zero. Optimality is therefore reached when (see
Appendix A for the full derivation)
∂c
∂t
+∇ · 〈u〉c−∇ · vt
Sct
∇c = σ, (6.5a)
−∂ς
∂t














(0) = 0, (6.6)
ﬁnal conditions
ς(T ) = 0,
∂σ
∂t
(T ) = 0, (6.7)
and boundary conditions
c(∂Ωinlet) = 0, ς(∂Ωoutlet) = 0. (6.8)
At the other boundaries, Neumann boundary conditions apply to c and ς.
Spatial discretization of Eqs. (6.5a-c), e.g. using a ﬁnite-volume approach,
on a grid of n cells, and temporal discretization into nt intervals, e.g. using
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the implicit Euler method for the ﬁrst order time derivative and the central
diﬀerence approximation for the second derivative, results in a large linear























σ˜k−1 − 2σ˜k + σ˜k+1
∆t
− Inς˜k = 0, (6.9c)
where k = 1 . . . T , c˜(t), ς˜(t), and σ˜(t) ∈ Rn are the solution vectors containing
the concentration, the adjoint concentration, and the pollutant emission rate of
every cell in the domain, respectively. The matrix In is a n×n identity matrix,
the matrix A ∈ Rn×n is the discrete representation of the advection and the
diﬀusion operator, including the spatial boundary conditions for the forward
equation (Eq. 6.5a), the matrix A∗ ∈ Rn×n is similarly deﬁned for the backward
equation (Eq. 6.5b), the vector Ψi ∈ Rn is the spatial discretization of ψi, and
ΨTi c˜ is the discrete representation of fi(c). Unfortunately, the combination of
the initial condition for c and the ﬁnal condition for ς impedes solving Eq. (6.9)
through classical time- marching. Instead, the solution can only be obtained
by solving the coupled system
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T ∈ R3n. Further, superscript ic indicates a modiﬁed matrix
accounting for the initial conditions. Finally, D, L, and R ∈ R3n×3n are deﬁned
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as
D =












 − In∆t 0 00 0 0
0 0 γ∆t2 In
 , (6.12)
R =
 0 0 00 − In∆t 0
0 0 γ∆t2 In
 . (6.13)
Considering a typical mesh size of 107 cells and nt in the order of 103, the
DOF of the system of Eq. (6.10) is approximately 3 × 1010. It is clear that
the system is computationally too expensive to solve in real time for practical
applications.
6.2 Reduced order system
In order to be applicable to practical problems, the DOF of the system in
Eq. (6.10) must be reduced considerably in size. This can be achieved by
reducing the order of each submatrix D, L, and R. In Chapter 5 it is illustrated
that for a linear advection-diﬀusion problem eﬀective MOR can be achieved by
projection of the original system onto a Krylov subspace. However, this requires
a priori knowledge of the spatial distribution of the source term. While this
is the case for the adjoint equation, where the measurement locations serve
as source locations (cf. Eq. 6.9b), the source locations are not known for the
forward equation (cf. Eq. 6.9a) as this is essentially the nature of a source
reconstruction problem.
Thus far, no prior assumptions regarding the spatial or time distribution of the
source are made although in practice the number of possible source locations
is often limited to a ﬁnite number of possibilities. Among others, these could
be the exhausts from chimneys, valves, piping, and tanks. By constraining
the source locations xj to a limited number of locations S, the source can be






98 FAST SOURCE RECONSTRUCTION FROM NEAR-RANGE MEASUREMENTS
where bj(x) can either represent a point source in which case bj = δ(x−xj) or








bj(x)bi(x)dΩ = 0, i.e. that sources are spatially
disjoint. In fact, it is straightforward to omit this condition, but this leads
to more complex matrix notations below, and for most practical cases this
presumption is justiﬁed.
Each source bjσj results in a concentration ﬁeld cj(x, t) and since the problem
is linear the total pollutant concentration can therefore be reconstructed as
c(x, t) =
∑S
j cj(x, t). Furthermore, from Eq. (6.5b) it is readily seen that the
adjoint of the concentration ﬁeld can be decomposed as ς(x, t) =
∑M
i ςi(x, t)
by considering each measurement location separately. Therefore, the system




+∇ · 〈u〉cj −∇ · vt
Sct













 for i = 1 . . .M,
(6.15b)








bj(x)ςi(x, t)dΩ for j = 1 . . . S,
(6.15c)
and where ‖bj‖2 =
∫
Ω
bj(x)bj(x)dΩ. The set of S equations in Eq. (6.15c)
simply follows from the fact that we have selected a ﬁnite-dimensional spatial
representation for σ(x, t), i.e. using Eq. (6.14). Thus, Eq. (6.15c) is obtained





Spatial discretization of Eqs. (6.15a) and (6.15b) results in M + S coupled
systems of order n, each of the form
dα˜i
dt
+Aiα˜i +Bis = 0, (6.16)
where αi is either cj or ςi, the matrix Ai (or A∗i in case of a backward equation)
is the discrete representation of the advection and the diﬀusion operator,
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including the spatial boundary conditions, and the vector Bi contains the
contribution of every cell to the source. Hence, Bi is the spatial discretization
of bi in case of the forward equations, and B∗i = Ψi in case of the backward
equations. We further note that source input s(t) = σj(t) (j = 1 . . . S) in case





j=1 cjdΩ (i = 1 . . .M) in
case of backward equations.
It is now possible to reduce the order of the system of Eq. (6.16) to r (≪ n) by
projection of the original system onto a Krylov subspace of order r. A system
of strongly reduced order is obtained in this way which behaves similar to the
original system. To this end, the discrete solution vector α˜i is approximated
by α˜i ≈ Viα¯i, where projection matrix Vi ∈ Rn×r is an orthogonal basis of a
Krylov subspace and α¯i is the corresponding reduced-order solution vector.
Substitution of this approximation in Eq. (6.16) followed by the Galerkin
projection results in the ROM (cf. Chapter 5). For instance for the forward
equation, the ROM is given by
dc¯j
dt
+ V Tj AjVj c¯j + V
T
j Bjσj = 0, for j = 1 . . . S (6.17)
where Ar,j = V Tj AjVj and Br,j = V
T
j Bj for j = 1 . . . S. We construct the
projection matrix Vi using the one-sided Arnoldi algorithm in order to ensure
stability of the ROM. Note that because the Arnoldi algorithm uses Bi or B∗i
as input for the construction of Vi, the algorithm must be repeated for each of
the M + S systems. However, once set up, the ROMs can be applied to any
source reconstruction problem for the given wind direction.
After temporal discretization, the discretized system of equations of reduced








































i = 0 for j = 1 . . . S,
(6.18c)










i , Cj =




j Vi (for i = 1 . . .M and j = 1 . . . S). In matrix notation,
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the system can be written in the same form as Eq. (6.10), but with
vk =
[
c¯k1 · · · c¯kS ς¯k1 · · · ς¯kM σk1 · · ·σkS
]T ∈ R((r+1)S+rM), (6.19)
bk =
[
0 · · · 0 B∗r,1yˆk1 · · ·B∗r,M yˆkM 0 · · · 0
]T ∈ R((r+1)S+rM), (6.20)




























. . . 0






















































. . . 0

















. . . 0





















Figure 6.2: Computational domain with source locations (◦) and measurement
locations (•).
As shown in Chapter 5, r around 100 yields good results for 3D atmospheric
dispersion problems. Further considering nt in the order of 103, and S =M =
5, the DOF of the time-discretized system is now in the order 106. Hence,
by application of the model reduction, the DOF of the system of ﬁrst order
optimality is reduced to a solvable size.
6.3 Case set-up
In this section, we ﬁrst detail the site considered in the current work and the
locations of the monitoring points in §6.3.1. Next, in §6.3.2, the computational
set-up that is used to construct the ROMs and to solve the optimization
problem, is elaborated.
6.3.1 Case description
A time-dependent pollutant release at the Doel Nuclear Power Station from two
diﬀerent locations is the subject of the present case study. The geometry of the
case is identical to that of Chapter 5 and is shown in Fig. 6.2. It includes four
cylindrical reactor buildings, two hyperbolic cooling towers of 176 m high and a
number of cuboid auxiliary buildings. A uniform roughness length z0 = 0.01 m
corresponding with short grassland is set for the ground. The wind is set to
come from the southwest which is the prevailing wind direction for this location.
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The friction velocity is set to 0.25 ms−1 which corresponds to a wind speed of
20 kmh−1 (= U) at 74 m altitude (= L) according to the logarithmic velocity
proﬁle. This altitude corresponds to the height of the chimney of Doel 3.
In order to verify our methodology, we perform a source reconstruction using
virtual measurements (yˆi(t) for i = 1 . . .M). The virtual measurements
are constructed by sampling the local pollutant concentration at the six
locations downstream from the pollutant sources (cf. Fig. 6.2) during a
forward simulation of the pollutant dispersion with the full CFD model. Thus
ψi(x) = δ(x − xi). Two hypothetical source locations are considered, i.e. the
chimney of Doel 3 and a ﬁctive leaking tank next to Doel 4. The release of the
pollutant from both Doel 3 (σ1) and the leaking tank (σ2) are modeled as a
Gaussian function in time







for i = 1, 2, (6.24)
where we set τ1 = U/L and τ2 = 1.5U/L. The parameter θi is chosen such that∫∞
0
σi(t
′)dt′ = 1. Three cases are considered, i.e. a single release from Doel 3,
a single release from the leak, and a simultaneous release from the chimney
and the leak. In order to test the robustness of the methodology, a set of
noisy measurements is derived from the noise-free measurements by rescaling
the sample values by a random number chosen from the interval [1− α, 1 + α].
In this work, we use α = 0.2.
Once a set of measurements is generated, the source reconstruction methodol-
ogy can be tested. To this end, the generated measurements are used to set
up bk in Eq. (6.20) for each time step (k = 1 . . . nt). The reconstructed source
proﬁles are subsequently obtained by solving Eq. (6.10) in its reduced form,





i Vic¯i for each measurement locations (j = 1 . . .M).
In order to assess the quality of the reconstructed source with respect to the
true source (σˆ), two performance measures are used, i.e., the fractional bias






































It is readily seen that a perfect reconstruction would yield FB and NMSE = 0.
In addition, both performance measures are also applied to the reconstructed
measurements with respect to the “true” measurements.
6.3.2 Computational set-up
For a given set of wind conditions, matrices D, L and R (cf. Eq. 6.21 – 6.23)
can be set up a priori. First, the steady velocity ﬁeld and the eddy viscosity are
solved by performing a RANS simulation. The k− ǫ model in which the model
coeﬃcients are chosen in accordance with Richards and Hoxey [108] is applied
to provide turbulence closure. Also the boundary conditions for the velocity
ﬁeld simulation are set in accordance with Richards and Hoxey [108]. The
transport equations are spatially discretized using second-order schemes on a
fully hexahedral mesh consisting of 8.0 M cells. The mesh is gradually reﬁned
towards the buildings, following the COST 732 and AIJ guidelines [47, 138].
The simulation is performed using the OpenFOAM ﬁnite-volume open-source
simulation platform on 40 processors distributed over two nodes, installed with
Intel Xeon E5-2680 v2 processors and interconnected through DDR inﬁniband.
Convergence is assumed after the residuals have dropped below 10−7.
Next, the ROMs are constructed for the each of the forward and adjoint
equations of Eqs. (6.15a) and (6.15b). Because we consider two diﬀerent source
locations (S = 2) and six measurement points (M = 6), eight diﬀerent ROMs
are therefore set up. For every forward equation in Eq. (6.15a), the projection
matrix Vi (cf. Eq. 6.17) is constructed using Algorithm 2 in Chapter 5 from
a sequence of steady state solutions to the advection-diﬀusion equation with
diﬀerent source terms given by the algorithm. To that end, OpenFOAM is used,
with the same mesh as the RANS simulation discussed above, and using the
background velocity ﬁeld obtained from the RANS. Following Chapter 5, we use
100 modes per ROM, so that 100 steady-state advection-diﬀusion simulations
are required per ROM. For the further implementation of the algorithm we use
the Petsc library [7, 8, 9].
The ROMs for the adjoint equations (cf. Eq. 6.15b) are constructed using the
same methodology as the forward equations. The steady state adjoint equation
in OpenFOAM is simply obtained by changing the sign of the velocity ﬂux in
the advection term of the forward equation. Subsequently, the steady-state
solutions for the diﬀerent source terms are obtained using false time-stepping.
This source terms are again determined by Algorithm 2 in Chapter 5.
Once D L and R are set up, the reconstruction can be applied to any set of
time-dependent measurements obtained at the locations considered and under
the given wind conditions. In order to solve the system of Eq. (6.10), a parallel
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direct solver based on dense LU factorization provided by the Petsc library is
used with one processor for every 2 × 105 DOF. In total 2250 time steps are
simulated for the source reconstruction. With a time step of ∆t∗ = 0.02, this
corresponds to t∗ = 45 or approximately 10 min real-time when considering
a wind speed of 20 kmh−1 at 74 m altitude. With six measurement locations
and one source included in the simulation, the DOF of the system of Eq. (6.10)
equals 1.59 × 106. Using default tools provided by Petsc library, it takes 582
seconds on seven processors to obtain a solution. In case two sources are
considered, DOF of the system of Eq. (6.10) increases to 1.82 × 106 which
takes 720 seconds to solve on nine processors. Hence, the required simulation
time is in the order of the simulated physical time span with room for further
numerical optimization.
6.4 Results
In this section, the results of the cases studied are presented by comparing the
reconstructed sources and related measurement predictions with the virtual
measurements. First, in §6.4.1, the results of the single emission are discussed
in detail. Subsequently, in §6.4.2, the results of the source reconstruction with
multiple sources are presented.
6.4.1 Single source
The pollutant emission from the Doel 3 chimney is used to discuss the general
simulation results. The concentration measurements at the six locations
indicated in Fig. 6.2 are used to reconstruct the time-dependent pollutant
source. For each of the measurement locations, a ROM is constructed for
use in Eq. (6.18b). The chimney is the only possible source considered for
the construction of the ROM in Eq. (6.18a). Thus, in total seven ROMs
are included in the system. Before looking in detail at the quality of the
reconstructed source, we ﬁrst look at the non-dimensional concentration at
measurement locations M1 and M2 as function of the non-dimensional time
t∗, shown in Fig. 6.3a. In this graph, solid circles represent the noise-free
artiﬁcial measurements, i.e. the true concentration proﬁle, while the crosses
represent the measurements with additional noise. It is observed that the
reconstructed proﬁles are almost perfectly overlapping and closely match the
noise-free measurements. The peak concentration is slightly underestimated
but the diﬀerence is negligible. In addition, from the small diﬀerence between

























Figure 6.3: Proﬁles of the the non-dimensional concentration c∗(= cUL2/R)
(a), and the non-dimensional source σ∗i (= σiL
3/R) (b) for an emission from
Doel 3. Symbols: (•): Noise-free measurement; (+): Noisy measurement
(α = 0.2) at M1; (×): Noisy measurement (α = 0.2) at M2. Lines: (—
): Reconstructed proﬁle using noise-free measurements; (−−): Reconstructed
proﬁle using noisy measurements.
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that the noise on the measurements has a negligible eﬀect on the source
reconstruction.
The corresponding time evolution of the non-dimensional reconstructed source
σ∗1 is shown as a function of the non-dimensional time t
∗ in Fig. 6.3b. A
close match is found between the reconstructed proﬁles, using either noise-
free or noisy measurements, and the Gaussian proﬁle imposed for producing
the artiﬁcial measurements. At the time of peak emission rate t∗ = 5,
the diﬀerence between the reconstructed proﬁles and the imposed proﬁle is
less than 1.6%. Towards the tails of the proﬁle, t∗ ≈ 2.5 and t∗ ≈ 7.5,
the diﬀerence increases slightly but it remains well within the acceptable
limits. The total amount of pollutant emitted, i.e. the time integral of the
emission rate, is underestimated by 0.74% and 1.57% when using noise-free
and noisy measurements, respectively. Clearly, the method is well capable of
reconstructing emission proﬁle of a single source.
The results of Fig. 6.3 are obtained using regularization parameters β = 5·10−12
and γ = 5·10−10. These parameters can often be selected from the corner in the
L-curve which results from plotting the norm of the solution against the norm
of the residual on a log-log scale [63, 71]. Unfortunately, very low values for
the regularization parameters negatively inﬂuence the solvability of the system
in Eq. (6.10). As a result, the current case does not yield the typical L-shape
due to the limited lower range of the parameters for which a solution could
be obtained. Therefore, we employ an alternative approach to chose β and γ
by investigating the eﬀect of their value on the quality of the FB and NMSE.
Remind that FB measures the mean bias, i.e. the error on the total amount
of pollutant emitted and measured, while NMSE measures more the scatter of
the error (cf. §6.3.1). The evolution of the absolute value of FB as function
of β and γ is shown in Fig. 6.4a for the noisy measurements with α = 0.2,
and in Fig. 6.4b for the corresponding reconstructed source. In these graphs,
the white circle indicates the values for β and γ employed in the present work.
It is observed that the FB decreases monotonously with decreasing β and γ
for both the measurements and the source. Although very close in value, the
mean biases are not exactly identical due to the random noise added to the
virtual measurements. In general, it can therefore be stated that increasing
either β and γ, i.e. adding more regularization to the cost functional, increases
the absolute value of the FB for both the source and the measurement. Hence,
a small amount of regularization is favorable in order to keep the FB close to
zero.
However, a small mean bias does not give any information regarding the
existence of oscillations. For this, the evolution of the NMSE of the source
in Fig. 6.5b can be used. It can be deduced that a too small amount of
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Figure 6.4: Contours of the absolute value of FB for the emission from Doel 3
as function of regularization parameters β and γ. (a) Noisy measurements
(α = 0.2); (b) Source; White circle indicates the values that were used in the
present case.
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Figure 6.5: Contours of the NMSE for the emission from Doel 3 as function
of regularization parameters β and γ. (a) Noisy measurements (α = 0.2); (b)
















Figure 6.6: Contour of the sum of the steady adjoint ﬁeld (
∑
i ςi) at the ground
and the building surface for (a) measurement locations M1, M3, M5, and (b)
measurement locations M2, M4, M6.
damping of unphysical negative emission rates. At β ≈ 5 · 10−12 and
γ ≈ 5 · 10−10, the NMSE is minimal. For larger values of the regularization
parameters, the NMSE increases due to the increase in FB. An increasing
NMSE is also observed for decreasing values of β despite the decrease in FB.
This is only possible with the occurrence of oscillations. The minimal value for
the NMSE of the source motivates our choice for the use of β ≈ 5 · 10−12 and
γ ≈ 5 · 10−10 in this work.
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Finally, it is worth noting that the steady-state adjoint ﬁeld ςi of a measurement
locationMi can be interpreted as the sensitivity of the particular measurement
location to a source in the domain. A source at a location with a large value for
ςi is therefore more easy to measure at location Mi. The contour plots of the
sum of the steady-state adjoint ﬁelds at the ground and the building surface for
the ﬁrst row of the concentration measurement locations considered is show in
Fig. 6.6a, and for the second row in Fig. 6.6b. Obviously, sources upstream but
close the measurement location are the most easily detected. In addition, it is
found that an emission from Doel 3 is more easily measured at M1, M3 and
M5. At M2, M4 and M6, an emission from Doel 4 will be more easily detected.
Note that for wind coming from the southwest, the six measurement locations
considered in this work are not sensitive to an emission from Doel 1 or Doel 2.
6.4.2 Multiple sources
In order to study the capabilities of the methodology with respect to multiple
possible sources, we ﬁrst apply the methodology to a Gaussian-shaped release
from the leaking tank while considering both the chimney of Doel 3 and the
tank next to Doel 4 as possible sources. Next, a simultaneous release from
Doel 3 and the leaking tank is studied. We further also show that the method
produces unphysical results in case the true source location is not included in
the reduced-order model, emphasizing the importance of including all possible
sources in the set 1 . . . S of the forward ROMs.
We now ﬁrst turn to the case of the Gaussian-shaped release from the leaking
tank next to Doel 4 while considering both the chimney of Doel 3 and the tank
as possible sources. Because we consider two diﬀerent source locations and six
measurement points, in total eight ROMs are used for the reconstruction. As
illustrated in Fig. 6.7a, the reconstructed concentration proﬁles match the noise
free measurements closely. At M1, the measurements and the reconstructed
proﬁles match nearly perfectly. Also at M2, a close match is found although
the peak concentration is slightly underestimated. Again, nearly no diﬀerence
is observed between the reconstructed concentration proﬁles using either the
noise free measurements or the noisy measurements.
In Fig. 6.7b and Fig. 6.7c, the evolution of the non-dimensional reconstructed
sources σ∗1 and σ
∗
2 from Doel 3 and the leaking tank, respectively, are shown
as a function of the non-dimensional time t∗. No pollutant was emitted from
the chimney at Doel 3 and only a very small non-zero emission rate is found
(Fig. 6.7b). This is the case when using noise free measurements (α = 0.0)
and when using noisy measurements (α = 0.2) for the source reconstruction.


































Figure 6.7: Proﬁles of the non-dimensional concentration c∗(= cUL2/R) (a),
and the non-dimensional source σ∗i (= σiL
3/R) from Doel 3 (b), and from
the leaking tank (c). Symbols: (•): Noise-free measurement; (+): Noisy
measurement (α = 0.2) at M1; (×): Noisy measurement (α = 0.2) at
M2. Lines: (—): Reconstructed proﬁle using noise-free measurements; (−−):
Reconstructed proﬁle using noisy measurements.
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relatively well with the true emission rate. At peak emission rate, the diﬀerence
between the reconstructed peak emission rate and the true emission rate is
approximately 10%. Further, a time shift of ∆t∗ = 0.36 is found between
both peaks. The smaller peak emission rate is compensated for by a moderate
overestimation of the emission rate at t∗ ≈ 9 . . . 11 as the diﬀerence in the
total amount of pollutant emitted is only 1.6% using either the noise free
measurements or the noisy measurements.
Next, the simultaneous release of two Gaussian-shaped emissions from Doel 3
and the leaking tank is studied. In Fig. 6.8a, the resulting non-dimensional
concentration proﬁles c∗ observed at M1 and M2 as function of the non-
dimensional time t∗ is shown. It is observed that the reconstructed proﬁles are
almost perfectly overlapping and closely match the noise-free measurements.
The eﬀect of the addition of random noise to the measurements is again
negligible.
The time evolution of the non-dimensional reconstructed source σ∗1 from Doel 3
is shown in Fig. 6.8b. The proﬁle ﬁts acceptably well with the Gaussian proﬁle
for both the noise free and noisy measurements. The largest diﬀerences are
found at peak emission rate, which is underestimated by 9.3%, and in the tail
of the emission at t∗ ≈ 7.5. These are compensated for by an increased emission
rate from the leaking tank at t∗ ≈ 4 and a decreased emission rate at t ≈ 8, as
shown in Fig. 6.8c. Although the reconstructed proﬁle ﬁts the true proﬁle less
well compared to the emission from Doel 3, the correspondence is satisfactory.
Furthermore, the diﬀerence in total amount of pollutant emitted between the
true emission and the reconstructed emission is 1.1% for Doel 3 and 0.34% for
the tank when using noise-free measurements, and 2.8% for Doel 3 and 1.1%
for the tank when using noisy measurements. Hence, despite the deviation is
emission proﬁles, the total amount of pollutant emitted is predicted accurately
by the reconstruction.
Finally, we consider the emission of a pollutant from a source location not
taken into account in the forward ROMs. More speciﬁcally, the measurements
are generated using an Gaussian-shaped emission from Doel 4 but only the
chimney of Doel 3 and the leaking tank are regarded as possible sources. When
inspecting the reconstructed concentration proﬁles for locations M5 and M6
in Fig. 6.9a, the measurement locations with the largest measured values, a
large deviation with measurements is observed. Neither the magnitude nor the
timing matches with the measurements. The reconstructed source proﬁle from
Doel 3 is shown in Fig. 6.9b. A strongly ﬂuctuating and unphysical proﬁle is
found with a large negative peak at t∗ ≈ 5. Also the emission proﬁle for the
leaking tank shows these large ﬂuctuations with large negative values (Fig. 6.9c).
Furthermore, both source proﬁles show an almost perfectly inverted behaviour




































Figure 6.8: Proﬁles of the non-dimensional concentration c∗(= cUL2/R) (a),
and the non-dimensional source σ∗i (= σiL
3/R) from Doel 3 (b), and from
the leaking tank (c). Symbols: (•): Noise-free measurement; (+): Noisy
measurement (α = 0.2) at M1; (×): Noisy measurement (α = 0.2) at
M2. Lines: (—): Reconstructed proﬁle using noise-free measurements; (−−):
Reconstructed proﬁle using noisy measurements.






































Figure 6.9: Proﬁles of the non-dimensional concentration c∗(= cUL2/R) (a),
and the non-dimensional source σ∗i (= σiL
3/R) from Doel 3 (b), and from
the leaking tank (c). Symbols: (•): Noise-free measurement; (+): Noisy
measurement (α = 0.2) at M5; (×): Noisy measurement (α = 0.2) at
M6. Lines: (—): Reconstructed proﬁle using noise-free measurements; (−−):
Reconstructed proﬁle using noisy measurements.
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with large negative values. This shows that it is of prime importance that all
possible sources are included in the set 1 . . . S of the forward ROMs. If this is
not the case, unphysical signals are found characterized by large ﬂuctuations
and large negative source values.
6.5 Conclusion
In the current chapter, a fast method for the reconstruction of transient, multi-
source emissions based on CFD modeling and near-range measurements, is
elaborated. To this end, the problem of the source reconstruction is formulated
as a regularized least squares problem comparing the measurements to model
predictions. Regularization is added to the cost functional in order to obtain a
well-posed problem by penalization of the non-compactness and the magnitude
of the rate of change of the source. The transient three-dimensional advection-
diﬀusion problem is used to link the source to the concentration in the domain.
Moreover, by limiting the possible source locations to a ﬁnite number of
possibilities, a Krylov-subspace projection-based model reduction method using
the Arnoldi algorithm can be applied. The size of the resulting system is
reduced to such extent that the optimal solution can be found in one step
by directly solving the coupled optimality conditions. Using default tools
provided by Petsc library, only a few minutes are required to obtain the optimal
prediction of the sources.
To assess the approach, three cases of a time-dependent pollutant emission at
the Doel Nuclear Power Station are considered. For each case, a set of artiﬁcial
measurements is constructed by sampling the local pollutant concentration
during a forward simulation using the full CFD model. In order to test the
robustness of the methodology, 20% noise is added to these measurements.
The set of artiﬁcial measurements are thus used as input for the source
reconstruction methodology, and reconstructed sources are compared to the
original sources.
When considering a single source, the simulation shows that the time evolution
of the source can be reconstructed to a high level of accuracy. Also when
considering multiple possible sources, the emission proﬁles match well with
the proﬁles imposed. No signiﬁcant diﬀerences in emission proﬁles were
found between the reconstructions using the noise-free and noisy measurements.
Furthermore, the estimated total amount of pollutant emitted diﬀered no more
than 2.8% for the cases considered. The methodology has therefore shown to
be a robust method for the source estimation of one or multiple possible sources
from measurements.
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In the current work, the regularization strength is determined through
knowledge of the true source proﬁle. In general, this proﬁle is not known
as this is the purpose of the source reconstruction. It might therefore be
interesting to consider alternative methods to the L-curve approach such as
the Generalized Cross Validation approach (see, e.g., Ref. [52]). Further, we
illustrated the importance of including all possible sources in the set of the
forward ROMs. The initialization cost of a ROM however, is non-negligible.
Therefore, for sources in the vicinity of each other, it might be interesting
to consider parametric model order reduction (see, e.g., Ref. [96]). Also for
the extension towards multiple wind directions, this might be interesting to
consider. Finally, the adjoint formulation can serve as an interesting starting





In the current dissertation, near-range atmospheric dispersion modeling using
CFD was investigated in the framework of nuclear emergency preparedness
and response. Computational Fluid Dynamics (CFD) simulations were
preformed using both RANS turbulence modeling and LES turbulence
modeling. Following an Eulerian approach for the simulation a non-buoyant,
non-reactive gas in a thermally neutral atmospheric boundary layer, both
dispersion cases in an open ﬁeld as well as in the built environment were
studied. This eﬀort resulted in new insights and the development new models
and techniques.
We introduced a simple approach to estimate, based on experiments, the correct
level of variability in wind direction that is required for Reynolds-averaged
simulations of pollutant dispersion in the atmosphere. In these simulations,
ﬂuctuations in wind directions are already partly accounted for by the modeled
turbulence; and hence, the eﬀective variability that should be used as a
boundary condition to the simulations, needs to be lower than experimentally
measured. Based on this rationale, and the turbulence level in the simulation,
it is now possible to estimate the required ‘external’ variability. To assess the
approach, we performed a series of numerical simulations covering 45 of the
Prairie Grass experiments [10], i.e. 24 characterized by stable conditions, 15
characterized by neutral conditions, and 6 characterized by unstable conditions.
Four diﬀerent models were compared, i.e., (1) a Gaussian model, and RANS
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simulations, either using (2) only the mean wind direction (‘mean-wind’ RANS),
(3) using the full wind-direction variability as observed in the experiment (‘σα–
RANS’), or (4) using a reduced level of variability (‘σe–RANS’). We found
that including wind variability signiﬁcantly improves predictions over ‘mean-
wind’ RANS models, and the Gaussian model. However, when using the
full range of variability measured in experiments (‘σα–RANS’) lateral plume
spreading is overpredicted. Reducing the variability by removing what is
already represented in the RANS turbulence model, leads to a signiﬁcant
improvement of predictions. To further quantify this, we employed the model
performance criteria of Chang and Hanna [30], and found that the ‘σe–
RANS’ simulations are the only ones that meet all acceptance levels in the
case of neutral atmospheric conditions. In the case of stable and unstable
stratiﬁcation, we found that the model is well capable of reproducing the
centerline concentrations, meeting the model performance criteria regardless
the stratiﬁcation. When taking the oﬀ-centerline measurements into account,
the model reproduces the high concentrations without a signiﬁcant bias or
scatter and improves the prediction of the lower concentrations compared to
the ‘mean-wind RANS’ and ‘σα–RANS’ simulations.
A time-dependent dispersion model for the near-range dispersion of radioactive
gases in a thermally neutral atmospheric boundary layer was developed. To this
end, a CFD model using LES turbulence modeling is coupled with a gamma
dose rate model based on the point-kernel method with buildup factors. The
variability of the gamma ﬂuence rate at ground level was assessed by performing
a set of time-dependent simulations of a constant release of a radioactive gas
into an open ﬁeld. Four diﬀerent release heights were considered in this study
as well as two diﬀerent isotopes, i.e. 41Ar emitting a high energy gamma and
133Xe emitting a low energy gamma. The simulations demonstrated that even
with the very simple setup of the open ﬁeld, a large variation in dose rate from
beta radiation is observed, causing peaks in the dose rate of several orders of
magnitude. Furthermore, also a strongly ﬂuctuating gamma ﬂuence rate with
a clear lower and upper bound was observed at ground level. At a distance
of approximately ﬁfteen times the release height, the variability for both
concentration and gamma ﬂuence rate was found to be the highest, regardless of
the release height or the gamma energy. Note that this observation is only valid
for the current simple release geometry and neutral atmospheric stratiﬁcation.
For high energy gammas of 41Ar, the spread on the observations is not aﬀected
by the release height while this is the case for low energy gammas of 133Xe. For
both cases, this spread can be reduced eﬀectively by performing time-averaging.
However, it is illustrated that neglecting this variability can result in errors up
to a factor of four on the dose estimation when long-term measurements are
used to estimate the resulting dose from short-term exposures. In addition, the
results indicate that the gamma dose measurements from nearby sensors cannot
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be used to accurately estimate the dose from beta radiation. This information
can be particularly useful in uncertainty quantiﬁcation studies and for the
optimization of measurement strategies.
A reduced order modeling method was introduced which allows to simulate
the dispersion of a pollutant in a built environment faster than real-time. A
Krylov-subspace projection-based model reduction method using the Arnoldi
algorithm is applied for a CFD model. The method results in a stable
ROM, and the algorithm is formulated in such a way that it can be used
with any choice of CFD solver. We simulate the pollutant dispersion using
an Eulerian approach where the concentration is formulated as a transient
three-dimensional advection-diﬀusion problem on a steady velocity background.
Three cases of a time-dependent pollutant emission were simulated using both
the CFD and the ROM to assess the approach. The Doel Nuclear Power Station
was selected as the subject of the study. The simulations show that for all of
the cases, the ROM is well capable of reconstructing both the shape and the
magnitude of the pollutant concentration without signiﬁcant loss in accuracy.
In addition, it is illustrated that increasing the order of the ROM, further
increases the accuracy, i.e. the ROM converges towards the CFD model. After
initialization, the application of this method resulted in the reduction of the
computational time by a factor of 2500, running 25 times faster than real-time,
including a possible dose assessment. Furthermore, when the computational
cost is looked at, the reduction was more than a factor of 105. It is therefore
clear that the ROM enables for fast dose assessment after the emission of a
radioactive gas.
Further, a method for the fast reconstruction of transient, multi-source
emissions based on CFD modeling and near-range measurements is elaborated.
The problem of the source reconstruction is formulated as a regularised
least squares problem comparing the measurements to model predictions.
Regularisation is added to the cost functional in order to obtain a well-posed
problem by penalisation of the non-compactness and the magnitude of the rate
of change of the source. The transient three-dimensional advection-diﬀusion
problem is used to link the source to the concentration in the domain. Moreover,
by limiting the possible source locations to a ﬁnite number of possibilities, a
Krylov-subspace projection-based model reduction method using the Arnoldi
algorithm can be applied. The size of the resulting system is reduced to such
extent that the optimal solution can be found in one step by directly solving
the coupled optimality conditions. Using default tools provided by Petsc
library, only a few minutes are required to obtain the optimal prediction of
the sources. To assess the approach, three cases of a time-dependent pollutant
emission at the Doel Nuclear Power Station are considered. For each case, a
set of artiﬁcial measurements are constructed by sampling the local pollutant
120 CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH
concentration during a forward simulation using the full CFD model. In
order to test the robustness of the methodology, 20% noise is added to these
measurements. The set of artiﬁcial measurements are thus used as input for the
source reconstruction methodology, and reconstructed sources are compared to
the original sources. When considering a single source, the simulation shows
that the time evolution of the source can be reconstructed to a high level of
accuracy. Also when considering multiple possible sources, the emission proﬁles
match well with the proﬁles imposed. No signiﬁcant diﬀerences in emission
proﬁles were found between the reconstructions using the noise-free and noisy
measurements. Furthermore, the estimated total amount of pollutant emitted
diﬀered no more than 2.8% for the cases considered. The methodology has
therefore shown to be a robust method for the source estimation of one or
multiple possible sources from measurements.
In summary, the current dissertation demonstrates the large potential of
CFD in the framework of nuclear emergency preparedness and response.
With the development of a fast model for the time-dependent pollutant
dispersion simulation in the built environment, and the development of a
model for fast pollutant source reconstruction based on time-dependent near-
range measurements, it has been demonstrated that accurate forward and
backward near-range dispersion models can be derived with a run time
comparable to Gaussian or Lagrangian models. In addition, the accuracy of
near-range atmospheric dispersion simulations using RANS was improved and
the variability of radiological dose rate from cloud shine due to instantaneous
turbulent mixing processes was examined through LESs. Finally, the new
insights, models and techniques developed in this dissertation, establish a ﬁrm
foundation for future research.
7.2 Future research challenges
The current dissertation presented several aspects of near-range atmospheric
dispersion simulations using CFD in the framework of nuclear emergency
preparedness and response. Nevertheless, many challenges remain before these
can be used for on-line risk management tools. First of all, the current work was
mostly limited to neutral thermal stratiﬁcation. However, an extension towards
non-neutral stratiﬁcation of the ABL is indispensable for practical application
since thermal stratiﬁcation of the atmospheric boundary layer can have an
important inﬂuence on the dispersion. In addition, when LES turbulence
modeling is used, such an extension would also allow to extend the study on
the variability of the dose rate from cloud shine to non-neutral stratiﬁcation.
For instance, stable stratiﬁcation suppresses turbulence and, as a result, the
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variability of the dose rate is expected to decrease. The opposite is true for a
convective boundary layer.
The reduced order modeling of the radioactive pollutant dispersion at the near-
range opens new doors for research and applications in the preparedness and
response phases of nuclear emergencies. Before an on-line monitoring system
can be set up however, a number of research topics need to be addressed. In
the current work, a ROM is constructed for the dispersion of a non-buoyant,
non-reactive gas in a steady, thermally neutral boundary layer for one wind
direction only. This is very limiting for the applicability of the model. In case
of the occurrence of buoyancy eﬀects due to a temperature diﬀerence between
the ambient air and the gas emitted, the can be addressed by estimating an
eﬀective emission height using plume rise models (see, e.g., Ref. [75]). A non-
zero emission velocity can be accounted for in a similar way. However, a direct
handling in the CFD model is preferred. Extending the ROM to the dispersion
of gases with signiﬁcantly higher density than air remains a challenge due to the
strong, non-linear coupling with the momentum equation. Further, a signiﬁcant
part of the initialization cost of the ROM is related to the simulation of the
background velocity ﬁeld. A reduction of the initialization cost of the ROM can
therefore be obtained by a faster evaluation of the velocity ﬁeld. Consequently,
model order reduction of the velocity ﬁeld can be useful to investigate. For
the extension towards multiple wind directions, it might be interesting to
consider parametric model order reduction (see, e.g., Ref. [96]). Also the
automated selection of a suitable order of the ROM remains challenging (see,
e.g., Ref. [115] and Ref. [12]). For the automated selection of the regularisation
strength in cost functional of the source reconstruction problem, it might be
worth investigating alternative methods to the L-curve approach such as the
Generalized Cross Validation approach (see, e.g., Ref [52]). Handling source
locations not taken into account in the forward ROMs remains an open question
as well. Further, the inverse modeling can serve as an interesting starting point
for the optimization of the measurement locations.
Finally, the experimental validation of the model will be key to convince the
CFD and nuclear community of the proper operation of the model. The
collection of a high quality data set is in this context essential. The releases
of small but measurable quantities of radionuclides from existing nuclear
installations can be used to create such a data set. Particularly interesting
is that release quantities are usually well known and existing fence monitoring
around these installations gives continuously data on radionuclide ﬂuency rates
and/or dose rates. Such a data set will be unique for the international
community to test atmospheric dose and dispersion models at the near-range.

Appendix A
Derivation of the optimality
condition
As introduced in section 6.1, the source reconstruction problem can be
formulated as the following regularised least-squares minimisation problem
min
(c,σ,y)




+∇ · 〈u〉c−∇ · νt
Sct
∇c = σ in Ω× (0, T ]
yi = fi(c) in (0, T ] for i = 1 . . .M
(A.2)
The Lagrangian for this problem is constructed by introduction of the Lagrange
multipliers ς(x, t) and ϕi(t), leading to








































(−yi + fi)ϕidt, (A.3)
123
124 DERIVATION OF THE OPTIMALITY CONDITION




(A.1–A.2) is a convex problem, the optimal solution is found for∇J (c, σ,y) = 0.
This condition is met if the variation of the Lagrangian L with respect to each
of its variables is equal to zero. The latter is subsequently used to derive the
optimality conditions.
• By imposing that for any variation δc the Gateaux diﬀerential
Lc(δc) ≡ d
dα































































∇δc · ndSdt, (A.5)
where n is the normal to the outer surface, and ∂Ω is the surface area.
This equation can only hold for any variation δc if
− ∂ς
∂t





ψiϕi = 0, (A.6)
the ﬁnal condition is set to
ς(T ) = 0, (A.7)
and if the boundary conditions for ς are set to ς(∂Ωoutlet) = 0 and
Neumann conditions at the other surfaces.











δςdΩdt = 0. (A.8)
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This can only be zero for any δς if
∂c
∂t
+∇ · 〈u〉c−∇ · vt
Sct
∇c = σ. (A.9)
• The source can be related to the adjoint concentration by taking the



































− ς = 0, (A.12)






(T ) = 0. (A.13)
• The relation between the local measurements yi and concentration is
derived from Lyi(δyi) = 0 for every location i in the domain∫ T
0
(yi + αδyi − yˆi − ϕi)δyidt = 0, (A.14)
and therefore
ϕi = yi − yˆi. (A.15)
• Finally, Lϕi(δϕi) = 0 for every ϕi in ϕ from which it follows that∫ T
0
(−yi + fi)δϕidΩdt = 0. (A.16)
This can only be true for every δϕi if
yi = fi(c) (A.17)
Variables ϕi and yi can be eliminated by substitution of Eqs. (A.15), and (A.17)
into Eq. (A.6). Therefore, the ﬁrst-order optimality is reached when (boundary
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conditions for c included)
∂c
∂t
+∇ · 〈u〉c−∇ · vt
Sct
∇c = σ (A.18a)
−∂ς
∂t














(0) = 0, (A.19)
ﬁnal conditions
ς(T ) = 0,
∂σ
∂t
(T ) = 0, (A.20)
and boundary conditions
c(∂Ωinlet) = 0, ς(∂Ωoutlet) = 0. (A.21)
At the other boundaries, Neumann boundary conditions apply to c and ς.
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