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Abstract
Imaging speed in conventional magnetic resonance imaging (MRI) is limited by the performance
of magnetic field gradients and the rate of power deposition in tissue. Parallel MRI techniques
overcome these constraints by exploiting information stored within the spatial sensitivity patterns
of radiofrequency detector arrays to substitute for some of the spatial information that would
normally be obtained using magnetic field gradients. Parallel MRI strategies have been applied
clinically to increase patient comfort, enhance spatial resolution, expand anatomical coverage,
and reduce image artifacts.
The effectiveness of parallel MRI techniques is largely determined by the amount of spatial
information that is stored in the detector coil sensitivities. This dissertation investigates the
spatial encoding properties of coil arrays from three practical and fundamental perspectives.
First, a novel array design is presented that enables spatial encoding in multiple directions
simultaneously. Second, the impact of inductive coupling between array elements in parallel
MRI is investigated theoretically and experimentally. Finally, electromagnetic calculations are
described that permit computation of the ultimate intrinsic signal-to-noise ratio available to any
physically realizable coil array for parallel MR. These calculations help to establish
fundamental limits to the image accelerations that may be achieved using parallel MRI
techniques. These limits are intrinsically related to the wavelengths of the electromagnetic fields
at MR imaging frequencies. The sensitivity patterns that correspond to the ultimate intrinsic SNR
also represent potential starting points for new coil designs.
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Chapter 1.
Introduction to Spatial Encoding Using Radiofrequency Coil
Arrays
1.1 Historical Overview and General Introduction
Magnetic resonance imaging (MRI) is a valuable tool for both clinical medicine and basic
science. Imaging speed in conventional MRI is limited by the performance of magnetic field
gradients and the rate of tissue power deposition. In recent years, a number of parallel MRI
techniques have been developed that overcome these constraints by exploiting information stored
within the spatial sensitivity patterns of radiofrequency (RF) detector arrays to substitute for
some of the spatial information that would normally be obtained using magnetic field gradients.
Detector arrays are commonly used in MRI because they provide images with a high signal-to-
noise ratio (SNR) across a large field of view (1). This SNR advantage arises because each
detector in an array responds to magnetization from local regions, while ignoring magnetization
(and noise) from the rest of the sample. Parallel MRI methods similarly take advantage of the
local nature of each coil's reception pattern in order to extract additional spatial information
about the sample.
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The use of coil arrays to obtain spatial information and thus accelerate image acquisition was
first proposed in a variety of techniques that were validated through either numerical simulations
or reconstructions of phantom images (2-6). The first use of parallel MRI to obtain in vivo
images was the Simultaneous Acquisition of Spatial Harmonics (SMASH) technique (7). In this
technique, coil sensitivity functions were combined in ways that directly emulated the spatial
harmonic modulations imposed by magnetic field gradients. Subsequent modifications helped
make the SMASH technique more generally applicable to different image planes and array
configurations (8-10). Shortly after the development of SMASH, the Sensitivity Encoding
(SENSE) technique (11) was introduced. SENSE presented the problem of parallel imaging in
terms of a general inverse of the MR signal equation. In the special case where data were
sampled uniformly on a Cartesian grid, SENSE had a particularly simple implementation that
can be expressed as the "unfolding" of aliased image-domain data. This image-domain approach
was similar to the previously-proposed "subencoding" technique (5).
Following the introduction of SMASH and SENSE, a number of other parallel MRI imaging
techniques have been developed (12-20). These various techniques have seen applications in
many areas of clinical medicine as well as basic research. The gains in imaging speeds made
possible using parallel MRI have been used to reduce the breath-hold time for abdominal scans
(21 ) and to increase the temporal resolution in real-time cardiac imaging (22). Dynamic contrast-
enhanced angiography has been a particularly attractive application of parallel MRI (23-25).
Single-shot MR sequences often suffer a degradation in resolution and an increase in image
distortion when the scan time is too long, and parallel MR has been applied to mitigate both
effects (26-28). An RF coil-based technique has been introduced for velocity-encoding of
spectroscopic nuclear magnetic resonance data (29). Parallel MRI approaches have even been
applied as methods of detecting and correcting for motion (30,31) as well as chemical shift (32)
artifacts. Some form of parallel MRI methodology is now available as a standard clinical product
from every major MRI device manufacturer.
When parallel MRI techniques were first introduced, the majority of clinical MRI scanners were
able to acquire data simultaneously from either four or six detector coils. The restrictions on the
number of independent detectors that could be incorporated into an array not only limited the
9
maximum theoretical image acceleration to either four- or six-, but these restrictions also led to a
degradation of image quality for more modestly accelerated images. Early investigations used a
multiplexed array design to incorporate an eight-channel coil array into a single-channel MR
system (33). Recently, largely as a result of developments in parallel MRI, MR systems with
eight independent receiver channels have become routinely available, and specialized coil
designs have been described for these systems (34). Prototype MR scanners have been
introduced with 16(35), 32(36), and 64(37) receiver channels. These new systems offer
substantial flexibility for designing coil arrays optimized for parallel MRI.
While the assembly of simple loop coils into arrays has been effective for parallel MRI, several
investigators have introduced arrays composed of non-standard elements. These alternative
arrays have included a planar microstrip antenna (38,39); the butterfly and loop elements of a
quadrature surface coil (40); a TEM resonator (41); and specialized volume coils (4,42-46).
The freedom provided by the increasing number of available receiver channels, combined with
the rapidly-expanding repertoire of array designs, has led to several fundamental and practical
questions regarding the use of coil arrays for spatial encoding in parallel MRI. This dissertation
addresses three of these important issues. First, because the number of available array channels
will frequently be limited, there is pressure to develop flexible array designs with a limited
number of coil elements that can provide spatial encoding in several directions at once. Second,
as the density of coil array elements continues to increase and as it becomes more difficult to
isolate the elements from each other electrically, there is a question as to whether coupling
interactions between coil elements will limit the effectiveness of parallel MRI techniques.
Finally, as the performance of coil arrays for parallel MRI continues to improve, it is useful to
understand the fundamental limits on coil encoding. To what extent, one might ask, is coil array
design for parallel MRI constrained by the fundamental physical interactions between the coil
array and the sample, rather than being limited only by the imagination of coil array designers?
The remainder of this chapter describes the general principles underlying the use of
radiofrequency (RF) coil arrays for spatial encoding in MRI. Sections 1.2 and 1.3 briefly review
the origins of the MR signal as well as the techniques of gradient encoding that are used in
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conventional MRI. The speed limitations of conventional gradient encoding lead naturally to a
brief introduction to the concepts of parallel imaging.
Once the basic concepts of parallel MRI have been discussed, the use of coil arrays for spatial
encoding is described first qualitatively and then quantitatively. Expressions are derived for the
sensitivity and noise characteristics of a detector array in terms of the electromagnetic
interactions between the array and the sample. Selected coil design concepts are introduced,
followed by a short discussion of complications that are encountered when assessing coil arrays
experimentally..
In Chapter 2, a novel array design with concentric elements is presented that provides for
simultaneous spatial encoding in several directions. In Chapter 3, the impact of inductive
coupling between array elements on the effectiveness of parallel MRI is assessed theoretically
and experimentally. Chapter 4 is devoted to calculating the "ultimate intrinsic SNR" for a coil
array that is used for parallel imaging. The ultimate SNR sets an upper bound on the
performance of any physically realizable coil array. The final chapter of this thesis attempts to
summarize and explore the implications of this work for the design of future coil arrays for high
performance applications of parallel MRI.
1.2 The MRI: Signal
Many textbooks have been written that are devoted to the phenomenon of nuclear magnetic
resonance as well as the basic principles of forming an MR image. The discussions of signal
detection and gradient encoding presented in this section and in Section 1.3 are not intended to
be comprehensive. Rather, these sections are intended to briefly review the general concepts and
basic formalism that will be important for the discussions of receiver-coil encoding presented in
the rest of this dissertation. The basic development of these sections, with some minor changes in
notation, closely follows that provided in the introductory chapters of reference (47).
The MRI experiment involves the manipulation and detection of magnetization within a sample,
which often consists of biological tissue. While it is possible to introduce magnetization into the
11
sample from an outside source, most MRI techniques utilize endogenous magnetization, which is
created by placing the sample inside a strong uniform magnetic field. Atomic nuclei with non-
zero magnetic moments align themselves with the applied field, creating a net macroscopic
magnetization. The most commonly imaged nucleus, because of its abundance in biological
tissues and its high inherent signal level, is that of hydrogen, whose nucleus consists of a single
proton. A sample of protons that is placed in a magnetic field that has magnitude Bo will acquire
a magnetization density at thermal equilibrium equal to (47)
M°(r) B= - h p(r)i, [1.1]4kT
where the z-axis has been placed parallel to Bo, p(r) is the number of protons per unit volume,
7' is the absolute temperature, k is Boltzmann's constant, and y is the proton's gyromagnetic
ratio. The gyromagnetic ratio is specific to a given chemical species, and it describes the ratio of
a spin's magnetic moment to its angular momentum.
Radiofrequency energy is used to excite the protons (generically called "spins") such that a
portion of the net magnetization is rotated from the z-axis into the x-y plane. The magnetization
that reaches the x-y plane precesses with angular frequency about the main magnetic field
B 0. The x- and y- components of the magnetization in the laboratory frame, M(r,t) and
My (r, t), can be written in terms of the magnetization in the rotating reference frame, M.x (r, t)
and My (r, t),
Mx (r, t) = Mi (r, t) cos(ct) + My (r, t) sin(cot)
My(r,t) = -tfx (r,t)sin( ot) + ly (r, t)cs
The angular frequency of precession, co, is known as the Larmor frequency, and it is a function
of the applied field and the spin's gyromagnetic ratio:
o= yBO
.
[1.3]
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The time-dependence of the rotating-frame magnetization in Eq. [1.2] reflects the relaxation of
spins due to energy exchange with the environment as well as loss of coherence due to the
presence of non-uniform magnetic fields. These processes typically occur at rates that are much
slower than the overall precession frequencies of the spins (47). The total transverse
magnetization can be written in complex notation as
M(r, t) = Mx (r, t)i + My(r, t)y
= Re[(i - i)(M(r,t)+ iy(r,t))e-it1, [1.4]
= Re[(i-i )3fM(r,t)ei]e-
where k(r, t) ix (r, t) + iy (r, t), is the complex-valued rotating frame magnetization.
Precessing magnetization gives rise to a time-varying magnetic field on the outside of the
sample, and this time-varying field is detected as alternating magnetic flux through the surface of
a detector coil. The voltage induced in the detector coil is amplified and then demodulated by the
functions cos(oat) andsin(wt) . The signals from the two demodulated channels are combined and
stored as a single complex number:
S (t)= I C(r)M(r,t)d 3r+n(t). [1.5]
sample
In this expression, C(r) is a complex-valued spatial sensitivity function, whose spatial
dependence reflects the fact that the detector interacts more strongly with spins that are in one
part of the sample (usually near the detector) than with spins in other parts of the sample (usually
far from the detector). n(t) is a complex variable representing noise voltages that are recorded
from the real and imaginary channels.
The functional form of the sensitivity, C(r), depends on the details of the detector's design; A
method for calculating this function will be discussed later in this chapter. The physical origins
of the noise, n(t), will also be discussed. For the moment, we simply state that the real and
13
imaginary parts of n(t) are both random functions of time, with zero mean and equal standard
deviation a.
1.3 Spatial Encoding Using Magnetic Field Gradients
Because the precession frequencies and relaxation rates of spins inside a sample depend on the
details of each proton's molecular environment, Equation [1.5] contains a great deal of
spectroscopic information about the sample. The equation offers little information, however,
about where the spins are located. In conventional (non-parallel) MRI techniques, spatial
information is usually obtained by adding to the main magnetic field, B0 , a second z-directed
magnetic field, Bgradien,, that varies linearly with position. If the magnitude of the field
gradient, G, is defined as
G = V(Bgradient )' [1.6]
and the protons are allowed to evolve for a time At, then the overall magnetization density
acquires a spatially-varying phase such that
M'(r, t) = M(r, t) exp(iAtyG r) . [1.7]
The gradient-induced phase in Equation [1.7] can also be written in terms of a wave vector
k AtyG, and Equation [1.5] becomes
S (k)= I C(r)M'(r,k)exp(ik r)d3r+n(k). [1.8]
sample
The MR signal acquired under the influence of a linear gradient corresponds to a single Fourier
component of the underlying magnetization density that has spatial frequency k. Because many
relaxation effects cause magnetization to decay in times that are comparable to the length of
time, At, that the gradients are applied, the magnetization amplitude is, in general, a function of
the k-space point. However, as an initial approximation, the effects of relaxation can be included
in the signal equation as an overall constant. Thus, Eq. [1.8] can be written as
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S (k)- = C(r)M(r)exp(ik r)d3r + n(k), [1.9]
sample
where the quantity M(r) is now assumed to include the effects of relaxation.
The form of Eq. [1.9] implies that, abstractly, each gradient-encoded sample corresponds to a
point in a discretely-sample "k-space." Often, the sampling of k-space is uniform and rectilinear
such that
k = [aAkx, bAky, cAk ] (a, b, c integers). [1.10]
While many MR imaging strategies employ non-Cartesian samplings of k-space, the Cartesian
sampling scheme provides a simple framework for specifying the sampling requirements - and
therefore the time requirements - for image acquisition. The number of points in k-space that
must be obtained in order to acquire an entire image depends on the size of the object being
imaged and the desired spatial resolution. In order to achieve a spatial resolution in the x-
direction equal to Ax, the maximum acquired value of k-space in that direction must be
k a = 1/Ax. The sampling interval, Ak, must also be small enough so that l/Ak. (also known
as the "field of' view") is larger than the object in that dimension. If the sampling interval is too
large, the reconstructed image will suffer from aliasing, and different parts of the image will be
folded on top of each other.
For simple Cartesian sampling schemes, magnetic field gradients can be applied along the three
principal spatial axes (as in the example above), or else linear combinations of gradients may be
used to acquire images in any specified image plane. Regardless of the image plane that is
chosen, the same general acquisition strategy can be used. K-space points along a single axis -
called the frequency encode axis - are acquired under the influence of field gradients that are
applied while the signal is being received. The two axes perpendicular to the frequency-encode
axis are called the phase encode axes. The k-space coordinates in these phase-encode directions
are changed by applying gradients prior to the frequency-encode readout. One entire frequency-
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encode readout is necessary for each increment in the phase-encode direction. "3D" acquisition
strategies have two phase-encode directions, while "2D" sequences only have one.
1.4 Limitations of Magnetic Field Gradients
Magnetic field gradients provide a flexible method for encoding MR magnetization spatially.
The image plane and slice thickness may be tailored for any application, and the technique is
compatible with virtually any contrast mechanism. Fourier encoding also provides inherent noise
averaging when the image is reconstructed. On the other hand, gradient-based techniques can be
quite slow. For each point in the phase-encode direction, the frequency encode readout must be
repeated, and often the entire spin preparation needs to be repeated as well. There are both
practical and physiological limits to how fast this sequential data acquisition can proceed. From a
practical standpoint, gradient switching speeds and data digitization rates are both limited by
technological constraints. On a more fundamental level, rapidly-varying magnetic fields that are
created by changing gradients have the potential to induce currents in the body and cause
peripheral nerve stimulation. In addition, the frequent spin excitations that occur during fast MR
imaging sequences can lead to unwanted tissue heating. The problem of tissue heating is likely to
be especially prominent as human MR scanners are developed at progressively higher magnetic
fields.
1.5 Spatial Encoding Using Detector Coil Sensitivities: Parallel MRI
The practical and physiological limits on imaging speed using magnetic field gradients have
inspired the development of new methods for spatial encoding. One class of new spatial
encoding methods, which has become known as parallel MRI, uses spatial information extracted
from radiofrequency detector coil sensitivities as a substitute for some of the information
normally obtained using magnetic field gradients.
Consider a discrete form of the MR signal equation from a single detector (Eq. [1.8])
S (k) = i C(rj)M(r)eikr, + n (km). [1.11]
pixel j
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In addition, assume that the spatial sensitivity function, C(rj), has been measured. If there are N
pixels to be reconstructed and N acquired k-space points, then Equation [1.11] describes a linear
system with an equal number of equations and unknowns. If the number of acquired k-space
points is reduced by a factor R, then there will be only N/R equations available to reconstruct N
unknown magnetization values, and the linear system will be underdetermined. However, if data
are acquired simultaneously using L coils, there will be an independent set of acquired signal
data S. for each coil. The new linear system,
S(km) = C,(rj)M(rj)e ikmrj + n,(km), [1.12]
pixel j
has L*N/R equations, and the N unknowns can be determined as long as the number of coils is
greater than the reduction in sampling density.
Equation [1.12] is a very general formulation of the process of parallel imaging, and it is the
basis for the Sensitivity Encoding (SENSE) technique (11). The coil sensitivities and the
gradient-induced sinusoidal variations are formally placed in a single encoding matrix B
B(lm),j = C,(rj)e ik "'r . [1.13]
If the acquired signal and noise, together with the magnetization density, are written as column
vectors, then the signal equation becomes
S=BM+n. [1.14]
Within this formalism, reconstructing an image amounts to finding a matrix Bi"n such that Bi"B
is equal to the identity matrix. In practical implementations of parallel imaging, the number of
coils, L, is typically larger than the reduction in k-space sampling, R. As a result, B is a
rectangular matrix, and there are many possible choices for B"'. It has been shown in
References (1 ) and (16) that the minimum-norm solution of Equation [1.14], which leads to an
image reconstruction with the least possible noise, is given by
17
Brinnom= Bt-B) Bt?-1. [1.15]
Here, v is a matrix that describes the noise statistics of the various coils. The diagonal elements
of P are equal to the total noise power received by a given coil, and the off-diagonal elements of
v represent correlations in noise between multiple coils (noise correlations will be discussed at
greater length later).
The SENSE formulation of the parallel MRI reconstruction (Eq. [1.14]), which prescribes an
inverse of the MR signal equation, is straightforward and general. Many more specialized
parallel MRI techniques can be formally classified as modifications of this approach. These
specialized techniques tend to either make the inverse in Equation [1.15] easier to perform or to
make the inverse more numerically stable, especially for high acceleration factors.
1.5.a Sensitivity Calibration
The definition of the encoding matrix in Equation [1.13] explicitly assumes that the coil
sensitivities have been measured. Some sort of sensitivity calibration is a universal requirement
for parallel imaging approaches. The robust acquisition of sensitivity information is a research
field in its own right, and extensive discussion is provided elsewhere. A select number of
representative approaches are reviewed here.
Coil sensitivities can be calculated using the electromagnetic techniques that will be described in
Section 1.8. This approach can be logistically difficult because it requires the coil array to be
attached to a rigid frame in order ensure that its elements are in the same locations at the time of
each scan. Even for coils that are fixed rigidly, samples with different sizes and electrical
properties will have different field patterns inside of them. Because of these complications, the
coil array sensitivity patterns are usually measured separately for each patient.
Coil information is often acquired as part of a given imaging protocol by performing a dedicated
fully-encoded scan. This reference scan need not have the same resolution or contrast as the
target image acquisition. The "pure" sensitivity functions can be determined by dividing the coil-
modulated images by a separate image acquired using a uniform-sensitivity body coil (11).
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Additionally, several post-processing methods have been described for further improving the
quality of the sensitivity reference (48,49).
An alternative approach to coil calibration makes use of so-called "in vivo" coil sensitivity data,
in which a fully-sampled data set from a separate full- or reduced-resolution scan can be used
directly, eliminating the need for body coil data (5,8,16,50). This approach is possible because
only the relative coil sensitivities are required to reconstruct undersampled data. Images
reconstructed using in-vivo coil sensitivity data do retain some degree of coil sensitivity
modulation. In one common approach, the final image has an overall profile similar to a "sum-
of-squares" reconstruction of the fully-encoded image data. Unlike a sum-of-squares
reconstruction, however, parallel reconstructions that use in vivo coil sensitivities are able to
preserve information about the relative phases between different acquisitions. This distinction is
important for the experimental analysis of coil SNR. One tremendous advantage of in vivo coil
sensitivities is that they allow coil sensitivity data to be embedded into the undersampled
acquisition, eliminating the need for a separate reference and mitigating potential errors that
might result from the misregistration of coil sensitivity data (15,17,51-53).
1.6 Qualitative Descriptions of Spatial Encoding Using Coil Arrays
The encoding matrix inversion in Equations [1.13]-[1.15] provides a general prescription for
reconstructing undersampled MR data using coil array sensitivities. The most important principle
of coil array design for parallel MRI is the recognition that while gradient-induced spatial
harmonic functions are orthogonal to each other over a chosen field-of-view, the sensitivity-
modulated harmonics (C,(r)eikmr, also called "encoding functions") generally are not
,orthogonal. It will be shown later that this lack orthogonality can amplify noise in the final
reconstructed image. The analysis of noise amplifications will eventually provide a quantitative
measure of how appropriate a chosen array design is for parallel MRI.
'While quantitative measures of array performance are useful for evaluating a specific array
designs once they have been chosen, it is also useful to have a more intuitive picture of the
design choices that lead to good arrays for parallel MRI. An intuitive picture can be formed by
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examining the process of coil array spatial encoding from several qualitative perspectives. Each
individual perspective that will be discussed is, at some level, equivalent. However, each
perspective still provides its own particular insights into coil design.
1. 6.a Emulation of Spatial Harmonics
Coil arrays can provide spatial information about a sample by emulating the spatial modulations
provided by the magnetic field gradients that have been omitted. This idea is the basis of the
SMASH technique (7). Specifically, if a set of coefficients are found such that
N
Ew,C,(r) =e , [1.16]
1=1
the same linear combination can be applied to the acquired MR data
w 1S, (k)= f(2: wC, (r))M(r) exp(ik r)d3 r
I~1= ~ sample 1=1
= J M(r)exp(iAk.r)exp(ik.r)d 3 r [1.17]
sample [1.17]
= J M(r)exp(i(k+Ak) r)d 3r
sample
= S(k + Ak)
The effect of applying the coefficients w, is to "move" the acquired data in k-space by a distance
Ak.
The accuracy of the reconstructed line S(k + Ak) depends on the accuracy of the linear fit in
Equation [1.16]. One approach to designing coil arrays is to choose detectors that have linear
combinations that approximate spatial harmonics as well as possible. In place of linear
combinations of coil sensitivities, a single coil with a harmonic sensitivity profile could also be
used. In fact, such detectors have been proposed (42-44).
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1.6.b Unfolding of Aliased Data
When data are acquired on a Cartesian k-space grid and then undersampled by a factor, R, the
reconstructed image is aliased, with signal intensity from different parts of the sample "folding"
on top of each another. Each reconstructed pixel represents the sum of R equally-spaced voxels
across the field-of-view. If the sensitivity for coil is large at a point x and small at the aliased
points x0 + Ax, then the signal from coil will principally represent the magnetization at x and
not at the aliased points:
S,(X) C,(xo)M(x o). [1.18]
The Partially Parallel Imaging with Localized Sensitivities (PILS) reconstruction technique (14)
is based on the assumption of completely localized coil sensitivities. The subencoding
reconstruction technique (5) as well as the image-domain formulation of SENSE (11) operate
using a similar principle, but allow the coil sensitivities to not be completely localized.
Viewing the parallel MRI reconstruction as the unfolding of aliased pixels suggests that coil
arrays with elements whose sensitivity profiles are targeted to a specific region of the field-of-
view should be very effective at reconstructing undersampled data. In addition, it is also possible
to distinguish different regions of a sample by employing coils that have different phase
variations between the different aliased regions of the sample. Differences in phase have been
exploited in order to use a quadrature pair of coil elements for parallel MRI (40) as well as the
coils with harmonic sensitivity profiles that were discussed in the last section (42-44).
1.6.c Broadening of the Acquired k-Space Data
The Fourier transform of the product C(r)M(r) in Equation [1.9] can be written as the
convolution of the two functions' Fourier transforms, C(k) and M(k):
S,(k)= fC,(k')M(k-k')d 3 k'. [1.19]
The acquired signal from a single receiver coil contains information about the targeted point in
k-space, k, together with several of the surrounding k-space points. The amount of spatial
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frequency information that is acquired at one time by any coil is determined by the width of that
coil's sensitivity profile in k-space. Therefore, the widths of component coils' spatial frequency
spectra set an upper bound on the allowable distance between the acquired k-space points and the
missing k-space points that need to be reconstructed (54). Several parallel imaging techniques
(16,18,19) exploit the limited spatial frequency content of the coil sensitivities in order simplify
the reconstruction of undersampled data.
1. 6.d Generalized Spatial Projections
The formal grouping of the coil sensitivity together with the sinusoidal modulations induced by
the gradients into an encoding matrix (Eq. [1.13]) suggests that each acquired piece of data is a
"generalized projection" through the sample (16). Coil array sensitivities can be tailored for
parallel imaging such that they lead to overall projection functions that are as spatially
orthogonal as possible. Incidentally, while much focus is placed on designing coil sensitivities to
complement the gradient-encoded Fourier harmonics, it might also be possible to implement
non-Fourier gradient encoding schemes that complement the coil sensitivities.
1.7 Quantitative Analysis of Array Performance
The spatial encoding capabilities of coil arrays may be analyzed quantitatively by measuring the
signal-to-noise ratio of the reconstructed undersampled data. When an image acquisition is
accelerated using parallel MRI techniques, the reduction in scan time comes at a cost in terms of
the SNR of the final image. As mentioned earlier, the Fourier transform-based reconstruction of
fully-sampled data has the effect of averaging the noise associated with each acquired k-space
line. Thus, if the noise of each k-space point obtained from coil I has variance O7, each pixel
reconstructed from that coil will have noise (per unit signal) with variance equal to
1 2 , [1.20][Ciimage pixel N - [1.20]
'where N is the total number of acquired k-space points. This implies that R-fold undersampled
data that are reconstructed with parallel image will have a reduction in SNR/pixel of at least
- .
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The second source of SNR loss in parallel MRI, which has been discussed qualitatively in the
previous section, occurs when noise is amplified by the non-orthogonal transformations required
by the parallel MR reconstruction. In order to understand these noise amplifications
quantitatively, we note that the noise power of an R-fold accelerated SENSE reconstruction can
be calculated from the encoding matrix, Eq. [1.13] (11),
(ENSE) OC [(Bt %BR)]X [1.21]
where BR is the encoding matrix corresponding to an R-fold accelerated acquisition. Using the
same array in the absence of parallel imaging, the encoding matrix is Bfull and the noise power is
given by
(7FULL ) uC ll SIBf)] .[1.22]
For an image with uniform Cartesian sampling, the square matrix Bfu ll-'BfJ, is diagonal, and
hence,
oreover, it is shown in Appendix A that, fulor Fourier sampling patterns, the diagonal ) elements1.23]
Moreover, it is shown in Appendix A that, for Fourier sampling patterns, the diagonal elements
of the matrix BRt -'BR are related to the elements of the matrix Bft llP-Bfu through the simple
relation:
BI -1P-lB Bt·'fid. ull [1.24]Thisleads to a compact expR f enalty or par llel im ging (
This leads to a compact expression for the SNR penalty for parallel imaging (11)
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SNR SENSE = SNRFULL [1.25]
This expression for the SNR changes caused by the parallel MRI reconstruction explicitly
assumes a uniform Cartesian k-space sampling pattern. However, the more general expressions
in Equations [1.21] and [1.22] can still be used for other sampling patterns. The factor of in
the denominator of Equation [1.25] is simply the SNR loss due to reduced noise averaging
described above. The second term describes a spatially-dependent amplification of noise, which
has become known as the "g-factor:"
(BtY 1BR) ] l[(B1BBR I] . [1.26]
The g-factor is (by definition) always greater than one, and it depends on the geometry of the coil
sensitivity functions. Because of this geometry dependence, the g-factor has become an attractive
figure of merit for assessing the performance of coil arrays for parallel MRI. While the g-factor
is a generally useful measure, it is important to recognize that any changes in coil geometry will
also change the coil's baseline SNR (Eq. [1.22]). Improvements in g-factor are not valuable
when they come at the cost of degradations in the overall array performance. It is also important
to recognize that the g-factor is a function of both the coil sensitivities and the pattern of
acquired k-space lines. Therefore, the g-factor will, in general, be different for different
undersampling factors, object sizes, and image planes. Finally, while the overall SNR
performance of the array has been divided out of the expression for the g-factor, there is still a
second-order dependence of g on the noise covariance matrix T. Drastic changes in an array's
noise power can affect the array's g-factor.
Equations [1.22] and [1.25] provide a set of analytical tools for evaluating the performance of
any coil array for parallel MRI. In order to make use of these expressions, it is necessary to know
1) the coil sensitivities,C,(r), 2) the pattern of the k-space acquisition, and 3) the noise
covariance matrix . The k-space acquisition pattern is determined by the desired image plane
geometry and pulse sequence. The coil sensitivities and noise covariance matrix can, of course,
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be measured empirically at the time of imaging. However, for understanding and designing coil
arrays, it is useful to have methods for predicting C, (r) and P computationally. The goal of the
next section is to derive expressions for C,(r) and IP in terms of the coil array geometry as well
as the basic electromagnetic interactions between the coil and the sample.
1.8 Electrodynamic Determination of Coil Sensitivity and Noise
Characteristics
In the formal equations for parallel imaging, the coil sensitivity C,(r) represents a descriptive
image processing concept, which quantifies the local spatial modulations induced by a surface
coil. Similarly, the noise vector n in Equation [1.14] is based on a phenomenological description
of noise and its correlations. In order to speak meaningfully about designing coil arrays with
tailored sensitivity patterns, it is important to relate the descriptive parameters C,(r) and n to
the more fundamental electrical characteristics of a coil array.
1.8.a Coil Sensitivity
NMR detectors are typically composed of resonant structures that consist of one or more current
loops. Precessing magnetization creates a time-varying magnetic flux through each loop, leading
to an induced voltage
V = t fBmagnetization fida, [1.27]
where ii is a unit vector normal to the surface bounded by the conductor. The integral in
EIquation [1.27] is generally quite cumbersome to perform directly. The integration can be
simplified by resorting to the principle of reciprocity (55), which states that the flux induced
through a coil by precessing magnetization can be written in terms of BCil, which is the
magnetic field that would be generated by a unit current flowing around the coil
fBmagnetization . da = IBcoil .Md 3r. [1.28]
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If the transverse magnetization is written as the real part of a complex number, and the time
dependence is assumed to be M = Moe - i' , then the voltage induced in the receiver coil is
V = io JcO° i Me-'td 3r. [1.29]
Thus, the receiver coil imposes a spatial modulation on the sample magnetization.
Comparing Equation[1.5] for the MR signal with Equation[1.29] suggests the following
relationship between the coil sensitivity, C(r), and IBC :
C(r) = Boi (r) - icil" (r) [1.30]
1.8.b Coil Noise
Noise in an MRI experiment can be divided broadly into noise that arises from the sample itself
and noise that arises from the receiver circuitry and the surrounding environment. Noise that is
generated by sources outside of the sample can generally be reduced by taking steps such as
shielding the MR system, choosing appropriate coil materials, and lowering the temperature of
the coil. Thermal noise that comes from the sample itself, however, is to a large extent
unavoidable. Because the sample is in equilibrium with the coil, thermal fluctuations induce a
voltage, V, (t), in the coil that is randomly distributed in time, with zero mean and variance equal
to (56):
(V )time 4kTRAf. [1.31]
In this equation, Af is the bandwidth of the acquisition and R is the series resistance that the
sample presents to the coil. The sample resistance is calculated by computing the ohmic losses
due to a current I flowing around the coil (57)
R = 1 2 lJo(r)IE(r) 2 dr . [1.32]
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Here, r(r) is the sample conductivity and E(r) is the electric field generated by a current I
flowing in the coil.
1.8. c SNR for a Single Coil
Equations [1.29]-[1.32] are the principal theoretical tools for predicting the performance of
surface coils. The maximum possible magnetization density for polarized spins in a magnetic
field with strength Bo is given by Eq. [1.1]. The maximum signal received from a small unit of
magnetization at spatial position, r, with volume, A V, and uniform spin density, p, is
V.ax= CC(ro)Mmax (ro)
B0 y2h2 [1.33]
=co 4kT p(ro)(AV)C(ro) [1.33]
Boy2 h2 Vcoil
= CO 4kT p(ro)(A)[BxO'(ro) - iyol(ro)]
The performance of a coil is typically quantified in terms of the signal-to-noise ratio (SNR),
which is the signal divided by the standard deviation of the noise:
SNRmax =A By2 2 p(r-)( ) [1.34]
-7A f= ( 4 k T ) (falE(r)[ d r)I .
It; is notable that, with the exception of the receiver bandwidth, Af, there are no adjustable
parameters in Equation [1.34]. The value of every quantity is completely determined by the
spatial arrangement and physical composition of the receiver coil and the sample. Furthermore,
any changes in coil design are likely to affect both the numerator and the denominator of
Equation [1.341. The SNR of a receiver coil represents a balance between a coil's sensitivity to
signal arising fom a specific point in the sample and the coil's sensitivity to noise arising from
the entire sample.
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1.8.d SNR Optimization for a Single Coil
The competition between signal and noise embodied in Equation [1.34] can be demonstrated by
the well-known determination of the optimum size of a simple circular surface coil (58,59).
Consider a simple circular loop coil with radius a placed above an infinite half plane with
uniform conductivity a (for small surface coils, this is a good approximation of the body). For
low field strengths (and low temporal frequencies), the magnetic field at a distance z below the
coil along its axis can be calculated using the Biot-Savart equation
B = ,I a2 i [1.35]
2 (a2 + z2)3 /2
The integral in the denominator of Equation [1.34] can be calculated analytically for a coil with
this geometry (59):
3
c|IE(r)l2 d3r = Cb2I2 a [1.36]
From Equation [1.34], we have
SNRmax = (4k ) 3/2 p(r0)(A) (a2 +z)[1.37]
Differentiating this expression with respect to the coil radius a, we see that for a given depth z,
the optimum coil radius is a = z/JI5 (58,59).
In this example, the simple geometry of the coil and the sample made the calculations very easy.
The expression in Equation [1.34], however, is a quite general tool for coil design. The equation
may be applied to any sample and coil geometry, even if the explicit field calculations become
more cumbersome. For coils that are designed to be used at relatively low magnetic field
strengths (1.5 T and lower), a simple Biot-Savart calculation is generally used to calculate the
fields. At higher field strengths, however, the wave nature of the fields becomes important, and a
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full solution to Maxwell's Equations is necessary. The finite difference time domain method has
been popular for calculating coil sensitivities at high field strengths (60,61). Another approach to
simulating the performance of coils at high field is provided in reference (62).
1.8.e Coil Arrays: Sensitivity and Noise Correlations
Single surface coils achieve a high sensitivity to MR magnetization at a given depth while
maintaining limited sensitivity to noise sources in the rest of the sample. The principal
drawbacks of surface coils are that a) their spatial sensitivity patterns are non-uniform and b)
they have high SNR over limited regions of the sample. In order to provide high SNR over a
large field-of-view, arrays of surface coils are used. Each coil in an L-coil array will have a
sensitivity equal to
C,(r) = [Boi,'] (r)- i[ , (r). [1.38]
If the coils are combined using a set of coefficients w,, then the total noise power of the array is
given by
2array 4kT- f (r) WlEl(r) d3 r
4kTAf ZIW,2 f ir(r)E(r)12 d3r + f ww,. f(r)E,(r) E;(r)d 3 r .[1.39]
1112 1 1,12 ,l'fl WI,
The noise covariance matrix T is given by
4kTAf (r)E(r) E, (r)d3r. [1.40]
The field definitions of C,(r) (Eq. [1.38]) and v (Eq. [1.40]) provide the formal tools for
analyzing the SNR of a given coil array. A classic study (1) has employed this formalism to
determine the optimum set of weights for combining array data. An explicit application of this
formalism for the design of a cardiac coil array for parallel MRI is given in (63). The optimum
combination of coil data for parallel imaging specified by Equation [1.15] (11) reduces to that
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found in Reference (1) when there is no undersampling. Because the array sensitivities are
different at every point, there will be a separate optimum set of weighting coefficients for the
reconstruction of each pixel. Incidentally, if the coil sensitivity functions are known, then
Equation [1.15] also compensates for non-uniform sensitivity variations (1,11).
1.8.f Depth Penetration and Coil Size
As was outlined earlier, when a single circular surface coil is used for imaging at a depth z, the
maximum SNR is achieved when the surface coil radius is equal to z / fJ. A coil that is smaller
than this optimum radius will have a smaller SNR at depth z, and it cannot be used to "see" as far
into the sample as an optimized coil can. However, the same thing is not true when smaller coils
are organized into arrays. If a large coil is broken into a set of N smaller coils occupying the
same area, then the superposition principle for electromagnetic fields implies that a simple
combination of smaller coils must give the same sensitivity and the same noise as the larger coil.
Because the reconstruction specified by Equation [1.15] is the optimum linear combination of
coils, the combined SNR of the array of small coils must be at least high as the SNR of the
corresponding large coil.
The SNR of a single large coil that has been optimized for imaging at a depth z below the surface
of an infinite half plane with uniform conductivity can be compared to the SNR of an infinite
number of smaller coils that make up the same area as the larger coil. When this is done, it is
found that the optimum SNR for infinite number of smaller coils is only 40% larger than the
SNR of a single depth-optimized coil (59). Of course, the array of smaller coils will have a better
SNR at points closer to the array. Still, the modest gain in SNR that is predicted for even an
infinite number of coils has provided little motivation for developing arrays with large numbers
of elements for conventional gradient-encoded imaging.
1.8.g Coil Interactions
In the preceding discussion of the behavior of coil arrays, it has been assumed that the coils do
not interact. That is, the sensitivity of coil in the presence of the other L- coils in the array is
the same as the sensitivity of coil I when it is used alone. This assumption will not be true if there
is mutual inductance between the two coils. In the presence of mutual inductance, currents that
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are induced in a particular coil will themselves induce currents in the other coils. If the mutual
inductance is large enough, it may be difficult to have all of the array elements resonate at the
same frequencies. Even for smaller amounts of mutual inductance, array elements are expected
to share their received signals and noise.
The mutual inductance between two coils can be computed from the overlap integrals of their
magnetic fields:
M,,oc BIB, (r) .B, (r)d3 r . [1.41]
Several strategies have been proposed for removing the effects of mutual inductance. First, the
overlap of adjacent coil elements may be carefully adjusted so that the shared flux between the
two coils is zero (1). Alternatively, capacitive or inductive networks can be built between coils
that are able to exactly cancel the mutual inductance between them (64,65). A method for using
digital post-processing to emulate the effects of these lumped-element networks has been
described computationally (66). Finally, specialized preamplifiers can be designed that present a
large impedance to current flow at the input of each coil (1,67). Because very little current can
flow in response to the sample magnetization, the interactions between coil elements are limited.
1.9 Practical Design Considerations
In the past few years, a large number of array designs have been proposed with the objective of
improved parallel MRI performance. Rather than present a comprehensive review of all of these
designs, this section will present select examples that illustrate general design principles.
1.9. a Linear Arrays - Choice ofAcceleration Direction
In conventional gradient-encoded MRI, coil array design is largely independent of the choice of
pulse sequence. In parallel MRI, however, the two tasks are less separable. As discussed earlier,
coil arrays for parallel MRI work best when their elements have sensitivity variation in the
direction of k-space undersampling. Therefore, the choice of the k-space sampling strategy -
which is traditionally the province of pulse sequence designers - is important for determining the
coil array design in parallel MRI.
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Consider the example of two-dimensional abdominal imaging in an axial plane. The field of
view in these cases is typically rectangular, with the left-right (LR) dimension larger than the
anterior-posterior (AP) dimension. It is possible to distribute more coil array elements in the LR
direction than in the AP dimension. Therefore, from a coil design perspective, acceleration in the
LR dimension is more attractive. On the other hand, in most sequence acquisition strategies, the
longer dimension is chosen for the frequency-encode dimension. Acquisition in the frequency-
encode dimension is typically limited by the receiver bandwidth and the absolute gradient
strength, and so not much speed gain is achieved from undersampling in this direction. While the
parallel MRI reconstruction might benefit from a change in phase-encode direction from AP to
LR, this strategy would require more phase-encoding steps in order to acquire the baseline
image. In other words, this approach would require lengthening the scan time before it was
accelerated. Therefore, for 2D axial images, undersampling is most often performed in the AP
direction, despite the fact that this direction is more challenging in terms of coil-array spatial
encoding.
The preceding example illustrates the intimate and complex connection between coil design and
acquisition strategy in parallel MRI. It is true that the most direct method of image acceleration
is simply undersampling in the same phase-encode direction that is normally used for imaging.
On the other hand, if the g-factor in the LR direction is low enough, the time required to obtain
the extra phase-encode steps for sampling in that direction could be offset by reducing the
sampling density. Changing the acquisition strategy in order to take advantage of the spatial
encoding properties of the array might yield a final image with better SNR while achieving the
same net reduction in scan time.
The integrated strategy of combining sequence design with coil design introduces some logistical
complexity, but the potential gains are quite promising. This approach has recently been used in
the application of a 32-element array to abdominal imaging, where rather than simply
accelerating a standard clinical imaging protocol, non-conventional phase-encode directions
were chosen in order to achieve a net image acquisition that would otherwise not be possible
(68).
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1.9.b Importance of Coil Phase
Because the coil sensitivity is a complex valued function of position, it is implicit in the parallel
MRI reconstruction algorithm (Eq. [1.15]) that the phases of the coil sensitivities are just as
important for spatial encoding as are the magnitudes. This principle was illustrated specifically in
a study showing that a crossed butterfly coil and a loop coil could be used for SENSE
imaging (40). Even though the magnitudes of the coils' sensitivities had the same basic shape,
the phases of their sensitivities were quite different, and thus parallel image reconstruction was
possible.
The contributions of coil phase to spatial encoding were also important in the cardiac array
design presented in (63). In that study, it was shown that acceleration in the AP direction was
aided by constructing a coil array with a larger inter-element spacing than they would have in a
conventional array. This spacing had little effect on the relative magnitudes of the coil
sensitivities, but it did produce variations in coil phase that were useful in the parallel MRI
reconstruction.
1.9. c Multi-Dimensional Encoding
In Section 1.9.a, it was shown that it is important to design coil arrays with sensitivity variation
in the direction of the undersampled phase-encoding. However, there are imaging protocols in
which several different image planes are acquired, each with a different phase-encoding
direction. In addition, there are applications such as cardiac imaging where the precise image
plane orientation is dependent on the patient's individual anatomy, which cannot always be
predicted beforehand. Finally, it has been shown that parallel MRI performance is maximized in
three-dimensional imaging sequences when data are undersampled simultaneously in two phase-
encode directions (69). For all of these reasons, it is important to design arrays that are capable
of simultaneous encoding in multiple directions.
The most straightforward method of accomplishing multidimensional encoding is by uniformly
tiling coils along the surface of a subject's body. This can be realized as either grids on a flat
surface or else as arrays of elements that are wrapped entirely around the patient's head or
abdomen. The difficulty associated with this tiling approach is that it is an inefficient use of array
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elements. If the total number of available receivers is fixed, then there will be fewer elements in
any specific direction than there would be in an equivalent linear array. A variety of approaches
have been suggested to allow individual coil elements to participate in spatial encoding along
several directions at once. A concentric coil has been introduced that uses concentrically placed
elements with varying numbers of loops that permit spatial variation in multiple directions
(70,71). The design, construction, and validation of this array is the topic of Chapter 2.
Triangular-shaped elements have been suggested as another means for accomplishing
multidirectional encoding (72). Recently, an array with concentrically-placed elements and a
slightly different looping structure than in references (70,71) has also been proposed (73).
1.9.d Use of Volume Coils
While the majority of coil array designs that have been used for parallel MRI have been based on
coils with spatially localized sensitivities, so-called volume coils have also been used for their
spatial encoding properties. An early example of this approach employed two coils, one with a
uniform sensitivity, and the other with a linear gradient in sensitivity (4). Other examples, which
were mentioned briefly in Section 1.6.a, were coils whose sensitivities were specifically tailored
to produce a single spatial harmonic across the imaging volume (42-44). A second approach has
involved constructing a birdcage with two degenerate modes, each with a distinct sensitivity
pattern (45). Half-volume birdcage coils (46) and half-volume TEM coils (74) have also been
explored.
1.9. e Limited Field-of- View
In making an effort to distribute as many coil elements around the patient as possible, it is
important to keep in mind that the best way to accelerate a scan is to keep the time of the fully-
encoded scan as short as possible. In order to keep the required field of view as small as possible,
arrays should be focused around the desired anatomy as much as possible. Of course, the desire
to build arrays with targeted sensitivities needs to be weighed against the competing desire to
build arrays that are suited to a variety of patient shapes and sizes.
1.9.f Influence ?f Field Strength
A lot of attention has recently been given to the design of coil arrays for parallel MRI at
magnetic field strengths larger than 1.5 T. It has been shown that the shapes of coil sensitivities
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change as the field strength increases (61,75). A coil array at a higher field strength might
perform differently than a coil array with the exact same geometry would at a lower field
strength (76).
1.10 Experimental SNR Analysis for Parallel MRI
The major criteria for evaluating coil array performance for parallel MRI are based on the SNR
of the reconstructed images. However, measuring the SNR of an image that has been
reconstructed using parallel MRI is significantly more complicated than it is for images that have
been fully acquired using gradient-encoding. Traditionally, the image SNR in MRI has been
measured by choosing two regions of interest: one region inside the sample, and one region in
the background noise. The mean of the region within the sample is used as the signal and the
standard deviation of the region outside of the sample is used as an estimate of the noise.
This traditional approach to measuring SNR is problematic in the context of parallel MRI for two
reasons. The first reason is related to the use of magnitude data, rather than complex image
pixels. The magnitude operation is non-linear, and it introduces a bias into regions of the image
that have low SNR. Even outside of the context of parallel MRI, this can introduce measurement
errors. The source of these errors and some suggested corrections are described in
Reference (77). The analysis becomes even more complex in parallel MRI because in parallel
:reconstructions, the SNR for every pixel (and thus the noise bias) is generally different (78).
Because of these complications, it is nearly always advisable to perform SNR analyses on
complex-valued images.
The second difficulty encountered when measuring the SNR of a parallel MRI-reconstructed
image occurs even when complex-valued data are used for the measurement. Because the g-
factor is spatially varying, a noise estimate taken in one region (in this case, outside of the
sample) is not reflective of the noise in other regions. Furthermore, the noise between pixels in
parallel MRI is generally correlated (11) (although, to be fair, the noise is typically not correlated
between adjacent pixels), and the statistical analysis of an ROI is does not reliably correspond to
an equivalent temporal sampling. Finally, many implementations of parallel MRI perform a
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masking or other non-linear operation on regions outside of the sample, which will further
complicate noise measurements from those regions.
With these complications in mind, there are two practical approaches to evaluating the SNR of
parallel MRI data. If the noise covariance matrix, I, and the coil sensitivities, C,(r), of the
array have been measured, then Equation [1.24] can be used to calculate the noise power in each
reconstructed pixel, and Equation [1.25] can be used to calculate the g-factor of each pixel.
Because the noise in any region of the (complex-valued) image should still have zero mean, an
average over that region can be used as a reasonable estimate of the signal. The ratio of the
signal to the noise power in each pixel gives the SNR in each pixel, and then an average SNR
over the entire region can be reported. The advantage of this approach is that it is simple to
implement and readily applicable to in vivo acquisitions. The disadvantage is that the SNR of the
image is, in some sense, being calculated from a theoretical model and not measured.
An alternative approach involves the use of an imaging phantom (79). A repeated set of
undersampled acquisitions is performed and reconstructed using a parallel MRI technique of
choice. The mean and standard deviation over the set of replicas for each (complex-valued) pixel
in the image is measured, creating an SNR map. The average values over different regions of the
SNR map are then reported. Because of the number of repetitions involved, this approach is not
practical for in vivo imaging. Furthermore, in this approach, both thermal noise and intrinsic
system instabilities will contribute to the measured noise. The long-term system instabilities
might have various causes, including variations in the RF transmitter power or changes in the
temperature of the components that make up the receiver circuitry. The relative contributions of
system instabilities to the measured noise (compared to thermal noise) can be minimized by
using pulse sequences with relatively low baseline SNR. Some balance is necessary when using
this strategy, because if the SNR is too low, more samples will be required to measure each
pixel's mean and standard deviation. The resulting increase in scan time may potentially increase
the influence of the long-term system variations. Recognizing these subtleties, the phantom-
based approach is still attractive because it represents an actual measurement of SNR rather than
a model-based computation. This approach is used for all of the SNR measurements in this work,
and more details on the precise implementation are provided in the appropriate chapters.
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1.11 Summary
This chapter has been devoted to introducing the formalism and basic techniques of parallel
MRI, with an emphasis on implications for coil array design. The remainder of the dissertation
will build upon these ideas in order to examine three important fundamental and practical issues
related to using coil arrays for spatial encoding in MRI. In the next chapter, a concentric coil
array will be described for efficiently using four array elements for multidimensional encoding.
In the chapter that follows, inductive coupling and its impact on the use of arrays for parallel
MRI will be discussed. Finally, a set of theoretical calculations will be presented that seek to
establish fundamental limits on the spatial encoding properties of any realistic coil array.
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1.12 Appendix A: Encoding Matrix Norm For Different Sampling Patterns
The encoding matrix norm for an accelerated reconstruction is given by
[BR;-IBR] = E [BR]lmj [I ](lm) [BR i  [1.42]
jj } (m),(l'm')j
Because the noise is uncorrelated between acquired k-space lines, the noise covariance matrix
and its inverse are block-diagonal and independent of m,
[-l](Im),(lm) [ ](I'm'),(lm) mm'* [1.43]
m'
Inserting this into Eq. [1.42], we have
-'B i- [BRj-1 - [1.44][BRA BR]j j E [R]*,Im),j [R](lm),j [ -](lm),(lm) '
Inserting the definition of the encoding matrix (Eq. [1.13]):
[BR BR] = E C, (rj)e IC,(rj )e [a ],
(lm),(l')
n EC, (r)C,(r)[-'],, [1.45]
1.1
Where n R is the number of k-space lines in the undersampled acquisition. Note that this
expression does not depend on the details of the k-space sampling strategy. If we replace the
encoding matrix for the accelerated scan, BR with the encoding matrix for the unaccelerated
scan, B1, using the same coil array,
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I,1'
= RnkE C, (r)C;(rj) [ ]-'] .1
II'
= R[Bt 1'B ]j,
This is the expression given in Eq. [1.24].
[1.46]
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Chapter 2.
Concentric Coil Arrays for Multidimensional Spatial Encoding
in Parallel MRI
2.1 Introduction
Arrays of surface coils that are designed for parallel MRI are usually tiled in either one-
dimensional strips or two-dimensional grids. Arrays that are aligned in strips perform very well
when used to reconstruct undersampled data along the principal axis of the array, but they can
perform poorly when the undersampled data are disposed in a direction perpendicular to the
array. Grid-type arrays provide multiple dimensions of spatial encoding, but when the number of
coil elements is fixed, these arrays provide fewer coils in any given direction than their one-
dimensional counterparts. Reducing the inductive coupling interactions between coils in a two-
dimensional array can also be challenging.
This chapter presents an alternative method for arranging coils within an array. Coils are not tiled
spatially, but are instead placed concentrically on top of each other. The conductor path of each
coil element is crossed to produce periodic alterations in current density that minimize the
mutual inductance and correlated noise between array elements. The spatial encoding properties
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of this array, which we call a "concentric coil array," reflect the advantages of the varying phase
(40') as well as the varying magnitude of each coil's spatial sensitivity pattern.
We begin with a general theoretical description of concentric coil arrays, and proceed to discuss
the symmetry conditions that are necessary for canceling mutual inductance and noise
correlations. We present calculations that determine the optimum size for concentric array
elements at a specific depth. We then describe the construction of a 4-element concentric array,
and compare the performance of this array with that of more conventional array designs. In
particular, we explore the sensitivity of candidate coil arrays to changes in the direction of
undersampling.
1 lobe
4 lobes
2 lobes
6 lobes
Figure 2.1 Examples of concentric elements
with various numbers of lobes. The individual
lobes are portrayed as circular segments, but
this need not be the case in practice.
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2.2 Theory
The current path of each element in a concentric array is divided into a series of "lobes"
(Figure 2.1). The currents that flow in successive lobes are equal in magnitude but they flow in
the opposite directions. A -lobed coil is the familiar single loop coil, and a 2-lobed coil is
equivalent to a so-called "butterfly" coil, which is often combined as a quadrature pair with a
loop coil. The use of a single loop and a 2-lobed coil for parallel imaging has been described
previously (40). The coil elements shown in Fig. 2.1 are drawn with current lobes in the shape of
circular arcs. In practice, these current lobes may be any shape, as long as the required symmetry
of the current pattern is maintained. When concentric coil elements are placed in an array, the
symmetries in their currents allow both for inductive isolation and for reduction of correlated
noise. The conditions for isolation are described in the following sections.
2.2.a Mutual Inductance
The inductive isolation between a simple loop coil and a 2-lobed coil is familiar and
straightforward. If the two coils are placed concentrically, then the magnetic flux that passes
through the loop coil due to a single lobe of the 2-lobed coil must be equal and opposite to the
magnetic flux that is generated by the second lobe of the 2-lobed coil. Thus, the coils have zero
mutual inductance.
The situation is more complex when the number of lobes in each coil is arbitrary. We derive the
conditions for inductive isolation by considering two planar concentric coils placed on top of an
infinite sample that has uniform conductivity a. The mutual inductance, M2, between two coils
is proportional to the overlap integral of the magnetic fields, B and B2, that are generated by
the currents, I, and I2, flowing in each coil
M JB1.B2d3r . [2.1]
The coils will be inductively isolated if they satisfy one of two symmetry conditions. The first
symmetry condition relies on the behavior of the currents upon reflection by a plane. An n-lobed
coil has n/2 planes of reflection symmetry. Reflection about these planes of symmetry leaves the
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rotational direction of each lobe's current unchanged (Figure 2.2a). Because the lobe currents do
not change when they are reflected, the magnetic field that they generate will also have reflection
symmetry. Formally, a plane of symmetry can be denoted by a vector, s, and the operator that
reflects a vector about that plane is P. The reflection symmetry of the magnetic field is written
as,
B(P,r) = PB(r). [2.2]
An n-lobed coil also has n/2 antisymmetric planes (Figure 2.2b). When a coil is reflected about
an antisymmetric plane, the current flowing in each of the coil's lobes is inverted. When the
coil's magnetic field is reflected about an antisymmetric plane, a, the magnetic field is inverted:
B(Par) = -PaB(r). [2.3]
When two concentric coils are aligned such that a symmetric plane, "s, ," from one coil coincides
with an antisymmetric plane, "a 2 ," from a second coil then the dot product of their magnetic
fields is antisymmetric upon reflection by this common axis P - P = P:
B (Pr). B2(Pr) = -PB,(r). PB2 (r) = -B (r). B2(r). [2.4]
The antisymmetric dot product causes the overlap integral in Equation [2.1] to vanish, and the
two coils are inductively isolated.
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symmetric
reflection
a
antisymmetric
reflection
[ O W NI
-+-)I-~~~~~
I
b
Figure 2.2 Examples of the symmetric (a) and
antisymmetric (b) reflection planes of a 4-lobed
coil.
The second condition for coil isolation is based on the rotational symmetries of the coils. When a
coil with n lobes is rotated by an angle 2r/ln, then the current in each lobe is inverted
(Figure 2.3a). If R(O) is a matrix that causes a rotation about the y-axis,
sin(O)
R(O) = 0
cos(O)
O cos(O)
1 0
O -sin(O)
[2.5]
the current density and the magnetic field of an n-lobed coil have the symmetries
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I
I
I
I
Jn (R(w rJ = (-1) R w )Jn (r)
w=l...n. [2.6]
B (R(w 2f)J = (_1)w RL W 2Bn (r)
In Appendix A (Section 2.7), it is shown that if an m-lobed coil is placed on top of an n-lobed
coil, and d is the greatest common denominator of m and n, then the integral in Eq. [2.1] will be
zero as long as exactly one of the integers, m/d and n/d, is odd. This condition for decoupling
depends only on the ratio between the numbers of lobes in the two coils, and makes no
assumption about their relative orientations. Figure 3b supplies examples of coil pairs in which
this condition is and is not satisfied. A 4-lobed coil will be inductively isolated from a 2-lobed
coil (d = 2, m/ d = 1, n d =2 ), but a 6-lobed coil will not be isolated from a 2-lobed coil
(d = 2, m / d = 1, n / d = 3). While the 6- and 2-lobed coils (when used together) do not meet the
conditions for decoupling based on angular symmetry, they can still be isolated by aligning their
symmetric and antisymmetric reflection planes according to Eq. [2.3].
2.2. b Noise Correlations
The noise correlation between two coil elements is proportional to the overlap integral of the
electric fields produced by currents in those two coils (1):
k = fE .E;d3r . [2.7]
12 12
If the sample is homogeneous and much larger than the coil, the electric field will share the
rotational symmetries of the current density and the magnetic field (Eq. [2.6]):
En rRwijrJ = (-1) En (r) w = 1...n [2.8].
The same conditions of rotational symmetry that make the mutual inductance zero will also
cause the overlap integral in Eq. [2.7] to be zero.
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Rotation
a
Rotation-
COIL 1 COIL 2 Based
Isolation?
O + (X) yes
1 lobe 2 lobes(X + a~ yes
2 lobes 4 lobes
69~ + 0~ ~yes
4 lobes 6 lobes
no
2 lobes 6 lobes
Figure 2.3 (a) Illustration of the rotational
symmetry of a 4-lobed coil. A 90 degree
rotation causes inversion of all of the lobe
currents. (b) Pairs of coils that do and do not
meet the rotation symmetry condition for
electrical isolation.
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The reflection symmetries of the electric field are opposite to those of the magnetic field (the
fields are related to each other by a cross product), and therefore
E(Psr) = - PE(r) [2.9]
E(P.r) = PE(r)
When symmetric and antisymmetric planes of two coils coincide, the dot product of their electric
fields is odd with respect to reflection. The reflection symmetry condition and rotational
symmetry condition for removal of mutual inductance therefore both apply to the removal of
noise correlations as well.
2.3 Methods
2.3.a Simulations of Coil Array Performance
The performance of candidate concentric coil array designs was evaluated for both parallel
imaging and conventional gradient-encoded imaging by following the method outlined in (63).
This method requires calculation of the spatial sensitivity pattern of each coil, C(r), and the
noise covariance matrix, T. The diagonal elements of T correspond to the total noise variance
in each coil, while the off-diagonal elements of I describe the noise correlations between pairs
of coils.
The Biot-Savart law was used to calculate the magnetic field per unit current generated by the
coil, lc" °(r), and the sensitivity pattern was determined using the principle of reciprocity (80),
C(r) = Bxco (r) - iBi (r). [2.10]
The noise power in each coil was calculated by integrating the square of the electric field
produced by a unit current in each coil (1). Analytical expressions were used to compute the
sample-induced noise in rectangular coils, 2-lobed coils and 4-lobed coils. The derivation of
these analytical expressions is described in Appendix B (Section 2.8). As discussed earlier,
appropriately selected concentric coil elements should experience no noise correlations and so
the noise covariance matrix is diagonal.
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2.3. b Concentric Coil Array Prototype
In order to take advantage of the analytical expressions for noise power, the initial prototype
concentric coil array was built with rectangular lobes (Figure 2.4). Four elements were
constructed on two sides of a PVC substrate. Two 2-lobed coils were placed on the front
(anterior) side of the circuit board and a square loop was placed together with a 4-lobed coil on
the back of the circuit board. The exact dimensions of each element are shown in the figure.
Precise alignment of the coil array elements was required to meet the symmetry conditions
required for inductive isolation. This alignment was achieved by specifying the conductor paths
using the Gerber plotting language (Barco Graphics NV, Gent, Belgium). The coil elements were
then milled from a copper sheet using a computer-controlled router (Quick Circuit 7000, T-Tech,
Inc. Atlanta, GA). The conductor paths in all of the coils were 0.25 inches wide. Capacitors were
distributed symmetrically along each current path. In situations where the conductor paths
crossed, 0.25-inch copper tape was added, together with electrically insulating adhesive tape to
separate each layer.
Reflection (S 11) and transmission (S 12) parameters were measured using a network analyzer and
a multiport test set (Model 8712ES Agilant Technologies). Each coil was connected to a
matching network similar to that found in (1). Coils were matched to 50 ohms at 63.86 MHz
when placed on a human chest, and a pin-diode deactivation circuit isolated each coil during
body coil transmit. Shielded baluns 2 '1 were added at the input of each coil to reduce cable
currents. Each coil was connected to low-impedance preamplifiers (NMP-001, Nova Medical,
Wakefield MA USA).
2.1 Baluns supplied by R. Giaquinto of General Electric Global Research Center, Niskayuna NY
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2.3. c Comparison Arrays 22
Three general arrangements of coil elements were considered as alternatives to the concentric
array. These alternatives included (Figure 2.5):
1. 4 rectangular elements distributed linearly from left to right (LR4)
2. 4 rectangular elements distributed linearly from foot to head (FH4)
3. 4 rectangular elements arrayed in a 2x2 grid (GRID4)
The LR4 and FH4 coils consisted of the same physical array of four elements rotated by 90
degrees. The array was originally constructed for a different study. Each rectangular element in
the array had dimensions 8.0 x 13.3 cm. The four elements were arranged in a straight line with a
fixed inter-element overlap of 1.6 cm that eliminated the inductive coupling between adjacent
elements. Each coil element had distributed capacitors, a pin-diode-activated blocking network,
and shielded baluns.
The 2 x 2 grid array consisted of the anterior four elements from a clinical 8-channel cardiac
array (GE Medical Systems, Waukesha Wisconsin). Each element was 14 x 14 cm. The elements
were overlapped in the foot-head direction but gapped by 1.5 cm in the left-right direction.
2.3.d Image Acquisition
Each candidate coil array was placed on top of a cylindrical imaging phantom with a diameter of
40cm. The coil and phantom were then placed at the isocenter of a 1.5 T General Electric
TwinSpeed Scanner (GE Medical Systems, Waukesha Wisconsin).
Images were acquired in five different image planes (Figure 2.6). The first image plane was
sagittal, and the remaining planes were rotated from the sagittal plane into the axial plane with
angles of 22, 45, 67, and 90 degrees about the central axis of the phantom. Two sets of 128
identical gradient-echo acquisitions (TE 3.3-4.0 ms, TR 6.7-8.4 ms, flip angle 1, BW 15.63 kHz,
slice thickness 5 mm, matrix size 128 x 128, FOV 32 cm) were obtained for each image plane.
The variation in values for TE and TR reflect changes in gradient performance for different
2.2 The LR4/FH4 array was constructed by R. Giaquinto of General Electric Global Research Center, Niskayuna NY
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image planes, but TE and TR were held constant for the acquisition of any given image plane.
The first set of 128 images comprised the data for the parallel image reconstructions. The second
set of 128 images was averaged in order to generate coil sensitivity information with high signal-
to-noise. The boundaries of each image plane in the direction parallel to the coil array were
chosen so that the image plane was contained entirely within the phantom. This choice of image
plane was intended to eliminate the influence of the phantom's boundaries on the parallel image
reconstructions. Aliasing of the fully-sampled data was avoided by placing the (oversampled)
frequency-encode along the axis that was contained entirely within the phantom. The central 51
lines of the image (containing the phantom in the phase-encode direction) were extracted from
each image and used as data for the parallel imaging reconstruction (Figure 6). In order to make
the data appropriate for both 2- and 3-fold accelerations, the outer eight pixels were removed
from the frequency-encode direction, giving a net matrix size of 51x120, and a net FOV of
25x12.75 cm.
Noise data were taken from the signal-free region of all of the 128 repetitions within each
acquisition. The noise samples from each coil, 1, were placed together in a long column vector,
n, and the noise covariance matrix, T, was computed as
Tl= En (n;)* [2.11]
J
Undersampled data sets were generated from the fully-sampled images by extracting those lines
of the raw k-space data that would have been obtained in an undersampled acquisition. As
mentioned above, we wished to emulate undersampling in the direction transverse to the coil
array, which was the frequency-encode direction for our acquisitions. We chose to acquire this
direction with frequency-encoding so that the field-of-view could be kept to a reasonable size
within the 40 cm phantom.
Each undersampled image was reconstructed using a cartesian SENSE reconstruction (11) using
in vivo coil sensitivities (thus, there was no need for a body coil reference (16)). No extra
sensitivity processing or numerical conditioning such as that used in (11) or (16) was employed.
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Cardiac images were acquired in a short-axis and a long-axis image plane using a cardiac-
triggered SSFP pulse sequence with the coil placed on the chest of an adult male volunteer. For
each image plane, two identical acquisitions of 20 cardiac phases each were acquired in a single
breath hold. The images from 20 phases of one acquisition were averaged together to yield a
sensitivity data set with high SNR and low spatial resolution. Image data was obtained by
decimating the second data set in k-space, extracting those points that would correspond to 2-
and 3-fold undersampled acquisitions. Noise data were obtained by using a small signal-free
region of each complex-valued image. As with the reconstructions of the phantom data, no body-
coil image was used.
2.3.e SNR Measurement
SNR was quantified by performing parallel imaging reconstructions on all 128 identical
acquisitions. The pixel-by-pixel mean taken over all acquisitions was used as an estimate of the
signal and the pixel-by-pixel standard deviation was used as a measure of the noise. Thus, a
pixel-by-pixel SNR map was created.
We computed the geometry factor, or "g-factor," which is defined for pixelj as (11)
gi = SNR (j) [2.12]
where R is the acceleration factor or amount of undersampling; SNRfu,( j) and SNRR(j) refer to
the SNR of the fully gradient-encoded image and the R-fold accelerated parallel MR image,
respectively. The g-factor is always greater than 1, and reflects SNR losses due to the non-
unitary transformations involved in the parallel imaging reconstruction.
Each candidate 4-element coil array was built with a slightly different spacing between the
elements of the coil array and the phantom. These differences were calibrated by placing a small
saline bag on top of each array and then measuring the distance in the MR image between the
saline bag and the top of the water within the phantom. Naturally, the saline bag was removed
before making SNR measurements. All measurements reported in this chapter were made at a
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given depth measured from the coil conductors. Note, however, that the GRID4 array was a
clinical array and was surrounded by cushioning and insulation. Because it was difficult to
determine the exact location of the conductor elements, the depth measurements for this coil
likely have more uncertainty than they do for the other candidate coil arrays.
2.4 Results
2.4.a Coil Size Optimization
The sensitivity pattern of a multi-lobed coil depends on its orientation with respect to the main
magnetic field (Figure 2.7a). When a 2-lobed coil is placed with its crossed conductors parallel
to the main field, the coil has maximum sensitivity at its center. As the coil is rotated, its
sensitivity pattern changes until at last there is a linear null in the center of its sensitivity pattern.
At this angle, there are a pair of sensitivity peaks displaced some distance from the coil center.
The spatial sensitivity of a 4-lobed coil shows a crossed pattern, which rotates together with the
coil. The signal null directly below the center of the 4-lobed coil is always present.
Because coils with multiple lobes often do not have SNR maxima directly below their centers,
the SNR for these coils was characterized by calculating the maximum SNR achieved in the
entire image plane. At a depth of 10 cm, the -lobed coil reaches an SNR maximum when its
diameter is about 8 cm (Figure 2.7b). This is consistent with the generally accepted result for a
simple loop coil (58,59). When the 2-lobed coil is oriented at 0 degrees (and its aspect ratio is
kept constant), the SNR maximum occurs at a much larger overall coil size. The peak in SNR for
the 4-lobed coil similarly occurs at a larger coil size than either the 1- or 2-lobed coils. The
values of the peak SNRs for the 2- and 4-lobed coils are lower than the peak SNR for a simple
loop. However, the peaks in SNR for the multi-lobed coils are broader than the peak in SNR for
the loop coil.
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Figure 2.7 a) Sensitivity of concentric elelements as a
function of axial rotation. b) Size optimization of 1-, 2-,
and 4-lobed concentric coils. c) Peak value of SNR vs. coil
size as a function of axial rotation for each coil. d) Coil
sizes leading to the peak SNR values shown in (c).
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While the spatial distribution of concentric coil sensitivities can change dramatically as the coils
are rotated, the height of the SNR peaks show very little variation as a function of angle
(Figure 2.7c). The optimum coil sizes for concentric coils also change by only a small amount
when the coils are rotated (Figure 2.7d). The broad SNR peaks of concentric coils together with
their angular invariance imply that coil size and angular orientation are adjustable parameters
when choosing a coil array layout.
2.4. b Concentric Array Bench Test and Measured Sensitivity Profiles
Plots of the reflection coefficient for each of the four coils in the prototype 4-element concentric
array (Fig. 2.4) are shown in Figure 2.8a. There is a single peak in the reflection coefficient for
each coil. The isolation between each pair of coil elements measured at 63.86 MHz (Table 2.1)
ranges from a minimum of-10.4 dB to a maximum of-35.1 dB.
Coronal images of a phantom acquired using each component coil (Figure 2.8b) are consistent
with the expected simulated sensitivity profiles. The slight asymmetry in the amplitude of some
coils' sensitivity profiles - particularly 2-lobed coil B and the 4-lobed coil - most likely reflects
a small amount of residual inductive coupling between array elements.
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Figure 2.8 a) Measurements of the reflection coefficient
for each array element. b) Sample coronal images of a
uniform phantom obtained from each element in the
concentric array.
2.4.c Array Performance - Baseline SNR
Each 4-element array considered in this work bas an overall SNR profile (in the absence of
parallel imaging) that reflects the distribution and spatial extent of the coil elements within each
array (Figure 2.98, first row). Because the TE and TR were different for every image plane angle
(see Section 2.3.d), the SNR values for different image plane angles are not directly comparable.
S8
However, the SNR values of different arrays for the same image plane angles are comparable. At
a depth of 8 cm. below the plane of the coil, the concentric array (red trace) has an SNR equal to
or greater than all of the comparison arrays at all angles. When the imaging plane is oriented
along the main axis of either the FH4 or LR4 arrays (green and brown traces, respectively), these
arrays have broad SNR profiles, but their SNR profiles become much narrower in planes
perpendicular to their main coil axes.
The SNR profile of the concentric array, along with the GRID4 array (blue trace), demonstrates
very little change as a function of angle. The SNR profile of the GRID4 array is broader than that
of the concentric array, but the actual SNR value is lpwer.
2.4.d Array Performance - Accelerated Imaging
When the 4-element arrays are used in parallel imaging reconstructions of 2- and 3-fold
undersampled data (Figure 2.9a, second and third rows), their SNR decreases correspondingly.
The pattern of noise amplification - which is quantified by the g-factor - has a characteristic
peaked pattern for each acceleration factor (Figure 2.9b).
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Figure 2.9 SNR (a) and g-factor (b) profiles through the
center of the phantom 8 cm below coil array elements for
various image planes (see text for information about depth
measurements). Shaded regions of g-factor plot indicate
region used for g-factor averages in Fig. 2.10.
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The peak value of each g-factor profile as well as the average g-factor measured over the
central 20 cm (indicated by the shaded region of Figure 2.9b) is shown as a function of image
plane orientation in Figure 2.10. At an acceleration factor of 2, the concentric array and the
GRID4 array have average g-factor values below 1.3 for all image plane orientations. The two
linear arrays have low g-factors when the image plane orientation is aligned with the arrays, but
they have much larger g-factors when the image plane is perpendicular to the array axes.
At an acceleration factor of 3, the arrays all have correspondingly higher g-factors. The variation
of g-factor with angle for each array is similar to that seen at an acceleration factor of 2, with
some important exceptions. The GRID4 array has a g-factor greater than 5 for an acceleration
factor of 3 in the 0- and 90-degree image planes, while the same array has a g-factor of less than
1 .5 in both image planes at an acceleration factor of 2. The concentric array performs less well in
the 67- and 90-degree image planes for 3-fold accelerated imaging than it does for the same
image planes and a 2-fold acceleration. However, the concentric array is the only array that has
an average g-factor less than three for 3-fold accelerated imaging in both the 0- and 90-degree
image planes.
2.4. e Array Performance - In- Vivo Imaging
The reconstructed images of a single cardiac phase from the short- and long-axis cardiac
acquisitions are shown in Figure 2.11. The images show adequate sensitivity throughout the
myodcardium. There are no visible image artifacts in the accelerated images, except for the loss
in signal-to-noise that would be expected when using parallel imaging. Both the accelerated and
the unaccelerated images show a small amount of residual of geometrical distortion because our
reconstruction did not include a "gradwarp" correction for gradient non-linearities.
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Figure 2.10 (a) average and (b) peak g-factor measured
from each transverse image plane at a depth of 8 cm below
coil array elements (see text for information about depth
measurements). Average and peak measurements are made
using the central 20 cm of the image plane, indicated by the
shaded regions of the plots from Fig. 2.9b.
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Figure 2.11 Undersampled and reconstructed long- and short-
axis cardiac images for acceleration factors of I, 2, and 3.
2.5 Discussion
We have presented a new type of coil array design that is intended to provide flexibility in the
choice of image planes and undersampling directions for parallel magnetic resonance imaging.
These arrays consist of elements placed concentrically on top of each other. While individual
array elements with more lobes may have lower SNR than single loops, the SNR of the
composite array is comparable to equivalent loop-based arrays.
63
The two 4-element linear array configurations considered in this work are both well-suited for
parallel reconstructions of 2- and 3-fold undersampled data along their principal axes. However,
each linear array performs very poorly when the image plane is rotated 90 degrees away from the
main array axis.
The 4-element concentric array and the GRID4 array, by contrast, are able to reconstruct 2-fold
undersampled data with a low g-factor at any angle. This reflects the fact that both types of
arrays have coil sensitivities with variations in multiple directions. For acceleration factors of
three, however, the grid array performs very poorly in both the 0- and 90-degree image planes.
This degradation in performance occurs because the grid array has only two effective coils in
those directions. The concentric array, by contrast, performs just as well as the FH4 linear array
for an acceleration factor of 3 in the 0-degree image plane (which is along the principal axis of
FH4). The concentric array performs worse in the 90-degree image plane, however, because one
of the 2-lobed coils (coil B from Figure 2.8) has a sensitivity null in the 90-degree plane. Thus,
only three out of four coils are available for the parallel reconstruction in that direction. It should
be noted, however, that the effects of this sensitivity null are particularly dramatic for the
experiment shown here because these experiments only examine performance through the center
of the phantom, which is in the middle of the sensitivity null of the 2-lobed coil B. The array is
expected to perform slightly better for reconstructing image lines parallel to but displaced from
the central line. Still, although the concentric array performs more poorly for a 3-fold
acceleration at 90 degrees than it performs at 0 degrees, the average g-factor of the concentric
array is still lower than any of the candidate arrays besides the LR4 array (which has a principal
axis of 90 degrees).
Our prototype concentric coil array has been built using rectangular lobes. This has allowed us to
simulate its performance using the analytic formulation of the noise power for these coils
presented in Appendix B. Other lobe shapes may be advantageous in some applications, and they
should be considered in future designs.
In addition to offering flexibility in the choice of shape for the coil lobes, concentric arrays allow
for a large amount of variation in terms of coil sizes and angular offsets. While much of this
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chapter has been devoted to describing a particular prototype, several general conclusions about
concentric arrays can be taken and applied to other designs. First, the decrease in the peak SNR
seen with larger numbers of coil lobes (Figure 2.4) implies that it is best to build a concentric
array with elements that have as few lobes as possible. The sharpness of the SNR peak for the
single-loop coil implies that there is not much room for variation in coil size for that coil. The
single-loop coil should almost always be simply optimized for the particular imaging depth.
However, the sizes of the 2-lobed and 4-lobed coils can be varied over a larger range without
losing SNR (the two 2-lobed coils also need not be the same size).
The maximum number of elements that can eventually be incorporated into a single concentric
coil array remains to be determined. A second 4-lobed coil can certainly be incorporated into the
design presented here. One of the most significant practical challenges to building concentric
arrays with many elements will be the number of wires that need to cross in the center of each
coil. The use of multi-layer circuit board techniques may solve this problem. Another practical
difficulty is the length of conductor that will be required to bring the current into the center and
then back out fr each element. This added conductor has the potential to introduce more noise.
This added noise is especially problematic considering that the sensitivity of higher-order
concentric elements is mostly concentrated towards the coils' peripheries, and therefore the
central conductors would contribute copper noise without making any appreciable contribution
to the received signal. Alternative resonant structures such as grid-arrays (81) may be able to
maintain the current symmetries required by Eqs. [2.3] and [2.6] while minimizing the amount of
current that must flow through the center of the coil.
The multidimensional spatial encoding properties of concentric coil arrays are ideal for
applications such as cardiac imaging, where several image planes are required and the absolute
orientations of those image planes are usually not known beforehand. Coil arrays with sensitivity
variations in several directions are also useful for accelerating three-dimensional image
acquisitions. In these types of acquisitions, it has been shown that simultaneous undersampling
and reconstruction in two phase-encode directions yields better SNR than an equivalent amount
of acceleration in one direction alone (69). Concentric arrays should prove particularly useful
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for accelerating acquisitions that have radial and spiral trajectories, which share the axial
symmetry of the coil array.
While this work has focused on the ability of concentric arrays to flexibly accelerate image
acquisitions in directions parallel to the coil plane, many applications still require acceleration in
the anterior-posterior direction, which is perpendicular to the coil plane. While these applications
have not been quantitatively explored here, concentric arrays can be expected to encounter
difficulties that are similar to those faced by conventional loop designs when undersampling is
perpendicular to the array plane. For these situations, it is probably advisable to have two sets of
coils in the array - one set anterior to the patient, and one set posterior.
Concentric coil arrays are intended to complement conventional coil array designs by offering
additional ways in which to arrange coil elements. When the number of receiver channels
available in an MR system is unlimited, then a design such as the concentric array has fewer
clear advantages when compared to a grid array; indeed, the principle of superposition for
magnetic fields implies that a sufficiently dense grid of loop coils will eventually be able to
duplicate the sensitivity pattern of any RF coil. The concentric design, however, offers a flexible
set of coil sensitivities while employing a limited number of array elements. As the number of
array elements increases, hybrid designs can be envisioned, where sets of concentric array
elements are themselves arrayed in a grid-like fashion.
Using arrays with characteristics of both concentric arrays and grid arrays, it will be more
difficult to maintain the symmetry conditions that allow for the electrical isolation of concentric
array elements. In fact, as the number of elements included in coil arrays of all types continues to
increase and the elements become packed more densely, eliminating the interactions between
elements is expected to be a significant challenge. The next chapter examines these electrical
interactions, especially inductive coupling, in a more detailed fashion and attempts to assess their
effects on parallel MRI reconstructions.
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2.6 Table 2.1 Concentric Array Reflection Coefficient Measurements
Coil transmission coefficient (S21) for concentric array loaded on a human chest (dB)
2-lobed coil A 2-lobed coil B 4-lobed coil
square -22.6 -25.6 -28.6
2-lobed coil A -35.1 -19.0
2-lobed coil B -10.4
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2.7 Appendix A: Rotational symmetry conditions for vanishing mutual
inductance of concentric arrays
The mutual inductance between an m-lobed concentric coil that produces a magnetic field B (r)
and an n-lobed concentric coil with magnetic field B'(r) is calculated by evaluating the overlap
integral in Equation [2.1]. This integral can be written in cylindrical coordinates (r = (p, 0, z)) in
terms of the scalar function p, - Bm (r) Bn (r):
mB" Bnd3r = dz 27,pdp f l (p, 9, z)dO. [2.13]
--o 0 0
If d is the greatest common denominator of m and n, and a - m /d and b n / d, then for a given
value of p and z,
2(O + ) = Bm( + 2ff + 
d d d
= B m( + a 27) B'( + b 2
m n
=(-1)a+b ()Bn [2.14]
= (-1)a+b Bm(9) B(9)
= (l)a+b (9)
In the third line above, we have used the fact that the dot product of two vectors does not change
if they are both rotated by the same angles. Because concentric coils have an even number of
lobes, d must be an even integer and the angular integration from Equation [2.13] is
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2i dr2r/d 4;r/d
f p(O)dO = d |(O)do + |f (o)do 
o d 2,rd 2|(I(d)+f( +2 ) . [2.15]
2,rld
= (1_+(,)a+b) d (9)dO
0
If exactly one of the two integers a and b is odd, their sum will be an odd integer and the mutual
inductance will be zero.
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2.8 Appendix B: Sample-induced noise for coils with rectangular lobes
The calculation of the sample induced noise power for concentric coils with rectangular lobes is
a modification of the technique presented in Reference (59) for computing the noise power of a
single square coil. The thermal fluctuations induced in a coil by a conductive sample are random
with zero mean and standard deviation equal to
V4kbTAIS, [2.16]
where kb is Boltzman's constant, T is the absolute temperature, Af is the bandwidth of the
experiment, and. R is the resistance to current flow in the coil presented by the sample. R s is
determined by calculating the power deposited in the sample per unit current I flowing in the
coil.. For a half-infinite sample filled with with uniform conductivity o, the sample loading
resistance is given by
R =I f E12d'r. [2.17]
half
volume
When the electromagnetic wavelength corresponding to the field oscillations is large compared
·to the dimensions of the surface coil (quasi-static case), the electric field E can be written in
terms of the vector potential A
8A icwo0 dr, J(r')E= aAt 4ot Jrf [2.18]
If the current loop is confined to the plane z = 0 and the cross-sectional area is small, then this
can be written as an integral over the surface of the coil S. The order of the integrations in
Eqs. [17] and [18] can be exchanged, leading to an expression for the noise power of a planar
current distribution (Reference (59), Eq. 34):
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R·=noi co~u0.l 2 g(x,y)dxdy
R4T ) X2 + y2 [2.19]
g(x, y) = Jf(xi, yl)f (x1 - x, yl - x)dxldy,
In this expression, f(x, y) is a function that describes the shape of the coil. The function is equal
to 1 when it is evaluated at points inside the coil and it is equal to 0 at points outside of the coil.
For a rectangular loop coil with dimensions r and s, the convolution integral from Equation
[2.19] is
(r xJ)(S-JyJ) rx < 'l yl <
g(x, y)= 2 2. [2.20]
0 otherwise
Equation [2.19] is then evaluated as
Rrect(r, s) =U 4 (r -cr( d )( 4 y)dxdy
r An +(r4 ,( 4 ) [ r +2 2 + rs j I(r2 + 2)32 +(r3 + 3)
[2.21]
The noise powers of the two- and four-lobed concentric coils can be derived by superposition.
The current pattern in a two-lobed coil can be written as the sum of the currents in two adjacent
rectangular coils with opposing current directions. If the electric fields produced by a unit
(positive) current in these smaller lobes are E and E2, the total noise power from the two-lobed
coil can be written
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R,Wo (r,s)= - J I-E2 I d3r
lobes hahalf
volume
=2 [12 +E212 -(El .E;+E E 2)]d3r
half
volume [2.22]
ha [IE11= +lEEl= -(, +E=[ -[I +lE2 ]d ' rhalf
volume
= 4R,, 2 s -R2 ( r s)Re -rec
The current in a four-lobed coil can be viewed as the sum of the currents in two two-lobed coils.
The total noise power in a four-lobed coil is
Rfour(r) = 4Rwo r,- -R (r, r)
lobes lobes 2 lobes
=16Rrect 4Rrect, 2 )-4Rrect + Rrect (r,r). [2.23]2 2 rect
In the third line, we have used the fact that (from Equation [2.21]) Rec, (a, a) = 3 (r,r)
Although there is no analytical form for the noise resistance of concentric coils with more than
four lobes (or for coils with arbitrarily-shaped lobes), these coils can be evaluated by numerically
integrating the expressions in Equation [2.19].
72
Chapter 3.
The Effects of Coil Coupling on Parallel MR Image
Reconstructions 3 ' 
3.1 Introduction
For a long time, the elimination of inductive coupling has been considered an important part of
designing radiofrequency (RF) coil arrays for MRI (1). When coils couple inductively, they
resonate as a single structure, and it can be very difficult to match the impedance of each element
simultaneously to the input impedance of the receiver circuitry. When this match is non-optimal,
the preamplifier noise figure can be seriously degraded, leading to an image with a poor signal-
to-noise ratio (SNR).
The development of parallel MRI techniques has led to renewed emphasis on removing coupling
and maintaining coil isolation. Parallel MRI techniques require a coil array's component-coil
sensitivity profiles to be as distinct as possible in order to encode spatial information. When coils
couple inductively, they become sensitive to the same regions of the sample. It has thus been
3.1 The work in this chapter has been published as: "Ohliger MA, Ledden P, McKenzie CM, Sodickson DK. The
Effects of Coupling on Parallel MR Image Reconstructions. Magnetic Resonance in Medicine 2004: 52(3):628-639"
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feared that coupled coils might contain less distinct spatial information than uncoupled coils,
yielding lower quality parallel MRI reconstructions (34,38,63).
When coil arrays are used for spatial encoding in parallel MRI, many of the traditional methods
of decoupling coil array elements become more difficult. Overlapping RF coils to eliminate
shared magnetic flux (1) leads to stringent constraints on how the elements are placed. This fixed
overlap may not always be appropriate for parallel imaging (34,63). Preamplifiers with
extremely low input impedances (1,34,67) and lumped-element decoupling networks (64,65)
have become the primary techniques for decoupling arbitrarily-placed coil array elements. Still,
extending these techniques to large numbers of coils with varying amounts of shared inductance
is complex and challenging. Thus, it has become important to quantitatively assess the impact of
inductive coupling on parallel image reconstructions, in order to determine how crucial a role
decoupling strategies should play in the design of future arrays.
This chapter describes a theoretical and experimental analysis of the impact of inductive
coupling on the ability of coil arrays to encode spatial information in parallel image
reconstructions. Moderate levels of coupling are explored, representative of residual couplings
that might be encountered in practical arrays. These coupling levels are generally not sufficient
to affect the preamplifier noise figure, but they do cause array elements to share signal and make
their sensitivities less distinct. We show that while the effects of preamplifier noise continue to
be important, the intrinsic spatial encoding properties of a coil array remain largely intact in the
presence of inductive coupling.
3.2 Theory
3.2.a Circuit Model
The coupling observed in an MR acquisition using a coil array can be described by a simple
electronic circuit model. Circuit models have been presented elsewhere to describe the effects of
mutual inductance (1,34,65,66,82), and the one we present here repeats some parts of those
presentations. Our description is intended to clarify our experimental design, and to emphasize
the areas that are crucial to understanding the particular impact of inductive coupling on parallel
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MRI. In later sections, we show how the resulting expressions for coupling can be formally
integrated into the equations for the parallel MRI reconstruction.
A model for the n-coil system used in this work is shown schematically in Figure 3.1.
Precessing magnetization, along with noise sources, induces a net voltage with amplitude VI
around each coil. The magnitude of each voltage depends on that coil's spatial sensitivity to
precessing magnetization and noise. The sensitivity to both signal and noise can be derived using
the principle of reciprocity (1,80,83). In the Appendix, it is shown that the vector of signals S
received by the coils within the array is related to the induced voltages through the expression:
S oc A[Zco°i + input ]-I V , [3.1]
where ZcO'i and Zinput are nc by nc matrices that describe the impedances of the individual coils
within the array and the preamplifiers and matching networks at the coil inputs, respectively. A is
a diagonal matrix that gives an overall scaling that is defined in the appendix.
The MR signal in any channel is thus, in general, a linear combination of the voltages induced in
all of the coils. Two special cases lead to decoupled arrays. As mentioned in the appendix, when
the mutual inductances (and resistances) between the coils are zero, then the sum Z c + Zi"np is
diagonal and the MR signal recorded by any receiver is directly proportional to only the voltage
induced in the coil connected to that receiver. Alternatively, if the preamplifier input impedances
are small, the coil matching circuitry will transform them into large impedances (Eq. [3.20]). The
entries of ZnP" will be large compared with those of Z"COi, and the transformation described by
Equation [3.1 ] will be nearly diagonal, even in the presence of significant mutual inductance.
In order to derive the coupling observed in MR data, consider two array configurations, labeled
A and B. In configuration A, the coils have been adequately isolated. In configuration B, the
array has been modified, for example by changing the preamplifier input impedances. The vector
of induced voltages V is completely specified by Faraday's law of magnetic induction. As long
as the positions of the coils and the sample are not changed, VA = V - V. This relationship,
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together with Equation [3.1], yields an expression for the total amount of coupling MAB seen in
the observed MR signal:
SB= A[ZB + ZpU] VB
= A[Zil + Zinput ]-1V
~B 1ZCB0 + ~~B | VA .[3.21
= A BZCl + Zinput -lZcoil + Zinput lA-S [
-MABSA
The most important consequence of Equation [3.2] - that the coupled signal SB is linearly
related to the uncoupled signal SA - will be generally true for almost any type of coil array.
However, the quantitative evaluation of MAB (by way of Equation [3.2] and the appendix) for the
specific array used in this work will be important when we discuss our experimental design.
In this discussion, the terms "mutual inductance" and "inductive coupling" refer to distinct
quantities. "Mutual inductance" specifically refers to Lij, which (in the form iLij) constitutes
the inductive component of the shared impedance between two RF coils. "Inductive coupling,"
on the other hand, refers to the entries of the coupling matrix MAB in Equation [3.2], and
describes the net effect of the shared impedance on the component coil images that are received
and reconstructed by the MR scanner. (We identify this coupling familiarly as inductive even
though strictly speaking it contains the effects of shared impedance more generally.) The
inductive coupling depends on the mutual inductance as well as the impedances of all of the
components of the coil array, particularly the preamplifiers. The next section describes how the
coupling matrix MAB affects the parallel MRI reconstruction.
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Figure 3.1 (a) Circuit model for coupling analysis. The
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represented as lumped elements. (b) Detailed circuit model
for the coil array elements. The dashed arrows bracket the
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3.2. b Effects of Coupling on Parallel Imaging Reconstructions
For the purposes of image reconstruction, the expression for the total MR signal received by the
Ith component coil in an array at k-space point km due to a distribution of transverse
magnetization p(r) is discretized and written in the form:
S5(km)(ix els eikm' Cl(rj)p(rj) +nl(km). [3.3]
C(rj) is the sensitivity function for coil at spatial position r, and n, is a Gaussian random
variable representing white noise, which varies with time and incidentally with k-space position
km
.
In generalized parallel imaging approaches (11,16), the sensitivity variations and the
gradient modulations for all of the coils are formally combined into a single encoding matrix B,
defined by
B(m),j --- e ik , ' rjCl(r ) , [3.4]
and Equation [3.3] is written in matrix form:
S=Bp+n. [3.5]
The entries of the encoding matrix, B, are typically derived from one of several types of
calibration scans that are described in detail elsewhere (7,11,15-17,51,52). The noise has
statistical properties that are defined by the noise correlation matrix,
= (nnt )t [3.6]
Here, the angular brackets denote a temporal average over noise samples. In the absence of
inductive coupling, the off-diagonal elements of correspond to intrinsic noise correlations,
which arise due to the coherent reception of common noise sources. Because the noise that
accompanies each separately-acquired k-space point is statistically independent, the noise
correlation matrix is block diagonal, with the form '1 = ® Ik (where 0 is the tensor product
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and Ik is an identity matrix with dimension equal to the number of acquired k-space points). The
magnetization density p is reconstructed from the acquired signal S by finding a matrix B inverse
that inverts equation [3.5]. It has been shown that the maximum SNR is obtained by choosing a
modified form of the Moore-Penrose Pseudoinverse (11,16)
Binverse -' (Bti1B ) ' Bt-lt. [37]
Under the influence of inductive coupling, the signals received by the various array elements can
be written as linear combinations of the signals that would have been received by those elements
had the detectors been uncoupled. The coil sensitivity functions are similarly transformed in the
presence of inductive coupling, with the particular transformation given by the electrical
coupling matrix MAB (Equation [3.2]). Because coupling occurs independently for each of the nk
acquired k-space lines, the measured encoding matrix B transforms into a coupled matrix B
according to the block diagonal matrix MI - MAB Ik:
= MB. [3.8]
In all expressions, the presence of a tilde denotes a quantity measured using an array that is under
the influence of inductive coupling.
Just as coupled coils share voltages that are induced by precessing magnetization, they can be
expected to share noise voltages as well. Because of this, noise received by coupled coil array
elements is expected to exhibit a higher degree of correlation than it would be in an array with
decoupled coil elements. In order to obtain a general idea of how noise correlations change under
the influence of coupling, we adopt a simple noise model in which random fluctuations within
the MR sample induce a time-varying random voltage around each coil. As mentioned above,
and as formalized in Equation [3.6], these noise voltages are intrinsically correlated, even before
taking inductive coupling into consideration. Because they are voltage sources, the noise
voltages transform according to the same coupling matrix, M, as the coil sensitivities, and so we
write
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n = Mn. [3.9]
The new noise correlation matrix I depends on both the coupling matrix M and the intrinsic
noise correlation matrix, A:
= (ii )time = M (n n t )time M't = IP/Mt . [3.10]
It is important to make a distinction between intrinsic noise correlations and those introduced by
coupling because - as we shall see - the intrinsic correlations described by Equation [3.6] are
determined solely by the interaction of the coil array with the sample and thus they cannot be
changed, while the additional correlations brought about through inductive coupling can be
compensated for in the reconstruction.
If the coupling matrix, M, is non-singular, the inverse procedure in Equation [3.7] can be applied
to the coupled data described by Equations [3.8] and [3.10],
p( )'Bt -S
=(BtMtMt-l-l4M-'MB)a 'tMtMt- 1'1M/lMS. [3.11]
= (Bti-lB)- Bt-l'S
Equation [3.11] implies that the theoretically optimal image reconstruction in the presence of
inductive coupling is identical to the optimal reconstruction of the same data in the absence of
coupling. The disappearance of the coupling matrix from Equation [3.11] relies on the fact that
the noise correlation statistics contain enough information about the degree of coupling to
compensate for the effects of coupling on the coil sensitivities. The ability to make this
compensation is a direct consequence of Equation [3.9], which asserts that the noise in the
various channels will be coupled in the same ratios as the signals. This assertion does not
explicitly depend on the nature or the strength of the coupling, but it does rely on two other basic
assumptions. First, it is assumed that the simple circuit model described above, in which sample
noise is represented as a set of correlated voltage sources, is sufficient to describe the noise in
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our array. The second assumption is that the sample remains the dominant source of noise in
both the coupled and the uncoupled coil array. The next section addresses the effects of having
additional noise sources that disturb the noise statistics enough to make the compensation in
Equation [3.11 ] impossible.
3.2. c Noise Effects of Preamplifiers
The transformation of noise described by Equation [3.9] explicitly assumes that noise originating
from the sample is the dominant source of noise in the measured data, even under the influence
of inductive coupling. The preamplifiers that connect the detectors to the RF receiver chain have
the potential to profoundly affect the final noise properties of the coil array. Preamplifiers are
designed to have minimum noise figures when presented with optimal impedance values at their
inputs (typically 50 ohms). In the presence of significant inductive coupling, it may be difficult
to maintain this optimal impedance match. As a consequence, additional noise will be generated
in the process of amplifying the signal. It has also been suggested that noise sources arising from
the preamplifier input circuitry (e.g. preamplifier input resistance) may be transferred among the
coils if the isolation is not perfect (84), although the quantitative importance of this effect is
unclear (85,86).
Formally, the preamplifier noise sources can be combined into a single variable, ni, that adds in
an uncorrelated fashion to the sample noise, n:
S = Bp + n s + n. [3.12]
The preamplifier noise n is described by its own noise correlation matrix, K. For clarity of
notation, we consider the case where the preamplifier noise is only significant in the coupled
case. The coupled noise correlation matrix becomes
( )time i (nrn)timeI' +(npn ) i = IMt + , [3.13]
and the reconstruction in Equation [3.1 ] becomes
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p = [Bt[MtrM' t + K] MB] BtMt [ +K] TS
[3.14]
=[Bt [4 + M-KMt-'] B] Bt [4 + M-1KMt- 1 S
Thus, in the presence of preamplifier noise effects, the parallel MRI reconstruction can still be
formally recast in terms of the uncoupled acquired signal vector and encoding matrix. However,
the reconstruction of coupled data is no longer equivalent to the uncoupled case. The alterations
to the reconstruction can be expressed in terms of an altered noise correlation matrix
q'effective = - + M-'KMt1 ' Because fK, M, and Vi are not independent parameters, it is difficult
to predict whether the perturbation they make in the noise statistics will cause an increase or a
decrease in the net SNR. The experiments described in the next section are intended as a
preliminary evaluation of these effects.
3.3 Methods
3.3. a Experimental Design
Figure 3.2a illustrates schematically the system used to evaluate the effects of coupling. A two-
coil system is shown in two configurations. In configuration A, the two identical coils are
connected to low input impedance preamplifiers. The cable lengths that connect the
preamplifiers to the coils are chosen so that the minimum possible impedance Zpre"m p is present
at the input of each coil matching network. It is convenient to represent the electrical effects of
the cables that connect the preamplifiers to the coils in terms of the preamplifiers' reflection
coefficients. If preamplifier 1 has reflection coefficient with magnitude , then the minimum
possible impedance is Zlpreamp = 50(1- F )/(l+ F ). After being transformed b tthe matching
network, the impedance at the input of that coil becomes (from Equation [3.20])
Zin =R (l1+r )/(-rF ). If Fr is close to 1, then Z can become very large and only a small
amount of current is allowed to flow in coil 1. Little signal is transferred from one coil to the
other, even in the presence of a large mutual inductance.
82
When the system is modified (configuration B) by inserting a segment of cable that introduces an
electrical phase delay a (measured at the Larmor frequency) between coil 1 and its preamplifier,
the impedance of the preamplifier seen by the coil becomes
Z 50 R - +~+ FOe - i2a [3.15]
Zl preap - [3.15]
The factor of two in the exponential occurs because the phase of the reflection coefficient is
twice the phase delay a. As a increases, the impedance at the input of coil 1 decreases, allowing
more current to flow in response to a given induced voltage. Thus, more signal is transferred
from coil 1 to coil 2 as a result of the mutual inductance between them. The input impedance of
coil 2 (the unmodified coil) remains large, and there is no signal transferred from coil 2 to coil 1.
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The elements of the coupling matrix MAB, calculated according to Equation [3.2], are shown as a
function of a in Figure 3.2b for two coupled coils with typical coil parameters described in the
figure. This example illustrates that the phase adjustments achieved through the modification of
coil-preamplifier cable lengths provides a convenient way of adjusting the coupling of a
multicoil system without changing the positions of any of the individual elements.
3.3.b Imaging apparatus32
For the experiments described here, a coil array with eight independently-positionable elements
(Model NMSC-OlOB-1.5TGE, Nova Medical, Inc., Wakefield, MA) was positioned surrounding a
14.8 x 15 x 37.2 cm phantom as shown in Figure 3.3. The phantom was placed at the isocenter of
a 1.5 T General Electric TwinSpeed Scanner equipped with eight receiver channels (GE Medical
Systems, Waukesha Wisconsin).
A schematic diagram of an individual coil element is shown in Figure 3.lb. Each coil element
was formed by an 8 x 18 cm rectangular copper trace on a flexible polyimide PC board and had
an inductance of 250 nH. Each coil was tuned to 63.8 MHz with multiple distributed capacitors.
The unloaded coil Q was greater than 400 and the loaded coil Q was approximately 30, giving an
unloaded to loaded ratio of greater than 12:1. A lumped element bridge balun was used for
matching each coil element to 50 ohms and a PIN diode across this balun detuned the coil during
body coil transmit. Additional passive detuning traps provided isolation from the body coil
transmitter in case of failure or disconnection of the active PIN diode bias. The output of the
bridge balun was connected to an ultra-low impedance preamplifier (NMP-001, Nova Medical,
Wakefield MA USA) through a half-wave cable with two triaxial baluns. A phase matching
circuit on the input of the preamplifer was used to precisely adjust the reactive portion of the
preamplifier input impedance in order to maximize the preamplifier isolation of the receive coil.
Preamplifer isolation of each coil element was greater than 35 dB and no additional inductive or
capacitive isolation was used between the elements of the coil array.
3.2 Electronic measurements of coil array and preamplifiers made by P. Ledden, Nova Medical, Wakefield
Massachusetts.
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In the baseline state, each coil was directly connected to its corresponding low impedance
preamplifer. The exact input impedance of each preamplifier along with its input reflection
coefficient is listed in Table 3.1. In order to progressively introduce more coupling, four different
sets of BNe extension cables were inserted between the preamplifiers and the coils. Using a
vector network analyzer (Agilent Technologies model 8712ES), the phase delay for each inserted
cable was evaluated by measuring the phase of its transmission coefficient S21 at 63.86 MHz.
The complete set of phase delays for each coupling configuration (cpll, cpl2, cp13, and cpl4) are
listed in Table 3.1.
1 2 3
57 6
l.l._._._.P;.H;.A;N_T~O~M~._;;:.II.4
LR 8
Figure 3.3 Schematic diagram and photograph illustrating
the arrangement of the eight-coil array.
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3. 3. c Image Acquisition
For each level of coupling, 128 identical gradient echo images were acquired (TE 3.3 ms, TR 6.7
ms, flip angle 20, BW 15.63 kHz, slice thickness 5 mm, matrix size 128 x 96). These images were
each acquired in an axial plane through the center of the phantom. The fields of view in the left-
right (LR) and the anterior-posterior (AP) directions were 42 cm and 31.5 cm, respectively. The
readout was in the LR direction. Sensitivity calibration data were acquired using the same pulse
sequence that was used to acquire the image data, but with 128 averages in order to increase
SNR. No body-coil data were acquired.
The central 2/3 of the AP FOV - the minimum necessary to completely contain the phantom -
was extracted from each image and used in the parallel imaging reconstructions (see Figure 3.4).
The first and last image points in the readout direction (which contained no signal) were
excluded to make the data compatible with both 2-fold and 3-fold undersampling. This yielded a
net data matrix size of 126 x 60, with a 41.34 x 19.69 cm FOV. The 36 remaining signal-free AP
lines in each of the 128 acquired images were used to generate a noise record. In order to avoid
the effects of the scanner's frequency-domain filter, we included the central 119 points from
each 128-point readout line, giving a final noise record with 36xl 19x128 = 548,352 samples.
The covariance of this noise record was used to determine the correlation matrix P in accordance
with Equation [3.6]. Note that while Equation [3.6] is specified for noise in k-space, the
orthogonality of the discrete Fourier transform guarantees that the image domain noise statistics
will be the same up to an overall constant. Noise is simpler to measure in the image domain
because it is easier to identify a signal-free region in the image domain than it is in k-space.
Undersampled data sets were generated from the fully-sampled images by extracting those lines
of the raw k-space data that would correspond to an undersampled acquisition. The four levels of
undersampling that were used are shown in Table 3.2. As described in the experiments from
Chapter 2, each undersampled image was reconstructed using a Cartesian SENSE reconstruction,
summarized by Equation [3.7]. Once again, no extra sensitivity processing or numerical
conditioning such as that used in (11) or (16) was employed.
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3.3.d Coupling Measurements
The image coupling matrices were calculated using the coil sensitivity reference images by
finding a linear least-squares fit (via a matrix pseudoniverse) between the coupled and uncoupled
component coil sensitivities. The overall amount of coupling for each coupling configuration
was evaluated by determining the amount of coupled power in each coil channel, using the
expression
K = > , [3.16]
1'
Note that the "AB" designation, which was used for the coupling matrix M in the Theory
section, has been omitted for clarity.
3.3.e SNR Measurements
SNR was quantified by performing parallel imaging reconstructions on all 128 identical
acquisitions. The pixel-by-pixel mean taken over all acquisitions was used as an estimate of the
signal and the pixel-by-pixel standard deviation was used as a measure of the noise. Thus, a
pixel-by-pixel SNR map was created. The mean percentage change in SNR in selected regions of
interest (ROIs) for various coupling levels was determined by first computing the percentage
SNR changes on a pixel-by-pixel basis and then computing the average value of these changes in
a given ROI. We also computed the geometry factor, or "g-factor," which is defined for pixel j
as (87)
gJ = SNRf (j)' [3.17]
where R is the acceleration factor or amount of undersampling; SNRfU,ll (j) and SNRR(j) refer to
the SNR of the fully gradient-encoded image and the R-fold accelerated parallel MR image,
respectively. The g-factor is always greater than 1, and reflects SNR losses due to the non-
unitary transformations involved in the parallel imaging reconstruction. The g-factor values
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reported in this chapter were computed on a pixel-by-pixel basis and then averaged over an
appropriate ROI. All results in this chapter used the ROI shown with a dashed rectangle in
Figure 3.4.
3.4 Results
3.4. a Component Coil Images
Component coil images for the array used in this study are shown in Figure 3.5. The first row of
images was acquired when the coil array was in its baseline, or "base," configuration, and no
coupling had been introduced. Below the baseline images are the component coil images that
were acquired once the coil-preamplifier cable lengths had been adjusted in order to introduce
coupling (see Table 3.1). The four successive levels of coupling shown in Figure 3.5 are labeled
"cpll," "cp12", "cpl3" and "cpl4," respectively. The amount of coupled power K in each
component coil image at each level of coupling is also shown in Figure 3.5. The quantitative and
qualitative degree of coupling increases steadily for each successive configuration. In addition,
while only a subset of the coils had their phases adjusted, the perturbation was sufficient to
introduce coupled signal into almost all of the channels. Note that any substantial differences in
amplifier gain between various receivers will affect the measured values of coupling power, and
thus the values shown are meant only to give an overall sense of the relative amount of coupling
at each level.
3.4. b Changes in Noise Correlation
The noise data are illustrated graphically in Figure 3.6. Each plot in Figure 3.6 is a scatter plot
that shows the real part of the noise measured in one channel as a function of the real part of the
noise in one of the other channels. The noise for each channel that is plotted has been normalized
by that channel's noise standard deviation. In this type of plot, completely uncorrelated Gaussian
noise will form a circle, while correlated noise will become stretched along a 45 degree line. The
plots on the left side of Figure 3.6, which are in the base configuration, show mostly uncorrelated
noise. The right side of the figure shows noise from the cp13 configuration. In this case, several
distributions are much more oblong and tilted, indicating increased noise correlation. The plots
that are shaded show particularly large differences between the base and cpl3 configurations.
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COIL 1 COIL 2 COIL 3 COIL 4 COIL 5 COIL 6 COIL 7 COIL 8~ III-
fr ~_I!1_
0.09 0.35 0.31 0.43 0.91 0.02 0.87 0.22%'_---~_I!I-
0.20 0.46 0.40 0.56 0.95 0.05 0.92 0.28~----~_I!I-0.19 0.43 0.34 0.59 0.93 0.07 0.92 0.29~M_IIiiiI_~_I!I_
0.80 0.44 0.70 0.53 0.93 0.13 0.92 0.30
Figure 3.5 Component coil images for the base
configuration and four coupling levels (cpll, cpl2, cp13, and
cpI4). Below each image is the amount of coupling power in
that image, calculated using Eq. [3.16]. The coupling power
specifies what fraction of the image power in each
component coil is the result of coupling from other coils.
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Table 3.3 shows the entries of the measured noise correlation matrix 'P for the base array
configuration as well as the cpl3 coupling level. The entries of I are, in general, complex. For
clarity, only the absolute values are listed in the table. As expected, there is an overall increase in
component-coil noise power (diagonal elements) as well as noise correlations (off-diagonal
elements) for the coil array under the influence of inductive coupling. In order to evaluate the
effect of noise sources that do not arise from the sample, Table 3.3 shows the entries of TF for the
cpl3 coupling configuration that would be expected given the predictions of Equation [3.10].
Recall that Equation [3.10] describes the ideal case in which preamplifier noise effects are
unimportant. Table 3.3 also shows the percentage changes between the predicted and the
measured entries of T. The diagonal parts of the noise correlation matrix are predicted by
Equation [3.10] within an average accuracy of 5%, but the off-diagonal are not predicted nearly
as well.
3.4.c Effects of Coupling on SNR
The effect of coupling on the SNR of the reconstructed images is shown in Figure 3.7. In all
cases, the SNR was measured on a pixel-by-pixel basis and then averaged over the ROI shown in
Figure 3.4. Figure 3.7a describes the average SNR obtained when no noise correlation
information was used in the reconstruction (i.e. T was set equal to the identity matrix).
Figure 3.7b shows the results of an average over the same region for the images that were
reconstructed using the measured value of T. The reconstructions that explicitly included 
show uniformly increased SNR when compared with the reconstructions that were performed
without any noise calibration. Because the SNR for each pixel was computed using 128
independent samples, it can be shown using standard principles of error propagation that the
expected variance for the measurement at each pixel is 4-7%. Because the ROI that we used
contained 3,360 pixels, the standard error for the mean SNR values shown in Figure 3.7 was
about 0.12 %. It should be noted, however, that the actual pixel-by-pixel SNR values that were
averaged to produce Figure 3.7 varied dramatically throughout the ROI. This is expected due to
the fact that sonme pixels were much closer to the coil array than others.
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Because of the wide range of SNR values found in different regions of the ROI that we used, it is
useful to compare the various coupling levels by computing the average pixel-by-pixel
percentage changes in SNR from the baseline configuration. The results of this computation are
shown in Figure 3.8. As in Figure 3.7, the ROI shown in Figure 3.4 was used. The percentage
changes in SNR were, for most levels of coupling, more evenly distributed throughout the ROI
than were the overall SNR values (data not shown). In order to illustrate the widths of these
distributions, we have included error bars in Figure 3.8 that correspond to the standard error of
the mean percentage SNR change. The standard error is defined as the standard deviation of the
distribution divided by the square root of the number of pixels in the ROI. For images
reconstructed using no noise correlation statistics (Figure 3.8a), the changes in SNR due to
coupling are almost uniformly negative and much larger in magnitude than for the images
reconstructed using the measured noise correlation (Figure 3.8b). For the images that were
reconstructed using the measured noise correlations, each coupling level shows a different
magnitude SNR change. For the cpll configuration, the SNR increases by 5-7.5% for all
acceleration factors. There is little change in SNR for the second and third coupling levels, and
there is a 1-7.6% average decrease in SNR at the fourth coupling level.
3.4. d Effects of Coupling on g-Factor
Figure 3.9a shows the average pixel-by-pixel g-factor for each coupling level as a function of
acceleration. These g-factor maps were determined using the SNR maps computed above
together with Equation [3.17]. As described above, the g-factor is a measure of the
amplifications in noise that occur due to the non-unitary transformations used in parallel image
reconstructions. This quantity gives a picture of the overall linear independence of the coil
sensitivities. A g-factor of 1 suggests nearly complete orthogonality, while a high g-factor
reflects strong linear dependence. As expected, all average g-factor values are greater than 1. For
each acceleration factor, there is almost no change in g-factor with the introduction of coupling,
except for a small increase seen in the g-factor of the cp14 configuration.
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Figure 3.8 Average percentage change in SNR relative to
the base level, measured over the central region of the
phantom for various coupling levels and acceleration
factors. Each cluster of vertical bars represents a different
acceleration factor, and each shaded bar represents a
different coupling level. Error bars correspond to the
estimated standard error of each measurement. The results in
the left-hand panel (a) correspond to reconstructions that did
not include the noise correlation matrix (it was assumed to
be the identity matrix). The results on the right (b)
correspond to reconstructions that explicitly included the
noise correlation matrix.
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Figure 3.9b shows the average percentage change in g-factor caused by coupling computed on a
pixel-by-pixel basis. As in Figure 3.7, we have included error bars that correspond to the
standard error of the mean percentage change in g-factor. The changes in g-factor are mostly
smaller in magnitude than the overall SNR changes, reflecting the fact that despite the drastic
levels of coupling visible in Figure 3.5, the spatial encoding properties of the array remain
relatively intact.
3.5 Discussion
The goal of this study was to investigate the effects of inductive coupling between coil array
elements on parallel image reconstructions. Specifically, we were interested in evaluating the
ways in which coupling affects the ability of coil arrays to encode spatial information. Inductive
coupling may affect other aspects of the parallel imaging reconstruction, such as sensitivity
processing (87) and numerical conditioning (16), but such effects (though worthy of study in
their own right) are beyond the scope of this work.
When coupling is described as a simple linear transformation of coil signals and noise,
theoretical arguments demonstrate that coupling does not change the ultimate achievable SNR
for a parallel imaging reconstruction. This result is a direct consequence of the fact that, in the
linear transformation model, mutual inductance couples noise between array elements in the
same ratios that it couples signals. Thus, any loss of distinctness in the measured coil sensitivities
is compensated by information stored in the measured noise correlations. This is consistent with
the results of Duensing et al (84) for non-parallel reconstructions, in which appropriate
combinations of signals from two inductively coupled coil elements were shown to achieve the
same SNR as the uncoupled array. Our description is distinct from (84), however, in that (84)
assumes that the coupling matrix MAB has previously been measured. In a computational
study (66), investigators have suggested that the coil array impedance matrix might be used to
derive an expression for MAB. By contrast, our compensation for coupling requires only a
measurement of the noise correlation matrix . Knowledge of P is required to achieve the best
possible SNR for both parallel (87) and conventional (1) imaging, even in the absence of
inductive coupling.
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Our theoretical predictions were tested using an experimental system in which coupling was
introduced into a coil array in a controlled fashion by deliberately misadjusting the phases of the
preamplifier input impedances at individual coil terminals. Of course, such dramatic
misadjustments are unlikely to occur in practice, as most designers will choose to use the correct
phase match as part of a well-constructed coil array. Inductive coupling is more likely to occur
when changes in coil position or shape (e.g. in flexible arrays) cause changes in the mutual
inductance between array elements. We chose not to introduce coupling by varying the coil
positions because then we would be unable to distinguish the SNR changes that occurred due to
increased coupling from the SNR changes that were due to the spatial displacement of the coil
sensitivities.
Parallel image reconstructions of data accelerated by up to a factor of six and with four different
degrees of coupling showed average SNR changes of -7.6% to +7.5%. These modest changes in
overall SNR were accompanied by similarly small changes in g-factor. Conference proceedings
(88-90) have described experiments with different phantoms, coil arrangements, and imaging
systems that have yielded similar results.
The majority of our theoretical model, which considers noise sources that arise solely from the
sample, does not place any conditions on the amount of coupling that the array elements
experience, except that the coupling matrix is non-degenerate and hence invertible. This is not
meant to suggest that coupling considerations can be completely eliminated from the design of
coil arrays for MRI. For example, matching the impedance of every element within a coil array
to a 50-ohm receiver chain can be difficult in the presence of arbitrary amounts of coupling.
Thus, some amount of decoupling effort is generally necessary. Our experiments were designed
to examine the effects of small amounts of residual coupling arising within an otherwise well-
decoupled array.
The changes in SNR that are observed experimentally with the introduction of inductive
coupling indicate the presence of noise sources that do not couple in the same way as the MR
signals (Table 3.3). These additional sources of noise change the noise correlation statistics such
that they no longer precisely offset the changes in the coil sensitivities (Equations [3.11] and
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[3.1.4]). We have shown schematically that changes in the preamplifier noise properties may be
sufficient to cause this effect, but the present experimental data are insufficient to either confirm
or disqualify this explanation. Further studies are necessary to fully evaluate the effects of the
preamplifiers as well as other potential noise sources on the behavior of coupled coil arrays. It is
also possible that there are complexities in the noise behavior of our system that are not
completely accounted for by the set of correlated random voltage sources that we have assumed
in our model. What is clear from this study, however, is that any additional effects are not
necessarily deleterious. The results presented here suggest that modest amounts of coupling
between coil array elements does not need to have a prohibitive impact on the ability to use a
given array effectively for parallel imaging.
In studying the impact of inductive coupling on parallel MRI reconstructions, this chapter has
been focused on a practical aspect of building coil arrays that is expected to be important as the
density of array elements used for imaging continues to grow. Chapter 2 presented an alternative
method of arranging coil elements that is helpful for some aspects of parallel MRI performance.
From these two studies, a set of important questions arises: In the process of designing coil
arrays for parallel MRI, are the practical issues such as inductive coupling, combined with the
need for more imaginative coil designs, the only limiting factors in the potential performance of
coil arrays? Is there some more fundamental physical principle that sets boundaries on the use of
detectors for spatial encoding? The answers to these questions will be explored in the next
chapter.
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3.7 Table 3.1: Preamplifier input impedances and cable phase shifts
Preamplifier input impedances, along with the phase delay (in degrees, measured at 63.86 MHz)
introduced by the inserted BNC cables for each coupling level.
coil number
1 2 3 4 5 6 7 8
preamplifier
input 0.7-3.8i 0.8-3.9i 0.7-4.5i 0.6-3.8i 0.8-4.4i 0.7-4.8i 0.7-2.3i 0.6-5i
impedance
(ohms)
phase angle 0 0 0 17.5 0 0
cpll
(degrees)
phase angle 0 0 0 0 0 24 0 0
cpl2
phase angle 0 0 0 23 0 24 0 0
cpl3
phase angle 0 40 0 17.5 0 23 0 0
cp14
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3.8 Table 3.2: Undersampling patterns
Specific 1D undersampling patterns chosen for each amount of net undersampling.
total acceleration
1 2 3 4 6
LR acceleration 1 2 3 2 3
AP acceleration 1 1 1 2 2
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3.9 Table 3.3 Noise covariance matrix measurements
Absolute value of the measured noise correlation matrix for the BASE and CPL3 coupling
levels. The measured CPL3 noise correlation matrix is also compared to that which would have
been predicted based on the measured coupling and Equation [3.10].
base noise correlation matrix (xl,000)
126 8 3 1 6 2 4 7
8 128 2 4 12 5 14 3
3 2 87 4 4 5 1 3
1 4 4 112 14 6 3 2
6 12 4 14 162 3 14 3
2 5 5 6 3 24 2 4
4 14 1 3 14 2 160 4
7 3 3 2 3 4 4 71
cpl3 noise correlation matrix (x1,000)
126 8 4 5 12 3 7 8
8 131 6 3 38 11 11 5
4 6 98 27 47 8 15 4
5 3 27 107 62 13 28 3
12 38 47 62 348 46 119 9
3 11 8 13 46 24 47 4
7 11 15 28 119 47 263 9
8 5 4 3 9 4 9 71
expected cpl3 noise correlation matrix (x1,000)
122 6 7 6 8 2 8 10
6 131 10 6 39 13 15 6
7 10 96 24 49 9 19 4
6 6 24 98 54 16 36 3
8 39 49 54 391 60 148 7
2 13 9 16 60 25 58 3
8 15 19 36 148 58 290 7
10 6 4 3 7 3 7 71
percentage change cpI3, expected vs measured
-4 -17 52 17 -36 -34 17 28
-17 -0 65 91 4.2 21 41 17
52 65 -3 -8 2.9 9.6 25 6.8
17 91 -8 -9 -12 23 28 4.8
-36 4.2 2.9 -12 13 31 25 -17
-34 21 9.6 23 31 1.8 22 -14
17 41 25 28 25 22 10 -21
28 17 6.8 4.8 -17 -14 -21 0
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3.10 Appendix A: Electronic Model of Coil Coupling
Each coil in Figure 3.1a has self-inductance L, capacitance C, and resistance Ra. In addition,
each coil is connected to a preamplifier with low input impedance. The input impedance of each
preamplifier as seen by the coil is denoted Z,". The signal SI that is measured in a given channel
is proportional to Iprea mP, the current that flows through that channel's preamplifier. If the coils
are isolated, then by definition the signal output from any preamplifier is proportional to the
voltage induced around that coil element alone (IP"e"P oc Vl). In reality, each pair of coils
experiences both inductive and resistive coupling, denoted by L,, and R,,, respectively. In this
situation, the relationship between the induced voltages and preamplifier currents is more
complicated.
We define two impedance matrices, Z"ci and Z"', to describe the electrical properties of the
coil array:
zicoild__ ico~ iZ/oll iwL c +_il = icoLw1 + R,, [3.18]
Zzinpu/ i Zl, =0. [3.19]
The value of Z." for each coil depends on the preamplifier input impedance, Z/PreaP, as well that
coil's particular matching circuitry. The matching components for the coils used in this work
(Nova Medical, Inc., Wakefield MA) are shown in Figure 3.1b (for a detailed description of
circuit designs for similar coils, see (34)). In order to transform the sample resistance R to
502Q, the matching inductors and capacitors are adjusted to have equal and opposite reactances
with magnitude X = 50R . In this case, it can be easily shown that the coil input impedance
becomes
Z" =50flQ RI [3.20]Z preamp
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In vector notation, the set of loop currents Il°°P flowing around each coil in response to the
induced voltagesV is
I t°°P = [Z coi + zinpul ]- 1 V. [3.21]
The currents measured through the preamplifiers - in other words the recorded MR signals - are
simply determined from the loop currents that flow around each coil by solving algebraically for
the currents along the various paths within each matching network. When these calculations are
done, it is found that the current through the preamplifier of coil is
JIpreamp = -i Ireamp  [3.22]
zpreamp I
Thus, the net expression for the MR signal is given by
S o Ipreamp = AIO°°P = A[Zcoil + Zinpu]- V, [3.23]
where A is a diagonal matrix with A, = -i 5R, / ZfreaP.
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Chapter 4.
The Ultimate Intrinsic Signal-to-Noise Ratio for Parallel MRI:
Electromagnetic Field Considerations4 .1
4.1 Introduction
The preceding chapters were devoted to discussing the practical details of coil array construction,
together with an exploration of a specific coil array design. While these issues are important,
they leave open the question of whether there are more fundamental limits on coil array
performance. This chapter seeks to answer that question. The properties of electromagnetic fields
within biological tissues are investigated as a way to provide an upper bound on the signal-to-
noise ratio that can be derived from a parallel MR imaging experiment. This upper bound will be
based only on electromagnetic constraints, and thus will be independent of any specific coil
design approach.
4.' The work presented in this chapter is very similar to that published as: "Ohliger MA, Grant AK, Sodickson DK.
Ultimate intrinsic signal-to-noise ratio for parallel MRI: Electromagnetic field considerations. Magnetic Resonance
in Medicine 2003;50(5):1018-1030." Section 4.3 on the planewave basis set has been significantly revised to include
a set of modes that were not included in the original calculation. Figure 2 has been added in order to characterize
these new modes. All of the figures have been re-generated using the expanded basis set. However, the results from
the calculations that incorporate these new modes have prompted no changes in the overall analysis. Therefore,
almost all of the text that does not explicitly mention the expanded basis set is unchanged from the original article.
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As has been mentioned several times in the course of this dissertation, the reductions in scan
time enabled by parallel MRI incur a cost in both the complexity of the scan and the SNR of the
final image. The added complexity stems from the fact that all parallel MRI techniques rely on
knowledge of the coil sensitivities, which necessitates some form of calibration. The issues
involved with coil sensitivity calibration have been thoroughly discussed elsewhere
(7,8,11,15,51,52). In addition, every image reconstructed using parallel imaging suffers a SNR
loss when compared to the fully gradient-encoded version acquired using the same coil array.
There are two reasons for this. First, there is a reduction in the temporal averaging of noise
associated with the fact that fewer k-space points are used in the reconstruction. This leads to a
SNR loss proportional to the square root of the reduction in scan time. There is little that can be
done from the perspective of reconstruction strategy or coil design to prevent this loss. In
addition, there can also be amplification of noise because, unlike in conventional Fourier
imaging, the transformations used in coil-encoded image reconstructions are not unitary. This
leads to an additional spatially-dependent source of SNR loss that is quantified by the so-called
geometry factor (11), g, and it is this geometry-associated loss that can be ameliorated through
good coil array design.
Roughly speaking, the geometry factor g is minimized when the coil sensitivities are as nearly
orthogonal as possible. A procedure has been described in which sensitivity patterns are
calculated and used to generate maps of g for a given coil and sample configuration (63). Free
parameters such as the coil spacing are systematically adjusted until an acceptable level of SNR
performance is reached. While this approach represents a valuable tool for RF coil design, there
is still no way to judge how close a given design is to the optimum that can possibly be achieved.
Furthermore, such a method provides little direct insight into the design of novel conductor
arrangements for parallel imaging.
This chapter offers a method for establishing an upper bound on the SNR performance of coil
arrays for parallel imaging. This is accomplished by directly optimizing the spatial encoding
properties of the coil sensitivities rather than parametrically varying the arrangement of
conductors. Coil sensitivities are constrained by the principle of reciprocity to be the left-hand
circularly polarized component of a solution to Maxwell's equations. This confers some degree
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of intrinsic smoothness on their spatial sensitivity patterns, which restricts their possible spatial
variations. This constraint was formalized by Ocali and Atalar in their calculations of the
ultimate intrinsic SNR for conventional gradient-encoded imaging (91). In that work, the coil
sensitivities were written in terms of a complete set of basis functions that each individually
satisfied Maxwell's Equations. A linear combination was found that minimized the total noise
power for a unit signal at a point of interest.
In this study, we extend the algorithm of Ocali and Atalar and apply it to parallel imaging by
adding new constraints that are imposed by the sensitivity-encoded reconstruction. These
constraints are used to derive a physically intuitive explanation of the limitations of parallel
imaging that occur at high levels of acceleration. In addition, we show how coils at higher field
strengths offer advantages for parallel imaging above and beyond those already brought about by
the larger available spin polarization. We investigate how the electrical conductivity of the
sample impacts the use of surface coils for spatial encoding, and we demonstrate how our
methodology can guide the choice of different k-space acquisition strategies. Finally, we
describe an algorithm for generating a concrete optimal coil sensitivity pattern that can be used
to guide future coil designs. Preliminary results from this work were presented previously at the
2002 Meeting of the International Society for Magnetic Resonance in Medicine in Honolulu,
Hawaii (92). Other independent investigations using different methodologies were presented in
the same forum, reporting some results consistent with those presented here (93-95).
4.2 Theory
We begin by reviewing the general formalism of parallel imaging reconstructions as well as the
procedure for determining the optimal SNR combination of any finite number of surface coils.
WAe then discuss how a complete basis set of coil sensitivities can be used in conjunction with the
parallel image reconstruction in order to generate a linear combination whose SNR is greater
than or equal to any linear combination of physically realizable receiver coils. Finally, we
describe a procedure for generating the sensitivity pattern of an idealized receiver coil that would
yield the computed optimal SNR.
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4.2.a Parallel Imaging Formalism
For the purposes of image reconstruction, the expression for the total MR signal received by the
lth component coil in an array at k-space point km due to a distribution of transverse
magnetization p(r) is discretized and written in the form:
S(k.- A eikC,(r)p(rj) + n. [4.1]
pixels j
C;(r) is the sensitivity function for coil 1, which describes the spatial modulation of the image
that is induced by inhomogeneities in that coil's reception pattern. n, is a time-dependent
Gaussian random variable representing white noise. The noise received by several detectors
simultaneously can be (and usually is) correlated, but the noise accompanying each point in k-
space is independent. For an array of L detectors, Equation [4.1 ] is conveniently written in matrix
notation by placing all of the acquired k-space points for coil I into a signal vector S1. Stacking
all of the coil signal vectors S, into one column vector S, and rearranging the right hand side of
Equation [4.1 ] accordingly, all of the coil information is then joined into a single equation:
S, B nl (t)
S = p+ = Bp + n(t), [4.2]
SL BL nL (t)
where B is the so-called encoding matrix, which has entries
B(m),j eikm .rjC ) [4.3]
Grouping the gradient-induced complex exponential phase variation together with the coil
sensitivities places the magnetic field gradients and coil sensitivities on equal footing as methods
of spatial encoding.
In general, the encoding matrix B is rectangular, and the system of linear equations defined by
Equation [4.2] will have a well-defined least-squares solution as long as the number of rows in B
is greater than or equal to the number of columns. This is equivalent to the requirement that the
number of coils times the number of acquired k-space points is greater than or equal to the
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number of image points to be reconstructed. Because this system of linear equations is
consistent, there is typically more than one inverse matrix B""verse uch that B""erseB is equal to
the identity. It has been shown through the use of Lagrange multipliers (11) and considerations
of linear algebra (16) that the minimum net multiplication of noise - and thus the maximum
signal-to-noise ratio of the final image - is achieved by using the modified Moore-Penrose
pseudoinverse
Biemenorm - (B'tIlB) BT-l". [4.4]
For a fully-sampled reconstruction on a Cartesian grid, this expression reduces to the familiar
discrete Fourier transform and matched-filter combination used for conventional gradient-
encoded imaging with arrays (1). The total noise power Pj at pixel positionj is proportional to
Pj [(BtT-'B)] . [4.5]
Here, = (n(t)nt(t)) is the noise covariance matrix, which describes the time-averaged
statistical properties of the noise received by the coils, including the amplitude of the noise
received by individual coils as well as the amount of correlated noise that exists between each
pair of coils. This noise power is incorporated into the expression for the signal-to-noise ratio of
an MR experiment (47):
SNR(rj) - /4kT. [4.6]
In this expression, Bo is the main magnetic field strength, co is the Larmor frequency, T is the
temperature of the system, and kB is Boltzmann's constant.
4.2.b Optimal SNR
It is important to note that within the theoretical framework outlined in Equations [4.1]-[4.6],
adding a new coil sensitivity to the reconstruction can never decrease the resulting SNR. In the
'worst case, the sensitivity will enter the reconstruction with zero weight and thus have no effect.
In order to find an upper bound on the possible SNR, it suffices to continually incorporate new
110
coil sensitivities into the reconstruction until no further SNR improvement is seen, which occurs
when no linearly independent coil sensitivities remain to be added. In other words, we seek a
basis set of coil sensitivities C, (r) such that any arbitrary sensitivity C(r) can be represented as a
linear combination:
C(r) = CaC,(r). [4.7]
This is accomplished by resorting to the principle of reciprocity, which states that the
electromotive force generated around a closed loop due to magnetization M(r) some distance
away from a detector is proportional to Bcoil (r), the magnetic field that would be generated at the
position r by a unit current flowing around the loop. In other words (96),
V = -d IM(r). Bcil(r)d 3r. [4.8]
Magnetization precessing in the x-y plane has the form
M(r) = Re[p(r)e-i 1], [4.9]
where e_ - -i) . The net sensitivity is (80)
C(r) = Bc°i'e_ . [4.10]
The coil sensitivities are not arbitrary spatial functions, but have a specific relationship to a
physical magnetic field arising within the sample, and this field must satisfy Maxwell's
Equations in a source-free region. Namely,
V .=0 V x =--
Vt
at£ [4.11]
V7B=O VxB=/J+e/t 0
where/t and are the permeability and the permittivity of the medium, respectively. For the
range of samples and frequencies used in typical MRI experiments, the permeability is equal to
that of free space, p o. In a linear medium with conductivity or, the current density, J, is equal
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to ocr . If there is harmonic time dependence such that 13(r, t) = B(r)ei, Equations [4.11] can
be rearranged to give the wave equation:
V2B = - (eo2 - icaw)B - -k28 . [4.12]
The magnetic field that satisfies this differential equation can be expanded in any number of
complete basis sets
B(r)= Za, (r), [4.13]
which will be chosen chiefly to suit the geometry of the system being considered. There are also
a set of electric field basis functions,
6(r) = CE,(r) [4.14]
that are connected through Maxwell's Equations to the magnetic fields in Equation [4.13].
Inserting the magnetic field from Equation [4.13] into the relation for the sensitivity in Equation
[4.10], we generate the complete basis of coil sensitivities that we seek:
C(r) = aC,(r)= a, (r) · , [4.15]
The electric fields from Equation [4.14] determine the total noise power P associated with any
linear combination of sensitivities
P = fc 1E12 (r)d3r =Z ac, f-E, (r)E, (r)d3r
[4.16]
T1. - f .r(r)E (r)d r
where here we have used the field definition of the noise covariance matrix, v.
Procedurally, the algorithm for computing the ultimate intrinsic SNR for a parallel imaging
reconstruction begins with establishing a basis set for the electromagnetic fields within the
sample. That basis set is then used to derive a complete basis set of coil sensitivities. An
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encoding matrix is constructed according to Equation [4.3], and Equation [4.16] is used to
compute the noise power and noise correlations associated with the basis set:
basis ik,,m-rj (r)(/m),j =e"t(r) _
basis J |cne 1(r) - ;(r)d 3r [4.17]
'T' "- ,(r) S, 6(r)d'r
These expressions are utilized in a reconstruction that produces the linear combination with the
greatest possible SNR, which is proportional to (from Equation [4.6]):
SNROplimum (r ) oo [4.18]
4kBT .[(Bbasistbasis B ba ) 
Because the sensitivity profile of any physically realizable RF coil can be expanded as a linear
combination of this basis set, the optimization performed above must yield a SNR greater than or
equal to that of any set of actual coils.
4.2.c Optimal Coil Sensitivity
In the previous section, we utilized a complete basis set of coil sensitivities to derive an
expression for the highest SNR that can be achieved at pixel position rj. Now, we seek to
employ the same basis set to determine a net sensitivity C° P'(r) that can be used to acquire an
image with that optimal SNR. We will see that, in the most general case, this can be quite
complicated because a different optimal sensitivity is specified for each acquired k-space point.
However, for the special case of uniform Fourier sampling, a single optimal sensitivity can be
determined that is independent of the k-space point being acquired.
The optimal sensitivity is determined by taking advantage of the weighting factors determined by
the inversion procedure in Equation [4.4]. For a voxel at position rj, the highest-SNR
representation of the transverse magnetization density is given by
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p(rj )OP' = [(Binverse ) S]
=[(Binverse)Bp] . [4.19]
ZB,ners eikiC,(r,)p(r)
-/ '/,(lm) /il,m i
The summation over i in this equation is distinct from the summations over m and ; the sum over
i represents a physical integration made possible by the superposition of the fields produced by
all of the magnetization in the sample, whereas the summations over I and m can be performed as
software post-processing. Nevertheless, for the purposes of this derivation, we can perform the
summation over before the summation over i:
p(r) = E j em[ (m) Cl(r,) p(r,) [4.20]
Summing over the coil variable before the physical process of data acquisition is equivalent to
using a single coil whose net sensitivity is given by
c:' r = Biversec, (r)
1 [4.21]
= ZBinverse (r) e
In other words, if a coil with this sensitivity profile is used to acquire k-space point km, the
image that is produced will have the largest possible SNR at position rj. As mentioned earlier,
this most general situation requires the creation of a different coil sensitivity profile before
acquiring each k-space point.
The procedure for deriving the optimum coil sensitivity is greatly simplified in the special case
where the k-space sample and target pixels lie on a Cartesian grid. This simplification arises
because uniform undersampling in the spatial-frequency domain corresponds to simple aliasing
in the image domain. Pixels throughout the FOV "fold" onto each other, and each pixel in the
reduced-FOV image is linearly related to exactly R pixels in the full-FOV image. In this case, the
encoding matrix can be transformed into a block-diagonal form, and the reconstruction of any
pixel may be accomplished by inverting a small matrix containing the values of each sensitivity
function evaluated at that pixel's aliasing positions (5,11,16). This smaller matrix inverse yields
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only one weighting coefficient l(j) for each component coil for an optimal reconstruction at
pixel position rj. The dependence on k-space position in Equation [4.21] is removed and the
optimal sensitivity may be written as
CP?'(r) = Z,P(j,)C,(r) (Cartesian sampling). [4.22]
The precise relationship between the general expression for the coil sensitivities in
Equations [4.20] and [4.21] and the special case of Equation [4.22] is discussed in Appendix A.
In view of the computational simplifications that result from the block-diagonal form of the
encoding matrix together with the physical insight afforded by the generation of a single optimal
coil sensitivity, we employ a uniform sampling of k-space for all of the examples in this work.
It is important to observe that, regardless of the sampling pattern, the weighting coefficients
specified by both Equations [4.21] and [4.22] are always a function of the pixel rj that is to be
reconstructed. Thus, every point will have a different net sensitivity pattern associated with it
that corresponds to maximum achievable SNR at that point. Furthermore, because encoding
functions that are used to construct the inverse in Equation [4.4] are functions of the
undersampled set of k-space points, the optimum SNR will generally depend on the details of the
k-space acquisition pattern. At the simplest level, this implies that we should expect a separate
optimum for each acceleration factor. Finally, the shape and composition of the sample will
impact our reconstruction through both the basis functions that are used and the value of the
overlap integrals used to construct the noise covariance matrix in Equation [4.16]. Thus, when
we ask about the best possible performance that can be achieved using parallel imaging, we must
specify 1) the point where we want to optimize the SNR; 2) the specific pattern of k-space
sampling; and 3) the shape and electrical characteristics of the sample.
4.3 Computational Methods
4.3.a Plane wave Basis Set
Any procedure for computing the optimal SNR of a parallel imaging reconstruction must give a
result identical to the optimal gradient-encoded reconstruction in the limit of no acceleration. For
this reason, our initial implementation employs an identical simulated sample and a similar set of
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basis functions to those used in (91). The electric and magnetic fields in the sample are expanded
in terms of a complete set of plane waves,
B(r) = B+ -ekl r-i_ k x -
where co [4.23]
E(r) = ZE~ £ekl r- i k= l,'-.k l =0
The superscript; (+,-) accounts for the fact that two orthogonal polarizations of each field are
possible for a given choice of k, .
At a given frequency o, the values of k, are constrained by the dispersion relation in Eq. [4.12].
A complete set of modes that satisfy Maxwell's Equations is obtained by choosing two sets of
unit vectors, kr and k',. It is easy to show that if
k1 = kr + ik', [4.24]
then the constants, 77 and v, are given by,
772=_22C 1 + 12 2[25_ ±  )1
14-251
2V 
Each plane wave propagates in the direction k with wavelength
= 2r [4.26]
Simultaneously, each plane wave also falls off exponentially as it penetrates the sample in the
direction ki, with a skin depth given by
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L ' - J
_ 1 [4.27]
4.3.. b Selection of Plane wave Modes
Each basis function, 8,"-(r), is defined by 1) the unit vectors, k, and k,, and 2)the
polarization of the electromagnetic field. If all propagation and damping vectors are included,
and if both polarizations are used, then all possible solutions to Maxwell's Equations will have
been considered. In practice, we approximate the full set of unit vectors by choosing finite
samples that are uniformly distributed on a unit sphere. Each pair of unit vectors defines one
plane wave mode. If there are n modes, then after taking the polarization into account, there will
be 2n total basis functions.
Note that the original presentation by Ocali and Atalar (91) as well as the initial publication of
the current work (97) considered the special case where k' kt = 1, and therefore only one set of
unit vectors was necessary to specify those basis functions.
Uniform distributions of unit vectors were obtained by choosing points randomly from the
surface of a unit sphere. There are several methods of choosing points randomly from a sphere
(98). We used the following simple approach. For each unit vector, two random numbers, 0 and
z, were chosen :from the independent uniform distributions,
0 < < 2r [4.28][4.28]
-l<z<l
A uniformly distributed set of unit vectors was obtained by setting,
0 = cos-' (z)
kx = cos({) sin() [4.29]
[4.29]
ky = sin(0) sin(O)
kz = cos(O)
The coefficients in Eq. [4.25] are singular when k 0k = . Indeed, modes with small values of
1k . kI are rapidly oscillating and are also rapidly exponentially damped. This rapid damping
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leads to modes that contribute a large amount of noise and receive only a small amount of signal.
Eventually, the inclusion of small values of kr k: will degrade the numerical stability of the
computation. For our calculations, we required all of our planewave modes to have a value of
* k, > 0.05. When modes were included with k kl below 0.05, the calculations became
unstable. The implications of this choice of cutoff will be addressed in a later section.
4.3.c Model Sample
A schematic diagram of the sample geometry used in this work (as well as in Ref. (91)) is shown
in Figure 4.1. This model was chosen to closely approximate a human torso. It consisted of an
elliptic cylinder with length 61.2 cm with its longitudinal axis aligned with the main magnetic
field. The semi-major and semi-minor axes were 17.05 cm and 12.4 cm long and were oriented
along the x- and y-axes, respectively. The cylindrical sample was assumed to have uniform
conductivity , permittivity , and permeabilityu. For the majority of these calculations, the
permittivity and conductivity were chosen to match the bulk electrical properties of liver
(Table 4. 1).
For a sample composed of a finite elliptic cylinder, the entries of the noise covariance matrix I
can be computed analytically in terms of the plane wave basis functions in Equation [4.23]. If the
cylinder has longitudinal length , horizontal axis length 2a, and vertical axis length 2b, ((91)
Eq. B14):
y, = ,1 (r). £E(r)dr = C .£4n7c7abl sin(K*) J(Kr) [4.30]
where J is the first-order Bessel function, and we have made the following definitions:
ky -kly - ( = x,y,z)
Kr -- a2 + b2ky2 [4.31]
Note that the magnitude of the wave vectors are, in general, complex, and we have accounted for
a small typographical error in the original form of the expression presented in (91).
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34.1 em
Figure 4.1 a) Schematic diagram of the simulated sample. It
consists of an ellipticaf cylinder with uniform conductivity,
permittivity, and permeability. The cylinder is 61.2 cm long
and has semi-major and semi-minor axes of 12.4 cm and
17.05 cm, respectively. b) FOV used in all calculations,
which is a rectangle just large enough to contain the entire
sample. Shown schematically are the central point-of-
interest (filled circle) and four aliasing points (empty
circles) that would result from a 5-fold uniform
undersampling in the x-direction.
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4.3.d Computational Details
The calculations presented here used an axial plane through the center of the cylinder together
with a rectangular field-of-view that circumscribed the sample (Figure 4. lb). Uniform k-space
sampling patterns were chosen, taking advantage of the simplifications described in
Section 4.2.c. The chief remaining practical difficulty in implementing this calculation was the
inversion of the noise covariance matrix ?, which can be numerically unstable. One source of
numerical instability is the singularity in the coefficients defining the wave vector that occurs
when k'k' approaches zero. This problem, along with our proposed solution, has been
discussed in Section 4.3.b.
Another source of numerical instability is related to the fact that the plane wave basis set varies
very slowly at MR wavelengths and exhibits only small variations over the sample's short length
scales. While the inverse of the noise covariance matrix can be poorly conditioned, this ill-
conditioning is traded for the ability to analytically compute the noise power and noise
correlations as indicated in Equation [4.30]. Other basis sets may yield more numerically stable
inversions, but those advantages may eventually be obviated by corresponding difficulties that
result from the need to use numerical integration to calculate the noise covariance matrix
elements. In our calculations, we compensated for the numerically unstable inversion of by
using Mathematica (Wolfram Research, Champaign IL) with extended numerical precision. The
majority of computations were performed using 60 digits of precision. Computations at 9T were
performed using 100 digits of software precision. The results from the matrix inverse were then
exported to Matlab (The MathWorks, Natick MA), which was used to display and analyze all of
the results. Because of further numerical instabilities that might occur near the edge of the
sample, the most distant aliasing point was placed .05 cm interior to the sample edge, which was
consistent with a finite-resolution reconstruction.
4.4 Results
4.4.a Characterization of Basis Functions
Figure 4.2 describes basic properties of the planewave basis functions as a function of the
parameter k. k,. Plot 4.2a shows the value of k . k for 1,400 randomly chosen basis functions
(700 modes). The distribution of values for k. kI is uniform above the cutoff value of 0.05.
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Plot 4.2b is a graph of the wavelength 2 and skin depth r as a function of k'. k. As k' k'
approaches zero, the wavelength decreases, implying faster oscillations, but the skin depth
decreases as well.
The remaining plots in Figure 4.2 examine the contribution of each mode to the final
reconstruction of various sample points. Recall from Section 4.2.c and appendix A, that for
Cartesian k-space sampling, the encoding matrix inversion for reconstruction of a point, r,
yields a single coefficient, ,li,), for each component sensitivity. Multiplication by the coil
sensitivity, C,(rj), gives a normalized sensitivity weighting that is independent of any overall
scaling of the sensitivities
W(j) =( ,l(j1) C,(rj) . [4.32]
Plots (c, e, g) in Figure 4.2 show w(j,) as a function of k k' for each mode in the
reconstruction of points (c) at the center of the ellipse at 1.5 T; (e) 15 cm along the x-axis of the
ellipse at 1.5 T; and (g) at the center of the ellipse at 9 T. Plots (d, f, h) show the behavior of
W(ji) using the same parameters in a reconstruction accelerated by a factor of 8. In all cases, the
reconstruction weights decrease by several orders of magnitude as the values of k' k, become
smaller. The differences in weighting are more pronounced at the center of the ellipse than at the
15 cm position. In addition, the differences are more pronounced at 1.5 T than they are at 9 T.
The smaller weighting coefficients associated with basis functions that have small values of
k", k, suggest that these basis functions make a smaller contribution to the final linear
combination, and thus a smaller contribution to the final SNR.
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4.4. b Numerical Convergence
Figure 4.3 illustrates the convergence of our calculations as the number of plane wave modes is
increased. As mentioned earlier, the permittivity and conductivity were chosen to match the bulk
electrical properties of liver (Table 4.1). Each column demonstrates the convergence of the
optimal SNR for a different imaging situation. Plot (a) shows the SNR optimized at the center of
the cylinder, for imaging performed at a main magnetic field strength of 1.5 T. The top line of
the plot is the result computed for a fully gradient-encoded reconstruction, while each line below
that is the result after applying successively greater amounts of undersampling along the x-axis.
Plot (b) shows, on a logarithmic scale, the fractional change in computed SNR for every 100 new
modes that are added to the computation. Plots (c) and (d) describe the same computations for
imaging performed at a main magnetic field strength of 5 T. Plots (e) and (f) are computed with a
1.5 T main magnetic field, but with undersampling along the y-axis. Finally, (g) and (h) illustrate
the behavior of the optimal SNR for 1.5 T at a point 7.5 cm from the center of the ellipse along
the x-axis. Because there are two polarizations associated with each mode, the total number of
basis functions is twice the number of modes.
In all cases, the SNR appears to be approaching a limiting value as the number of modes is
increased. Because the sensitivity of any physically realizable coil array may be represented as a
linear combination of plane waves, each optimum represents the best SNR that may be achieved
with any possible coil array for that imaging situation. All plots shown in this chapter describe
only the geometry-related change in SNR that occurs due to the reconstruction. The square root
effect of reduced noise averaging has been removed for clarity. The SNR at higher levels of
acceleration converges more slowly than at lower levels. Convergence is also slower for points
of interest closer to the edge of the sample. The final data point in each of these plots, which was
computed by including 700 modes and required the inversion of a 1,400 by 1,400 square matrix,
represents the limit of our computing resources using the 60-digit software precision arithmetic
described above. Unless otherwise noted, the results described in this study represent the
outcome of a 700-mode computation that has changed less than 1% from the 600-mode
computation. Some data included in this study are the result of a 700-mode computation that has
changed between 1% and 10% from the 600-mode computation. These points are marked with a
6*',,
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Figure 4.3 Convergence of the plane wave SNR optimization.
a) Optimal intrinsic SNR calculated at the center of the
uniform elliptical cylinder (Fig. 4.1) as a function of the
number of plane wave modes used in the calculation. The
field strength is 1.5 T and undersampling is along the x-axis.
Each curve represents a different amount of acceleration. b)
Log plot of the relative change in SNR per 100 modes as a
function of the number of modes used in the reconstruction.
Once again, each curve represents a different acceleration
level in the x-direction. The remaining graphs show results
from the same calculations as (a,b) with the following
parameters: c,d) main field strength 5 T, point of interest
(0,0), undersampling along the x-axis. e,f) main field strength
1.5T, point of interest (0,0), undersampling along the y-axis.
g,h) main field strength 1.5 T, point of interest (7.5,0),
undersampling along the x-axis.
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Figure 4.4 a) Optimal SNR at the center of the uniform
elliptical cylinder (Fig. 4.1) at 1.5 T as a function of the
degree of undersampling along the x-axis. b) Absolute value
of the optimal left-hand circularly polarized magnetic field for
3-fold undersampling along the x-axis. This corresponds to
the sensitivity of a coil designed to maximize the SNR at the
center of the ellipse. The net field is unity at the center of the
ellipse and zero at all of the potential aliasing positions. c)
Profile along a horizontal line through the center of the
sensitivity plot shown in (b).
4.4.c Overall SNR Behavior
The optimal SNR for a point at the center of the elliptic sample as a function of acceleration is
shown in Figure 4.4a. There is very little penalty paid for acceleration until a reduction factor of
five, at which point the maximum attainable SNR drops precipitously. For the purposes of this
discussion, we describe the SNR "cutoff" as the point where the SNR (excluding the effects of
temporal averaging) drops to 50% of the maximum. This dramatic drop in the SNR upper bound
represents a fundamental limit on receiver-coil spatial encoding. In Figure 4.4b, the weighting
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factors obtained from the 700-mode reconstruction are used with Equation [4.22] to calculate the
net coil sensitivity that corresponds to the optimal solution for an acceleration factor of 3.
Figure 4.4c shows a single profile along the x-axis. For the sensitivity plots and the sensitivity
profiles shown in Figures 4.4 and 4.6, the convergence of the particular sensitivity values is
typically slightly slower than the convergence of the overall SNR. The sensitivity for points in
the central part of the sample generally changed by less than 10% between the 600- and 700-
mode calculation, while it changed from 10-20% for some points close to the sample edge.
The optimum coil sensitivity has value one at the center and goes to zero at all of the aliasing
points. This is consistent with the idea of using parallel imaging to "unfold" pixels that were
overlapped due to aliasing. In principle, a single radiofrequency coil could be constructed with
the sensitivity shown in Figure 4.4 in order to specifically reconstruct the central point. However,
a practical coil array would most likely consist of multiple coils that are combined during the
image reconstruction to match this sensitivity as closely as possible (see Discussion).
4.4. d SNR Dependence on Spatial Position
Figure 4.5 examines the parallel imaging reconstruction as the point of interest moves closer to
the edge of the sample. Plots (a) and (b) show the behavior of the optimal achievable SNR as a
function of position along the x-axis of our sample at 1.5 T and 5 T, respectively. Because of the
symmetries in our simulated sample, only results for the positive x-axis are shown. For all
acceleration factors and both field strengths, the optimal SNR increases monotonically as the
distance from the center is increased. Plots (c) and (d) show results from the same calculation,
but normalized such that at every position, the SNR for the unaccelerated reconstruction is set to
one. At both field strengths, the geometry-related loss in SNR due to parallel imaging is reduced
for points closer to the edge of the sample.
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Figure 4.5 a,b) Optimal SNR for points along the x-axis of the
central axial plane from the uniform elliptical cylinder (Fig.
4.1) at 1.5 T (a) and 5 T (b). (c,d) Optimal SNR for points
along the x-axis, normalized such that the unaccelerated
reconstruction has SNR equal to one for 1.5 T (c) and 5 T (d).
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4.4.e SNR Dependence on Field Strength
In Figure 4.6, the optimal performance of parallel imaging reconstructions is plotted as a
function of acceleration at different field strengths. The conductivity and permittivity at each
Larmor frequency are adjusted to match the electrical properties of liver (Table 4.1, (99)). In
Figure 4.6a, the five curves are all plotted on the same scale, while in Figure 4.6b, the SNR is
independently normalized at each field strength so that the SNR of the unaccelerated
reconstruction is always equal to 1. This removes from consideration an overall increase in SNR
due mostly to increased spin polarization at higher field strengths that is independent of
acceleration. As the field strength increases, the point at which the relative SNR drops off is
pushed towards higher accelerations. These effects are more pronounced for higher field
strengths. For the 1.8-fold increase in field from 5 T to 9 T, there is a dramatic increase in the
spatial-encoding capabilities of the coil sensitivities, while for the 2-fold increase in field from
1.5 T to 3 T, there is almost no change in performance. Figure 4.6c shows SNR values for a
reconstruction that is optimized at a point on the x-axis 10 cm from the center of the sample. As
in Figure 4.6b, the SNR values have been normalized individually for each field strength. In this
case, the field strength dependence of the SNR cutoff is markedly reduced.
The optimal sensitivity plots corresponding to reconstructions at various field strengths and
levels of acceleration are shown in Figure 4.7. At higher fields, the optimal sensitivities have
many more ripples than they do at low fields. For large amounts of acceleration at smaller field
strengths, the sensitivity rises dramatically at the edge of the sample. The heightened sensitivity
to noise sources in this region accounts for the dramatic decreases in SNR seen in Figure 4.7.
Also note that the "twisting" effect of selecting the left-hand rotating component of the magnetic
field is more pronounced at the higher field strengths.
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Figure 4.6 a) Optimal SNR at the center of the uniform elliptical cylinder
(Fig. 4.1) as a function acceleration and field strength. Conductivity and
permittivity match those of liver at each field strength, and undersampling
is in the x-direction. b) The plots from (a) are independently normalized
so that the SNR for the unaccelerated reconstruction is 1 at each field
strength. c) Normalized SNR as in (b), but for a point 10 cm displaced
from the center along the x-axis. Points marked with an asterisk indicate
slower convergence (see text).
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4.4.f SNR Dependence on Sample Conductivity
The role of conductivity is summarized in Figure 4.8, which plots the SNR at the center of the
sample versus acceleration for three values of conductivity. An increase in conductivity
decreases the absolute SNR at each level of undersampling (Figure 4.8a). Interestingly, the
relative change in SNR brought about by acceleration is actually smaller for the more conductive
samples (Figure 4.8b). Thus, while increased conductivity decreases the overall SNR, it has a
slightly beneficial effect on spatial encoding.
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Figure 4.8 Dependence of the optimal SNR at the
center of the uniform elliptical cylinder (Fig. 4.1)
on the conductivity of the sample. a) SNR relative
to the optimal unaccelerated reconstruction at a
conductivity of 0.2 S/m. b) SNR values from (a),
independently normalized so that the unaccelerated
reconstruction has an SNR equal to 1 for each
conductivity. A dielectric constant of 70 and field
strength of 1.5T are used for each compuation.
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4.4.g ID vs. 2D acceleration
As noted earlier, the absolute value of the ultimate intrinsic SNR in parallel imaging depends
very sensitively on the pattern of k-space sampling. As a simple example, we compare three
Cartesian sampling approaches. In each case, the target FOV is the same, but we change the way
that k-space is undersampled. In the first case, phase-encode points are omitted along the long
axis of the ellipse, and in the second case they are omitted along the short axis. Finally, in the
third case, we leave out phase-encoding steps along both axes and perform a two-dimensional
parallel reconstruction. The results for the center of the elliptic sample are shown in Figure 4.9.
Figure 4.9a makes a broad comparison between the different undersampling patterns by
restricting the plot to SNR values from two-dimensional reconstructions in which the x- and y-
accelerations are equal. This curve is shown alongside the results obtained for one-dimensional
accelerations along each of the two axes. As expected, there is a slower drop in SNR along the
longer axis of the ellipse than along the shorter one. In addition, simultaneous undersampling
along two dimensions achieves much greater SNR levels for the same amount of acceleration
than either of the one-dimensional schemes. A net 15-fold increase in speed is possible before
50% of the maximum attainable SNR is lost. Note once again that, as compared with the relative
SNR values shown, the actual total SNR loss will include an additional factor proportional to the
square root of the amount of undersampling in k-space.
Two-dimensional undersampling patterns are complicated by the fact that there are several ways
of choosing the x- and y- undersampling levels in order to achieve the same net acceleration.
Figure 4.9b shows the results for the combination of integral x- and y- undersampling patterns
that leads to the highest SNR for each net acceleration. The actual amount of undersampling
along each dimension is shown above each point. Potentially aliased points that lie outside the
sample are set to zero automatically, which decreases the number of points that must be
"unfolded" in order to achieve a given net reduction in scan time. The best results are achieved
when the undersampling along the longer axis is slightly larger than that along the shorter axis.
The results show occasional sharp variations due to the fact that we have restricted ourselves to
integer accelerations along each dimension. For example, in order to achieve a net acceleration
of 6, we can make a 3-fold acceleration along the x-axis and a 2-fold acceleration along the y-
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axis. For a net acceleration of 7, we are forced to have a full 7-fold acceleration along the x-axis,
leading to a sharp drop in the maximum attainable SNR. The restriction to integral accelerations
has been made only to simplify our calculations, and is not required in practice.
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Figure 4.9 Optimal SNR at the center of the uniform elliptical cylinder
(Fig. 4.1) for different patterns of undersampling. a) The dashed and
dotted lines show the result of undersampling in a 1D pattern along the x-
axis and y-axis, respectively. The solid line represents the result for 2D
acceleration with equal amounts of acceleration along the x- and y-axes.
b) Filled circles show the results of 2D undersampling patterns for various
net amounts of acceleration. Above each point are the levels of x- and y-
undersampling that were used to achieve each net acceleration. Points
marked with an asterisk indicate slower convergence (see text).
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4.4.h SNR Dependence on Sample Shape
The computational approach presented here is highly flexible in terms of the sample shapes that
can be considered. In Figure 4.10, we compare the elliptic cylinder with a circular cylinder
whose diameter is equal in length to the semi-major axis of the ellipse. Once again, the
conductivity and permittivity are chosen to match that of liver. Each curve is independently
normalized such that the unaccelerated SNR level is set to one. Parallel imaging performance for
the circular cylinder is better than that along the short axis of the ellipse while it is not as good as
that along the long axis of the ellipse.
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Figure 4.10 Behavior of the optimal SNR as a function of sample shape.
The results from undersampling along the x- and y-axes of the central
axial plane of the uniform elliptical cylinder in Fig. 4.1 are shown.
Results are also shown for acceleration along the x-axis of the central
axial plane from a circular cylinder with diameter 34.1 cm. Dielectric
properties are those of liver at 1.5 T. All plots are individually normalized
so that the unaccelerated reconstruction has SNR of 1 for each sample
shape. Points marked with an asterisk indicate slower convergence (see
4.5 Discussion
We have presented a procedure for establishing a physical upper bound on the SNR that is
attainable by any real coil array for a given level of acceleration in parallel MRI. Our approach
utilizes a complete basis set of coil sensitivities proposed in an earlier work and subjects them to
the constraints of the parallel imaging reconstruction. In the simple case of uniform
undersampling, which leads to aliasing from a finite number of pixels across the field-of-view,
the sensitivity optimization corresponds to creating an electromagnetic field with minimum total
noise power, subject to the condition that the left-hand circularly polarized component of the
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magnetic field is unity at the point of interest and goes to zero at all of the aliasing points. As the
amount of undersampling increases, the aliased points move closer together and the resulting
field must sustain more and more rapid oscillations in order to produce the required spatial nulls.
The ability of a particular basis function to sustain such rapid oscillations is determined by its
spatial wavelength (Eq. [4.26]). Note that for a given field strength, the wavelength can be made
arbitrarily short by choosing basis functions with small values of k; k . However, achievement
of these rapid oscillations comes at the cost of stronger exponential damping (Eq. [4.27]). Basis
functions that experience larger amounts of damping bring with them more exposure to noise for
a given amount of signal. Alternatively, the creation of rapid oscillations with basis functions
that are less damped (and therefore more slowly-varying) leads to large amplifications of small
differences between those functions, similarly increasing the detectors' sensitivity to noise.
This physical description of the parallel imaging SNR cutoff is highlighted by the comparisons
of SNR performance at different field strengths (Figure 4.6) as well as by the plots of the
resulting sensitivity patterns for various accelerations (Figure 4.7). As noted above, for our
general choice of plane-wave modes, there is no single characteristic spatial frequency for a
given magnetic field strength. For the purposes of straightforward comparison as a function of
field strength, however, we can consider those modes at each field strength that have the
maximum skin depth, i.e. those for which k : kW = 1. Properties of these modes are listed as a
function of field strength for liver in Table 4.1. The shortened wavelengths of these modes at
higher field strengths yields sensitivity functions that are more amenable to alternating
constructive and destructive interference. This potential for interference offers two SNR
advantages. First, it permits the construction of focused fields, which maintain sensitivity to the
signal at the center (or other point of interest) while decreasing sensitivity to noise in other parts
of the sample. This effect has been predicted (91) and observed (61) even for conventional
gradient-encoded imaging. Second, parallel imaging techniques are able to further exploit
constructive and destructive interference in order to more easily create magnetic fields that go to
zero at all of the aliasing positions.
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One caution about such a simple explanation of field strength behavior is that, even for the
selected subset of plane-wave modes for which k?. k' =1, the reduction in wavelength with
increasing field strength/frequency also leads to a shortening of the skin depth (see Table 4.1).
In principle, it might be possible for this skin depth change to outweigh the effects of the
shortened wavelength. However, the results of the calculations described in this chapter suggest
that for tissues with the electrical properties considered here, the improved spatial encoding
properties resulting from a reduction in the electromagnetic wavelength are the dominant effects.
The bottom line, then, is that increasing field strengths promise benefits for parallel MRI that
exceed those expected for conventional gradient-encoded MRI. This is a powerful synergy, as
the increased SAR at high field will likely make parallel MRI even more crucial than it is at low
fields. It is important to note that in this study, the optimal coil design at one field strength has
been compared with the optimal coil design at a higher field strength. For any fixed array design,
it may not be possible to realize these gains by simply using the same design at higher fields.
Despite these concerns, a finite difference time domain model of a four-coil head array has been
shown to offer significant decreases in g-factor at higher fields, even without any change in array
layout (75).
It should be noted that, following publication of our results on ultimate intrinsic SNR, another
study exploring the ultimate intrinsic SNR for parallel MRI in the brain has been presented
(100). That study used a very similar overall approach to the one presented here, except that the
authors used spherical harmonic basis functions (more appropriate for their sample) rather than
planewaves. The results of that study, particularly the field strength dependence, are entirely
consistent with those presented here.
At both 1.5 T and 5 T - the two field strengths for which results are displayed in Figure 4.5 - the
optimum achievable SNR is lowest at the center of the sample and increases monotonically
towards the edge. Points near the edge of the sample also exhibit smaller differences between
accelerated and unaccelerated acquisitions. The damping of the fields by the resistive sample
pennrmits coil sensitivities concentrated near one side of the sample to fall off naturally towards the
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other side. Thus, the coil sensitivities are able to reach zero at several aliasing points without the
rapid variations that are characteristic of reconstructions at the center. The comparatively smooth
spatial dependence seen for the optimum SNR stands in contrast to the "hot spots" of noise
amplification seen in regions of particularly high sensitivity degeneracy in studies aimed at
optimizing arrays with fixed conductor arrangements (63).
The electrical properties of the sample have a powerful influence on parallel imaging
performance. Our results (Figure 4.8) demonstrate that while increased conductivity decreases
the overall SNR of our reconstructions, it enhances spatial encoding by moving the critical drop
in SNR towards higher acceleration factors.
The algorithm described in this chapter may also be used as an analytical tool for investigating
the relative advantages of different k-space sampling patterns. In parallel imaging, it can be
difficult to make direct comparisons between the effectiveness of different acquisition schemes
because a coil that is optimized for one acquisition scheme may not be optimized for the other.
The technique presented here compares the best possible configuration of coil sensitivities for
each pattern of sampling. The specific coil design is removed from consideration. As an
example, when the k-space sampling pattern is regular and the undersampling is in a single
direction, a steep cutoff in achievable performance is seen at an acceleration factor of 5. For any
given amount of undersampling, potential aliasing points are further apart along the long axis of
the ellipse than they are along the short axis. This geometrical difference makes the overall
spatial variations required along the long axis slower than those along the short axis. Thus, the
SN.R cutoff occurs at a slightly higher acceleration when undersampling is chosen along the long
axis than it does when undersampling is chosen along the short axis (Figure 4.9). If phase-encode
lines are skipped in two directions simultaneously, k-space may be undersampled by a net factor
of 15 before the SNR cutoff is reached. Including the factor proportional to the square root of the
reduction in scan time, the net SNR reduction at an acceleration factor of 15 approaches 86%.
While this loss is prohibitively great for many routine applications, there are likely several
applications with intrinsically high SNR where an order of magnitude reduction in scan time will
allow access to phenomena that make the sacrifice worthwhile.
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The reconstruction used in this study (Equation [4]) requires that coil sensitivities be pinned
rigorously to zero at the aliasing points in order to achieve a theoretically "perfect"
reconstruction. However, numerical conditioning methods are often used to achieve an increase
in SNR in exchange for a small amount of residual aliasing that often cannot be seen above the
noise floor (16). The inclusion of such numerical conditioning may permit the otherwise strict
SNR limits presented here to be exceeded.
The calculations presented here introduce several simplifications. Most prominently, we have
assumed the existence of a uniform excitation field. This may not always be possible, especially
at high field strengths (101). However, a modified excitation produces a modulation that applies
equally to all of the coils within the array, leaving their relative amplitudes unchanged. Thus,
while a non-uniform excitation will almost certainly impact the absolute value of the overall
SNR, it may not have as significant an effect on the relative changes that occur with increasing
acceleration. Our calculations also assume that RF coils can be placed anywhere outside of the
sample. In practical construction, however, surface coils are maintained at some minimum
distance from the patient's body, and this may limit the SNR that can be achieved. Other
electrical effects such as inductive coupling have also not been considered here. Inductive
coupling may affect practical implementations, though its net effect on array performance has
still not been definitively established (89,90,102).
The planewave basis functions used in this study have a great deal of flexibility and may be
applied to several different types of samples. As a simple demonstration, we show significant
differences in the potential parallel MRI performance for an elliptical cylinder versus a circular
cylinder. Still, all of our calculations are based on a homogeneous sample that is filled with
materials with uniform electrical properties. In reality, conductivity and permittivity vary
dramatically from tissue to tissue. Boundaries between regions that differ electrically may create
discontinuities that affect the potential sharpness of the coil sensitivities. With minor
modifications, our approach can eventually be applied to heterogeneous samples.
One of the major difficulties with using plane wave basis functions in this study is that they were
not spatially orthogonal throughout the volume of the sample being considered. This lack of
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orthogonality led to potential numerical instabilities, which were mitigated by using a software
package with extended numerical precision. As mentioned earlier, plane waves are still
convenient because they allow the noise covariance matrix to be computed analytically. The
singularity in the plane wave coefficients described in Section 4.3.a requires a cutoff in the
allowed values of f~ k. However, the decreasing magnitudes of the sensitivity weighting
functions for small k. kf (Figure 4.2) suggests that modes with k. k,' values smaller than 0.05
will be unlikely to have a significant impact on the overall optimum SNR.
Finally, the approach that we have described has the potential to guide future coil designs for
parallel imaging. The weighting factors generated by the optimization yield an electromagnetic
field that corresponds to the optimal sensitivity for performing a parallel reconstruction of a
given pixel. At the simplest level, coil design would amount to a target-field solution in which
conductor patterns were found to produce that particular field. This simple approach is limited,
however, because achieving the optimal performance in the context of a general (non-uniform)
sampling of k-space requires a different field configuration for every point in the sample and
may even require a different field configuration for each acquired point in k-space (Equation
[4.19]). Thus, the most general and robust solution will likely be to construct a large array whose
coil sensitivities themselves correspond to a suitable set of electromagnetic basis functions. This
approach may require more RF coil elements and receivers than a specific fixed design, but will
have the advantage of producing the optimal SNR for a range of applications.
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4.7 Table 4.1 Dielectric properties of liver at various magnetic field strengths
Dielectric information obtained from Reference (99). As noted in the text, the wavelengths and
skin depths listed are for those planewave modes with k fk' = 1 (for each frequency, the
maximum wavelength and the maximum skin depth).
Bo(T) 1.5 3 5 7 9
Larmor frequency (MHz) 63.9 128 213 298 383
Liver dielectric constant (99) 80.6 64.3 57.0 53.6 51.5
Liver permitivity (x10'lO coul2/N m2) (99) 7.13 5.69 5.04 4.74 4.56
Liver conductivity (S/m) (99) 0.445 0.511 0.566 0.609 0.647
Wavelength in liver (m) 0.437 0.262 0.174 0.131 0.105
Wavelength in vacuum (m) 4.70 2.35 1.41 1.010 0.783
_Skin depth in liver (m) 0.127 0.0932 0.0760 0.0671 0.0612
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4.8 Appendix A. Weighting Coefficients for Uniform k-Space Sampling
When the k-space sampling pattern is uniform, Equation [4.22] can be used to specify a single
optimal coil sensitivity for the reconstruction of a given pixel. Because this relation is central to
many of the results presented in this paper, we offer a detailed description of the relationship
between Equation [4.22] and the more general case described by Equation [4.20]. The
simplifications of the parallel imaging reconstruction in the case of uniform sampling have been
described in detail in references (16,87). We adapt some arguments from references (16,87) here
in order to derive the particular values of the weighting coefficients, (J,i), in Equation [4.22],
and to emphasize the implications of uniform sampling for the determination of the optimal
sensitivity pattern.
Equations [4.20] and [4.21] specify an optimal coil sensitivity that depends on both the
reconstructed pixelj and the acquired k-space line m:
m i I [4.33]
- eikm i Cop (ri )p(ri)
m i
If, however, the entries of the inverse encoding matrix are separable such that
Binverse (jl)Y(m) [434]
then Equation [4.20] can be rewritten
p( r/)°pt = EY Eeik"ra li[ [,8(,B(r)oel p(r)
m i , [4.35]
= EY(m)e Cjp (ri) (ri)
m i
and a single optimal coil sensitivity CP'(r) = , ,8(j1 )BZ(r). i_ can be used for the acquisition of
every k-space point km. The object of this appendix, then, is to show that if the sampling of k-
space is uniform, the separation shown in Equation [4.34] is possible.
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For clarity, we restrict our discussion to reconstructions along a single axis. The derivation is
trivially extended to higher dimensions. If np pixels are to be reconstructed from nk = np R k-
space points, then the signal equation becomes
.2rmj
S,(mAk) ee x C(jAx)pjAx) + n+n (t), m=- 2k+ .. k [4.36]
2 2
where the pixel resolution Ax is related to the target field-of-view (FOV) by Ax = FOV/ nx and
the undersampled k-space resolution is Ak = 2zR / FOV. The encoding matrix becomes
i2nrmj
B(,m),j =e nx C(jAx). [4.37]
We also define the coil-by-coil Fourier matrix and its inverse as follows:
i2'~Y 1 _/ij
W N--N=eNS fN -- e [4.38](ilXi0') =e( (il),(jlI) - N
With these definitions, the encoding matrix [4.37] can be written in block-diagonal form:
B = (W B) [4.39]
= nk B
where we have made the definition
B(i),j = C1(iAx)i+,nk j s = 0,1,2... (R -1). [4.40]
The block-diagonal form of the transformed encoding matrix B represents the aliasing of pixels
across the field-of-view. The inverse of B will also be block-diagonal, of the form
B(;s = i ( ,)iJi+s  where the entries, (so depend only on the component coil and the target
pixelj. The total inverse encoding matrix is now:
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[Binverse = [inversewnk ]( jm) ( jm)
R-l
= P#jl e2rim(jj-snk ) nk. [4.41]
s=O
= A(jI)r(jm)
This satisfies the condition specified by Equation [4.34], and we are thus justified in writing a
single set of coefficients 8(ji) that determine a single optimal coil sensitivity C7P'(r), which can
be used to acquire an image with optimal SNR at pixel rj. In this case, these coefficients are
determined by inverting the block-diagonalized encoding matrix B.
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Chapter 5.
General Discussion and Future Directions
Parallel imaging techniques are powerful tools for accelerating data acquisition in MRI. These
strategies have been embraced clinically and exploited in order to increase patient comfort,
enhance spatial resolution, expand anatomical coverage, and reduce image artifacts. This
dissertation has been devoted to an exploration of three general aspects of using coil arrays for
spatial encoding in MRI, which can impact the ultimate flexibility and capabilities of parallel
imaging techniques.
This chapter begins with a summary of the major results, proceeds to explore potential future
work in each area of this disseration, and concludes with a brief speculation about future
directions for coil array design in parallel MRI more generally.
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5.1 Summary of Major Results
The concentric coil array described in Chapter 2 is a novel coil array design strategy that allows
for spatial encoding in multiple directions at once. This type of directional flexibility is important
for several reasons. First, the theoretical calculations in Chapter 4 demonstrate that while image
acceleration in a single direction is strictly limited, much higher acceleration factors are possible
by simultaneously undersampling in two dimensions. Two-dimensional undersampling is
generally achieved in the context of three-dimensional Cartesian k-space trajectories. Three-
dimensional trajectories possess larger baseline SNR levels than their two-dimensional
counterparts, which help to offset the SNR losses that occur due to parallel imaging.
Multidirectional spatial encoding is also important for applications such as cardiac imaging,
which employ multiple oblique image planes, whose orientations are typically not precisely
known before the image acquisition.
Further work will involve expanding the directional flexibility of concentric arrays even further.
While the four-element concentric array described in this work does show directional invariance
when acceleration is parallel to the plane of the coil array, it has more difficulty accelerating
acquisitions perpendicular to the plane of the array. This difficulty is common to any planar coil
array design. A second set of elements on the posterior side of the patient can be added to
provide true 3-dimensional spatial encoding capabilities. The use of radial and spiral k-space
trajectories can take further advantage of the circular symmetries that are inherent in a concentric
array.
As coil arrays are constructed with larger numbers of elements, and these elements need to be
packed into a fixed area of the patient's surface, it will be increasingly important to consider the
electrical interactions between array elements. The most problematic of these interactions is
inductive coupling. Strong inductive coupling between array elements can cause the coil system
to resonate in a series of collective modes, each of which has its own resonance frequency. When
coupling is weaker, however, the effects of inductive coupling are mostly manifest as a sharing
,of' signal and noise between coil elements. There has been some concern that broadened coil
sensitivities might make a given coil array less effective at reconstructing data using parallel
MRI. In Chapter 3, it was shown that, to the extent that coupling can be represented as a linear
145
combination of signal and noise voltages, it should be possible to compensate for the coupling in
the course of the parallel MR reconstruction. In a series of experiments that systematically added
coupling interactions to an eight-element coil array, the reconstructed image SNR changed by
only a small amount. The residual changes in SNR that were observed were attributed to changes
in the preamplifier noise figure, although more experiments will be necessary to prove this
definitively.
The results presented from the studies of coupling in Chapter 3 do not remove the need for
decoupling strategies altogether, but they do widen the tolerance for residual inductive coupling
that may be present in coil array designs. In order to make this expanded tolerance more
quantitative, however, it will be important to determine at exactly what point the changes in coil
tuning and preamplifier noise figure are enough to seriously degrade the coil array performance.
In the efforts to use coil arrays to achieve high acceleration factors, it is important to consider
fundamental limitations on image acceleration using parallel MRI. In Chapter 4, an optimization
strategy was presented that used a complete set of coil sensitivity basis functions to determine
the ultimate intrinsic SNR available in a parallel MRI reconstruction. In this study, it was
demonstrated that the behavior of electromagnetic fields within the sample places strict
constraints on the performance of any physically realizable coil array in parallel MRI. One
important consequence of these electromagnetic constraints is that parallel imaging strategies are
expected to become more effective at higher field strengths, where the electromagnetic
wavelengths are shorter. Fields with shorter wavelengths are advantageous because they are
more suited to producing the rapid spatial oscillations that are required by the parallel image
reconstruction. As mentioned in Chapter 4, this field strength dependence is consistent with
another recent study that used a similar field-optimization approach to examine the behavior of
parallel MRI in the head (100).
The predicted field strength behavior from Chapter 4 and reference (100) has been additionally
supported by a set of experiments that sought to emulate the behavior of sensitivity patterns at
different field strengths by changing the conductivity and perimittivity of a phantom (76). When
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the effective field strength was increased, it was found that coil arrays with identical geometries
were able to reconstruct parallel MRI data with lower g-factors.
5.2 Future Directions: Towards High Performance Parallel MRI
The theoretical optimizations described in Chapter 4 provide tools for predicting the level of
image acceleration that may be eventually possible using coil arrays, and the other chapters have
addressed more practical issues that may be encountered when designing coil arrays capable of
high levels of acceleration in flexible situations. Several important problems remain, however, in
efforts to extend parallel MRI to more "high performance" applications, which require the
reconstruction of data that has been undersampled by an order of magnitude or more. This
section briefly discusses these problems, and provides a general overview of some potential
solutions.
5.2.a Choice of Application
One of the most powerful attributes of parallel MRI techniques is generality. Parallel MRI
methods are compatible with almost any acquisition strategy and- for small acceleration factors
- they generally incur no greater loss in SNR than that which would be expected from reduced
noise averaging. This property is evident from the field optimization calculations described in
Chapter 4: 2-fold accelerations can be performed in both the x- and y-dimensions with almost no
SNR penalty beyond the standard square root of 2 loss.
As the amount of acceleration is increased, however, a large drop in SNR due to the
amplification of noise is to be expected. Because of this unavoidable SNR loss, the applications
for highly-accelerated parallel MRI must be chosen carefully. Parallel MRI with large amounts
of undersampling is best applied in those situations where 1) there is a large baseline SNR and 2)
the information that is obtained makes the sacrifice in SNR worthwhile. Scans that involve the
analysis of dynamic contrast enhancement - in the form of gadolinium or hyperpolarized
agents - are straightforward examples of this type of application.
It should be noted, however, that although prospective applications for highly-accelerated
parallel MRI are likely to be limited to those applications that offer high intrinsic SNR, coil
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arrays that have been designed for those applications can still improve the robustness of image
reconstructions for applications that require only a small amount of image acceleration.
5.2. b Electromagnetic Optimization of Coil Arrays
The electromagnetic field optimization presented in Chapter 4 can be used to generate optimal
sensitivity patterns for the reconstruction of specific points in an elliptical sample. The
calculations do not provide any prescriptions, however, for how to actually construct the coil
arrays that will generate the optimum sensitivity patterns. One approach to building such coil
arrays would be to use the sensitivity patterns as templates in a target-field approach similar to
that used in gradient design. Sources of current on the outside of the sample can be varied
iteratively until a field that is close to the optimum is found.
While this procedure is straightforward, it presents two practical difficulties. First, it has been
pointed out in reference (100) that the inverse source problem for the fields in a source-free
region is non-unique (103). This non-uniqueness is likely to introduce computational
complexities into any algorithm for choosing conductor patterns. Second, and more significantly,
the sensitivity patterns that are determined by the field optimization in Chapter 4 are only
required to satisfy boundary conditions inside of the sample. Nothing is specified about the
behavior of the fields outside of the sample. The behavior of the fields on the outside of the
sample is important because these exterior fields affect the practicality of any potential coil
array. The optimum sensitivity pattern may require current sources that are either infinitely far or
impractically close to the surface of the sample. The size of the electric and magnetic fields that
are generated on the outside of the sample may lead to inductive and capacitive interactions with
surrounding structures. Incidentally, the lack of constraints on the field outside of the sample
probably contributes to the numerical instabilities that are encountered in the calculations.
Practical constraints can be placed on the optimized coil array by enforcing additional boundary
conditions on the fields outside of the sample. Some straightforward possibilities would be to
require the fields to be zero at the position of the MR shield and establish a minimum distance
between the sample surface and any current sources. The process of choosing specific conductor
geometries can be further simplified by restricting all current sources to the surface of a cylinder
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or plane, which is similar to the coil-optimization approach described for non-parallel MRI in
reference (104). These constraints on the exterior field will lead to a new set of basis functions
that- will be a more physically realizable subset of the general set of functions that were used in
the unconstrained calculation. The optimization procedure outlined in Chapter 4 can be
performed on this more restricted basis set, leading to a more practical set of coil sensitivities
than that described by the unconstrained optimum.
The restricted basis set of field sensitivities described above can, of course, be used without any
reference to the more general sensitivity functions computed in this work. The global upper
bound on SNR will still be relevant, however, for quantifying exactly how much potential
performance has been lost by choosing more restricted basis sets. If the SNR results from the two
basis sets are similar, then the restricted basis set can be used as a reliable way to approach the
optimum. If the proposed practical restrictions on the electromagnetic field behavior require too
much SNR to be sacrificed, then efforts can be directed towards overcoming the practical
restrictions.
One common feature of the optimization strategies that have been discussed so far is that, in
principle, different coil sensitivities are required for reconstructing a given point for each
acceleration factor. However, it has been noted (100,105) that for Cartesian k-space trajectories,
the optimum sensitivity for the reconstruction of a particular sample point using parallel MRI can
be written as a linear combination of the optimum sensitivities for unaccelerated imaging of all
of the potential aliasing points. This result implies that separate coil arrays do not necessarily
need to be built for conventional and parallel MRI. However, it is unclear whether this principle
is stable for small variations from the optimum. Specifically, if a set of coils are constructed that
have SNR values within 10% of the optima for fully gradient-encoded images, there is no
guarantee that the SNR values for the images reconstructed using parallel MRI will also be
within 10% of the optimum.
5.2. c Consideration of Simple Grid-Based Designs
When contemplating restricted basis sets for producing optimal coil arrays, it will be important
to consider the particularly simple design of a dense grid of simple loop coils that are tiled on a
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two-dimensional surface. The superposition principle for electromagnetic fields implies that
suitable linear combinations of small loop coils will always be able to mimic the sensitivity that
is due to a larger, more complex, current pattern. As the component loops are made smaller, this
type of array becomes equivalent to an infinite number of point magnetic dipoles arranged
perpendicular to a surface. It has been pointed out, however, that even an infinite number of
these magnetic dipoles are not sufficient to completely optimize the detected SNR; electric
dipoles are required as well (104). Nevertheless, even if the simple grid does not lead to the
highest possible SNR, its simplicity and generality makes it attractive.
5.2. d Practical Issues of New Coil Designs
The development of coil arrays with increasing numbers of independent elements will require
several practical issues to be addressed. For example, while a linear combination of small coils
can theoretically produce the same sensitivity pattern as a single larger coil, the smaller coils will
require more conductor than the single larger one does. These extra conductor paths bring added
noise. For example, a (simple, non-optimal) linear combination of the 16 elements in a 4x4 grid
was shown to have 5% lower SNR than the equivalent single large loop (106). Furthermore, as
the coils become smaller, the noise derived from the sample will no longer be larger than the
noise derived from the array itself. While detector elements that are coil-noise dominated can
certainly still be used for spatial encoding in parallel MRI, they will not be able to provide the
same SNR performance as sample-noise dominated coils. If smaller coils are desired, then it is
possible to use cooled copper or even superconducting surface coils (107). Additionally, coils
that are used at higher field strengths experience a larger amount of sample resistance. This
added resistance allows surface coils to be made much smaller at high field strengths before they
become coil-noise dominated.
Another important practical consideration when designing coil arrays for high levels of
acceleration is the added weight and bulk that accompanies the electronic circuitry and cables
that are needed to retrieve the signal from each coil. Smaller, lighter, and more efficient signal
detection circuitry will clearly be a very important component of these large-scale arrays.
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5.3 General Conclusions
The ability of parallel MRI techniques to accelerate image acquisitions is fundamentally limited
by the spatial information content of the sensitivity patterns of MR detectors. An intuitive
framework has been provided for understanding the way that receiver coils are able to encode
spatial information, and the results of several original research studies have been presented that
address many of the fundamental and practical limits of coil array encoding. This work provides
a tool for evaluating coil arrays that are used today and gives insight into the design of arrays for
future applications of parallel MRI.
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