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Abstract. We present a new galaxy survey simulation package, which combines the power of
Markov Chain Monte Carlo (MCMC) sampling with a robust and adaptable model of galaxy
evolution. The aim of this code is to aid in the characterization and study of new and existing
galaxy surveys. In this paper we briefly describe the MCMC implementation and the survey
simulation methodology and associated tools. A test case of this full suite was to constrain the
evolution of the IR Luminosity Function (LF) based on the HerMES (Herschel SPIRE) survey
of the Spitzer First Look Survey field. The initial results are consistent with previous studies,
but our more general approach should be of wider benefit to the community.
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1. Motivation
In extragalactic astronomy, we typically conduct surveys which uncover large num-
bers of high redshift galaxies with sparse SED coverage. Such spectra are insufficient
for redshift determination by SED fitting, and spectroscopic follow-up to ascertain the
redshifts for all galaxies in a survey is impractical, especially for samples of predomi-
nantly optically-faint IR galaxies. Direct measurements of luminosity function evolution
are therefore very difficult in this regime. We can use well motivated galaxy spectral col-
ors, however, to characterize cumulative trends in SED and luminosity function evolution
in an entire population. By pairing a redshift-evolving SED library and a redshift param-
eterized luminosity function, we can simulate surveys given knowledge of evolutionary
model parameters and local measurements. By sampling the resulting parameter space in
a robust manner (as in Marsden et al. 2011), one can reconstruct the luminosity function
as it evolves with redshift by comparison of the simulated and observed color-color space
trends. In this manner, we can not only constrain the luminosity function parameters
given observations, but also use the constrained parameters to simulate a high-redshift
survey, given characteristics of the instrument performing the survey.
The development of statistically sound fitting methods to accurately constrain the
model parameters and generate model populations complicates such an effort, and re-
quires the astronomer have extensive knowledge of a very specific class of statistical and
computational methods. We aim to develop methods which make this analysis routine
and easily adaptable so that such studies may be more efficient, robust, and accessible to
time sensitive studies of new and existing surveys. We are developing a general software
package capable of simulating a wide range of surveys with a robust Markov Chain Monte
Carlo (MCMC) sampling algorithm, taking into account various LF forms, SED models,
and instrumental properties, including noise levels and intensity limits. Our program al-
lows us to characterize a survey as well as highlight the successes and failures of the SED
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template and the luminosity function form used by the simulation, and their behavior
at high redshift, in order to speak to the nature of the data as well as the strength and
weakness of the chosen models. We envision this program functioning, in the construc-
tion of high-redshift luminosity functions, similarly to how CosmoMC (Lewis and Bridle
(2002)) and the methods within are applied to constraint of ΛCDM parameters.
2. Current Package
Our simulation approach is centered around the choice of parameterized luminosity
function and SED template library. The SED templates, as well as all other data inputs,
are stored in FITS files and are easily interchangeable, specified as input parameters to
the main program. The data to which parameters are fitted is photometric data in at
least three bands, with observations in all bands. For a given set of luminosity function
parameters, we follow the following procedure for each redshift-luminosity bin, with lu-
minosity binning determined by the templates and redshift binning defined as a user
specified parameter:
• Determine N(L, z|x), the number of galaxies expected in a given luminosity and
redshift bin given the luminosity function form and x, the given parameters
• Redshift the SED corresponding to the given (L, z|x) bin to the observed frame, and
convolve with instrumental filters
• For each simulated galaxy, add Gaussian noise to each of three generated fluxes with
noise determined by the mean of measurement errors found in the observations.
• Determine detectability of the galaxy given survey flux cuts, and add the source to
number count calculations if detected.
This procedure across the luminosity-redshift space results in a simulated survey with
band-matched fluxes, which is projected into the same color space as the observations.
We perform a modified χ2 test comparing data to observation to determine the quality
of the fit.
To constrain the luminosity function parameters, we employ a parallel-chain MCMC
simulation approach similar to that employed by Lewis and Bridle (2002), but with up-
dated methods to reflect the more recent findings of Dunkley et al. (2005). We employ
the common Metropolis sampling algorithm, and the Gelman and Rubin convergence
test. The user specifies likely initial parameter values, which parameters to fit, as well
as acceptable ranges, and the program uses these as initial conditions. During the burn-
in phase, one chain begins at the initial position and the others uniformly distributed
throughout the allowable space, and the chains are allowed to freely explore as the tem-
perature is annealed to achieve an optimal acceptance rate. Once the burn-in is complete,
the chains are reinitialized closer to the best position, and the simulation runs until the
convergence criteria are met. As the simulation progresses, covariance between parame-
ters is continually adjusted to maximize sampling efficiency.
The current package is structured as a script controlled C++ executable, with the
main simulation and computationally expensive aspects implemented in C++ and the
plotting and user interaction implemented in IDL and python. All data, SED models,
and filters are read in as FITS or text files, and we aim to have fully selective and robust
options for both of the latter two at first public release, expected to be complete by
the end of the year. The luminosity functional form is hard coded in the C++ library,
however the computational aspect is contained in a single function which is easily user
editable, and the code can easily be recompiled by the standard GNU autotools.
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Figure 1. Example of color-color histograms for an observed survey (left) and simulated survey
(right), with the difference between the two shown at right. The free parameters are constrained
by essentially attempting to minimize the cumulative sum of the right histogram, measured
through our modified χ2 statistic. The discrepancy between these two metrics is on the order of
∼ 60 galaxies, compared to an observed sample of ∼ 1000 galaxies.
3. Initial Testing and Future Directions
Our initial tests with a ∼1000 source HerMES (Herschel SPIRE 250, 350, and 500
microns) survey, where only sources with measurements in all three bands were con-
sidered, were consistent with the density and luminosity evolution findings of Marsden
et al. (2011) as well as the SED intrinsic luminosity evolution found by Sajina et al.
(2012). Using the locally derived SED templates of Rieke et al. (2009), we were able to
reproduce the survey to within statistical margins. The observed and simulated survey
metrics, along with their subtracted residual, can be seen in figure 1, where the total
number of sources in the residual histogram is ∼ 60. We are continuing to refine this
package, and aim to publish a paper in Fall 2014 detailing the first public release, and
demonstrating test cases in the near and far infrared (Kurinsky et. al. 2014, in prep). We
are also working on testing the code on a wider range of surveys, including WISE (Silva
et. al. 2015, in prep).
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