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GENERAL INTRODUCTION 
There are many factors involved in long-range forecasting in the Midwest. Too many 
are still misunderstood. Recent modifications to the forecasts distributed by the National 
Center for Environmental Prediction's (NCEP) Climate Prediction Center (CPC) branch have 
quantified the extremes of the El Nino/Southern Oscillation (ENSO) and persistence of 
anomalies, two tools meant to improve the quality of 30 and 90 day forecasts. Unfortunately, 
these changes have so far left the Com Belt with little improvement in these forecasts. 
Because of the importance of this area agriculturally, more useful forecasts are necessary. 
Therefore, these two factors are examined in greater detail across the Com Belt to examine 
their effects spatially, temporally and, hopefully, improve forecasts in the long-term. First, 
persistence of temperature and precipitation patterns is detailed from one month to the next 
and several combinations of observed period and forecast period out to a year. Data for these 
is from climatological stations across the region for the last 100 years. Secondly, the effects 
of ENSO are becoming well documented throughout the world and in parts of the United 
States. Still to be understood is the strength of the ENSO signal in Midwest climate and what 
application it has to forecasting. 
DISSERTATION ORGANIZATION 
These two topics will be discussed in order in this dissertation. Included are two self-
contained papers for journal submission each with its own literature review and bibliography. 
Following the second paper are general conclusions. Appendix one includes monthly mean 
temperature and median precipitation maps. Appendix two includes deviation temperature 
and precipitation maps for the extreme phase ENSO events. 
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CATEGORICAL PERSISTENCE AS A TOOL 
TO IMPROVE EXTENDED RANGE FORECASTING 
A paper to be submitted to the Journal of Climate 
Dennis Todey and Richard Carlson 
ABSTRACT 
Contingency tables are used to categorize monthly precipitation and surface 
temperature data from Historical Climatological Network (HCN) for use in the study of 
persistence in the Com Belt. Persistence for single month and several month periods is 
quantified climatologically using 102 years of data. The definition of persistence used here is 
how often each categoiy in a 2 X 2 contingency table stays in the same category from the 
observed period to the forecast period. Persistences reached as high as 50% in the warm 
months for cool and wet conditions over Missouri and Illinois. Cold month persistence using 
this method is less accurate. Warm-dry or cool-wet conditions were the most dominant and 
the most persistent except for the southeast part of the region in winter. Here warm-wet or 
cool-dry conditions were most common. Temperature persistence, staying below or above 
the mean, is the main contributor to the categorical persistence. Temperature persistence 
values reach near 70% for below mean temperatures during the summer and 65% for above 
mean temperatures during the winter. Precipitation persistence rarely reached the 60% level. 
Skill scores for these persistences were calculated as an improvement upon climatology. Skill 
was commonly in the 10-20% range for each of the cells and sometimes higher. Persistence 
skill is improved in all areas over other studies by classifying persistence based on the original 
climatic state. 
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INTRODUCTION 
Extended-range forecasting has been an object of debate and review for many years. 
Official month or longer forecasts have existed for over 35 years. The study of and attempts 
to improve on these forecasts have existed just as long as the forecasts have been issued. 
Many of these studies examined persistence of patterns (van Loon and Jenne 1975; Madden 
and Shea 1978; Walsh and Mostek 1980; Karl 1985; van den Dool and Klein 1986; 
Namias 1978, 1986; Bamston and Livezey 1987; Huang et al. 1990) and models developed 
projecting persistence (Namias 1978, 1986; Livezey and Bamston 1987; Livezey and 
Neumeister 1990; Bamston 1994). Recent papers have attempted to connect these forecasts 
to Global Climate Model (GCM) runs (Chen and Cayan 1994). These forecasts have also 
been the center of debate over the usefulness and how far into the future we can give useful 
guidance based on our present knowledge (Oilman 1985; Namias 1985; Epstein 1988; Shea 
and Madden 1990; Bamston et al. 1994). Rapid increases in computing power have made 
longer, more detailed statistical, dynamical, or combination model runs available. But these 
still fall short of being able to give useful indications, in most cases, of how weather patterns 
will change in the coming months. 
The most commonly known long-term forecasts by the general public are the 30 and 
90 day forecasts of the National Weather Service. These forecasts are used to give the 
probability of temperature and precipitation being above, below, or near-normal. Recent 
changes have occurred in the format of these forecasts. Forecasts for each of the four seasons 
began in 1959. Monthly issuance of 90-day forecasts replaced the seasonal-only forecasts in 
the early 1980s. Each of these were issued monthly for the following month and three months 
at zero lead-time. In other words, the forecast was issued at the beginning of or a few days 
before the forecast period began. A discussion of these may be found in Namias (1985), 
These forecasts were subjectively based on a mixed bag of statistics, analogues, climatology, 
and many other bits of guidance with an average reported skill of 6% above climatology 
4-5 
(Livezey 1990). Beginning in January, 1995 the method of forecasting was changed by the 
Climate Prediction Center (CPC, formerly the Climate Analysis Center) branch of the National 
Center for Environmental Prediction (NCEP, formerly National Meteorological Center). The 
90-day forecasts are issued up to 13 months in advance in 11 overlapping 3 month periods. 
The first period forecast is issued at a 2-week lead time before the beginning of the first 
forecast period. The forecasts are now also based on an objective combination of several 
different forecast methods (Bamston et al. 1994), dynamical model output (Ji et al. 1994), 
canonical correlation analysis with forecast sea-surface temperatures (SSTs) (Bamston and 
Ropelewski 1992) and optimal climate normals (Huang et al. 1994), based on the last 10-15 
years of data corresponding to the 3-month period being forecast. This combination of 
methods has been run in hindcast over the last 40 years of data to calculate the relative 
contribution of each method. 
Several discussions of the various economic benefits of extended range forecasts are 
for farming (Brown et al. 1986), agribusiness (Sonka et al. 1992), and power companies 
(Changnon and Changnon 1995). The goal of improving these forecasts is to give better 
economic benefit to these products for all users (Livezey 1990). His reported overall 6% skill 
above climatology for long-range forecasts prior to the recent change was statistically 
significant but not terribly usefial to the user. Several seasonal values for various areas of the 
country were higher, especially near the coasts. Some were worse. Winter skill scores over 
two-thirds of Iowa and all of Nebraska and Kansas were negative for winter. Skill was 
reported to be 60% in certain areas along the coasts by the new forecasts (Ji et al. 1994). The 
greatest contribution to the predictive skill of the new forecasting method has been the better 
understanding of extra-tropical connection to tropical SST anomalies (Bamston 1994). 
Consequently, much of the skill of these forecasts seems tied to the extremes of the El 
Nino/Southem Oscillation (ENSO). In-between extreme phases of the ENSO, the climatic 
patterns seem less predictable at long-lead than during an anomalous SST period. Skill 
associated with SSTs has not been displayed as strongly over the Midwest as along the coasts. 
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During times when little or no guidance can be inferred from the models, no forecast other 
than climatology is provided. This is another improvement in the forecasting method, to say 
what is known, what is not known, and when it is known. 
A variety of other different forecast schemes have been documented to improve 
forecasting. Bamston and Livezey (1987) used various statistical and dynamical methods. 
Bamett and Priesendorfer (1987) used canonical correlation analysis with monthly 
temperature data to forecast monthly temperatures. Livezey et al. (1990) combined analogue 
and persistence forecasts. Bamston (1994) used a combination of SSTs, 700mb heights, and 
surface temperature and precipitation. All methods discussed previously have involved 
forecasting based on the initial state projected into the future. Skill from these has been based 
on projections from all initial conditions combined, ignoring the difference in skill that exists 
among various climatic conditions. This study differs in that it classifies the initial monthly 
climatic conditions via a contingency table similar to van Loon and Jenne (1975). This 
classification incorporates both temperature and precipitation and forecasts for each of four 
categories giving the skill for each initial state. Delineating the data in such a way should give 
an understanding of what patterns persist and how they compare to climatology. 
Herein, lies the goal of the this study. Since, so far, large geographic areas and time 
periods in the CPC forecasts have been left to climatology, much is left to be said about long-
range forecasting in the Com Belt. Much can also be done to improve the understanding and 
use of persistence in this region. Limits do exist on the skill associated with the statistical or 
empirical forecasts such as these. But this study hopefully will represent a step forward in 
skill to feed understanding. This understanding can then be applied to extended-range 
forecasting. Sections included in this paper in order are the data set, forecast model used, 
results, discussion, and conclusions. 
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DATA SET 
The data used are mean monthly maximum temperatures and median monthly 
precipitation values from the Historical Climatological Network (HCN) (Quinlan et al. 1987). 
These are 1219 of the best climatological stations from the United States climate network. 
The purpose of this data set originally was to provide a base line against which to measure 
climate change. These stations were selected because of their long-term history and few 
station moves. The data for temperature and precipitation were checked for quality and 
homogeneity of the station record to eliminate any stations with large discontinuities caused 
by station moves. Adjustments were made to selected stations for location changes and time 
of observation changes producing inhomogeneities in the data set (Karl and Williams 1987). 
Adjustments were also used to fill missing data in the station history. All stations throughout 
the Midwest were chosen to determine spatial variability using better spatial coverage than 
other studies of persistence which often averaged one station per state or less. Using many 
stations is intended to indicate regional signals that might not be seen using only isolated 
single stations. Increasing the number of stations provides duplicity in data to compensate 
for missing data. 
Monthly values have no special climatological significance and were chosen for their 
ease of access and their ability to damp day-to-day weather variations. Monthly data 
eliminates the short term extreme events and daily variations that would show little persistence 
while still describing the variation in climate throughout the year. Maximum temperatures 
were chosen in that they are more homogenous and less subject to minimum temperature 
variation caused by station placement differences (valley versus hillside). 
Individual station histories started between the years of 1856 to 1910 and included 
existing data through 1987. Initially, all data were included for station histories. It was 
decided that 1890 would be chosen as a starting point for the study since most stations started 
reporting regularly in the 1890's. Enough stations had data by this time to begin making 
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gridding and contouring applicable. Only a few of the stations did not begin reporting until 
after the turn of the century. Data from 1987 to 1991 were obtained from the High Plains 
Climate Center (HPCC) for the western states of Colorado, Kansas, Nebraska, South Dakota, 
and North Dakota. The Midwest Climate Center (MCC) provided data for all other states 
used in this study. Unfortunately, many of the HCN stations were discontinued after 1987. 
The HPCC at the time did not have updates for any of their stations for the last 8 months of 
1991 causing more missing data. This presents a possible source for error using data from 3 
different sources. The choice to use 102 years of climate data differs from the National 
Climatic Data Center norm of using 30 years worth of data as normals. This decision was 
made for several reasons. As many data as possible were needed to fill contingency tables. 
After two categorizations, numbers can become very small giving possibly erroneous results 
and unreliable statistics. Secondly, since this study describes climatological persistence, a 
complete station climate history is desired. So a long-term mean or median value is used. 
Trends in the data or climatic changes in persistence over the 102 years are discounted. 
Underestimating snowfall has been discussed as another possible error in winter precipitation 
amounts (Groisman and Legates 1994). 
A geographical subset of the HCN data consisting of all the stations in the Com Belt 
region was used (Figure 1), totaling 385 stations over the 15 states involved. This area is 
important climatologically throughout the world because of the large amount of food that is 
produced here. This area was also chosen due to its relevance to the NC-94 North Central 
Regional Climate Committee. All stations from thirteen states are used. Of these whole 
states, the number of stations varies from 22 in Kentucky to 46 in Nebraska. Figure 1 shows 
that the station density differs across the region. Gridding of the data to a resolution of 50 km 
attempts to account for density disparity. Several states on the periphery of the map, 
Colorado, Kentucky, and West Virginia, were included to give a comprehensive area for 
gridding and contouring of data. Only stations in the rectangular grid from Colorado (7 
stations) and West Virginia (13 stations) were used in calculating state averages. Therefore, 
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Figure 1. Climatological stations used in the Midwest from the Historical Climatological 
Network. 
any state averages mentioned here will include only part of the state. Even with these 
included, some questionable contouring exists on some of the maps because of missing 
Canadian data and lack of data over the Great Lakes. 
Data retrieved from magnetic tape came with observed monthly data, adjusted data, 
and their adjustment coefficient based on the statistical schemes of Karl and Williams (1987). 
Data from the tape had errors associated with it. Two stations in Missouri and one in South 
Dakota were not listed in station inventories. They had temperature data included, while not 
including precipitation. Another station in Ohio was missing numerous years of data and had 
to be removed from the set. 
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Originally the adjusted precipitation and temperature data were to have been used 
because of the correction for errors in temperature and precipitation. These errors have been 
the concern in much of the climatological community (Groisman and Legates 1994) in 
studying possible global warming. Also, the adjusted data set filled in many gaps in the 
precipitation and temperature record for the stations. Concern arose after examination of the 
adjusted precipitation data. Corrections of monthly totals based on ratios with nearby stations 
produced mean annual precipitation totals for stations varying from 78% to 146% of 
observed. Six of the worst stations are plotted with their adjusted annua! total in Figure 2. 
35 
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Figure 2. Stations labelled by their identifier number (x-axis) in the region with their observed 
(open bar) and adjusted annual precipitation (hatched bar) based on data since 1890 
from the HCN tape data. Precipitation in inches is labelled along the y-axis. 
Station 5906 is in Kansas, 420 and 5565 are in Nebraska, 3029 and 8622 are in 
South Dakota and 7405 is in Minnesota. 
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Other problems occurred when amounts were adjusted for stations in close proximity 
producing anomalous gradients such as in northeast Iowa and southeast Wisconsin with mean 
annual precipitation amounts differing by 5 in. over less than 30 miles (Figure 3a). Stations in 
eastern Kansas also exhibit this behavior (Figure 3b). When using observed data, the annual 
precipitation for these same stations differs by less than one inch in both cases. 
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Figure 3. Adjusted mean annual precipitation amounts (plotted in inches) since 1890 from the 
HCN data set for stations a) in Iowa and Wisconsin and b) in Kansas and Missouri. 
Discussions with others who have used or were familiar with the data set corroborated 
and explained some of the problems. Precipitation adjustments were, apparently, based on 
correlation coefficients that were statistically inaccurate. Also, the corrections were only 
tested in the northeast region (Guttman 1991), not in any other region, where precipitation 
patterns and station density differ. The worst adjusted data occurred where there was a low 
station density. An updated data set through 1990 contains only 200 of the "best" stations 
(Karl, pers. communication). But the sparse station density of the better adjusted 1990 data 
set over the Com Belt would have overcome one tenet of the study, to represent patterns 
using a dense network of climatological data. The adjusted precipitation data were not used 
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because of the anomalous and spurious gradients. The original data, despite their possible 
problems and the missing values, were used without attempts to fill the missing data or make 
any corrections. The adjusted temperature data were accepted because the correction to the 
original data was relatively small, within a degree. The additional data produced by filling 
gaps in the temperature record were sufficient to keep the data. Temperature is also known 
to be correlated better within nearby stations than is precipitation making its correction more 
believable. Despite the missing data, the station histories have an average of 91% of the data 
possible for the contingency tables. 
Monthly means for maximum temperature, medians for precipitation, and standard 
deviations for both were then calculated using the existing data from the 102 years included 
in the study. Monthly data were then standardized about the mean or median. The station 
data were gridded using a McClain distance weighting scheme (Wilks and Cember 1993) and 
contoured using NCAR Graphics (Clare and Kennison 1989). Monthly and annual plots for 
temperature and precipitation are included in Appendix A. 
MODEL DESCRIPTION 
The model used for the contingency table forecasting was originally developed for use 
on a single Iowa climatological station using monthly temperature and precipitation for one 
month forecasting the next month. The monthly values were standardized into a z-value using 
monthly averages and standard deviations by 
Xi-XiavB 
Z.=  (1 )  
Xi..d. 
where i= 1, 2,..., 12 and x is either temperature or precipitation for each month. Values for 
every year in each of the 12 months were categorized into the four cells of a 2 X 2 
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contingency table about the mean as in Figure 4. 
All the values in each of the four numbered cells were categorized into another 2X2 
table illustrating how values persisted or changed in the following month. Thus, there were 
four tables, one for each cell, in addition to the original table. Variables such as original cell 
TEMPERATUFE 
ABOVE BELOW 
ABOVE 1 
PRECIPITATION 
BELOW 3 
Figure 4. Depiction of cell numbering convention in the contingency table and the climatic 
association. 
average, z-value average, and standard deviation were calculated. The percentage of years 
staying in the same category from one month to the next was also reported. The chi-square 
statistic was calculated for each table showing the independence of cells in each table. The 
program constructed each monthly contingency table and the four subsequent tables, all 
monthly averages of all variables, and standardized values and summary statistics for each 
station. In the following discussion the original cell or observation period is used to describe 
the original categorization and the forecast cell or forecast period describe the following 
months for examination of persistence. In all discussions the month mentioned is the last or 
only month in the observation period with the forecast period starting in the following month. 
This program was expanded to loop through all 385 stations in the region of the study 
calculating these data for all stations. Several modifications were added to the original 
program to fijrther utilize the monthly data. The data for the monthly values in each cell were 
compiled to give the percentage of data that were categorized into the original cell to give a 
climatology of temperature and precipitation categorization across the region. Data from the 
14 
months following those in original cell were expanded beyond the percentage that stayed in 
the same category to the percentage that persisted above or below the mean value and the 
average and standard deviation forecast z-value of the month or months following. 
Another modification was the categorizing of precipitation data about the median 
instead of the mean as was done with temperature data. Temperature data closely follow a 
normal distribution in the upper Midwest (Lehman 1987) making standardization simpler 
(based on the mean and standard deviation). Categorizing the data in this way works well 
since a normal distribution has equal median and mean. Precipitation, conversely, has a 
different median and mean, following a gamma-type distribution. The standardization scheme 
for precipitation was adapted to 
~ median 
z. = — (2) 
Xi..d. 
Extreme rainfall events cause the skewness on the upper end of the distribution while zero 
events bound the lower end. Therefore, when dividing the data into cells, the median 
separates the data more evenly into categories than does the average precipitation. This was 
deemed better to give relatively equal distribution to the four cells of the contingency table. 
The comparison of Iowa median and mean precipitation is shov^oi in Figure 4. The median 
and mean are relatively parallel except for the late summer and fall months. The median is 
shifted slightly lower by the more numerous low or zero precipitation amounts. Iowa is fairly 
typical of the region. The drier areas to the west have larger separation and the wetter areas 
to the east have less separation between the two statistics. 
Unfortunately, when standardizing values using the median and standard deviation the 
lower end is bounded, limiting z-values numerically usually to less than 1.5 and often less than 
1.0 standard deviations in the negative direction, while the upper end was open numerically 
15 
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Figure 5. Iowa state average median and mean precipitation values plotted for each month of 
the year (x-axis). Precipitation values are in inches (y-axis). 
with essentially unlimited z-value. A possible improvement in further work would be to 
categorize via percentage distribution as was done by the Climate Prediction Center in their 30 
and 90 day forecasts (Ji et al. 1994). This method still uses a median value, but the distance 
from the median is given by percentiles versus the current method that uses the standard 
deviation. 
The program was modified to calculate and use data for an observation period of up to 
12 previous months and look forward up to 12 months based around every month of the year. 
Forecasts over several months necessitated averaging the monthly standardized values. A new 
distribution based on the raw values of the months involved was calculated over the 102 years 
of data. These data were then standardized according to mean temperature or median 
precipitation and used to categorize the data. For instance when using the 3 months of data 
such as January, February, and March in the observed period, a distribution of 3 month rainfall 
over the 102 years gave the median value used to categorize the original contingency table. 
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This helped to modify the anomalously weighted values that could be produced by large 
precipitation events in low standard deviation months such as in fall or winter. The method 
for the forecast period was similar. Note that forecast periods were combinations over time 
periods and not individual month forecasts in the fijture as has been done in other studies 
(Namias 1986, Huang et al. 1994). The additional calculations were necessary because 
unequal variances from month to month over longer time periods eliminated the possibility of 
averaging monthly standardized values. Variance can differ by a factor of 5 in temperature and 
15 in precipitation between winter and summer at a single station over this region. 
Raw monthly values were also included in output. The aridity index for each station 
and month was calculated (Harouna and Carlson 1994). This is an index that measures how 
hot and dry (positive aridity) or cool and wet (negative aridity) each month is based on 
standardized values. The monthly value of the Southern Oscillation Index (SOI) was checked 
for comparison with El Niiio(warm) or La Nina(cold) events. This will be discussed further in 
a later chapter. 
RESULTS 
Several different methods were used to evaluate the persistence of cells in the 
Midwest. A climatology of original cell percentages is given for various parts of the region to 
be used as a basis for comparison. This is followed by the forecasting results of same 
category and same sign persistences. 
Original Table Climatology 
The original table results are the percentage of all years for each month or group of 
months from the observed period that are categorized into each of the four cells of the original 
contingency table. These are examined using the base month or an average over previous 
months runs of 1, 2, 3, 6, and 12 months to be categorized into the four cells of the original 
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contingency table. To eliminate some of the potential station-to-station variance and 
summarize the data easily, state averages and standard deviations were calculated in each cell 
for each month. The averages were then plotted versus the base month to show differences in 
the four cells, temporally and spatially. States boundaries may not be the most appropriate 
climate zone delimeters. But from a forecasting and political standpoint of data collection, 
analysis, and dissemination, state values are practical and useful. These describe a climatology 
of precipitation and temperature relationships across the region for a month or group of 
months. When using persistence as a forecast these values are the climatological base line for 
comparison. Further discussion of precipitation-temperature relationships can be found in 
Huang and van den Dool (1993). 
Common sense anticipates that cells 2 and 3 (cool-wet, warm-dry) would be more 
prevalent during the Midwest summers. Cloudiness and precipitation inhibit daytime surface 
warming while the lack of these allows insolation to warm the surface. Extended periods of 
dryness exacerbate the situation and insolation continues the warming without energy being 
used for evaporation. This is especially common during the summer, a time of high insolation. 
The plots bear this out. Cells 2 and 3 are in most cases the most prevalent, but with some 
seasonal and regional variability. Cells 2 and 3 and cells 1 (warm-wet) and 4 (cool-dry) 
followed relatively parallel temporal patterns illustrating the inverse relationship between 
precipitation and temperature across the region and will usually be referred to together. 
A regional summary of the 1 month values averaged over all stations and years for 
each state are shown in Figure 6. Cells 2 and 3 dominate during the warm season over the 
entire region by varying amounts. Cell 2 peaks in most states in June or July between 33% 
and 38% with cell 3 percentages somewhat lower. Eastern states, having wetter climates, 
have less difference between 2 and 3 and 1 and 4 (Figure 6k-o), whereas the western region 
has large consistent differences between values (Figure 6a-e). Peak values in the west are 
around 35% versus the 15 - 20% of cells 1 and 4. For comparison, remember that the data 
are separated by median for precipitation and approximately median for temperature (mean). 
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Figure 6. State average percentage (y-axis) of years 
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Figure 6. (con't) f) Minnesota, g) Wisconsin, 
h) Iowa, i) Illinois, and j) Missouri. 
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Theoretically, this should produce 25% in each cell if temperature and precipitation were 
independent. The relationship between temperature and precipitation during the high 
insolation months is obvious here. During the colder months, when jet stream and synoptic 
activity are stronger in the region and insolation is at a minimum, the percentages even out in 
the central states to around 25%. In the eastern states, cells 1 and 4 clearly dominate 
(Figure 6k-o) during winter. In fact the mid-winter maxima of 1 and 4 are almost as strong or 
stronger than their summer 2 and 3 maximum, peaking above 30% of the years. The northern 
and western states show less temporal variation as the cells remain relatively constant 
throughout the year for all temporal scales. Their annual cell percentage range is less than 
10%, while the central and eastern states have ranges of double that value. This probably has 
two causes in the west. One, the drier climate has less cloudiness to intercept solar radiation 
during all times of the year. Secondly, lower soil moisture values allow insolation to warm the 
surface. Significant synoptic activity throughout the year may be the cause of the even values 
in the northern states. 
Extending out to two and three months, gives only a few percentage points difference 
from the one month values. Maximum values are increased slightly and shifted later in the 
year by 1 or 2 months. By 6 and 12 months, there begins to be a lag in the spreading of the 
cell percentages caused by the combining with previous months. Much of the monthly 
variability is removed. By 12 months all annual variability is removed. At 12 months cells 2 
and 3 average around 35% in the west to 30% in the central while 1 and 4 average around 
15% in the west to 20% in the central. Eastern areas on an annual basis have all cells around 
25%. An example of the extended periods is shown for Iowa state averages in Figure 7. The 
gradual damping of oscillations can be seen here. 
While the western states maintain a separation between the cell 2 and 3 and the cell 1 
and 4 values, in every central and eastern states at most time ranges, there is at least a one 
month period in the spring and fall where all categories are within a few percentage points of 
25%. The central states stray little from the 25% value or cells 2 and 3 dominate again during 
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Figure 7. Iowa state average of percentage of years (y-axis) in tiie cells of the original 
contingency tables for a) 2 month, b) 3 month, c) 6 month, d) 12 month periods 
ending with the plotted month (x-axis). Numbers plotted are the cell numbers from 
Figure 4. 
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the winter. In the eastern states the shift to the opposite phase gives a bi-modal appearance to 
the annual cycle as the summer cell 2 and 3 dominance is superceded by a cell 1 and 4 
dominance. In the 1 month values, the spring crossover is in March and the fall one is in 
November which does not clearly correspond to season shifts. In the extended observation 
periods the crossover is shifted later by 1 or 2 months, or disappears completely. There seem 
to be some dominant seasonal patterns in how the data separate possibly caused by moisture-
temperature relationships or predominant flow patterns. These patterns will now be examined 
for their persistence and how they relate to forecasting these events. 
Same Category 
Same category percentages were produced which listed the percentage of the 
observations from the original table category that persisted to the same cell in the forecast 
period. These percentages give a historical climatological perspective of how the four 
categories persist or do not persist in the region. This is of most practical use to forecasters 
when making a 30 or 90 day forecast. The same category forecasts are meant to provide 
some additional guidance beyond climatology (the original table percentages) for forecasters 
to fill the void left when CPC model forecasts give no guidance other than climatology. 
Persistence in previous studies has been defined in various ways. Namias (1978) and 
Karl (1985) used station to station temporal correlations to depict changes in patterns. Walsh 
and Mostek (1980) used eigenvectors to study the persistence of temperature, precipitation 
and sea-level pressure. Bamett and Priesendorfer (1987) used canonical correlation analysis 
to depict persistence forecast skill for 3 category forecasting (below, near, and above normal). 
Bamston et al. (1989) combined persistence with analogue forecasting to predict 3-month 
temperatures using the same categorization scheme. Only van Loon and Jenne (1975) used a 
method of specifying data similar to that used here by classifying via a 3 X 3 contingency table 
to forecast from one month to the next for temperature only, Huang and Van den Dool 
(1993) attempted to combine temperature and precipitation persistence. Comparison of 
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numbers, therefore, is not practical, but similar trends and areas of skill are identifiable. The 
method discussed here is actually a combined persistence-analogue method in that it uses 
previous similar patterns and and gives a percentage forecast based on climatology. 
A summary of persistence for an Iowa station is shown in Table 1. The 0 cells are the 
cell numbers observed in June and the F cells are the cells in July. The original table 
percentages for June are the row totals divided by the table total. Same cell percentage 
Table 1. Summary of station 4063 (Indianola, lA) for June persisting to July. June cells are 
cell numbers in the observed month. July cells are the cell numbers in the forecast 
month. Numbers in the diagonal are the number persisting in the same cell from one 
month to the next. For an example of the original table percentages, 20 of the 97 
years fall into cell 1 in July (20.6%). An example of the percentage persisting to the 
next month is 11 of the 30 years from cell 2 in June stay in cell 2 into July (36.7%). 
Cells July 1 July 2 July 3 July 4 Total 
June 1 6 6 7 1 20 
June 2 2 11 7 10 30 
June 3 7 7 13 5 30 
June 4 2 10 4 1 17 
Total 17 34 31 17 97 
persisting are the diagonal divided by the row total. The table shows the cell 2 and cell 3 
preference during the summer and their propensity to persist (11 of 30 years for cell 2 and 13 
of 30 years for cell 3) while cell 1 (6 of 20 years) and 4 (1 of 17 years) persist less. The 10 
values that go fi-om cell 4 to cell 2 and from cell 2 to cell 4 from June to July display the 
strong persistence of temperature (cell 2 and 4 are below mean temperatures) but the weak 
persistence of precipitation between these two months. 
If weather states were truly independent from one month to the next or one forecast 
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period to the next, the chance of being in any particular cell when forecasting would be 1 in 4 
(25%) via this scheme. That is not necessarily the case. The atmosphere from one month to 
the next can change readily, but not independent of the previous month. The atmosphere does 
have "memory" since several plots show the four cells congregating close to 30% persistence 
during the cold season. Thus, there is at least a slightly better chance of persistence in a 
category versus changing into another certain category. 
Several factors affect the persistence of temperature and precipitation patterns. Long 
wave patterns exist in the upper atmosphere guiding surface responses (van Loon and 
Williams 1976). These blocking type patterns are commonly observed in the upper 
atmosphere and can persist for weeks. Several discussions of various types of upper air 
patterns exist (Wallace and Gutzler 1981; Namias 1986; Bamston and Livezey 1987). The 
surface response to these is not directly related and even can feed back to the atmosphere. 
Several surface effects such as snow cover, soil moisture, and boundary-layer connections 
affect the temperature response (Van den Dool 1984; Kari 1985; Walsh et al. 1985; Huang 
and Van den Dool 1993). For comparison, though, the temperature-precipitation connection 
is ignored for examining the percentage of persistence. 
Various types of plots display different facets of the same category percentages. Like 
the original table values, state averages were used to eliminate some of the station-to-station 
variability, give statewide guidance, and portray temporal variation. Contour plots using 
gridded station data examine single forecast spatial patterns across state boundaries. Forecast 
percentages were calculated for all combinations of observation and forecast periods from 1 to 
12 months. 
As can be expected from using numerous closely spaced data points, regional 
variability exists among the stations. But some trends are quite apparent. Cells 2 and 3 are 
usually the most persistent throughout the year and generally follow a parallel temporal 
pattern, similar to the findings in the original table plots shown in Figure 6. Cells 1 and 4 are 
usually less persistent with some noted exceptions and follow similar patterns to each other. 
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A comparison of the regional contours of each cell are shown for January (Figure 8) and July 
(Figure 9). 
For one month predicting the next, peak values of persistence in cells 2 and 3 occur in 
the late spring and summer months for all states, the highest reaching 50% for cell 2 in 
Missouri and Illinois in May and June (Figure 9b). Summer values of cells 2 and 3 are fairly 
consistent throughout the region in the 40-50% range (Figure 9b and 9c). The persistence of 
cells 2 and 3 is consistently high throughout the year in the western states even into the 
transition seasons. This is partially due to the low percentage of occurrence of cells 1 and 4, 
but does show good improvement upon climatology as will be discussed later. This 
persistence is associated with the correlation between temperature and precipitation that exists 
over the whole region in the summer and in the western states all year. Persistence of cells 2 
and 3 in the central states is generally good but less consistent and in the eastern states it is 
poor (Figure 8b,c). Cells 1 and 4 are much less persistent in the warm seasons (Figure 8a,d). 
In the cold season in the central and eastern states, though, cells 1 and 4 (Figure 8a,d) become 
more persistent during the winter months when synoptic activity is stronger, nullifying the 
inverse relation between temperature and precipitation. The cell 1 and 4 values may range as 
high as 40% in the far eastern areas in January as compared to the more common 20% for 
these cells. This shows the link between jet stream activity and surface response. When the 
jet is northerly, little moisture is available from dry, cold continental air. A southerly sub­
tropical jet would bring warm air and moisture from the Gulf of Mexico leading to the reverse 
condition: Since these persist well, both must be stable patterns. In the west the values of 
cells 1 and 4 never exceed those in cells 2 and 3. 
A stability seems to exist in cells 2 and 3 over most of the year. This can be seen in 
the temporal plots of the four cell persistence over the year for all states (Figure 10). This 
stability seems tied to the inverse temperature-precipitation relationship as discussed for the 
original table values. The connection and stability are quite apparent in the drier climates and 
drier time of year in the difference in persistence between cells 2 and 3 and cells 1 and 4. The 
Figure 8. Regional contours of the percentage of each category persisting from January into February (5% contour 
interval) for a) cell 1, b) cell 2, c) cell 3, and d) cell 4. 
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Figure 9. Regional contours of the percentage of each category persisting from June into July (5% contour interval) for 
a) cell 1, b) cell 2, c) cell 3, and d) cell 4. 
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Figure 10. State averages of the percentage (y-axis) 
that stay in the same category from one 
month to the next for the four cells over 
the 12 months (x-axis) for a) North 
Dakota, b) South Dakota, c) Nebraska, 
d) Kansas, and e) Colorado, The 
numbers plotted indicate the contingency 
cell number. 
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Figure 10. (con't) f) Minnesota, g) Wisconsin, 
h) Iowa, i) Illinois, and j) Missouri. 
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separation in state averaged persistence occurs most where the warm season and cold season 
persistences become different. Time of this separation varies from state to state but seems to 
be around February to March in the spring while rejoining in October in the fall, 
corresponding to the shifts in climatological percentages in Figure 6. In the central states all 
four cells congregate around the 30% value during the cold season making a persistence 
forecast less than useful. It is interesting to notice the sharp peak in persistence from June to 
July in Figure 9, similar to the other states in the central region. 
Studies have used different observation periods when looking at persistence. Bamett 
and Priesendorfer (1987) utilized three months to examine the next month, similar to the 
discussion here. Bamston and Livezey (1989) used a two month average to forecast a three 
month season. Bamston (1994) used one month to forecast a season. Clearly, there is no 
agreed-upon time for an observation period. Extending the temporal observation period to 
forecast one month using the method studied here doesn't change peak percentages 
appreciably, usually just a few percent in most states. Also, the general pattern of cell trends 
is similar except over the far eastern states where the persistence of cells 1 & 4 during the 
winter are pushed to between 40% and 45%. This is the highest value these cell values reach 
in any part of the region. Thus, the split becomes exactly opposite that seen in the summer 
where cells 2 & 3 are clearly most persistent. 
Interestingly, when the number of months averaged in the observation period is 
increased for Iowa, little change in persistence fi"om observation to forecast period is seen 
(Figure 11). Such is the case for most states. A honing of the peak is seen in the summer. A 
few monthly values show some changes, but seem to be exceptional and not part of a pattern. 
These may be caused by having too few numbers in a cell over longer periods as can happen 
especially with cells 1 and 4. Apparently, the added information gained by combining values 
over more previous months gives little additional glimpse of persistence. What categories 
persist well from one month to the next are improved slightly by extending the observation 
time. What categories did not persist well are not changed noticeably. This would indicate 
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Figure 11. Iowa state average of percentage staying in the same category (y-axis) for 
a) 2 month, b) 3 month, c) 6 month, and d) 12 month averages persisting to the 
next month. Each month plotted (x-axis) is the last month of the forecast period. 
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that the most important month when forecasting is the month immediately prior to the forecast 
month. Another possible explanation for the peak in the summer at 12 months forecasting 1 
month is the persistence from summer to summer that has been reported by Namias (1978). 
As years are added to the forecast period, some changes occur. Much of the inter-
month variability is smoothed in the temporal averaging. The change in percentage values is 
relatively small (< 10%). However, the month of the peak persistence does shift earlier in the 
year when adding months to the forecast period. Iowa, using the prior 12 months, has a peak 
in cell 2 of 50% in June forecasting July (Figure 1 Id). The maximum shifts back to 46% in 
April (Figure 12a) forecasting the next three months and 45% in March (Figure 12b) 
forecasting for 6 months. Thus, the previous year in Iowa is useful in indicating cool-wet or 
warm-dry conditions for the following spring and summer. Cell 2 percentages hover around 
30% going into the fall and winter. Hence, the previous year has less importance in 
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Figure 12. Iowa state average of the percentage staying in the same category (x-axis) for 
a) 12 months forecasting 3 months and b) 12 months forecasting 6 months. Each 
month plotted (x-axis) is the final month of the forecast period. 
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forecasting the cold season than the warm season. Cells 2 and 3 both follow this pattern while 
cells 1 and 4 tend to be weaker in persisting during the warm season with percentages in Iowa 
being in the lows 20s, but increasing into the cold season. 
The prior 6 months and 12 months over most of the region seems to give an indication 
of the following warm season at 3 months or 6 months in cells 2 and 3. These values are 
usually in the 40s. A little persistence is seen in these cells from fall to winter in the northern 
states (North and South Dakota, Minnesota, and Wisconsin) for 3 month forecasts. Cells 1 
and 4 persist more strongly in the last few months of the calendar year than 2 and 3 in the far 
eastern states (West Virginia, Kentucky, Ohio, and Indiana). For the forecast periods up to 3 
months the percentages go to 47% for cell 2 in Kentucky. For 3 month forecasts the reverse 
is not true. Summer does not seem to influence the following season. Nor does winter seem 
to be able to predict spring. Forecasting the combination of 6 months does catch part of the 
extreme season in its peak forecast period. 
The western states continue to show the strong connection between moisture and 
temperature, as they have the similar early calendar year maxima in cell 2 for 6 month 
forecasts. Percentages again are above 40% but are not peaked as strongly as the central 
states. Cell 1 and 4 percentages in the west, which are consistently at or below 20%, rarely 
approach the cell 2 and 3 percentages. There is usually a large difference between the values. 
Even when cells do occur in the west, they do not persist long. Especially over longer 
forecast periods, they occur very rarely. Some Kansas forecasts using the previous 12 months 
persist as little as 11-12%. 
Michigan is worth mentioning separately since it differs from all other states in having 
all four cells consistently persisting between 20 and 40%. It follows the same pattern 
discussed but at greatly reduced amplitude and obviously less separation between the peak 
and minimum values. This seems to be a climate modification caused by the Great Lakes. 
These influence the state temperatures and precipitation in the winter, thus, removing their 
connections to trends in other states. 
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The theory that the previous 6 or 12 months is most important early in the calendar 
year is exhibited in Figure 12. These plots show the persistence based on 6 or 12 months for 
each month out to 6 or 12 months. Notice that percentages actually rise out to 6 months in 
the January plot before decreasing. The 6 month value is based on an averaged distribution of 
the z-values over the 6 months. As the base month gets farther into the year the persistence 
falls as the projected time goes past the summer months. For time periods beginning in the 
fall, little can be said in the way of persistence as all four cells vary little with respect to each 
other. Some recovery does exist as mentioned for the eastern states with cells 1 and 4 or 
isolated cases in the rest of the region. 
Same Sign 
For a better understanding of the temperature and precipitation components of 
persistence, the values that stayed of same sign (i.e., warm temperatures staying above 
mean) are examined. State averages were computed to show the percentage that stayed of the 
same sign, similar to the same category. Once again, the summer maximum is quite apparent 
for one month persisting to the next month. Below mean temperatures persist with maxima 
reaching near 70% for most of the central and eastern parts of the region from June to July 
(Figure 13f-o). In the western states the peak is broad and lower with values around 60% 
(Figure 13a-e). Most summer values are at or above 60% for both above and below mean 
temperatures. In the eastern states the summer peak is quite sharp with below average 
temperatures persisting 10-15% better than above average temperatures in the early summer 
months in the east (Figure 13k-o). The difference in persistence between the above and below 
mean temperature persistence is only a few percent over the west. In late summer the patterns 
have nearly the same value everywhere as warm temperature persistence rises and cool 
temperature persistence falls. During the summer, persistence of precipitation is around 50% 
for both above and below median. Obviously, temperature is the main contributor to the 
summer peak in cell persistence. 
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Figure 13. State average of the percentage (y-axis) 
staying above or below their central 
value for each month of the year (x-axis) 
persisting to the next month for a) North 
Dakota, b) South Dakota, c) Nebraska, 
d) Kansas, and e) Colorado. Hollow 
circles are above mean temperatures, 
filled circles are below mean 
temperatures, hollow triangles are above 
median precipitation, and filled triangles 
are below median precipitation. 
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Figure 13. (con't) k) Michigan, 1) Indiana, m) Ohio, 
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The secondary persistence maximum in winter is evident in most states. The winter 
maximum is actually higher than the summer one across the northern states from the Dakotas 
to Michigan where some of the cool temperature values peak around 60% with a maximum of 
65% in North Dakota and Wisconsin in February (Figure 13a,g). These maxima are not as 
pronounced as the summer values, nor as consistent, varying from one month to the next and 
state to state. Some temperature values in other states range near 60% during the winter. 
But most show the effects of stronger synoptic activity by persistencing less than the summer. 
The warm and cool persistences also are not as parallel as in the summer. Warm temperatures 
persist slightly better in the late fall and cool temperatures persist slightly better in the late 
winter. 
When extending the observation and forecast periods, the summer maximum maintains 
its value in most areas. Other trends are damped out over longer periods except for a late fall 
warm persistence. Warm temperatures in the fall indicate a warm winter in many areas. 
Values of this peak around 65% for some of the central states (Figure 14). The longer time 
periods eliminate the marginal summer peak in the Dakotas and exacerbate the winter peak. 
During the transition seasons temperature persistence values are usually in the low 
50s. Especially common is a September persisting to October minimum in temperature 
persistence over all regions and time frames. Its values often fall to around 45%, but contrast 
greatly with the months surrounding it by being as much as 15% less. Over the extended 
periods the decrease in persistence is common to almost all time periods and areas. 
Apparently, the seasonal shift causes a one month change where there is little predictability. 
Values for most time frames here are near or below 50% for both regimes of temperature. 
The consistency of this persistence reduction throughout the extended time frames may be 
indicative that the final month of the observation period and the first month of the forecast 
period weight the persistence such that even when combined over several months this shift 
still occurs. The months of October and after are often different from September and earlier 
months. Since there is little "memory" in temperature here we have little forecastable 
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Figure 14. State average of the percentage (y-axis) 
staying above or below their central 
value for 3 months ending in the plotted 
month (x-axis) persisting to the next 3 
months for a) Minnesota, b) Wisconsin, 
c) Iowa, d) Illinois, and e) Missouri. 
Hollow circles are above mean 
temperatures, filled circles are below 
mean temperatures, hollow triangles are 
above median precipitation, and filled 
triangles are below median precipitation. 
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information. A similar shift exists in March or April in the spring, although it is not as 
consistent or strong. This time seems to indicate a shift fi-om warm season to cold season 
and back. At these points there seems to be little memory or an actual inverting of conditions 
as evidenced by the September 45% persistence value. Here, a change in pattern is actually 
expected and the more likely outcome. This tends to reinforce the idea of the transition 
season leading to the extreme season as mentioned in the same category section. 
Precipitation does not show the same pattern. There is no consistent shift in direction over 
these months for precipitation. Similar persistence to these results is reported by Karl (1985) 
with temperature persistence values highest in the summer followed by winter and the 
transition seasons. 
Precipitation persistence values over all times were disappointingly low. Most values 
were between 45% and 55% with a few isolated months in the upper 50s for one month to 
the next. Very few trends are discemable from these plots. There was a slight increase in 
persistence in many areas in the late fall and early spring. Over greater time periods of 
observation and forecast, these differences are somewhat more pronounced. Interestingly, 
this is a time when temperature persistence is weak. But since the peaks are only a few 
percentage points higher than the trend, little can be said of them. In the categorical analysis 
these seem to add little to the knowledge of persistence especially when their trends, even 
though small, are counter to the temperature trends. One disconcerting aspect of the state 
average monthly precipitation plots was that the patterns are essentially parallel in all cases 
with the above median precipitation state average always persisting more than the below 
median precipitation. This was attributed to combining precipitation over several months. 
Since the median is used to separate positive and negative precipitation anomalies, the 
arithmetic average of the precipitation values is closer to the mean precipitation which was 
shown to be higher in Figure 5. Averaging, thus, gave consistently above median 
percentages. 
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Skill Score 
To determine the relative value of these contingency forecasts a skill score was 
developed based on (Livezey 1990) who reported a percentage improvement in monthly 
forecasts upon climatology. His scheme has been modified to use the percentages discussed 
here instead of raw numbers of forecasts to compute this score. The score is computed by 
S C - C L  
SKILL - (3) 
1  - C L  
where SC is the percentage persisting in a category from one month to the following month 
and CL is the cell percentage that climatologically fall into a category in the following month 
(the real table values). What this gives is a percentage improvement over a purely 
climatological forecast for the next month (the reported original table results for the four 
cells). Four scores will exist for each month, one for each cell. As reported by Livezey 
(1990), the overall month-to-month persistence skill is not too useful. But looking at 
forecasts categorically sometimes gives great improvement over climatology. 
Skill scores were calculated at each station for all combinations of observation and 
forecast periods. These scores were then gridded and contoured to give spatial views of 
persistence for each month and cell. Skill scores for January and June are shown in Figures 
15 and 16 for comparison to the same cell persistences (Figures 8 and 9). For one month to 
the next month, the best skill scores overall came from cells 2 and 3. Contour values from 
these cells ranged to a high of 24% and were mostly positive except for isolated small areas 
of negative skill. These negative areas were mainly in the transition seasons. Other areas of 
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Figure 15. Regional contours of persistence skill scores from January to February for a) cell 1, b) cell 2, c) cell 3, and 
d) cell 4. Scores are based on equation (3) and contoured every 4%. 
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Figure 16. Regional contours of persistence skill scores from June to July for a) cell 1, b) cell 2, c) cell 3, d) cell 4. 
Scores are based on equation (3) and contoured every 4%. 
negative skill were on the periphery of the grid where boundary problems come into play. The 
high skill levels indicate the strong persistence of the cool-wet or warm-dry regimes. Again 
month-to-month values vary. The best scores occur as expected in the late spring and summer 
where values are routinely in the teens and often over 20% skill (Figure 16b,c). Almost the 
whole region has positive skill. In the winter months consistent skill scores near 20% exist 
over the Dakotas and Minnesota (Figure 15b,c) where winter persistence percentages were 
around 40%. Worst skill months are November and February where some large areas of 
negative skill exist. Even in these months much of the area has skill in the teens. 
Skill scores for cells I and 4 are much less impressive except for a few unique cases. 
Most times a persistence forecast for warm-wet or cold-dry would be a worse forecast than 
climatology. Most negative skill scores were in the single digits, but some ranged to -20%. 
The best positive skill scores for cell 1 occurred in February, March, October, and November 
over the north central states and December, January, and July over the eastern part. Scores 
for cell 4 (cold-dry) (Figure 15d) show a strong area from northwest to southeast across the 
region in the winter months. Scores here are in the teens with some isolated 20% values. 
This seems indicative of a typical upper flow pattern, northerly flow over a ridge centered 
over the northern Plains, that would bring cold dry air from Canada to the upper Midwest. 
High skill scores in cell 3 (warm-dry)(Figure 15c) over the northwest part of the region would 
lend credence to this theory also. Most other months show no organized area of skill. 
An extended discussion of all patterns in the set of forecasts would be tedious. But 
some patterns are worth mentioning because they are relatively coherent among the various 
forecasts for a month and cell over longer periods. Some good areas of skill do exist in one 
forecast but do not appear in similar forecasts. These patterns are not given much 
consideration. Cell 2 (cold-wet) skill holds out well in most areas. Once again the extreme 
seasons maintain the best skill. The winter skill in cell 2 in the Dakotas and Minnesota 
remains high through all periods. June skill actually improves with peak areas going from 
20% to 24% in the southeast states when months are added to the observation period. Even 
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some transition season months maintain good skill, particularly in March and October. The 
cell 3 patterns (warm-dry) stay roughly the same except for transition seasons. In this cell 
some forecasts centered on the months of July, October, and December do not hold their 
patterns through to the longer forecasts. February in cell 3 actually has large areas of negative 
skill. This would seem to be tied to the transition from cold to warm season that has been 
mentioned earlier. 
Cells 1 and 4 have better skill during the late fall and winter months than during the 
summer. Some areas of reasonable skill occur in the summer but are not coherent among 
different forecast lengths and are ignored. Little can be said about these two cells in summer. 
The extension of forecast periods throughout the year does help skill somewhat. The 
probability of the pattern persisting, especially for just one month, after a long stretch of a 
similar pattern is much more than the climatological probability of these occurrences. Cells 1 
and 4 give the best skill from late fall into January where skill goes above 20% in the 
southeast part of the region. Other large areas of 10% skill exist during this time, also. 
DISCUSSION 
Using the four categories allows wider verification from observation time to forecast 
period. The method used in this paper is more conducive to verification since only above and 
below categories are used, unlike the official CPC forecast which use above, below, and near-
normal categories. Such a method of categories would not be practical in this situation since 
the contingency tables would be 3 X 3 versus the 2 X 2 used here. Dividing 100 years of 
climate data among 9 cells instead of 4 would obviously lead to fewer years per cell when 
categorizing. Consequently the statistics would be weaker due to smaller sample sizes 
leading possibly to unrepresentative percentages of persistence. But in many cases knowing if 
a month will fall below or above average is often helpful knowledge. Knowing the underlying 
assumptions and probabilities associated with the persistences can then lead to better use of 
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the forecasts. The ability to forecast extremes from average would be extremely useful no 
matter what the lead time. But extreme forecasts are still not available in most cases. 
The skill scores describe how well persistence forecast improves upon simple 
climatology forecast. Persistence values are nearly always less than 50% but skill is quite 
good despite such values. In many cases skill scores ranged to 20% or better improvement 
upon climatology. Thus, when forecasting using a two-way division of temperature and 
precipitation, persistence is a useful tool. The skill scores values indicate that this persistence 
method may be used as a first guess in forecasting. They also enhance the understanding of 
persistence relationships between temperature and precipitation. Some of the patterns of skill 
are small and unexplainable. It is also apparent that the different categories have better skill in 
some places than others which is believable. On a synoptic scale, this region may be too small 
to completely describe storm tracks but some inference about storm paths is discemable. 
Since the study examines surface values only, it cannot always be indicative of a certain upper 
air pattern. Many other factors affect the surface temperature connection to upper air 
patterns, such as snow cover, soil moisture, and wind (Walsh et al. 1985). Precipitation 
values vary especially in the warm season because of the spottiness of convective 
precipitation. But hints of storm tracks and significant regionality do exist. 
Cell 4 winter persistence and skill scores show the effect of a stable northwesterly flow 
pattern bringing colder and drier polar and arctic air masses southeast through the plains. 
Higher persistence values of 30-40% and skill scores in the mid-teens can be seen in a 
northwest southeast orientation across the region. This follows the jet stream path that would 
produce such a pattern inducing extended cold outbreaks. The southeastern part of the region 
shows the influence of the summer subtropical high in cell 3. Persistence values range from 
40-45% over most of the summer, while the skill scores are most consistent for this region in 
the 15%-25% skill. The southwest part of the region has no organized skill and usually 
negative skill with cells 1 and 4 for one month to the next. Thus, persistence of these cells is 
rare and not predictable. This can probably be attributed to several effects. The more 
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southerly latitude and relatively dry climate throughout the year would reinforce the inverse 
precipitation-temperature relation because the area would receive more insolation even in 
winter. During the winter, this area is also a prime area of cyclogenesis. Thus, the warm-wet 
or cold-dry categories would likely not occur nor persist. This is supported by the fact that no 
organized skill exists in any cell over the southwest part of the region, most specifically in 
Kansas, even though persistences in cell 2 and 3 are usually in the 40% range. The exception 
to this is when this regime has persisted for an extended length of time, the likelihood of it 
persisting for one more month has some skill. 
It is useful to know historically how such a categorization scheme depicts the monthly 
climatology and how the monthly climatology differs across the region. Interesting monthly 
differences occur between months. Many of these monthly differences appear when 
discussing persistence. The extreme seasons have been mentioned previously as having the 
best persistence. Summer persistence is dominated by the strong temperature persistence. 
Aiding the summer values are the strong inverse relation between temperature and 
precipitation (Figure 17). Chi-square values were used to measure the strength of relationship 
between the temperature and precipitation in the monthly contingency table at all stations for 
each month. For a 2 X 2 table there is one degree of freedom. Significance values for these 
are 3.84 at 5% and 6.83 at 1%. Values are significant at the 5% level for over 270 stations 
and at the 1% level for over 215 of the 385 in the region for June and July (Figure 18). Thus, 
there is an obvious relationship between temperature and precipitation during the summer. 
This tendency toward a summer dipole climatic state was shown in the real table values earlier 
(Figure 6). Without the strong synoptic activity to move air masses, surface effects become 
quite dominant and unlikely to change. As mentioned, the precipitation persistence is 
disappointing. This is probably due to the spatial variability of precipitation, especially 
convective precipitation. This is still somewhat surprising in light of recent modeling efforts 
relating soil moisture and local precipitation (Dirmeyer 1994, Oglesby and Erickson 1989). 
This feedback mechanism exists but seemingly is not large enough to increase persistence. 
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Figure 17. Chi-square values plotted at the climatological station locations for the month of 
June. The numbers plotted are the actual values indicating the significance of the 
precipitation temperature relationship at the 5% level. 
Winter persistence is a bit more interesting. The number of stations with significant 
chi-square values drops off rapidly to near 100 stations significant at the 5% level (Figure 18). 
The temperature-precipitation relationship is much weaker during the winter since division of 
the monthly values now occurs more equally over all 4 cells instead of two. Obviously, 
persistence is less likely to occur. Persistence values decrease in the winter because of the 
spreading over the four cells, but skill scores are still quite good. The 5 western states 
maintain the dry climate inverse relationship throughout the winter with little change. The 
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Figure 18, Percentage of 385 stations (y-axis) with significant chi-square values for each 
month of the year (x-axis). Lines are significant at the 5% and 1% level as 
indicated. 
eastern states are an exception, where cells 1 and 4 (warm-wet and cool-dry) become more 
prevalent in the winter. The four southeastern state's cell 1 and 4 skills were quite high, well 
into the 20% vicinity. This response to jet activity relates the idea that southerly flow will 
bring warmer air as well as moisture from the Gulf of Mexico, leading to increased 
precipitation. Conversely, northerly flow brings colder, drier air from Canada. This area 
seems to be in a preferential area for strong storm systems since a preferred storm track 
follows to the west of the Appalachians (Barry and Perry 1973). 
Previous studies have discussed the poor forecastability in the transition seasons due 
to jet stream shifting positions. The categorical forecasting method described here does give 
some persistence and useful information in transition seasons in some situations. As 
discussed, there is poor persistence in the transition between warm and cold seasons. Cells 1 
and 4 show mixed persistence results. Cells 2 and 3 conversely give quite good skill scores 
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considering the variability of the spring and fall seasons. Cell 2 has positive skill throughout 
the whole region for all spring months and has a large region of skill in October. Cell 3 has a 
few areas of negative skill, but is similar in being mostly positive during the spring and some 
areas in the fall. Examining the three month forecasting three month plots shows good 
persistence in cells 2 and three with correspondingly good skill. So the transition season 
seems to be a reasonable predictor of the extreme season. Spring persisting into summer 
shows quite good skill while fall into winter skill is slightly worse but still good. 
The spring-summer connection noted is contrary to results found by Namias (1986). 
He reports a 0.02 correlation between spring and summer monthly 700mb height. This 
discrepancy may be the result of surface factors such as remaining snow cover and soil 
moisture modifying air masses guided by the upper air forcing. Although upper air patterns 
tend not to correlate, the surface temperature response patterns do quite strongly persist. 
Obviously the temperature relationship between 700mb and the surface, while correlated, is 
not strong. Namias (1986) also reported the best month-to-month persistence occurring 
between November and March. While there are good temperature persistences during this 
time, they are not as strongly persistent as the summer temperature values. Namias (1986) 
attributes this lesser summer persistence to lighter wind and soil moisture differences during 
the summer. Also connected with this difference are boundary layer connections between 
upper levels in the atmosphere and the surface (van den Dool and Klein 1986) and preferential 
areas for storm tracks (Namias 1978). 
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CONCLUSIONS 
When lacking official forecast guidance, some inference about climatic conditions over the 
next 30 or 90 days can be made from persistence about surface temperatures and the 
temperature-precipitation combination. 
Month-to-month temperature persistence is generally good, peaking during the summer over 
most of the region and in winter especially in the northern tier of states. Weakest persistence 
is in the transition seasons. Persistence values are in the 60-70% range for two-way (above or 
below the mean) classification in the extreme seasons and 50-60% during the transition 
seasons. 
Precipitation persistence is regularly weak even using the two-way classification. The best 
values barely reached 60% and were often less than 50%. 
Combining the two in a 2 X 2 contingency table did provide new insight into persistence. 
Cell 2 (cool-wet) and cell 3 (warm-dry) are the most persistent conditions throughout the year 
with peak values of 45-50% in the summer. Other seasons showed good persistence 
especially in the western part of the region where 40-45% values occurred even in transition 
seasons, typically the worst persistence seasons of the year. 
Persistences are poor in all cases and observation-forecast combinations for temperature from 
September to October and March to April apparently caused by the shift between cold and 
warm season. The exact mechanism of the poor persistence is not know, but is extremely 
consistent, especially in the fall. The spring timing sometimes varied slightly. 
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In the cold season cell 1 (warm-wet) and 4 (cool-dry) results vary depending on area of the 
region. In the east they are the dominant regimes persisting more than 40% of the years in 
December and January because of a prime storm track over the area. In the west 1 and 4 
persist little. In the central states they are roughly similar to cell 2 and 3 persistence values at 
around 30%. Cell 1 and 4 are much less persistent in the warm season. 
Skill scores for cell 2 and 3 are usually very good (i.e. greater than 10% improvement on 
climatology) throughout most of they year. They peak in the summer with many values above 
20%. Skill scores for cells 1 and 4 are usually negative or weakly positive except for the area 
of strong persistence in the winter where they climb above 20%. 
Extension of the observation period improves the forecast skill slightly. There is a slight 
increase in skill caused by the likelihood of long-term, such as a 6 or 12 month, pattern to 
exist one more month. This is especially clear in cell 1 and 4. Persistence of existing long-
term patterns has good skill even in transition seasons. 
Extension of the forecast period does not change peak persistences appreciably except for the 
anomalous cell 1 and 4 eastern area in the winter. These are increased by 10-15%. The 
biggest change comes from shifting of the peak persistence to earlier in the year because of the 
values over several months. 
There does seem to be a tendency at longer time periods for the transition seasons to lead to 
the extreme season (i.e. spring persisting into summer) but not the reverse as noted by the 
poor persistence in the warm season-cold season shift. This is noted, also, by (Bamston and 
Livezey 1989). This may be caused by the combination of surface effects set up by the 
transition season, soil moisture, snow cover, etc. 
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Examination of the climatology of temperature and precipitation connection showed the 
strong inverse relation between the two during the summer over the whole region and over 
the 5 western states throughout the year. Winter over the central and northern states 
produces relatively equal division into the four categories. The eastern states again show the 
clear dominance of cells 1 and 4. 
Several well known patterns appear in the skill scores and persistence values. The influence 
of the Bermuda High is seen in the persistence of warm-dry events in the southeast part of the 
region in summer. Stable northwesterly flow patterns are quite apparent in cold-dry winter 
events. 
BIBLIOGRAPHY 
Bamett, T.P. and R. Priesendorfer, 1987: Origins and levels of monthly and seasonal forecast 
skill for United States surface air temperatures determined by canonical correlation 
analysis. Mon. Wea. Rev., 115, 1825-1850. 
Bamston, A.G., 1994; Linear statistical climate predictive skill in the Northern Hemisphere. 
J. Climate, 7, 1513-1564. 
Bamston, A.G. and R.E. Livezey, 1987; Classification, seasonality, and persistence of low-
frequency atmospheric circulation patterns. Mon. Wea. Rev., 115, 1083-1126. 
Bamston, A.G. and R.E. Livezey, 1989; An operational multifield analog/anti-analog 
prediction system for United States seasonal temperatures. Part II; Spring, Summer, 
Fall, and intermediate 3-month period experiments. J. Climate, 2, 513-541. 
Bamston, A.G. and C.F. Ropelewski, 1992; Prediction of ENSO episodes using canonical 
correlation analysis. J. Climate, 5, 1316-1345. 
Bamston, A.G., H.M. van den Dool, S.E. Zebiak, T.P. Bamett, M. Ji, D.R. Rodenhuis, and 
M.A. Cane, 1994; Long-lead seasonal forecasts-Where do we stand? Bull. Amer. 
Meteor. Soc., 75, 2097-2114. 
56 
Barry, R.G. and A.H. Perry; Synoptic Climatology Methods and Application. Methuen & Co. 
Ltd., 1973, London. 
Brown, B.G., R.W. Katz, and A.H. Murphy, 1986: On the economic value of seasonal 
precipitation forecasts: The fallowing/planting problem. Bull. Amer. Meteor. Soc., 67, 
833-841. 
Carlson, R.E., D.P. Todey, S.E. Taylor, 1995: Iowa com yield and weather in relationship to 
extremes of the Southern Oscillation. J. Prod. Ag. (In review). 
Changnon, S.A. and J.M. Changnon, 1995: Uses and applications of climate forecasts for 
power utilities. Bull. Amer. Meteor. Soc., 16, 711,720. 
Chen, S-C. And D.R. Cayan, 1994: Low-frequency aspects of the large-scale circulation and 
west coast United States temperature/precipitation fluctuations in a simplified general 
circulation model. J. Climate, 1, 1668-1683. 
Clare, F. And D. Kennison, 1989: NCAR Graphics Guide to New Utilities Version 3.00. 
National Center for Atmospheric Research, Boulder, CO. 
Dirmeyer, P. A., 1994: Vegetation stress as a feedback mechanism in midlatitude drought. J. 
Climate, 1, 1463-1483. 
Dixon, K.W. and R.P. Hamack, 1986: The effect of circulation variability on winter 
temperature forecast skill. Mon. Wea. Rev., 114, 208-214. 
Epstein, E.S., 1988: Long range weather prediction: Limits of predictability and beyond. 
Wea. Forecasting, 3, 69-75. 
Gilman, D.L., 1985: Long-range forecasting: The present and the future. Bull. Amer. Meteor. 
Soc., 66, 159-164. 
Harouna, S. and R.E. Carlson, 1994: Analysis of an aridity index in relationship to climate and 
crop yield. J. Iowa Acad. Sci., 101, 14-18. 
Huang, J. and H.M. van den Dool, 1993: Monthly precipitation-temperature relations and 
temperature prediction over the United States. J. Climate, 6, 1111-1132. 
Huang, J. and H.M. van den Dool, 1994: Long-lived seasonal temperature prediction using 
optimal climate normals. Collected Papers on Seasonal Forecasting. United States 
Department of Commerce, October, 1994. 
57 
Ji, M., A. Kumar, and A. Leetmaa, 1994; A multiseason climate forecast system at the 
National Meteorological Center. Bull. Amer. Meteor. Soc., 75, 569-577. 
Karl, T., 1985: Intraseasonal variability of extremely cold and warm months in the contiguous 
U.S. J. Clint. Appl. Meteor., 24, 215-227. 
Karl, T.R. and C.N. Williams Jr. 1987. An approach to adjusting climatological time series 
for discontinuous inhomogeneities. J. Clim. Appl Meteor., 26, 1744-1763. 
Lehman, R.L., 1987; Probability distributions of monthly degree day variables at U.S. stations. 
Part I. Estimating the mean value and variance from temperature data. J. Clim. Appl. 
Meteor., 26, 329-340. 
Livezey, R.E., 1990; Variability of skill of long-range forecasts and implications for their use 
and value. Bull. Amer. Meteor. Soc., 71, 300-309. 
Livezey, R.E., A.G. Bamston, and B.K. Neumeister, 1990; Mixed analogue/persistence 
prediction for the USA. Int'lJour. Climatol, 10,329-340. 
Madden, R.A. and D.J. Shea, 1978; Estimates of the natural variability of time-averaged 
temperatures over the United States. Mon. Wea. Rev., 106,1695-1703. 
Namias, J., 1978; Persistence of United States seasonal temperatures up to one year. Mon. 
Wea. Rev., 106, 1557-1567. 
Namias, J., 1985: Remarks on the potential for long-range foreacsting. Bull. Amer. Meteor. 
Soc., 66, 165-173. 
Namias, J., 1986; Persistence of flow patterns over North America and adjacent ocean 
sectors. Mon. Wea. Rev., 114, 1368-1383. 
Ogelsby, R.J., 1991: Springtime soil moisture, natural climate variability, and North American 
drought as simulated by the NCAR Commumity Climate Model I. J. Climate, 4, 890-
897. 
Shea, D.J. and R.A. Madden, 1990; Potential for long-range prediction of monthly mean 
surface temperatures over North America. J. Climate, 3, 1444-1451. 
Sonka, S.T. and S.A. Changnon, Jr., and S.L. Hofing, 1992: How agribusiness uses climate 
predictions: Implications for climate research and provision of prediction. Bull. Amer. 
Meteor. Soc., 73, 1999-2008. 
58 
Van den Dool, H.M., 1984; Long-lived air temperature anomalies in the midlatitudes forced 
by the surface. Mon. Wea. Rev., 112, 555-562. 
Van den Dool, H.M. and W.H. Klein, 1986; The geographical distribution of persistence in 
monthly mean air temperatures over the United States. Mon. Wea. Rev., 114, 546-
560. 
Van Loon, H. And R.L. Jenne, 1975: Estimates of seasonal mean temperature using 
persistence between seasons. Mon. Wea. Rev., 103, 1121-1128. 
Van Loon, H. And J. Williams, 1976; The connection between trends of mean temperature 
and circulation at the surface; Part I. Winter. Mon. Wea. Rev., 104, 365-380. 
Walsh, J.E., W.H. Jasperson, and B. Ross, 1985; Influences of snow cover and soil moisture 
on monthly air temperature. Mon. Wea. Rev., 113, 756-768. 
Walsh, J.E., and A. Mostek, 1980; A quantitative analysis of meteorological anomaly patterns 
over the United States 1900-1977. Mon. Wea. Rev., 108, 615-630. 
Wallace, J.M. and D.S. Gutzler, 1981; Teleconnections in the geopotential height field during 
the Northern Hemisphere vsdnter. Mon. Wea. Rev., 109, 784-812. 
Wilks, D.S. and R. P. Cember, 1993; Atlas of Precipitation Extremes for the Northeastern 
United States and Southeastern Canada. Northeast Regional Climate Center Research 
Publication RR 93-5, 40pp. 
59 
SOUTHERN OSCILLATION SIGNALS AND 
EFFECTS ON FORECASTING 
IN THE CORN BELT 
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ABSTRACT 
Attempts are being made to connect the ENSO to extra-tropical anomalies and 
understand them to improve long-range forecasts during these events. This study compares 
regional monthly temperature and precipitation from climatological stations to the Southern 
Oscillation Index (SOI). Means are created to compare the extreme phases of the Southern 
Oscillation to the 102 year averages of temperature and precipitation via Student's t-test. 
Warm anomalies are found in the winter in the northern tier of states and cool anomalies to 
the south during the El Niiio or low phase of the Southern Oscillation. Precipitation was 
increased over both of these areas. Summer anomalies produced cooler and wetter 
conditions. During the high phase of the Southern Oscillation opposite effects were seen in 
most of these cases which makes these anomaly connections to the ENSO events more 
plausible. Areas varied in significance, but many stations had values significant at the 0.05 and 
0.01 level using the t-test. Extreme ENSO phase months were categorized via a 2 X 2 
contingency table to compare the percentage of occurrence of ENSO events in the different 
cells to the 102 year percentages. The percentage of occurrence of temperature and 
precipitation anomalies usually agreed with the findings of the t-test. The percentage of 
months that stayed of the same sign anomaly (i.e. positive precipitation, negative temperature) 
were calculated and plotted against the 102 year normals. For Iowa cool conditions persist 
slightly more than average during the spring and early summer during El Niiio events. Dry 
conditions persist better than average during spring and early summer during La Nina events. 
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INTRODUCTION 
The local tropical effects of the phenomena known as the El Nino/Southern Oscillation 
(ENSO) have been observed for several centuries. Only recently have the full scope of the 
effects been related worldwide. Originally, this phenomena was named El Nino because the 
ocean warming associated with the event occurred off the coast of Peru around Christmas. 
Thus, it came to be associated with the Christ child (EI Nino). The larger tropical connections 
of these events were initially set forth by Walker (1924) and expanded by Bjerknes (1969). 
The extra-tropical effects of the ENSO have become more apparent in recent years. The 
anomalously strong El Nino event in the winter of 1982-83 (Gill and Rasmusson 1983) 
illustrated the possible catastrophic effects of the ENSO on a wide range of areas, climates, 
and humanity. EflFects of that episode were manifested in Australian droughts, California 
storms, Tahitian hurricanes, and southern United States flooding. Since that time the studies 
to understand and predict the extra-tropical connections to this tropical phenomena have been 
numerous. 
The Southern Oscillation, as described by Walker (1924), is the see-sawing of pressure 
patterns across the equatorial Pacific. He discovered a strong inverse relation in standardized 
barometric pressure differences between the island of Tahiti and Darwin, Australia. This 
standardized pressure difference (Tahiti - Darwin) was used to create the Southern Oscillation 
Index (SOI) (Walker 1924) to describe the status of the Southern Oscillation. Walker (1924) 
described the extremes of the Southern Oscillation as the high phase, high pressure over Tahiti 
and lower pressure over Darwin, and the low phase, low pressure over Tahiti and high 
pressure over Darwin. The low phase, or negative SOI (warm sea-surface temperature (SST) 
anomalies over the central and eastern Pacific) was termed El Nino. The high phase, or 
positive SOI (cold SST anomalies over the central and eastern Pacific) has more recently been 
given the convention of being called La Niiia. These Spanish terms and the 'low' or 'high' 
phase will be used interchangeably in this paper. In conjunction with these pressure changes 
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other atmospheric and oceanic events occur. The normal easterly trade winds are enhanced 
(high phase) or relaxed (low phase). The normal SST structure sees cold water in the eastern 
Pacific Ocean, where ocean currents normally bring cooler water to the surface by upwelling, 
and warmer water in the western Pacific, where the easterly trade winds pile the warmer 
surface water. Warm event conditions, which are usually associated with the low phase of the 
SOI have warm SST anomalies in the central and eastern Pacific and cold anomalies in the 
western Pacific. A cold event shows opposite anomalies in SSTs. The change in SSTs leads 
to shifts in precipitation areas since the warmer water spawns more tropical convection and 
rainfall. A more detailed discussion of the ENSO can be found in Philander (1990). 
Most studies now use measured sea-surface temperature anomalies in defining the 
phase and the strength of the ENSO. Unfortunately, good SST data goes back only about 50 
years. Through various other sources El Nino events have been discerned back several 
hundred years (Michaelsen and Thompson 1992). These obviously do not have the detail 
provided by the SST data, nor give the strength of the warm or cold temperature anomalies. 
One reasonably good measure, though, of the ENSO is still the (SOI). The index, being based 
on barometric pressure readings, has a longer history of measurement, is quite stable, and well 
accepted. Also, most studies now use the technique of a composite El Nino year (Rasmusson 
and Carpenter 1982) where effects are compared to the year before an El Nino (year -), year 
of the mature El Nino (year 0), and year after an El Nino (year +). A few problems result in 
using this method. When there are consecutive El Nino years, the events do not fit the 
composite El Nino. There are also discrepancies of what actually constitutes an El Nino year 
as different authors have determined years differently. This is circumvented in this study by 
using the SOI and comparing monthly climatological values to the SOI beyond a certain cut­
off" value. 
Many studies depicted the more direct relationship with the Southern Oscillation in the 
tropics (Rasmusson and Carpenter 1982). 
Extra-tropical effects related to the ENSO are becoming more known. Ropelewski 
and Halpert (1986, 1987, 1989), Halpert and Ropelewski (1992), Kiladis and Diaz (1989), 
and Hamilton (1988) have done much work in describing the extra-tropical connections 
worldwide in temperature and precipitation. Much discussion has also taken place about 
ENSO effects along the Pacific Coast of North America (Yamal and Diaz 1986). More 
specific to the United States are the responses in California (Schoner and Nicholson 1989) 
(Haston and Michaelsen 1994). Cayan and Webb (1992) correlated streamflow to the SOI in 
the western United States with ENSO. Sittel (1994b) showed climatological differences in the 
ENSO effects across the United States using a t-test and showed specific effects in the 
Southeastern United States (Sittel 1994a). Bonsai et al. (1993) discussed North Pacific SSTs 
and dry spells on the Canadian prairies. 
The effects of ENSO in the Midwest have also been debated because of the 
remoteness of the area from the cause. The linkages involved are quite complex. Therefore, 
no obvious direct relationship is possible. Some inferences can be drawn from studies 
attempting to connect the two. Several of the aforementioned extra tropical connections had 
reported statistically significant anomalies around the Midwest. Kiladis and Diaz (1989) 
found significant temperature differences in the Dakotas in the winter. Ropelewski and 
Halpert (1986) reported a possible temperature signal in the Great Plains, but did not find it 
'coherent' in their scheme. Cleaveland and Duvick (1992) in a tree ring study noted an El 
Niiio signal in tree ring histories in Iowa. Carlson et al. (1995) related com and soybean 
yields in Iowa to the ENSO. No studies have provided a direct cause-effect relationship. But 
several have mentioned jet stream position changes to describe the anomalous weather during 
extreme ENSO events. Coimections to the opposite phases of the ENSO have been partially 
blamed for recent agricultural disasters in the Midwest, the drought of 1988 (Trenberth et al. 
1988) and the floods of 1993. Because of the huge economic impact of climate anomalies in 
the Com Belt, it is necessary to have a better understanding of the ENSO connection. Part of 
the reason ENSO extreme's reponses in the extra-tropics have also been difficult to ascertain 
is the difference in events intemally. Fu et al. (1986) talk about three different types of El 
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Ninos. And as is seen in the SOI data, the strength of the SOI for ENSO events varies 
greatly. Sittel (1994a) mentions the difference in strength not being important. 
Little work has been done on the persistence of anomalous climatic events during an 
ENSO episode. Part of the understanding necessary to produce better long-term forecasts is 
predicting the ENSO farther in advance. Numerous different models are being produced and 
applied to this problem such as in Bamston and Ropelewski (1992). This increased 
understanding of ENSO has been used in recent changes to the 30 and 90 day forecasts of the 
Climate Prediction Center (CPC) (Ji et al, 1994). Several authors are attempting to connect 
ENSO forecasting to Global Climate Models (Hoerling and Ting 1994). Persistence of 
patterns may be increased during El Nino because of more stable patterns caused by an 
expanded circumpolar vortex (Namias 1986) or in El Nifio winters because of standing waves 
set up by tropical forcing interacting with zonally varying flow (Hoerling and Ting 1994). 
Sections included in order are the data set, a discussion of methods and the forecasting model, 
results, discussion, and conclusions. 
DATA SET 
The SOI data are the monthly values of the standardized pressure difference between 
Tahiti in the central Pacific and Darwin, Australia. It is the most consistent long-term index of 
the Southern Oscillation phase and strength. Data for the SOI are compiled from 1880-
present. The values are reasonably well correlated to the Pacific temperature anomalies 
(Selkirk 1984), especially in the cold season where the correlations are greater than 0.6 with 
central Pacific SST anomalies. In the spring the correlations drop to a minimum of 0.44, 
making discussion of patterns here possibly suspect. There are several missing data periods, 
1892-1896, 1906-1908, 1914-1915, 1921, and 1931-32, comprising about 10% of the data. 
Missing data such as these have been estimated in other studies. For the purposes here, they 
will be ignored. This is unfortunate since it deletes more possible events for compositing of 
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the ENSO effects and eliminates more values from the contingency tables in addition to the 
already missing precipitation and temperature data. The SOI data usually show great monthly 
variability. Warm or cold SST anomalies do show monthly variability in strength but usually 
exist for many months, or even years as in the recent 1991-1995 protracted El Niiio event. A 
single value cut-off is used in this study making some sort of smoothing necessary to eliminate 
the possible monthly skipping around the cut-off value. Therefore, the data are smoothed 
using a centered 5-month running average. 
The Midwest climatological data used are mean monthly maximum temperature and 
median monthly precipitation values from the Historical Climatological Network (Quinlan et 
al. 1987). These are a collection of 1219 of the supposedly best climatological stations from 
the United States climate network. The purpose of this data set originally was to provide a 
base line against which to measure climate change. The data for temperature and precipitation 
were checked for quality and homogeneity of the station record to eliminate any stations with 
large discontinuities caused by station moves. Adjustments were made for station moves and 
time of observation changes which produced inhomogeneities in the data set (Karl and 
Williams 1987). All stations from this data set in the Midwest were selected to determine 
spatial variability using a more dense station network. Using many stations is intended to 
indicate regional signals that might not be seen using only isolated single stations. 
Monthly values have no special climatological significance, but were chosen for their 
ease of access because they damp the day-to-day weather variations. They eliminate the short 
term extreme events and daily variations that would show little persistence while still 
describing the variation in climate throughout the year. Also, SOI data is compiled monthly, 
making comparison simpler. Maximum temperatures were chosen in that they are more 
homogenous and less subject to minimum temperature variation caused by station location 
differences (valley versus hillside). 
Individual station histories started between 1856 to 1910 and included existing data 
through 1987. Initially, ail data were included from station histories. It was decided that 
1890 would be the starting point for the study since most stations started reporting regularly 
at that time and more consistent temperature measurements were incorporated then. Enough 
stations had data by this time to begin making gridding and contouring applicable. Only a few 
stations did not begin reporting until after the turn of the century. Data from 1987 to 1991 
were obtained from the High Plains Climate Center (HPCC) for the states of Colorado, 
Kansas, Nebraska, South Dakota, and North Dakota and from the Midwest Climate Center 
(MCC) for the other 10 states. Unfortunately, many of the HCN stations were discontinued 
after 1987. The HPCC at the time did not have updates for any of their stations for the last 8 
months of 1991 causing more missing data. This presents a possible source for error using 
data from 3 different sources. The choice to use 102 years of climate data differs from the 
National Climatic Data Center norm of using 30 years worth of data as normals. The decision 
was based on several reasons. As much data as possible are needed to fill contingency tables 
for use in the forecasting method. After two categorizations, event numbers can become very 
small giving unreliable statistics. Complete station histories are needed to composite ENSO 
events which are relatively few in number over the last century. 
A geographical subset of the data consisting of all the stations in the Com Belt region 
was used (Figure 1). It totaled 385 stations over the 15 states involved. This area is 
important climatologically throughout the world because of the large amount of food that is 
produced here. This area was also chosen due to its relevance to the NC-94 North Central 
Regional Climate Committee. All stations from thirteen states are used. Of these whole 
states, the number of stations varies from 22 in Kentucky to 46 in Nebraska. One can see 
from Figure 1 that the station density differs across the region. Gridding of the data to a 
resolution of 50km attempts to account for this density disparity. Several states on the 
periphery of the map, Colorado, Kentucky, and West Virginia, were included to give a 
comprehensive area for gridding and contouring of data. Only stations in the rectangular grid 
from Colorado (7 stations) and West Virginia (13 stations) were used in calculating state 
averages. Therefore, any state averages will include only part of the state. Even with these 
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Figure 1. Climatological stations from the Historical Climatological Network used for 
comparison to ENSO effects. 
included, some questionable contouring exists on some of the maps because of missing 
Canadian data and lack of data over the Great Lakes. 
Data retrieved from magnetic tape came with observed monthly data, adjusted data, 
and correction factors based on the statistical schemes of Karl and Williams (1987), Data 
from the tape had errors associated with it. Two stations in Missouri and one in South 
Dakota were not listed in station inventories. They had temperature data included, but not 
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precipitation. Another station in Ohio was missing several years of data and had to be 
removed from the set. 
Originally the adjusted precipitation and temperature data were to have been used 
because of the correction for errors in temperature and precipitation. Precipitation corrections 
were found to be overdone in several cases. Precipitation adjustments were apparently based 
on correlation coefficients that were statistically inaccurate. Also, the corrections were only 
tested in the northeast region (Guttman 1991), not in any other region, where precipitation 
patterns and station density differ. The adjusted precipitation data was deemed less reliable 
because it produced more anomalies and spurious gradients than it was supposed to correct. 
A more detailed discussion of the data problems is available in Todey and Carlson (1995). 
The original precipitation data, despite their possible problems and the missing values, were 
used without attempts to fill missing data or make corrections. The adjusted temperature data 
were accepted because the corrections to the original data were relatively small, within a 
degree. The additional data produced by filling gaps in the temperature record were sufficient 
to keep the data. Temperature is also known to be correlated better with nearby stations than 
is precipitation making its correction more believable. Despite the problems with missing 
data, the data set has 91% of the available data over the 102 years. Some of this is coincident 
with the missing SOI data. Another reason for using the large density of stations is the 
overlap in coverage. Even if one station is missing data for a month, nearby stations will 
probably have data making contouring of values still a reasonable option. 
Monthly means for maximum temperature, medians for precipitation, and standard 
deviations for both were then calculated for each station using the existing data from the 102 
years included in the study. Monthly data were then standardized about the mean or median 
using the standard deviation for maximum temperature and precipitation, respectively. The 
station data were gridded using a McClain distance weighting scheme and contoured using 
NCAR Graphics (Clare and Kennison 1989). 
MODEL DESCRIPTION 
The effects of ENSO on forecasting were compared by categorizing the climate data 
via the SOI. Index values above 0.8 were termed high phase events (La Niiia) and below -0.8, 
low phase events (El Nino). The 0.8 cut-offs were used because of work by Carlson et al. 
(1995) that showed Iowa precipitation differences becoming apparent at these values. Lower 
absolute values cut-offs produced a weaker SOI signal. Higher absolute value cut-offs, which 
gave a stronger mean response were not used because they yielded fewer numbers of events. 
This would give a less accurate statistical composite. Cleaveland and Duvick (1992) found an 
ENSO signal in Iowa using a +/-1.0 SOI cut-off. The number of ENSO events for each 
month is found in Table 1 as defined by the +/- 0.8 cut-off Another common method of 
Table 1. Number of occurrences of low phase (LP), SOI < -0.8 and high phase (HP), SOI > 
0.8 for each month. 
SOI J F M A M J J A S 0 N D 
LP 16 15 14 12 16 16 16 20 22 26 23 23 
HP 17 17 16 10 12 10 11 13 14 12 11 16 
judging an El Nino event is by the use of sea-surface temperature anomalies (Rasmusson and 
Carpenter 1982, Halpert and Ropelewski 1992, Sittel 1994a,b). Good SST data does not 
exist back to the beginning of the century as good climatological data does. Therefore, the 
SOI is used as the measure of ENSO since it is accepted and well documented. Although 
SST events as described by Halpert and Ropelewski (1992) and others are not exactly the 
same, the +/- 0.8 value is a good estimate of the ENSO state. 
A comparison to normals for August temperatures using the -0.5, -0.8, and -1.0 SOI 
cut-offs is shown in Figure 2. The temperature patterns are quite similar, only differing in 
a) 
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Figure 2. Comparison of August temperature t-values for low phase events using SOI cut-offs of a) -0.5, b) -0.8, and 
c) -1.0 with 14, 19, and 27 events respectively. T-values are contoured at 0.25. Numbers plotted are 
significant at the 0.15 level. 
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magnitude. There is some non-linearity in the response as each increment of the SOI cut-ofF 
does not correspondingly produce an incremental climatic response. This is expected because 
of the complex interactions in ENSO events. The similar patterns in Figure 2 are encouraging. 
The data were also analyzed using the contingency table forecasting model of Todey 
and Carlson (1995) to compare the effects of both phases on persistence of temperature and 
precipitation in the Midwest. The model used in the contingency table forecasting was 
developed for use on each of the 385 climatological stations using monthly temperature and 
precipitation means for one month forecasting the next one month. The monthly values for 
temperature were standardized into a z-statistic using monthly means and standard deviations 
over the 102 year period by 
Z i =  ( 1 )  
Xi,.d, 
where i= 1, 2,..., 12 corresponding to each month. The standardization scheme for 
precipitation was adapted to 
Xj " Xj median 
z,= (2) 
Xi..d. 
where i= 1, 2,..., 12 corresponding to each month. Temperature data closely follow a normal 
distribution in the upper Midwest (Lehman 1987) making standardization simpler, based on 
the mean and standard deviation. Categorizing the data in this way works well since a normal 
distribution has equal median and mean. Precipitation, conversely, has a different median and 
mean, following a gamma type distribution. Extreme rainfall events cause the skewness on the 
upper end of the distribution while zero events bound the lower end. The median was, 
therefore, used to categorize the data more uniformly into the 4 cells of the contingency 
tables. 
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Values for every year of each of the 12 months were categorized into the four cells of 
a 2 X 2 contingency table using the calculated z-values by the method shown in Figure 3. All 
the values in each of the four numbered cells were projected and categorized into another 
2X2 table illustrating how values persisted or changed in the following month. Thus, 
PRECIPITATION 
ABOVE 
BELOW 
TEMPERATURE 
ABOVE BELOW 
1 
Figure 3. Contingency table and associated cells used to classify monthly climate data. 
there were four additional tables to the original table. Variables such as original cell z-value 
average and standard deviation were calculated. The percentage of years in the original 
categories, percentage of years staying in the same category from one month to the next, and 
percentage of years staying of the same sign from one month to the next were also reported. 
The program was modified to calculate and use data for an observation period of up to 
12 previous months and to look forward up to 12 months based around every month of the 
year. Forecasts over several months necessitated combining the monthly values. A new 
distribution based on the raw values of the months involved was calculated over the 102 years 
of data. These data were then standardized according to mean or median depending on 
variable and used to categorize the data. For instance when using the 3 months of data such 
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as Januaiy, February, and March in the observed period, a distribution of the 3 month rainfall 
over the 102 years gave a median value. The temperatures produced a three month mean 
temperature. These values were used to categorize the original contingency table. This 
helped to moderate the anomalously weighted values that could be produced by large 
precipitation events in low standard deviation months such as in fall or winter. It was also 
necessary because simple averaging of monthly standardized values is not appropriate since 
different months have different standard deviations. The method for the forecast period was 
similar. 
RESULTS 
To determine the effect of ENSO on monthly regional climatology, every month at 
each station was checked versus the SOI as discussed previously. All values for each month 
with an SOI above 0.8 (high phase) or below -0.8 (low phase) were composited to give a 
monthly station mean of the extreme phase values for comparison with the 102 year 
temperature and precipitation values. These extreme values were then tested monthly using 
Student's t-distribution (Steel and Torrie 1980) by 
J _ ^801 «T« " 
s.d./sqrt(n) 
where n is the number of years in the population. All values for each station and month were 
averaged giving a long-term mean. The values for each month outside the cut-offs, either high 
phase or low phase months, were averaged giving two other populations with their respective 
means and variances. Each station over the region was assumed to have 90-100 years of data 
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for each month giving 90-100 degrees of freedom (d.o.f). The extreme events for each 
month have the number of d.o.f listed in Table 1. These d.o.f are then pooled. To allow for 
missing data at a station and since the significance values of the t-test change little with this 
many degrees of freedom, the t-values will be compared for significance using 60 d.o.f This 
gives significance values of 1.04 at the 0.15 level, 1.67 at the 0.05 level and 2.31 at the 0.01 
level. In the t-value plots shown, all t-values with magnitude greater than 1.0 are plotted. 
This comparison is conservative since the long-term means include the extreme event years. 
Removal of these data from the long-term mean would have increased the significance values 
of the extreme events. The t-values for each station in each month were then gridded and 
contoured to give the statistical significance of areas during extreme events with significant 
events plotted. Values of the mean extreme event deviation value from the long-term values 
for temperature, precipitation, and aridity (Harouna and Carlson 1994) were also gridded and 
contoured to show the relative difference of the high and low events from the long-term 
average. These fiill monthly set of these are shown in Appendix B. The figures give some new 
insight into the previously thought effects of El Nino on a regional basis. This method is 
similar to that of Sittell (1994b) except using individual months instead of the three month 
periods he used. Sittell (1994b), also, accepted the corrected HCN data. The problems with 
these data were discussed in the previous section. 
Low Phase (El Nino) 
Temperature anomalies for low phase events are generally negative over most of the 
Midwest, especially in the southern part of the region. Some warm anomalies do occur in the 
northern parts of the region. All months except for May and December show some stations 
with significant cooling at the 0.15 level. From January to mid-spring southern parts of the 
region show consistent cool areas. January temperature and precipitation values are shown in 
Figure 4. During this winter-spring time period, the southern area shows 2-4 °F cooling. The 
cool area over Kansas and Nebraska (Figure 4a,c) may be partially associated with increased 
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Figure 4. January low phase event t-values for a) temperature and b) precipitation and mean event anomalies for 
c) temperature and d) precipitation. T-values are contoured every 0.25. Significant t-values are plotted at 
the 0.15 level. Deviations are contoured every 0.25 T for temperature and every 0.1 in. for precipitation. 
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cloudiness from cyclonic activity since the same area shows a 1-2 in. precipitation increase 
over these several months. This is a large percentage increase since winter precipitation over 
this area is only a few inches (Figure A12b, Alb, and A2b, Appendix A). 
The southeast temperature anomaly is interesting because it is associated with a 
precipitation decrease, especially apparent in the months of January (Figure 4c,d) and March 
where many values are significant at the 0.10 level. Kentucky, Ohio, and West Virginia are 
reported to have a positive temperature-precipitation relationship (Todey and Carlson 1995). 
Warm-wet or cold-dry are the most common conditions in the winter under normal 
conditions. The El Nino composite does not change the standing winter relationship, but 
seems to push the occurrences toward the cell 4 relationship (cool-dry). A comparison of the 
low phase Ohio original table (averaged over the state and all warm events) values with the 
normal values (Figure 5) confirms this tendency. During the first three months of the year in 
an SOI low phase, there is a strong increase of cool-dry conditions (Figure 5d). The states of 
Illinois, Indiana, Ohio, and Kentucky confirm the increased percentage of cell 4 occurrence for 
all of these months over the long-term percentages. March values of cell 4 percentages during 
warm events peak around 50% based on the 14 low phase March values. Half the low phase 
years in March will be cool and dry instead of the usual 25% over all years. Although based 
on fewer events, this difference in percentages is quite large. All low phase original table 
values decrease precipitously to near long-term climatological values in April. 
The area of significant t-value contours in the north in January and February are the 
remnants of the strong warm signal across the whole region in December where most of the 
region was 1-2 °F warmer than the long-term mean. This is encouraging, although not strong 
statistically, in that almost all the stations in the northwest two-thirds of the region have this 
signal. The carry-over into the latter part of the winter decreases in size to North Dakota in 
January and just a few stations in northern Minnesota in February. But the deviation 
temperatures are large, especially in January, where North Dakota is warmer by 2-3.5 "F. 
Original table values over the northern states support this finding. Most have a 10% increase 
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Figure 5. Comparison of low phase SOI (filled circles) and high phase SOI (open triangles) 
with the original table values (open circles) each month for the Ohio state average 
percent in the original table for a) warm-wet, b) cool-wet, c) warm-dry, and d) 
cool-dry conditions. 
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in warm-wet conditions during December. 
The warm anomaly to the north agrees with results of Kiladis and Diaz (1989) and 
Halpert and Ropelewski (1992) who report similar anomalies caused by a strong ridge in 
northwest Canada and a strong trough over the eastern United States. This is typical of a 
Pacific-North America (PNA) type upper air pattern (Horel and Wallace 1981). The ridge-
trough configuration explains the temperature anomalies. The southern area temperature 
decreases have not been reported elsewhere. Three-month mean figures produced by 
Sittell (1994b) do show hints of decreased precipitation in this area. Averaging may hide the 
signal, though. A stronger subtropical jet commonly observed during El Niiio events 
manifests itself via increased precipitation over the southeastern United States, outside the 
domain of this study. Increases in precipitation there must tap the moisture from the Gulf of 
Mexico transported by the strong subtropical jet, leaving drier than normal conditions in 
Illinois, Indiana, Ohio and Kentucky. 
Over the western states of this region there is a consistent area of above median 
precipitation throughout the year. There is some variability fi-om month-to-month, but this 
anomaly is quite apparent. Fall and winter have the strongest signals while late spring and 
summer are positive, but with weak significance. Areas are nearly always significant at the 
0.15 level, even in the summer. Throughout the fall, much of the western part of the region is 
significant at the 0.05 level. Most months have areas significant at the 0.05 level or better. 
Monthly deviation amounts here go above an inch rarely. But summed over a whole El Niiio 
year much of the west on the average would expect a several inch increase in precipitation. In 
such a dry climate where annual amounts are less than 20 in. (Figure A13a Appendix A), even 
an additional 2 in. is a large percentage increase. This confirms the work of Ropelewski and 
Halpert (1986) who discussed a positive signal in the Great Plains, but did not find it 
significant using their definition of a coherent signal. 
There is marked change in the May composite of low phase events. Most of the 
region becomes warm for this month only (Figure 6a,c). Nearly half the region is warmer by 
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2 °F or more (Figure 6c). The precipitation signal is also fairly consistent, being positive over 
the northwest two-thirds of the region with most of the western half of the region increased by 
at least 0.5 in. over the median. The warming in May is in marked contrast to the cool months 
preceding it and the weak warm months following. Again the percentage of occurrence of a 
warm May during El Ninos is confirmed by increases in cell 1 or cell 3 percentage in nearly 
every state. Even though the events are different from the months around and there is no 
explanation for these as yet, these effects are accepted as real. Agriculturally, a warm wet 
May would enhance crop production, assuming these rains are not excessive, especially over 
the western part of the region where lack of rainfall is a limiting factor in crop production. 
Early summer values show no common signal. But beginning in July and becoming 
very strong in August is a large area of reduced maximum temperatures (Figure 7a) and 
increased precipitation (Figure 7b). Most of the stations in the northern three-fourths of the 
region have temperature decreases significant at the 0.05 level. Carlson et al. (1995) report 
decreased heat stress during warm event summers over Iowa. Examining the maps gives 
credence to this finding. Early summer effects show slightly lower precipitation over Iowa. 
Heat stress may still be low because of reduced maximum temperatures. But as the summer 
progresses, there is a shift to increased precipitation, especially over Iowa and northern 
Missouri (Figure 7d). There is a coincedent temperature reduction of 1-1.5 °F (Figure 7c). 
This combination leads to a reduced heat stress over the area and also a reduction in the 
aridity index (Figure 8). This index was defined by Harouna and Carison (1994) to describe 
warm and dry (positive aridity) or cool and wet (negative aridity) conditions. Iowa 
experiences a 1 in. increase in precipitation, a 25% increase for the month of August, which is 
quite impressive. In the original table percentages, most states show a large increase in the 
occurrence of cool and wet conditions in August. Iowa low phase Augusts are cool and wet 
nearly 50% of the years versus 35% over all years. Most states carry these patterns into the 
fall. The eariier summer inconsistency may be caused by mixing of signals since summer is 
usually during the maturing phase of an El Nino event or near the end of an event. The 
Figure 6. May low phase SOI t-values for a) temperature and b) precipitation and mean event anomalies for 
c) temperature and d) precipitation. T-values are contoured every 0.25. Significant t-values are plotted at the 
0.15 level. Deviations are contoured every 0.25 °F for temperature and every 0.1 in. for precipitation. 
Figure 7. August low phase SOI t-values for a) temperature and b) precipitation and mean anomalies for c) temperature 
and d) precipitation. T-values are contoured every 0.25. Significant t-values are plotted at the 0.15 level. 
Deviations are contoured every 0.25 T for temperature and every 0.1 in. for precipitation. 
82 
-i.09 l-l S -l.»7  ^
\ 
, / - h f  
-u/ / /-Ji*-^ " 
I 1^.10  ^ _ 
-,^2.00 y 
— ;> \ /Vl I.t'S / 
4.71^ /S, 
, , ; / /-2.00 
^ - . i ^  / -
1,60-"-
S'O'^ .o*— 
Figure 8. T-values of aridity contoured at 0.25 (after Carlson and Harouna 1994) for August 
during the low phase of the SOI. Values plotted are significant at the 0.15 level. 
inconsistency may, also, be a factor of the 5 month running mean in SOI values. Events may 
be artifically extended by the averaging when warm or cold SST anomaly conditions have 
actually ended. Correlation between the SOI and SSTs is lowest at this time (Selkirk 1984) 
Fall values show a good month-to-month consistency with increases in precipitation of 
over an inch in September falling off through the season with slightly cool temperatures. The 
precipitation signal seems to have been unreported so far considering its strength. Much of 
the precipitation area has t-values significant at least at the 0.05 level. The strength is 
particularly surprising considering that transition seasons usually do not give strong signals. 
Sittell (1994b) shows a slight precipitation increase in this area. One argument against these 
signals would be the low standard deviation values over the west in fall. A few wet events 
could give very large results. The slightly cool temperature anomalies carry through until the 
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shift in December where warm conditions cover much of the region. 
These patterns are based on mean values for the extreme events and can be biased 
somewhat by extreme individual events especially with increased precipitation. One extreme 
event year that is not included in the t-value comparisons is the anomalously wet year of 1993. 
The monthly number of events can be found in Table 1. At least 10 events exist for every 
month giving a reasonable composite for comparison which should provide resonable 
comparisons. 
High Phase (La Nina) 
The high phase of the ENSO during winter shows a consistent cold area across the 
northern third of the region. This pattern extends southeast over the Great Lakes area in 
December. Most of this area is significant at the 0.10 level or better. Although shifted 
slightly spatially, this area is opposite in sign to the low phase winter and of roughly the same 
magnitude. Daytime maximum temperatures here are decreased by 2-3.5 °F. The December 
temperature values show a classic northerly flow pattern over the area. The cold temperatures 
to the northeast settle nicely into a trough to the east with an area of warm temperatures in the 
southwestern Kansas and Colorado under the ridge to the west (Figure 9a,c), an anti-PNA 
pattern as reported by Horel and Wallace (1981). Precipitation values seem to confirm this 
effect (Figure 9b,d). The Dakotas and Minnesota have above median precipitation along with 
the Great Lakes states. The former could be caused by repeated Alberta Clippers bringing 
snow over a region that usually receives around an inch of precipitation during this time of 
year. The latter would be lake effect snows caused by the continuous northerly flow picking 
up moisture off the Great Lakes. There is increased precipitation over most of the region in 
January and February. Especially pronounced is the southeast area where many values are 
significant at the 0.05 level, although the absolute amounts are small. 
March temperatures are different from the other spring months in that much of the 
southwest part of the region becomes quite warm and dry (Figure 10a,b). March 
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Figure 9. December high phase SOI t-values for a) temperature and b) precipitation and mean anomalies for c) temperature 
and d) precipitation. T-values are contoured every 0.25. Significant t-values are plotted at the 0.15 level. 
Deviations are contoured every 0.25 °F for temperature and every 0.1 in. for precipitation. 
Figure 10. March high phase SOI t-values for a) temperature and b) precipitation and mean anomalies for c) temperature 
and d) precipitation. T-values are contoured every 0.25. Significant t-values are plotted at the 0.15 level. 
Deviations are contoured every 0.25 °F for temperature and every 0.1 in. for precipitation. 
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temperatures are 3-4 T higher than the long-term mean over much of the south, and 
especially the southwest, while precipitation is decreased by one-quarter to one-third inch. 
This precipitation amount is small but the region would begin to show soil moisture 
deficiencies because of the increased temperatures and evaporative demand. Kansas original 
table values show an increase to over 55% of the La Nina years occurring in cell 3 (warm-dry) 
for March, 25% more than the long-term mean. The remainder of the spring has below or 
near mean temperatures and large regionality in precipitation. April seems to show a return to 
the northerly flow pattern of December with cooler temperatures (-2 to -4 "F anomalies) 
prevailing over most of the region. There is an area of below mean temperatures that persists 
into the first part of the summer migrating into the southeast comer of the region. The largest 
decrease of 1.5-2.0 °F is significant at the 0.01 level. A small increase in precipitation is also 
noted here. 
Late spring and summer signals for temperature and precipitation over the rest of the 
region are less significant. Slightly cool (1-1.5 "F deviations) conditions prevail over most of 
the region until warm anomalies appear in July. The western states show hints of warm-dry 
conditions that are usually attributed to La Nina summers. Precipitation anomalies to -0.5 in. 
occur over the southwestern states. Carlson et al. (1995) noted an increase in the heat stress 
over Iowa in high phase summers. This result is noted in a small pocket over Iowa in July and 
August with a small increase in temperatures and a small decrease in precipitation, significant 
at the 0.10 level (Figure 11). This area extends into Illinois and Indiana. Examination of 
original table percentages for the western states shows a peak of warm-dry conditions in 
nearly 50% of the cold event summers versus 30-35% of all years. With these increases are 
some joint decreases in the percentage of cell 2 (cool-wet) percentages. These conditions 
show signs of existing throughout the rest of the calendar year. Iowa and Kansas state 
averages exhibit this trend (Figures 12b,c, 13b,c). The mean values of high phase summers 
have regionality in significance using the t-test, but the occurrence of warm-dry events is 
increased overall. 
Figure 11. August high phase SOI t-values for a) temperature and b) precipitation and mean anomalies for c) temperature 
and d) precipitation. T-values are contoured every 0.25. Significant t-values are plotted at the 0.15 level. 
Deviations are contoured every 0.25 °F for temperature and every 0.1 in. for precipitation. 
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Figure 12. Comparison of low phase (filled circles) and high phase (open triangles) with the 
original table values (open circles) for each month (x-axis) for the Iowa state 
average percent (y-axis) in the original table for a) warm-wet," b) cool-wet, 
c) warm-dry, and d) cool-dry conditions. 
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Figure 13. Comparison of low phase (filled circles) and high phase (open triangles) with the 
original table values (open circles) for each month (x-axis) for the Kansas state 
average percent (y-axis) in the original table for a) warm-wet, b) cool-wet, 
c) warm-dry, and d) cool-dry conditions. 
Fall patterns again are difficult to represent and vary monthly. A slight September 
coolness over the western and eastern states disappears quickly. In October and November 
very few stations are significant even at the 0.15 level. A western states September 
precipitation enhancement of 1.0 in, disappears for a month to return strongly in November at 
0.5 in. Also, in November the southeast comer has an area of 1.0 in. increases that gradually 
fade into a precipitation decrease in December over the same area. 
The summer signal is an example of the problems associated with ENSO connections 
in the Midwest, especially when averaging values. The percentage of years in cells does show 
some resonable indications describing ENSO events. But the data are very noisy. Extreme 
outliers can be completely opposite of the usual trend. Means in this case produce little usefiil 
information because the average values are too small to be significant. But the original table 
values have some merit. Again the relative paucity of events gives month-to-month variability 
and a low signal-to-noise ratio. 
One method of testing the difference between phases of the SOI is using a two-sided t-
test. Here the means of the two extreme phases for temperature and precipitation were 
compared with each other to calculate the significance of their difference. Kiladis and Diaz 
(1989) show their signals in this manner, as opposite effects for each phase. The combined 
populations of the extreme events have fewer degrees of freedom, usually 20-30, but are still 
significant. Significance values at 20 d.o.f are 1.07 at 0.15, 1.34 at 0.10, 1.75 at 0.05, and 
2.13 at 0.01. Most patterns followed those discussed already. Winter and early spring 
temperatures during El Niiio events are warmer along the northem states and cooler along the 
southern edge of the region than during La Niiia events. May and June are slighly warmer 
during El Nino events, giving way to cooler temperatures in July and August. Fall shows little 
significant difference in temperatures. In precipitation, for most of the first half of the year 
precipitation is enhanced over the western areas and reduced over the eastern parts. 
Differences in the two phases decrease through the spring. There is much more regionality in 
precipitation. July and August precipitation is enhanced over most of the region during El 
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Nino events with a maximum over Iowa significant at the 0.10 level. Fall precipitation is 
usually higher during El Nino events than during La Nina events over most of the region 
except for Kentucky. 
Existing in these trends were several quite impressive months. The most significant 
months for temperature were March, where the southern half of the region was significantly 
cooler during El Ninos at the 0.05 level, May, where again most of the region was cooler 
significant at the 0.05 level (Figure 14), August where the northern two-thirds were cooler at 
the 0.05 level, and December, where the northeast half was warmer at the 0.05 level. 
Precipitation didn't have as many large areas of significance. But most months had some 
regional differences that showed good significance. The southeast area had lower 
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Figure 14. T-value contours for the two-side t-test of warm event mean minus cold event 
mean for May temperatures coutoured at 0.25. Values plotted are significant at 
least at 0.15. Numbers indicate actual station significance. 
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precipitation during El Ninos significant at the 0.10 level for most of the year except for 
October through December. Kansas in February through April had precipitation higher during 
El Ninos significant at the 0.05 level. 
Contingency Table Results 
After classification of the monthly climatological data into low phase and high phase 
events using the SOI data, the persistence program was utilized to determine the persistence 
of anomalies during ENSO events. Categorization was performed as in Figure 3 but using the 
smaller data sets of the months during high or low phase events. The numbers of data for 
each month are listed in Table 1. There were no more than 26 values in any month and as few 
as 10. When classified in the four cell manner, this produced few numbers per cell and even 
fewer when categorized for the month following. Therefore, several of the methods such as 
the same category persistences used in the original persistence method (Todey and Carlson 
1995) were not applicable because of the lack of data. 
The original table values have sufficient numbers in each cell to provide some stability 
to patterns for discussion. Unfortunately, the state averages still vary between months. 
Comparisons of the original table state average percentages can give additional information on 
how often certain conditions occur in the phases of the ENSO historically. Several patterns 
become apparent when examining these plots. As discussed in Todey and Carlson (1995) 
cells 1 and 4 are the most prevalent in the eastern part of the region in winter. The extreme 
phases of the ENSO amplify that situation. Plots from Ohio (Figure 5) show the cell 1 and 
cell 4 changes associated with the two phases. High phase events are associated with 
increases in the occurrence of cell 1 for most months while the low phase events decrease the 
occurrence of the same. Cell 4 sees the opposite effect over the first three months of the year 
(Figure 5). The El Nino changes are the most pronounced differing from the long-term by up 
to 20%. This seems to be caused by an amplification of an already active storm track. Over 
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the same area, high phase events see an increase in the occurrence of cell 2 in the spring and a 
reduction in the percentage of cell 3. During El Nino events, the southwestern states have 
more years in cell 2 throughout most of the year being exactly opposite that of the high phase 
event (Figure 13 b). Cell 3 (warm-dry) for Kansas shows another opposite situation (Figure 
13 c) where La Nina events show increased occurrence in cell 3 and El Nino events are less 
likely to happen. Overall, the real table data support the t-test results. In some cases they 
enhance the t-test results by showing the changes in occurrence of cells where the t-test 
showed no or little significance. 
To examine some measure of persistence during ENSO events, same sign persistences 
were done for many states. These persistences were, for instance, the positive temperature 
anomalies that stayed positive in the next month. This scheme took advantage of as much 
overlap in data as possible. Most of these plots, still, were extremely noisy. They did show 
some trends. The Iowa average plot for same sign persistence is shown in Figure 15. Positive 
temperature anomalies varied greatly from month-to-month and showed little trend. Negative 
temperature anomalies persisted from one month to the next during the summer and fall for El 
Nino events (Figure 15b). This agrees with the earlier t-test discussion which had cooler and 
wetter conditions during El Nino events. Percentages are approximately 10% higher than the 
long-term percentages and as much as 40% higher than the persistence of cool events during 
La Ninas. Seemingly, there is some measure of increased persistence. The precipitation 
patterns are weaker but still consistent. Summer and fall persistence of positive precipitation 
anomalies during El Nifios is slightly better than the long-term and much better than during La 
Ninas (Figure 15c). 
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Figure 15. Comparison of Iowa state average of same sign persistence of anomalies (y-axis) 
during extreme events for all months of the year (x-axis) a) warm temperature 
persistence, b) cool temperature persistence, c) wet persistence, and d) dry 
persistence. Solid circles are low phase event means, open triangles are high phase 
event means, and open circles are the long-term average of persistence from one 
month to the next. 
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DISCUSSION 
The statistical correlations are relatively good between the SOI and Midwest climate 
extremes, but further work must be done to understand what controls and connections exist 
between the two. This is an area for study by Global Climate Models (GCMs). The 
connections can be elucidated by more physical means than pure correlations lending strength 
to the arguments presented. 
As mentioned, the fall El Niiio signal has been reported inconsistently in the Midwest. 
Partially, this may be caused by the lack of an opposite response between the extreme SOI 
phases. Opposite anomalies do not occur here as the fall two-side t-tests showed few stations 
that had significant differences between the extremes. This is one of the requirements set by 
(Kiladis and Diaz 1989) for description of anomalies associated with ENSO. The strength of 
the fall signal seems to be believable when compared with the fall original table values. Most 
state averages over the central and western parts of the region show an increased percentage 
of warm event years in cell 2 (cool-wet) versus the long-term average during the fall. 
Examining these maps does indicate a possible opposite effect in La Nina years. In Iowa, 
Kansas, and Missouri there is a regular decrease of the cell 2 percentages over the last half of 
the year. The magnitude of the anomalies may not be large enough to be significant but the 
percentage occurrence of those does seem to be decreased. 
The problem in determining ENSO responses in the Midwest is related to the signal to 
noise ratio. While one situation in a month is likely, there are often outlying events that do 
not fit the pattern closely. As discussed, the highest peak in the real table results was 50-60% 
of the extreme events occurring in one cell. This, obviously, is a larger percentage than any of 
the other cells, but not a consistent response to ENSO forcing. Hamilton (1988) discusses a 
few of the differences in forcing and sea level pressure correlations with ENSO events. A plot 
of the all monthly Iowa state averaged values plotted via their z-values as in the contingency 
table shows some of these problems (Figure 16). These are the monthly plots with the ENSO 
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Figure 16. Iowa state averaged standardized values (temperature, x-axis and precipitation, y-
axis) for all years in each month. Warm event years (filled circles), cold event 
years (filled triangles), and non-ENSO years (open circles) as in Figure 3 fiar a) 
January, b) February, c) March, d) April, e) May, and f) June. 
Figure 16. (con't) g) July, h) August, i) September, j) October, k) November, 1) December. 
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events marked. They display the varying response of the state monthly values to ENSO 
forcing. When dealing with a small number of years, as with the extreme phases, one or two 
outliers can weaken a strongly significant cell. Attempting to circumvent that problem was 
the reason for using the percentage in the original table values. While giving percentage of 
occurrence values, though, they do not give a magnitude of the signal. 
Another possible problem becomes apparent in examining the precipitation responses. 
The data were standardized using the median and standard deviation. The median was used to 
separate the data relatively equally into contingency table cells. But when standardizing, the 
values are limited on the low end by zero precipitation amounts while the upper end remains 
essentially unbounded. This can be seen in Figure 16 as the below median amounts rarely 
have a z-value magnitude greater than 1.0 while positive values range to 4.0 standard 
deviations. Calculating the t-test in this manner may produce inflated positive precipitation 
amounts or mask a negative anomaly by a few very large events. Precipitation decreases 
calculated would most certainly be believable, though. Temperatures, being nearly normally 
distributed do not have this problem. A future improvement would be to extend the concept 
of the median and use a probability distribution. 
One concern about many of the patterns relates to the anomalous months throughout 
the year which show significance. While showing strong significance, they may also be 
showing random behavior unrelated to the ENSO. Other studies have used three month 
averages for temperature and precipitation events. Monthly patterns may be too short to 
judge a response since there is some question of the lag time of forcing to reach the Midwest. 
However, the possibility exists that the three month values smooth the data too much and that 
these anomalous months are real. For all methods of comparison here, the one-side t-tests, 
two-side t-test, and original table values, seem to agree that most of these events are 
statistically real. The strong warming in May during El Nino events is confirmed by increases 
in cell 1 or 3 in the original table values. The two-side t-test as shown in Figure 14 agreed, 
also. Yet to be understood is the reason for these different monthly events. Also, apparent in 
99 
the data is significant regionality, particularly in precipitation. It is not understood what could 
cause such areas. There are a large number of interactions to be examined to prove the 
significance of these regions since they do not fit previous work by being too small in scale. 
Unfortunately, the contingency table persistence methods were less helpful in reference 
to extreme ENSO events. Extended range forecasting during ENSO events may have to use 
other methods to expand the understanding of persistence. There are not a sufficient number 
of events for categorization to delineate persistence is such a manner. Some of the patterns in 
persistence do seem to exist in the state averages, but too much month-to-month variability is 
present to ascertain such patterns. One possibility for further study here would be the use of 
resampling statistics to make use of limited data for such purposes or to examine month-to-
month persistence by season providing three data points where now there is one. 
CONCLUSIONS 
The extreme phases of the El Nino/Southern Oscillation as measured using the Southern 
Oscillation Index do seem to affect the Midwest with varying strength at different times of 
year. Significant regionality exists in the patterns, especially in the precipitation responses. 
Even seasonal patterns which show relatively similar responses vary between months. 
The northern states are warmer by 2-3.5 T and slightly wetter in the winter during the low 
phase (negative SOI) of the ENSO. This seems to be controlled by a ridge to the west of the 
area and a trough to the east, leading to a northwesterly-type flow across the region. 
Southern states in this region are conversely cooler by 2-3.5 "F and drier by less than 0.5 in. 
during low phase winters. This pattern is an extreme of the bi-modal climatic situation that 
tends to occur over this area (warm-wet or cold-dry) in winter. Decreased precipitation may 
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be caused by tapping of moisture from the Gulf of Mexico by the stronger sub-tropical jet 
stream in the far southern states of the United States. 
Low phase summers begin slightly warm and dry but become significantly (at the 0.01 level) 
cooler by 1-1.5 "F over the northern three-fourths of the region and wetter by 1.0-1.5 in. over 
Iowa and Missouri in August. This leads to decreased heat stress and aridity significant at the 
0.01 level over the region during this time. 
The fall season during El Nino events are cooler across the west and have regional strong 
precipitation increases at the 0.10 level. Iowa fall response shows an increase in occurrence 
of cool and wet conditions from the original table values. 
High phase winters have an opposite response to low phase winters. The northern part of the 
region is cold while the southern part becomes warm and wet. Anomalies are of similar value, 
although opposite in sign. 
Warm and dry conditions begin to set up in the western states in the spring, especially Kansas 
and Nebraska, where maximum temperatures increase by 3-4 °F and precipitation decreases by 
up to 0.5 in. in March. 
In the high phase summer, commonly thought of as being warm and dry, there is no strong t-
value signal. Parts of Iowa and Illinois see slightly decreased (-1.5 °F) maximum temperatures 
and precipitation decreases of less than an inch in July and August. A few stations were 
significant at the 0.15 level. This may be due to some extreme values opposite the normal 
pattern or an effect of the scheme of standardizing precipitation about the median. The 
occurrence of warm-dry conditions during the high phase summer is increased, especially over 
the western part of the region. 
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The fall season during La Nina events show little temperature significance, but does show 
increased precipitation at the 0.10 level. 
Conducting a two-side t-test between the warm event and cold event states confirms the 
opposite patterns except for the fall which seems to have little difference between the two 
extremes. The signals in the fall are quite strong. They may not conform to the opposite 
phase effects since the Midwest is so distantly related to the ENSO forcing. 
Patterns are not always clear-cut because of the signal-to-noise ratio in the data and extreme 
outliers that mask significant mean anomalies. The numerous stations sometimes give 
inconsistent responses during questionable events. 
Extremely large events may also produce anomalously large responses. This is a problem 
particular to precipitation since it does not follow a normal distribution. A few large events 
can produce non-existant significance. 
Original table percentages can give information about the changes in percentages of 
occurrence of the four cells in the contingency table for extreme ENSO events. While much 
fewer than the long-term trends, the number of ENSO events is sufficient to give fairly stable 
responses. 
Patterns do seem to persist longer during ENSO events. There is a large amount of month-to-
month variability in this data. Therefore, persistence cannot be determined statistically 
because of a shortage of events for our categorization scheme. Further work needs to be 
done in this area. 
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GENERAL CONCLUSIONS 
Persistence and the ENSO do have influence on climatic variation and in the Midwest and 
therefore, on the potential for understanding and forecasting 30 and 90 day temperature, 
percipitation, and their interaction. 
Categorical persistence using a contingency table to separate the data gives better skill for 
which conditions persist, which do not, and when during the year that they can be expected to 
persist. This improves our understanding of overall persistence throughout the Midwest. 
ENSO effects on temperature and precipitation in the Midwest are numerous, but of varying 
significance. Understanding of the probabilities and relative effects of the ENSO in the 
Midwest can be used to assist in forecasting. Physically the effects are not well understood. 
Further work needs to be done in this area to increase the understanding of these. 
The combined effects persistence during ENSO conditions still needs more study. Applying 
the contingency table persistence method to ENSO conditions is difficult because of the 
reduced number of years which can be categorized. The resulting statistical probabilities are 
not very consistent beacuse of the reduced amount of data. 
Even the reduced number of years do give some hints about persistence. Those conditions 
that persist are usually similar to the expected conditions during an ENSO. More work needs 
to be done in this area. 
107 
APPENDIX A 
MONTHLY MEAN TEMPERATURES AND MEDIAN PRECIPITATION 
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Figure Al. January a) mean maximum temperature and b) median precipitation contoured 
every 2.5 T for temperature and 0.50 in. for precipitation.. 
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Figure A2. February a) mean maximum temperature and b) median precipitation contoured 
every 2.5 °F for temperature and 0.50 in. for precipitation. 
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Figure A3. March a) mean maximum temperature and b) median precipitation contoured 
every 2.5 °F for temperature and 0.50 in. for precipitation. 
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Figure A4. April a) mean maximum temperature and b) median precipitation contoured every 
2.5 T for temperature and 0.50 in. for precipitation. 
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Figure A5. May a) mean maximum temperature and b) median precipitation contoured every 
2.5 "F for temperature and 0.50 in. for precipitation. 
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Figure A6. June a) mean maximum temperature and b) median precipitation contoured every 
2.5 "F for temperature and 0.50 in. for precipitation. 
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Figure A7. July a) mean maximum temperature and b) median precipitation contoured every 
2.5 T for temperature and 0.50 in. for precipitation. 
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Figure A8. August a) mean maximum temperature and b) median precipitation contoured 
eveiy 2.5 °F for temperature and 0.50 in. for precipitation. 
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Figure A9. September a) mean maximum temperature and b) median precipitation contoured 
eveiy 2.5 °F for temperature and 0.50 in. for precipitation. 
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Figure AlO. October a) mean maximum temperature and b) median precipitation contoured 
every 2.5 °F for temperature and 0.50 in. for precipitation. 
117 
•->V'37.5 - I 37.5 
45.6-
-52. 
.50 2.50 
)• ^^-''1 1.50 
Figure All. November a) mean maximum temperature and b) median precipitation contoured 
every 2.5 °F for temperature and 0.50 in. for precipitation. 
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Figure A12. December a) mean maximum temperature and b) median precipitation December 
contoured every 2.5 °F for temperature and 0.50 in. for precipitation. 
119 
50.0 
52.5 
57.5 55.0 
ed.oH 
57.5. 
•6.0.0 62.5 
60.0 
62.5 
65.0 
b) 
24 
24 
36 
Figure A12. Annual mean a) maximum temperature and b) precipitation contoured every 
2.5 °F for temperature and 4.0 in. for precipitation. 
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APPENDIX B 
ENSO EVENT DEVIATION TEMPERATURES AND PRECIPITATION 
a) 
b) 
Figure Bl. Mean event deviations from 102 year mean temperatures in January for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.25 "F. 
Negative contours are dashed. 
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a) 
Figure B2. Mean event deviations from 102 year mean temperatures in February for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.25 °F. 
Negative contours are dashed. 
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Figure B3. Mean event deviations from 102 year mean temperatures in March for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.25 T. 
Negative contours are dashed. 
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b) 
Figure B4. Mean event deviations from 102 year mean temperatures in April for a) low phase 
(SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.25 T. Negative 
contours are dashed. 
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Figure B5. Mean event deviations from 102 year mean temperatures in May for a) low phase 
(SOI < -0.8) and b) high phase (SOI > 0,8) contoured every 0.25 T. Negative 
contours are dashed. 
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Figure B6. Mean event deviations from 102 year mean temperatures in June for a) low phase 
(SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.25 °F. Negative 
contours are dashed. 
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Figure B7. Mean event deviations from 102 year mean temperatures in July for a) low phase 
(SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.25 °F. Negative 
contours are dashed. 
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Figure B8. Mean event deviations from 102 year mean temperatures in August for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.25 °F. 
Negative contours are dashed. 
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Figure B9. Mean event deviations from 102 year mean temperatures in September for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.25 "F. 
Negative contours are dashed. 
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Figure BIO. Mean event deviations from 102 year mean temperatures in October for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.25 °F. 
Negative contours are dashed. 
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Figure B11. Mean event deviations from 102 year mean temperatures in November for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.25 °F. 
Negative contours are dashed. 
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Figure B12. Mean event deviations from 102 year mean temperatures in December for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.25 T. 
Negative contours are dashed. 
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Figure B13. Mean event deviations from 102 year median precipitation in January for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.10 in. 
Negative contours are dashed. 
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Figure B14. Mean event deviations from 102 year median precipitation in February for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.10 in. 
Negative contours are dashed. 
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Figure B15. Mean event deviations from 102 year median precipitation in March for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.10 in. 
Negative contours are dashed. 
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Figure B16. Mean event deviations from 102 year median precipitation in April for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.10 in. 
Negative contours are dashed. 
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Figure B17. Mean event deviations from 102 year median precipitation in May for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.10 in. 
Negative contours are dashed. 
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Figure B18. Mean event deviations from 102 year median precipitation in June for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.10 in. 
Negative contours are dashed. 
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Figure B19. Mean event deviations from 102 year median precipitation in July for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.10 in. 
Negative contours are dashed. 
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Figure B20. Mean event deviations from 102 year median precipitation in August for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.10 in. 
Negative contours are dashed. 
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Figure B21. Mean event deviations from 102 year median precipitation in September for 
a) low phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 
0.10 in. Negative contours are dashed. 
Figure B22. Mean event deviations from 102 year median precipitation in October for a) low 
phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 0.10 in. 
Negative contours are dashed. 
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Figure B23. Mean event deviations from 102 year median precipitation in November for 
a) low phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 
0.10 in. Negative contours are dashed. 
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Figure B24. Mean event deviations from 102 year median precipitation in December for 
a) low phase (SOI < -0.8) and b) high phase (SOI > 0.8) contoured every 
0.10 in. Negative contours are dashed. 
