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Abstract
This paper considers fair probabilistic classification where the outputs of primary interest are predicted
probabilities, commonly referred to as scores. We formulate the problem of transforming scores to satisfy
fairness constraints that are linear in conditional means of scores while minimizing the loss in utility. The
same formulation can be applied both to post-process classifier outputs as well as to pre-process training
data. We derive a closed-form expression for the optimal transformed scores and a convex optimization
problem for the transformation parameters. In the population limit, the transformed score function is the
fairness-constrained minimizer of cross-entropy with respect to the optimal unconstrained scores. In the
finite sample setting, we propose to approach this solution using a combination of standard probabilistic
classifiers and ADMM. Comprehensive experiments show that the proposed FairScoreTransformer has
advantages for score-based metrics such as Brier score and AUC while remaining competitive for binary
label-based metrics such as accuracy.
1 Introduction
Recent years have seen a surge of interest in the problem of fair classification, which is concerned with
disparities in classification output or performance when conditioned on a protected attribute such as race
or gender, or ethnicity. Many measures of fairness have been introduced [1–14] and fairness-enhancing
interventions have been proposed to mitigate these disparities [15]. Roughly categorized, these interventions
either (i) change data used to train a classifier (pre-processing) [16–20], (ii) change a classifier’s output
(post-processing) [4, 21–24], or (iii) directly change a classification model to ensure fairness (in-processing)
[5, 25–32].
This paper places more emphasis on probabilistic classification in which the outputs of interest are
predicted probabilities of belonging to one of the classes, often referred to as scores, as opposed to binary
predictions. Scores are desirable because they indicate confidences in predictions. We propose an optimization
formulation for transforming scores to satisfy fairness constraints while minimizing the loss in utility.
The formulation accommodates any fairness criteria that can be expressed as linear inequalities involving
conditional means of scores, including variants of statistical parity (SP) [1] and equalized odds (EO) [4, 5].
We derive a closed-form expression for the optimal transformed scores and a convex dual optimization
problem for the Lagrange multipliers that parametrize the transformation. In the population limit, the
transformed scores minimize cross-entropy with respect to the conditional distribution pY |X of the outcome
Y given features X , in other words the unconstrained optimal score, subject to the fairness constraints.
In the finite sample setting, we propose a method called FairScoreTransformer (FST) that uses standard
probabilistic classifiers (e.g. logistic regression) to approximate pY |X and the alternating direction method of
multipliers (ADMM) to solve the dual problem. We conduct a comprehensive set of experiments comparing
FST to a range of alternatives. On score-based metrics such as Brier score and AUC, FST achieves better
fairness-utility trade-offs, while it remains competitive on binary label-based metrics such as accuracy.
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FST can be applied naturally in post-processing and also as a pre-processing method. The advantages
of pre- and post-processing have been articulated by several authors [17, 20, 29, 33, 34]. First, if a classifier
already exists (together with associated infrastructure), it does not have to be modified. If a classifier is yet to
be chosen, freedom is preserved to select the one most appropriate for an application, whether it maximizes
performance or has some other desired property such as interpretability. Furthermore, the modeler, i.e. the
one who trains the classifier and may be a different entity, is relieved from having to account for fairness
and the additional complexity that entails. Pre-processing is further motivated by its attempt to address the
problem at its source, namely historical bias and imbalance in the data. Pre-processing also allows data
corrected for fairness to be published as an output in its own right for use by others.
1.1 Related work
Existing post-processing methods for fairness include [4, 21–23]; limitations of post-processing are studied
in [24]. While these methods take predicted scores as input, most [4, 21, 22] are designed to produce only
binary output and not scores. The method of [23] maintains calibrated probability estimates, which is a
requirement that we do not enforce herein. Furthermore, [4, 21–23] all assume knowledge of the protected
attribute at test time, and [21, 22] address only SP ( [21] as originally proposed) while [4, 23] address
disparities in error rates. Our approach does not have these limitations.
Pre-processing methods range from reweighing, resampling, and relabeling training data [16], to perform-
ing probability transformations on features [19], to modifying both labels and features through optimiza-
tion [20] or labels and protected attributes using classification rules [17]. The above methods only address
SP or the related notion of disparate impact [19]. Learning representations that are invariant to protected
attributes [18,35–38] can also be seen as pre-processing, and recent adversarial approaches [33,39,40] permit
control of EO as well as SP. Representation learning however does not preserve the original data domain and
its semantics, while adversarial algorithms can be computationally challenging.
Several works [29, 32, 41–43] have technical similarities to the approach herein but focus on binary
outputs, with 0-1 risk [29, 32] or cost-sensitive risk [41, 42] as the objective function, and/or lead to in-
processing algorithms. The closest of these is [32], which also solves a fairness-constrained classification
problem via the dual problem. However, [32] along with [29] propose in-processing algorithms that solve
multiple instances of a subproblem whereas we solve only one instance. [32] also addresses a larger class of
fairness measures that are linear-fractional in the classifier output. Similar to us, [41, 42] also characterize
optimal fair classifiers in the population limit in which probability distributions are known; however, they do
not propose algorithms for computing the Lagrange multipliers or thresholds that parametrize the solution.
2 Problem formulation
We represent one or more protected attributes such as gender and race by a random variableA and an outcome
variable by Y . We make the common assumption that Y ∈ {0, 1} is binary-valued. It is assumed that A takes
a finite number of values in a set A, corresponding to protected groups. Let X denote features used to predict
Y in a supervised classification setting. We consider two scenarios in which X either includes or does not
include A, like in other works in fair classification (e.g. [16, 29, 31]). While it is recognized that the former
scenario can achieve better trade-offs between utility and fairness, the latter is needed in applications where
disparate treatment laws and regulations forbid the explicit use of A. To develop our approach in this section
and Section 3, we work in the population limit and make use of probability distributions involving A, X , Y .
Section 4 discusses how these distributions are approximated using a training sample.
As stated earlier, we focus more heavily on probabilistic classification in which the output of interest is
the predicted probability of being in the positive class Y = 1 rather than a binary prediction. The optimal
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probabilistic classifier is the conditional probability r(x) ≡ pY |X(1 | x), which we refer to as the original
score. Bayes-optimal binary classifiers can be derived from r(x) by thresholding, specifically at level
c ∈ [0, 1] if c and 1− c are the relative costs of false positive and false negative errors. Score functions will
thus play the central role in our development.
We propose a mathematical formulation and method called FairScoreTransformer (FST) that can be
applied to both post-processing and pre-processing. In both cases, the goal is to transform r(x) into a
transformed score r′(x) that satisfies fairness conditions while minimizing the loss in optimality compared to
r(x). We elaborate on the utility and fairness measures considered in Sections 2.1 and 2.2. The application
of FST to post-processing is straightforward: r′(x) is used directly as the classification output and can be
thresholded to provide a binary prediction.
In the pre-processing case, we additionally define a transformed outcome variable Y ′ ∈ {0, 1} and
let r′(x) = pY ′ |X(1 | x) be the conditional probability associated with it. The overall procedure consists
of two steps, performed in general by two different parties: 1) The data owner transforms the outcome
variable from Y to Y ′; 2) The modeler trains a classifier with Y ′ as target variable and X as input, without
regard for fairness. The transformed score r′(x) plays two roles in this procedure. The first is to specify the
(randomized) mapping from X to Y ′ in step 1). As will be seen, the mapping depends only indirectly on
Y through the original score r(x). The second role stems from the main challenge faced by pre-processing
methods, namely that the predominant fairness metrics depend on the output of the classifier trained in step 2)
but this classifier is not under direct control of the pre-processing in step 1). In recognition of this challenge,
we make the following assumption, also discussed in [33, 34]:
Assumption 1 (pre-processing). The classifier trained by the modeler approximates the transformed score
r′(x) if it is a probabilistic classifier or a thresholded version of r′(x) if it is a binary classifier.
This assumption is satisfied for modelers who are “doing their job” in learning to predict Y ′ from X
since the optimal classifier in this case is r′(x) or a function thereof. Given the assumption, we will use r′(x)
as a surrogate for the actual classifier output. The assumption is not satisfied if the modeler is not competent
or, worse, malicious in trying to discriminate against certain protected groups.
2.1 Utility measure
We propose to measure the loss in optimality, i.e. utility, between the transformed score r′(x) and original
score r(x) using the following cross-entropy:
E
[− log pY ′ |X(Y |X)] = E[−r(X) log r′(X)− (1− r(X)) log(1− r′(X))], (1)
where the right-hand side results from expanding the expectation over Y conditioned on X , and pY ′ |X is
used only as notational shorthand in the post-processing case since Y ′ is not generated. For simplicity, we
shall also use the following notation for cross-entropy:
Hb(p, q) , −p log q − (1− p) log(1− q). (2)
The utility measure in (1) is equivalent to E [Hb (r(X), r′(X))] .
One way to arrive at (1) is to assume that r′(x), which is the classifier output in the post-processing case
and a surrogate thereof in the pre-processing case, is evaluated against the original outcomes y1, . . . , yn in a
training set using the cross-entropy a.k.a. log loss. This yields the empirical version of the left-hand side of
(1),
− 1
n
n∑
i=1
log pY ′ |X(yi | xi).
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The use of log loss is well-motivated by the desire for r′(x) to be close to the true conditional probability
r(x).
An equivalent way to motivate (1) in the pre-processing context is to measure the utility lost in transfor-
mation by the Kullback-Leibler (KL) divergence between the original and transformed joint distributions
pX,Y , pX,Y ′ :
DKL
(
pX,Y ‖ pX,Y ′
)
= EpX,Y
[
log
pX,Y
pX,Y ′
]
= EpX,Y [log pY |X ]− EpX,Y [log pY ′ |X ]. (3)
The first term depends on the data distribution but not r′(x) and the second term is exactly (1).
Starting from a different premise, [43] proposed a similar mathematical formulation in which the
arguments of the KL divergence are reversed from those in (3), i.e. the given distribution is the second
argument while the distribution to be determined is the first. The form of the solution in [43] is therefore
different from the one presented herein. The order of arguments in (3) is justified by the connection to log
loss in classification discussed above.
2.2 Fairness measures
We consider fairness criteria expressible as linear inequalities involving conditional means of scores,
J∑
j=1
bljE
[
r′(X) | Elj
] ≤ cl, l = 1, . . . , L, (4)
where {blj} and {cl} are real-valued coefficients and the conditioning events Elj are defined in terms of
(A,X, Y ) but do not depend on r′. Special cases of (4) correspond to the well-studied notions of statistical
parity (SP) and equalized odds (EO). More precisely, we focus on the following variant of SP:
− ≤ E[r′(X) |A = a]− E[r′(X)] ≤  ∀a ∈ A, (5)
which we refer to as mean score parity (MSP) following [44]. Condition (5) corresponds to approximate
mean independence of random variable R′ = r′(X) with respect to A. Similar notions can also be put in the
form of (4), for example bounds on the ratio
1−  ≤ E[r
′(X) |A = a]
E[r′(X)]
≤ 1 + ,
referred to as disparate impact in [19], as well as conditional statistical parity [3, 42].
For EO, we add the condition Y = y to the conditioning events in (5), resulting in
− ≤ E[r′(X) |A = a, Y = y]− E[r′(X) | Y = y] ≤  ∀a ∈ A, y ∈ {0, 1}. (6)
For y = 0 (respectively y = 1), E[r′(X) |Y = y] is the false (true) positive rate (FPR, TPR) generalized for a
probabilistic classifier, and E[r′(X) |A = a, Y = y] is the corresponding group-specific rate. Following [23],
we refer to (6) for y = 0 or y = 1 alone as approximate equality in generalized FPRs or TPRs, and to (6) for
y = 0 and y = 1 together as generalized EO (GEO).
For later use in proving Proposition 2, we specify the exact correspondences between (5), (6) and (4). The
MSP constraint (5) can be obtained from (4) by setting J = 2, l = (a,±) for a ∈ A where + corresponds
to the ≤  constraint and − to the ≥ − constraint, L = 2|A|, E(a,±),1 = {A = a}, E(a,±),2 = Ω (the
entire sample space), cl = , and b(a,±),j = ∓(−1)j . For the GEO constraint (6), set J = 2, l = (a, y,±)
for a ∈ A, y ∈ {0, 1} and the same ± correspondences, L = 4|A|, E(a,y,±),1 = {A = a, Y = y},
E(a,y,±),2 = {Y = y}, cl = , and b(a,y,±),j = ∓(−1)j .
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The fairness measures (4) in our formulation are defined in terms of probabilistic scores. Parallel notions
defined for binary predictions, i.e. by replacing r′(X) with a thresholded version 1(r′(X) > t), are more
common in the literature. For example, the counterpart to (6) is (non-generalized) EO while the counterpart
to (5) is called thresholded score parity in [44]. While our formulation does not optimize for these binary
prediction measures, we nevertheless use them for evaluation in Section 5.
The form of (4) is inspired by but is less general than the linear conditional moment constraints in [29],
which replace r′(X) in (4) by an arbitrary bounded function gj(A,X, Y, r′(X)). We have restricted ourselves
to (4) so that a closed-form optimal solution can be derived in Section 3. We note however that in both of the
examples in [29] and many fairness measures, gj(A,X, Y, r′(X)) = r′(X) and the additional generality is
not required.
2.3 Optimization problem
The transformed score r′(x) is obtained by minimizing the cross-entropy in (1) (equivalently maximizing its
negative) subject to fairness constraints (4):
max
r′
−E [Hb (r(X), r′(X))] s.t. J∑
j=1
bljE
[
r′(X) | Elj
] ≤ cl, l = 1, . . . , L. (7)
The next section characterizes the optimal solution to this problem.
On the sufficiency of pre-processing scores. In the pre-processing case, the proposed optimization (7)
transforms only scores and uses them to generate a weighted dataset, as described further in Section 4.3. Can
a better trade-off between utility and fairness be achieved by also pre-processing features X , i.e., mapping
each pair (x, r(x)) into a new (x′, r′(x))? Note that pre-processing both scores/labels and input features is
suggested in [17, 19, 20]. When utility and fairness are measured according to the objective and constraints
in (7), the answer is negative, since both the objective and the constraints only depend on the marginals of
r′(X) on events given in terms of A and Y . Thus, for the metrics considered here, pre-processing the scores
is sufficient.
3 Characterization of optimal fairness-constrained score
We derive a closed-form expression for the optimal solution to problem (7) using the method of Lagrange
multipliers. We then state the dual optimization problem that determines the Lagrange multipliers. These
results are specialized to the cases of MSP (5) and GEO (6).
Define Lagrange multipliers λl ≥ 0, l = 1, . . . , L for the constraints in (7), and let λ , (λ1, . . . , λL).
Then the Lagrangian function is given by
L(r′, λ) = −E[Hb (r(X), r′(X))]− L∑
l=1
J∑
j=1
λlbljE
[
r′(X) | Elj
]
+
L∑
l=1
clλl. (8)
The dual optimization problem corresponding to (7) is
min
λ≥0
max
r′
L(r′, λ).
Note that L(r′, λ) is a strictly concave function of r′ and the fairness constraints in (7) are affine functions
of r′. Consequently, as long as the constraints in (7) are feasible, the optimal transformed score r∗ can be
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found by (i) maximizing L(r′, λ) with respect to r′, resulting in an optimal solution r∗ that is a function of
λ, and then (ii) minimizing L(r∗, λ) with respect to λ [45, Section 5.5.5]. Substituting the optimal λ∗ into
the solution for r∗ found in the first step then yields the optimal transformed score. Note that this procedure
would not necessarily be correct if a linear objective function were considered (e.g., 0-1 loss in [32]) due to
lack of strict concavity. The next proposition states the general form of the solution to the inner maximization
(i) above. Its proof is in Appendix A.1.
Proposition 1. Let L(r′, λ) be as given in (8). Then for fixed λ, r∗(λ) = arg maxr′ L(r′, λ) is given by
r∗
(
µ(x); r(x)
)
=

1 + µ(x)−√(1 + µ(x))2 − 4r(x)µ(x)
2µ(x)
, µ(x) 6= 0
r(x), µ(x) = 0,
(9)
where
µ(x) ,
L∑
l=1
J∑
j=1
λlblj
Pr(Elj |X = x)
Pr(Elj) . (10)
We can interpret the optimal primal solution (9) as a prescription for score transformation controlled by
µ(x), which is in turn a linear function of λ. When µ(x) = 0, the score is unchanged from the original r(x),
and as µ(x) increases or decreases away from zero, the score r∗(µ(x); r(x)) decreases or increases smoothly
from r(x) (as can be seen by plotting the function). It can also be shown that the transformed score r∗ has
a rank-preserving property for fixed µ in the sense that if r1 < r2 then r∗(µ; r1) < r∗(µ; r2). This can be
shown by obtaining the partial derivative of r∗ with respect to r(x) and noting that it is non-negative, i.e. r∗
is an increasing function of r(x) for fixed µ(x).
It is shown in Appendix A.1 that the result of substituting the optimal primal solution (9) into the first
two terms of the Lagrangian (8) is the expectation of the function
g
(
µ(x); r(x)
)
, −Hb
(
r(x), r∗ (µ(x); r(x))
)
− µ(x)r∗(µ(x); r(x)). (11)
The dual problem is therefore
min
λ
E
[
g
(
µ(X); r(X)
)]
+
L∑
l=1
clλl
s.t. µ(X) =
L∑
l=1
J∑
j=1
λlblj
Pr(Elj |X)
Pr(Elj) , λ ≥ 0.
(12)
The solution to the above minimization provides the values of λ∗ for the optimal transformed score (9). Like
all Lagrangian duals, (12) is a convex optimization (although it is no longer apparent from (12) that this is
the case). Furthermore, (12) is typically low-dimensional in cases where the number of dual variables L is a
small multiple of the number of protected groups |A|.
We now specialize and simplify (12) to MSP (5) and GEO (6) fairness constraints. The following
proposition follows from the correspondences between (5), (6) and (4) identified in Section 2.2 and is proved
in Appendix A.2.
Proposition 2. Under the MSP constraint (5), the dual optimization (12) reduces to
min
λ
E
[
g
(
µ(X); r(X)
)]
+ ‖λ‖1
s.t. µ(X) =
∑
a∈A
λa
(
pA |X(a |X)
pA(a)
− 1
)
.
(13)
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For the GEO constraint (6), (12) reduces to
min
λ
E
[
g
(
µ(X); r(X)
)]
+ ‖λ‖1,
s.t. µ(X) =
∑
y∈{0,1}
pY |X(y |X)
pY (y)
∑
a∈A
λa,y
(
pA |X,Y (a |X, y)
pA | Y (a | y)
− 1
)
.
(14)
In (13), (14), there is no longer a non-negativity constraint on λ but instead an `1 norm, and the
problem dimension is only |A| in (13) and 2|A| in (14). Moreover, both dual formulations are well-suited
for decomposition using the alternating direction method of multipliers (ADMM), as discussed further in
Section 4.2.
In the case where the featuresX include the protected attributeA, we have pA |X(a|X) = pA |X,Y (a|X, y) =
1(a = A), where A is the component of X that is given. The constraints in (13) and (14) then simplify to
µ(X) =
λA
pA(A)
−
∑
a∈A
λa, (15)
µ(X) =
∑
y∈{0,1}
pY |X(y |X)
pY (y)
(
λA,y
pA | Y (A | y)
−
∑
a∈A
λa,y
)
(16)
respectively. Interestingly, the only difference between the cases of including or excluding A is that in
the latter, the constraints in (13), (14) indicate that A should be inferred from the available features X and
possibly Y , whereas in the former, A can be used directly.
4 Proposed FairScoreTransformer procedure
We now consider the finite sample setting in which the probability distributions of A,X, Y are not known
and we have instead a training set Dn , {(ai, xi, yi), i = 1, . . . , n}. This section presents the proposed
FairScoreTransformer (FST) procedure that approximates the optimal fairness-constrained score in Section 3.
We focus on the cases of MSP and GEO. The procedure consists of the following steps:
1. Estimate the original score and other probabilities required to define the dual problem (13) or (14).
2. Solve the dual problem to obtain dual variables λ∗ (the “fit” step).
3. Transform scores using (9) and (10) (“transform” step).
4. For pre-processing, modify the training data.
5. For binary-valued predictions, binarize scores.
The following subsections elaborate on steps 1, 2, and 4. Step 5 is done simply by selecting a threshold
t ∈ [0, 1] to maximize accuracy on the training set.
4.1 Estimation of original score and other probabilities
In some post-processing applications, original scores r(x) may already be estimated by an existing base
classifier. If no suitable base classifier exists, any probabilistic classification algorithm may be used to
estimate r(x). We experiment with logistic regression and gradient boosting machines in Section 5. We
naturally recommend selecting a model and any hyperparameter values to maximize performance in this
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regard, i.e. to yield accurate and calibrated probabilities. This can be done through cross-validation on the
training set using an appropriate metric such as Brier score [46].
In the case where A is one of the features in X , the other probabilities required are pA(a) for MSP
(13) and pY (y), pA | Y (a | y) for GEO (14) (pY |X(y | x) is already given by r(x) and pA |X , pA |X,Y are
delta functions). Since Y is binary and |A| is typically small, it suffices to use the empirical estimates of
these probabilities. If A is not included in X , then it is also necessary to estimate it using pA |X(a |X) for
MSP (13) and pA |X,Y (a |X, y) for GEO (14). Again, any probabilistic classification algorithm can be used,
provided that it can handle more than two classes if |A| > 2.
We highlight that FST translates the effort of ensuring fair classification into training well-calibrated
models for predicting Y and, if necessary, A. This echoes the plug-in approach advocated by [41].
4.2 ADMM for optimizing dual variables
Both optimizations in Proposition 2 have the general form
min
λ∈Rd
1
n
n∑
i=1
g
(
µ(xi); r(xi)
)
+ ‖λ‖1 s.t. µ(xi) = λT f(xi), i = 1, . . . , n, (17)
where (i) we approximate the expectation in the objective by the average over the training dataset, (ii) d is
the dimension of λ, and (iii) f : X → Rd is defined by the expression for µ(x) in (13) or (14) and uses the
probabilities estimated in Section 4.1.
Formulation (17) is well-suited for ADMM because the objective function is separable between µ(x)
and λ, which are linearly related through the constraint. We present one ADMM decomposition here and
alternatives in Appendix B. Under the first decomposition, application of the scaled ADMM algorithm [47,
Section 3.1.1] to (17) yields the following three steps in each iteration k = 0, 1, . . . :
µ(k+1)(xi) = arg min
µ
1
n
g
(
µ; r(xi)
)
+
ρ
2
(
µ− (λ(k))T f(xi) + c(k)(xi)
)2 ∀i = 1, . . . , n (18)
λ(k+1) = arg min
λ
‖λ‖1 + ρ
2
n∑
i=1
(
µ(k+1)(xi)− λT f(xi) + c(k)(xi)
)2
(19)
c(k+1)(xi) = c
(k)(xi) + µ
(k+1)(xi)−
(
λ(k+1)
)T
f(xi) ∀i = 1, . . . , n. (20)
The first update (18) can be computed in parallel for each sample xi in the dataset. Given an xi, finding
µ(xi) is a single-parameter optimization where the objective possesses closed-form expressions for its
derivatives. For simplicity of notation, let ri , r(xi), ai , (λ(k))T f(xi) + c(xi), and
obj(µ) , 1
n
g
(
µ; ri
)
+
ρ
2
(µ− ai)2 .
The first two derivatives of obj(µ) are
∂obj(µ)
∂µ
= −r∗(µ; ri) + ρ(µ− ai), ∂
2obj(µ)
∂µ2
− 12µ2
(
1− 1+µ(1−2ri)√
(1+µ)2−4riµ
)
+ ρ, µ 6= 0,
−r(1− r) + ρ, µ = 0.
The above expressions are useful whether (18) is solved by a generic optimization solver or a root-finding
method (e.g., Newton’s method).
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The second update (19) reduces to an `1-penalized quadratic minimization over (at most) 2|A| variables.
Specifically,
λ(k+1) = arg min
λ
‖λ‖1 + λTv + λTFλ, (21)
where
v , −ρ
n∑
i=1
f(xi)
(
µ(k+1)(xi) + c
(k)(xi)
)
, F , ρ
2
n∑
i=1
f(xi)f(xi)
T . (22)
The values of v and F above can be pre-computed prior to solving (21). In fact, F can be computed once at
the start of the iterations. The ensuing minimization only involves |A| variables under the MSP constraint (5),
and 2|A| variables under the GEO constraint (6).
From (18)–(20), it is seen that the computational complexity of each ADMM iteration scales linearly
with n. We have fixed the ADMM penalty parameter ρ = 1 and have not attempted to tune it for faster
convergence.
4.3 Additional steps for pre-processing
In the pre-processing scenario, the transformed score r′(x) is used to generate samples of a transformed
outcome Y ′. Since r′(x) = pY ′ |X(1 | x) is a probabilistic mapping, we propose generating a weighted
dataset D′ = {(xi, y′i, wi)} with weights wi that reflect the conditional distribution pY ′ |X . Specifically,
D′ = D′0 ∪ D′1 with D′0 = {(xi, 0, 1 − r′(xi)), i = 1, . . . , n} and D′1 = {(xi, 1, r′(xi)), i = 1, . . . , n} so
that D′ is twice the size of the original dataset. The data owner passes the transformed dataset D′ to the
modeler, who uses it to train a classifier for Y ′ given X without fairness constraints.
5 Empirical evaluation
This section discusses experimental evaluation of the proposed FST methods for MSP and GEO constraints
and both pre- and post-processing.
Datasets Four datasets were used, the first three of which are standard in the fairness literature: 1) adult
income, 2) ProPublica’s COMPAS recidivism, 3) German credit risk, 4) Medical Expenditure Panel Survey
(MEPS). Specifically, we used versions pre-processed by an open-source library for algorithmic fairness [48].
To facilitate comparison with other methods, we used binary-valued protected attributes and consider gender
and race for both adult and COMPAS, age and gender for German, and race for MEPS. Each dataset was
randomly split 10 times into training (75%) and test (25%) sets and all methods were subject to the same
splits.
Methods compared Existing methods were selected for comparison according to the following criteria.
Since FST is intended for post- and pre-processing scenarios as discussed in the introduction, comparisons to
other post- and pre-processing methods are most natural. For post-processing, we have chosen [4] (HPS)
and the reject option method of [21], both as implemented in [48]. For pre-processing, the massaging and
reweighing methods of [16] and the optimization method of [20] were chosen. Among in-processing methods,
we have focused on meta-algorithms that work with essentially any base classifier, similar to post- and
pre-processing, as opposed to those with restrictions, e.g. to linear models or convex formulations. The
reductions method [29] (‘red’) was selected from this class. Last but not least, availability of code was an
important criterion.
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Table 1: Capabilities of methods in comparison. ? means an extension of the original method has been
implemented in [48].
method pre in post SP EO no A at test time scores approx fairness
massage, reweigh [16] X X X X
OPP [20] X X X X X
HPS [4] X X
reject [21] X X ? X
reductions [29] X X X X X X
proposed FST X X X X X X X
The methods in the previous paragraph have various limitations, summarized by Table 1, that affect the
design of the experiments. First, the post-processing methods [4, 21] require knowledge of the protected
attribute A at test time. Accordingly, the experiments presented in this section include A in the features
X to make it available to all methods; experiments without A at test time (excluding [4, 21]) are presented
in Appendix C. Second, the method of [20] does not scale beyond feature dimensions of ∼ 5. Thus we
performed a separate comparison between [20] and FST on reduced feature sets, also reported in Appendix C.
Three versions of FST were evaluated: post-processing (FSTpost), pre-processing (FSTpre), and a second
post-processing version (FSTbatch) that assumes that test instances can be processed in a batch rather than
one by one. In this case, the fitting of the dual variables that parametrize FST (Section 4.2) can actually be
done on test data since it does not depend on labels yi (and uses only predicted probabilities for A if A is
unavailable at test time).
Base classifiers We used `1-regularized logistic regression (LR) and gradient boosted classification trees
(GBM) from scikit-learn [49] as base classifiers. These are used in different ways depending on the method:
Post-processing methods operate on the scores produced by the base classifier, pre-processing methods train
the base classifier after modifying the training data, and the reductions method repeatedly calls the base
classification algorithm with different instance-specific costs. We also considered using SVMs (with Platt
scaling [50] to output probabilities) but found it impractical to have the reductions method train SVMs
numerous times on the larger datasets. For a similar reason, 5-fold cross-validation to select parameters for
LR (regularization parameter C from [10−4, 104]) and GBM (minimum number of samples per leaf from
{5, 10, 15, 20, 30}) was done only once per training set. All other parameters were set to the scikit-learn
defaults. The base classifier was then instantiated with the best parameter value for use by all methods.
Metrics Classification performance and fairness were evaluated using both score-based metrics (Brier score,
AUC, differences in mean scores (MSP) and GEO) and binary label-based metrics (accuracy, differences
in mean binary predictions (SP) and non-generalized EO). We account for the fact that the reductions
method [29] returns a randomized classifier, i.e. a probability distribution over a set of classifiers. For the
binary label-based metrics, we used the methods provided with the code1 for reductions. The score-based
metrics were computed by evaluating the metric for each classifier in the distribution and then averaging
weighted by their probabilities.
Results Figure 1 shows the trade-offs between classification performance and fairness obtained in a subset
of the experiments we conducted. The full set with other dataset-protected attribute combinations, protected
attributes excluded from features, and reduced feature sets is in Appendix C. Each dataset occupies two rows
1https://github.com/microsoft/fairlearn
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Figure 1: Trade-offs between fairness and classification performance for a subset of dataset-protected attribute
combinations and the case in which the features include the protected attributes (see Appendix C for full set).
Pareto efficient points are connected by line segments. Horizontal and vertical bars represent standard errors
in the means.
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with the first showing score-based measures (Brier score vs. MSP or GEO differences, AUC is in Appendix C)
and the second showing binary label-based measures (accuracy vs. SP or EO differences). The columns
correspond to combinations of base classifier (LR, GBM) and fairness measure targeted (SP, EO). Markers
indicate mean values over the 10 splits, error bars indicate standard errors in the means, and Pareto-optimal
points have been connected with line segments to ease visualization.
Considering first the score-based plots (odd rows), FSTpost and FSTbatch achieve trade-offs that are at
least as good as all other methods, with the slight exception of the GBM case on MEPS. In all cases, the
advantage of FST lies in extending the Pareto frontiers farther to the left, attaining smaller MSP or GEO
differences; this is especially apparent for GEO. FSTpre sometimes performs less well, e.g. with GBM on
adult and MEPS, likely due to the loss incurred in approximating the transformed score r′(x) with the output
of a classifier fit to the pre-processed data.
Turning to the binary label-based plots (even rows), the trade-offs for FSTpost and FSTbatch generally
coincide with or are close to the trade-offs of the best method, and are even sometimes the best, despite not
optimizing for binary metrics beyond tuning the binarization threshold for accuracy. Again FSTpre with
GBM is worse on adult, but FSTpre with LR is the best performer on COMPAS. The main disadvantage of
FST is that its trade-off curves may not extend as far to the left as other methods, in particular on adult. This
is the converse of its advantage for score-based metrics.
Among the existing methods, reductions is the strongest and also the most versatile, handling all cases
that FST does. However, it is an in-processing method and by far the most computationally expensive,
requiring an average of nearly 30 calls to the base classification algorithm compared to one for FSTpost,
FSTbatch and two for FSTpre. Reductions also returns a randomized classifier, which may not be desirable
in some applications. The post-processing methods [4, 21] are not designed to output scores and hence are
omitted from the score-based plots. Reject option [21] performs close to the best except on MEPS and at
small unfairness values. HPS is limited to EO, does not have a parameter to vary the trade-off, and is less
competitive. The pre-processing methods of [16], massaging and reweighing, likewise do not have a trade-off
parameter and are limited to SP. As also observed in [29], massaging is often dominated by other methods
while reweighing lies on the Pareto frontier but with substantial disparity.
Limitations We caution the reader against some of the limitations of FST. First, the method inherently
depends on well-calibrated classifiers that approximate pY |X and, if necessary, pA|X or pA|X,Y . A poorly
calibrated model (e.g., due lack of samples) may lead to transformed scores that do not achieve the target
fairness criteria. Second, thresholding the transformed scores may have an adverse impact on fairness
guarantees, as seen throughout Figures 1–6. Finally, like most pre- and post-processing methods, the score
transformation found by the FST is vulnerable to distribution shifts between training and deployment.
6 Conclusion
We introduced a fairness-ensuring score transformation method called FairScoreTransformer. This method
can handle fairness criteria given in terms of linear inequalities involving conditional means of scores (cf.
(4)) and minimizes the cross-entropy between the original and the transformed scores (2). FST is based on
the optimization problem (7) which, in turn, has a dual form that can be efficiently solved using the ADMM
algorithm (Section 4.2). We provided explicit instantiations of the FairScoreTransformer method for MSP
and GEO fairness constraints in Prop. 2. Moreover, via a comprehensive set of experiments (cf. Section
5), we numerically demonstrated that FST is either as competitive or outperforms several existing fairness
intervention mechanisms over a range of constraints and datasets. Future directions include characterizing
convergence rates for the ADMM iterations and adapting FairScoreTransformer to fairness criteria that are
12
not based on conditional expectation of scores (e.g., calibration across groups [23]) as well as to non-binary
outcomes Y .
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A Proofs
A.1 Proof of Proposition 1
Proof. We manipulate the conditional mean scores as follows:
E
[
r′(X) | Elj
]
=
E
[
r′(X)1((A,X, Y ) ∈ Elj)
]
Pr(Elj)
=
E
[
E
[
r′(X)1((A,X, Y ) ∈ Elj) |X
]]
Pr(Elj)
=
E
[
r′(X) Pr(Elj |X)
]
Pr(Elj) ,
where in the second line we have iterated expectations and then moved r′(X) outside of the conditional
expectation given X . Defining µ(X,λ) according to (10), the Lagrangian (8) becomes
L(r′, λ) = E
[
r(X) log r′(X) + (1− r(X)) log(1− r′(X))− µ(X,λ)r′(X)]+ L∑
l=1
clλl. (23)
It can be seen from (23) that the maximization with respect to the primal variable r′(X) can be done
independently for each X = x. Noting that L(r′, λ) is a concave function of r′ (sum of logarithmic and
linear terms), a necessary and sufficient condition of optimality is that the partial derivatives with respect to
each r′(x) are equal to zero:
r(x)
r′(x)
− 1− r(x)
1− r′(x) − µ(x) = 0 ∀x ∈ X . (24)
This condition can be rearranged into the quadratic equation
µ(x)r′(x)2 − (1 + µ(x))r′(x) + r(x) = 0,
whose solution is
r∗
(
µ(x, λ); r(x)
)
=

1 + µ(x)−√(1 + µ(x, λ))2 − 4r(x)µ(x, λ)
2µ(x, λ)
, µ(x, λ) 6= 0
r(x), µ(x, λ) = 0,
(25)
after eliminating the root outside of the interval [0, 1].
Lastly, it can be seen that the substitution of r∗ into the expectation in (23) yields E[g(µ(X); r(X)]]
where
g
(
µ(x); r(x)
)
, −Hb
(
r(x), r∗ (µ(x); r(x))
)
− µ(x)r∗(µ(x); r(x)).
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A.2 Proof of Proposition 2
A.2.1 Mean score parity constraints
For MSP (5), let λ+a and λ
−
a respectively denote the Lagrange multipliers for the ≤  and ≥ − constraints
for each a ∈ A. With the correspondences identified in Section 2.2, the modifier µ(X,λ) becomes
µ(X,λ) =
∑
a∈A
(
λ+a − λ−a
)(pA |X(a |X)
pA(a)
− Pr(Ω |X)
Pr(Ω)
)
. (26)
For  > 0, at most one of the constraints can be active for each a in (5), and hence at optimality at most one of
λ+a , λ
−
a can be non-zero. We can therefore interpret λ
+
a , λ
−
a as the positive and negative parts of a real-valued
Lagrange multiplier λa = λ+a − λ−a , as done in linear programming [51]. Equation (26) can be rewritten as
µ(X,λ) =
∑
a∈A
λa
pA |X(a |X)
pA(a)
−
∑
a∈A
λa. (27)
If A is included in the features X , then pA |X(a |X) = 1(a = A), where A is the component of X that is
given, and (27) further simplifies to
µ(X,λ) =
λA
pA(A)
−
∑
a∈A
λa.
Interestingly, the only difference between the cases of including or excluding A is that in the latter, (27) asks
for A to be inferred from the available features X , whereas in the former, A can be used directly.
In the objective function of (12) we have
L∑
l=1
clλl = 
∑
a∈A
(
λ+a + λ
−
a
)
= ‖λ‖1 (28)
upon recognizing that (λ+a + λ
−
a ) = |λa|. Combining this with (27), the dual problem for MSP is
min
λ
E
[
g
(
µ(X); r(X)
)]
+ ‖λ‖1
s.t. µ(X,λ) =
∑
a∈A
λa
pA |X(a |X)
pA(a)
−
∑
a∈A
λa.
(29)
A.2.2 Generalized equalized odds constraints
For GEO (6), we similarly define Lagrange multipliers λ+a,y and λ
−
a,y for the ≤  and ≥ − constraints. The
modifier µ(X) is given by
µ(X,λ) =
∑
a∈A
∑
y∈{0,1}
(
λ+a,y − λ−a,y
)(pA,Y |X(a, y |X)
pA,Y (a, y)
− pY |X(y |X)
pY (y)
)
=
∑
y∈{0,1}
pY |X(y |X)
pY (y)
∑
a∈A
λa,y
(
pA |X,Y (a |X, y)
pA | Y (a | y)
− 1
)
, (30)
where we have similarly identified λa,y = λ+a,y − λ−a,y and factored the joint distribution of A, Y . If A is
included in X , (30) simplifies to
µ(X,λ) =
∑
y∈{0,1}
pY |X(y |X)
pY (y)
(
λA,y
pA | Y (A | y)
−
∑
a∈A
λa,y
)
.
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Again, the difference between the two cases lies in whether A must be inferred, this time from X and Y . We
also have an analogue to (28) where the summation and `1 norm now run over all (a, y). The dual problem
for GEO is therefore
min
λ
E
[
g
(
µ(X,λ); r(X)
)]
+ ‖λ‖1
s.t. µ(X,λ) =
∑
y∈{0,1}
pY |X(y |X)
pY (y)
∑
a∈A
λa,y
(
pA |X,Y (a |X, y)
pA | Y (a | y)
− 1
)
.
(31)
B Alternative ADMM algorithms for the dual problem
This section presents alternative ADMM decompositions for the dual problems corresponding to MSP (13)
and GEO (14).
B.1 Mean score parity
Define auxiliary variables λ˜a as follows:
λ˜a =
λa
pA(a)
−
∑
a′∈A
λa′ , a ∈ A, (32)
with λ˜ = (λ˜a)a∈A. Then the empirical version of (13) can be written as
min
λ,λ˜
1
n
n∑
i=1
g
(
µi; ri
)
+ ‖λ‖1
s.t. µi =
∑
a∈A
pA |X(a | xi)λ˜a,
(33)
where µi = µ(xi), ri = r(xi), and we regard λ and λ˜ as two sets of optimization variables that are linearly
related through (32). Let B ∈ Rn×d be a matrix with entries Bi,a = pA |X(a | xi) and rows bTi so that we
may write µ = Bλ˜, µi = bTi λ˜. The objective function in (33) is therefore separable between λ and λ˜. With
1 denoting a vector of ones and PA the d× d diagonal matrix with diagonal entries pA(a), a scaled ADMM
algorithm for (33) consists of the following three steps in each iteration k = 0, 1, . . . :
λ˜k+1 = arg min
λ˜
1
n
n∑
i=1
g
(
bTi λ˜; ri
)
+
ρ
2
∥∥∥λ˜− (P−1A − 11T )λk + uk∥∥∥2
2
(34)
λk+1 = arg min
λ
‖λ‖1 +
ρ
2
∥∥∥(P−1A − 11T )λ− λ˜k+1 − uk∥∥∥2
2
(35)
uk+1 = uk + λ˜k+1 − (P−1A − 11T )λk+1. (36)
The optimization in (35) is an `1-penalized quadratic minimization and can be handled by many convex
solvers. The optimization in (34) can be solved using Newton’s method. Below we give the gradient and
Hessian of the first term in (34); the second Euclidean norm term is standard. First, using the definition of
g(µ; r) in (11), we find that
dg(µ; r)
dµ
= −r∗(µ; r) (37)
d2g(µ; r)
dµ2
= −dr
∗(µ; r)
dµ
=

1
2µ2
(
1− 1 + (1− 2r)µ√
(1 + µ)2 − 4rµ
)
, µ 6= 0
r(1− r), µ = 0.
(38)
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The simple form in (37) is due to r∗(µ; r) satisfying the optimality condition (24) and the ensuing cancellation
of terms. It is also related to [52, Prop. 6.1.1]. The gradient and Hessian of the first term in (34) are then
given by
∇
(
1
n
n∑
i=1
g
(
bTi λ˜; ri
))
= − 1
n
BT r∗ (39)
∇2
(
1
n
n∑
i=1
g
(
bTi λ˜; ri
))
= − 1
n
BTHB, (40)
where r∗ is the n-dimensional vector with components r∗(µi; ri) and H is the n× n diagonal matrix with
entries dr∗(µi; ri)/dµi. In the case where the features X include the protected attribute A, pA |X(a | xi) =
1(a = ai), B is a sparse matrix with a single one in each row, and the Hessian in (40) is diagonal. This
implies that optimization (34) is separable over the components of λ˜.
B.2 Generalized equalized odds
In analogy with (32) we define
λ˜a,y =
λa,y
pA | Y (a | y)
−
∑
a′∈A
λa′,y, a ∈ A, y ∈ {0, 1}. (41)
Again let B be a n× d matrix, recalling that d = 2|A| in the GEO case, with columns indexed by (a, y) and
entries
Bi,(a,y) =

(1− r(xi))pA |X,Y (a | xi, 0)
pY (0)
, y = 0
r(xi)pA |X,Y (a | xi, 1)
pY (1)
, y = 1.
(42)
It can then be seen from the constraint in (14) that µi = bTi λ˜ as before and the empirical version of (14),
min
λ,λ˜
1
n
n∑
i=1
g
(
bTi λ˜; ri
)
+ ‖λ‖1, (43)
is separable between λ and λ˜ subject to the linear relation (41). With PA | y for y = 0, 1 denoting the
|A| × |A| diagonal matrix with diagonal entries pA | Y (a | y), the three steps in each ADMM iteration for
(43) are as follows:
λ˜k+1 = arg min
λ˜
1
n
n∑
i=1
g
(
bTi λ˜; ri
)
+
ρ
2
1∑
y=0
∥∥∥λ˜·,y − (P−1A | y − 11T)λk·,y + uk·,y∥∥∥22 (44)
λk+1·,y = arg min
λ
‖λ‖1 +
ρ
2
∥∥∥(P−1A | y − 11T)λ− λ˜k+1·,y − uk·,y∥∥∥22, y = 0, 1 (45)
uk+1·,y = u
k
·,y + λ˜
k+1
·,y −
(
P−1A | y − 11T
)
λk+1·,y , y = 0, 1, (46)
where λ˜·,y, λ·,y, and u·,y are |A|-dimensional subvectors of λ˜, λ and u consisting only of components with
y = 0 or y = 1. The optimization in (44) is of the same form as (34) and can also be solved using Newton’s
method. The same expressions (39), (40) hold for the gradient and Hessian of the first term in (44), where B
is now given by (42). The optimization of λ in (45) is separable over y = 0, 1 and is the same as step (35) for
MSP.
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Figure 2: Trade-offs between fairness and AUC for the dataset-protected attribute combinations in Section 5.
C Additional experimental details and results
Figure 2 depicts trade-offs between AUC and fairness measures for the dataset-protected attribute combina-
tions in Section 5. The results are somewhat intermediate between those for Brier score and for accuracy.
Continuing with the case in which the features X include the protected attribute A, Figures 3 and 4 shows
fairness-performance trade-offs for the four dataset-protected attribute combinations omitted from the main
text. The same comments made in the main text apply. However, the small size of the German dataset and the
consequently large error bars make it difficult to draw conclusions from Figure 4.
Figures 5 and 6 show trade-offs for the case in which the features do not include the protected attribute.
Again the same qualitative behavior is observed.
Figure 7 shows trade-offs between statistical parity and classification performance for the adult dataset
where the set of features has been reduced to allow comparison with the optimized pre-processing method [20].
This limited comparison suggests that [20] is not competitive with FST. Unfortunately we were unable to
obtain reasonable results for [20] on other datasets so do not show them here.
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Figure 3: Trade-offs between fairness and classification performance for additional dataset-protected attribute
combinations and the case in which features include protected attributes.
21
0.00 0.02 0.04 0.06 0.08
MSP difference
0.1625
0.1650
0.1675
0.1700
0.1725
Br
ie
r s
co
re
german-gender-LR-SP
0.00 0.01 0.02 0.03 0.04 0.05
MSP difference
0.162
0.164
0.166
0.168
0.170
Br
ie
r s
co
re
german-gender-GBM-SP
0.04 0.06 0.08 0.10
GEO difference
0.164
0.166
0.168
0.170
Br
ie
r s
co
re
german-gender-LR-EO
0.03 0.04 0.05 0.06 0.07 0.08
GEO difference
0.162
0.164
0.166
0.168
Br
ie
r s
co
re
german-gender-GBM-EO
0.00 0.02 0.04 0.06 0.08
MSP difference
0.785
0.790
0.795
0.800
AU
C
german-gender-LR-SP
0.00 0.01 0.02 0.03 0.04 0.05
MSP difference
0.785
0.790
0.795
0.800
0.805
AU
C
german-gender-GBM-SP
0.04 0.06 0.08 0.10
GEO difference
0.785
0.790
0.795
0.800
AU
C
german-gender-LR-EO
0.03 0.04 0.05 0.06 0.07 0.08
GEO difference
0.790
0.795
0.800
0.805
AU
C
german-gender-GBM-EO
0.04 0.06 0.08 0.10 0.12
SP difference
0.74
0.75
0.76
0.77
Ac
cu
ra
cy
german-gender-LR-SP
0.02 0.04 0.06 0.08
SP difference
0.745
0.750
0.755
0.760
0.765
Ac
cu
ra
cy
german-gender-GBM-SP
0.10 0.15 0.20
EO difference
0.74
0.75
0.76
0.77
Ac
cu
ra
cy
german-gender-LR-EO
0.06 0.08 0.10 0.12 0.14 0.16
EO difference
0.745
0.750
0.755
0.760
0.765
Ac
cu
ra
cy
german-gender-GBM-EO
0.000 0.025 0.050 0.075 0.100 0.125
MSP difference
0.1625
0.1650
0.1675
0.1700
0.1725
Br
ie
r s
co
re
german-age-LR-SP
0.000 0.025 0.050 0.075 0.100 0.125
MSP difference
0.162
0.164
0.166
0.168
0.170
0.172
Br
ie
r s
co
re
german-age-GBM-SP
0.04 0.06 0.08 0.10 0.12 0.14
GEO difference
0.1625
0.1650
0.1675
0.1700
0.1725
0.1750
Br
ie
r s
co
re
german-age-LR-EO
0.04 0.06 0.08 0.10 0.12
GEO difference
0.162
0.164
0.166
0.168
0.170
Br
ie
r s
co
re
german-age-GBM-EO
0.000 0.025 0.050 0.075 0.100 0.125
MSP difference
0.780
0.785
0.790
0.795
0.800
AU
C
german-age-LR-SP
0.000 0.025 0.050 0.075 0.100 0.125
MSP difference
0.780
0.785
0.790
0.795
0.800
0.805
AU
C
german-age-GBM-SP
0.04 0.06 0.08 0.10 0.12 0.14
GEO difference
0.77
0.78
0.79
0.80
AU
C
german-age-LR-EO
0.04 0.06 0.08 0.10 0.12
GEO difference
0.780
0.785
0.790
0.795
0.800
0.805
AU
C
german-age-GBM-EO
0.05 0.10 0.15 0.20
SP difference
0.740
0.745
0.750
0.755
0.760
0.765
Ac
cu
ra
cy
german-age-LR-SP
0.05 0.10 0.15
SP difference
0.74
0.75
0.76
Ac
cu
ra
cy
german-age-GBM-SP
0.10 0.15 0.20 0.25
EO difference
0.68
0.70
0.72
0.74
0.76
Ac
cu
ra
cy
german-age-LR-EO
0.10 0.15 0.20 0.25
EO difference
0.74
0.75
0.76
Ac
cu
ra
cy
german-age-GBM-EO
Figure 4: Trade-offs between fairness and classification performance measures for additional dataset-protected
attribute combinations and the case in which features include protected attributes.
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Figure 5: Trade-offs between fairness and classification performance for the case in which features do not
include protected attributes.
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Figure 6: Trade-offs between fairness and classification performance for the case in which features do not
include protected attributes.
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Figure 7: Trade-offs between statistical parity and classification performance measures for the adult dataset
with a reduced set of features.
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