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Abstract
This paper presents an unified algorithm for solving systems of matrix and block
linear equations. Solving a system of block linear equations will be interpreted as a
matrix interpolation problem. This new approach gives us a general algorithm called the
matrix recursive interpolation algorithm (MRIA), which includes block direct methods.
The orthogonal version of the MRIA will be given and denoted by OMRIA. We will
also show how to choose two free parameters in the MRIA for obtaining known and
new block direct methods. Ó 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
Block projection methods for solving linear systems [2,17,22] or handling
eigenvalue problems [7,13,19,20] have been developed these last years. In fact,
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many applications in areas such as electromagnetics and chemistry require the
solution of multiple linear systems with the same coecient matrix and dif-
ferent right hand sides. Instead of using a method for each system, with a single
right-hand side, it is more interesting to use a block version and to generate
simultaneously iterates for all the systems.
In the present paper, only block direct methods for solving linear systems
will be considered. The matrix A of the linear systems, will be partitioned into
blocks that will be used to derive a block version of the method considered. We
will first derive a general matrix recursive interpolation algorithm (MRIA) [16]
and give some of its properties. In the case of an orthogonal projection, we give
a corresponding version of the MRIA that will be called orthogonal matrix
recursive interpolation algorithm (OMRIA).
These two algorithms, will be used to obtain some known block direct
methods such as the block bordering method [6,8], the block formulation of the
reinforcement method [8], the block Huang method [10], the block formulation
of the Sloboda method [23], the block formulation of the unscaled ABS al-
gorithm [1], the block generalized formulation of the Purcell method [8,9,14],
the block LU-factorization [8,9] and the block QR-factorization [8,9]. The aim
of the present paper is first to give a unified approach to the well known direct
block methods and secondly to propose new ones via the RIA algorithm.
This paper is organized as follows: in Section 2, we recall the Schur com-
plements and the matrix Sylvester identity and we also give the formulation
and briefly the construction of the MRIA and prove some of its properties. We
also study an important particular case of this algorithm: the orthogonal
version of the MRIA. Section 3 is concerned with application of the MRIA to
systems of block linear equations. We show how to choose the free parameters
in the MRIA for obtaining known block direct methods and a block formu-
lation of other known methods.
2. Matrix recursive interpolation algorithm: MRIA
In [4], Brezinski proposed two algorithms, called the recursive interpolation
algorithm (RIA) and the recursive projection algoritm (RPA). These algorithms
have been used for implementing some vector sequence transformations which
are expressed as a ratio of two determinants [4,5]. They are also connected to
other methods used in numerical analysis [3,5]. These algorithms have been
also applied for implementing some vector extrapolation methods for solving
systems of linear and nonlinear equations [11,12,14,15,21]. In this section we
will give the formulation of the MRIA and we will recall some of its properties
and use projectors for giving some new properties. A particular class of this
algorithm will be also studied. For constructing the MRIA we need some
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properties of the Schur complements and the matrix Sylvester identity. We will
recall them; for more details, see [3,8,9,18].
2.1. Schur complements and matrix Sylvester’s identity
First let us recall the definition of the Schur complement and give some of its
properties.
Definition 2.1. Let M be a matrix partitioned into four blocks
M  A B
C D
 
; 2:1
where the submatrix D is assumed to be square and nonsingular. The Schur
complement of D in M , denoted by M=D, is defined by
M=D  Aÿ BDÿ1C: 2:2
Let us now give some properties of the Schur complements. It is easy to
show the following properties.
Property 2.1. Assume that the matrix D is nonsingular, then
A B
C D
 
D
 
 D C
B A
 
D
 
 B A
D C
 
D
 
 C D
A B
  
D

: 2:3
Property 2.2. Assuming that the matrix D is nonsingular and E is a matrix such
that the product EA is well defined, then
EA EB
C D
  
D

 E A B
C D
  
D

: 2:4
Now we will give the matrix Sylvester identity, which is a variant of the
quotient property (see [18]).
Property 2.3. Let M be the matrix defined by (2.1) and K the matrix partitioned
as follows:
K 
E F G
H A B
L C D
24 35:
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If the matrices A and M are nonsingular, then we have
K=M  K=A=M=A

E F
H A
" # ,
A
!
ÿ
F G
A B
" # ,
A
!
 M=Aÿ1
H A
L C
" # ,
A
!
: 2:5
We will use the Schur complement and the matrix Sylvester identity for
obtaining the MRIA.
2.2. Formulation of the MRIA
Let X be an n p complex matrix, and for i  1; . . . ; q, let Ui and Zi be n ni
complex matrices. We assume that n1      nq6 n. Let us consider the fol-
lowing matrix interpolation problem.
Let X0 be an arbitrary n p complex matrix. For k6 q find the matrix Xk
such that
Xk  X0 
Xk
i1
UiXi 2:6
and for j  1; . . . ; k
Zj Xk  Zj X ; 2:7
where Z is the adjoint matrix of Z.
Let us now show briefly how to solve this problem (for more details see [16]).
The relation (2.7) can be written explicitly as follows:
Z1 U1 . . . Z

1 Uk
. . . . . . . . .
Zk U1 . . . Z

k Uk
24 35 X1. . .
Xk
24 35  Z1X ÿ X0. . .
Zk X ÿ X0
24 35: 2:8
Denoting by Dk the matrix of the block linear system (2.8) and assuming
that this matrix is nonsingular, then we get from (2.6)
Xk  X0  U1; . . . ;UkDÿ1k
Z1X ÿ X0
. . .
Zk X ÿ X0
24 35: 2:9
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From (2.9) we see that Xk can be expressed as a Schur complement (2.2)
Xk  ÿ
ÿX0 U1 . . . Uk
Z1X ÿ X0 Z1 U1 . . . Z1 Uk
. . . . . . . . . . . .
Zk X ÿ X0 Zk U1 . . . Zk Uk
2664
3775
0BB@
,
Dk
1CCA: 2:10
For computing Xk recursively we need the following.
Definition 2.2. Dk is said to be a block strongly nonsingular matrix if
detDm 6 0 for m  1; . . . ; k.
From now on we assume that Dk is a block strongly nonsingular matrix. We
set for j  1; . . . ; k ÿ 1 and for i > j
Gj;i 
Ui U1 . . . Uj
Z1 Ui Z

1 U1 . . . Z

1 Uj
. . . . . . . . . . . .
Zj Ui Z

j U1 . . . Z

j Uj
2664
3775
0BB@
,
Dj
1CCA: 2:11
So applying the matrix Sylvester identity (2.5) to Xk, and properties of the
Schur complements (2.3) and (2.4), we get
Xk  Xkÿ1  Gkÿ1;kZk Gkÿ1;kÿ1Zk X ÿ Xkÿ1; 2:12
where Gkÿ1;k is the matrix defined by (2.11). This matrix can be computed by
using the same Sylvester identity
G0;k  Uk;
for m  1; . . . ; k ÿ 1
Gm;k  Gmÿ1;k ÿ Gmÿ1;mZmGmÿ1;mÿ1ZmGmÿ1;k; 2:13
end m:
From (2.12) and (2.13) we get the matrix recursive interpolation algorithm
(MRIA) which is described as follows.
Algorithm 1 (The MRIA).
X0 is an arbitrary n p complex matrix,
for m  1; . . . ; k,
G0;m  Um,
for i  1; . . . ;mÿ 1,
Gi;m  Giÿ1;m ÿ Giÿ1;iZi Giÿ1;iÿ1Zi Giÿ1;m,
end i,
Xm  Xmÿ1  Gmÿ1;mZmGmÿ1;mÿ1ZmX ÿ Xmÿ1,
end m.
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Remark that the MRIA, which depends on two arbitrary matrices Zm
and Um, is well defined if and only if the matrices ZmGmÿ1;m are nonsingular
for m  1; . . . ; k. We will see that this condition is satisfied if and only if Dk
is a block strongly nonsingular matrix. Now we will give some of its
properties.
2.3. Some properties of the MRIA
We will recall some properties of the MRIA, and we will use projectors for
giving some new properties. We will also study an important particular case of
the MRIA.
Proposition 2.1. The iterates produced by the MRIA satisfy the following
properties:
1. detZmGmÿ1;m  detDm= detDmÿ1, for m  1; . . . ; k, with detD0  1.
2. The MRIA is well defined (i.e. the matrices ZmGmÿ1;m are nonsingular).
3. ZmGj;i  0, for i > j P m.
4. ZmXi  ZmX , for i  1; . . . ; k and m  1; . . . ; i.
5. If n1      nq  n, then there exists k06 q such that Xk0  X .
Proof. See [16]. 
From (2.13) we have
Gm;k  Uk ÿ
Xm
j1
Gjÿ1;jZj Gjÿ1;jÿ1Zj Gjÿ1;k: 2:14
Now we will give some new properties of the MRIA. For m  1; . . . ; k, we
set
~Um  U1; . . . ;Um; 2:15
~Zm  Z1; . . . ; Zm; 2:16
~Qm  ~Um~Zm ~Umÿ1 ~Zm: 2:17
Remark 2.1. It is easy to see that for m  1; . . . ; k we have
Dm  ~Zm ~Um; 2:18
Xm  X0  ~QmX ÿ X0; 2:19
Gm;i  I ÿ ~QmUi; for i > m: 2:20
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Proposition 2.2. For m  1; . . . ; k, we have
1. ~Qm is an oblique projector along the column space of ~Z
?
m on the column space of
~Um.
2. I ÿ ~Qm2  I ÿ ~Qm.
3. ~Qm ~Qi  ~Qi ~Qm  ~Qi, if m P i.
Proof. ~Q2m  ~Qm and (2) of the proposition are immediately obtained by using
(2.17). Let us remark that ~Qm ~Um  ~Um and ~Qm ~Zm  ~Zm, so the results (1) and (3)
of the proposition follow. 
Now let us set, for m  1; . . . ; k
~Gm  G0;1; . . . ;Gmÿ1;m; 2:21
~Q0m  ~Gm~Zm ~Gmÿ1 ~Zm: 2:22
Proposition 2.3. For m  1; . . . ; k, we have
1. ~Zm ~Gm is a block lower triangular matrix.
2. ~Q0m is an oblique projector along the column space of ~Z
?
m on the column space of
~Gm.
3. I ÿ ~Q0m2  I ÿ ~Q0m.
4. ~Q0m ~Q
0
i  ~Q0i ~Q0m  ~Q0i, if m P i.
Proof. (1) of the proposition follows from (3) of Proposition 2.1. The other
points use the same proof as in Proposition 2.2. 
Proposition 2.4. For m  1; . . . ; k, we have
~Q0m  ~Qm; 2:23
Xm  X0  ~Q0mX ÿ X0; 2:24
Gm;i  I ÿ ~Q0mUi for i > m: 2:25
Proof. This proposition will be proved by induction. For m  1 we have
~Q01  ~Q1 because G0;1  U1. Assume now that (2.23) is true for mÿ 1 with
m P 2, we will prove it for m. First let us consider for m  2; . . . ; k the matrix
~Zm ~Gm partitioned as follows:
~Zm ~Gm 
~Zmÿ1 ~Gmÿ1 O
Zm ~Gmÿ1 Z

mGmÿ1;m
24 35:
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Then we get
~Zm ~Gmÿ1 
~Zmÿ1 ~Gmÿ1ÿ1 O
ÿZmGmÿ1;mÿ1Zm ~Gmÿ1~Zmÿ1 ~Gmÿ1ÿ1 ZmGmÿ1;mÿ1
24 35: 2:26
We have from (2.22) and (2.26)
~Q0m  ~Gm~Zm ~Gmÿ1 ~Zm
  ~Gmÿ1;Gmÿ1;m
~Zmÿ1 ~Gmÿ1ÿ1 O
ÿZmGmÿ1;mÿ1Zm ~Gmÿ1~Zmÿ1 ~Gmÿ1ÿ1 ZmGmÿ1;mÿ1
264
375 ~Z

mÿ1
Zm
264
375
 ~Q0mÿ1  Gmÿ1;mZmGmÿ1;mÿ1ZmI ÿ ~Q0mÿ1;
and for ~Qm we have
Dÿ1m  ~Zm ~Umÿ1 
~Zmÿ1 ~Umÿ1 ~Z

mÿ1Um
Zm ~Umÿ1 Z

mUm
264
375
ÿ1

Dÿ1mÿ1  Dÿ1mÿ1 ~Zmÿ1UmDm=Dmÿ1ÿ1Zm ~Umÿ1Dÿ1mÿ1 ÿDÿ1mÿ1 ~Zmÿ1UmDm=Dmÿ1ÿ1
ÿDm=Dmÿ1ÿ1Zm ~Umÿ1Dÿ1mÿ1 Dm=Dmÿ1ÿ1
264
375:
Using (2.20) we remark that
Dm=Dmÿ1ÿ1  ZmUm ÿ Zm ~Umÿ1Dÿ1mÿ1 ~Zmÿ1Um
 ZmI ÿ ~Qmÿ1Um
 ZmGmÿ1;m: 2:27
Using (2.20), (2.26) and (2.27) and the fact that ~Q0mÿ1  ~Qmÿ1, we get
~Qm  ~Um~Zm ~Umÿ1 ~Zm   ~Umÿ1;UmDÿ1m
~Zmÿ1
Zm
" #
 ~Qmÿ1  I ÿ ~Qmÿ1UmDm=Dmÿ1ÿ1ZmI ÿ ~Qmÿ1
 ~Q0mÿ1  Gmÿ1;mZmGmÿ1;mÿ1ZmI ÿ ~Q0mÿ1
 ~Q0m:
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(2.24) and (2.25) of the proposition follow immediately from (2.19), (2.20) and
(2.23). 
For solving systems of block linear equations many block methods are
particular cases of the MRIA. Then an important particular case of the MRIA
is defined by choosing Zm  HGmÿ1;m, where H is assumed to be an n n
nonsingular matrix. For this case we will give some important properties. Let
~Q0m be the matrix defined by (2.22). Then for this particular case we have the
following result.
Proposition 2.5. If for m  1; . . . ; k, we choose Zm  HGmÿ1;m, where H is as-
sumed to be an n n nonsingular matrix, then we have
1. ~Q0

mH ~Q
0
m  H ~Q0m.
2. I ÿ ~Q0mHI ÿ ~Q0m  I ÿ ~Q0mH .
3. ZmX ÿ Xmÿ1  HUmX ÿ Xmÿ1.
4. ZmGmÿ1;i  HUmGmÿ1;i for i P m. Moreover if H is Hermitian, then
5. ~Q0

mH  H ~Q0m.
6. ZmX ÿ Xmÿ1  HGmÿ1;mX ÿ X0.
7. ZmGmÿ1;i  HGmÿ1;mUi, for i P m.
8. ~Zm ~Gm is a block diagonal matrix.
9. ~Zm ~Um is a block upper triangular matrix.
Proof. (1) of the proposition follows immediately from (2.22) and the fact that
Zi  HGiÿ1;i for i  1; . . . ;m. (2) follows from (1) of the proposition. (3) and (4)
follow by using (2.24), (2.25) and (2) of the proposition. As H is an Hermitian
matrix and Zi  HGiÿ1;i then (5) of the proposition follows immediately. For
proving (6) and (7) we use (2.24), (2.25) and (5) of the proposition. ~Zm ~Gm will be
a block diagonal matrix, because ~Zm ~Gm  ~GmH ~Gm will be an Hermitian and
block lower triangular matrix. (9) follows from (2.25), (7) of the proposition
and the fact that Gi;j  0 for i P j. 
Let us consider now the particular case Zm  Gmÿ1;m for m  1; . . . ; k. Then
~Qm and ~Q
0
m are orthogonal projectors. Hence we obtain the orthogonal version
of the MRIA, denoted by OMRIA, which is described as follows.
Algorithm 2 (The OMRIA).
X0 is an arbitrary n p complex matrix,
for m  1; . . . ; k,
G0;m  Um,
for i  1; . . . ;mÿ 1,
Gi;m  Giÿ1;m ÿ Giÿ1;iGiÿ1;iGiÿ1;iÿ1Giÿ1;iGiÿ1;m,
end i,
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Xm  Xmÿ1  Gmÿ1;mGmÿ1;mGmÿ1;mÿ1Gmÿ1;mX ÿ Xmÿ1,
end m.
In the formulation of the MRIA, we have assumed that Dk is a block
strongly nonsingular matrix (i.e. the matrices ZmGmÿ1;m are nonsingular), if this
condition is not satisfied the MRIA will be fail down. For avoiding this di-
culty we can use a block pivoting strategy.
3. Application: block direct methods
Let us consider the linear matrix system
AX  B; 3:1
where A is an n n complex nonsingular matrix and B is a given n p complex
matrix. X is the unique and the exact n p complex matrix solution of (3.1).
Let us consider the block linear system associated to (3.1)
A1;1 A1;2 . . . A1;q
..
. ..
. ..
. ..
.
Aq;1 Aq;2 . . . Aq;q
264
375 X 1...
X q
264
375  B1...
Bq
264
375; 3:2
where Ai;j is ni  nj matrix and Bi is ni  p matrix, with n1  n2      nq  n.
If, in the MRIA, we choose Zm and Um such that ZmX ÿ Xmÿ1 is known, then
from (5) of Proposition 2.1 we know that there exists k06 q such that Xk0  X .
For applying the MRIA we have to take into account two problems:
P1. The MRIA must be well defined (i.e. Dq is a block strongly nonsingular
matrix).
P2. Zm must be chosen such that ZmX ÿ Xmÿ1 is known.
Block direct methods will be defined from the MRIA by choosing Zm di-
rectly from the partitioning of the matrix A as in (3.2). If the problem P2 is also
solved for this choice, this block method will be called an explicit block direct
method. This class contains the block bordering method [6,8], the block rein-
forcement method [8], the block formulation of the Sloboda method [23], the
block Huang method [10], a class of the block formulation of unscaled ABS
algorithm [1] and others. A special case, which is a generalized block formu-
lation of the Purcell method [8,14], will be also studied. If we use the block
lower triangular matrix ~Zq ~Gq (see Proposition 2.3) for obtaining the solution of
the system (3.1), this method will be called an implicit block direct method.
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This class contains the implicit block Sloboda method, the implicit block
Huang method, the block LU-factorization [8,9], the block QR-factorization
[8,9] and others. Now, we will specify the choices of Um and Zm for obtaining
these methods and we will also give a new formulation for some of them. For
m  1; . . . ; q, we set Am  Am;1; . . . ;Am;q, ~Am  A1;m; . . . ;Aq;m, respectively,
the mth block row and the mth block column of A and by Em the n nm
matrices such that I  E1; . . . ;Eq.
3.1. Explicit block direct methods
We mean by an explicit block direct method, any algorithm obtained from
the MRIA by choosing Zm directly from the system (3.1) such that Xm can be
computed from Xmÿ1. In the following subsections, we will give some block
methods which are particular cases of the MRIA.
3.1.1. The block Sloboda method
Let us give the block formulation of the Sloboda method [23] which contains
the block bordering method, the block reinforcement method and the block
Huang method. It can be described as follows.
Algorithm 3 (The block Sloboda method).
X0 is an arbitrary n p complex matrix,
for m  1; . . . ; q;
G0;m  Um,
for i  1; . . . ;mÿ 1,
Gi;m  Giÿ1;m ÿ Giÿ1;iAi Giÿ1;iÿ1Ai Giÿ1;m,
end i,
Xm  Xmÿ1  Gmÿ1;mAmGmÿ1;mÿ1Bm ÿ AmXmÿ1,
end m.
Theorem 3.1. If we choose, in the MRIA, Zm  Am for m  1; . . . ; q, then we get
the block Sloboda method.
Proof. It is obvious. 
Remark 3.1. If we choose, in the block Sloboda method
1. X0  0 and Um  Em, then we get the block bordering method.
2. X0  B and Um  Em, then we get the block reinforcement method.
3. X0  0 and Um  Am, then we get the block Huang method.
As in this case Zm  Um  Am, hence from Remark 3.1, we obtain a new
formulation of the block Huang method by using the OMRIA.
K. Jbilou, A. Messaoudi / Linear Algebra and its Applications 294 (1999) 137–154 147
3.1.2. The block unscaled ABS algorithm
Let us give now the general block formulation of the unscaled ABS algorithm
[1] and then we will consider a particular class which could be obtained from the
MRIA. The block unscaled ABS algorithm can be described as follows.
Algorithm 4 (The block unscaled ABS algorithm).
X0 is an arbitrary n p matrix, H0 is an arbitrary n n nonsingular matrix,
for m  1; . . . ;, until convergence do,
Pm  H mÿ1Vm, Vm is an n nm matrix chosen such that detAmPm 6 0,
Xm  Xmÿ1  H mÿ1VmAmH mÿ1Vmÿ1Bm ÿ Am Xmÿ1,
Hm  Hmÿ1 ÿ Hmÿ1AmW m Hmÿ1, Wm is an n nm matrix chosen such that
W m Hmÿ1Am  Inm ,
end m.
We are interested by the following particular choice of Wm
Wm  VmV m Hmÿ1Amÿ; 3:3
where Aÿ denotes Aÿ1  Aÿ1. This particular choice of Wm satisfies the
condition W m Hmÿ1Am  Inm . In order to derive, from the MRIA, the block
unscaled ABS algorithm with Wm defined by (3.3), we next see how to choose
the parameters Um and Zm. Let us first remark that
Hmÿ1  H0 ÿ
Xmÿ1
j1
Hjÿ1AjW j Hjÿ1
 H0 ÿ
Xmÿ1
j1
Hjÿ1AjV j Hjÿ1Ajÿ1V j Hjÿ1;
and
Pm  H mÿ1Vm
 H 0 Vm ÿ
Xmÿ1
j1
H jÿ1VjAj H jÿ1Vjÿ1Aj H jÿ1Vm:
Then we get the following result.
Theorem 3.2. Let Wm be the matrix defined by (3.3). Then, setting in the MRIA
X0  X0; Zm  Am and Um  H 0 Vm, we get the corresponding class of the block
unscaled ABS algorithm.
Proof. From the above discussion, it is sucient to show that Gj;m  H j Vm. We
have G0;m  Um  H 0 Vm. Now we assume that Gjÿ1;m  H jÿ1Vm and we will
prove it for j. We have
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Gj;m  Gjÿ1;m ÿ Gjÿ1;jZj Gjÿ1;jÿ1Zj Gjÿ1;m
 H jÿ1Vm ÿ H jÿ1VjAj H jÿ1Vjÿ1Aj H jÿ1Vm
 H jÿ1 ÿ H jÿ1VjAj H jÿ1Vjÿ1Aj H jÿ1Vm
 H j Vm: 
Then, the associate algorithm which is a modified version of the block unscaled
ABS algorithm is given as follows.
Algorithm 5 (The modified block unscaled ABS algorithm).
X0 is an arbitrary n p matrix, H0 is an arbitrary n n nonsingular matrix,
G0;1  H0V1, V1 is an n n1 matrix chosen such that detA1V1 6 0, m  0,
1. m  m 1 until convergence do,
Xm  Xmÿ1  Gmÿ1;mAmGmÿ1;mÿ1Bm ÿ AmXmÿ1,
Vm1 is an arbitrary n nm1 matrix,
2. G0;m1  H 0 Vm1,
for i  1; . . . ;m,
Gi;m1  Giÿ1;m1 ÿ Giÿ1;iAi Giÿ1;iÿ1Ai Giÿ1;m1,
end i,
if detAm1Gm;m1 6 0 go to 1,
otherwise change Vm1 and go to 2.
3.1.3. A special case
Let us propose a block formulation of the generalized Purcell method [8,14].
This method contains the block bordering method, the block reinforcement
method, the block Huang method and the block Sloboda method. If we apply
the following process:
G0;1  U1,
for m  1; . . . ; q
G0;m1  Um1,
for i  1; . . . ;m
Gi;m1  Giÿ1;m1 ÿ Giÿ1;iZi Giÿ1;iÿ1 Zi Giÿ1;m1; 3:4
end i,
end m,
for particular choices of Zm and Um we get the solution of (3.1). Let us consider
for m  1; . . . ; q, Zm  Zm;ÿVm and Um  U m;ÿWm where Vm and Wm are
arbitrary nm  p matrices and Uq1  R; S with R an arbitrary n p matrix
and S an arbitrary p  p matrix. Now, applying the process (3.4) and invoking
(2.20), we get
Gq;q1  Uq1 ÿ ~Qq Uq1;
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with ~Qq  ~U q~Zq ~Uqÿ1~Zq, where
~Zq  Z1; . . . ; Zq 
~Zq
ÿV 
 
;
~U q   U1; . . . ; Uq 
~Uq
ÿW 
 
;
V  V 1 ; . . . ; V q  and W  W 1 ; . . . ;W q . Assuming that ~Zq ~Uq and ~Zq ~Uq are
nonsingular matrices and applying the Sherman–Morrisson formula [8,9] we get
~Zq ~U qÿ1  ~Zq ~Uq  VW ÿ1
 ~Zq ~Uqÿ1 ÿ ~Zq ~Uqÿ1V I  W ~Zq ~Uqÿ1V ÿ1W ~Zq ~Uqÿ1:
Then using (2.18), ~Qq is
~Qq 
~Uq
ÿW 
" #
Dq  VW ÿ1~Zq ;ÿV 

~UqDÿ1q ~Z

q ÿ ~UqDÿ1q V I  W Dÿ1q V ÿ1W Dÿ1q ~Zq ÿ ~UqDÿ1q V I  W Dÿ1q V ÿ1
ÿI  W Dÿ1q V ÿ1W Dÿ1q ~Zq I ÿ I  W Dÿ1q V ÿ1
264
375:
Assuming that the matrices ~Zq and ~Uq are nonsingular then we get
Gq;q1 
~Zÿq V
I
24 35I  W Dÿ1q V ÿ1W  ~Uÿ1q R S: 3:5
Remark 3.2. If we choose in (3.5)
1. V  B, W  0, Zm  Am, Um  Em, S 6 0 and R are arbitrary matrices, then
we get Gq;q1  X ; I S. The block bordering and the block reinforcement
methods are included in this case. If we choose S  I , then we get the block
Purcell method.
2. V  B, W  0, Zm  Um  Am, S 6 0 and R are arbitrary matrices, then we
get the block Huang method, and Gq;q1  X ; I S.
3. V  B, W  0, Zm  Am, S 6 0, R and Um are arbitrary matrices, then we get
the block Sloboda method, and Gq;q1  X ; I S.
3.2. The implicit block direct methods
We mean by an implicit block direct method any procedure obtained from
the MRIA by choosing Zm directly from the system (3.1) and using the block
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lower triangular matrix ~Zq ~Gq (see Proposition 2.3) for obtaining the solution of
(3.1). Let us give the implicit block direct methods corresponding to the explicit
block direct methods reviewed above. We will also give the block LU-factor-
ization and the block QR-factorization.
3.2.1. The implicit block Sloboda method
The explicit block Sloboda method is obtained from the MRIA by the
choice Zm  Am and Um arbitrary. The associated implicit block Sloboda
method with this choice is given as follows. By Proposition 2.3, ~Zq ~Gq  T is a
block lower triangular matrix, and with this choice ~Zq  A, then solving
AX  B is equivalent to solve A ~GqY  TY  B with X  ~GqY . Remark that the
implicit block bordering method and the implicit block reinforcement method
are obtained from the implicit block Sloboda method with the choice Um  Em.
For this choice, ~Gq is a block upper unit triangular matrix. Remark also that
the implicit block Huang method is obtained from the implicit block Sloboda
method with the choice Um  Am.
3.2.2. The implicit block LU-factorization
It is well known that, for any strongly nonsingular matrix A partitioned as
in (3.2), there exists a block lower unit triangular matrix L and a block upper
triangular matrix U such that A  LU . The factors L and U are unique [7,8].
This factorization of A can be obtained by the auxiliary matrices Gj;m used in
the MRIA, with the choice Zm  ~Am and Um  Em. For this choice and from
(2.13), ~Gq becomes a block upper unit triangular matrix, and from (1) of
Proposition 2.3, ~Zq ~Gq becomes a block lower triangular matrix. We have
~Zq ~Gq  A ~Gq  T , then ~Zq ~Gq  ~GqA  T  is a block upper triangular matrix
and ~Gq is a block lower unit triangular matrix. From the uniqueness of the
block LU-factorization, we get ~Gq  Lÿ1 and T   U , and solving AX  B is
equivalent to solve ~GqAX  T X  ~GqB. Remark that, if A is symmetric and
positive definite, the block LDLT-Cholesky factorization of A can be obtained
with the choice ~GTq  Lÿ1 and T T  DLT. From this discussion we have the
following result.
Theorem 3.3. If we set in (2.13), Zm  ~Am and Um  Em, then we get the block
LU-factorization of A with Lÿ1  ~Gq and U  ~Zq ~Gq  ~GqA; and if A is sym-
metric and positive definite, then we get the block LDLT-Cholesky factorization of
A with Lÿ1  ~GTq and DLT  ~ZTq ~GqT.
3.2.3. The implicit block QR-factorization
It is well known that for any nonsingular block matrix A   ~A1; . . . ; ~Aq,
there exists a block orthogonal matrix Q  Q1; . . . ;Qq (i.e. QQ is a block
diagonal) and a block upper unit triangular matrix R  Ri;j such that A  QR
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[8,9]. This factorization can be obtained by the block Gram–Schmidt process
[8,9], which is described as follows:
Q1  ~A1,
for i  2; . . . ; q,
Qi  ~Ai ÿ
Piÿ1
j1 QjQj Qjÿ1Qj ~Ai,
end i.
From this process, we can see that Ri;i  Ii, Ri;j  Qi Qiÿ1Qi ~Aj if j > i and
Ri;j  0 otherwise. This factorization can be obtained by using the auxiliary
matrices Gj;m used in the MRIA with the choice Zm  Qm and Um  ~Am. We
have the following result.
Theorem 3.4. If we choose, in (2.13), Zm  Gmÿ1;m and Um  ~Am, then we get the
block QR-factorization of A with Q  ~Gq and R  ~Zq ~Uq.
Proof. First let us prove that Gmÿ1;m  Qm for m  1; . . . ; q. We have
G0;1  U1  ~A1  Q1. Assume now that it is true for m P 1, then from (2.14)
and the fact that Zi  Giÿ1;i we have
Gm;m1  Um1 ÿ
Xm
j1
Gjÿ1;jZj Gjÿ1;jÿ1Zj Um1
 ~Am1 ÿ
Xm
j1
QjQj Qjÿ1Qj ~Am1
 Qm1:
From (8) and (9) of Proposition 2.5, the matrix ~Zq ~Gq  ~Gq ~Gq  QQ is a
block diagonal matrix and R  ~Zq ~Uq  ~GqA is a block upper triangular matrix.
Then the result follows. 
Remark that, from Proposition 2.5 and Remark 2.1, the choice
Zm  Um  ~Am gives also the block QR-factorization of A. The version given
directly by the auxiliarly matrices Gmÿ1;m in the OMRIA is called the modified
Table 1
Method Choice of X0 Choice of Zm Choice of Um
Block bordering 0 Am Em
Block reinforcement B Am Em
Block Huang 0 Am Am
Block Sloboda X0 Am Um
Block unscaled ABS X0 Am H 0 Vm
Block LU-factorization ÿ ~Am Em
Block QR-factorization ÿ ~AmorQm ~Am
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block Gram–Schmidt process. These matrices can be unitary and the so-called
normalized block Gram–Schmidt process is obtained.
In Table 1 we summarize the results about the identification of the MRIA
with the various methods discussed in this paper corresponding to special
choices of the parameters X0, Um and Zm.
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