Size effects in thin gold films: Discrimination between electron-surface and electron-grain boundary scattering by measuring the Hall effect at 4K Appl. Phys. Lett. 102, 051608 (2013) The relative contributions of various defects to the measured resistivity in nanocrystalline Cu were investigated, including a quantitative account of twin-boundary scattering. It has been difficult to quantitatively assess the impact twin boundary scattering has on the classical size effect of electrical resistivity, due to limitations in characterizing twin boundaries in nanocrystalline Cu. In this study, crystal orientation maps of nanocrystalline Cu films were obtained via precession-assisted electron diffraction in the transmission electron microscope. These orientation images were used to characterize grain boundaries and to measure the average grain size of a microstructure, with and without considering twin boundaries. The results of these studies indicate that the contribution from grain-boundary scattering is the dominant factor (as compared to surface scattering) leading to enhanced resistivity. The resistivity data can be well-described by the combined Fuchs-Sondheimer surface scattering model and Mayadas-Shatzkes grain-boundary scattering model using Matthiessen's rule with a surface specularity coefficient of p ¼ 0.48 and a grainboundary reflection coefficient of R ¼ 0.26.
I. INTRODUCTION
The resistivity of polycrystalline metallic thin films increases when film dimensions are of the order of the electron mean-free path, due to surface and grain-boundary scattering of electrons. This phenomenon, first observed by Thomson in 1901 , is known as the classical resistivity size effect. 1 Determining the relative contributions of surface and grain-boundary scattering toward this resistivity increase is an important step toward a quantitative understanding of the classical size effect. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] A commonly used description for the surface scattering contribution to the resistivity increase is the Fuchs-Sondheimer (FS) model. 18 In this model, the resistivity increase is a result of diffuse scattering of conduction electrons at the conductor's exterior surfaces with a probability of 1 À p, where p (0 p 1) is a specular scattering coefficient that is typically inferred from experimental data. An electron that scatters diffusely loses the additional momentum it has gained from the electric field and leaves the surface in a random direction. An electron that scatters specularly does not change its momentum in the plane parallel to the surface, which includes the direction of the electric field. Thus, specular scattering does not contribute to increased resistivity. The FS expression for the resistivity, q FS , of a thin film is 18 q FS ¼q i 1À 3 2k 
where k ¼ h/k, h is the film thickness, k is the temperaturedependent electron mean free path, and q i is the bulk resistivity of the metal. Thus, the resistivity increase predicted by this model is Dq FS ¼ q FS À q i .
To describe the contribution of grain-boundary scattering to the resistivity, the Mayadas-Shatzkes (MS) model is commonly employed. 19 This model assumes that grain boundaries are all either parallel or perpendicular to the direction of current flow, and that electrons incident upon the parallel a) Electronic mail: kb2612@columbia.edu grain boundaries are only specularly reflected, i.e., parallel grain boundaries have no role in the resistivity size effect. Each perpendicular grain boundary is treated as an internal surface, and when a conduction electron collides with the grain boundary, it has a probability of transmission or reflection that is quantified by a reflection coefficient, R. This coefficient takes values between zero and one and is commonly varied to fit experimental data. The resistivity of the film, q MS , is given by
where
and g is the average grain size. Using the MS model, the increase in resistivity due to grain-boundary scattering is Dq MS ¼ q MS À q i .
Recent studies by Sun et al. [11] [12] [13] on encapsulated polycrystalline Cu thin films have revealed grain-boundary scattering to be the dominant factor contributing to resistivity increases related to the classical size effect. These studies also show a weaker, but still significant, contribution from surface scattering. Furthermore, it is also observed that a simple summing of the FS model for surface scattering with the MS model for grain-boundary scattering provides the best quantitative description for the classical resistivity size effect in polycrystalline Cu films. For this combined FS þ MS model, Sun et al. 13 found p ¼ 0.52, and R ¼ 0.43. The conclusion reached by Sun et al. 13 that grainboundary scattering is the dominant scattering mechanism when compared with surface scattering was in agreement with earlier studies of the size effect in Cu films with wellcontrolled grain size and different thickness. 4, 5, 9 Brongersma et al. 4 reported a value of R ¼ 0.46, which also compares well with the value of R ¼ 0.43 reported by Sun et al. 13 It is also worth noting that the film resistivities reported by Sun et al. 13 were comparable to the lower resistivities of the electroplated Cu films rather than the higher resistivities of the self-ionized plasma-deposited Cu films reported by Brongersma et al. 4 Additionally, in a later study, Barmak et al. 15 showed that the values of p ¼ 0.52 and R ¼ 0.43 obtained by Sun et al. 13 could be used to satisfactorily describe the resistivity of Cu wires reported in a representative set of studies from 2002 to 2010, assuming that the impurity content and the grain size/width ratio were varied. This finding was qualified by the facts that, in several of the prior studies, the impurity content was not measured and was viewed as an adjustable variable, and that the grain size, if actually measured rather than assumed equal to the sample line width, was not measured for statistically significant populations of grains. In addition, prior studies did not make clear what measure of grain size was used, a point that will be discussed in more detail in Sec. III. Barmak et al. 15 and Sun et al. 13 used the same measures of goodness-of-fit in their respective studies, namely, the sum squared error (SSE) and the Bayesian information criterion (BIC) (described in later section), and in several cases, it was found that the fits to the reported data using the values of p and R of Sun et al. provided a better fit to the data than the values of p and R given in the original reports, even when the authors concluded that surface scattering was dominant. 14 One question that was not answered in the Sun et al. [11] [12] [13] analysis, however, was whether twin boundaries in Cu contribute significantly to the measured resistivity. Due to the difficulty of characterizing twin boundaries in Cu at the nanoscale, this contribution was ignored in these earlier studies. However, given the abundance of twin boundaries in Cu films and the lack of experimental data as to their role in electrical conduction, it is essential to determine their relative importance in electron scattering. Thus, the current work provides a quantitative assessment of the relative importance of dominant scattering mechanisms including the role of twin boundaries. Our report will describe the contributions of various extended defects to electron scattering in Cu, using a statistical analysis of resistivity models that goes well beyond the earlier work of Sun et al. [11] [12] [13] Twin boundaries, denoted as R3 boundaries in the coincident site lattice description of grain boundaries, 20 are special interfaces with a specific orientation relationship between the grains. In the angle-axis description, this orientation relationship is a rotation of 60 about the h111i crystallographic axis. A R3 boundary is classified as a coherent twin boundary if the boundary plane is {111}; otherwise, the boundary is referred to as an incoherent R3 boundary. (The designations "R3" and "twin" boundaries are used interchangeably in the remainder of the paper.)
With recent developments in automated electron diffraction analysis techniques for the transmission electron microscope (TEM), it is now possible to obtain high-spatial resolution crystal orientation images of nanocrystalline films and to identify the twin boundaries. [21] [22] [23] These highresolution maps are used in the present study to characterize grain boundaries in nanocrystalline Cu films that were previously reported by Sun et al. [11] [12] [13] Using these results, the resistivity results of Sun et al. 13 are reanalyzed to determine the relative contribution of surface and grain-boundary scattering, including contributions from R3 boundaries. It is shown that, in agreement with the work of Sun et al., [11] [12] [13] the relative contribution from grain-boundary scattering is predominant, and that the resistivity data is well described by the combined FS surface scattering model and MS grainboundary scattering model using Matthiessen's rule. However, a slightly lower surface specularity coefficient, p ¼ 0.48, and a significantly lower grain boundary reflection coefficient, R ¼ 0.26, results when taking all boundaries, including twin boundaries, into account.
II. EXPERIMENTAL METHODS

A. Thin film deposition and characterization
Detailed descriptions of the thin-film deposition technique, and thickness, grain structure, and resistivity characterization methods are available elsewhere. [11] [12] [13] Briefly, the Cu films were sputter-deposited on Si (100) substrates with a 150 nm thick layer of thermally grown SiO 2 and cooled to À40
C by contact with a liquid nitrogen cooled Cu plate. The Cu layer was DC-sputtered from a 99.9999% pure Cu target, and was encapsulated between an underlayer and an overlayer of SiO 2 or Ta/SiO 2 . The SiO 2 layer was 20 nm thick, whereas the Ta layer was 2 nm thick. The films encapsulated in SiO 2 were annealed in Ar þ 3% H 2 at ambient pressure at 150 or 600 C for 30 min, or at 400 C for 6 s using a halogen lamp (rapid thermal annealing). The films encapsulated in Ta/SiO 2 were annealed in Ar þ 3% H 2 at 600 C. The different annealing treatments were intended to obtain a range of grain sizes for a given film thickness. However, heavy voiding or agglomeration for the thinnest films, and the presence of multiple grains through thickness (rather than the columnar grain structure required for the resistivity analysis) for the thicker films limited the range of usable grain sizes for a given film thickness. Nevertheless, though the grain size and layer thickness could not be fully decoupled, the range of grain sizes achieved for a given film thickness and the measurement of grain size for statistically significant populations of grains (412-1518) for each film allowed quantitative assessment of the separate contributions of surface scattering and grain-boundary scattering to the observed resistivity increase. It is this capability that distinguishes the current work and the prior studies of Sun et al. [11] [12] [13] from other reports of the resistivity size effect in Cu.
The thickness of the films and the roughness of the Cu/ SiO 2 interfaces were measured using x-ray reflectivity experiments at the Stanford Synchrotron Radiation Lightsource. 13 The sheet resistance was measured at room temperature and 4.2 K using a dipping van der Pauw geometry four-point probe. 13 Plan-view TEM samples were prepared using a backetching technique, by thinning initially with a HF þ HNO 3 solution, and subsequently with a diluted HF solution. 24 Crystal orientation was mapped for two of the SiO 2 -encapsulated Cu thin films with thicknesses of 36.9 and 46.4 nm in a JEOL 2010F transmission electron microscope operating at 200 kV. ASTAR TM was employed for automated orientation imaging in the TEM. 25 Details of the orientation mapping are given elsewhere. 23 Briefly, in ASTAR, the electron optical system of the microscope is set up so that a small electron probe (here, approximately 5 nm in diameter) illuminates the specimen. As the nanosized beam is scanned over the specimen, the diffraction pattern is acquired from each point over a square scan area. The scanned area for the current studies was 1440 Â 1440 nm 2 in size. Orientation images from 20 and 14 such scan areas were acquired for the 46.4-and 36.9-nm thick Cu films, respectively, to ensure adequate statistical sampling of the microstructure. The electron beam was processed with a semiangle of 0.4 about the optical axis as it was scanned over the specimen to reduce strong dynamical effects in the electron diffraction data that were collected. 26, 27 The acquired diffraction patterns were indexed to determine the crystal orientation in an automated manner using a cross-correlation technique to find the best matching solution from a set of precalculated templates. Figure 1 shows a representative color-coded inverse pole figure map in the film normal direction from the Cu films.
B. Microstructural analysis
Further analysis of the orientation maps was carried out using the TSL TM OIM data analysis software to identify grains and the types of boundaries separating adjoining grains. 28 In particular, grains were identified using a grouping algorithm in which two neighboring points are considered to be part of the same grain if the disorientation angle (i.e., the minimum misorientation angle) between the two is less than 10 . 28 Boundary segments, generally referred to as reconstructed boundaries, separating adjoining grains were obtained by joining the triple junctions. Since grain boundaries are curved, multiple line segments were used to fit the grain boundary when the distance between the grain boundary and the line segment joining the triple junction was more than 4 pixels. The reconstructed boundary map corresponding to Fig. 1 is displayed in Fig. 2 , which shows coherent and incoherent R3 boundaries, as well as non-R3 boundaries. However, in determining the impact of twin boundaries on resistivity, no distinction was made between coherent and incoherent R3 boundaries, and boundary segments were simply categorized as either R3 or non-R3. [29] [30] [31] [32] [33] [34] Reconstructed grain-boundary maps from the two samples without twin boundaries were also extracted by excluding all boundaries within a tolerance of 5 of the R3 misorientation. These maps were used to obtain the grain size using Image J. 35 The edge grains were excluded in determining grain size.
For a collection of grains N grains, Sun et al. [11] [12] [13] used the equivalent circle diameter, D A , of mean area,
as the measure of grain size. [11] [12] [13] In the current study, the mean intercept length is described as L ¼ p
where A i (C i ) is the area (perimeter) of each of the grains in the aggregate. 36, 37 L was used because grain shapes are no longer equiaxed when twin boundaries are present and because twin boundaries do not always meet at triple junctions. 36, 38 (Note that the total circumference of grains is twice the boundary length since each boundary is measured separately for each of the two adjoining grains when using Image J.) Equation (2) was used to determine the mean intercept length for the Cu films reported by Sun et al. 13 This allowed a simple relationship to be derived between the two grain-size parameters, namely,
, where r 1 ¼ 0.76 6 0.02 and HCDF denotes the hollow-cone dark-field method of imaging in the scanning transmission electron microscope.
To assess the different methodologies for determining mean grain size, the equivalent circle diameters D R3x A (where R3x denotes the exclusion of twin boundaries) obtained from the orientation maps are given in Table I for the two films studied along with D HCDF A , the latter as reported by Sun et al. 13 It was found that, within the allowed variation on the mean grain size based on the population, the grain size values from the orientation maps, D It remains to obtain a measure of the average grain size (i.e., mean intercept length) that includes twin boundaries, L all (Fig. 3) . Given that
is therefore required. The relevant quantities, obtained from the reconstructed grain-boundary maps, are given in Table I for the mapped Cu films. Also given in Table I is the relevant ratio, r 2 , for the two samples measured. For the purposes of this work we calculate r 2 ¼ 0:63, which is an average of the values for the two microstruc- Fig. 3 .
C. Statistical analysis
Sun et al. 13 evaluated nine resistivity models to account for various combinations of roughness, and surface and grain-boundary scattering in analyzing the resistivity data of their 22 Cu films measured both at room temperature and at liquid helium temperature. Their models had between zero and three adjustable parameters. As increasing the number of adjustable parameters leads to lower errors and to improved goodness-of-fit, Sun et al. 13 used the BIC 39 in addition to SSE to compare the models and to select the model that best described the room-temperature and liquid helium temperature resistivities of their Cu films. The BIC incorporates a penalty term for an increased number of adjustable parameters, and is therefore a suitable criterion for comparing models with different numbers of adjustable parameters. The BIC they employed, with the assumption of normally distributed errors, was where L is the overall likelihood (i.e., the product of the likelihoods for each of the measurements), a is the number of adjustable or fitting parameters, n is the number of experimental measurements (n ¼ 44, 22 measurements at each of two temperatures for the work of Sun et al. 13 ), and
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For this formulation of the BIC, "good" models have negative BIC's and, the lower the BIC, the better the model. The magnitude of the difference between the BIC values of two models must be greater than two for one model to be considered a better predictor of the experimental behavior than another; otherwise, the distinction between the two models is not significant.
In the current work, in order to determine the optimal values of the adjustable parameter p, a forward modeling approach was employed to arrive at the global minimum of SSE that provided a more accurate result for the shallow minima in SSE than the fitting approach used by Sun et al. 13 As a result, the optimal values of the parameters differed in some cases from the values given by Sun et al. 13 These differences were, however, small, and do not affect the conclusions reached in Sun et al.
13
For the forward modeling approach, the values of p and R were varied in steps of 0.01 from 0.01 to 0.99 and the errors,
, were calculated for each of the 44 experimental resistivity results over the full grid of p and R.
The error values for the minimum SSE were used to determine the BIC using Eq. (4). As was the case in Sun et al., 13 the experimentally measured 40 resistivity of bulk Cu, q i , as a function of temperature was used throughout to calculate the temperature-dependent mean-free path (arising from phonon scattering) for the conduction electrons using the relationship: q i k ¼ 6.6 Â 10 À16 Xm 2 . The independent and coupled errors in p and R in the FS þ MS model were determined via the bootstrap resampling method of statistical analysis using 10 000 resamplings on the 44 squared error values to obtain the SSE at the 95% confidence level. 41 Briefly, in one resampling step employing this method, a new set of 44 squared error values is selected randomly, one at a time, from the original set and a new SSE is calculated using this new set. The resampling was repeated 10 000 times and the distribution of SSEs was plotted and the SSE at the 95th percentile was employed to determine the errors on p and R.
III. RESULTS AND DISCUSSION
The model parameters, the SSE, and the BIC values for the FS þ MS model are given in Table II Table   II shows that a SSE value of 0.48 is obtained for the FS þ MS model, whether twin boundaries are excluded 8 or not. The BIC values obtained for these cases are À66.2 and À66.5, respectively. These values are also essentially identical, irrespective of twin boundary inclusion. Using the forward modeling approach, the optimal values of p and R are, respectively, 0.55 and 0.43, excluding twin boundaries, and 0.48 and 0.26, including twin boundaries.
The independent and coupled ranges of error at 95% confidence on the SSE using the bootstrap method are given for p and R in Table III and plotted in Fig. 4 . As can be seen from the table and the figure, the error range for p is significantly larger than that for R. For the independent errors, the error range for p is 60.13, whereas for R it is 60.01 (60.02) when excluding (including) twin boundaries. When the coupled error is considered, the error ranges for both p and R increase up to as great as 0.32 for p and 0.04 for R. These error ranges and an examination of Fig. 4 indicate a shallow minimum along p, but a sharp minimum along R. We can now compare quantitatively the surface scattering coefficients for the two cases, excluding and including twin boundaries, using an average coupled error bar for p of 0.27 (see Table III ). Given the scattering coefficients 0.55 6 0.27 and 0.48 6 0.27 for the cases excluding and including twin boundaries, respectively, a t-test allows us to conclude that these two values are essentially the same at a level of significance of 0.05. This, in turn, implies that the surface scattering contribution to the resistivity increase is approximately the same for both cases. With regard to the grain-boundary scattering, using R ¼ 0.26, the contribution to the overall resistivity of the films is found to be 88%, on average. Therefore, we can conclude that, in agreement with Sun et al., 13 grain-boundary scattering is the dominant scattering mechanism affecting the resistivity of nanocrystalline Cu films with grain sizes and thicknesses that are approximately equal to or greater than the electron mean free path of Cu at room temperature.
The However, despite these favorable comparisons, there is one issue that is worth addressing, as noted in the Introduction. In most, if not all studies, except this work and that of Sun et al., 13 the grain size is either not measured and assumed equal to a sample structural dimension (e.g., film thickness or line width) or is not measured for statistically significant populations. Moreover, in cases where grain size is measured, it is unclear which measure of grain size is used. Beyond the measures indicated above, namely, D A and L, a third measure is the mean equivalent circle diameter, D, wherein the equivalent circle diameter is found for each grain, from which the mean diameter for the population of grains is obtained. Using these different measures, different values for R will be found.
To give a concrete example, Chen et al. 30 reported the resistivity of a series of ultrafine-grained and twinned Cu samples obtained by pulse electroplating. They found lower resistivity with increasing twin boundary content, and argued that the nature of grain boundaries (excluding twin boundaries) changed as the twin content increased. They reported values of R excluding twin boundaries of 0.23, 0.53, and 0.66 for three different samples having twin widths of 15, 35, and 90 nm, respectively. However, they did not note which measure of grain size was used. Sun et al. 13 reported a value of R ¼ 0.43, excluding twin boundaries, using an equivalent circle diameter of mean area. By contrast, if L is used, the result is R ¼ 0.36, whereas using D results in R ¼ 0.41 (excluding grain boundaries). It is noted that, irrespective of measure of grain size, the values obtained for R for the films of Sun et al. 13 are well within the range of 0.23-0.66 reported by Chen et al. 30 This discussion, however, underlines the need for explicit mention of the "measure of grain size" and the need to measure grain size for statistically significant populations in future studies of the resistivity size effect.
The last point warranting discussion is that Sun et al., 13 and therefore by extension the work reported here, found no difference in the surface specularity, p, between the Cu/SiO 2 and Cu/Ta interfaces. Other reports indicate that there should be a difference, an excellent example of which is the work of Rossnagel and Kuan. 6 In their work, deposition of Ta on pseudoepitaxial Cu deposited on (110) Si resulted in an increase in resistivity. However, once Ta was allowed to oxidize in air, the film resistivity reduced back to the value for an uncoated film. It is therefore entirely plausible that in the work of Sun et al. 13 the encapsulating Ta layers oxidized during film annealing, despite the use of a reducing Ar-H 2 ambient, resulting in indistinguishably different specularity parameters for Cu/SiO 2 and Cu/Ta interfaces.
IV. SUMMARY AND CONCLUSIONS
Crystal orientation maps in the transmission electron microscope were used to characterize grain boundaries in nanocrystalline Cu films. Using the crystal orientation maps, grain size was obtained as the mean intercept length, including twin boundaries. These grain size values were used to determine the relative contributions of surface scattering and grain-boundary scattering to the resistivity size effect observed in the films. It was shown that the contribution from grain-boundary scattering is the dominant factor (as compared to surface scattering) toward the resistivity increase. The resistivity data were well-described by the combined Fuchs-Sondheimer surface scattering model and Mayadas-Shatzkes grain-boundary scattering model using the Matthiessen's rule (FS þ MS) with a surface specularity coefficient p ¼ 0.48(þ0.32/À0.23) and a grain-boundary reflection coefficient R ¼ 0.26(þ0.03/À0.02) obtained by minimization of sum squared errors. The error ranges for p and R were obtained using the bootstrap resampling method. It was observed that the error range for p is significantly larger than that for R.
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