Introduction
Since beginning of the transformation process from centrally planned to market economies, Central Europe's transition countries have experienced relatively high inflation and marked real appreciation of their currencies. It has become something of a stylised fact coming under the heading of the Balassa-Samuelson hypothesis that these phenomena are in part a consequence of strong productivity growth in the traded sector. The occurrence of such price increases naturally has repercussions for monetary policy. As EU accession candidates need to achieve nominal convergence as defined in the Maastricht criteria, inflation differentials stemming from productivity growth differentials have potential political consequences. The Balassa-Samuelson effect in the transition countries has been examined in numerous studies.
1 As the sample data are limited to just over a decade of transition and as most useful time series are available only on an annual basis, studies typically use panel estimations for a large number of transition countries. Thus, a great degree of homogeneity across countries, ranging from the most advanced Central European countries to the CIS, had to be assumed in the investigations.
Here, we examine the empirical validity of the Balassa-Samuelson hypothesis using quarterly data for five advanced Central European countries: the Czech Republic, Hungary, Poland, Slovakia and Slovenia. Employing both time series and panel cointegration techniques, we allow for a high degree of heterogeneity across countries. In addition, we quantify the impact of the productivity growth differential on overall inflation and investigate the extent to which this accounts for the real appreciation of the exchange rate in each country. Although we establish the Balassa-Samuelson effect in every country, its importance is found to differ substantially. As regards EU accession and EMU run-up phase, we conclude that, despite marked productivity gains (especially in Hungary and Poland), the inflation differential associated with the Balassa-Samuelson effect is less of an issue than suggested in earlier research. Instead, we argue that stabilising the nominal exchange rate may be a more challenging task given liberalised capital accounts and large capital inflows.
In the next section, we present a brief exposition of the Balassa-Samuelson model. Section III describes our data set in detail and provides a preliminary data analysis. Section IV provides an overview of the time series and panel econometric techniques used in this paper. Section V presents the empirical results. In Section VI, we compute inflation rates and the real exchange rate appreciation consistent with the Balassa-Samuelson effect. Section VII discusses policy implications of our findings and Section VIII concludes.
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The model
The Balassa-Samuelson effect, often labelled as the productivity bias hypothesis, is based on the model of a small open economy with two sectors: a sector producing tradable goods and one producing non-tradable goods. The model rests on two assumptions. On one hand, capital is perfectly mobile both across countries and across the two sectors of the economy, which implies that the interest rate is set in world markets and thus exogenous. On the other hand, while labour is internationally immobile, it is assumed to be perfectly mobile domestically between the open and sheltered sectors. Nominal wages are determined in the tradables sector and, due to the wage equalisation process, hold for the entire economy. The supply side of the two sectors can be described with the aid of two different, constant returns to scale Cobb-Douglas production functions as:
In these equations, A 
where p NT and p T stand for prices of non-tradables and tradables. Perfect competition in the traded sector means that the prices of traded goods are exogenous. First-order conditions (FOC) in the tradables sector determine the capital-labour ratio, as capital is assumed to be fixed in the short term, and the nominal wage. Due to the wage equalisation process in the economy, the wage level is exogenous for the non-tradables sector. The FOC of the nontradables sector thus determine the capital-labour ratio in the non-tradables sector and the relative price of non-tradables. For this model, then, the relative price of non-tradables and tradables is fully determined by the supply side conditions. To establish the connection between changes in the relative price of non-tradables compared to that of tradables (relative prices) and the growth rate of productivity in the tradable sector relative to that in the non-tradable sector (dual productivity), equations (3) -(6) are totally differentiated and rearranged, leading to equation (7) 3 ( ) ( )
where circumflexes (ˆ) denote growth rates. Extending the model to a two-country framework and applying similar reasoning to the foreign country, equation (8) shows that the difference between relative prices at home and abroad (relative price differential) is determined by the difference between dual productivity at home and abroad (dual productivity differential). 
To derive the relationship between the increase in the relative price of non-tradables and changes in the CPI deflated real exchange rate, we first decompose overall inflation into price increases for tradables and non-tradables in equation (9), where α and (1-α) stand for shares of the open and sheltered sectors of the economy. We then substitute this into the definition of the real exchange rate in equation (10). Substituting equation (9) into equation (10) yields equation (11):
Real and nominal exchange rates are defined in domestic currency units per foreign currency. An increase (decrease) in the exchange rate reflects depreciation (appreciation) of the domestic currency. Assuming that α equals α* and that relative PPP holds for tradable goods, equation (11) can be further simplified to
Combining equations (7) and (12) provides the direct link between the dual productivity differential and the CPI-based real exchange rate.
Hence, to the extent that dual productivity at home exceeds that abroad, the domestic currency will appreciate in real terms.
Description of the data
We consider the Czech Republic, Hungary, Poland, Slovakia and Slovenia, using quarterly labour productivity data, the relative price of non-tradables and real exchange rates. The sample period is 1991:Q1 to 2001:Q2. All data are seasonally adjusted and transformed by taking natural logarithms. Germany, the United States and a synthetic basket based on German and US data serve as the foreign country in this paper. Weights for the basket are derived from the currency settlement in foreign trade in 1999.
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Average labour productivity is used as a proxy for the marginal total factor productivity suggested by the theoretical model. Productivity is computed as the index of industrial production divided by the index of employment in that sector. Industrial production and the employment series are issued from the monthly database of the WIIW on transition economies.
6 As data at quarterly frequency are unavailable for labour productivity in the sheltered sector, we set it to zero. This seems a reasonable hypothesis as long as the nontradable sector's productivity gains remain approximately equal across countries. The relative price of non-tradables is determined as changes in the price of services compared to the producer price index of final industrial goods. We assume services are the least likely to be traded, while industrial goods are likely to be traded and thus can be used as good proxies for non-tradable and tradables. The source of the price series is the OECD's MEI 7 and the WIIW monthly database. Nominal exchange rates are averages of average monthly rates vis-à-vis the German mark and the US dollar, and are obtained from the WIIW's database. They are expressed as domestic currency units per one foreign currency unit.
We conduct single-equation Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) unit root tests both in levels and first differences to determine the order of integration of the series. Employing the standard testing strategy described in Bourbonnais-Terassa (1998) , we first estimate the model including a trend and constant term, and then jointly test the null hypotheses of non-stationarity and the significance of the trend. If the tests reveal that the series is not trend-stationary, the model containing a constant is then estimated. When the series does not turn out to be stationary or non-stationary around a constant, the model without trend and constant is examined. The appropriate lag length is determined using the Schwarz information criterion. The results indicate that the variables are clearly I(1) processes. The exception is the Czech relative price of non-tradables compared to the US, as the PP test rejects the null of the unit root in level with a constant term.
Econometric techniques
Given the I(1) nature of the series, the cointegration analysis is employed to explore the long-run relationships developed in Section II. We then test the Balassa-Samuelson effect in two stages. In the first stage, we explore the internal transmission mechanism between dual productivity and relative prices according to equation (7). In the second stage, we investigate the external transmission mechanism of the Balassa-Samuelson effect in a two-country framework. We test to determine, in accordance with equation (8), if the dual productivity differential and the relative price differential are related. We also test to see if the relative price differential is linked to real exchange rate movements (equation 12). Finally, we examine whether changes in real exchange rates are driven exclusively by differences in relative price developments. The Balassa-Samuelson model rests on the assumption that the strong version of relative PPP holds for tradables, which implies stationarity of the PPIdeflated real exchange rate, so we also perform ADF and PP tests for stationarity of the PPI-based exchange rate. The above cointegration relationships are investigated using two types of cointegration techniques: the VAR-based multivariate cointegration methodology of Johansen (1988) developed for time series and the panel cointegration methodology proposed by Pedroni (1999 Pedroni ( , 2000 .
For the time series cointegration analysis, we first specify a bivariate Vector Error Correction Model (VECM) for the internal transmission mechanism. We aim at establishing one cointegration relationship of the dual productivity and relative prices. Subsequently, we proceed to testing of the external transmission mechanism. The latter is implemented by specifying a trivariate VECM including the dual productivity differential, the relative price differential and changes in the CPI-deflated real exchange rate. We seek to detect two long-term cointegrating vectors between the dual productivity differential and the relative price differential on the one hand, and between the relative price differential and changes in the CPI-deflated real exchange rate, on the other hand. 8 The presence of statistically significant cointegrating vectors in both cases would imply a long-run relationship between productivity and the CPI-based real exchange rate. This is the reason why we estimate this cointegration vector as well. If only one long-run relationship can be established, we go on to estimate a bivariate VECM for the relationship of the dual productivity differential and the relative price differential. In the case we are able to detect cointegration, we found the long-term relationship. Otherwise, we specify another bivariate VECM for the relative price differential and changes in the real exchange rate so as to obtain the cointegrating vector detected in the three-variable VECM.
To obtain robust estimates of the cointegrating vectors, we implement a number of specification tests. The lag lengths are determined to ensure no auto-correlation and normality for the residuals. Further, we implement likelihood ratio tests to determine the trend polynomial in the cointegrating vector. 9 The cointegration rank is determined using the Johansen cointegration test.
10 7KH VWDELOLW\ RI WKH FRLQWHJUDWLRQ UDQN DQG VSDFH DUH YHUified in line with suggestions in Hansen-Johansen (1993) . Roots of the model and the autocorrelation and normality of the residuals are examined using correlograms and performing the Jarque-Bera multivariate test on single-equation residuals and the residual vector.
Before turning to the panel cointegration technique, we ascertain that variables are I(1). To do this, we apply the panel unit root test proposed by Im, Pesaran and Shin (1997) . To test the null of a unit root, we rely on t-bar statistics using the mean of individual ADF statistics. The advantage of this test is that it allows for heterogeneity in the autoregressive coefficient across the countries of the panel. Consider the following equation assuming a trend and a constant term:
Thus, the null of + L = π for each i is tested against the alternative hypothesis of
As in the time series case, we start by investigating the internal transmission mechanism. While it is possible to test for the rank of cointegration in the time series context, the panel cointegration technique does not yet allow detecting the number of cointegrating vectors. For this reason, when investigating the Balassa-Samuelson effect in the two-country case, we have to proceed with pair-wise estimations between the dual productivity differential and the relative price differential and subsequently between the relative price differential and changes in the real exchange rate. If we find two cointegration relationships, we can establish the long-run relationship between the dual productivity differential and rate of growth of the real exchange rate as in the time series case.
Analogous to Engle and Granger, the Pedroni panel cointegration method tests the null of no cointegration against the alternative hypothesis of cointegration using the residuals obtained from the cointegrating regression: (2000) is employed. The lag length is allowed to differ across countries and is determined using the Newey-West method.
Empirical results
Before turning to the empirical results, the crucial assumption of wage equalisation between the tradable and non-tradable sectors needs to be verified. With regard to the dynamics of wage developments, relative wages (w NT -w T ) should be mean reverting, which implies that even if there is a gap in levels between nominal wages across sectors, this gap would be stable over time. We therefore checked to see if nominal wage increases in the 2,1 1 9 9 1 1 9 9 2 1 9 9 3 1 9 9 4 1 9 9 5 1 9 9 6 1 9 9 7 1 9 9 8 1 9 9 9 Finserv Hotel Total 2,1 1 9 9 1 1 9 9 2 1 9 9 3 1 9 9 4 1 9 9 5 1 9 9 6 1 9 9 7 1 9 9 8 1 9 9 9 Moreover, to reveal the dynamics on a more disaggregated level, we show the respective ratio for financial services and the hotel industry. In the case of Hungary and Poland (and possibly the Czech Republic), we encountered minor problems with wage equalisation, especially where wages in financial services to wages in industry were considered. However, based on the visual inspection of Figure 1 , our conclusion is that, on the whole, the ratio between nominal wages in different sectors of the economy remains rather stable over time.
We now turn to the results of the cointegration tests reported in Tables 1−5 and 7. The cointegration relationships are summarised in four vectors X1, X2, X3 and X4, where X1=[relative prices, dual productivity], X2=[relative price differential, dual productivity differential], X3=[the CPI-deflated real exchange rate, the relative price differential] and X4=[changes in the CPI-deflated real exchange rate, dual productivity differential]. Theory suggests that dual productivity and the dual productivity differential should be positively correlated with relative prices and the relative price differential. At the same time, we expect a rise (fall) in the relative price differential and in the dual productivity differential to bring about an appreciation (depreciation) of the CPI-based real exchange rate. Technically, the estimated coefficients of X1 and X2 in the time-series cointegration analysis should bear a negative sign while the estimates of β 1 for X3 and X4 should be positively signed. Concerning panel cointegration, the estimate of β 1 of the X1 and X2 vectors should enter with a positive sign. At the same time, the β 1 of X3 and X4 should be negative. Table 1 contains summary statistics for the Czech Republic. The cointegration tests reject the null of no cointegration for the internal linkage between dual productivity and relative prices. As can be seen from Table 1 , the estimate of the coefficient is significant and has the correct sign. The stability tests also reveal that this relationship is stable over WLPH DV LV VSDFH +RZHYHU WKH FRHIILFLHQW LV ORZHU WKDQ RQH LQGLFDWLQJ WKDW SURGXFWLYLW\ increases do not fully translate into increases in the relative price of non-tradables. Furthermore, we can establish statistically significant and correctly signed long-run relationships for the vectors X2, X3 and X4 when Germany and the trade-weighted basket are used as the benchmark. The estimated models are robust in terms of autocorrelation and nor-PDOLW\ +RZHYHU ZKLOH VSDFH VHHPV WR EH VWDEOH ZRUULHV DERXW WKH VWDELOLW\ RI WKH FRLntegration rank equal to 2 arise, especially in the case of the basket, where the cointegration rank becomes equal to 2 just at the very end of the period, casting doubt on the long-term connection between the relative price differential and the real exchange rate. The estimated coefficients suggest that increases in the relative price differential (X3) and the dual productivity differential (X4) are connected with a more than proportional appreciation of the real exchange rate. The results for the US as the foreign country clearly show that, even if we can find a long-run relationship between the dual productivity differential and the relative price differential, the tests fail to reject the null of one cointegration relationship against the alternative hypothesis of two cointegrating vectors. In addition, while the coef-ILFLHQW 1 is significant and has the appropriate sign, the X2 vector is found rather unstable during the period studied and the size of the estimated coefficient varies between models. Johansen(1996) ; * and ** indicate that H 0 is rejected at the 5% and 1% significance level, respectively;. the model tested for and the number of lags used in the model are in parenthesis below the Johansen statistics. Below β 1 values can be found the tstatistics of the CE in parenthesis. The asterisk above the 1 in column 5, (the beta to which the cointegrating vector is normalised) indicates that the variable is significant at the 5% level in another normalisation. As UHJDUGV WKH -DUTXH%HUD QRUPDOLW\ WHVW SYDOXHV DUH LQ SDUHQWKHVLV EHQHDWK 2 statistics and refer to skewness and kurtosis: normality is accepted when the p-value is higher than 0.05. When we could establish one cointegration relationship, only the corresponding cointegrating vector is reported (e.g. X2, while X3and X4 are not displayed in the table). RPrice and RER stand for the relative price differential and changes in the CPIdeflated real exchange rate, respectively.
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The Johansen test (Table 2) detects the presence of a cointegrating vector between the Hungarian dual productivity and Hungarian relative prices. This estimate, which is significant at the 5% level and has the correct negative sign, strongly corroborates the prediction of the theoretical model. The specification tests reveal the robustness of the model, as there is no problem in terms of auto-correlation, normality, stability of the cointegration rank or VSDFH ,Q WKH WZRFRXQWU\ IUDPHZRUN 7DEOH VKRZV WKDW D ORQJUXQ UHODWLRQVKLS FDQ EH established between the dual productivity differential and the relative price differential no matter what benchmark country is chosen. These results are also quite robust as they passed all specification tests. The coefficients of the X2 cointegration vectors are highly significant and enter with the appropriate negative sign. Again, we find that increases in the productivity in the traded sector do not fully translate into increases in the prices of +XQJDULDQ QRQWUDGDEOHV 7KH FRLQWHJUDWLRQ UDQN DQG VSDFH DUH IRXQG WR EH YHU\ VWDEOH DV the residuals satisfy the assumption of no auto-correlation and normal distribution. Even if normality is rejected at the 5% level for the two-variable model containing the dual productivity differential and the relative price differential with Germany as the foreign country, the cointegration vector is well specified in the three-variable VECM. We should emphasise here that, no matter which benchmark is chosen, the CPI-deflated real exchange rate does not seem to be related to either the relative price differential or the dual productivity differential. Table 3 shows a broadly similar picture in the case of Poland. We detect the presence of a long-run cointegration relationship for the internal transmission mechanism between dual productivity and relative prices. The determined coefficients are the lowest for the internal relationship among the investigated countries. The test results also provide clear empirical evidence for the existence of statistically significant and correctly signed cointegration relationships between the dual productivity differential and the relative price differential, on one hand, and between the relative price differential and the real exchange rate, on the other, when Germany is chosen as the foreign country. As might be expected, the dual productivity differential is cointegrated with the real exchange rate, which is consistent with the Balassa-Samuelson model. We note that productivity gains are accompanied by a disproportionate change in the real exchange rate. Nevertheless, these results suggest that while the dual productivity differential and the relative price differential of non-tradables appear to be connected in the long run when we consider either the basket or the US as the benchmark, movements in the relative price differential do not seem to be related to changes in the real exchange rate. It should be noted here that the VECM models specified for Polish data are extremely robust for several reasons. Most importantly, for each cointegration vector, the estimate of the coefficient is found to be always correctly signed and the t-statistics are comfortably large. Moreover, the results of the specification tests attest to the absence of auto-correlation and indicate that normality is not violated. Finally, stability WHVWV SHUIRUPHG RQ WKH FRLQWHJUDWLRQ UDQN DQG WKH VSDFH FOHDUO\ UHMHFW LQVWDELOLW\ IRU HYHU\ cointegration relationship. As reported in Table 4 , in terms of the number of the detected cointegration relationships, the time-series cointegration analysis for Slovakia yields similar results as for Hungary. The Johansen tests provide a clear rejection of the null of no cointegration at the 1% level for the internal relationship between dual productivity and relative prices. In addition, we establish long-run cointegrating relationships between the dual productivity differential and the relative price differential, irrespective of the benchmark country. The tests fail, however, to detect a long-term relationship between the relative price differential and the real exchange rate, vis-à-vis our three benchmarks. A quick glance at the results initially seems to suggest that the estimated coefficients of the X2 vectors are statistically significant at the 1% level and bear the correct negative sign, but Jarque-Bera normality tests reveal that normality is rejected for four out of seven models. Moreover, while autocorrelation is not present in the residuals, we are unable to find a lag length that ensured normal distribution for the error terms for the estimates against the basket, the US and for the internal relationship. We should also note that according to the stability tests, the coin-WHJUDWLRQ UDQNV ZH GHWHFWHG DQG VSDFH WXUQ RXW WR EH VWDEOH RYHU WLPH LQGHSHQGHQW RI WKH internal transmission mechanism. In the case of Slovenia (Table 5) , the cointegration tests produce a clear rejection of the null of no cointegration at the 5% level for Slovenian dual productivity and relative prices. Despite the significant, correctly signed coefficient of the productivity variable and evidence of the stability of the detected cointegration relationship, the violation of the normality assumption deserves comment. The latter clearly affects the robustness of the established long-run relationship. The empirical evidence in favour of the BalassaSamuelson effect is straightforward when Germany and the basket are taken as the benchmark; it is less clear when the US is considered as the foreign country. The results summarised in Table 5 uncover the presence of the cointegrating vectors X2, X3 and X4 for Germany and the trade-weighted basket. All estimated coefficients are significant and appropriately signed. The specification tests confirm the robustness of our estimates. Just as in the case of the four other transition countries, productivity and relative prices only seem to be related using US data, while tests fail to establish any meaningful linkage between relative prices and the real exchange rate. Finally, we construct a panel including the five transition economies for the period used in the time-series analysis. The motivation for using panel data is to increase the power of the cointegration tests. The first step in the analysis is to test for unit root. As the single ADF and PP tests previously indicated that 49 series out of 50 are I(1), it is not surprising that the Im-Pesaran-Shin panel unit root test assuming an intercept and trend and only a constant term seems to confirm that all series are I(1) processes. Table 6 gives the results of the Pedroni panel cointegration tests. We note all three types of group mean statistics, since they allow for maximum heterogeneity across countries and give no indication that the residuals' autoregressive coefficient should be the same for all countries. Results in Table  6 indicate that the panel cointegration technique allows detection of more cointegration relationships than single-country analysis. Thus, we are now able to reject the null hypothesis of no cointegration against the alternative hypothesis of the existence of a cointegrating relationship for the vectors X3 and X4 for all countries when Germany or the basket serve as benchmark, i.e. also in the cases where time-series analysis could not detect such relationships (Poland vis-à-vis the basket and for Hungary and Slovakia vis-à-vis Germany and the basket). The panel cointegration analysis seems to confirm the results of the Johansen tests in cases where the US was used as a benchmark country: the relative price differential and the real exchange rate are not cointegrated for any countries. We use the panel FMOLS estimator to obtain the estimates for the coefficients of the cointegrating relationships we detected with the panel cointegration tests. As shown in Table 7 , all coefficients are correctly signed. 14 For the Czech Republic, Hungary and Poland, each coefficient is similar to the value obtained from the time-series analysis and is significant at the 1% level. The case of Slovakia and Slovenia is somewhat puzzling in that the values of the coefficients are far lower than what we obtain from the Johansen tests. In DGGLWLRQ QRQH RI WKH FRHIILFLHQWV IRU ; LV VLJQLILFDQW IRU 6ORYDNLD DQG WKH HVWLPDWH RI 1 for the X3 against the basket is not significant for Slovenia. As mentioned above, the final step of our analysis is to test if the relative PPP holds for tradables and thus whether our results fully accord with the Balassa-Samuelson model. To this end, we conduct both single equation ADF and PP tests and the Im-Pesaran-Shin panel unit root test for the real exchange rate calculated using the industrial producer price index. Surprisingly, the null hypothesis of a unit root cannot be rejected at the conventional 5% level, irrespective of the type of the unit root test employed. The fact that the strong version of the relative PPP cannot be verified for tradable goods provides us with a valuable insight about real exchange rate behaviour − in addition to changes in relative prices playing a role in real exchange rate determination, movements in the prices of tradable goods also appear to influence the evolution of the CPI-based real exchange rate.
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Quantifying the linkage of productivity growth, inflation and appreciation of the real exchange rate So far we have concentrated on the question of whether changes in productivity, relative prices and the real exchange rate are connected via a cointegrating vector. In the following section, we calculate the contribution of the Balassa-Samuelson effect to the inflation differential and the appreciation of the real exchange rate. In other words, our aim here is to quantify the impact of productivity gains on inflation and the real exchange rate. We start by computing the inflation differential vis-à-vis Germany, assuming all five of these CEECs will eventually participate in the EMU. Meeting the Maastricht criterion on inflation implies that the inflation rate of an EMU aspirant will not exceed the average of the three lowest inflation rates of Euroland by more than 1.5% for at least one year before entering EMU. In this regard, Germany makes a good proxy for the inflation criterion thanks to its impressive inflation track record. Applying the theoretical assumptions presented in Section II, we derive the relationship between the dual productivity differential and the inflation differential between the home and the foreign country. Expressing the price of non-tradables in equation (7) and combining it with equation (9), we obtain the equation for overall inflation shown in equation (16):
The inflation differential between countries is then related to the dual productivity differential so that 
We next use equation (18) to determine the extent to which productivity is likely to affect the inflation differential
ZKHUH 1 is the estimated coefficient of the X2 vector. We use several methods to compute the inflation differential associated with the Balassa-Samuelson effect. We consider the productivity data used in the estimations, as well as the trend obtained by employing the Hodrick-Prescott filter on the series. 16 Next, the average yearly changes for three periods: the whole period and for two sub-periods, no-tably for 1991:Q1 to 1995:Q4 and 1996:Q1 to 2001:Q2 are determined for the two types of series. We also determine the average annual change in productivity for each year.
6XEVWLWXWLQJ WKHVH UHVXOWV LQWR HTXDWLRQ ZH ILUVW RQO\ FRQVLGHU WKH WHUP 17 in the equation and ignore the estimates of the coefficient issued from the cointegrating vec-WRU :H WKHQ HVWLPDWH WKH LQIODWLRQ GLIIHUHQWLDO XVLQJ ERWK DQG 1 . We use estimates of 1 coming both from the individual time-series analysis and the panel method.
Once we have quantified the inflation differential associated with the BalassaSamuelson effect, we next attempt to determine how much real appreciation can be explained by productivity gains. Here, we employ a slightly modified version of equation (13):
The procedure is similar to that described above with the difference that we use the esti-PDWH RI 1 of the cointegration vector X4. The real appreciation associated with the dual productivity differential is then compared to the observed appreciation of the CPI-deflated real exchange rate. The results are reported in Tables 8, 9 , 11 and 12.
Although results differ with regard to the countries and the time period studied (see Tables 8 and 9 ), the main features of the first results can be readily summarised. First, we observe sizeable productivity gains during the period studied − of the order of 2.7% to 3.6% for Hungary and 3.1% to 4.4% for Poland. Looking at the sub-periods suggests that the productivity growth relative to Germany has accelerated since the mid-1990, from 2.4% and 2.7% to as high as 5.5% and 5.8% for Hungary and Poland, respectively. As a result, in accordance with equation (18), the inflation differential vis-à-vis Germany due to the dual productivity differential amounts to between 2.2% and 3.1% for Hungary and 1.5% to 2.2% for Poland during the period 1991 to 2001. However, as productivity gains become greater over time, the inflation associated with the Balassa-Samuelson effect also rises to 4.3% or 4.6% in the case of Hungary, and 2.8% or 2.9% for Poland, depending on whether individual or panel estimates are used. Contrary to what we observe for the case of Hungary and Poland, the dual productivity differential compared to Germany is found to be slightly negative for Slovakia and Slovenia in the period 1991-2001. In the second half of that period, the dual productivity differential seems to accelerate in these countries taking positive values, but still averages below 1% a year. Table 8 shows the striking negative effect of productivity on inflation for the entire period and in the first half of the 1990s. With higher productivity growth after 1996, the inflation differential also becomes positive and ranges between 0.02% and 1.9% for Slovakia and between 0.6% and 2.1% for Slovenia. Note that the results differ substantially depending on whether panel or single-country estimates are used. On average, we can conclude that the dual-productivity-differentialdriven inflation is rather modest in these two countries. The Czech Republic's situation is somewhat different because its dual productivity differential has always exceeded Germany's, although to a lesser extent than for Hungary or Poland. Hence, the impact of the
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dual productivity differential on the inflation differential remains modest, ranging from 0.06% to 1.1%, depending on the period and the source of the coefficient estimates. As far as the relationship between the dual productivity differential and the appreciation of the real exchange rate is concerned, the picture is broadly similar to what we obtain by analysing the extent to which the dual productivity differential may affect the overall consumer price index. In the case of Hungary and Poland, the national currency has experienced a real appreciation of 2.4%−3.2% and 4.3%−4.8%, respectively, for the whole period. As in the case of the dual productivity differential, real appreciation was higher in the second sub-period. Assessing the result obtained in accordance with equation (19), we ob-VHUYH WKDW ZLWK DQG ZLWKRXW 1 , the observed real appreciation of the home currency is strongly related to the Balassa-Samuelson effect. Of the countries examined, Slovenia's currency had the lowest observed real appreciation − regardless of the period considered or the data used. This may be associated with the moderate fall in dual productivity during the period 1991−2001 and 1991−1995. The second sub-period provides evidence in favour of productivity-backed real appreciation, since the approximately 1.7% to 2.0% appreciation in real terms was accompanied by productivity gains exceeding German productivity growth by 0.6%−0.9%. Although Table 8 shows a large average yearly real appreciation of around 5% for both the Czech Republic and Slovakia, productivity progress remains quite low, and thus the associated real appreciation is also insignificant.
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Using weights based on national accounts as is usual practice, we assumed so far that the non-tradables' share in the CPI basket is equal to that in the GDP deflator. The examination of the officially published Czech and Hungarian consumer price basket reveals a strikingly different picture − non-tradables represent a mere 32.7% of the Czech basket between 1994 and 2000! Similarly, the average share of non-tradables was as low as 35% in Hungary over the period of 1993 to 2000, 33.9% for Slovakia for the period of 1997 to 1999 and 41% for Poland in 2000.
19 Using these weights, we proceed to recalculate the contribution of the dual productivity differential to the inflation differential and the real appreciation of the home currency. Tables 11 and 12 summarise the new results. The conclusion for the Czech Republic, Slovakia and Slovenia shows little change. The inflation differential vis-à-vis Germany due to the dual productivity differential remains quite low. More importantly, we see a dramatic decrease in the inflation differential attributable to the Balassa-Samuelson effect for Hungary and Poland. Figures drop under the critical value of 1.5% in the periods 1991−1995 and 1991−2001 . Examining the second period 1996−2001 yields figures for the inflation differential slightly above 1.5%. 18 We also report results for the whole panel where possible. Although it is enticing to reason in terms of a panel of countries, we refrain for two reasons. First, in panel estimations, the same weight is attributed to every country. It is clear that Poland and Slovenia should not be treated with the same weights. Second, as the reported results make it clear, the countries are rather heterogeneous and therefore the same estimated coefficient should not be applied to all of them. 19 As we lack data on Slovenia, we assume the average weight of the other countries. We also note that the share of regulated prices in the CPI remains high, even if it has generally declined over the past decade. During the period 1991−1999, administered prices represented, on average, 15-20% of the CPI basket (see Table 10 ). Typically, administered prices apply extensively to services. At stake here is the transmission between productivity growth and inflation. Consequently, the share of market-based services in the CPI, which provides the pass-through from productivity growth to overall inflation, is in fact lower that suggested above and may in fact drop below 30%. Hence, the figures presented in Table 11 and 12 should be revised downwards. The point here is that increases in administered prices likely exacerbate the increase in the relative price of non-tradables. Thus, there is a danger that the impact of non-tradables inflation on overall inflation may be wrongly interpreted as productivity growth. Based on Szapáry (2000), a growing body of literature calls for modifying the Maastricht inflation criterion since advanced transition countries will be unable to satisfy the criterion on price stability due to of the Balassa-Samuelson effect. 21 Our results, conversely, provide hope that even Poland and Hungary will meet the Maastricht criterion on price stability because the structural inflation differential explained by the Balassa-Samuelson effect does not present an insurmountable obstacle for these two countries. Both can bring their inflation into line with the Maastricht criterion on price stability. That said, as these economies catch up in terms of per capita GDP, consumption is likely to shift towards non-tradables. This shift will be explicit when the composition of the CPI is modified to give more weight to non-tradable items. An automatic consequence of this change will be the increased impact of the dual productivity differential on the overall inflation differential vis-à-vis the rest of the world. Of course, playing catching-up in terms of productivity is a game with diminishing returns: the closer a country approaches the targeted EU average productivity level, the lower the dual productivity differential. Indeed, in the long term, lower dual productivity could counterbalance the evolution of CPI weights in favour of non-tradables. Next, we study the real appreciation associated with productivity gains. Results for the Czech Republic, Slovakia and Slovenia support the view that the appreciation of the real exchange rate referred to as sustainable in terms of the Balassa-Samuelson effect was essentially zero (or negative in the case of Slovenia during the first half of the 1990s). This finding may be somewhat embarrassing for the Czech Republic and Slovakia given that their currency appreciated at an annual pace of 4.5−6.8% and 4.1−4.9% during the whole period and the two sub-periods. For Slovenia, the observed real appreciation of the tolar vis-à-vis the German mark is low indeed, ranging from -1.02% to 2.1%, as can be seen in Table 12 . Table 12 provides an interesting insight as to the nature of the real appreciation in Hungary and Poland. Despite dual productivity differentials as high as 4−5%, the appreciation of the real exchange rate justified by the Balassa-Samuelson effect shrinks to just 1% in Hungary and 2% in Poland. This in turn means that only a fraction of the observed real appreciation of the Hungarian forint can be explained by the Balassa-Samuelson effect. An exception is the period 1991−1995, when real appreciation was also limited. Approximately half of the de facto appreciation of Poland's real exchange rate can be attributed to the Balassa-Samuelson effect. At least part of the reason for this is the poorly working transmission mechanism based on relative prices that connects the dual productivity differential to changes in the real exchange rate. The results for Hungary are somewhat lower than those of Simon and Kovács (1998) , who estimated productivity-backed real appreciation between 1% and 3%. Our results also contrast with those of Rother (2000) who argues that 2.6% of Slovenian inflation is due to the dual productivity differential in the period 1993−1998. Moreover, according to Rother (2000) , the dual productivity differential fully account for the long-term real appreciation of the Slovenian currency for the same period. According to the estimations of Golinelli and Orsi (2001) , the contribution of the Balassa-Samuelson effect to inflation is 4.3%, 2.1% and 5.1% for the Czech Republic, Hungary and Poland when the euro zone is taken as a benchmark over the period of 1991 to 2000. Sinn and Reutter (2001) calculate the excess inflation relative to Germany that can be attributed to the dual productivity differential as high as 2.88%, 3.38%, 4.16% and 6.86% for the Czech Republic, Slovenia, Poland and Hungary, respectively. 22 Using panel data, De Broeck and Sløk (2001) conclude that the Balassa-Samuelson effect accounted for an average 1% of inflation in 1999. 23 In a recent panel study, Halpern and Wyplosz (2001) determine that, on average, the "equilibrium" real appreciation is around 3% per annum.
24 Coricelli and Jazbec (2001) 25 suggest sustainable real appreciation to be about 1% a year.
26
Again, our results contrast with the results of previous studies, and indicate meeting the Maastricht criterion on inflation may not be a problem, even for Hungary or Poland. On the other hand, we also can also infer that the currencies of the transition countries discussed may have also experienced excessive appreciation of their real exchange rates the past ten years.
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Looking behind the scenes A. While the Balassa-Samuelson effect seems to be at work … Summarising the results of our estimations, we conclude first and foremost that our empirical results support the view that relative price developments are related to relative productivity developments in all countries. In other words, we find cointegration relationships for the internal transmission mechanism for all countries, both in the time series and the panel estimations.
22 They consider different periods for these countries: e.g. 1984 for Germany, 1994 for Hungary and Poland, 1995 Second, the extent to which productivity increases in the tradables sector are translated into price increases of non-tradables sector varies among countries, as do productivity advances.
Third, regarding real exchange rate developments and the dual productivity differential vis-à-vis Germany as the benchmark country, stable cointegration relationships could be established only for some countries when using time series techniques, but for all countries within the panel estimation. In contrast, the real exchange rate in relation to the US dollar did not appear to be driven by productivity developments.
Fourth, in those cases where cointegration relationships between the dual productivity differential and the relative price differential, on one hand, and movements in the real exchange rate, on the other, could be established, we found that the extent to which the real appreciation of the currencies is connected to productivity increases varies among countries. In Slovenia and Slovakia these coefficients were to close to 3, a bit over 1 for the Czech Republic and Poland, and close to 0.5 in the case of Hungary (panel estimation).
When quantifying the inflation differential and real exchange rate appreciation associated with dual productivity differentials, once again, we find that these differ considerably among countries. While virtually nonexistent in the case of Slovenia and Slovakia (if the whole period is examined), Hungary and Poland show productivity differentials that could justify inflation differentials of up to 4% when we use weights obtained from national accounts for non-tradables. In practice, of course, weights derived from the national accounts and used in the CPI differ considerably. However, weights employed for non-tradables are much lower in the CPI. As a result, even for Poland and Hungary, the appreciation of the real exchange rate against the German mark may be just partly brought about the dual productivity differential as productivity-driven inflation (equation (18)) is considerably lower.
As a consequence, when comparing the observed real appreciation of the currencies with that explained by productivity developments, we conclude that, for each country, the observed real appreciation markedly exceeds that suggested by the Balassa-Samuelson theory. Thus, while productivity differentials exist, we cannot unequivocally support the notion that relative price developments − and specifically real exchange rate developments − are exclusively dominated by these productivity gains. The Balassa-Samuelson theory does not explain the real exchange rate developments in the countries studied here and suggests that the currency of the countries under consideration might have experienced excessive real appreciation over the last ten years.
B. … it does not fully explain movements in real exchange rates
Relative PPP has long been a yardstick for policy purposes as regards real exchange rate movements. Since Balassa and Samuelson, however, we have come to understand that developing countries in the catch-up process may experience a trend appreciation of their CPI-based real exchange rate. Although relative PPP holds for tradable goods, there seems to be a significant gap between price inflation of non-tradables in favour of the developing countries that leads to higher overall inflation. If we assume nominal exchange rate stability, this will bring about real appreciation. In addition to the Balassa-Samuelson effect and correction of any excessive devaluation at the start of transition (Halpern and Wyplosz, 1997) , we can identify a number of factors that may exacerbate the Balassa-Samuelson effect by contributing to the trend appreciation of the real exchange rate.
First, we can observe a trend appreciation in the real exchange rate of tradables, albeit to a lesser extent than in the case of the CPI-deflated real exchange rate. As the export structure of these countries changes, with agricultural products losing weight and machinery and higher value-added goods gaining importance, the terms of trade shift dramatically. This phenomenon is echoed in the experience of Asian countries also engaged in the catchup process. 27 Second, the price of non-tradable items increases not only due to the wage increases transmitted from the tradable sector, but also because of higher demand for services as real incomes rise. Further, the correction of relative prices implies that prices of highly subsidised goods have to increase no matter whether productivity rises. External trade liberalisation and market determination of prices has consequences for both the efficiency of factor allocation and thus supply, and for price developments. Domestic producers of tradable goods need to set prices in accordance with world market developments, while the ability of producers of non-tradables to charge high mark-ups should be reduced when market entry is liberalised and supply is widened. However, it has been noticed that the large investments needed for upgrading the capital stock could increase the price of the corresponding non-tradables (Coorey et al., 1997) .
The third reason is related to the nominal exchange rate and the ability of the countries to raise credits and attract foreign investment. In the early stage of the transition, inherited debts and balance of payments problems, as well as the high risk associated with investment in unstable environments reduces access to foreign capital and imposes high-risk premia. While direct investments were generally possible from the start of the reform process (and in some countries part of the privatisation strategy), capital account transactions remained regulated for years. Eventually, as establishing full convertibility of the currencies was part of the reform programs, restrictions were gradually reduced. This induced strong capital inflows, due to e.g. privatisation and more stable macroeconomic environments. Not surprisingly, higher capital inflows led to real appreciation, either directly through the nominal exchange rate, or indirectly through higher money supply. The real appreciation connected to capital inflows can be interpreted as increases in the equilibrium exchange rate where the growth performance of the economy secures that the repayment of these debts will not require adjustments in the real exchange rate. However, it can turn out that expected growth rates will not materialise and adjustments in the real exchange rate will be needed. To this day, it remains a challenge to assess the extent to which the appreciation of a currency due to capital inflows can be regarded as equilibrium appreciation.
C. The role of the exchange rate regime
Real exchange rate developments have also been influenced by the exchange rate regime. Clearly, if a fixed exchange rate is adopted, adjustment after shocks will require changes in price levels. Flexible exchange rates, however, do not prevent deviations from the equilibrium real exchange rate. The short event horizon on which most capital transactions are conducted mean that real exchange rates can be driven by nominal exchange rate development.
As seen earlier in the case of Hungary and Poland, de facto real appreciation may be partly explained by productivity gains, at least over the long run. One reason for this is that the early implementation of reforms resulted in rapid economic restructuring and productivity gains (Figure 2) . Moreover, both Hungary and Poland implemented crawling peg exchange rate regimes. In this system, the authorities determined the rate of crawl by ex-plicitly taking into account the expected productivity growth of the traded sector. As a consequence, the real exchange rate appreciated in tandem with the dual productivity differential.
In Poland, increasing convertibility of capital transactions required an early widening of the band. With the nominal exchange rate increasingly driven by capital movements, the Polish zloty experienced a huge real appreciation towards the end of the 1990s. Similarly, the widening of the band of the forint in early 2001 combined with the progressive abolition of capital controls in the second half of the 1990s drove nominal (and real) appreciation of the forint. Thus, the link between productivity and real exchange rate is likely to loosen in the future.
In contrast to Hungary and Poland, the nominal depreciation of the Czech and the Slovak currencies has been relatively low 28 given that their exchange rate policy has long consisted in pegging the currency to a basket based upon the German mark and the US dollar with virtually no devaluation until the end of the system in 1997 and 1998, respectively. Even if annual inflation was quickly brought down into single-digit territory, the inflation differential vis-à-vis the rest of the world coupled with the hard peg remained high enough to bring about substantial real appreciations. Simultaneously, both countries tended to drag their feet when it came to efficient firm-level restructuring, The result was sluggish progress in productivity (Figure 2 ). In the late 1990s, the privatisation process based on direct sales to domestic and foreign investors moved into high gear, attracting sizeable capital inflows and subsequent appreciation of the nominal exchange rate. As a consequence, throughout the period under investigation, real appreciation has occurred in tandem with a low dual productivity differential as compared to Germany and the US.
Slovenia is the special case in this regard. Although its economic reforms have also been slowly implemented, the clever use of macroeconomic policy made it possible for Slovenia to counterbalance the effects of slow reforms. 29 As shown in Figure 2 , the Slovenian dual productivity differential relative to Germany has been far lower than Poland's or Hungary's. At the same time, despite the officially declared floating exchange rate regime, the Bank of Slovenia intervened actively in the foreign exchange market against the German mark in a context of low capital mobility. Thus, the exchange rate behaved like a crawling peg as the nominal exchange rate held to a continuously depreciating path. The appreciation of the tolar in real terms is far less that what we saw in the Czech and Slovakian cases. 8
Concluding remarks
These results are relevant to current discussions on EU accession and the requirement that aspirants meet the Maastricht criteria for joining the euro area. A number of papers have recently argued the impossibility of countries experiencing high dual productivity differential simultaneously achieving low inflation and a stable exchange rate. The remedy prescribed by these authors is a relaxation of price stability criterion. In this paper, we found that achieving low inflation rates may be less of a problem than earlier suggested. The dual productivity differential has actually been low in the Czech Republic, Slovakia and Slovenia, implying low structural inflation. Moreover, while the dual productivity differential is substantial in Hungary and Poland, productivity increases do not fully translate into price increases in these countries due to the composition of the CPI index. Consequently, real exchange rate movements can just partly be explained by productivity developments. As a model for equilibrium real exchange rate determination, the Balassa-Samuelson effect suggests the equilibrium real appreciation during the period studied may actually have been close to zero in the cases of the Czech Republic, Slovakia and Slovenia, and around 1% and 3% for Hungary and Poland, respectively. Compared with the observed real appreciation, especially the Czech and the Slovak corunas and to a lesser extent the Polish zloty and the Hungarian forint appear to have experienced excessive appreciation in real terms. However, it must be stressed that the "true" excessive appreciation of the real exchange rate may be less detected by the Balassa-Samuelson model as factors such as the trend appreciation of the tradable-good-based real exchange rate associated with a shift towards technology-intensive exports and long-term demand-side relative price adjustments related to the catch-up process in terms of per capita GDP also affect the path of the equilibrium real exchange rate.
It is worth noting that as capital movements are fully liberalised and the countries are moving towards more exchange rate flexibility, changes in the nominal exchange rate will presumably play an increased role in real exchange rate determination. If these countries continue to receive large capital inflows, the nominal exchange rate will be subject to continuous upward pressure and thus provoke the real exchange rate to appreciate to unsustainable levels.
