Abstract. We present a novel end-to-end visual odometry architecture with guided feature selection based on deep convolutional recurrent neural networks. Different from current monocular visual odometry methods, our approach is established on the intuition that features contribute discriminately to different motion patterns. Specifically, we propose a dual-branch recurrent network to learn the rotation and translation separately by leveraging current Convolutional Neural Network (CNN) for feature representation and Recurrent Neural Network (RNN) for image sequence reasoning. To enhance the ability of feature selection, we further introduce an effective context-aware guidance mechanism to force each branch to distill related information for specific motion pattern explicitly. Experiments demonstrate that on the prevalent KITTI and ICL NUIM benchmarks, our method outperforms current state-of-theart model-and learning-based methods for both decoupled and joint camera pose recovery.
Introduction
Visual Odometry (VO) and Visual Simultaneous Localization and Mapping (V-SLAM) estimate camera poses from image sequences by exploiting the consistency between neighboring frames. As an essential task in computer vision, VO has been widely used in autonomous driving, robotics and augmented reality. Features play a key role in building consistency across images, and have been widely used in current VO/SLAM algorithms [10, 26, 28] . Despite the success of 
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these methods, they ignore the discriminative contributions of features to different motions. However, if specific motions, especially rotations and translations, can be recovered by related features, the problems of scale-drifting and error accumulation in VO can be mitigated.
Unfortunately, how to detect appropriate features for recovering specific motions remains a challenging problem. Handcrafted feature descriptors such as SIFT [24] ORB [31] , etc. are designed for general visual tasks, lacking the response to motions. Instead, geometry priors such as vanishing points [21] , planar structures [19, 32] , and depth of pixels [17, 30, 33] are used in VO algorithms for camera pose decoupling. These methods provide promising performance in certain environments. However, they have limited generalization ability and may suffer from noisy input.
Rather than handcrafted features, Convolutional Neural Networks (CNNs) are able to extract deep features, which can encode high level priors and can be fed into Recurrent Neural Networks (RNNs) for end-to-end image sequences modeling and camera motion estimation. A few methods based on regular Long Short-Term Memory (LSTM) [14] have been proposed for camera motion recovery, such as DeepVO [35] and ESP-VO [36] . While achieving promising performances, they did not take into account the different responses of visual cues to motions, thus may output trajectories with large error.
In this paper, we aim to explore the possibility to select features with high discriminative ability for specific motions. Therefore, we can relax the assumptions of scenes required in previous works. We present a novel context-aware recurrent network that learns decoupled camera poses using selected features, as shown in Fig. 1 . The main contributions include:
-We propose a dual-branch recurrent network with convolutional structure underneath for decoupled camera pose estimation, enabling the model to learn different motion patterns via specific features. -We incorporate a context-aware feature selection mechanism to steer the network explicitly for distilling motion-sensitive information for each branch, using previous output as guidance spatially and temporally. -Our experiments on the public benchmarks show that the proposed approach outperforms state-of-the-art VO methods for both joint and decoupled camera pose prediction.
The rest of this paper is organized as follows. In § 2, related works on monocular VO and context-aware learning strategy are discussed. In § 3, we introduce the architecture of our Guided Feature Selection for Deep Visual Odometry. The performance of the proposed approach is compared with other state-of-the-art methods in § 4. We conclude the paper in § 5.
Related Work

Visual Odometry Based on Joint Pose Estimation
Traditionally, VO algorithms can be roughly categorized into feature-based and direct methods. Feature-based approaches establish correspondences across im-
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1. An overview of our architecture. Rotation and translation are estimated separately in a dual-branch recurrent network. The specific motions are calculated using corresponding features selected with the guidance of previous output.
ages via keypoints. VISO2 [10] utilizes circle matching between consecutive frames to realize an efficient monocular VO system. Since outliers and noises are unavoidable, all VO algorithms suffer from scale-drift and error accumulation. The problems can be partially solved in SLAM algorithms such as ORB-SLAM [26] by introducing pose graph optimization. Feature-based methods suffer from heavy time cost for feature extraction, and can fail in environments with limited texture information. Direct methods [7, 8] recover poses by directly minimizing photometric error. These methods do not require expensive feature extraction, yet are sensitive to illumination variations. DSO [7] alleviates this problem by integrating a full photometric calibration. Up to now, both featurebased and direct methods are designed for static scenes and may face problems encountering dynamic objects. Moreover, absolute scale cannot be recovered in these methods without auxiliary information. Recently, due to the advances of deep learning for computer vision tasks, CNNs and RNNs have been utilized for pose estimation. DeMoN [34] estimates depth and motion from two consecutive images captured by monocular cameras. SfmLearner [43] and its successors [22, 38] recover depth of scenes and ego-motions from unlabeled sequences with view synthesis as supervisory signal. DeepVO [35] learns camera poses from image sequences by combining CNNs and RNNs. It feeds 1D vectors learned by an encoder into a two-layer regular LSTM to predict motion of each frame and builds the loss function over the absolute joint poses at each time step. ESP-VO [36] extends DeepVO by inferring poses and uncertainties directly in a unified framework. VINet [4] fuses visual and inertial information in an intermediate representation level to eliminate manual synchronizations and performs sequence-to-sequence learning.
The methods above, however, consider measly the response of visual cues to different motion types. Besides, spatial connection is ignored in approaches based on regular RNNs, such as DeepVO and ESP-VO.
Visual Odometry Based on Decoupled Pose Estimation
Generally, instead of sharing the same features with translation, rotation can be recovered via geometric priors of certain scenes. Vanishing point [16, 21] and planar structure [18, 19, 32, 44] are two kinds of frequently-used visual cues. [18, 32, 44] decouple the rotation and translation to estimate orientation by tracking Manhattan frames. [19] extends to compute translational motion in VO system by minimizing de-rotated reprojection error given the rotation. [1] exploits vanishing points to recover the absolute attitude, and uses a 2-point algorithm to estimate translation for catadioptric vision. [17, 33] select features for specific motion estimation according to depth values, since points at infinity are hardly influenced by translation, and hence are appropriate to estimate orientation. The strategy is also adopted in stereo SLAM systems [26] .
Methods relying on Manhattan World assumption or depth of features achieve promising results in limited scenes but at a cost of reduced generalization and heavy noise. Instead, our method partially solves these problems by leveraging CNNs to extract features explicitly, and effectively.
Context-Aware Learning Mechanism
Contextual information is helpful in improving the performance of networks. It has been widely utilized in many computer vision tasks. Specifically, TRACA [3] uses the context of coarse category of tracking targets and proposes multiple expert auto-encoders to construct context-aware correlation filter for real-time tracking. PiCANet [23] learns to selectively attend informative context locations for each pixel to generate contextual attention maps. EncNet [41] uses the semantic context to selectively highlight the class-dependent feature-maps for semantic segmentation. CEN [25] defines the context as attributes assigned to each image and model the bias for image embeddings.
Our model benefits from the small motion between two consecutive views in an image sequence and exploits context i.e. continuity of neighboring frames in content and motion, to infer camera poses in a guided manner.
Guided Feature Selection for Deep Visual Odometry
In this section, we introduce our framework ( Fig. 1 ) in detail. First, the model encodes RGB images to high-level features in § 3.1. Then, a context-aware motion guidance is adopted to recalibrate these features in § 3.2. After that, the feature-maps are fed into two branches for learning rotation and translation in 
Feature Extraction
We harness the CNN to learn feature representation. Recently, plenty of excellent deep neural networks have been developed to deal with computer vision tasks such as classification [15] , objection detection [12] , semantic segmentation [2] by focusing on appearance and content of images. The VO task, however, depends on geometrical information in input sequences. By taking the efficiency of transfer learning [39] into consideration, we build the encoder based on Flownet [6] proposed for optical flow estimation. We retain the first 9 convolutional layers, as [35, 36] , encoding a pair of images into a 1024-channel stacked 2D featuremaps. The process can be described as
where I t−1 , I t are consecutive frames.
H×W ×C is the extracted features with channel C and size H × W . F maps raw images to highlevel abstract 3D tensors through parameters θ F . Different from DeepVO [35] and ESP-VO [36] , we keep the structure of feature-maps for retaining the spatial formulation rather than compressing features into 1D vectors.
Dual-Branch Recurrent Network for Motion Separation
VO algorithms aim to recover camera poses from image sequences by leveraging the overlap between two or several consecutive frames. It's reasonable to model the sequences via LSTM [14] , a variation of RNN. In this case, the feature flow passing through recurrent units, carries rich accumulated information from previous observations to infer current output. Unfortunately, standard units of LSTM utilized by DeepVO [35] and ESP-VO [36] requires 1D vector as input, and thus break the spatial structure of features. We rather adopt ConvLSTM [37] , an extended LSTM unit with convolution embedded preserving more detailed visual cues to form a two-branch recurrent model. Since gates in ConvLSTM unit such as output gate, input gate, forget gate can be thought intuitively as regulators of the flow of values going through the connections, features are filtrated and reorganized to fit relevant motions. The process can be controlled by
where X t , O t and H t denote the input, output and hidden state at current time point, respectively. H t−1 is the previous hidden state. Note that X t , O t are both 3D tensors, so are the hidden states H t , H t−1 . U plays the role of recurrent units of ConvLSTM [37] with θ U representing its parameters.
We create a two-branch recurrent model for decoupled motion prediction, enabling each branch to control corresponding feature flow for one type of motion. In general, a vanilla model feeds extracted features X t into each branch directly, using the recurrent units for information selection, as show in Fig. 2(a) . The unit, however, may be inefficient in feature selection due to finite capacity. Amount of redundant information may ulteriorly aggravates the situation, and hence degrades the accuracy.
Intuitively, previous output contains valuable visual cues for corresponding motion estimation, and thus can serve as a supervisor. In our model, raw featuremaps X t are reconsidered before fed into each branch as depicted in Fig. 2(b) . Thereby, each motion pattern can be learned from most related features, as discussed in § 3.3. The process can be described as is the previous hidden state for the motion branch. Here, motion indicates rotation and translation specifically in our work. Obviously, the model is flexible to accept various motion patterns according to tasks.
Guided Feature Selection
To achieve the purpose of generating related information for each branch, our approach benefits from small motion between neighboring views by incorporating a guidance module to selectively distill features for current pose inference adaptively as
t−1 1 × 1 × 1 × 1 × Fig. 3 . SENet-like guidance module. Encoded features are scaled along channel dimension according to only previous output without the participation of current input.
Here, G is a function that maps features X t to motion-sensitive tensors X . θ G denotes the weights of G. We introduce two strategies for context-aware guidance considering the connections in temporal and spatial domain. The first one is a SENet-like guidance, and the second one is a correlation-based guidance.
SENet-like guidance. Inspired by the work of SENet [15] , in which a Squeeze-and-Extinction block is implemented to self-recalibrate channel-wise feature responses. Rather than self-adjusting the weights, we focus on the relationship in temporal domain. The previous output is first passed through a global average pooling (GAP) layer to yield a channel-wise descriptor. Two Fully-Connected (FC) layers are followed to learn inner channel dependence and produce scale values. Then, a sigmoid layer normalizes these values to [0, 1]. The final output is obtained by rescaling features along the channel dimension. A diagram of channel-wise guidance is shown in Fig. 3 . The process is formulated as Note that, SENet aims to exploit contextual interdependencies of X t , while our algorithm focuses on temporal consistency by filtering X t according to the proposal of O motion t−1 . Correlation-based guidance. SENet-like subnetwork produces relatively coarse scalars in temporal domain without considering spatial relationship between O t−1 and X t . Since the detail information is not kept, the performance is not satisfying. We further explore the guidance at a finer level from the aspect of correlation between O motion t−1 and X t , as depicted in Fig. 4 . Since X t and O motion t−1 are both 3D tensors of stacked 2D-features, there are two different approaches to calculating the cross-correlation parameters by taking each pixel position along channel dimension as a column (Fig. 4(a) ) or each feature-map as a unity (Fig. 4(b) ). In the first form, we compute the cosine similarity of each corresponding column first, and normalize the weight next. We have tried the sigmoid and softmax for normalization. The sigmoid function gives better performance in our experiments. The process can be described as
here X t,(u,v) and O is the scale for re-weighted tensor X motion t at (u, v). Intuitively, if current vectorial feature X t,(u,v) is close to previous output O motion t−1,(u,v) , it should be assigned a larger weight, otherwise a smaller one.
In the second type, 2D feature map of each channel is unified as a vector, on which we compute the correlation as
where V ec(·) reshapes a 2D feature map into a vector for correlation computation. X t is re-weighted adaptively for each branch according to the correlation parameters as (6) . Context-aware motion guidance scheme brings better performance for our model with a limited time cost. We analyze the boosted efficiency in § 4.
Loss Function
Our architecture learns rotation and translation in two individual recurrent branches separately, hence the final loss consists of both rotational and translational errors. We define the loss on the absolute pose error of each view using the L 2 norm. The loss functions are formulated as denote the rotational and translational error of the i-th frame, respectively. The final loss, L total sums the averaged loss of each time step. t is the current frame index in a sequence. k is a fixed parameter for balancing the rotational and translational errors. It is set to 100 and 10 in experiments on KITTI and ICL NUIM dataset respectively.
Experiments
We first discuss the implementation details of our network in § 4.1, and introduce the datasets used in § 4.2. We compare the effectiveness of variations of our network, RNN for the regular recurrent network, SRNN for the dual-branch recurrent model, SRNN se for dual-branch network plus senet-like contextual mechanism, SRNN channel for dual-branch network plus channel-wise correlation, and SRNN point for dual-branch network plus point-wise correlation, in § 4.3. Next, we compare our proposal with current methods on the KITTI dataset [9] in § 4.4, and ICL NUIM dataset [11] in § 4.5.
Implementation
Training. Our model takes monocular image sequences as input. The image size can be arbitrary because the model has no requirement of compressing images into vectors. We use 7 consecutive frames to construct a sequence considering the time cost, yet our model can accept dynamic lengths of inputs. Network. Weights of recurrent units are initialized with MSRA [13] , while the encoder is based on pre-trained Flownet [6] to speed up convergence. Our networks are implemented by PyTorch [29] on an NVIDIA 1080Ti GPU. We employ the poly learning rate policy [2] with power = 0.9 and initial learning rate = 10 −4 . Adam [20] with β 1 = 0.9, β 2 = 0.99 is used as optimizer. The networks are trained with a batch size of 4, a weight decay of 10 −4 for 150,000 iterations in total.
Dataset
KITTI. The public KITTI dataset is used by both model- [10, 26] and learningbased methods [35, 36, 43] . The dataset consists of 22 sequences captured in urban and highway environments at a relatively low sample frequency (10 fps) at speed up to 90km/h. Seq 00-10 provide raw data with ground-truth represented as 6DoF motion parameters by considering the complicate urban environments, while Seq 11-21 provide only raw sensor data. In our experiments, the left RGB images are resized to 1280 x 384 for training and testing. We adopt the same train/test split as DeepVO [35] by using Seq 00, 02, 08, 09 for training and Seq 03, 04, 05, 06, 07 and 10 for quantitative evaluation. ICL NUIM. The ICL NUIM dataset [11] consists of 8 sequences of RGB-D images captured within synthetically generated living room and office. Images in this dataset meet the Manhattan World assumption. The dataset is widely used for VO/SLAM [18, 19, 44] and 3D reconstruction [5] . ICL NUIM dataset is synthesized by a full 6DoF handheld camera and thus is challenging for monocular VO methods due to complicated motion patterns. Our model is trained on kt0, kt3 and evaluated on kt1, kt2 on the living room and office datasets, respectively. Only RGB images with size of 640 x 480 are used in our experiments.
Evaluation of Context-Aware Mechanism
We first evaluate the efficiency of context-aware strategies by analyzing rotational ( Fig. 5(a) ) and translational ( Fig. 5(b) ) errors along each view of the sequence on KITTI test datasets. We adopt the orientation and position drift errors divided by traveling length as metric. In Fig. 5 , we observe that results of the vanilla network are remarkably improved by the context-aware guidance, and meanwhile, networks with different contextual modules behave diversely. Among the models with guidance, SRNN se extends the self-recalibration of SENet [15] by introducing temporal relationship, leading to improvement in decoupled motion learning. Compared with SRNN se, the superior performance of SRNN point and SRNN channel suggests that correlation may be more effective in feature filtration for the VO task. The results of SRNN channel are slightly better than SRNN point. We explain that keeping the interdependence of feature-map in each channel may be a better manner for the guidance. 
Results on KITTI Dataset
We compare our framework with model-and learning-based monocular VO methods on the KITTI test sequences. The error metrics, i.e., averaged Root Mean Square Errors (RMSEs) of the translational and rotational errors, are adopted for all the subsequences of lengths ranging from 100, 200 to 800 meters. Most monocular VO methods cannot recover absolute scale, and their results require post alignment with ground-truth. Therefore, the open-source VO library VISO2 [10] estimating scale according to the height of camera is adopted as the baseline method. The results of both monocular (VISO2-M) and stereo (VISO2-S) versions are provided. Table 1 indicates that our models, even the vanilla version, outperform VISO2-M in terms of both rotation and translation estimation by a large margin. Note that the scale is learned during the end-toend training without any post alignment or relying on priori knowledge such as the height of camera used by VISO2-M. VISO2-S gains superior performance due to the advantages of stereo image pairs in scale recovery and data association. Note that, our SRNN channel achieves very close performance to VISO2-S provided solely monocular images. Qualitative comparisons are shown in Fig. 7 . Our approach outperforms VISO2-M especially in handling complicated motions. Table 1 . Results on the KITTI dataset. DeepVO [35] , ESP-VO [36] and our models are trained on Seq 00, 02, 08 and 09. SfmLearner [43] , UndeepVO [22] and Depth-VO-Feat [40] are trained on Seq 00-08 in an unsupervised manner. The best results of monocular VO methods are highlighted without considering stereo ones including VISO2-S, UnDeepVO and Depth-VO-Feat. Besides, we compare our approach against current learning-based supervised methods DeepVO [35] and ESP-VO [36] , both of which are implemented on a single branch with standard LSTM for coupled motion estimation. Table 1 illustrates the efficiency of our vanilla model. The improvement of this version is slight. We assume that extracting motion-sensitive features from encoded feature-maps directly may limit the accuracy. Fortunately, the deficiency is compensated by the context-aware feature selection mechanism. Our models with guidance outperform DeepVO and ESP-VO consistently. Meanwhile, out method achieves superior performance than unsupervised monocular approach, SfmLearner [43] , and yields competitive results than stereo methods such as UnDeepVO [22] and Depth-VO-Feat [40] .
We intensively test our model in various scenes with complicate motions on Seq 11-21. The trajectories of results are illustrated in Fig.8 . In this case, our network is trained on all the training sequences (Seq 00-10), providing more data to avoid overfitting and maximize the ability of generation. We use the accurate VISO2-S [10] as reference due to the lack of ground-truth. Our model also obtains outstanding results. The appearing performance of our method reveals that the model generalizes well in unknown scenarios.
Results on ICL NUIM Dataset
We further compare our model with methods on the challenging ICL NUIM dataset [11] . We test our networks on the living room and office datasets individually. The baseline methods include algorithms for both joint (DEMO [42] , DVO [18] ) and separate (DRFE [19] , MWO [44] ) pose recovery. The error metric for qualitative analysis is the root mean square error (RMSE) of the relative pose error (RPE), used in [19] . Table 2 , indicates that the best performing SRNN channel yields lower errors in relative pose recovery on three among the four sequences. Note that all the four baselines use depth information while only monocular RGB images are used in our networks. The remarkable results suggest the potential ability of our proposal in dealing with more complicated motion patterns generated by handheld cameras or moving robotics. 
Conclusions
In this paper, we propose a novel dual-branch recurrent neural network for decoupled camera pose estimation. The architecture is able to estimate different motion patterns via specific features. To enhance the performance, we incorporate a context-aware feature selection mechanism in both spatial and temporary domain, allowing the network to suppress useless information adaptively. We evaluate our techniques on the prevalent KITTI and ICL NUIM datasets, and results demonstrate that our method outperforms current state-of-the-art learning-and model-based monocular VO approaches for both joint and separate motion estimation. In the future, we plan to visualize the features used by specific motions. We will also explore the relationship between visual cues and more specific motion patterns such as rotation in different directions.
