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We show that it is not possible to UV-complete certain low-energy effective theories with spon-
taneously broken space-time symmetries by embedding them into linear sigma models, that is, by
adding ‘radial’ modes and restoring the broken symmetries. When such a UV completion is not
possible, one can still raise the cutoff up to arbitrarily higher energies by adding fields that transform
non-linearly under the broken symmetries, that is, new Goldstone bosons. However, this (partial)
UV completion does not necessarily restore any of the broken symmetries. We illustrate this point
by considering a concrete example in which a combination of space-time and internal symmetries is
broken down to a diagonal subgroup. Along the way, we clarify a recently proposed interpretation
of inverse Higgs constraints as gauge-fixing conditions.
INTRODUCTION
Goldstone’s theorem is one of the most power-
ful non-perturbative results in quantum field theory.
For Lorentz-invariant systems that exhibit spontaneous
breaking of global internal symmetries, it provides
a wealth of information by stating that their low-
energy spectrum must contain one massless, spin-zero
excitation—a Goldstone boson—for each broken sym-
metry. Moreover, Lorentz invariance ensures that Gold-
stone bosons are exactly stable, so that they are exact
eigenstates of the interacting Hamiltonian. Remarkably,
all this information can be derived without making any
assumption about the dynamics of the symmetry break-
ing mechanism.
On the other hand, in relativistic systems where
Poincare´ invariance is spontaneously broken as well, the
low-energy phenomenology is in general much less con-
strained. Goldstone bosons can have a gap1 [1–3], and
their stability is in general no longer guaranteed by kine-
matics. For example, phonons in superfluid helium can
be thought of as the Goldstone bosons associated with
the space-time symmetries broken by the medium [4, 5],
and the process in which one phonon decays into two
is kinematically allowed [6]. More importantly, it was
shown in [2] that the overall number of Goldstone bosons
generically depends on the dynamical details of the sym-
metry breaking mechanism, rather than just on the sym-
metry breaking pattern.
Although the situation can be very different at low
energies, one could still conceive that most of what we
know about the high-energy behavior of ordinary Gold-
stones remains true even when space-time symmetries
are spontaneously broken. In particular, the following
three statements are usually (implicitly) regarded as in-
disputable in systems with spontaneously broken inter-
nal symmetries:
1 When Poincare´ invariance is non-linearly realized, there is no
invariant meaning of mass. As such, we prefer to call gap the
minimum energy necessary to create an excitation.
(1) The strong coupling scale of the low-energy effec-
tive theory for the Goldstones provides an estimate
for the energy scale at which the symmetries are
spontaneously broken.
(2) It is always possible to raise the cutoff of the
low-energy effective theory by adding some radial
modes. These modes have a mass at or below
the cutoff and their transformation under broken
symmetries is nothing but a Goldstone-modulated
unbroken transformation. In other words, if g
is a broken symmetry transformation, the radial
modes ψ transform as ψ → h(π, g)ψ, where h is
an element of the unbroken symmetry group and
π stands for the collection of Goldstone modes.
This UV completion of the Goldstones’ dynamics
is known as a ‘linear sigma model’: it might not be
the correct description of Nature—we know that it
isn’t for pions—but it is always a possibility from
the mathematical viewpoint.
(3) Together with the Goldstone bosons, the radial
modes form a multiplet that transforms linearly
under all internal symmetries. Such a multi-
plet is nothing but an order parameter, whose
non-zero vacuum expectation value (vev) sponta-
neously breaks the symmetries under considera-
tion.2
The main goal of this Letter is to dispel these last hopes
that our intuition developed for broken internal sym-
metries will carry over to broken space-time ones. We
do this by showing that even these three reasonable-
sounding statements are not always true in the case of
spontaneously broken space-time symmetries. To this
end, we will consider a particularly instructive exam-
ple in which a combination of internal and space-time
symmetries is spontaneously broken down to a diagonal
subgroup.
2 For a more precise and unambiguous characterization of the or-
der parameter associated with a system of Goldstone fields, see
[7].
2Our technical analysis will be rather tedious, so it is
useful to isolate here the main features of the mecha-
nism at work. It is well known that in the case of broken
space-time symmetries, one can have fewer Goldstones
than naively expected. In many cases the mismatch can
be attributed to certain gauge redundancies in the Gold-
stone parameterization of the order parameter’s fluctu-
ations3. In other cases however—and this will be our
main point—the mismatch is due to the presence of a
gap for some of the Goldstones. At very low energies
these can be integrated out, and one is left with an ef-
fective theory for fewer Goldstones, but with precisely
the same symmetry breaking pattern—that is, the same
combination of linearly and non-linearly realized sym-
metries.
Given these two options, one could further imagine
that for any given symmetry breaking pattern one could
realize both of these situations, depending on the pre-
cise nature of the order parameter that is breaking the
symmetries.4 However, as we will demonstrate by ex-
ample, this is not always the case since there exist sym-
metry breaking patterns where the first possibility is off
limits. Moreover, one can tell the difference between
these two scenarios already from the very low-energy
viewpoint. In the latter scenario, starting from the gap-
less Goldstones’ effective theory and going up in energy,
in order to embed the effective theory into a weakly
coupled UV completion, one is forced to introduce the
additional Goldstones rather than a more conventional
symmetry-breaking order parameter. We dub such an
unconventional UV-completion an enlarged non-linear
sigma model.
LOW-ENERGY EFFECTIVE ACTION
The example we will consider has the Poincare´ group
and an internal SO(3)×U(1) symmetry broken down to
space-time translations and spatial rotations according
to the following pattern:
unbroken =


P¯t ≡ Pt + µQ time translations
P¯i ≡ Pi spatial translations
J¯i ≡ Ji − Si spatial rotations
broken =


Ki boosts
Q internal U(1)
Si internal SO(3)
(1)
At first, this might seem like a very contrived symmetry
breaking pattern, but in fact it is very similar to that
characterizing the B-phase of superfluid helium 3 [8, 9]:
3 The simplest example of this being a time-dependent scalar field,
which breaks time-translations and boosts, but can only accom-
modate one degree of freedom.
4 The interested reader can find a concrete example of a similar
‘ambiguity’ in [2], which features two physical systems with pre-
cisely the same symmetry breaking pattern but different num-
bers of Goldstone excitations.
a broken U(1) charge (Q) combined with an unbroken
Hamiltonian at finite chemical potential (P¯t) character-
izes a superfluid. Then, in helium 3’s B-phase, the “or-
bital” rotations and the “spin” ones are broken down
to a diagonal combination. Here, the spin rotations are
replaced by a purely internal SO(3)—and the Galilei
group is replaced by the Poincare´ one.
As a concrete example, an order parameter achieving
this pattern of symmetry breaking is a complex Lorentz-
vector and internal SO(3)-triplet, Aaµ, acquiring an ex-
pectation value
〈Aaµ〉 = fδaµ eiµt . (2)
However, without committing to any specific order pa-
rameter, one can derive the low-energy effective action
describing any system characterized by the above sym-
metry breaking pattern using the standard coset con-
struction [10, 11] for space-time symmetries [12, 13]. The
starting point is the coset parameterization
Ω = eix
µP¯µeipiQeiξ
iSieiη
iKi . (3)
Notice that we are adopting a relativistic notation for the
space-time coordinates only for reasons of typographi-
cal simplicity. Since Lorentz invariance is spontaneously
broken, the µ = 0 and µ = i components have to be
treated independently.
As usual, the building blocks of the low-energy effec-
tive action can be obtained by calculating the Maurer-
Cartan form Ω−1dΩ and expanding its coefficients in
terms of the broken and unbroken generators:
Ω−1∂µΩ ≡ (4)
ieµ
ν(P¯ν +∇νπQ +∇νξiSi +∇νηiKi +Aν iJ¯i).
The quantities ∇νπ,∇νξi and ∇νηi are the covariant
derivatives of the Goldstone fields, while the quantity
Aν
i enters the effective action only at higher orders in
the derivative expansion, or when couplings to ‘matter’
fields are taken into account.
It was first pointed out in [14] that when space-time
symmetries are spontaneously broken, the number of
Goldstone fields necessary to non-linearly realize the
symmetries can be lower than naively expected. In
fact, if the pattern of symmetry breaking is such that
[P¯a, Xb] ⊃ ifabcY c, where the P¯a’s are unbroken mo-
menta and the Xb’s and Yc’s are broken generators that
transform as multiplets under the unbroken symmetries,
one can show that the covariant derivatives ∇aπcY con-
tain undifferentiated πbX ’s:
∇aπcY = ∂aπcY − fabcπbX + higher orders. (5)
One then can impose the conditions ∇aπcY ≡ 0 to ex-
press the fields πbX in terms of derivatives of π
c
Y . These
conditions are known as inverse Higgs constraints [14]
and by construction they preserve all the symmetries,
even the non-linearly realized ones. In other words, by
imposing some inverse Higgs constraints one obtains a
non-linear realization of the same symmetry breaking
pattern with fewer Goldstone fields. As pointed in [2],
3whether Nature chooses to implement such constraints
depends on the physical system under consideration, but
from the symmetry viewpoint alone, implementing them
is always a consistent possibility.
In our case, we have that [P¯i,Kj] = −iδij(P¯t − µQ),
and by this logic we can impose the constraint
∇iπ = ∂iπ − µ ηi + · · · = 0 (6)
and solve it to express the ηi Goldstones in terms of π:
ηi =
∂iπ√
∂jπ∂jπ
arctanh
(√
∂jπ∂jπ
∂0π + µ
)
. (7)
Notice that, despite appearances, the RHS of this equa-
tion is analytic in π. Since the ηi’s already have one
derivative per field once expressed in terms of π, we can
neglect the covariant derivatives ∇µηi at lowest order in
the derivative expansion. Therefore, the most minimal
realization of the pattern of symmetry breaking (1) re-
quires only four Goldstones, namely π and ξi, and it is
described by the low-energy effective action
S = f4
∫
d4xL(∇0π/f,∇µξi/f), (8)
where
∇0π = Λ0ν(η)∂νπ + µ
[
Λ0
0(η)− δ0µ
]
(9a)
∇µξj = Λµν(η)
[
∂νξiR
ij(ξ) + ∂νηi
1− cosh η
η2
ǫijkηk
]
(9b)
and Λµ
ν is a Lorentz boosts with rapidity ηi given by
equation (7) and direction such that Λ0
i = −ηi sinh η/η.
Finally, the matrix Rij(ξ) is defined as
Rij(ξ) = δij +
1− cos ξ
ξ2
ǫijkξk +
ξ − sin ξ
ξ3
(ξiξj − ξ2δij).
Since the unbroken symmetries include rotations, the
indices of ∇µξi in (8) must be contracted in a mani-
festly rotationally invariant fashion: this will ensure that
the action is also secretly invariant under all the non-
linearly realized symmetries, including Lorentz. The
scale f—the analog of the pion decay constant—should
be thought of as the symmetry breaking scale, and in
principle it does not need to be of the same order as the
scale µ [2].
The main reason for going through the coset construc-
tion above was to show that there is nothing patho-
logical about the symmetry breaking pattern (1). At
low-energies, it leads to a well-behaved derivatively cou-
pled theory described by the effective action (8). For
instance, by expanding this action to quadratic order in
the Goldstones, one can show that all the modes are gap-
less and that the arbitrary coefficients in the Lagrangian
can always be chosen so as to avoid instabilities.
UV COMPLETION
We will now show that it is impossible to UV-complete
the low-energy effective theory (8) simply by adding ra-
dial modes. We demonstrate this by contradiction: If it
were possible, then there would exist an order parameter
O(x) whose non-vanishing expectation value breaks our
symmetries as in (1), and whose Goldstone fluctuations
can be parameterized in terms of only four independent
modes. However, we find that the existence of such an
order parameter conflicts with the symmetries.
Let us therefore start by assuming that such an order
parameter exists. By definition, a Goldstone mode is
a fluctuation of the vev of the order parameter along a
direction associated with one of the broken symmetry
transformations. To first order in the Goldstone fields,
the most general such fluctuation can be parametrized
as
δO(x) = i(π(x)Q + ηi(x)Ki + ξi(x)Si)〈O(x)〉. (10)
If at low energies there are only four independent modes,
the seven fields π, ξi, and ηi must provide a redundant
description of the low-energy fluctuations of the order
parameter. In other words, the physical fluctuation δO
must be invariant under three independent gauge trans-
formations of the fields π, ξi, and ηi [2, 15]. In this case,
the inverse Higgs constraints (6) should be interpreted
as gauge fixing conditions that preserve all the global
symmetries [2].
Finding a gauge transformation
π → π +∆π, ξi → ξi +∆ξi, ηi → ηi +∆ηi (11)
that leaves δO invariant is equivalent to finding a non-
trivial solution to the equation
(∆π(x)Q +∆ηi(x)Ki +∆ξ
i(x)Ji)〈O(x)〉 ≡ 0 . (12)
Notice that we were allowed to replace Si with Ji, since
their difference is assumed to be unbroken. A criterion
of this sort was first proposed in [15] as a way to
determine the number of independent Goldstone modes.
It is important to stress that whether or not equation
(12) admits non-trivial solutions depends crucially on
the transformation properties of O, and not just on
the pattern of symmetry breaking (1) [2]. We are now
going to show that in fact the only solution to equation
(12) is ∆~ξ = ∆~η = ∆π = 0, and therefore that there
is no gauge transformation of the Goldstone fields that
leaves δO invariant. The proof is a bit technical and it
involves four main steps.
1. Recast the problem as an eigenvalue equation. We
start by decomposing the generators of rotations and
boosts as Ji = ǫijkx
jP k + Jˆi and Ki = xiPt + tPi + Kˆi,
where Jˆi and Kˆi are finite-dimensional representations
of the Lorentz group generators. The order parameter O
does not need to transform according to an irreducible
representation of SO(3, 1)× SO(3)×U(1), but without
loss of generality we can restrict ourselves to this case.
In fact, if we can prove that equation (12) does not have
4non-trivial solutions for any irreducible representation,
the same will hold a fortiori for reducible representa-
tions. For an irreducible representation we simply have
Q〈O〉 = q〈O〉, where q must be non-zero because Q is
spontaneously broken. Using this fact, we can rewrite
equation (12) as
(∆ηiKˆi +∆ξ
iJˆi)〈O〉 = −q(∆π − µxi∆ηi)〈O〉. (13)
This means that, at any x, 〈O〉 must be an eigenvector
of the operator (∆ηiKˆi + ∆ξ
iJˆi) with eigenvalue
−q(∆π − µxi∆ηi).
2. Show that ∆ηiKˆi and ∆ξ
iJˆi commute. Since both J¯i
and Pi are unbroken, the combination Jˆi − Si must be
unbroken as well, i.e.
(Jˆi − Si)〈O〉 = 0. (14)
Let us therefore act with ∆ηi(Jˆi − Si) on both sides of
equation (13). The fact that ∆ηi,∆ξi and ∆π depend
in principle on the coordinates is immaterial, because
we are only considering the finite-dimensional represen-
tation of spatial rotations. Using the Poincare´ algebra
and equation (14), we get
ǫijk∆η
i∆ξjSk〈O〉 = 0. (15)
This equation seems to imply that there is a linear com-
bination of the generators Sk that remains unbroken.
Since however the Sk’s are all broken by assumption,
we must have that ǫijk∆η
i∆ξj = 0. In particular, this
means that
[∆ηiKˆi, ∆ξ
iJˆi] = iǫijk∆η
i∆ξjKˆk = 0. (16)
3. Show that 〈O〉 is an eigenvector of ∆ηiKˆi and ∆ξiJˆi.
Since the two operators ∆ηiKˆi and ∆ξ
iJˆi commute with
each other, they must have a common basis of eigenvec-
tors. However, this is not enough to conclude right away
that 〈O〉 must be separately an eigenvector of ∆ηiKˆi
and ∆ξiJˆi.
5 Crucially however, all finite-dimensional ir-
reducible representations of the Lorentz group are not
unitary, and can always be chosen in such a way that
the generators Jˆi are hermitian but the Kˆi’s are anti-
hermitian [16]. This means that the eigenvalues of
∆ξiKˆi are either zero or purely imaginary, whereas the
eigenvalues of ∆ξiJˆi are real
6. Since the eigenvalue on
the RHS of (13) is real, 〈O〉 can only contain eigenvec-
tors of ∆ξiKˆi with zero eigenvalue, and thus we must
have
∆ηiKˆi〈O〉 = 0 , (17a)
∆ξiJˆi〈O〉 = −q(∆π − µxi∆ηi)〈O〉 . (17b)
5 For instance, a singlet state | ↑ ↓〉−| ↓ ↑〉 for two spin- 1
2
particles
A and B is an eigenstate of SA
3
+SB
3
without being an eigenstate
of SA
3
or SB
3
, even though [SA
3
, SB
3
] = 0.
6 The Goldstone fields are real by construction, since they are
nothing but spacetime-modulated versions of a Lie group’s pa-
rameters.
4. Show that ∆~ξ = ∆~η = ∆π = 0. Let us now act
with the operator ǫijknˆi∆ηj(Jˆk−Sk) on equation (17a),
where nˆ is an arbitrary unit vector perpendicular to ∆~η.
We obtain
|∆~η |2 nˆiKˆi〈O〉 = 0. (18)
Equations (17a) and (18) would be satisfied for nonzero
∆~η only if Kˆi〈O〉 vanished, but this would mean that
〈O〉 is a Lorentz scalar and therefore we should have
Jˆi〈O〉 = 0 as well. That however would be incompatible
with equation (14) and the fact that the Si are broken.
Therefore, we conclude that it is ∆~η that vanishes.
Similarly, if we act with ǫijknˆi∆ξj(Jˆk − Sk) on (17b),
where nˆ is now an arbitrary unit vector perpendicular
to ∆~ξ, we obtain
|∆~ξ |2 nˆiJˆi〈O〉 = 0. (19)
If we introduce another arbitrary unit vector mˆ, this
time perpendicular to both nˆ and ∆~ξ, we get
0 = |∆~ξ |2[mˆiJˆi , nˆj Jˆj]〈O〉 = |∆~ξ |∆ξiJˆi 〈O〉, (20)
which—for nonzero ∆~ξ—clearly implies ∆ξiJˆi〈O〉 = 0.
Then, by similar logic as above we conclude that ∆~ξ = 0,
and then trivially ∆π = 0.
This concludes our proof that equation (12) does not
admit any non-trivial solution. Therefore, there is no
gauge transformation that leaves δO(x) invariant, and
no order parameter that realizes the pattern of symme-
try breaking (1) with only four Goldstones.
DISCUSSION
From a low-energy perspective, our result means that
it is not possible to UV complete the low-energy effective
action (8) simply by adding radial modes. This result is
valid, in principle, for all values of µ and f , but it admits
a very simple explanation when µ ≪ f . In this case,
the canonically normalized fields are πc ∼ fπ and ξic ∼
fξi, and the EFT becomes strongly coupled at the scale√
µf because all the terms with an arbitrary number of
powers of ∂πc/(µf) become equally important.
7 Radial
modes would generically come into play at the scale f
to restore the broken symmetries as well as unitarity,
but that would be “too late” since unitarity is already
violated at the parametrically lower scale
√
µf .
7 If the generators of unbroken rotations were simply Ji, then it
would be possible to raise the strong coupling scale up to f by
tuning the coefficients in the effective action to remove all the
powers of µ at the denominator (see [2] for more details). The
second term in the brackets in the covariant derivative (9b) is
what makes such tuning impossible in our case, and it originates
precisely from the fact that the unbroken generators of rotations
are Ji − Si.
5At this point, the skeptical reader might wonder
whether the action (8) could ever describe the low-energy
behavior of a physical system, or equivalently whether
it admits a UV completion at all. In fact, we have al-
ready introduced an order parameter, given by (2), that
realizes the symmetry breaking pattern (1). One can
check explicitly that this order parameter does not ad-
mit any gauge invariance, in accordance with our proof.
Thus, at energies smaller than f the effective action con-
tains seven Goldstone bosons: π, the ξi’s, and the ηi’s.
To lowest order in the derivative expansion their action
takes the form
S = f4
∫
d4xL(∇µπ/f,∇µξi/f,∇µηi/f) . (21)
However, the crucial point is that only four of these
Goldstones are gapless: the boost Goldstones have
generically a gap of order µ. This is because the covari-
ant derivative ∇iπ contains an undifferentiated ηi (see
(6)). As a result, a ∇iπ∇iπ term in the action contains
a ‘mass term’ of the form µ2ηiη
i. At energies smaller
than their gap, the boost Goldstones can be integrated
out. At tree level, this can be achieved by solving the
equations of motion to express the ηi’s in terms of π and
ξi. To lowest order in derivatives, such equations will be
covariant under all the symmetries8, and thus must take
the form (assuming parity)
F ∇iπ +G∇0ξi +H ∇0ηi = 0 , (23)
where F , G, and H are invariant functions of the covari-
ant derivatives. Like an inverse-Higgs constraint, such
an equation can be used to eliminate the ηi’s in favor of
the other Goldstones, but it is considerably more gen-
eral than the ‘canonical’ inverse Higgs constraint (6). In
fact, already in [14] it was pointed out that the most
general inverse-Higgs constraint one should impose is a
generic linear combination of covariant derivates that
have, under the unbroken symmetries, the same transfor-
mation properties as the Goldstones one wants to elimi-
nate. In our case this corresponds to our eq. (23) above
with F,G,H = const. Our analysis indicates that this is
still too restrictive. At least in our weakly coupled case
(µ ≪ f), the coefficient functions F,G,H can be fairly
generic invariants built out of covariant derivatives, sat-
isfying certain integrability conditions that express that
they are related to suitable derivatives of the same La-
grangian function. In practice, instead of trying to spell
out and comply with these integrability conditions, it
is easier to start from the action and derive the equa-
tions of motion for ηi. Once ηi has been integrated out,
8 This is because the relevant terms at this order come from the
variation of the action w.r.t. an undifferentiated ηi:
∂L
∂(∇jpi)
·
∂(∇jpi)
∂ηi
= 0 . (22)
The matrix on the right is invertible, since it starts as −µδij +
. . . , so one can identify the ∂L/∂(∇jpi) with the lowest order
equation of motion, and that is manifestly covariant.
the low-energy effective action one gets describes the re-
maining four gapless Goldstones and is precisely of the
form (8).
This shows that the UV completion of (8) occurs in a
very unorthodox way: unitarity is restored not by radial
modes, but by additional Goldstones. By including the
boost Goldstones in the effective theory, we can raise
the cutoff from
√
µf to the parametrically larger scale f .
However, the number of non-linearly realized symmetries
remains the same—the UV completion does not restore
any symmetry.
The particular example considered in this Letter also
sheds more light on the meaning of inverse Higgs con-
straints: they cannot always be interpreted as gauge fix-
ing conditions, as explicitly conjectured in [2] (and per-
haps implicitly assumed in [15]). As we saw, if suitably
generalized, they can also correspond to integrating out
at tree level and to lowest order in the derivative expan-
sion some gapped Goldstones. In particular, we believe
this to be the sense in which the results of [17] are to
be interpreted. Either way, it remains true that, from
a low-energy point of view, whether or not to impose
inverse-Higgs constraints is always a choice: when they
correspond to gauge redundancies, the choice is between
inequivalent physical systems [9]; when they correspond
to integrating out gapped Goldstones, the choice is be-
tween working at energies much below the gap or not.
We should mention that even though much of our dis-
cussion focused on weakly coupled UV completions (lin-
ear sigma models or enlarged non-linear ones), our proof
and our considerations on the possible gauge redundan-
cies of an order parameter are in fact more general, being
independent of the weak coupling assumption: Sponta-
neous breaking is, by definition, characterized by order
parameters. In strongly coupled theories, these can be
composite operators, as is the case for the chiral conden-
sate in QCD for instance. Yet, the Goldstone fields can
still be identified with the perturbations that are gener-
ated by applying the broken symmetries to these order
parameters. Then, in the case of spontaneously broken
spacetime symmetries, one can ask whether there are
gauge redundancies that can affect the counting of these
Goldstones.
Finally, when µ is of the same order as the ‘improved’
strong coupling scale f , it is not obvious anymore what it
means to impose the available inverse Higgs constraints:
The would-be gapped Goldstones of the enlarged non-
linear sigma model probably have a gap of order of the
strong coupling scale, making their existence as nar-
row resonances quite improbable, and more importantly
their integrating-out quite complicated, and not just a
matter of solving some lowest-order classical equation
of motion. It would be interesting to understand the
physical meaning of the inverse-Higgs constraints in this
case.
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