Abstract--A point estimation procedure based on the maximum entropy principle for (h, ¢) entropies is proposed using sample quantiles. These estimators are efficient and asymptotically normal under standard regularity conditions. A test for goodness-of-fit is constructed, being the corresponding statistic asymptotically distributed chi-squared. These results generalize the results obtained in [1] . ~)
INTRODUCTION
Let Xi,..., Xn be a random sample and we observe only the order statistics
X([rLIM]+I), X([2n/M]+l),. . . , X([(M-1)/Mn]+I),
where [x] is the greatest integer in x. We form M cells having boundaries [1] there is given an estimation procedure on the basis of Shannon's entropy. In that paper, it This work was supported by Grants DGICYT PB94-0308 and PB93-0022.
can be seen also, an interesting justification of it on the basis of the maximum entropy principle. This estimator is defined as = arg_max H (0),
The approach that takes some but not all the sample quantiles, has been proposed by Bofinger [2] for problems of testing goodness-of-fit with X2-statistic. In [1] , this idea is adapted to problems of point estimation. In [3] , there are many references in which only a relatively small number of order statistics are used.
In the literature of Statistical Information Theory, there are many important entropy measures different from Shannon's entropy. A systematic attempt to develop a generalization of Shannon's entropy was carried out by Rknyi [4] , who characterized an entropy of order r. For operational n 8 purposes, it seems more natural to consider the slar expression ~i=1 Pi as an entropy measure instead of R6nyi's entropy of order r. So, Havrda and Charvat [5] proposed the entropy of order s. Arimoto [6] , the entropy of kind t; Sharma and Mittal [7] introduced and characterized the entropy of order 1 and degree s, as well as the entropy of order r and degree s. Later, other authors have introduced more entropy measures.
Salicrfi et al. [8] presented an unification of entropy measures by means of (h, ¢)-entropy measures. In our context, the (h, ¢)-entropy associated to p(an, O) = (Px(an; 0),... ,PM(an; 9)) t is given by where either ¢ : [0, c~) ---* R is concave and h : R , R is increasing, or ¢ : [0, c~) , R is convex and h : R ~ R is decreasing. In the rest of the paper, we shall suppose that ¢ is concave and h is increasing. In the following table, we present some examples of the (h, ¢)-entropy measures. In [8] , the asymptotic distribution of the (h,¢)-entropy measures is studied in multinomial populations. In [9] , the problem is studied in general populations in which the parameter is estimated by a consistent and asymptotically normal estimator of the unknown parameter. In [10] , a metric based on the Hessian of the (h, ¢)-entropy, as well as the geodesic distances induced by the (h, ¢)-entropy for a particular selection of h and ¢, and some probability distributions are studied.
In this paper, we consider formula (1) as a simple way to summarize previously defined entropy in such a way that when we talk about (h, ¢)-entropy measures is because we have in mind an already existing and studied entropy measure. The final purpose is to save time and work. In Section 2, we present the maximum (h, ¢)-entropy estimator as well as its properties. Finally, in Section 3, we see that the maximum (h, ¢)-entropy estimator can be used for testing if data comes from a given parametric model on the basis of sample quantiles.
MAXIMUM (h,¢)-ENTROPY ESTIMATOR
We will begin defining the estimator obtained when we maximize the (h, ¢)-entropy. estimator is given in the following definition.
DEFINITION 2.1. The estimation procedure is to maximize on 8 E O the (h, ¢)-entropy

This and the maximum (h, ¢)-entropy estimator is
= arg H i 8)).
~EO Now we will establish an important result that we will use in the following section. 
PROPOSITION 2.1. Let 8 be an estimator o[80 such that 0 = 80 + OR(n-I/2), if F(x, 8) has a density function f which is continuous in (x, 8) in a neighborhood of (ci, 8o), i = 1,..., M, and exists and is continuous in (x, 8) in those neighborhoods
OF(x;O)
(ii) The derivatives ~ are continuous with respect to (x,/9) in a neighborhood of (ci,/9o) for i = 1,...,M.
(iii) F(x,/9) has density function which is continuous in a neighborhood of (c~,/90) for i = 1,...,M. Under assumptions (i)-(iv), the estimator ~', which maximizes log L(/9) = ~n__ 1 Nin log pi (c, /9) is asymptotically efficient, i.e.,
L o0 J0=0o
where Bo is a matrix of constants which may depend on O0.
First, let us see that 0 converges in probability to the true value of the parameter. According with Taylor's formula, we have )( (1)) h ¢(p~(an,~)) =h Me
and taking in account Proposition 2.1, we obtain that lh, (Me (1))¢,, 
(p,(cn,-~)--~-)2=op(n-W2).
As a consequence, we have 
In the previous calculations, we have applied [2, Theorem 1].
OHiitPtc"'°)) --O, r = 1,. , s, we have
00~ --" "
If we return to the equations 
L oo J0=0o
Therefore, we get the following results. 
TESTING FOR GOODNESS-OF-FIT
The results given in the preceding section can be used to test if data comes from a given parametric model. 
