Uniform energy bound and asymptotics for the Maxwell field on a slowly rotating Kerr black hole exterior by Andersson, Lars & Blue, Pieter
  
 
 
 
Edinburgh Research Explorer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Uniform energy bound and asymptotics for the Maxwell field on a
slowly rotating Kerr black hole exterior
Citation for published version:
Andersson, L & Blue, P 2015, 'Uniform energy bound and asymptotics for the Maxwell field on a slowly
rotating Kerr black hole exterior' Journal of Hyperbolic Differential Equations, vol. 12, no. 4, pp. 689-743.
DOI: 10.1142/S0219891615500204
Digital Object Identifier (DOI):
10.1142/S0219891615500204
Link:
Link to publication record in Edinburgh Research Explorer
Document Version:
Peer reviewed version
Published In:
Journal of Hyperbolic Differential Equations
General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.
Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.
Download date: 05. Apr. 2019
ar
X
iv
:1
31
0.
26
64
v3
  [
ma
th.
AP
]  
3 S
ep
 20
15
UNIFORM ENERGY BOUND AND ASYMPTOTICS FOR THE
MAXWELL FIELD ON A SLOWLY ROTATING KERR BLACK
HOLE EXTERIOR
LARS ANDERSSON AND PIETER BLUE
Abstract. We consider the Maxwell equation in the exterior of a very slowly
rotating Kerr black hole. For this system, we prove the boundedness of a
positive deﬁnite energy on each hypersurface of constant t. We also prove
the convergence of each solution to a stationary Coulomb solution. We sep-
arate a general solution into the charged, Coulomb part and the uncharged
part. Convergence to the Coulomb solutions follows from the fact that the
uncharged part satisﬁes a Morawetz estimate, i.e. that a spatially localised
energy density is integrable in time. For the unchanged part, we study both
the full Maxwell equation and the Fackerell-Ipser equation for one component.
To treat the Fackerell-Ipser equation, we use a Fourier transform in t. For the
Fackerell-Ipser equation, we prove a reﬁned Morawetz estimate that controls
3/2 derivatives with no loss near the orbiting null geodesics.
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1. Introduction
For the Maxwell equation in the exterior of a slowly rotating Kerr black hole,
this paper provides both a bound for a positive definite energy and a Morawetz
estimate. The Kerr family of solutions to Einstein’s equation is parameterised by
a mass parameter M and a rotation parameter a. For |a| ≤ M , these solutions
describe black hole space-times [18]. We consider the very slowly rotating case
|a| ≪M , so that we can use |a|/M as a small parameter in a boot-strap argument.
The exterior region of the Kerr space-time in Boyer-Lindquist coordinates (t, r, θ, φ) =
(t, r, ω) is the regionM = R× (r+,∞)× S2 with the Lorentzian metric
g = −
(
1− 2Mr
Σ
)
dt2 − 4aMr
Σ
dφdt+
Π
Σ
sin2 θdφ2 +Σdθ2 +
Σ
∆
dr2,(1)
where
∆ = r2 − 2Mr + a2, Σ = r2 + a2 cos2 θ = |p|2,
Π = (r2 + a2)2 − a2∆sin2 θ,
VL =
∆
(r2 + a2)2
, p = r − ia cos θ.
The Maxwell equation for a two-form (antisymmetric tensor) F ∈ ∧2(M) can be
expressed in terms of differential forms or tensors as
d ∗ F = 0, or ∇αFαβ = 0,(2a)
dF = 0, ∇[γFαβ] = 0.(2b)
We consider real Maxwell fields. Although the exterior region of the Kerr black
hole can be analytically extended, it is globally hyperbolic and foliated by Cauchy
surfaces of constant t, which we denote by Σt. The Maxwell equation is hyperbolic.
Thus, the Maxwell equation with initial data given at t = 0 forms a well posed
initial value problem.
The electric and magnetic components of the Maxwell field strength tensor are
defined with respect to a unit, time-like vector. In section 2, we will consider many
different vectors, but at this point, it is sufficient to consider
TˆPNV =
r2 + a2√
Σ∆
∂t +
a√
Σ∆
∂φ, Rˆ =
√
∆
Σ
∂r.
The vector field TˆPNV is not orthogonal to the surfaces of constant t. Instead, it is
chosen so that the vectors lPNV and nPNV in equation (4) below are principle null
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vectors. From TˆPNV, the electric and magnetic vectors are defined by
E = −i
TˆPNV
F Eα = FαβTˆ
β
PNV,
B = −i
TˆPNV
∗ F Bα = 1
2
ǫαβ
γδFγδTˆ
β
PNV.
The electric and magnetic components are both orthogonal to TˆPNV and, hence,
space-like. A complex combination of the radial components
Υ = Υ[F] = p
√
2i
Rˆ
(E+ iB) = (r − ia cos θ)
√
2(Eα + iBα)Rˆ
α
satisfies the Fackerell-Ipser equation [16]
(∇α∇α − VFI)Υ = 0,
where VFI = −2Mp−3 = −2M/(r−ia cosθ)3. The potential VFI is complex, which
makes it significantly more difficult to treat than a real-valued potential.
To state the first of our main results in a simple way, we introduce a non-negative
energy for each of F, treated as a solution of the Maxwell equation, and Υ, treated
as a solution of a wave-like equation,
E[F](t) =
∫
Σt
(|E|2 + |B|2) r2drdω,
(3a)
EFI[Υ](t) =
∫
Σt
(
r2 + a2
∆
|∂tΥ|2 + ∆
r2 + a2
|∂rΥ|2 + | 6∇Υ|
2
r2
+
1
r2
|Υ|2
)
r2drdω,
(3b)
where 6 ∇ is the differential operator mapping C∞ to C∞ × C∞ defined by 6 ∇Υ =
(∂θΥ, (sin θ)
−1∂φΥ), and dω = sin θdθdφ.
Theorem 1.1 (Uniform energy bound and decay to Coulomb solution). There are
positive constants C and ǫ¯a and, for each choice of M and a, a two parameter
family of t independent Coulomb solutions such that if M > 0, a ∈ [−ǫ¯a, ǫ¯a], and F
is a regular1 solution of the Maxwell equation (2), then ∀t > 0
E[F](t) + EFI[Υ](t) ≤ C (E[F](0) + EFI[Υ](0)) .
Furthermore, for each F, there are parameters qE and qB determining a Coulomb
solution, Fstationary, with electric and magnetic vectors Estationary and Bstationary,
such that∫
M
|E−Estationary|2 + |B−Bstationary|2
r2
r2drdωdt ≤ C (E[F](0) + EFI[Υ](0)) .
More detailed space-time integral estimates are given in the Morawetz estimate 1.3.
One can reasonably argue that the energies in theorem 1.1 suffer from two flaws.
First, they are ad hoc, rather than geometrically defined using the vector-field
method. Second, the energies in theorem 1.1 are degenerate with respect to the
naturally induced energies on each Σt. Regarding the first point, we have chosen
to state the results in this form for simplicity, and, in fact, the proof of the the-
orem relies on showing that these energies are equivalent to geometrically defined
energies. The geometric energies that we use are constructed from a vector field
that vanishes as r → r+ on surfaces of constant t. It is for this reason that the
1Regular is deﬁned in subsection 3.2.
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energies are degenerate. The degeneracy of these energies is somewhat concealed
in equation (3), since it might not be immediately obvious to the reader that the
1-form dr degenerates as r → r+ (cf. remark 4.8), and hence so does the volume
integrals r2drdω. The coefficients of the terms in EFI[Υ] are exactly such that they
compensate for the behaviour as r → r+ of the corresponding vector fields, and
there is no further degeneracy, other than the one arising from the degeneracy of
the volume form. Finally, in response to the second point, we refer to a powerful
result in [12], which explains how this type of degeneracy can be removed for a
very general class of matter models in general relativity, including solutions of the
Maxwell system.
To prove a uniform bound on the energy, it is important to simultaneously prove
some form of decay estimate. For many hyperbolic PDEs, there is a positive,
conserved energy arising from a time translation symmetry and Noether’s theorem.
Although the Kerr space-time admits a time translation symmetry generated by
∂t, because the coefficient of dt
2 in the Kerr metric, −1 + 2Mr/Σ, changes sign,
the vector field ∂t is not globally time-like in the exterior region, and the energy it
generates is not necessarily positive. As in previous work for the wave equation on
the Kerr space-time [2, 14, 26], we prove a Morawetz estimate, or integrated local
energy decay estimate, for the Maxwell field. However, there is a major obstacle to
proving such estimates.
There are charged solutions of the Maxwell equation in the exterior of the Kerr
black hole that do not decay in time. The magnetic and electric charges of a
Maxwell field are (4π)−1
∫
S2 F and (4π)
−1
∫
S2 ∗F. From the Maxwell equations,
these are the same on any pair of 2-surfaces that can be deformed to each other.
In Minkowski space, R3+1, any 2-surface can be deformed to a point, so that in the
absence of charged sources, all solutions of the Maxwell equation are uncharged.
However, this is not the case in the exterior of a Kerr black hole. These solutions
are independent of time, so they cannot decay. In treating charged solutions, we
decompose solutions into a stationary, charged part and an uncharged, dynamical
part. The charged part is also called the Coulomb part.
Proposition 1.2 (Decomposition into charged and uncharged parts). There are
positive constants C and ǫ¯a such that if M > 0, a ∈ [−ǫ¯a, ǫ¯a], and Ftotal is a regular
solution of the Maxwell system (2), then there are Fstationary and F such that
(1) Ftotal = Fstationary + F,
(2) Fstationary and F are solutions of the Maxwell system (2),
(3) the Lie derivative along ∂t of Fstationary vanishes: L∂tFstationary = 0,
(4) for any closed 2-surface, S2, the surface integrals of F and of ∗F vanish:∫
S2 F = 0 =
∫
S2 ∗F, and
(5) there is a constant C such that
C−1E[Ftotal] ≤ (E[Fstationary] + E[F]) ≤ CE[Ftotal],
C−1EFI[Υtotal] ≤ (EFI[Υstationary] + EFI[Υ]) ≤ CEFI[Υtotal],
where Υtotal, Υstationary, and Υ denote the radial components of Ftotal,
Fstationary, and Ftotal respectively.
For the remainder of this paper, we will typically use F to denote an uncharged
solution or the uncharged part of a solution Ftotal.
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To investigate the decay properties of solutions of the Maxwell system, it is useful
to perform a null or spinor decomposition. To do so, first we introduce the null
vectors
lPNV =
1√
2
(TˆPNV + Rˆ), nPNV =
1√
2
(TˆPNV − Rˆ),(4)
and the unit vectors
Θˆ =
1√
Σ
∂θ, ΦˆPNV =
1√
Σ
(
a sin θ∂t +
1
sin θ
∂φ
)
.
The vectors lPNV and nPNV are each double solutions of the principal null vector
equation [29]. This allows us to consider the complex null tetrads
lPNV, nPNV, mPNV =
1√
2
(
Θˆ+ iΦˆPNV
)
, m¯PNV.(5)
This is known as the Carter tetrad [31]. The (complex) spinor components of the
Maxwell field are
φ1 = 2F[lPNV,mPNV],
φ0 =
√
2
(
F[lPNV,nPNV] + F[Θˆ, ΦˆPNV]
)
, Υ = (r − ia cos θ)φ0
φ−1 = 2F[nPNV, m¯PNV].
Here, the components are indexed by spin weight, following the convention of Price
[22] and used in [8]. This differs from the indexing convention used by almost the
entire rest of the physical literature, in which, ignoring powers of
√
2, the quantities
φ−1, φ0, and φ1 are denoted −φNP,2, φNP,1, and φNP,0. This also differs from the
notation used in the precursor to the proof of nonlinear stability of Minkowski
space [10], where, after the appropriate vector bundles have been identified and
powers of
√
2 have again be ignored, the quantities φ−1, φ0, and φ1 are denoted α,
ρ+ iσ, and α, and where spin weight is called signature [11]. In subsection 2.4, the
null components φi are identitified with sections of vector bundles, so that if F is
smooth, then the corresponding sections will also be smooth. The unusual factors
of
√
2 are chosen to obtain convenient factors in lemma 4.6.
A Morawetz or integrated local energy decay estimate provides a bound on
weighted space-time integrals of the components of the Maxwell field. One ma-
jor obstacle to proving such estimates is the existence of orbiting null geodesics. In
the Schwarzschild a = 0 case, these occur at r = 3M . In the slowly rotating case
|a| ≪M , the orbiting null geodesics remain near r = 3M . To avoid these orbiting
null geodesics and the necessary degeneracy in the Morawetz estimate near them,
we introduce a distance r1 and a smooth cut-off χ|r−3M|≥r1 , which is identically
1 for |r − 3M | > 2r1, identically 0 for |r − 3M | < r1, monotone in between, and
is such that, for all k ∈ N : the derivative ∂krχ|r−3M|≥r1 is bounded by a constant
times r−11 . We introduce a time T > 0 at which we wish to estimate the energy.
For a charge-free Maxwell field with components φi and Υ = Υ[F] = pφ0, we define
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the following bulk space-time integrals
B± =
∫ T
0
∫
Σt
M∆
(r2 + a2)2
|φ±1|2d4µ,(6a)
B0 =
∫ T
0
∫
Σt
M |φ0|2
r2
d4µ =
∫ T
0
∫
Σt
M
r4
|Υ|2r2d4µFI,(6b)
B2,0 =
∫ T
0
∫
Σt
(
M∆2
(r2 + a2)r2
|∂rΥ|2 + χ|r−3M|≥r1
M2|∂tΥ|2 + | 6∇Υ|2
r
)
d4µFI,
(6c)
B1 =
∫ ∞
r+
(1− χ|r−3M|≥r1)
∣∣∣∣∣
∫ T
0
∫
S2
Im(Υ¯∂tΥ) sin θdθdφdt
∣∣∣∣∣ dr,(6d)
where d4µ is the geometrically defined volume form Σ sin θdθdφdrdt, and d4µFI is
the coordinate volume form sin θdθdφdrdt. For T < 0, we reverse the sign in these
bulk terms, so that they remain nonnegative. The indexing is chosen so that B±
involves φ±1, B0 involves φ0 or, equivalently, Υ with no derivatives, B1 involves Υ
with one derivative in the integral, and B2,0 involves Υ with two derivatives but
with a degeneracy near the orbiting null geodesics.
Theorem 1.3 (Space-time integrated local energy (Morawetz) estimate). There
are positive constants ǫ¯a, C, such that if
|a|
M ≤ ǫ¯a, Ftotal is a regular solution of the
Maxwell equation (2) for which E[Ftotal](0) and EFI[Υtotal](0) are finite, and the
quantities B±, B0, B1, and B2,0 are defined in terms of the uncharged part F, then
∀T ∈ R :
B± +B0 +B1 +B2,0 ≤ C (E[Ftotal](0) + EFI[Υtotal](0)) .(7)
The results of theorem 1.3 can be interpreted as a relatively weak form of decay,
since they show that, for fixed intervals in r the integral in t and the angular
variables is finite. Thus, the average of the electric and magnetic components must
decay to zero over space-time regions with r bounded and t→ ±∞. Although this
type of decay estimate is relatively weak, it is sufficiently robust to have formed
the foundation for many further decay results in the study of fields outside black
holes.
The major obstacles in proving energy and Morawetz estimates for the Maxwell
field and their resolution in this paper are the following:
(1) There is no positive, conserved energy. Noether’s theorem associates a
conserved energy to symmetries of a PDE, and ∂t generates a symmetry
of the Kerr space-time and hence the Maxwell equation on it. However,
because ∂t fails to be time-like everywhere in the exterior, this energy fails
to be nonnegative. On the other hand, any time-like vector generates a
nonnegative energy, but these need not be conserved. To generate a positive
energy, we use the the vector field Tχ = ∂t + χ(a/(r
2
+ + a
2))∂φ which we
introduced in [2]. Here, χ is a function that goes from 1 to 0 in a range
of r values of our choice. We will take this region to be [10M, 11M ] for
convenience. This vector field is time-like in the exterior, so it generates
a nonnegative energy. Furthermore, this vector field only fails to be a
symmetry in the region r ∈ [10M, 11M ]. For a small, this means that we
can control the change in the energy by the bulk terms.
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(2) There are orbiting null geodesics, and these null geodesics fill an open set.
Orbiting null geodesics are a major obstacle to decay estimates such as the
Morawetz estimate, since initial data can be chosen so that an arbitrarily
large proportion of the energy remains near the orbiting null geodesics for
an arbitrarily long period of time. In the Schwarzschild a = 0 case, these
occur only at r = 3M , but in the a 6= 0 Kerr case, these bifurcate from
this value. However, for a small, these orbiting null geodesics remain close
to r = 3M . Following our earlier work [2], we use a phase space function
R˜′ as a measure of distance from these orbiting null geodesics. In our
core estimates, we use χ|r−3M|≥r1 to keep at least r1/2 away from these
orbiting null geodesics when integrating two time or angular derivatives in
expectation value (i.e. one derivative in L2). A more detailed description
of the null geodesics and out treatment of them appears in subsection 6.1.
Fortunately, since 3M and the interval [10M, 11M ] are far apart, there is
no danger that the degeneracy at the orbiting null geodesics will prevent us
from estimating the terms arising from the failure of Tχ to be a generator
of a symmetry.
(3) There are stationary solutions. The existence of such solutions prevents a
Morawetz estimate from holding for general solutions. In fact, to the best
of our knowledge, there is no way to prove a Morawetz estimate for the
Maxwell field directly. Proving such an estimate would be an important
advance in the field, even in the Schwarzschild case. Instead, we use the fact
that Υ satisfies the Fackerell-Ipser equation, which is a wave-like equation
with a potential. Morawetz estimates are known for the wave equation.
The Fackerell-Ipser equation also has stationary solutions, which arise from
the stationary solutions to the Maxwell equation, because of the potential.
In the Schwarzschild case, the stationary solutions are the only spherically
symmetric solutions, so that, after projecting out the stationary solutions,
one can use an additional positivity arising from the angular derivatives
to counteract the influence of the potential in the Morawetz estimate [8].
Although, the stationary solutions are not exactly spherically symmetric in
the a 6= 0 case, there is still a lower bound for the charge-free solutions in
terms of their angular derivatives, which we state in lemma 3.6. This is
sufficient to allow us to prove a Morawetz estimate for the Fackerell-Ipser
equation.
(4) The Fackerell-Ipser equation has a complex potential. We consider energies
for both the Maxwell and Fackerell-Ipser equations. The Fackerell-Ipser
equation does not obviously arise as the Euler-Lagrange equation for any
real-valued Lagrangian, which means that we cannot use Noether’s theorem
to generate a conserved energy from a symmetry. However, when |a|/M is
small, the imaginary part of the potential is also small. Unfortunately,
unlike the terms arising from the failure of Tχ to be a generator of a
symmetry, the imaginary part of the potential is not supported away from
the orbiting null geodesics. This requires us to prove a bound on a term of
the form B1. The problems arising from complex potentials were already
discussed in [3]. The need for control ofB1 is one of the reasons why we need
to use pseudodifferential operators, instead of just differential operators.
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1.1. Previous results. Fields outside of black holes have been studied for several
decades, and Morawetz estimates have been found to be a particularly powerful tool
in the last decade. Our earlier works [2, 8] provide a more complete description of
this. Here we briefly summarise some of the major results.
The wave equation outside black holes has been more extensively studied than
higher spin fields. In the a = 0, because ∂t is both globally time-like and Killing,
there is a conserved energy [29]. The idea of trying to prove a Morawetz estimate
was first introduced in terms of a coordinate dependent Schro¨dinger equation [21].
This was then carried over to the wave equation [7, 9, 13]. For a 6= 0, the construc-
tion of a bounded energy is significantly more difficult. This was first proved in
conjunction with a Morawetz estimate for a range of frequencies [14]. An energy
bound and a Morawetz estimate for all frequencies was proved shortly afterward
[26]. Shortly after that, we proved a similar result at a higher level of regularity,
using only classical differential operators instead of Fourier or spectral methods
[2]. We hope to apply similar results to the Maxwell field problem, but it seems
that there is not yet a theory of hidden symmetries for the Maxwell field that is as
advanced as the theory for the wave equation. As explained in our previous work
[2], from Morawetz estimates, many pointwise decay estimates have been proved.
For higher, integer spin fields outside a Schwarzschild black hole, energy and
pointwise decay estimates were first proved in the far exterior, roughly r > t + C
[20]. Energy and Morawetz estimates have also been used to prove pointwise decay
in the full exterior region [8]. Energy and Morawetz estimates have also been proved
on arbitrary spherically symmetric black hole space-times, independently of whether
they satisfy the Einstein equation [25]. For linearised gravity, the curvature also has
a decomposition into components, and, in the a = 0 Schwarzschild case, the middle
component also satisfies a wave equation; energy and Morawetz estimates have also
been proved for this case [5]. On a space-time that is a solution of the Einstein
equation and for which the metric, connection coefficients, and curvature decay to
the Schwarzschildean values at a certain level of regularity, one finds that higher
derivatives of the connection coefficients and curvature satisfy certain equations.
The equations for the derivatives of the curvature are wave-like equations. Under
an assumption excluding the analogue of the stationary solutions to the Maxwell
equation, from energy and Morawetz estimates, pointwise decay for the connection
coefficients and the curvature have been proved [19].
For both the Maxwell and linearised Einstein equation, the middle component of
the null decomposition satisfies the Regge-Wheeler equation [24], which is a wave-
like equation with a real potential. In the a 6= 0 case, the middle component of the
Maxwell field, φ0, satisfies the Fackerell-Ipser equation [16], and, the middle com-
ponent of the linearised curvature satisfies a very similar equation [1]. In addition,
the extreme components for both the Maxwell and linearised Einstein equations
also satisfy second-order PDEs, known as the Teukolsky equations [27]. One of the
few results about solutions to the Maxwell and linearised Einstein equation outside
rotating Kerr a 6= 0 black holes is that there are no exponentially growing solutions
to the Teukolsky equation [30].
For the Maxwell equation and linearised Einstein equation outside a Schwarzschild
black hole, other techniques have also been applied. Scattering has been proved
[4]. Decay in L∞loc has been proved without a rate [17]. For solutions of the Regge-
Wheeler equation, pointwise decay has been proved [15].
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1.2. Outline of the proof and the core estimates. The core estimates in this
paper are that if |a|/M is sufficiently small, then there is a choice of r1/M > 0 and
constant C > 0 such that for any charge-free solution
E[F](T ) ≤ C
(
E[F](0) +
|a|
M
(B± +B0)
)
,(I)
B± ≤ C (E[F](T ) + E[F](0) +B0) ,(II)
EFI[Υ](T ) ≤ C
(
EFI[Υ](0) + E[F](0) +
|a|
M
(B± +B0 +B1 +B2,0)
)
(III)
B0 +B2,0 ≤ C
(
EFI[Υ](T ) + EFI[Υ](0) + E[F](T ) + E[F](0) +
|a|
M
B±
)
,(IV)
B1 ≤ C (EFI[Υ](T ) + EFI[Υ](0) +B0 +B2,0) .(V)
Recall these energies and bulk terms were defined in equations (3) and (7). In fact,
for any sufficiently small choice of r1/M > 0, there is a choice of C such that these
estimates hold, but this choice of C is not uniform, so we choose a single value of
r1/M .
Theorems 1.1 and 1.3 follow from proposition 1.2, core estimates (I)-(V), and
the following simple bootstrap argument. By substituting core estimate (IV) into
core estimates (II) and (V), one finds that
B± +B0 +B1 +B2,0 . E[F](T ) + E[F](0) + EFI[Υ](T ) + EFI[Υ](0) +
|a|
M
B±.
Thus, for |a|/M sufficiently small, one finds
B± +B0 +B1 +B2,0 . E[F](T ) + E[F](0) + EFI[Υ](T ) + EFI[Υ](0).
Substituting this into core estimates (I) and (III) and taking |a|/M sufficiently
small proves theorems 1.1 and 1.3.
The main method in this paper is to choose vector fields with which to generate
energies by contracting with an energy-momentum tensor and then integrating over
a hypersurface of constant t. Core estimates (I)-(II) are proved using the energy-
momentum tensor for the Maxwell equation, using Tχ and a radial vector field A
respectively. Core estimate (III) is proved using an approximate energy-momentum
tensor for the Fackerell-Ipser equation and the vector field Tχ. To prove core
estimates (IV) and (V), we introduce a Fourier-spectral transform of the Fackerell-
Ipser equation. The variables of the Fourier-spectral transform correspond to time
and angular derivatives. Solutions to this also have an analogue of an energy-
momentum tensor. We use a radial vector field that points away from the orbiting
null geodesics to prove core estimate (IV). We then rescale this vector field by
powers of the Fourier-spectral variables to obtain more control over the time and
angular derivatives. This rescaled vector field allows us to prove core estimate (V).
Core estimate (V) actually follows from an estimate on∫
|k|3/2ǫ
∂2t
|Υ˜|2dµ˜FI,
where k refers to the spectral parameters corresponding to derivatives in the time
and angular directions, and Υ˜ is the transform of Υ. This is based on ideas in [7]
for the a = 0 wave equation, where the exponent can be increased from 3/2 to 2− ǫ
for any ǫ > 0. A similar result, with only logarithmic losses was proved in [28].
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One useful technique when treating these estimates is to note that there is an
overall rescaling freedom in the Kerr metric (M,a; t, r, ω) 7→ (λM, λa;λt, λr, ω). It
is for this reason that it is possible to use quantities like |a|/M as a measure of slow
rotation. To preserve this scale invariance, we also wish to set r1/M when defining
B1 and B2,0, instead of setting M and then setting r1.
In section 2, we introduce some more notation, discuss the geometry of the
Kerr space, and consider the regularity of the components φ±1. In section 3, we
discuss the decomposition of solutions into stationary and charge-free components,
which allows us to prove proposition 1.2. In section 4, we prove core estimates
(I)-(II), which are proved using the Maxwell equations without reference to the
Fackerell-Ipser equation. In section 5, we treat the Fackerell-Ipser equation and
prove core estimate (III). In section 6, we treat the Fourier-spectral transform of
the Fackerell-Ipser equation and prove core estimates (IV)-(V). Recall that when
we introduced core estimates (I)-(V), we explained how they combine with the
charge decomposition in proposition 1.2 to prove theorems 1.1 and 1.3.
2. Some further notation and the geometry of the Kerr space-time
2.1. Some further notation. We say that two quantities A and B are a almost
equal iff there is a constant C such that (1− C|a|/M)A ≤ B ≤ (1 + C|a|/M)A.
We use A . B to mean that there is a constant C, such that A ≤ CB, and
that C can be chosen independently of M , a, r, t, θ, φ, F, Υ, Υ˜ and chosen to
be uniformly with respect to some small parameter. Typically this means that
for sufficiently small ǫ¯a > 0, there is a constant C uniform in
|a|
M ≤ ǫ¯a such that
A ≤ CB. However, it certain cases, we will also introduce other small parameters,
such as ǫ∂2t /M , where ǫ∂2t is a parameter associated with coefficients of ∂t in section
6. The relevant cases are defined explicitly in subsection 2.5. We use A ∼ B to
mean A . B and B . A. If estimates of this form hold for one value of ǫ¯a, they will
also hold for any smaller (positive) value of ǫ¯a. Thus, if there is a finite collection
estimates of this form, then an ǫ¯a can be found for which all of the estimates hold.
We are also free to choose smaller ǫ¯a to obtain stronger estimates.
Frequently in this paper, we will deal with rational functions. When discussing
polynomials or rational functions, we will implicitly take this to mean a polynomial
or rational function in r, M , ǫ∂2t , a, and, in certain cases, a cos θ. We define a
homogeneous rational function to be a ratio of homogeneous polynomials. We
define a homogeneous polynomial of degree m to be of maximal degree in r if the
coefficient of rm is nonzero. We define a homogeneous rational function to be of
maximal degree if it is the ratio of two homogeneous polynomials of maximal degree
in r. A homogeneous rational function has both a degree and an asymptotic growth
rate in r; for homogeneous rational functions of maximal degree, these are equal.
The set of homogeneous rational functions is closed under the operations of taking
products and ratios. The set of homogeneous rational functions of maximal degree
is also closed under these operations. Similarly, the set of homogeneous polynomials
which have a positive lower and upper bound on compact subsets of the closure
of the exterior, r ≥ r+, is also closed under these operations. Importantly, if a
homogeneous rational function of maximal degree has a positive lower and upper
bound on each compact subset of the closure of the exterior when a = 0 = ǫ∂2t , then
it will still have such bounds for a and ǫ∂2t sufficiently small. This is not true for
polynomials or rational functions that fail to be of maximal degree. Furthermore,
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if a homogeneous polynomial, p, is of maximal degree and has growth rate rm for
a = 0 = ǫ∂2t , then the influence of a and ǫ∂2t is lower order, in the sense that
|p(r,M, 0, 0)− p(r,M, ǫ∂2t , a)| = O(r−m−1).
There are four situations in which we will encounter homogeneous rational func-
tions that fail to have positive lower and upper bounds in each compact subset of
the closure of the exterior. First, for a = 0 = ǫ∂2t , the function might be nonnega-
tive but vanish at r = 2M . Crucially, whenever this occurs in this paper, we have
been able to factor the rational function as a power of ∆ times a rational function
with a positive lower and upper bound on each compact subset of the closure of
the exterior. Second, for a = 0, the function might vanish at some r ∈ (2M,∞).
This occurs only once in our argument, in the coefficient of the term denoted R˜′.
Third, for a homogeneous rational function of maximal degree, the derivative need
not have maximal degree if the original function is of degree zero. This situation
occurs in our argument twice; it occurs with the coefficient of ∂2t in R˜′ and with
all the coefficients in the term denoted ˜˜R′′. These second and third problems are
treated in lemma 6.4. Fourthly, there can be a complicated sum of derivatives so
that even for a = 0 = ǫ∂2t , the homogeneous rational function is not positive in the
exterior. This occurs in the term V in lemma 6.5.
Recall that we defined
d4µFI = dr sin θdθdφdt, d
4µ = Σd4µFI.
2.2. Foliations. Recall that we consider the exterior region of the Kerr space-time,
which is a manifold parameterised by (t, r, ω) ∈ R × (r+,∞) × S2 with the metric
given in equation (1). As is well known [18], this can be uniquely extended to a
maximal analytic extension, which, in turn, has a C0 conformal compactification.
Of particular value in our analysis will be subregions of the form
Ω[t1, t2] = {(t′, r′, ω′)|t′ ∈ (t1, t2), r′ ∈ (r+,∞), ω′ ∈ S2},
for t1 < t2. The entire exterior region and each subregion Ω[t1, t2] are foliated by
hypersurfaces
Σt = {(t′, r′, ω′)|t′ = t, r′ ∈ (r+,∞), ω′ ∈ S2}.
The exterior is also foliated by Σ˜r = {(t′, r′, ω′)|t′ ∈ R, r′ = r, ω′ ∈ S2}. When
dealing with Ω[t1, t2], we will also use Σ˜r to denote Σ˜r ∩Ω[t1, t2]. We orient Σt and
Σ˜r with normal 1-form pointing along −dt and −dr respectively. Along surfaces
of fixed t, inside the conformal compactification of the maximal analytic extension
of the exterior region, there is a well defined limit set as r → r+ and as r → ∞,
and this limit is independent of t. We will denote these as Σ˜r+ and Σ˜∞. These
are known as the bifurcation sphere and space-like infinity respectively. They are
each 2-dimensional surfaces, although each Σt and Σ˜r (for r ∈ (r+,∞)) is a 3-
hypersurface. Thus, for any regular vector field, the flux through Σ˜r+ and Σ˜∞
is zero. In the conformal compactification of the maximal analytic extension, the
boundary of Ω[t1, t2] is Σt2 ∪−Σt1 ∪ −Σ˜r+ ∪ Σ˜∞.
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In a flux integral, one needs the normal to a hypersurface and the induced volume
form. For Σt, this is
nαd3µΣt = −
(
gαt
(gtt)1/2
)√
grrgθθgφφdrdθdφ
= −gαt
(
gttgφφ − g2tφ
gφφ
)1/2
√
grrgθθgφφdrdθdφ
= −gtα
√
− det g sin θdrdθdφ,
=
(
∂t +
2aMr
Π
∂φ
)α
Π
∆
sin θdrdθdφ.
Similarly,
nαd3µΣ˜r = −∂αr ∆sin θdtdθdφ.
2.3. Time-like vectors. In the exterior of the Schwarzschild space-time, there is
a unique globally time-like Killing vector, ∂t, which is orthogonal to hypersurfaces
of constant t. In the Kerr space-time, there is no such structure, so we are forced
to consider a variety of vectors. It is useful to consider
Tχ = ∂t + ωχ∂φ, ωχ = χ
a
r2+ + a
2
,
T⊥ = ∂t + ω⊥∂φ, ω⊥ =
2aMr
Π
,
TPNV = ∂t + ωPNV∂φ, ωPNV =
a
r2 + a2
,
where χ is a smooth, decreasing function of r, that is identically 1 for r < 10M , is
0 for r > 11M , and satisfies ∀k ∈ N : ∂krχ .M−k.
Each of these vectors has a length that approaches −1 as r → ∞ and which
vanishes at a rate of −(∆/r2)1/2 as r → r+. The difference between any two of
them is bounded by |a|∆r−4, in particular, this difference vanishes relative to the
length of any of these three vectors as r → r+, r → ∞, and uniformly in r as
|a| → 0.
2.4. Regularity of the null decomposition. Recall that we introduced
φ1 = 2F[lPNV,mPNV],
φ0 =
√
2
(
F[lPNV,nPNV] + F[Θˆ, ΦˆPNV],
)
φ−1 = 2F[nPNV, m¯PNV].
The vector fields lPNV and nPNV are globally smooth, but mPNV and m¯PNV fail
to be globally smooth, since they are constructed from
Θˆ =
1√
Σ
∂θ, ΦˆPNV =
1√
Σ
(
a sin θ∂t +
1
sin θ
∂φ
)
,
which fail to be smooth at θ ∈ {0, π}. However
Σm¯PNV ∧mPNV = ∂θ ∧ 1
sin θ
∂φ + a sin θ∂θ ∧ ∂t,
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is the sum of the volume form on the round sphere plus the wedge product of the
smooth vector fields sin θ∂θ and ∂t, so m¯PNV ∧mPNV is smooth. Hence φ0 is a
smooth function if F is smooth. Similarly, Υ = (r − ia cos θ)φ0 is also smooth.
In contrast, φ±1 are not typically smooth functions, even if F is smooth, since
mPNV is not smooth. To overcome this, we must reinterpret them as sections
of a vector bundle. At each point, consider the vector space spanned by Θˆ and
ΦˆPNV. Since the wedge product of these vectors has already been shown to extend
to a globally smooth 2-form, their span can be extended to a globally defined 2-
dimensional vector bundle, V±1. Since it is a sub-bundle of the tangent space, we can
use the same indices in both bundles. Since Θˆ and ΦˆPNV are each orthogonal unit
vectors, the vector bundle V±1 has a Riemannian metric. For (θ, φ) ∈ (0, π)×(0, 2π),
the metric on this vector bundle is
Θˆ⊗ Θˆ+ ΦˆPNV ⊗ ΦˆPNV,
which we will denote by Σ−1Qˆ. This metric has a unique smooth extension, for
each (t, r) to ω ∈ S2. We will also denote this extension my Σ−1Qˆ.
This Σ−1Qˆ can be seen as a projection operator from the tangent space of the
space-time to V±1. Inspired by [10], we define
αα = Fγδ(lPNV)
γ(Σ−1Qˆ)αδ,
αα = Fγδ(nPNV)
γ(Σ−1Qˆ)αδ.
The sections α and α are smooth if F is.
Finally, we return to the correct interpretation of φ±1. The components of α with
respect to the Θˆ, ΦˆPNV basis are the real and imaginary components of φ1. The
components of α with respect to the Θˆ,−ΦˆPNV basis are the real and imaginary
components of φ−1. Hence, φ1 and φ−1 are isomorphic to α and α. Furthermore, the
modulus of the former complex numbers is equal to the length of the latter sections
of the bundle V±1. Since α and α are smooth, this lets us properly understand the
appropriate notion of regularity for φ±1. From this perspective, it is clear that we
should really be working with α and α, instead of φ±1. However, for compactness
of notation, we will use φ±1, and, if there is ever a concern about regularity at the
poles, we will interpret φ1 and φ−1 as α and α respectively.
2.5. Standard smallness assumptions. In this subsection, we introduce several
standard smallness assumptions on |a|/M and other parameters. In particular, we
will want to have quantifications on the choice of r1 and the parameter ǫ∂2t , which
is introduced in section 6.
Definition 2.1. We say the estimates A . B, A ≤ CB, or A ≤ C1B1 + C2B2
holds for |a|/M sufficiently small if ∃C,C1, C2, ǫ¯a > 0 : ∀M > 0, a ∈ [−ǫ¯aM, ǫ¯aM ] :
the estimate A ≤ CB or A ≤ C1B1 + C2B2 holds respectively.
Definition 2.2. We say the estimates A . B, A ≤ CB, or A ≤ C1B1 + C2B2
holds for max(|a|/ǫ∂2t , ǫ∂2t /M) sufficiently small if ∃C,C1, C2, ǫ¯a > 0 : ∀M > 0, a ∈
[−ǫ¯aM, ǫ¯aM ], ǫ∂2t ∈ [−ǫ¯aM, ǫ¯aM ] : the estimate A ≤ CB or A ≤ C1B1 + C2B2
holds respectively.
Definition 2.3. We say the estimates A . B, A ≤ CB, or A ≤ C1B1 + C2B2
holds for any projection away from the orbiting null geodesics and |a|/M sufficiently
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small if ∀ǫ¯1 ∈ (0, 1] : ∃C,C1, C2, ǫ¯a > 0 : ∀M > 0, a ∈ [−ǫ¯aM, ǫ¯aM ], r1 = ǫ¯1M : the
estimate A ≤ CB or A ≤ C1B1 + C2B2 holds respectively.
Definition 2.4. We say there is a projection away from the orbiting null geodesic
such that for max(|a|/ǫ∂2t , ǫ∂2t /M) one has the estimates A . B, A ≤ CB, or
A ≤ C1B1 + C2B2 if ∃ǫ¯1 ∈ (0, 1] : ∃C,C1, C2, ǫ¯a > 0, ǫ¯∂2t > 0 : ∀M > 0, a ∈
[−ǫ¯aM, ǫ¯aM ], ǫ∂2t ∈ (0, ǫ¯∂2tM ], r1 = ǫ¯1M : the estimate A ≤ CB or A ≤ C1B1 +
C2B2 holds respectively.
Definition 2.5. We say the estimates A . B, A ≤ CB, or A ≤ C1B1+C2B2 holds
for any projection away from the orbiting null geodesics and max(|a|/ǫ∂2t , ǫ∂2t /M)
sufficiently small if ∀ǫ¯1 ∈ (0, 1] : ∃C,C1, C2, ǫ¯a > 0, ǫ¯∂2t > 0 : ∀M > 0, a ∈
[−ǫ¯aM, ǫ¯aM ], ǫ∂2t ∈ (0, ǫ¯∂2tM ], r1 = ǫ¯1M : the estimate A ≤ CB or A ≤ C1B1 +
C2B2 holds respectively.
3. Charge conservation
3.1. Charge, cohomology, and determination of the bound state. The elec-
tric and magnetic charges evaluated on any two surface S2 are defined to be, re-
spectively,
qE [S2] = 1
4π
∫
S2
∗F, qB[S2] = 1
4π
∫
S2
F.
Note that there is no need to specify a volume form or measure, since these are
each the integrals of a two form over a two surface. We are particularly interested
in evaluating these on closed two surfaces of constant (t, r) denoted by S2(t, r). For
r > r+, S2(t, r) is a topological sphere. (We will only consider the exterior region,
since some of these arguments fail in the interior, particularly at r = 0.)
Since any S2(t1, r1) can be continuously deformed to any other S2(t2, r2), from
Stokes’s theorem and the Maxwell equations, which state that both F and ∗F
are closed two forms, it follows that the electric and magnetic charges are equal
on all S2(t, r). Thus, the charges are equal when evaluated on any closed two
surface that encloses the black hole. Note that, in contrast with the situation
in Minkowski space, R1+3, since the second homology class of the exterior region,
H2(R×(r+,∞)×S2) is nontrivial, and, in particular, the S2(t, r) are in a nontrivial
equivalence class, the charge need not be zero.
For any q ∈ C, we define the Coulomb solutions to be given by
φ0 =
q
p2
, φ±1 = 0.(8)
which is a solution of the Maxwell system. By taking the limit at fixed t as r →∞,
one can easily verify that for the Coulomb solutions
q = qE + iqB.
Since H2(R× (r+,∞)× S2) = H2(S2) = C, it follows that the cohomology class of
two forms is H2(R×(r+,∞)×S2) = H2(S2) = C, so the Coulomb solutions provide
a representative for every equivalence class.
Since each charge on S2(t, r) is constant as a function of (t, r), the charges can
be determined from the initial data. Since the charges and the Maxwell equations
are linear, given a solution, we can determine the charges qE and qB, construct
the corresponding Coulomb solutions, and generate a new solution by subtracting
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this Coulomb solution from the original solution. This proves the first part of
proposition 1.2.
3.2. Regularity conditions. To avoid repetition, we now introduce regularity
conditions which will be assumed through out this paper.
Definition 3.1. F ∈ ∧2 is a regular, charge-free solution of the Maxwell equation
(2) if the charge is zero on every sphere, F is C2 in the exterior of the Kerr space-
time, F has a C2 extension to the closure of the exterior in the maximal analytic
extension, F vanishes on Σ0 for sufficiently large r, and F is a solution of the
Maxwell equation (2).
F ∈ ∧2 is a regular solution of the Maxwell equation (2) if it is the sum of a
Coulomb solution and a regular solution.
Definition 3.2. Υ is regular in the sense of solutions of the Fackerell-Ipser equation
if it is C2 in the exterior of the Kerr space-time, has a C2 extension to the closure of
the exterior in the maximal analytic extension, and vanishes on Σ0 for sufficiently
large r.
Remark 3.3. If F is regular, then Υ = Υ[F] is regular. It is for this reason that
we require F ∈ C2 instead of F ∈ C1.
If F or Υ is regular, then they can be understood as classical solutions of the
Maxwell equation or the Fackerell-Ipser equation respectively. For simplicity, this
is the only type of solution we will consider. We expect that the set of regular
solutions is dense in the energy space, as is the case in Minkowski space. We will
ignore this issue, since the proof would require elliptic theory.
Definition 3.4. A vector field X ∈ Γ is regular if it is C1 in the exterior of the
Kerr space-time and has a continuous extension to the closure of the exterior in the
maximal analytic extension.
A coefficient f is regular if it is C3 in the exterior of the Kerr space-time and
has a continuous extension to the closure of the exterior in the maximal analytic
extension.
Remark 3.5. Regularity for a vector field is considerably weaker than the level of
regularity that we assume for solutions of the Maxwell or Fackerell-Ipser equations.
It is sufficient to apply the divergence theorem. We wish coefficients to be more
regular so we can apply the d’Alembertian to the derivative of the coefficient.
3.3. An L2 estimate on the spherical mean of the spin zero component.
In the Schwarzschild space-time, the Coulomb solutions are the only spherically
symmetric solutions. Furthermore, the spherically symmetric functions are the
only functions on the sphere with mean zero. That fact allows one to prove a lower
bound on the spherical L2 norm of charge-free solutions in terms of the spherical
L2 norm of their angular derivatives. In particular, the spherical Laplacian can be
bounded below by ℓ(ℓ + 1) = 2. The purpose of this subsection is to provide a
similar estimate in the Kerr space-time. This estimate will be a crucial part of the
Morawetz estimate in subsection 6.3.
Lemma 3.6 (Lower bound on angular derivatives of charge-free solution). For
|a|/M sufficiently small as in definition 2.1, if F is a regular solution of the Maxwell
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equation (2), then for t ∈ R and r > r+,
2
∫
S2(t,r)
|φ0|2 sin θdθdφ
≤
∫
S2(t,r)
| 6∇φ0|2 sin θdθdφ− a2VL
∫
S2(t,r)
|φ1 + φ−1|2 sin θdθdφ.
Proof. The charge are given by
qE + iqB =
∫
S2(t,r)
∗F + iF
=
∫
S2(t,r)
(∗F + iF)(∂θ, ∂φ)dθdφ
=
∫
S2(t,r)
(√
g(∂θ, ∂θ)g(∂φ, ∂φ)
g(T⊥,T⊥)g(∂r, ∂r)
F(T⊥, ∂r) + iF(∂θ, ∂φ)
)
dθdφ
=
∫
S2(t,r)
(
Πsin θ
Σ
F(T⊥, ∂r) + iF(∂θ, ∂φ)
)
dθdφ.
By introducing the transition matrix between the coordinate basis and the tetrad
(5), inverting the transition matrix, expanding the basis {T⊥, ∂r, ∂θ, ∂φ} in terms
of the Carter tetrad, we find
qE + iqB =
1
2
∫
S2(t,r)
(
−(r2 + a2)φ0 + ia sin θ
√
∆(φ1 + φ−1)
)
sin θdθdφ.
If the two charges vanish, then∫
S2(t,r)
(r2 + a2)φ0 sin θdθdφ = ia
√
∆
∫
S2(t,r)
(sin θ(φ1 + φ−1)) sin θdθdφ.(9)
Given φ0 on a sphere, we can decompose it into the spherically symmetric com-
ponent and the remainder, us and ur. These components are orthogonal in L
2,
so ∫
S2(t,r)
|u|2 sin θdθdφ =
∫
S2(t,r)
|us|2 sin θdθdφ +
∫
S2(t,r)
|ur|2 sin θdθdφ.
Since 2 is the first nonzero eigenvalue of the spherical Laplacian, the non-spherically-
symmetric component satisfies
2
∫
S2(t,r)
|ur|2 sin θdθdφ ≤
∫
S2(t,r)
| 6∇ur|2 sin θdθdφ =
∫
S2(t,r)
| 6∇φ0|2 sin θdθdφ.
From equation (9), the spherically-symmetric component satisfies
us(t, r) =
ia
√
∆
r2 + a2
1
4π
∫
S2(t,r)
(φ1 + φ−1) sin θdθdφ.
From the Cauchy-Schwarz inequality,
|us(t, r)|2 ≤ a
2∆
(r2 + a2)2
1
(4π)2
∫
S2(t,r)
|φ1 + φ−1|2 sin θdθdφ(4π)
=
a2∆
(r2 + a2)2
1
4π
∫
S2(t,r)
|φ1 + φ−1|2 sin θdθdφ.
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Integrating this constant function over the sphere S2(t, r) with respect to sin θdθdφ
eliminates the factor of (4π)−1 on the right. 
3.4. Almost orthogonality of the charged and uncharged parts. The pur-
pose of this subsection is to complete the proof of proposition 1.2. Given two
possibly charged solutions, F and H with components φi and ψi respectively, let
〈H,F〉Σt =
∫
Σt
(∑
i
ψ¯iφi
)
r2drdω
+
∫
Σt
(r2 + a2
∆
(∂t(pψ0))(∂t(pψ0)) +
∆
r2 + a2
(∂r(pψ0))(∂r(pφ0))
+
(6∇(pψ0)) · (6∇(pφ0))
r2
+
Σ
r2
ψ¯0φ0
)
r2drdω.
This defines a nondegenerate, nonnegative quadratic form, so 〈F,F〉1/2 is a norm.
The sum of the energies for a stationary solution with Fstationary, for which the
middle component is q/p2 and the extreme components vanish, satisfies
E[Fstationary] + EFI[Υstationary] ∼ |q|
2
M
.
The sum of the energies E[F] + EFI[Υ] is 〈F,F〉. Thus, if Ftotal is decomposed
into stationary and charge-free components, Fstationary and F, then
E[Ftotal] + EFI[Ftotal] = E[Fstationary] + EFI[Υstationary] + E[F] + EFI[F]
+ 2Re〈Fstationary,F〉.
The inner product is∫
Σt
q¯
p¯2
φ0r
2drdω
+
∫
Σt

 ∆
r2 + a2
(
∂r
q¯
p¯
)
(∂r(pφ0)) +
(
∂θ
q¯
p¯
)
∂θ(pψ0)
r2
+
Σ
r2
q¯
p¯2
φ0

 r2drdω
= q¯
(∫
Σt
2φ0drdω +
∫
Σt
(
r2 +Σ
p¯2
− 2
)
φ0drdω
)
+ q¯
(∫
Σt
−p
(
∂r
r2∆
r2 + a2
∂r
1
p¯
)
φ0drdω +
∫
Σt
∂θ
(
1
p¯
)
∂θ(pφ0)drdω
)
.
The first of these integrals can be estimated using the charge-free condition.∣∣∣∣
∫
Σt
2φ0drdω
∣∣∣∣ .
∫
Σt
a|φ±1|
√
VLdrdω
. |a|
(∫
Σt
|φ±1|2r2drdω
)1/2(∫
Σt
VLr
−2drdω
)1/2
. aM−3/2E[F]1/2.
Since (r2 + Σ)p¯−2 − 2 is a homogeneous rational function of degree zero in r, M ,
a, and a cos θ, and it vanishes at a = 0, this rational function is bounded by ar−2.
18 L. ANDERSSON AND P. BLUE
Thus,∣∣∣∣
∫
Σt
(
r2 +Σ
p¯2
− 2
)
φ0drdω
∣∣∣∣ . |a|
(∫
Σt
|φ0|2r2drdω
)1/2(∫
Σt
r−4drdω
)1/2
. aM−3/2E[F].
The integral of −p(∂r(r2∆(r2+a2)−1)∂rp¯−1)φ0 can be treated similarly by breaking
the coefficient into a spherically symmetric part and a part which vanishes linearly
in a. The first part can be bounded using the charge-free condition, and the second
can be bounded by using the additional decay in r in the remainder. The integral
of (∂θ p¯
−1)(∂θ(pφ0)) can be bounded directly using the Cauchy-Schwarz inequality,
since |∂θ p¯−1| . |a|r−2. Combining all these results, one finds
|〈Fstationary,F〉| . |a|
M
|q|
M1/2
(E[F] + EFI[Υ])
1/2
.
|a|
M
(E[Fstationary] + EFI[Υstationary])
1/2
(E[F] + EFI[Υ])
1/2.
Thus,
E[Ftotal] + EFI[Ftotal] ∼ E[Fstationary] + EFI[Υstationary] + E[F] + EFI[F],
and, in fact, the two sides are a almost equivalent.
This completes the proof of proposition 1.2.
4. Estimates for the Maxwell field
The purpose of this section is to prove core estimates (I)-(II), which involve
the Maxwell Field, F, and which can be proved without reference to the Fackerell-
Ipser equation. Subsection 4.1 provides a brief review of the vector-field method;
subsection 4.2 provides the proof of the almost conservation of energy result, core
estimate (I); and subsection 4.3 provides the Morawetz estimate for the Maxwell
field, core estimate (II).
4.1. The stress-energy tensor for the Maxwell field. The material in this
subsection is well known, cf. e.g. [10].
Definition 4.1. Given F ∈ ∧2, the Maxwell Lagrangian and energy-momentum
tensor are
L =
1
4
FαβF
αβ , T[F]αβ = FαγFβ
γ − 1
4
gαβFγδF
γδ.
Definition 4.2. Given a regular vector field X, t ∈ R, t1 < t2, and a regular
F ∈ ∧2, the 4-momentum generated by X of F, the energy generated by X of F and
evaluated on Σt, and the associated bulk term are
P(X)[F] = T[F]αβX
β ,
EX[F](t) =
∫
Σt
P(X)[F]αn
αd3µΣt ,
BulkX[F](t1, t2) =
∫
Ω[t1,t2]
T[F]αβ∇(αXβ)d4µ.
Theorem 4.3 (Properties of the Maxwell energy-momentum). (1) [Dominant
energy condition] If X,Y are time-like, future-pointing vectors and F ∈ ∧2,
then T[F]αβX
αYβ ≥ 0.
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(2) [Symmetry] If F ∈ ∧2, then T[F]αβ = T[F]βα.
(3) [Trace free] If F ∈ ∧2, then T[F]αα = 0.
(4) [Divergence free] If F ∈ ∧2 is a regular solution of the Maxwell equation
(2), then ∇αT[F]αβ = 0.
Corollary 4.4 (Energy generation properties). Let F ∈ ∧2 be a regular solution of
the Maxwell equation (2) and X be a regular vector field.
(1) [Energy Generation 1] If X is time-like and future oriented, then ∀t ∈ R :
EX[F](t) ≥ 0.
(2) [Energy Generation 2] If t2 > t1, then
EX[F](t2)− EX[F](t1) = BulkX[F](t1, t2).
Proof. The first property follows from the normal to Σt being time-like and future
oriented and from T satisfying the dominant energy condition. The second follows
from the divergence theorem, the divergence free property of T, and the vanishing
of the fluxes through Σ˜r+ and Σ˜∞, which follows from the regularity of F, X, and,
hence, P(X)[F]. 
Because of the trace-free property of the energy-momentum tensor for the Maxwell
field, there is the following formula for the bulk term, which frequently simplifies
calculations.
Theorem 4.5. If F ∈ ∧2 is regular, X is a regular vector field, t1 < t2, and Ω is
a regular function that is positive in the exterior of the Kerr space-time, then
BulkX(t1, t2) = −1
2
∫
Ω[t1,t2]
Ω−2T[F]αβLX(Ω2gαβ)d4µ.
Proof. It is well known that
∇(αXβ) = −(1/2)LXgαβ.
Since Ω2 is positive in the exterior of the Kerr space-time, one can write LXgαβ =
(XΩ−2)Ω2gαβ + Ω
−2LX(Ω2gαβ). Since T is trace free, one finds the contraction
with T of the first of these terms is TαβLXgαβ = TαβΩ−2LX(Ω2gαβ). 
Theorem 4.6 (Components of Maxwell T). If F ∈ ∧2, then
T(lPNV, lPNV) = 2|φ1|2,
T(lPNV,nPNV) = |φ0|2,
T(nPNV,nPNV) = 2|φ−1|2,
T(TˆPNV, TˆPNV) =
∑
i
|φi|2,
T(Rˆ, Rˆ) =
(|φ±1|2 − |φ0|2)
Tαβ
(
ΘˆαΘˆβ + ΦˆαPNVΦˆ
β
PNV
)
= 2|φ0|2.
Proof. Direct computation. 
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4.2. Almost energy conservation for the Maxwell equation. Recall the
crude Maxwell energy from the introduction
E[F](t) =
∫
Σt
∑
i
|φi|2r2drdω
and the blended time-like vector field Tχ from subsection 2.3.
Lemma 4.7 (Energy equivalence for the Maxwell field). There are positive con-
stants ǫ¯a, C > 0 such that ∀M > 0, a ∈ [−ǫ¯aM, ǫ¯aM ] one has that if F ∈ ∧2 is
regular and t ∈ R, then(
1− C |a|
M
)
ETχ [F](t) ≤ E[F](t) ≤
(
1 + C
|a|
M
)
ETχ [F](t).
That is, E[F] and ETχ are a almost equivalent.
Proof. First, observe that for X,Y ∈ {TˆPNV, Rˆ, Θˆ, ΦˆPNV}, one has
|T(X,Y)| .
∑
i
|φi|2.
Now, consider the Tχ energy and how the vectors in its definition differ from TPNV:
ETχ [F](t) =
∫
Σt
T[F]αβT
β
χn
αd3µΣt
=
∫
Σt
TαβT
β
χT
α
⊥
Π
∆
dr sin θdθdφ
=
∫
Σt
TαβT
β
PNVT
α
PNV
Π
∆
dr sin θdθdφ
+
∫
Σt
Tαβ(ωχ − ωPNV)∂βφTαPNV
Π
∆
dr sin θdθdφ
+
∫
Σt
Tαβ(ω⊥ − ωPNV)∂βφTαPNV
Π
∆
dr sin θdθdφ
+
∫
Σt
Tαβ(ωχ − ωPNV)(ω⊥ − ωPNV)∂αφ∂βφ
Π
∆
dr sin θdθdφ.
The difference between the factor g(TPNV,TPNV)Π∆
−1r−2 and 1 is a small. Thus,
since r−1∂φ and TPNV can be expressed as bounded linear combinations of TˆPNV,
Rˆ, Θˆ, and ΦˆPNV and since ωχ − ωPNV and ω⊥ − ωPNV vanish linearly in ∆ and
quadratically in r−1 and are a small, one finds
|ETχ [F](t)− E[F](t)| .
|a|
M
∫
Σt
∑
i
|φi|2r2drdω
.
|a|
M
E[F](t).

Remark 4.8. While the φi are defined with respect to a nondegenerate basis, the
energies E[F](t) and ETχ [F](t) are both degenerate as r → r+. In E[F], the volume
form dr is degenerate. In ETχ [F](t), the vector field Tχ is degenerate. Both dr
and Tχ degenerate as (∆/r
2)1/2 as r → r+, which allows for the equivalence of the
energies.
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Proposition 4.9 (Almost energy conservation for the Maxwell field, core estimate
(I)). For |a|/M sufficiently small as in definition 2.1, if F is a regular solution of
the Maxwell equation (2), then ∀t1 < t2
E[F](t2) .
|a|
M
(B± +B0) + E[F](t1).
Proof. From the second energy generation property,
ETχ(t2)− ETχ(t1) =
∫
Ω[t1,t2]
Tαβ∇(αTβ)χ d4µ.
Since ∂t and ∂φ are Killing, the symmetric derivative ofTχ is (∂rχ)a(r
2
++a
2)−1∂
(α
r ∂
β)
φ .
Since ∂rχ is supported in [10M, 11M ] and has a bounded derivative, it can be
bounded by a multiple of any positive function. Since ∂r and r
−1∂φ can be ex-
pressed as bounded combinations of TˆPNV, Rˆ, Θˆ, and ΦˆPNV for r ∈ [10M, 11M ],
one finds
∣∣∣Tαβ∇(αTβ)χ ∣∣∣ . |a|M ∆(r2 + a2)2
∑
i
|φi|2.
Integrating this and the equivalence of E[F] and ETχ [F] provide the desired result.

4.3. The Morawetz estimate for the Maxwell field.
Definition 4.10. Given M > 0, a ∈ [−M,M ], the oversimplified Morawetz vector
field is defined to be
A = f∂r,
f = − ∆
r2 + a2
(
1− 3M
r
)
The purpose of this section is to prove core estimate (II). To the best of our
knowledge, it is not possible to choose a vector field A for which BulkA > 0 when
F 6= 0 and for which EA ≤ ETχ . Instead, we choose one for which BulkA+B0 ≥ B±.
Because we are willing to accept B0 on the left, we can be quite naive in choosing
A.
Lemma 4.11 (Bound for the Maxwell bulk term). For |a|/M sufficiently small
as in definition 2.1, if F is a regular solution of the Maxwell equation (2), then
∀T > 0 :
C1BulkA + C2B0 ≥ B±.
Proof. Let
Ω−2 =
Σ∆
(r2 + a2)2
,
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so that
Ω−2gαβ
=
(
∆
r2 + a2
)2
∂αr ∂
β
r − ∂αt ∂βt −
4aMr
(r2 + a2)2
∂
(α
t ∂
β)
φ +
∆− a2
(r2 + a2)2
∂αφ∂
β
φ + VLQαβ
=
(
∆
r2 + a2
)2
∂αr ∂
β
r − ∂αt ∂βt
− 2a
r2 + a2
∂
(α
t ∂
β)
φ −
a2
(r2 + a2)2
∂αφ∂
β
φ + VL
(
ΘαΘβ +ΦαPNVΦ
β
PNV
)
and
LA(Ω−2g)αβ
=
(
f∂r
(
∆2
(r2 + a2)2
)
− 2 ∆
2
(r2 + a2)2
∂rf
)
∂αr ∂
β
r + f∂rVL
(
ΘαΘβ +ΦαPNVΦ
β
PNV
)
− f∂r 2a
r2 + a2
∂
(α
t ∂
β)
φ − f∂r
a2
(r2 + a2)2
∂αφ∂
β
φ
= −2
(
∆
r2 + a2
)3(
∂r
r2 + a2
∆
f
)
∂αr ∂
β
r + f∂rVL
(
ΘαΘβ +ΦαPNVΦ
β
PNV
)
+
4ar
(r2 + a2)2
(
∂t +
a
r2 + a2
∂φ
)(α
∂
β)
φ .
The contraction with each of these terms with T can now be computed.
Since
−2
(
∆
r2 + a2
)3 (
∂r
r2 + a2
∆
f
)
=
6M
r2
(
∆
r2 + a2
)3
,
and ∂r is a almost equal to (∆/(r
2 + a2))1/2Rˆ, one finds∣∣∣∣∣
(
−2
(
∆
r2 + a2
)3(
∂r
r2 + a2
∆
f
)
∂αr ∂
β
r −
6M
r2
(
∆
r2 + a2
)2
RˆαRˆβ
)
Tαβ
∣∣∣∣∣
.
|a|
M
M
r2
(
∆
r2 + a2
)2∑
i
|φi|2.
Thus, there are positive constants C, D, such that(
−2
(
∆
r2 + a2
)3(
∂r
r2 + a2
∆
f
))
∂αr ∂
β
r Tαβ
≥ CM
r2
(
∆
r2 + a2
)2
|φ±1|2 −DM
r2
(
∆
r2 + a2
)2
|φ0|2
The potential r−2(1 − 2M/r) has a unique maximum at r = 3M where the
second derivative is strictly negative. Thus, for a sufficiently small, the potential
∆(r2 + a2)−2 = VL also has a unique maximum not more than a constant multiple
of a (in fact of a2/M) from r = 3M . Thus, except between this root and 3M , the
coefficient f∂rVL is nonnegative and between the root and 3M , this coefficient is
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bounded below by |a|2M−5. In particular, there are constants such that
−f∂rVL ≥ C ∆
r2 + a2
1
r3
(
1− 3M
r
)2
−D |a|
M
(
∆
r2 + a2
)
1
r3
(
M
r
)100
.(10)
(The exponent 100 here has been chosen here for convenience. Away from r = 3M ,
the first term on the right dominates, so that the behaviour of the second term on
the right can be freely adjusted by making small adjustments in the constant C.)
Thus, since Tαβ
(
ΘαΘβ +ΦαPNVΦ
β
PNV
)
= 2Σ|φ0|2,
f∂rVL
(
ΘαΘβ +ΦαPNVΦ
β
PNV
)
Tαβ
≥
(
C
∆
r2 + a2
1
r
(
1− 3M
r
)2
−D |a|
M
(
∆
r2 + a2
)
1
r
(
M
r
)100)
|φ0|2.(11)
The remaining term in LA(Ω2g)αβ is
f
4ar
(r2 + a2)2
T
(α
PNV∂
β)
φ .
The vector ∂φ is a bounded linear combination of ΦPNV and a sin θTPNV. Because
of the degeneracy of TPNV,
T(TPNV,TPNV) .
∆
r2 + a2
∑
|φi|2.
In the contraction, TαβT
α
PNVΦ
β
PNV = FαγFβ
γTαPNVΦ
β
PNV, either γ = Rˆ, in which
case |F
TPNVRˆ
| . ∆1/2r−1|φ0| and |FΦPNVRˆ| . r|φ±1|, or γ = Θˆ, in which case
|F
TPNVΘˆ
| . ∆1/2r−1|φ±1| and |FΦPNVΘˆ| . r|φ0|. Thus,
|T(TPNV,ΦPNV)| .
(
∆
r2 + a2
)1/2
r|T(TˆPNV, Θˆ)|
.
(
∆
r2 + a2
)1/2
r|φ0||φ±1|
. r
(
|φ0|2 + ∆
r2 + a2
|φ±1|2
)
,
so that∣∣∣∣f 4ar(r2 + a2)2TαPNV∂βφTαβ
∣∣∣∣ . |a|M
(
∆
r2 + a2
M
r2
|φ0|2 +
(
∆
r2 + a2
)2
M
r2
|φ±1|2
)
.
Combining this estimate with estimates (10)-(11) and applying the factor of Ω−2,
one finds there are constants C1 and C2 such that
BulkA ≥ C1
∫
Ω[t1,t2]
M
r2
∆
r2 + a2
|φ±1|2d4µ− C2
∫
Ω[t1,t2]
M
r2
∆
r2 + a2
|φ0|2d4µ.

Lemma 4.12. (Bound the Morawetz energy for the Maxwell field) For |a|/M suffi-
ciently small as in definition 2.1, if F is a regular solution of the Maxwell equation
(2), then ∀t ∈ R :
EA . ETχ ,
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Proof. For a = 0, the vector fields (∆/(r2 + a2))∂r and ∂t degenerate relative to Rˆ
and TˆPNV at a rate of (∆/(r
2+a2))1/2. For a 6= 0, the additional difference between
these can be written as (|a|/M)(∆/(r2 + a2)) times bounded linear combinations
of the normalised basis vectors. Since f = −(∆/(r2 + a2))(1 − 3M/r)∂r and the
factor −(1− 3M/r) is bounded, one finds one finds
|EA| .
∫
Σt
∣∣∣T[F]αβAαTβ⊥∣∣∣ Π∆drdω
.
∫
Σt
∆
r2 + a2
∑
i
|φi|2Π
∆
drdω
.
∫
Σt
∑
i
|φi|2 Π
r2 + a2
drdω
. ETχ .

Proposition 4.13. (Morawetz estimate for the Maxwell field, core estimate (II)
For |a|/M sufficiently small as in definition 2.1, if F is a regular solution of the
Maxwell equation (2), then ∀T > 0,
B± . E[F](T ) + E[F](0) +B0.
Proof. This follows from the previous two lemmas and the energy generation for-
mula for the Maxwell field. 
5. The energy estimate for the Fackerell-Ipser equation
5.1. The Fackerell-Ipser equation. The rescaled spin-weight zero component
Υ = pφ0
satisfies the Fackerell-Ipser equation [16]
0 = ∇α∇αΥ− VFIΥ(12)
where
VFI = −2M
p3
.
This is equivalent to
0 = ∂r∆∂rΥ+
R
∆
Υ− ΣVFIΥ,(13)
where
R = R(r;M,a; ∂t, ∂φ,Q)
= −(r2 + a2)∂2t − 4aMr∂t∂φ + (∆− a2)∂2φ +∆Q,(14)
Q = 1
sin θ
∂θ sin θ∂θ +
cos2 θ
sin2 θ
∂2φ + a
2 sin2 θ∂2t .(15)
Because equation (13) is Σ times equation (12), and Σ sin θ is the term
√− det g
appearing in the volume form when expressed in Boyer-Lindquist coordinates, it is
convenient to work with the simplified volume form
d4µFI = dr sin θdθdφdt.
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5.2. Vector-field analysis and almost energy conservation. The purpose of
this subsection is to prove estimate (III). The Fackerell-Ipser equation has a com-
plex potential, which invalidates the standard arguments from calculus of varia-
tions. Nonetheless, we can treat the Fackerell-Ipser equation as a wave equation
with potential plus an a small perturbation.
Definition 5.1. The partial derivative matrix is
Pαβ = Re(∂αΥ¯∂βΥ).
The pseudo-Lagrangian and pseudo-energy-momentum tensor for the Fackerell-
Ipser equation are
L =
1
2
(
Pαα + (ReVFI)Υ¯Υ
)
,
Tαβ = Pαβ − gαβL.
Given a regular vector field X and t ∈ R, the pseudo-momentum and pseudo-
energy of a regular solution of the Fackerell-Ipser equation Υ are
P(X)[Υ]α = T[Υ]αβX
β ,
EX[Υ](t) =
∫
Σt
P(X)[Υ]αn
αd3µΣt ,
BulkX[Υ](t1, t2) = −
∫
Ω[t1,t2]
(
Tαβ∇(αXβ) +Xβ∇αTαβ
)
d4µ.
Theorem 5.2 (Energy generation theorem for the Fackerell-Ipser equation). Let
X be a regular vector field. If Υ is a regular solution of the Fackerell-Ipser equation,
(12), then ∀t1 < t2
∇αTαβ = (ImVFI)Im(Υ¯∇βΥ)− Re(∇βVFI)|Υ|2/2,
EX[Υ](t2)− EX[Υ](t1) = BulkX[Υ](t1, t2).
Proof. Consider first,
∇α(Pαβ − gαβL) = Re
(
(∇α∇αΥ¯)(∇βΥ) + (∇αΥ¯)(∇α∇βΥ)
)
− Re((∇β∇γΥ¯)(∇γΥ))
− 1
2
(
Re(VFI∇βΥ¯Υ) + Re(VFIΥ¯∇βΥ)
)
− Re((∇βVFI)|Υ|2/2)
=
1
2
Re
(
2VFIΥ¯(∇βΥ)− VFI(∇βΥ¯)Υ− VFIΥ¯∇βΥ
)
− Re(∇βVFI)|Υ|2/2
= (ImVFI)Im(Υ¯∇βΥ)− Re(∇βVFI)|Υ|2/2.
This gives the first of the desired results.
The second part follows from the divergence theorem. From our definition of Υ
being regular, the energy is a convergent integral. In addition, from our definition
of regular for a vector field, the fluxes through the bifurcation sphere and space-like
infinity are zero. 
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Recall T⊥ and Tχ from subsection 2.3 and the artificial energy from the intro-
duction
EFI[Υ](t) =
1
2
∫
Σt
(
r2 + a2
∆
|T⊥Υ|2 + ∆
r2 + a2
|∂rΥ|2 + | 6∇Υ|
2
r2
+
|Υ|2
r2
)
r2drdω.
Lemma 5.3 (Fackerell-Ipser energy equivalence). For |a|/M sufficiently small as in
definition 2.1, if F is a regular solution of the Maxwell equation (2) and Υ = Υ[F],
then ∀t ∈ R :
ETχ [Υ](t) . EFI[Υ](t) . ETχ [Υ](t) + ETχ [F](t).
Proof. Recall nαd3µΣt = T
α
⊥(Π/∆)drdω. Thus, since Tχ = T⊥+(ωχ−ω⊥)∂φ and
g(T⊥, ∂φ) = 0, one finds
ETχ =
∫
Σt
(
Pαβ − 1
2
gαβP
γ
γ − 1
2
gαβReVFI |Υ|2
)
TβχT
α
⊥
Π
∆
drdω
=
∫
Σt
(
Pαβ − 1
2
gαβP
γ
γ
)
Tα⊥T
β
⊥
Π
∆
drdω
+
∫
Σt
Pαβ(ωχ − ω⊥)∂βφTα⊥
Π
∆
drdω
+
∫
Σt
−1
2
gαβT
β
⊥T
α
⊥ReVFI |Υ|2
Π
∆
drdω.
Since g(T⊥,T⊥) = −∆Σ/Π, Σ ∼ r2 + a2, grr ∼ ∆(r2 + a2)−1, gθθ ∼ r−2, and
gφφ ∼ (r2 sin2 θ)−1, one finds∫
Σt
(
Pαβ − 1
2
gαβP
γ
γ
)
Tα⊥T
β
⊥
Π
∆
drdω
∼ 1
2
∫
Σt
(
r2 + a2
∆
|T⊥Υ|2 + ∆
r2 + a2
|∂rΥ|2 + | 6∇Υ|
2
r2
)
r2drdω.
Since ωχ − ω⊥ vanishes linearly in ∆, cubicly in r−1, and is a small,∣∣∣∣
∫
Σt
Pαβ(ωχ − ω⊥)∂αφTβ⊥
Π
∆
drdω
∣∣∣∣ . |a|
∫
Σt
(
|T⊥Υ|2 + 1
r2
|∂φΥ|2
)
r2drdω.
The potential
ReVFI = −Re2M
p3
= 2M
Rep3
|p|6 = −2M
r3 + 3ra2 cos2 θ
|p|6
is negative, decays like Mr−3, and is bounded by 4|p|−2. Thus,
ReVFI |Υ|2
2
≤ 0 ≤ |φ0|2.
On the other hand, |φ0|2 ∼ |Υ|
2
r2 , so
|Υ|2
r2
∼ |φ0|2 ≤ ReVFI |Υ|2 + 4|φ0|2.
Thus, the desired result holds. 
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Lemma 5.4 (Fackerell-Ipser energy growth). For any projection away from the
orbiting null geodesics and |a|/M sufficiently small as in definition 2.3, if F is a
regular solution of the Maxwell equation (2) and Υ = Υ[F], then for T > 0,
ETχ [Υ](T )− ETχ [Υ](0) .
|a|
M
(B0 +B1 +B2,0) .
Proof. From the Fackerell-Ipser energy generation theorem 5.2,
ETχ [Υ](t2)− ETχ [Υ](t1) =−
∫
Ω[t1,t2]
Tαβ∇(αTβ)χ d4µ
−
∫
Ω[t1,t2]
Tβχ(ImVFI)Im(Υ¯∂βΥ)d
4µ
+
∫
Ω[t1,t2]
1
2
Tβχ(Re∇βVFI)|Υ|2d4µ.
Since ∇(αXβ) = − 12LXgαβ and since ∂t and ∂φ are Killing vectors, the Lie deriva-
tive
LTχgαβ =
a
r2+ + a
2
Lχ∂φgαβ
is a small, smooth, and supported in the compact set supp∇χ ⊂ r ∈ [10M, 11M ],
which is far from the orbiting null geodesics. Since∣∣∣Tαβ∇(αTβ)χ ∣∣∣ . |a|M2 |∂rχ| (|TχΥ|2 + |∂rΥ|2 +M−2| 6∇Υ|2 +M−2|Υ|2) ,
one finds ∣∣∣∣∣
∫
Ω[t1,t2]
Tαβ∇(αTβ)χ d4µ
∣∣∣∣∣ . |a|M (B0 +B2,0) .
Since |ImVFI | . r−4, by dividing into the regions where |r − 3M | is smaller or
larger than r1, using the Cauchy-Schwarz inequality when it is larger and Fubini’s
theorem one it is smaller, one finds∣∣∣∣∣
∫
Ω[t1,t2]
Tβχ(ImVFI)Im(Υ¯∂βΥ)d
4µ
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
Ω[t1,t2]∩{|r−3M|≥r1}
Tβχ(ImVFI)Im(Υ¯∂βΥ)d
4µ
∣∣∣∣∣
+
∣∣∣∣∣
∫
Ω[t1,t2]∩{|r−3M|<r1}
Tβχ(ImVFI)Im(Υ¯∂βΥ)d
4µ
∣∣∣∣∣
.
|a|
M
(B0 +B2,0) +
|a|
M
B1.
Since VFI is independent of t and φ,∫
Ω[t1,t2]
Tβχ(Re∇βVFI)|Υ|2d4µ = 0.

Proposition 5.5 (Core estimate (III)). For any projection away from the orbiting
null geodesics and |a|/M sufficiently small as in definition 2.3, if F is a regular
solution of the Maxwell equation (2) and Υ = Υ[F], then ∀T > 0,
EFI[Υ](T ) . EFI[Υ](0) + E[F](0) +
|a|
M
(B± + B0 +B1 +B2,0) .
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Proof. From the Fackerell-Ipser energy equivalence lemma 5.2, the crude energy
EFI[Υ](T ) is estimated by ETχ [Υ](T )+ETχ[F](T ). From the Maxwell and Fackerell-
Ipser energy growth proposition 4.9 and lemma 5.4, these energies are bounded
by their initial values, ETχ [F](0) + ETχ [Υ](0), plus |a|/M times the bulk terms,
B±+B0+B1+B2,0. Finally, from Maxwell and Fackerell-Ipser energy equivalence
lemmas 4.7 and 5.3, the initial Tχ energies can be estimated by the crude ones,
EFI[Υ](0) + E[F](0). 
Corollary 5.6. For any projection away from the orbiting null geodesics and |a|/M
sufficiently small as in definition 2.3, if F is a regular solution of the Maxwell
equation (2) and Υ = Υ[F], then ∀t1 < t2,
E[F](t2) + EFI[Υ](t2) ≤ C1eC2
|a|
M2
(t2−t1) (E[F](t1) + EFI[Υ](t1)) .
Proof. Core estimates (I) and (III) remain valid with the initial and final times
changed from 0 and T to t1 and t2 respectively. B±[t1, t2] etc. will denote the bulk
terms with these limits for the integration in t. There is the trivial bound
B±[t1, t2] +B0[t1, t2] +B1[t1, t2] +B2,0[t1, t2] .
1
M
∫ t2
t1
E[F](s) + EFI[Υ](s)ds.
This estimate, the analogues of core estimates (I) and (III), and Gronwall’s inequal-
ity combine to prove the main result of this corollary. 
6. Fourier-spectral analysis of the Fackerell-Ipser equation
6.1. Fourier-spectral analysis and the Morawetz estimate: an overview.
The goal of the remainder of this section is to prove core estimates (IV)-(V), which
we refer to as Morawetz estimates. The main idea is to construct a vector field that
points away from the orbiting null geodesics.
The location of the orbiting null geodesics are determined by the double roots
of the potential appearing in an ODE for the radial components. The potential
is R(r;M,a; e, ℓz , Q), where e, ℓz, and Q are constant of the geodesic motion,
but R remains defined by the function given in equation (15). With respect to
a convenient, non-affine parameterisation, λ, of the null geodesics, the ODE is
(dr/dλ)2 = R. Standard ODE analysis, as in a Newtonian potential problem,
dictates that there are orbiting null geodesics when R = 0 and ∂rR = 0. For any
nonnegative, differentiable weight f1, these conditions are equivalent to
f1
∆
R = 0, ∂r
(
f1
∆
R
)
= 0.
With our sign conventions, the instability of the orbiting null geodesics is ∂2rR <
0. This instability condition can also be rewritten with rescaling functions when
convenient. To discuss the location of the orbiting null geodesics and their stability,
we find it useful to introduce positive weights f1 and f2 and to use the quantities
we introduced in [2]
R˜′ = ∂r
(
f1
∆
R
)
, ˜˜R′′ = ∂r
(
f
1/2
1
∆1/2
f2R˜′
)
.
In this paper, we use a Fourier-spectral multiplier to prove the Morawetz esti-
mate. Given a self-adjoint operator or collection of commuting self-adjoint oper-
ators, the spectral theorem defines a spectral transform on L2. The transformed
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function is a function on the spectral space, which is the spectrum of the operators.
A Fourier-spectral variable is a variable that takes values in this spectral space. In
this paper, we use the phrase Fourier-spectral multiplier to refer to a function of
the Fourier-spectral variables. For i∂t, the spectral transform is just the standard
Fourier transform. While an analogue of the basic Morawetz, core estimate (IV),
can be proved using only differential operators [2], the refined Morawetz estimate,
core estimate (V) appears to require Fourier-spectral refinements. Thus, the con-
struction in this paper is closer in spirit to [14, 26], although the details follow those
in [2].
In subsection 6.2, we justify taking a spectral transform. We denote the spectral
variables by k = (e, ℓz, Q). The functions R, R˜′, and ˜˜R′′ can be interpreted as
functions of r and the spectral variables, by replacing the conserved quantities for
null geodesics by associated differential operators acting on functions.
The central idea is to construct a spectral analogue of a vector field and an
auxiliary function
A = F∂r, q = f1∂r(f2F3)
F = f1(r)f2(r)F3(r; e, ℓz, Q).
For the basic Morawetz estimate in subsection 6.3, we introduce a parameter ǫ∂2t ≥ 0
and an associated norm on the spectral parameters, |k|ǫ
∂2t
, and choose
f1 = f1,1f1,2, f1,1 =
∆
(r2 + a2)2
, f1,2 = 1− ǫ2∂2t
∆
(r2 + a2)2
,(17a)
f2 = f2,1f2,2, f2,1 =
(r2 + a2)4
3r2 + a2
, f2,2 =
1
2r
,(17b)
F3 = χmidF3,1 + (1− χmid)f3,2,(17c)
F3,1(r; e, ℓz, Q) = −∂r
(
f1
∆
R(r;M,a; e, ℓz, Q)
)
|k|−2ǫ
∂2t
,(17d)
f3,2 = −∂rVL,(17e)
and χmid to be a smooth function that is identically 1 for r ∈ [2.7M, 5M ], identically
0 for < 2.4M or r > 6M , monotone on each interval in between, and such that
∀k ∈ N : ∂krχmid .M−1.
We have chosen these functions so that the following properties hold:
• F3,1 is a measure of distance from the orbiting null geodesics but remains
bounded as |k|ǫ
∂2
t
→∞. In particular, F3 is a rescaling of R˜′. This gives a
perfect square in the U term defined below.
• F3 is independent of the spectral parameters near r = r+ and r =∞. This
helps us control the interaction with the error terms arising from the cut-off
χ˜[0,T ] in lemma 6.6.
• ǫ2
∂2t
is the coefficient in F3, R˜′, and ˜˜R′′ of e2, associated with −∂2t .
• f1,1 is such that, if f1,2 had been 1, which corresponds to ǫ∂2t = 0, then the
coefficient of e2 in F3 would be zero.
• f1,2 is such that, if ǫ∂2t > 0, then the coefficient of ǫ∂2t e2 in F3 is nonnegative
and equal to the coefficient of Q.
30 L. ANDERSSON AND P. BLUE
• f2,1 is such that, if f1,2 and f2,2 had been 1, then the coefficient of eℓz in
˜˜R′′ would vanish.
• f2,2 is such that (i) ˜˜R′′ is positive everywhere and (ii) EA,q[Υ] . ETχ [Υ].
Once the form Cr−1 was chosen, the factor of C = 1/2 was chosen so that
the coefficient in A, defined below, is 1.
The factors f1,1, f1,2, f2,1, and F3 are uniquely defined by the above properties. In
contrast, the factor f2,2 is both over determined, since we have chosen it to satisfy
two conditions that are not a priori obviously compatible, and under determined,
since it so happens that there are many functions that allow these two conditions
to be satisfied.
For the refined estimate, we take f1 as above so that R˜′ is unchanged. This has
a unique root, which we denote rroot. We take f2 = 1, since we did not find a more
useful choice. We take
F3 =M2 arctan(|k|1/2ǫ
∂2t
M−1(r − rroot))χ|r−3M|<2r1 ,(18)
so that it vanishes linearly at the root of R˜′ and each successive derivative introduces
an increasing power of |k|ǫ
∂2t
. The factor χ|r−3M|<2r1 is chosen to be smooth,
identically one for M−1(r − rroot) < 2r1, zero for M−1(r − rroot) > 3r1, monotone
on the intervals between, and satisfying for all k ∈ N ∂krχ|r−3M|<3r1 . r−k1 ; it
localises to the region near rroot, where we wish to prove the refined Morawetz
estimate.
6.2. The Fourier-spectral transform. In this subsection, we introduce a spec-
tral transform of Υ, derive energy-generation formulae for it, and prove a lower
bound for the spectral parameters for charge-free solutions.
The spectral transform will define a function Υ˜ in terms of the spectral parame-
ters e, ℓz, Q corresponding to the operators i∂t, i∂φ, Q. Without a bounded energy
estimate, it is not obvious that Υ is even a tempered distribution onM. Thus, we
introduce a cut-off in time, to obtain a function that is in L2(dt). Let T > 0. This
will be the time at which we want to estimate the energy and the upper end point
of the interval on which we wish to prove the Morawetz estimate. Let χ˜[0,T ] be a
smooth cut-off function that is identically 1 on [0, T ], identically 0 for t < −M and
for t > T +M , monotone on the intervals in between, and such that for each k ∈ N,
there is a bound on the kth derivative by |∂kt χ˜[0,T ]| .M−k.
We let
Υχ = Υχ˜[0,T ].
Since Υ is regular and χ˜[0,T ] is smooth as a function of t, and since χ˜[0,T ] is com-
pactly supported in t, it follows that Υχ is L
2 in t. Hence it has a Fourier transform
in t. Let e by the Fourier variable conjugate to t and Υˆ be the Fourier transform
of Υχ in the t variable alone, i.e.
Υˆ(e, r, θ, φ) =
∫
R
Υ(t, r, θ, φ)e−ietdt.
Since i∂φ is self-adjoint, we can perform a standard Fourier transform in φ. We
use ℓz to denote the harmonic parameter associated with ∂φ. Finally, we note
that for fixed e and ℓz, the operator Q = sin−1 ∂θ sin θ∂θ − cot2 θℓ2z − a2 sin2 θe2
is symmetric and a bounded perturbation (as an operator on L2) of the standard
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spherical Laplacian, which is self-adjoint. Since bounded perturbations of self-
adjoint operators are themselves self-adjoint [23], the operator Q is self-adjoint and
admits a spectral decomposition. Since for fixed e and ℓz, the operator Q is strictly
negative, the spectral decomposition is supported on the nonpositive real line. For
convenience, we use Q to denote the spectral parameter associated with −Q, so
that Q is always nonnegative. We use
Υ˜(r, e, ℓz, Q)
to denote the spectral transform in i∂t, i∂φ, and −Q. Let k = (e, ℓz, Q), dk denote
the spectral measure, and K denote the support of the spectral measure. Note that
because i∂φ has discrete spectrum, dk is a discrete measure with respect to ℓz. The
same occurs for Q. The spectral theorem states that the spectral transform is an
isomorphism with respect to L2 norms. Thus, with dµ˜FI = dkdr,∫
M
|Υχ|2d4µFI =
∫
(r+,∞)×K
|Υ˜|2dµ˜FI.
The transform satisfies(
∂r∆∂r − 1
∆
R(r;M,a; e, ℓz , Q)− VFI,0
)
Υ˜ = J˜χ + J˜Im,(19)
where VFI,0 = −2M/r is an approximation of ΣVFI at a = 0, J˜χ is the transform
of Σ(Υ(∇α∇αχ˜[0,T ]) + 2(∇αΥ)(∇αχ˜[0,T ])) and J˜Im is the transform of (VFI,0 −
ΣVFI)Υχ. The sign in front of R is opposite that appearing in the Fackerell-Ipser
equation, since e, ℓz, and Q correspond to i∂t, i∂φ, and −Q, instead of ∂t, ∂φ, and
Q.
Theorem 6.1 (Energy generation for the spectral transform). Let M > 0, a ∈
(−M,M). Let (F , q) be a pair of of smooth, real-valued functions on (r+,∞) × K
such that they and all their partial derivatives have bounded limits on {r+}×K and
{∞} × K.
If Υ is a solution of the Fackerell-Ipser equation (12) with spectral transform Υ˜,
then
E(F ,q) = Bulkmain +BulkIm,
where
E(F ,q) = Re
∫
(r+,∞)×K
Re((F(∂r ¯˜Υ) + q ¯˜Υ)J˜χ)dµ˜FI,
Bulkmain =
∫
(r+,∞)×K
(
A|∂rΥ˜|2 + ¯˜ΥUΥ˜ + V|Υ˜|2
)
dµ˜FI,
BulkIm = −
∫
(r+,∞)×K
Re(F(∂r ¯˜Υ)J˜Im)dµ˜FI,
and
A =
(
−1
2
(∂r∆)F + 1
2
∆(∂rF) + q∆
)
(20a)
U =
(
−1
2
(∂r(∆
−1R))F − 1
2
∆−1R(∂rF) + ∆−1Rq
)
(20b)
V =
(
−1
2
(∂rVFI,0)F − 1
2
VFI,0(∂rF) + qVFI,0
)
(20c)
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Proof. For a given Υ˜, let
Trr =
1
2
(∂r
¯˜Υ)(∂rΥ˜)− 1
2
¯˜Υ∆−2RΥ˜− 1
2
∆−1VFI,0|Υ˜|2,
Pr = TrrF + qRe( ¯˜Υ∂rΥ˜)− 1
2
(∂rq)|Υ˜|2.
By direct computation
∂r(∆Trr) = Re((∂r
¯˜Υ)(∂r∆∂rΥ˜)− 1
2
(∂r∆)|∂rΥ˜|2)
+ Re(−(∂r ¯˜Υ)∆−1RΥ˜ − 1
2
¯˜Υ(∂r(∆
−1R) ¯˜Υ)
+ Re(−(∂r ¯˜Υ)VFI,0Υ˜− 1
2
(∂rVFI,0)|Υ˜|2)
= Re((∂r
¯˜Υ)(J˜χ + J˜Im))
+
1
2
Re
(
−(∂r∆)|∂rΥ˜|2 − ¯˜Υ(∂r(∆−1R))Υ˜ − (∂rVFI,0)|Υ˜|2
)
.
Thus,
∂r(∆Pr) = (∂r(∆Trr))F +∆Trr(∂rF)
+ q∆|∂rΥ˜|2 + qRe(Υ˜(∂r∆∂rΥ˜))
− 1
2
(∂r∆∂rq)|Υ˜|2.
By substituting for Trr, ∂r(∆Trr), and ∂r∆∂rΥ˜, one finds
∂r(∆Pr) =
(
−1
2
(∂r∆)F + 1
2
∆(∂rF) + q∆
)
|∂rΥ˜|2
+ ¯˜Υ
(
−1
2
(∂r(∆
−1R))F − 1
2
∆−1R(∂rF) + ∆−1Rq
)
Υ˜
+
(
−1
2
(∂rVFI,0)F − 1
2
VFI,0(∂rF) + qVFI,0
)
|Υ˜|2
− 1
2
(∂r∆∂rq)|Υ˜|2
+Re
(
(F∂r ¯˜Υ + q ¯˜Υ)(J˜χ + J˜Im)
)
.
From the definition of q, A, U , V , one finds
∂r(∆Pr) = A|∂rΥ˜|2 + ¯˜ΥUΥ˜ + V|Υ˜|2
+Re
(
(F∂r ¯˜Υ + q ¯˜Υ)(J˜χ + J˜Im)
)
.
Integrating this over (r+,∞)×K, one obtains the desired result, since ∆Pr → 0 as
r→ r+ and r →∞. 
Lemma 6.2 (Simplified energy generation coefficients for factored F and q). If
F = f1f2F3, q = 1
2
f1∂r(f2F3),
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then the quantities A, U , and V from the previous theorem reduce to
A = 1
2
∆3/2f
1/2
1 ∂r
(
f
1/2
1
∆1/2
f2F3
)
,
U = −1
2
(
∂r
f1R
∆
)
f2F3,
V = −(∂rf1VFI,0)f2F3 − 1
2
(∂r∆∂rq).
Proof. Direct computation. 
The lower bound by the angular derivatives for charge-free solutions, lemma 3.6,
will be applied in lemma 6.5 to the spectral transform Υ˜, instead of the original
solution Υ. The following lemma provides the spectral version of this lower bound.
Lemma 6.3 (Spectral lower bound for Q). For |a|/M sufficiently small as in
definition 2.1, T > 0, if F is a solution of the Maxwell equation (2), Υ = Υ[F], and
Υ˜ is the T -spectral transform of Υ, then for all r ∈ (r+,∞)(
2− C |a|
M
)∫
K
|Υ˜|2dk ≤
∫
K
(Q + ℓ2z)|Υ˜|2dk
+ Ca2
∫
R
∫
S2
∆
r2 + a2
χ˜2[0,T ]|φ±1|2 sin θdθdφdt
Proof. To begin, multiply the result of lemma 3.6 by (rχ˜[0,T ])
2, observe that this
factor commutes with angular derivatives, observe that the difference between∫ |(r − ia cos θ)φ0|2 sin θdθdφ and ∫ |rφ0|2 sin θdθdφ is bounded by |a|M−1 times
either of these, and that the difference between
∫ | 6 ∇((r − ia cos θ)φ0)|2 sin θdθdφ
and
∫ |r 6∇φ0|2 sin θdθdφ is bounded by |a|M−1 ∫ (|rφ0|2+|r 6∇φ0|) sin θdθdφ. From
these observations, one concludes(
2− |a|
M
)∫
|Υχ|2 sin θdθdφ ≤
∫
| 6∇Υχ|2 sin θdθdφ
+ Ca2
∆
r2 + a2
χ˜2[0,T ]
∫
|φ±1|2 sin θdθdφ.
The inequality remains valid if, to the right hand side, one adds the positive term∫
a2 sin2 θ|∂tΥχ|2 sin θdθdφ. Since Υχ is compactly supported in the time and an-
gular variables, one can integrate in t and then apply integration by parts in the
time and angular variables to obtain(
2− |a|
M
)∫
|Υχ|2 sin θdθdφdt ≤
∫
Υ¯χ(−Q− ∂2φ)Υχ sin θdθdφdt
+ Ca2
∆
r2 + a2
∫
|φ±1|2χ˜2[0,T ] sin θdθdφdt.
Applying the spectral transform to the term on the left and the first term on the
right gives the desired result. 
6.3. The basic Morawetz estimate for the Fackerel-Ipser equation. In this
section, take A, F , f1, f1,1, f1,2, f1,2, f2, f2,1, f2,2, F3, χmid, f1, f3,2, and q as
defined in subsection 6.1. For ǫ∂2t ≥ 0, we define
|k|2ǫ
∂2
t
= ǫ2∂2t
e2 + ℓ2z +Q.
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Lemma 6.4 (Properties of R˜′ and ˜˜R′′). For max(|a|/ǫ∂2t , ǫ∂2t /M) sufficiently small
as in definition 2.2, for each set of the spectral parameters k = (e, ℓz, Q), the
function R˜′ has a unique root, rroot, in the exterior, and
|rroot − 3M | . max
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)
M,
∣∣∣R˜′∣∣∣ ≥ 2
(
1− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
))
|r − rroot|
r4
,
− ˜˜R′′ ≥
(
1− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
))
M
r2
|k|2ǫ
∂2t
.
Proof. Recall R˜′ = ∂r(f1∆−1R) from subsection 6.1. The coefficient of e2 in
f1∆
−1R is −1 + ǫ2∂2t VL. Because the derivative of a constant vanishes,
R˜′ = (∂rVL)(ǫ2∂2t e
2 + ℓ2z +Q)
+ ∂r
(
− 4aMr
(r2 + a2)2
eℓz − a
2
(r2 + a2)2
(1 − ǫ2∂2t VL)ℓ
2
z + ǫ
2
∂2t
V 2L (ℓ
2
z +Q)
)
.
It is convenient to rewrite this as a quadratic expression in ǫ∂2t e, ℓz, and Q
1/2,
namely
R˜′ = (∂rVL)|k|2ǫ
∂2
t
+
(
− a
ǫ∂2t
Mr
(r2 + a2)2
(ǫ∂2t e)ℓz −
a2
(r2 + a2)2
(1− ǫ2∂2t VL)ℓ
2
z + ǫ
2
∂2t
V 2L (ℓ
2
z +Q)
)
.
At a = 0, one has ∂rVL = −2r−4(r − 3M). Since VL is of maximal degree and not
of order 0, the derivative is of maximal degree. Hence∣∣∣∣R˜′ − −2(r − 3M)r4 |k|2ǫ∂2t
∣∣∣∣ . max
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)
M
r4
|k|2ǫ
∂2t
.(21)
Now consider
˜˜R′′ = ∂r
(
f
1/2
1
∆1/2
f2R˜′
)
.
At a = 0, the term to compare this with is
∂r
(−1
3
(
1− 3M
r
))
= −M
r2
.
Here one is differentiating a homogeneous rational function of maximal degree, but
of degree 0, so that the resulting function is no longer of maximal. Nonetheless,
one can still estimate the difference between the true value and the approximation,
by ∣∣∣∣ ˜˜R′′ −
(
−M
r2
)
|k|2ǫ
∂2
t
∣∣∣∣ . max
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)
M
r2
|k|2ǫ
∂2
t
.
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Thus,
˜˜R′′ ≥−
(
1− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
))
M
r2
|k|2ǫ
∂2t
.
Since R˜′ at a = 0 is −2r−4(r − 3M)(ǫ2
∂2t
e2 + (1− 2ǫ∂2t VL)(ℓ2z +Q)) has a simple
root at r = 3M , by continuity, the function R˜′ continues to have a root near
r = 3M when a and ǫ∂2t are small. For sufficiently small a and ǫ∂2t , because
˜˜R′′ is
strictly positive, the root of R˜′ remains simple and unique. Let rroot denote this
root. From estimate (21), one finds
|rroot − 3M | . max
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)
M.
Since R˜′ vanishes at r = rroot, its derivative there is only a small deviation from
the value at a = 0, and from estimate (21), one finds∣∣∣R˜′∣∣∣ ≥ 2
(
1− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
))
|r − rroot|
r4
.

Lemma 6.5 (Bound for the main bulk term in the basic Morawetz estimate). Let
F and q be defined as in equations (16)-(17).
For max(|a|/ǫ∂2t , ǫ∂2t /M) sufficiently small as in definition 2.2, if F is a regular,
charge-free solution of the Maxwell equation (2), Υ = Υ[F], T > 0, and Υ˜ is the
T -spectral transform of Υ, then
Bulkmain ≥C1
∫
(r+,∞)×K
M∆2
r2(r2 + a2)
|∂rΥ˜|2 + (r − rroot)
2
r3
|k|2ǫ
∂2t
|Υ˜|2 + M
r2
|Υ˜|2dµ˜FI
− C2a2
∫
M
M∆
(r2 + a2)2r2
|φ±1|2χ˜2[0,T ]d4µFI.
Proof. At first, arbitrary, small values of r1 will be permitted. For each such r1,
there will be ǫ¯a and ǫ¯∂2t for which estimates will hold uniformly in a and ǫ∂2t .
Towards the end of the proof, a particular value of r1 will be chosen. Since the
estimates prior to that point in the proof will have been proven uniformly in a and
ǫ∂2t , the values of ǫ¯a and ǫ¯∂2t can be shrunk further, if necessary.
Step 1: The A, U , and V terms: First, observe that for a = 0 = ǫ∂2t ,
F3,1 = − R˜
′
|k|2ǫ
∂2
t
= −∂rVL = f3,2 = F3,
and that, uniformly in a/ǫ∂2t and ǫ∂2t /M , in the support of ∂rχmid,
|F3,1 − f3,2| . max
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)
1
r3
.
Thus, F3 satisfies an estimate like R˜′, namely,
|F3| ≥
(
2− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
))
|r − rroot|
r4
.
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Similarly, the dominant parts of ˜˜R′′|k|−2ǫ
∂2t
and ∂r(f
1/2
1 ∆
−1/2f2F3) coincide, so
−∂r
(
f
1/2
1
∆1/2
f2F3
)
≥
(
1− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
))
M
r2
.
From the formula for A in lemma 6.2, one finds
A = 1
2
∆3/2f
1/2
1 ∂r
(
f
1/2
1
∆1/2
f2F3
)
≥ 1
2
∆2
r2 + a2
M
r2
(
1− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
))
.(22)
Similarly,
U = −1
2
R˜′f2F3
≥
(
1− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
))
1
3
(r − rroot)2
r3
|k|2ǫ
∂2t
.
A lower bound for the expectation value of this can be obtained by using the fact
that 2M/r is bounded above by 1-minus a small constant and using lemma 6.3.
The estimate is∫
(r+,∞)×K
¯˜ΥUΥ˜dµ˜FI
≥
(
1− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
))
M
∫
(r+,∞)×K
2
3
(r − rroot)2
r4
|k|2ǫ
∂2t
|Υ˜|2dµ˜FI
≥
(
1− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
))
M
∫
(r+,∞)×K
4
3
(r − rroot)2
r4
|Υ˜|2dµ˜FI
− Ca2
∫
M
M∆
(r2 + a2)2r2
|φ±1|2χ˜2[0,T ]d4µFI.
Since |rroot − 3M | . max
(
|a|
ǫ
∂2
t
,
ǫ
∂2t
M
)
M , it follows that (r − rroot)2 > (r − 3M)2 −
Cmax
(
|a|
ǫ
∂2t
,
ǫ
∂2t
M
)2
M2,. Hence,
(
1− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
))
M
∫
(r+,∞)×K
4
3
(r − rroot)2
r4
|Υ˜|2dµ˜FI(23)
≥
(
1− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
))∫
(r+,∞)×K
8Mr2 − 48M2r + 72M3
6r4
|Υ˜|2dµ˜FI
− Cmax
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)2 ∫
(r+,∞)×K
M
r2
|Υ˜|2dµ˜FI.
From the formula for V in lemma 6.2, one finds
V = −(∂rf1VFI,0)f2F3 − 1
2
(∂r∆∂r(f1∂r(f2F3))).
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Each of these two terms can be approximated by its value at a = 0. First, the
− 12 (∂r∆∂rq) term was already computed in [2] when a = 0 = ǫ∂2t , so we know∣∣∣∣−12(∂r∆∂rq)− 9Mr
2 − 46M2r + 54M3
6r4
∣∣∣∣ . max
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)
M
r2
.
Note that there are no spectral parameters on the right, since q is, when viewed as
a function of the spectral parameters, a ratio with a quadratic function of ǫ∂2t e, ℓz,
and Q1/2 in the numerator and |k|2ǫ
∂2t
in the denominator. Thus, in terms of the
spectral parameters, there is a uniform bound by a constant depending on r, M ,
ǫ∂2t , and a.
The treatment of (∂rf1VFI,0)f2F3 is similar. When a = 0, one finds this expres-
sion is(
−∂r 1
r2
(
1− 2M
r
)
2M
r
)
r3
6
(−2)(r − 3M)
r4
=
2M(3− 8Mr−1)(1− 3Mr−1)
6r2
= −6Mr
2 − 34M2r + 48M3
6r4
.
Thus, combining these estimates, one finds∣∣∣∣V − 3Mr2 − 12M2r + 6M36r4
∣∣∣∣ . max
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)
M
r2
.(24)
Step 2: Review of Hardy estimate and ODE techniques: In [2], we extended
the method from [6] to prove nonnegativity of expressions of the form∫ ∞
0
A|∂xΥ˜|2 + VHardy|Υ˜|2dx(25)
by relating this to the existence of positive solutions of an associated ODE. We refer
to nonnegativity of the integral (25) as a Hardy estimate, since we allow VHardy to
be negative in some regions. This is related to the problems in this paper and [2]
by taking
x = r − r+, d = 2
√
M2 − a2,
A =
∆2
(r2 + a2)r2
,
and VHardy is r
−4 times a quadratic expression in r, M , and a with coefficients
specified below.
The substitution ψ = A1/2Υ˜ transforms the integral (25) to∫ ∞
0
|∂xψ|2 +W |ψ|2dx
where W and the coefficients X , Y , and Z are defined by
W =
Xx2 + Y x+ Z
6x2(x+ d)2
=
VHardy
A
+
1
2
∂2xA
A
− 1
4
(∂xA)
2
A2
.
To prove that the integral
∫ |∂xψ|2+W |ψ|2dx is nonnegative, it is sufficient to show
that the following ODE has a nonnegative solution
0 = −∂2xv +Wv.
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As explained in [2], a solution of this equation is given by
v = xα(x+ d)βF (a, b, c;−(r− d)/r),
where F = 2F1 is the Gauss hypergeometric function, and α, β, a, b, and c are
parameters2 satisfying
α(α − 1)d2 − Z/6 = 0,(26a)
d ((X/6)− α(α− 1)− β(β − 1)) = −2dα(α− 1)− Y/6,(26b)
c = 2α,(26c)
−a− b− 1 = −2(α+ β),(26d)
−ab = −α(α− 1)− 2αβ − β(β − 1) +X/6.(26e)
To show that v is nonnegative, it is sufficient to choose the parameters so that α is
non-integer and
a < 0 < b < c.(27)
Step 3: Apply Hardy estimate to the main bulk term using the spectral
lower bound on charge-free solutions: In the analysis of the wave equation
in [2], we were able to show there are A, U , V terms, corresponding to coefficients
of (∂rΥ˜)
2, of |∂tΥ|2 + | 6 ∇Υ|2, and of |Υ|2. For both the wave equation and the
Fackerell-Ipser equation, there are regions where the potential V is negative. For the
wave equation, we showed that
∫ A|∂rΥ|2+ V|Υ|2dr ≥ 0 using the Hardy estimate
reviewed in the previous step.
Unfortunately, for the Fackerel-Ipser equation, V is so negative that the integral
(25) can fail to be positive with A = M−1A and VHardy = M−1V . This can be
seen by substituting the transform of the charged solution for Υ˜. In this step, we
achieve positivity by taking advantage of the U term and the spectral lower bound
on |k|2ǫ
∂2
t
for charge-free solutions.
By summing the contributions from A, U , and V in equations (22), (23), and
(24), one finds∫
(r+,∞)×K
A|∂rΥ˜|2 + ¯˜ΥUΥ˜ + V|Υ˜|2dµ˜FI
≥M
∫
(r+,∞)×K
∆2
(r2 + a2)r2
|∂rΥ˜|2 + 11r
2 − 60Mr + 78M2
6r4
|Υ˜|2dµ˜FI
− CM max
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)∫
(r+,∞)×K
1
r2
|Υ˜|2dµ˜FI
− Ca2
∫
M
M∆
(r2 + a2)2r2
|φ±1|2χ˜2[0,T ]d4µFI.
Taking
A = ∆2(r2 + a2)−1r−2, VHardy = (11r
2 − 60Mr + 78M2)/(6r4),
2It is unfortunate that a is is almost universally used to denote both the ﬁrst parameter of the
hypergeometric and the rotation parameter for a Kerr black hole. We have attempted to reduce
the confusion by using diﬀerent fonts. It should be clear from context, which is which.
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one can apply the analysis from the previous step. For a = 0, one finds the following
values for the coefficients in the transformed potential W ,
X = 11, Y = −60M + 2Xr+ = −16M, Z = 78M2 + Y (r+) +Xr2+ = 2M2.
Taking convenient choices of roots in the equation α and β, one finds the hyperge-
ometric parameters
α =
1
2
+
1
3
√
3,
β =
1
2
− 1
2
√
22,
a = −1
2
√
22 +
1
2
− 1
2
√
3 ≃ −2.7,
b = −1
2
√
22 +
1
2
+
7
6
√
3 ≃ .18,
c = 1 +
2
3
√
3 ≃ 2.2.
These satisfy conditions (27). The conditions (27) are open conditions, and the
parameters α, β, a, b, c depend continuously on the rotation parameter a and
the coefficients X , Y , Z, which depend continuously on the original coefficients in
VHardy. From this freedom to slightly adjust the coefficient, one can obtain strict
positivity instead of mere nonnegativity. Similarly, one can perturb to absorb the
contributions involving max
(
a
ǫ
∂2t
, aM ,
ǫ
∂2
t
M ,
r1
M
)
. Thus, there is are constants such
that∫
(r+,∞)×K
A|∂rΥ˜|2 + ¯˜ΥUΥ˜ + V|Υ˜|2dµ˜FI
≥C1
∫
(r+,∞)×K
M∆2
r2(r2 + a2)
|∂rΥ˜|2 + (r − rroot)
2
r3
|k|2ǫ
∂2t
|Υ˜|2 + M
r2
|Υ˜|2dµ˜FI
− C2a2
∫
M
M∆
(r2 + a2)2r2
|φ±1|2χ˜2[0,T ]d4µFI.

Lemma 6.6 (Bound on the contribution from the remainder of the Fackerell-Ipser
potential in the basic Morawetz estimate). For max(|a|/ǫ∂2t , ǫ∂2t /M) sufficiently
small as in definition 2.2, if F is a regular, charge-free solution of the Maxwell
equation (2), Υ = Υ[F], T > 0, and Υ˜ is the T -spectral transform of Υ,
|BulkIm| . |a|
M
∫
(r+,∞)×K
(
M∆2
(r2 + a2)r2
|∂rΥ˜|2 + M
r2
|Υ˜|2
)
dµ˜FI.
Proof. The functions VFI and VFI,0 can be viewed as homogeneous polynomials in
r, M , a, a cos θ. Because of the inclusion of a cos θ terms, the previous analysis of
rational functions is not entirely valid, although the same ideas apply. Since VFI
and VFI,0 are rational functions of maximal degree in r, coincide when a = 0, and
have order r−1, it follows that
|VFI − VFI,0| . |a|
M
M
r2
.
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Thus, by inverting the spectral transform,∫
(r+,∞)×K
|J˜Im|2dµ˜FI .
∫
M
|VFI − VFI,0|2|Υχ|2d4µFI
.
a2
M2
∫
M
M2
r4
|Υχ|2d4µFI
.
a2
M2
∫
(r+,∞)×K
M2
r4
|Υ˜|2dµ˜FI.
From the asymptotics of f1, f2, and F3, one finds
|F| . |f1,1||f1,2||f2,1||f2,2||F3|
.
∆
(r2 + a2)2
(1)(r6)
1
r
1
r3
.
∆
r2 + a2
.
Similarly
|q| . 1
r
.
Thus,
BulkIm =
∫
(r+,∞)×K
(F(∂rΥ˜) + qΥ˜)J˜Imdµ˜FI
|BulkIm| . |a|
M
∫
(r+,∞)×K
(
M |F|2|∂rΥ˜|2 +M |q|2|Υ˜|2 + M
a2
|J˜Im|2
)
dµ˜FI
.
|a|
M
∫
(r+,∞)×K
(
M∆2
(r2 + a2)2
|∂rΥ˜|2 +
(
M
r2
+
M3
r4
)
|Υ˜|2
)
dµ˜FI.
Since M . r and r2 ∼ r2 + a2, the result follows. 
Lemma 6.7 (Energy bound for the basic spectral estimate). For max(|a|/ǫ∂2t , ǫ∂2t /M)
sufficiently small as in definition 2.2, if F is a regular, charge-free solution of the
Maxwell equation (2), Υ = Υ[F], T > 0, and Υ˜ is the T -spectral transform of Υ,
then
|E(F ,q)| . EFI[Υ](T ) + EFI[Υ](0)
+ max
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)∫
(r+,∞)×K
(
M∆2
(r2 + a2)r2
|∂rΥ˜|2 + M
r2
|Υ˜|2
)
dµ˜FI.
Proof. Because J˜χ is supported in t ∈ [−M, 0]∪ [T, T +M ], one might expect that
|E(F ,q)| .
∑
t∈[−M,0]∪[T,T+M ]EFI[Υ](t). However, because A depends on k, one
cannot localise in t. For this reason, we approximate A by a k-independent vector
field. This allows us to localise one part in t and to gain a factor of |a|/M in the
remainder.
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Later in this argument, it will be useful to have the estimate∫
(r+,∞)×K
M3
r4
(
∆
r2 + a2
)2
|J˜χ|2dµ˜FI
=
∫
M
M3
r4
(
∆
r2 + a2
)2
|2(∂tΥ)(∂tχ˜[0,T ]) + Υ(∂2t χ˜[0,T ])|2
(
Π
∆
)2
d4µFI
.
1
M
∫
supp∂tχ˜[0,T ]
(
|∂tΥ|2 + 1
r2
|Υ|2
)
r2d4µFI
. sup
t∈[−M,0]∪[T,T+M ]
EFI[Υ](t)
. EFI[Υ](T ) + EFI[Υ](0).
The last estimate follows from the trivial energy estimate corollary 5.6.
Let
Fapprox = ∆
(r2 + a2)2
r5
6
(∂rVL),
qapprox =
1
2
∆
(r2 + a2)2
∂r
(
r5
6
(∂rVL)
)
.
Outside the support of χmid, the approximators (Fapprox, qapprox) are exactly equal
to (F , q). Inside the support of χmid, the differences between the coefficients of
ǫ2
∂2t
e2|k|−2ǫ
∂2t
, eℓz|k|−2ǫ
∂2t
, ℓ2z|k|−2ǫ
∂2t
, and Q|k|−2ǫ
∂2t
all have a coefficient of max
(
|a|
ǫ
∂2t
,
ǫ
∂2
t
M
)
.
Thus,
|F − Fapprox| . max
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)(
∆
r2 + a2
)2
M2
r2
,
|q − qapprox| . max
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)
∆
r2 + a2
M2
r3
.
From this, one can estimate the error from using (Fapprox, qapprox) to approximate
(F , q) in J˜χ. The estimate is∣∣∣∣∣E(F ,q) −
∫
(r+,∞)×K
(Fapprox(∂r ¯˜Υ) + qapprox ¯˜Υ)J˜χdµ˜FI
∣∣∣∣∣
. max
(
|a|
ǫ∂2t
,
ǫ∂2t
M
)∫
(r+,∞)×K
(
M∆2
(r2 + a2)2
|∂rΥ˜|2 + M
r2
|Υ˜|2 + M
3|J˜χ|2
r4
(
∆
r2 + a2
)2)
dµ˜FI.
The term involving |J˜χ|2 is bounded by EFI[Υ](T ) + EFI[Υ](0).
One can estimate the integral of the approximation by inverting the spectral
transform∣∣∣∣∣
∫
(r+,∞)×K
(Fapprox(∂r ¯˜Υ) + qapproxΥ˜)J˜χdµ˜FI
∣∣∣∣∣
.
∣∣∣∣
∫
M
(Fapprox(∂rΥ¯χ) + qapproxΥ¯χ)
(
2(T⊥Υ)
Π
∆
(∂tχ˜[0,T ]) + Υ
Π
∆
(∂2t χ˜[0,T ])
)
d4µFI
∣∣∣∣ .
All of these have a factor where at least one derivative is applied to χ˜[0,T ], so that
they are supported near t = 0 and t = T . The integrand is the product of two
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factors, each of which is the sum of two terms. The terms arising from the first
term in the second factor are∣∣∣∣Fapprox(∂rΥ¯χ)2(T⊥Υ)Π∆(∂tχ˜[0,T ])
∣∣∣∣ . |∂rΥ¯||T⊥Υ| Πr2 + a2 (∂tχ˜[0,T ])
.
(
r2 + a2
∆
|T⊥Υ|2 + ∆
r2 + a2
|∂rΥ|2
)
r2(∂tχ˜[0,T ]),∣∣∣∣qapprox(Υ¯χ)2(T⊥Υ)Π∆(∂tχ˜[0,T ])
∣∣∣∣ .
(
|T⊥Υ|2 + 1
r2
|Υ|2
)
r2(∂tχ˜[0,T ]).
Thus, ∫
M
∣∣∣∣(Fapprox∂r ¯˜Υ + qapprox ¯˜Υ)2((T⊥Υ)Π∆(∂tχ˜[0,T ])
∣∣∣∣ d4µFI
. 2M sup
t∈[−M,0]∪[T,T+M ]
EFI[Υ](t)
M
. EFI[Υ](T ) + EFI[Υ](0).
The remaining two terms must be treated together
Re
(
(Fapprox(∂rΥ¯χ) + qapproxΥ¯χ)Π
∆
Υ(∂2t χ˜[0,T ])
)
=
Π
∆
∆
(r2 + a2)2
(
r5
6
(∂rVL)Re((∂rΥ¯)Υ) +
1
2
∂r
(
r5
6
(∂rVL)
)
|Υ|2
)
(∂2t χ˜[0,T ])
=
Π
(r2 + a2)2
∂r
(
r5
12
(∂rVL)|Υ|2
)
(∂2t χ˜[0,T ]).
Since Π(r2+a2)−2 is a homogeneous rational function of order 0 in r, its derivative
is a homogeneous rational function of order at most −1, which decays at worst like
Mr−2. We now integrate this, in a purely coordinate based formalism, over the
region (t, r, θ, φ) ∈ R× (r+,∞)× S2 and apply integration by parts in r to find∫
M
Re
(
(Fapprox(∂rΥ¯χ) + qapproxΥ¯χ)Π
∆
Υ(∂2t χ˜[0,T ])
)
d4µFI
=
∫
M
∂r
(
Π
(r2 + a2)2
)(
r5
12
(∂rVL)|Υ|2
)
(∂2t χ˜[0,T ])d
4µFI
+
∫
Σ˜r+
(
Π
(r2 + a2)2
)(
r5
12
(∂rVL)|Υ|2
)
(∂2t χ˜[0,T ])dt sin θdθdφ.
The first of these integrals is bounded in absolute value by EFI[Υ](T ) + EFI[Υ](0)
because ∂2t χ˜[0,T ] is supported in [−M, 0]∪ [T, T +M ]. One should expect that the
integral over Σ˜r+ is identically zero, since, in the closure of the Kerr spacetime, Σ˜r+
is a 2-surface, not a 3-hypersurface. However, the function χ˜[0,T ] does not extend
even continuously to the closure of the Kerr space-time. In particular, it has no
limit on Σ˜r+ . Thus, some care must be taken in evaluating this integral. Since Υ is,
by assumption, continuous on the closure of the exterior of the Kerr space-time, it
follows that limr→r+ Υ(t, r, θ, φ) is independent of t. Thus, the only t dependence
in the integral of Σ˜r+ is through the function ∂
2
t χ˜[0,T ]. Since
∫
R
∂2t χ˜[0,T ]dt = 0,
it follows that the integral over Σ˜r+ is indeed zero as the naive intuition would
suggest. This completes the lemma. 
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Lemma 6.8 (Basic spectral Morawetz estimate). For max(|a|/ǫ∂2t , ǫ∂2t /M) suf-
ficiently small as in definition 2.2, if F is a regular, charge-free solution of the
Maxwell equation (2), Υ = Υ[F], T > 0, and Υ˜ is the T -spectral transform of Υ,
then∫
(r+,∞)×K
(
M∆2
(r2 + a2)2
|∂rΥ˜|2 + (r − rroot)
2
r3
|k|2ǫ
∂2t
|Υ˜|2 + M
r2
|Υ˜|2
)
dµ˜FI
. EFI[Υ](T ) + EFI[Υ](0) + Ca
2
∫
M
M∆
(r2 + a2)2r2
|φ±1|2χ˜2[0,T ]d4µFI.
Proof. This follows from combining the estimates in this subsection with the energy
generation formula for the spectral transform and taking max
(
|a|
ǫ
∂2t
,
ǫ
∂2t
M
)
sufficiently
small. 
Proposition 6.9 (Basic Morawetz estimate, core estimate (IV)). There is a pro-
jection away from the orbiting null geodesic such that for max(|a|/ǫ∂2t , ǫ∂2t /M) suf-
ficiently small as in definition 2.4, if F is a regular, charge-free solution of the
Maxwell equation (2), Υ = Υ[F], T > 0, and Υ˜ is the T -spectral transform of Υ,
then
B0 +B2,0 . EFI[Υ](T ) + EFI[Υ](0) + C
|a|
M
B±.
Proof. The essential strategy is to invert the spectral transform in the previous
lemma. To start, observe that since |rroot − 3M | . max
(
|a|
ǫ
∂2t
,
ǫ
∂2t
M
)
M , for any
choice of r1, there is a constant C such that for sufficiently small max
(
|a|
ǫ
∂2
t
,
ǫ
∂2t
M
)
,
∣∣∣∣r − rrootr
∣∣∣∣ ≥ Cχ|r−3M|≥r1 .
From the previous lemma and the lower bound involving χ|r−3M|≥r1 , one has∫
(r+,∞)×K
(
M∆2
(r2 + a2)2
|∂rΥ˜|2 + 1
r
χ|r−3M|≥r1 |k|2ǫ∂2
t
|Υ˜|2 + M
r2
|Υ˜|2
)
dµ˜FI
. EFI[Υ](T ) + EFI[Υ](0) + Ca
2
∫
M
∆
(r2 + a2)r2
|φ±1|2χ˜2[0,T ]d4µFI.
Inverting the spectral transform, one finds∫
M
(
M∆2
(r2 + a2)2
|∂rΥχ|2 + 1
r
χ|r−3M|≥r1Υ¯χ(−ǫ2∂2t ∂
2
t − ∂2φ −Q)Υχ +
M
r2
|Υ˜|2
)
dµ˜FI
. EFI[Υ](T ) + EFI[Υ](0) + Ca
2
∫
M
∆
(r2 + a2)r2
|φ±1|2χ˜2[0,T ]d4µFI.
Applying integration by parts in the time and angular variables and using the
compact support of Υχ in these variables, one finds∫
M
(
M∆2
(r2 + a2)2
|∂rΥχ|2 + 1
r
χ|r−3M|≥r1(ǫ
2
∂2t
|∂tΥχ|+ | 6∇Υχ|2) + M
r2
|Υ˜|2
)
dµ˜FI
. EFI[Υ](T ) + EFI[Υ](0) + Ca
2
∫
M
M∆
(r2 + a2)2r2
|φ±1|2χ˜2[0,T ]d4µFI.
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Since the integrand on the left is nonnegative, it is only reduced by restricting
to the interval [0, T ]. The values of ǫ∂2tM
−1 and r1M
−1 can now be treated as
fixed constants. With these fixed, |a|ǫ−1
∂2t
can be given an upper bound in terms of
|a|M−1.
Finally, the integral involving |φ±1|2 can be estimated by |a|M−1B± for t ∈
[0, T ], and by |a|M−1E[F](0) and |a|M−1E[F](T ) for t ∈ [−M, 0] and [T, T +M ]
respectively. 
6.4. The refined Morawetz estimate for the Fackerell-Ipser equation. The
purpose of this subsection is to prove core estimate (V) following the ideas in [7, 3].
Refined Morawetz estimates also appear in [26]. In this section, it is convenient to
imagine ǫ∂2t /M is as in proposition 6.9, but ǫ∂2t /M can be chosen independently.
Furthermore, we take f1 = VL(1 − ǫ2∂2t VL) as in the previous subsection, f2 = 1,
and
F3 =M2|k|1/2ǫ
∂2t
arctan(|k|1/2ǫ
∂2t
M−1(r − rroot))χ|r−3M|<2r1
χ|r−3M|<2r1 is a smooth function with support in |r − 3M | ≤ 3r1, identically
one in |r − 3M | ≤ 2r1, monotone in the intervals between, and for all k ∈ N :
∂krχ|r−3M|<2r1 . r
−k
1 . The estimates in this subsection are proved independently
of those in the previous subsection.
Lemma 6.10 (Bound the main bulk term for the refined Morawetz estimate).
For any projection away from the orbiting null geodesics and max(|a|/ǫ∂2t , ǫ∂2t /M)
sufficiently small as in definition 2.5, if F is a regular, charge-free solution of the
Maxwell equation (2), Υ = Υ[F], T > 0, and Υ˜ is the T -spectral transform of Υ,
then
Bulkmain ≥
∫
(r+,∞)×K
M−1|k|3/2ǫ
∂2t
|Υ˜|2dµ˜FI
− C (EFI[Υ](T ) + EFI[Υ](0) +B0 +B2,0) .
Proof. The integral in Bulkmain consists of three terms, involving A, U , and V . The
U term is dominant for |k|1/2ǫ
∂2
t
M−1|r − rroot| ≥ 1, and the V term is dominant for
|k|1/2ǫ
∂2
t
M−1|r− rroot| ≤ 1. The exponent 1/2 is chosen as in [7]. Although it will not
be useful in this paper, further refinements can estimate
∫
M−1|k|2−ǫǫ
∂2t
|Υ˜|2dµ˜FI for
any ǫ > 0 by using a technical argument that also uses a Fourier transform in the
r variable [7].
Because of the localising factor χ|r−3M|<2r1 , it is not necessary to track asymp-
totic behaviour near r = r+ or r =∞. Similarly, since all the factors are bounded,
and all the factors except arctan(|k|1/2ǫ
∂2
t
M−1(r − rroot)) have bounded derivatives,
the only terms that might fail to be bounded by |Υ˜|2 or χ|r−3M|≥r1 |k|2ǫ∂2t |Υ˜|
2 arise
in A when the arctangent is differentiated, in U , and in V when q is differentiated
twice. By inverting the spectral transform, the integral of χ|r−3M|<3r1M
−1|Υ˜|2
can be decomposed into the intervals [−M, 0], [0, T ], and [T, T + M ], where it
is bounded by EFI[Υ](0), B0, and EFI[Υ](T ) respectively. Similarly, the inte-
gral of χ|r−3M|≥r1χ|r−3M|<3r1 |k|2ǫ∂2t |Υ˜|
2 can be bounded by EFI[Υ](0), B2,0, and
EFI[Υ](T ).
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The relevant term from A is
1
2
M2∆f1χ|r−3M|<2r1(∂r arctan(|k|1/2ǫ∂2t M
−1(r − rroot)))|∂rΥ˜|2.
This is nonnegative, since the arctangent function is increasing and all the other
functions are nonnegative.
The U term is
U|Υ˜|2 = −1
2
χ|r−3M|<2r1R˜′ arctan(|k|1/2ǫ∂2t M
−1(r − rroot))|Υ˜|2.
Both −R˜′ and arctan(|k|1/2ǫ
∂2t
M−1(r− rroot)) have a unique root at r = rroot and go
from negative to positive. Thus, from the approximation of R˜′ in lemma 6.4, one
finds
U|Υ˜|2 = 1
2
M2χ|r−3M|<2r1
∣∣∣R˜′∣∣∣ arctan(|k|1/2ǫ
∂2
t
M−1(r − rroot))||Υ˜|2
&M−1χ|r−3M|<2r1 |k|2−1/2ǫ∂2
t
|k|1/2ǫ
∂2
t
M−1(r − rroot) arctan(|k|1/2ǫ
∂2
t
M−1(r − rroot)).
Since x arctanx ≥ 1, for |x| ≥ 1, this estimate is quite strong in that it dominates
|k|2−1/2ǫ
∂2t
for |k|1/2ǫ
∂2t
M−1|r − rroot| ≥ 1.
Because q involves the derivative of F3, and the V term involves two derivatives
of q, there are up to three derivatives of arctan(|k|1/2ǫ
∂2t
M−1(r − rroot)). (Regardless
of whether the derivative is applied to arctan(|k|1/2ǫ
∂2t
M−1(r − rroot)) or some other
term, all the terms in V have a factor of M−1.) The kth derivative is of the
form M−1|k|k/2ǫ
∂2t
(1 + (|k|1/2ǫ
∂2t
M−1(r − rroot))2)−(k+1)/2. In the remainder of this
paragraph, we use A dominates B to mean that for any constant C1 there is a C2
such that |A| ≤ C2 + B/C1. Using this terminology, for |k|1/2ǫ∂2t M
−1|r − rroot| ≤ 1,
the third derivative dominates the zeroth, first, and second derivatives, and for
|k|1/2ǫ
∂2t
M−1|r− rroot| ≥ 1, all the terms are dominated by |k|3/2ǫ∂2t = |k|
2−1/2
ǫ
∂2t
, which is
the factor arising in U . Thus, for |k|1/2ǫ
∂2t
M−1(r − rroot) small, the third derivative
term dominates, and for |k|1/2ǫ
∂2t
M−1(r− rroot) large, all terms are dominated by the
term arising from U . Thus,
χ|r−3M|<2r1(U + V + CM−1)|Υ˜|2 ≥ χ|r−3M|<2r1 |k|3/2ǫ∂2
t
|Υ˜|2M−1.
The CM−1χ|r−3M|<2r1 |Υ˜|2 term can be estimated by EFI[Υ](0)+EFI[Υ](T )+B0,
as explained earlier in this proof.
Combining these, one obtains the desired result. 
Lemma 6.11 (Bound on the BulkIm and E(F ,q) terms for the refined Morawetz esti-
mate). For any projection away from the orbiting null geodesics and max(|a|/ǫ∂2t , ǫ∂2t /M)
sufficiently small as in definition 2.5, if F is a regular, charge-free solution of the
Maxwell equation (2), Υ = Υ[F], T > 0, and Υ˜ is the T -spectral transform of Υ,
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then
|BulkIm|+ |E(F ,q)|
. EFI[Υ](T ) + EFI[Υ](0) +B0 +B2,0
+
∫
(r+,∞)×K
χ|r−3M|<2r1M
−1|k|ǫ
∂2t
|Υ˜|2dµ˜FI.
Proof. Since F and q are both supported on |r − rroot| < 3r1, we can introduce an
additional cut-off χ|r−3M|<3r1 that is identically one for |r−rroot| < 3r1, identically
0 for |r−rroot| > 4r1, monotone in between, and having for k ∈ N : ∂krχ|r−3M|<3r1 <
r−k1 . Thus,
|BulkIm| =
∫
(r+,∞)×K
(F(∂r ¯˜Υ) + q ¯˜Υ)χ|r−3M|<3r1 J˜Imdµ˜FI
.
∫
(r+,∞)×K
M−1|F|2|∂rΥ˜|2 +M−1|q|2|Υ˜|2 +Mχ|r−3M|<3r1 |J˜Im|2dµ˜FI.
Similarly,
|E(F ,q)| =
∫
(r+,∞)×K
(F(∂r ¯˜Υ) + q ¯˜Υ)χ|r−3M|<3r1J˜χdµ˜FI
.
∫
(r+,∞)×K
M−1|F|2|∂rΥ˜|2 +M−1|q|2|Υ˜|2 +Mχ|r−3M|<3r1|J˜χ|2dµ˜FI.
The terms involving |F|2|∂rΥ˜|2, |J˜Im|2, and |J˜χ|2 can be estimated using the com-
pact support of χ|r−3M|<3r1 and the boundedness of F :
∫
(r+,∞)×K
M |F|2|∂r ¯˜Υ|2dµ˜FI . EFI[Υ](T ) + EFI[Υ](0) +B2,0,∫
(r+,∞)×K
χ|r−3M|<3r1 |J˜Im|2dµ˜FI .
∫
M
M−1χ|r−3M|<3r1 |Υχ|2d4µFI
.
∫
(r+,∞)×K
M−1χ|r−3M|<3r1 |Υ˜|2dµ˜FI
. EFI[Υ](T ) + EFI[Υ](0) +B0,∫
(r+,∞)×K
M−1χ|r−3M|<3r1|J˜χ|2dµ˜FI .
∫
M
M3χ|r−3M|<3r1(|∂tχ˜[0,T ]|2|T⊥Υ|2d4µFI
+
∫
+M3|∂2t χ˜[0,T ]|2|Υ|2)d4µFI
. EFI[Υ](T ) + EFI[Υ](0).
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The term involving |q|2|Υ˜|2 can be estimated using the bound |q| .M−1|k|1/2ǫ
∂2t
χ|r−3M|<3r1
and ∫
(r+,∞)×K
M |q|2|Υ˜|2dµ˜FI
.
∫
(r+,∞)×K
M−1|k|ǫ
∂2t
χ|r−3M|<3r1 |Υ˜|2dµ˜FI
.
∫
(r+,∞)×K
M−1|k|ǫ
∂2
t
χ|r−3M|<2r1χ|r−3M|<3r1 |Υ˜|2dµ˜FI
+
∫
(r+,∞)×K
M−1|k|ǫ
∂2
t
(1− χ|r−3M|<2r1)χ|r−3M|<3r1 |Υ˜|2dµ˜FI
Because (1 − χ|r−3M|<2r1)χ|r−3M|<3r1r21 . (r − rroot)2, from the Cauchy-Schwarz
inequality, one finds∫
M−1(1− χ|r−3M|<2r1)χ|r−3M|<3r1 |k|ǫ∂2t |Υ˜|
2dµ˜FI
≤
∫
M−1(1− χ|r−3M|<2r1)χ|r−3M|<3r1
(
|Υ˜|2 + |k|2ǫ
∂2t
|Υ˜|2
)
dµ˜FI
. EFI[Υ](T ) + EFI[Υ](0) +B0 +B2,0.

Lemma 6.12 (Refined spectral Morawetz estimate). For any projection away from
the orbiting null geodesics and |a|/M sufficiently small as in definition 2.3, if F is
a regular, charge-free solution of the Maxwell equation (2), Υ = Υ[F], T > 0, and
Υ˜ is the T -spectral transform of Υ, then∫
(r+,∞)×K
χ|r−3M|<2r1 |k|ǫ∂2t |Υ˜|
2dµ˜FI . EFI[Υ](T ) + EFI[Υ](0) +B0 +B2,0.
Proof. From the previous lemmas and the energy generation formula for the spectral
transform, one finds∫
(r+,∞)×K
M−1χ|r−3M|<2r1|k|3/2ǫ∂2t |Υ˜|
2dµ˜FI
. EFI[Υ](T ) + EFI[Υ](0) +B0 +B2,0
+
∫
(r+,∞)×K
M−1χ|r−3M|<2r1 |k|ǫ∂2t |Υ˜|
2dµ˜FI.
Since there is a C2 such that |k|ǫ
∂2
t
. C2 + |k|3/2ǫ∂2t /(2C), where C is the implicit
constant in the previous equation, one finds∫
(r+,∞)×K
M−1χ|r−3M|<2r1 |k|3/2ǫ∂2t |Υ˜|
2dµ˜FI
≤ C (EFI[Υ](T ) + EFI[Υ](0) +B0 + B2,0)
+ 2C2
∫
(r+,∞)×K
M−1χ|r−3M|<2r1 |Υ˜|2dµ˜FI
+
1
2
∫
(r+,∞)×K
M−1χ|r−3M|<2r1 |k|3/2ǫ∂2t |Υ˜|
2dµ˜FI,
from which the desired estimate follows. 
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Proposition 6.13 (Refined Morawetz estimate, core estimate V). For any pro-
jection away from the orbiting null geodesics and |a|/M sufficiently small as in
definition 2.3, if F is a regular, charge-free solution of the Maxwell equation (2),
Υ = Υ[F], T > 0, and Υ˜ is the T -spectral transform of Υ, then
B1 . EFI[Υ](T ) + EFI[Υ](0) +B0 +B2,0.
Proof. Recall
B1 =
∫ ∞
r+
χ|r−3M|≥r1
∣∣∣∣∣
∫ T
0
∫
S2
Im(Υ¯∂tΥ) sin θdθdφdt
∣∣∣∣∣ dr.
In the time interval [0, T ], the function Υ can be replaced by Υχ. The integrals
of this integrand over the time intervals [−M, 0] and [T, T +M ] are bounded by
EFI[Υ](0) and EFI[Υ](0) respectively, so that
B1 .
∫ ∞
r+
χ|r−3M|≥r1
∣∣∣∣
∫
R
∫
S2
Im(Υ¯χ∂tΥχ) sin θdθdφdt
∣∣∣∣ dr + EFI[Υ](T ) + EFI[Υ](0).
Applying the spectral transform and observing that |k|ǫ
∂2t
. 1 + |k|3/2ǫ
∂2t
, one finds
B1 .
∫ ∞
r+
χ|r−3M|≥r1
∣∣∣∣
∫
K
M−1|k|ǫ
∂2t
|Υ˜|2dk
∣∣∣∣ dr + EFI[Υ](T ) + EFI[Υ](0)
.
∫ ∞
r+
χ|r−3M|≥r1
∣∣∣∣
∫
K
M−1(1 + |k|3/2ǫ
∂2t
)|Υ˜|2dk
∣∣∣∣dr
+ EFI[Υ](T ) + EFI[Υ](0)
. EFI[Υ](T ) + EFI[Υ](0) +B0 +B2,0.

Now that core estimates (I)-(V) have been proved, this completes the proof of
theorems 1.1 and 1.3.
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