We study a class of abstract nonlinear equations in a separable Hilbert space for which we prove properties of the set of solutions. The results apply, in particular, in several models of hydrodynamics, such as magneto-micropolar equations, micropolar fluid equations, Boussinesq and Navier-Stokes equations.
Introduction
We are concerned in the study of properties of the following class of abstract stationary nonlinear equations in a separable Hilbert space X Au + B(u, u) + B 1 u + B 2 u = f.
(
In (1) A is a self-adjoint, strictly positive operator in X with domain D(A) and inverse compact. Thus there exists an ortonormal basis of X, {w j } j∈N such that
Aw j = λ j w j , j = 1, 2, ...
The scalar product and the norm in X are denoted by (·, ·) and |·|, respectively. As {w j } j∈N is an ortonormal basis in X, for all u ∈ X we have:
c j w j , c j = (u, w j ).
The domain of operator A is characterized by 
We assume such that B, B i have continuous extensions B :
and B i :
. Note that by interpolation inequalities, (2),(3) implies that
The norms of B and B i with values in X −α are denoted by B α and B i α . f is assumed in X while u is unknown.
Equations (1) cover several models of hydrodynamics, such as magneto-micropolar equations, micropolar fluid equations, classical hydrodynamics, Boussinesq and Navier-stokes equations. Many authors have studied this models separately and many results relatives to existence, uniqueness, regularity of solutions, for instance, were encountred. The structure of the set of stationary solutions of the Navier-Stokes equations was considered in [3] , [4] , [8] and references therein. We study some of those properties for the set of solutions of (1) and the technique of analysis is closely related to those in the above cite papers. We will prove the following theorems: 
Preliminaries.
We recall first some definitions and facts from the linear theory of Fredholm operators (see [5] , and the references therein for details). If E 1 and E 2 are two real Banach spaces, a linear continuous operator L : 
If B 2 satisfies
then the equations (1) has a unique solution.
To demonstrate the Theorem 3.1 (existence) we considered the Galerkin approximations and used the following result which is an consequence of Brouwer's Theorem (see [2] ): The Galerkin approximation is given by the expression
where the coefficients c jk are real numbers which determined such that u k is solution of the following problem
Here P k represent the orthogonal projection associated to vectorial closed space
Taking v = u (u solution of (1) gives by Theorem 3.1) in (4) and using (2), (3) is easy obtain the following: . From (7), for all φ ∈ X k , we have (2),(3), Young's inequality and interpolation inequalities, we obtain:
with α = (3 − 2β)/(1 − β). Here, we mean by c a generic positive constant which depend of . Taking sufficiently small and using that |A
Therefore using that |A
u| ≤ r (which depend of |f|) we have
for some constant c > 0 independent of u. Now we are going to apply the Theorem 2.1 to show the Theorem 1.1. For this, we considered PROOF. Let K a compact set of X. It follows of (8) that
Remark 3.5 The Lemma 3.4 implies that the set
We also have that for each u ∈ D(A) the linear applications
compactly, there exists a subsequence v nk that converges strongly in X 
We extend the above application as f(t + z) = f(t), z ∈ Z and we define the map
Directly from the assumptions, it follows that T (0, u 0 ) = 0, the mapping 
(f 1 ) because the uniqueness of u(s). By symmetry, the number of points is the same. It remain to show that the number of solutions of (1) is odd. For fixed f ∈ O, we rewrite (1) as 
(λf) contains only one point u λ . For this values of λ, using arguments similar to that used before, we can show that DF(u λ ) is an isomorphism and consequently D(F, B R , λg) = ±1. As D (F, B R , λg) is invariant by homotopy, we have that D(F, B R , g) = ±1. This implies that k is an odd number.
To prove the Theorem 1.2 we need the following lemma: 
PROOF. . we consider the map
Proof of Theorem 1.2.
From Theorem 1.1, the set R(f 0 ) < ∞. Let u ∈ R(f 0 ). By the Lemma 3.6 there exists a neighborhoods U f 0 , U u of f 0 and u, respectively, such that Card(U u ∩ R(f 0 )) = 1 for all f ∈ U f 0 . Moreover the application
is of class C ∞ , where {u f } = U u ∩ R(f). As R(f 0 ) < ∞, there exists δ > 0 so small that the ball {B(u, δ) : u ∈ R(f 0 )} are pairwise disjoint and for all u ∈ R(f 0 ) : B(u, δ) ⊂ U u . By the continuity of the function (9), there exists a neighborhood U ⊂ U f 0 such that u f ∈ B(u, δ), for f ∈ U. Making U = ∩{U : u ∈ R(f 0 )}, we have that if f ∈ U , then the function
is an injection and as a consequence, Card R(f 0 ) ≤ Card R(f). To see the equality assume contrary to our claim, that the set {f ∈ U :
The subset {u f k : u ∈ R(f 0 )} has exactly Card R(f 0 ) elements because u f k is the unique element of the set R(f k ) which is in a suitable neighborhood of the solution u ∈ R(f 0 ), therefore it is not the whole R(f k ). We select a sequence a k ∈ R(f k ) \ {u f k : u ∈ R(f 0 )}. Note that a k is not belong to set ∪{U u : u ∈ R(f 0 )}. By (8) , the sequence (a k ) k∈N is bounded in D(A), thus in virtue of the Banach-Alauglu theorem there exists a ∈ D(A), and an infinite subset N ⊂ N such that a k converges weakly to a in D(A) as N k −→ ∞. As D(A) → → X, a k −→ a strong in X and this is sufficiently for the pass the limit. Consequently, the limit a ∈ R(f 0 ). This leads to a contradiction
Therefore the set {f ∈ U : Card R(f 0 ) < Card R(f)} is finite and consequently we can take a neighborhood sufficiently small U such that ∀f ∈ U , Card R(f) = Card R(f 0 ). Now, we are going to show that if f −→ f 0 in X, then R(f ) −→ R(f 0 ) in the Hausdorff metric over X. Let > 0, then there exists U f 0 such that u f ∈ B(u, ) for any f ∈ U f 0 hence u f ∈ {u} + B(0, ) ⊂ R(f 0 ) + B(0, ) and consequently
is continuous if we consider the Hausdorff metric over X. The function
is constant on every connected component of the set O. (cf. Theorem1.1).
Applications.
As an application of Theorem 1.1 we shall consider first a model of Micropolar Fluids. A steady in time flow of micropolar fluid filling the domain Ω is described by the following equations in Ω [6] .
Equations (10)-(12) are the conservation laws of momentum, momentum angular and mass, respectively. u is the velocity, p is the pressure and w is the angular velocity of rotation of particles. Moreover, f 1 and f 2 represent external fields, ν, ν r , σ, β are positive constants (ν is the usual Newtonian viscosity, ν r is the microrotation viscosity, σ and β are constants that depend of new viscosities connected with the asymmetry of the stress tensor). The density of fluid is considered equal to one. We assume that Ω is a bounded set in R
3
with smooth boundary ∂Ω. Let u = 0, w = 0 in ∂Ω.
where H is the closure of the set
(Ω). The norm in X is denoted by | · |. We introduced the following operators:
on the subspace H. With this notation the system of equations (10)-(12) takes the form (1) with f = (f 1 , f 2 ). We check the assumptions of Theorem 1.1. The operator A is self-adjoint, positive, with domain
(Ω) and W 
Indeed the norms |AU | and U W 2,2 are equivalent on D(A) and the norms |A (Ω)) 3 with ∂Ω φ · ηds = 0, η the unit outward normal on ∂Ω. A study of the properties give by the Theorem 1.1, Theorem 1.2, for this system is encountered in [3] . The Theorem 1.1, Theorem 1.2 also apply in the model magneto-microplar fluid. In this model, moreover of unknown u, v there exists the unknown h correspondent the magnetic field [7] .
