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Abst rac t - -The  algorithm for finding a consistent approximation to an inconsistent pairwise com- 
parisons matrix is based on a logarithmic transformation f a pairwise comparisons matrix into a 
vector space with the Euclidean metric. An orthogonal basis is introduced in the vector space formed 
by the images of consistent matrices. The required consistent approximation is the orthogonal pro- 
jection of the transformed matrix onto this space. 
Keywords~Approx imat ion algorithm, Pairwise comparisons, Orthogonal basis, Comparative 
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1. BAS IC  CONCEPTS OF  
PAIRWISE COMPARISONS 
Triad inconsistency was introduced in [i] and the convergence of triad-based algorithms for re- 
ducing inconsistency was proved in [2]. The reader's familiarity with [2] is assumed due to space 
limitations. Only the most essential concepts of the pairwise comparison method are recalled here. 
The method of pairwise comparisons was introduced in embryonic form by Fechner (see [3]) and 
after considerable extension, made popular by Thurstone (see [4]). It can be used as a powerful 
inference tool and knowledge acquisition technique in knowledge-based systems and data mining. 
An n x n pairwise comparisons matrix is defined as a square matr ix M = [m~j] such that  m~j > 0 
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where m~j expresses an expert's relative preference of stimuli s~ over sj. 
A pairwise comparison matrix M is called reciprocal if mq = ( I /mj i )  (then automatically 
m~i = 1). A pairwise comparison matrix M is called consistent if m~j • mjk  = m~k for every 
i, j ,  k = 1 , . . . ,  n. While every consistent matrix is reciprocal, the converse is false in general. 
Consistent matrices correspond to the ideal situation in which there are exact values wl , . . . ,  w ,  
for the stimuli. The quotients m~j : wjwj  then form a consistent matrix. 
An important step in the pairwise comparisons inference theory is a theorem (see [5]) which 
states that for every n x n consistent pairwise comparisons matrix M = [m~j] there exist positive 
real numbers wl , . . . ,wn  such that mij = w~/wj ,  for every i , j  = 1 , . . . ,n .  The vector w = 
[wt , . . . ,  wn] is unique up to a multiplicative constant. The challenge to the pairwise comparisons 
method comes from the lack of consistency of the pairwise comparisons matrices which arise 
in practice (while as a rule, all of the pairwise comparisons matrices are reciprocal). Given an 
inconsistent n x n pairwise comparisons matrix M, the theory attempts to provide a consistent 
n x n matrix C which differs from matrix M "as little as possible" according to an assumed 
metric. Algorithms for reducing the triad inconsistency in pairwise comparisons can be simplified 
by orthogonal projections. The triad inconsistency definition (introduced in [1]) provides an 
opportunity for reducing the inconsistency of the experts' judgements. It can also be used for data 
validation in the knowledge acquisition process, one of the fundamental processes in knowledge- 
based systems, as well as in data mining. The inconsistency measure of a comparison matrix can 
serve as a measure of the validity of the knowledge• 
2. TRIAD L -CONSISTENCY AND ORTHOGONAL IZAT ION 
Let us recall that the matrices in the original space consist of positive elements. The problem 
of the best approximation to a given matrix M -- [mij] by a consistent matrix is transformed 
into a similar problem of approximating a matrix M ~ = [log mij] by a logarithmic image of a 
consistent matrix. The benefit of such an approach is that the logarithmically transformed images 
of consistent matrices form a linear subspace L in R nxn. Each matrix in the subspace L is called 
s m I i a triad L-consistent matrix M'  = [m~j] and satisfies the condition mik --k kj = mi j  for every 
i , j ,  k = 1 , . . .  ,n.  It is much easier to work with linear spaces and use the tools of linear algebra 
than to work in manifolds (topological or differential)• Also, the notion of closeness of matrices is 
translated from one space to the other since the logarithmic transformation is homeomorphic (a
one-to-one continuous mapping with a continuous inverse; see [6, Volume II, p. 593] for details). 
In other words, two matrices are close to each other in the sense of the Euclidean metric if their 
logarithmic images are also close in the Euclidean metric. 
The approximation problem is thus reduced to the problem of finding the orthogonal projection 
of the matrix M ~ on L, since we opt for the least square approximation i the space of logarithmic 
images of matrices. The following algorithm is proposed to solve the above problem. 
1. Find a basis in L. 
2. Orthogonalize it. 
3. Compute a projection M"  of M s on L using the orthogonal basis of L found in Step 2. 
Steps 1 and 2 produce a basis of the space L. A Gram-Schmidt orthogonalization procedure 
can be used for constructing an orthogonal basis in L (for example, see [6, Volume II, pp. 347- 
348]). This is done once only for a matrix of a given size n. The presented algorithm for finding 
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a triad L-consistent approximation is based on Step 3; therefore, the approximation problem 
is reduced to given a matrix M'  (a logarithmic image of the matrix to be approximated by a 
consistent matrix), find the orthogonal projection M"  of M'  onto L. 
The most natural way of solving this problem is to project the matrix M '  on the one- 
dimensional subspaces of L generated by each vector in the orthogonal basis of L and then 
sum these projections. While most of the computation is routine, the problem of finding an 
orthogonal basis in the space L is somewhat challenging. For every n x n consistent matrix 
M there exists a vector of weights [wl, w2 . . . .  , wn], unique up to a multiplicative constant such 
that m 0 = (wi/wj).  One may, thus, infer that the dimension of the space L is n - 1. As a 
consequence, this observation stipulates that the space L must have a basis comprised of n - 1 
elements. Analysis of numerous examples has led to the discovery of the following basis matrices 
Sk = [bkj]: 
1, for l < i < k < j <_ n, 
bik= --1, fo r l<_ j<_k<i<_n ,  (1) 
0, otherwise. 
Figure 1 illustrates the basis matrices for n = 4. In essence, each basis matrix Bk contains two 
square blocks of 0s (situated symmetrically about the main diagonal) of size k and n - k, a block 
of ls  of size k by n - k above the main diagonal, and a block of - l s  of size n - k by k below the 
main diagonal, where k = 1 , . . . ,  n - 1. 
011  00 i 00011 -1  0 0 B2 = 0 0 1 B3 = 0 0 0 
B I= -1  0 0 -1  -1  0 0 0 0 
- I  0 0 - I  - I  0 - I  - i  - I  
Figure i. An example of a basis of L for n = 4. 
PROPOSITION 1. The matrices Bk are linearly independent. 
PROOF. The rank of the following matrix containing as its rows the enlisted (by rows) matrices Bk 
is n -  1, because the determinant of the submatrix formed by column 12, 13, . . . ,  In  is equal to 1: 
11 12 13 .. .  In  21 22 23 .. .  n l  n2 n3 . . .  nn 
B1 0 1 1 .. .  1 -1  0 0 .. .  -1  0 0 . . .  0 
B2 0 0 1 .. .  1 0 0 1 .. .  -1  -1  0 . . .  0 
. . . . . . . .  , . . . . . .  , . . . . . . . . . . . . . . . . . . . . .  . . . . . . . .  
Bn-1 0 0 0 .. .  1 0 0 0 .. .  -1  -1  -1  .. .  0 
PROPOSITION 2. In an antisymmetric matr/x B = [b/j], the set of conditions 
(i) b~ + bq8 = bp,, where p, q, s are pairwise different 
is equivalent to 
(ii) b~j + bjl = bil, where i < j < I. 
PROOF. Let us assume that s is between p and q. If p < q, then (i) can be written as 
bpq = bp8 - bqs, 
and by symmetry 
bpq = bp, + bq,, 
which is exactly (ii) if we set (p, s, q) = (i,j, l). The reasoning in other cases (for p or q in the 
middle) is the same because of the symmetry of Condition (i) with respect o the coefficients 
(p,q,s). 
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Let us now check if the proposed basis matrices are triad L-consistent. As a consequence of 
Proposition 2, it is sufficient to check that they are triad L-consistent with respect to the entries 
above the diagonal. 
PROPOSITION 3. All matrices Bk satisfy the following condition: 
bij + bfl = bit, where i < j < 1 (2) 
(where superscript k is assumed for each bij ). 
PROOF. There are two cases to be considered 
(i) bit = 1, 
(ii) bit = O. 
In Case (i), from formula (1), we can infer that i < k < l, and therefore, need to consider the 
following two subcases depending on the position of j relative to k: 
• i f j<k ,  thenbf l= landb i j  =0,  
• i f k< j ,  thenb j t=0andb i j= l .  
In both subcases, bij + bjl = bit. In Case (ii), in view of our assumption (that is, i < j < l), 
we can see that if I _< k, then bij = 0 and bjl ---- 0 because i , j  < k and j , l  <_ k. When k _< i, 
then k < j, l and also bit = 0 and in both situations, the equality bij + bfl = bit is proven. This 
completes the proof. 
PROPOSITION 4. A linear combination of triad L-consistent matrices is triad L-consistent. 
PROOF. This follows from elementary algebra. A linear combination of objects satisfying the 
linear condition in Proposition 3 satisfies the same condition, i.e., 
if xij + xjk = Xik and Yij + Yjk = Yik, 
then (axij + ~Yij) + (axjk +/3yjk) = axik + flYik. 
The above considerations lead to the following theorem. 
THEOREM. Every triad L-consistent n x n matr/x is a linear combination of the basis matrices 
Ba = [b k] for k = 1, 2 , . . . ,  n - 1, i.e., the matrices Bk span the space L. 
3. THE ORTHOGONALIZATION ALGORITHM 
The orthogonal projection of any matrix onto a subspace L is easy to compute if we have 
an orthogonal basis of L. The Gram-Schmidt orthogonalization process (see, for example, [6, 
pp. 347-348]) can be used to construct an orthogonal basis. The fairly "regular" form of the basis 
matrices uggests that an orthogonal basis should also be quite regular. Indeed, by solving n - 2 
systems of linear equations we obtain the following formula for the orthogonal basis matrices Tk 
(for details, see the Appendix A): 
n-k  
Tk = Bk _ 1 Bk-1, where B0 is a matrix with all zero elements. 
n k+ 
The orthogonal basis for the case n = 4 is presented in Figure 2. 
2 1 1 1 1 
0 0 0 
3 3 3 2 2 
0 111  2 1 1 
-100  i 3 0 1 I 0 0 2 2 
~r..~= - I  0 0 T2= 1 T3= 1 1 
-1 0 0 -3  -1 0 0 ~ ] 0 1 
1 1 1 
-3  -1  0 0 2 2 1 0 
Figure 2. An example of an orthogonal basis for n --- 4. 
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For an arbitrary n one can produce, using formula (3), the n - 1 matrices Tk, which constitute 
an orthogonal basis for the space L. The Euclidean orms of the basis matrices can be computed 
by the following formula: 
{ [ .1 } ITkl 2=2 (k - l ) ,  (n -k - -~ l )  2 +(n-k+l )2 j  +n-k  = (n -k+1)"  
Once the matrices Tk are determined, we may compute the following values for a given ma- 
trix M ~ (note that the operation •is a dot product, not a regular matrix product): 
Tk • M I 
tk = iTkl 2 , for k = 1 , . . . ,n  - 1. (5) 
Viewed geometrically, the values tk are proportional to the projections of M I along the di- 
rections Tk. The algorithm for finding a consistent approximation to the pairwise comparisons 
matrix by means of an orthogonal basis can be formally specified as follows. 
ALGORITHM OB4PC: 
I nput :  a reciprocal matrix M of size n by n. 
Output :  a matrix C, the consistent approximation to M (optimal in the sense of the least square 
criterion in a linear space after the logarithmic transformation). 
Processing steps. 
1. Produce matrix M'  = log M = [log mij]. 
2. Generate n - 1 basis matrices Tk with entries computed according to formula (3). 
3. Compute norms ITkl and coefficients tk according to formulas (4) and (5), respectively. 
4. Compute matrix M"  as the linear combination of basis matrices Tk with coefficients tk 
n--1 
M" = E tk x Tk, 
k--1 
where the operation x is a scalar multiplication. The result is the required projection 
of M'  onto L. 
5. Compute C = log -1 M"  = [log -1 m~]. 
END ALGORITHM 
The complexity of computing the coefficients tk, and hence, the matrix C is O(n2). 
4. A NUMERICAL  EXAMPLE 
Let us now consider the following pairwise comparison matrix which arose in a geological 
study (see [7]) involving mineral potential assessment (with four criteria: stratigraphy, lithology, 
alteration/mineralization, andstructure). 
1 
2 3 
2 
i 3 3 
M--  
1 1 
l 2 
2 3 
1 1 1 g g i 
It is easy to see that matrix M is not consistent since, for example, ml, 2 * wt2, 3 • ~Ttl, 3 (that 
is, 1(1/2) * 3 ~ 2) but it is reciprocal. Finding a consistent approximation (closest in the sense 
of the assumed metric) is necessary for refining the initial assessments. It is a first step in the 
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consistency-driven approach to the pairwise comparisons method. Let us now trace the algorithm 
OB4PC on the above example. 
Step (1) of algorithm OB4PC produces matrix 
0 0.405 0.693 1.099 
-0.405 0 1.099 1.099 M I _- 
-0.693 -1.099 0 0.693 
-1.099 -1.099 -0.693 0 
(all results are rounded to 0.001 but the computations are carried out in double 
precision). 
Step (2) produces the matrices Tk which were computed in Section 3. 
Step (3) produces the norms [[Tkl] = [2.449, 2.309,2], and the coefficients [tk] = [0.732, 
o.947,o.448]. 
Step (4) results in 
0 0.101 0.824 1.2721 
P M" = -0.101 0 0.723 1.171 -0.824 -0.723 0 0.448 " -1.272 -1.171 0.448 0 
Step (5) gives 
1 1.107 2.280 3.5681 
I C = 0.904 1 2.060 3.224 0.439 0.485 1 1.565 ' 0.280 0.310 0.639 1 
easily verified to be a consistent reciprocal matrix (to within rounding error). 
5. CONCLUSIONS 
Until now, a consistent approximation to an inconsistent pairwise comparisons matrix has been 
constructed by first computing weights [w~] and then forming the matrix of quotients [wJwj]. 
Several methods are available for finding the weights (see [5,8] for details) but the issue of their 
relative superiority is still unresolved (this controversy was, however, addressed in [9]). The 
algorithm presented here computes the optimal consistent approximation (in the sense of the 
least square criterion in the linear space resulting from a logarithmic transformation) without 
finding the weights. The use of an orthogonal basis simplifies the computation of the logarithmic 
image of the consistent approximation to a given matrix since it is just a linear combination of 
the basis matrices which need to be computed only once for a problem of a given size. The use of 
an orthogonal basis leads to an algorithm that is simple to implement (especially in a language 
supporting matrix operations such as APL2). 
APPENDIX  
THE DERIVAT ION OF THE ORTHOGONAL BAS IS  
I ! t Formula (3) can be obtained as follows. Given matrices B1, B2, • • •, Bn-1, find B1, B2,. . .  , B n_ 1 
which are pairwise orthogonal and satisfy the following system of equations: 
= B1, 
B~ = al2Bi + B2, 
B~ = a13B1 + a23B2 4- B3, 
B~ = al4B1 4- a24B2 + a34B3, 
. . . . . . .  . ,  . . . . . . . .  .0  . . . . . . . . . . . . . . .  o .  . . . . .  . . ° .  
B~_I = al,n-lB1 4- a2,,~-lB2 4-... 4- Bn-1. 
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The  following properties of the above basis are helpful in the normalization: 
IB~J 2 --- 2i(n - i) and Bi * B j  = 2 i (N  - j ) ,  if i < j .  
Mul t ip ly  the second equat ion by B1 (dot-product)  
0 = B~B1 = a12B21 + B2B1 = a122(n - 1) + 2(n - 2), 
hence, 
n -2  
a12 ---- - - - - -  
n - - I  
Mult ip ly  the th i rd  equat ion by B1 and by B2 (dot-product)  
0 = B~B1 -- a13B21 + a23B2B1 + B3B1 = a132(n - 1) + a232(n - 2) + 2(n - 3), 
! 
0 = B3B2 = a13BIB2 + a23B22 + B3B2 = a132(n - 2) + a232 * 2(n - 2) + 2 * 2(n - 3). 
Solving that  system of two equations, we get a13 = 0 and a23 = - (n  - 3 ) / (n  - 2). 
Let us consider the equation for B4. Mult ip ly ing it by B1, B2, B3, we get 
0 = BI4B1 = a14B21 + a24B2B1 + a34B3B1 + B4B1 
= a142(n - 1) + a242(n - 2) + a342(n - 3) + 2(n - 4), 
' B a24B 2 + BaB2 O= B 4 2 =a14B*B2 + +a34B3B2 
= a142(n -- 2) + a242 * 2(n -- 2) + a342 * 2(n -- 3) + 2 * 2(n -- 4), 
0 i = B4B3 = a14BIB3 + a24B2B3 + a34 B2 + B4B3 
= a142(n - 3) + a242 * 2(n - 3) + a342 * 3(n - 3) + 2 * 3(n - 4). 
From the first two equations, we calculate that  a14 = 0. From the second and third,  after 
subst i tut ing 0 for a14, we calculate a24 = 0 and then a34 = - (  n - 4 ) / (n  - 3). Similar pat terns  
may be observed when the k th equat ion is mult ipl ied by vector-matr ices B I , . . .  ,Bk -1 .  From 
these k - 1 equations, we can see that  all aik are equal to 0 except ak- l ,k  = --(n -- k ) / (n  - k + 1) 
which is the coefficient in formula (3). 
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