T tion in motor control, namely, the concept that inherent variability in the neuromotor system can account-at least in prescribed circumstances-for a lawful and ubiquitous relationship: the inverse speed-accuracy trade-off in rapid aiming movements (Meyer, Smith, & Wright, 1982; Schmidt, Zelaznik, Hawkins, Frank, and Quinn, 1979) . In their initial conception of a motor output variability theory, Schmidt et al. (1979) recognized that neuromotor noise should influence the properties of not only rapid, open-loop movements, but also those motions that, by virtue of their duration, subsequently come under closed-loop control:
"We would like to be able to combine these [motor output variability] relations with principles of error detection and error correction to describe a composite model of movement control" (p. 448). Recent works of Meyer and colleagues (Meyer, Abrams, Komblum, Wright, & Smith, 1988; Meyer, Smith, Komblum, Abrams, & Wright, 1989 ) go a considerable way toward showing how variability phenomena and iterative corrections may be closely intertwined in many aiming movements. They demonstrate, using rapid forearm supinations, that overall movement duration may be minimized by the optimization of the durations of component submovements. Specifically, average submovement duration is an approximate square-root function of the target distance/target width ratio. In essence, their proposal states that the initial submovement must neither be so fast that the advantage of its shorter duration is outweighed by its increased spatial variability nor so slow that its spatial consistency is more than offset by its increased duration.
The experiments outlined below describe a feature of kinematic structure in aiming tasks consistent with but not formally accounted for by the stochastic optimized submovement model. A principal prediction made by this model is the duration of each submovement. Not predicted is its amplitude. For cases in which a "virtual" target is used, that is, when there is no impact with a solid physical target and the limb (or controlled object) can simply pass through a target zone, it is assumed that, over trials, the initial submovement has end points scattered either side of the target. In many real aiming movements, however, impact is with a physical target that prevents overshoots, especially if the target plane is perpendicular to the principal 
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axis of motion. Even if overshoots are possible, however, subjects may systematically undershoot the target with the initial submovement. This will be shown, for example. for Experiment 1 of Meyer et al. (1988) , in the general discussion.
I will show that in cases in which the task constraints require an initial undershoot of the target, or in an artificial case when they necessitate an overshoot, the first submovement ends at a location well predicted by, and very possibly dependent upon, the spatial variability in this initial submovement.
EXPERIMENT 1
Experiment 1 investigated the relationship between spatial variability and end-point location of the initial phase of a three-dimensional aiming movement incorporating a mandatory movement reversal. The purpose of requiring a motion reversal was that because this reversal constituted an unambiguous reference position for each trial, spatial variability could be estimated across trials.
Method

Subjects
Five male and 5 female undergraduates at the University of Wisconsin, Madison, served as subjects. Their average age was 24.8 years. They were drawn from a class in which participation in an experiment for credit was optional.
Apparatus
Subjects were tested using the apparatus depicted in Figure 1 . They sat at a table and held in the right hand a stylus that had a curved wooden handle and brass tip. The stylus tip was part of an electrical circuit, which permitted timing of the motion and also ended data sampling 300 ms after contact with the target. Mounted on top of the stylus and 2.6 cm from its tip was a piezoelectric crystal emitter that formed part of a laboratory-built ultrasonic movement tracking system. This emitter produced 40-kHz sound pulses of l ms duration at a rate of 200 Hz. The leading edge of this pulse was detected at each of three tuned receivers mounted above the table. A circuit timed the interval between the emission of each pulse and its arrival at each of the receivers. These times were converted to digital form and sequentially read by a Digital PDP 11/73 computer for subsequent analysis. A fuller description of this system is given in Berners (1986) . A vertically aligned steel targetplate 2 mm thick and 4.0 cm in diameter was attached to an angled beam screwed into the table surface, so that the target center was 14.0 cm above the surface. Interchangeable copper rings, each with an external diameter of 4.0 cm and an internal diameter corresponding to one of the target widths in Table 1 , were attached to the steel target-plate with double-sided adhesive tape. These served to demarcate the target, which comprised the area of the steel plate within the copper ring.
A metal rod was screwed into one of four locations on the surface, so as to project vertically upward with its end 14.0 cm above the surface. This rod designated the starting position of each movement, and the subject rested the stylus tip on the top of the rod when in the starting position. The four starting positions were arrayed on a parasagittal line 7.5 cm to the right of the target center and at the four distances shown in Table 1 and Figure 2 . An array of five red light-emitting diodes (LEDs), approximately 70 cm beyond the target and projecting 2 cm above the table surface, were illuminated to signal the beginning of each trial. The subject sat in an adjustable height chair with his or her midline approximately 15 cm to the left of the target, at a distance from the table such that the right elbow was not fully extended when in the starting position for the longest movements (30 cm).
Design
l k o independent variables, target width and amplitude (sagittal distance between starting position and the plane of the target), were combined, for a total of 12 conditions, as listed in Table 1 . Each subject performed a practice block of 24 trials, drawn from all amplitude and width combinations. %o sessions of 12 test blocks were then administered, separated by a break of between 4 and 7 min. Each block contained 8 trials of a single condition, yielding 16 trials in each condition altogether. The serial order in which conditions were allocated to blocks was determined randomly for each subject and session.
Procedure
The subject was instructed to move the stylus tip from the starting position to the target as rapidly as possible while keeping the proportion of errors (misses) at less than about 10% of trials. This movement required the right hand to be brought toward the body, passing the plane of the target, and then to reverse direction so as to move away from the body to strike the target, as shown in Figure 2 for a trial drawn from the 18-cm amplitude condition. The subject was instructed to keep the stylus close to the horizontal and approximately parallel to the sagittal axis. The motion was largely one of initial elbow flexion and shoulder extension with some internal rotation of the humerus, with these directions reversed in the second part of the movement. h the starting position the subject rested the stylus tip on the vertical rod. The right elbow rested on the surface to provide stability and reduce fatigue. Once in motion, the elbow was lifted from the surface so that the entire movement was executed without touching the limb to the table surface. The subject's gaze was initially directed at the target, but once the movement began, the subject was free to look anywhere. The LEDs used to signal the start of a trial could be seen clearly without the subject's having to look directly at them. The movements were initiated shortly after LED illumination, in a self-paced manner. Reaction times of between 120 and 1 ,OOO ms were accepted. Only two trials fell outside this range and were repeated. Verbal knowledge of results (KR) concerning movement time (MT) was given, to the nearest 5 ms, after each trial. Subjects returned to the starting position after striking the target or its surround, and the next trial commenced 4-6 s later.
Data Reduction and Analysis
The following steps were followed to reduce and analyze data. For each trial the spatial coordinates of each data point within each trial were determined by Pythagorean transformation. A zero-lag, dual-pass Butterworth-type digital filter with a cutoff frequency of 10 Hz was applied separately to the X, X and Z displacement data (Winter, 1979) .
For each trial, the following measures were then obtained: movement time (MT), from breaking contact with the rod in the starting position to contacting the target; the component durations of MT (T1 and T2), which were separated by the reversal point (the point at which the stylus comes closest to the body along the sagittal axis before reversing to approach the target); and the spatial coordinates of the reversal point.
Trials in which subjects missed the target (144 out of 1,920 trials [7.5%]) were not analyzed. A further 51 trials (2.7%) were discarded either because the subject inadvertently touched the starting rod after the movement began (thereby stopping sampling) or because extraneous sound reflections distorted the data (clearly evident in aberrantly large point-to-point displacement values before filtering). The results below are thus based on the remaining 1.725 trials. Spatial variability of the lateral, sagittal, and vertical components of the reversal point were subsequently estimated as the within-subject standard deviation of the respective spatial coordinates of the reversal point across trials ( n 5 16) within each condition. Means of the previously described measures were also obtained over all valid trials for each subject and condition. Group data presented below are based on the mean of these subject means.
Results
Movement Characteristics
As required by the task, subjects made hook-shaped trajectories, primarily in the horizontal plane. A representative trajectory is shown in Figure 2 for a movement of 18-cm amplitude to a 1.0-cm target. Also shown are the resultant (tangential) velocity and three component displacements of the same movement ( Figure 3 ). This movement was typical in that the resultant velocity showed a single initial peak with the first minimum's coinciding with the reversal point.
Velocities, Variability, and Overshoot
A principal reason for the use of different amplitudes was to manipulate, indirectly, spatial variability in the phase of 78 the movement preceding reversal, by increasing its velocity. This was successful: Figure 4 shows that for all target widths, mean and peak velocities increased linearly with amplitude: F(3, 27) = 335.7, p < .01,2 with a much smaller but still significant effect of increasing target width F(3, 27) = 9.67, p < .01. Because other effects of the independent variables were primarily those of amplitude, subsequent results collapse across target widths.
Spatial variability in the reversal point was significantly greater in all three dimensions for movements of greater amplitude and, therefore, greater velocity: F(3, 27) = 5.94, p < .01 (lateral variability); F ( 3 , 27) = 5.53, p < .01 (sagittal variability); and F ( 3 , 27) = 4.4, p < .01 (vertical variability). Target width had no effect on any of these measures; F(3, 27) < 1 in all cases. Noteworthy is the fact that the variability along the principal axis of motion (sagittal) was about 40% greater than the variabilities of the two dimensions perpendicular to that axis, which were very similar to one another ( Figure 5 ). Thus the spatial variability of the reversal point can be thought of as an elongated sphere-a shape akin to an egg, the long axis of which is aligned in the principal direction of motion. If this volume is approximated as a sphere, its estimated volume (taking the mean of the variability measures in each dimension as the radius) increases more than threefold with the greater amplitude and velocity of the prereversal phase (Figure 5b ). Approximately 67% of all reversals can be thought of as occurring in this volume, because it represents a zone one standard deviation distant from a point centered on the mean reversal point (Figure 5c ).
Of particular interest here is the finding that, in all three dimensions, the longer, faster, and more spatially variable initial movements had r e v e d points systematically farther from the target. There was no requirement to reverse the motion in any particular position, and there were no constraints imposed by greater amplitude conditions' forcing the subject to bring the stylus farther past the plane of the target before reversing. Subjects nevertheless reversed the motion farther to the right, higher above, and farther toward the body for the longer amplitude conditions, as shown in Table 2 . In the sagittal direction this was a significant increase: F(3, 27) = 25.31, p < .01.3
Discussion
The reversal point, although not formally equivalent to the earliest detectable correction or the end of the first submovement, nevertheless represents a landmark consistently present in these aiming movements. For the present purposes, it is not crucial that this position be seen as representing a submovement boundary. The reversal point in this type of curved trajectory might represent a "via" point in the accounts of Flash and Hogan (1985) and Edelman and Flash (1987) , although not one that is explicitly defined by the task. Whatever its exact nature, within-subject variability in the location of this reference point increased, as expected, with larger amplitude, higher velocity movements but was not influenced by target width. Of special interest was the finding that this variability was greatest along the principal axis of motion. This is the three-dimensional equivalent of the finding that, across trials, planar aiming motions have elliptical areas bounding the end points, the long axes of which correspond to the direction of motion (Gordon & Ghez, 1989 ). This finding is consistent with the notion that neuromotor noise expresses itself more profoundly for distance than for direction in rapid motions, presumably because of the greater force levels along this component dimension, although Gordon and Ghez (1989) also showed that variability in this dimension decreases when normalized for amplitude in planar arm motions.
Because the reversal point's spatial variability was assumed to be affected primarily by the amplitude (and thus velocity) of the initial phase, it was nut expected that it would be influenced by target width. This proved to be the case, but there was a small, significant effect on the velocities of the first phase of the movement, whereby, for any given amplitude, the initial phase of motions was faster if the motions were to larger targets, despite the fact that this phase preceded the reversal and subsequent approach to the target.
There was a close relationship between the degree to which the subject overshot the target plane and the variabil- ity of the reversal point. I interpret this relationship as a manifestation of a mechanism whereby the intended amplitude of the initial submovement (in this case approximated by the phase preceding reversal) is selected so as to take into account the degree of variability typically present in that initial submovement. Variability, of course, can only be measured across a set of trials. On any individual trial, however, variability can be thought of as the unpredictability or inconsistency of the ensuing movement. If, at some level, subjects recognize that longer, faster movements have more variable end points, then, in addition to the duration optimization proposed and described by Meyer et al. (1988) , the initial approach to the target should be optimized for amplitude, that is, a "safety margin" that is variability-related will be included. The purpose of such optimization may be illustrated with the following examples: On one hand, an initial submovement in the current task that fell inadvertently short and failed to pass the plane of the target would represent a serious error. An additional movement toward the body would be required before reversal, increasing the overall movement time. On the other hand, to go too far past the target plane before reversalalthough ensuring that this last type of error would not occur-would leave the stylus unnecessarily far from the target at reversal. This would also prolong overall movement time, because the target would subtend a smaller angle from the reversal point than the angle required after an optimal initial motion. In this task, the initial overshoot, and in the general case, more typically the initial undershoot, must therefore be optimized. A reasonable optimization scheme would be to overshoot the target plane by some constant proportion of the reversal point's variability. For the sagittal plane, this proportionality constant is about 2.8 in the present case (calculated as the ratio of initial overshoot to the mean within-subject standard deviation in the sagittal coordinate of the reversal point using the same units). To test further the notion that internal kinematic optimization of aiming movements includes a variability-linked initial submovement amplitude, a second experiment was undertaken. A different motion (forearm supination) was used and a constraint added that overshoots of the target were not permitted to occur with a high frequency. This task was chosen to determine if a similar variability-amplitude relationship holds in the more typical case in which the initial submovement falls short of the target, rather than beyond it. In addition, the one-degree-of-freedom task in Experiment 2 allowed the generality of this phenomenon in different types of aiming tasks to be assessed. Finally, a more formal determination of the location at which the initial submovement ends was made in this second experiment.
EXPERIMENT 2 Methods
Subjects
Three male and 5 female right-handed students from the University of Michigan were subjects. Their average age was 23.6 years. Participation was one option for credit in an undergraduate course.
Apparatus
Subjects sat at a desk, with the right arm supported on a concave padded block just distal to the elbow. They grasped a 1-in. (2.54 cm) diameter wooden handle, from which projected a metal pointer, the last 1 cm of which was visible against a background arc 15.0 cm from the axis of rotation of the pointer and handle. The pointer mechanism was mounted on a ball-bearing fixture, which permitted smooth and very low-friction rotation. Mounted to the shaft of the handle and pointer was a precision ball-bearing mounted, conductive plastic potentiometer (Bourns 6638s). This device resembles those used by Crossman and Goodeve (1963/1983) and Meyer et al. (1982) . An IBM AT microcomputer and 12-bit analog-to-digital conversion board were used to collect data at 300 Hz. A black zone, 2" wide, on a white background, marked the starting position with which the pointer had to be aligned. This starting position was itself located 25" clockwise from the horizontal, 9-o'clock position. Five red target zones, each 4" wide, were located at positions clockwise from the starting position. A rigid wooden block was clamped at the far (more clockwise) edge of each target zone, to prevent overshoots and to make any inadvertent overshoots obvious to the subject. This block was repositioned to each target as appropriate.
A semicylindrical hood encased the handle and subject's forearm, restricting his or her view of the motion to that of the location of the pointer tip relative to Jhe starting positions, target, and background.
Procedure
The subject began each movement shortly after a verbal warning ("ready") and response cue ("go"). The movement had to be completed within 2 s. The subject was instructed to move as rapidly as possible to the target zone and keep the pointer inside the zone for half a second. Subjects were additionally instructed to avoid, as much as possible, hitting the target stop and received a verbal reminder after trials on which this occurred. Three practice trials were allowed before data collection in each block of trials.
Design
The single independent variable, again intended to manipulate spatial variability through increases in velocity, was amplitude. There were five target zones, centered 30", 45", 60", 75", and 90" clockwise from the starting position. For each of these target conditions, 32 trials were administered. These were split into two blocks of 16 trials, the order of presentation of which was determined randomly Variability in Rapid Aiming for each subject, with the exception that no target condition was repeated until all five had been presented once.
Data Reduction and Analysis
Analysis of 1, 147 valid trials was undertaken, excluding the error trials described next. On 60 trials of the 1,280 administered (4.7%), subjects overshot the target, striking the block with the pointer. These trials were not analyzed. Because subjects tended to move more slowly on trials immediately following such errors, 58 trials following overshoots were also discarded (two overshoots were at the end of a block of trials). On 2 trials (.2% of total), subjects failed to finish the trial with the pointer within the target zone for the criterion period (misses). Ten trials (.8%) were subsequently rejected because of atypical velocity minima occurring prior to peak velocity, and 3 (.2%) were rejected because subjects were not holding the pointer in the prescribed 2" starting zone at movement onset.
Each trial was first digitally filtered in the same manner as for Experiment 1 but, in this case, for a single angular dimension rather than three dimensions. Angular velocity and acceleration data were then obtained for each movement. Movement time (MT) was determined for each trial, together with the angular position of the pointer when the first indication of a second submovement was detected. Three mutually exclusive criteria were used to locate this event and are illustrated in Figure 6 : (a) The pointer velocity became negative prior to reaching the near edge of the target (direction reversal) ( Figure 6b) ; (b) a minimum in the velocity occurred prior to reaching the target (velocity minimum) (Figure 6c) ; and (c) a local minimum in the magnitude of the negative acceleration phase occurred prior to reaching the target (acceleration minimum) (Figure 6d) . Only four trials were found to have none of these events and could therefore be considered to have reached the target in a single submovement. Note that the velocity minimum (Figure 6c ) was the most frequently observed type ( Figure  6a ). Reference to the corresponding acceleration profiles confirms that these types are qualitatively similar. The magnitude of the second upward-going acceleration peak makes, of course, disproportionate changes in the profiles of the lower derivatives. The variability of the location at which the first submovement ended was taken as the withinsubject standard deviation of that location for each amplitude condition.
Results
Movement Characteristics
The overall average movement times showed the expected relationship to the Index of Difficulty (ID) (Fitts, 1954 ) ( r = .998), and to the square root of the amplitude/ width ratio as proposed by Meyer et al. (1988) ( r = ,9998). It is of some interest to note that the contribution to the overall MT of its components showed a clear pattern, shown by the component line plot in Figure 7 . Time to peak acceleration was almost unaffected by amplitude. Time to peak velocity increased marginally with amplitude, and time to the end of the first submovement did so more clearly. The largest contribution to overall movement time, however, was in the submovement(s) following the initial submovement. No attempt was made here to enumerate such subsequent submovements. The contribution of these components to overall movement time is fully in keeping with the optimized submovement model (Meyer et al., 1988) . indeed, the time to the end of the first submovement increases closely with the square root of the amplitude/ width ratio ( r = .994), as predicted.
Velocities, Variability, and Undershoot
The amplitude variable again produced large, consistent and linear increases in both the mean and peak angular velocity of the initial submovement. For example, 99.2% of the variance in the peak velocity was accounted for by the movement amplitude. In turn. spatial variability at the end of the first submovement, again measured as the mean within-subject standard deviation in the location at which the first submovement ended, increased linearly with both mean and peak velocity (for example, 99.8% of the variance in the first submovement's variability was accounted for by its mean velocity, see Figure 8 ). Thus, as expected, spatial variability in the first submovement was successfully manipulated through increasing the. amplitude of the required movement.
The crucial result of this experiment is that the average location-relative to the target-at which the initial submovement ended was linearly and proportionately related to first submovement end-point variability ( r = .99) (Figure 9a) . The intercept in the regression of undershoot on variability is only 1" (undershoot = 1.002 + 2.245 [variability] degrees). This relationship is shown in Figure 9b with starting positions and the target represented, as well as the average location of the end of the initial submovement * two standard deviations. It will be noticed that a position two standard deviations beyond the mean location is on or very near to the near edge of the target, thus about 97% of trials should fall short of the target on the initial submovement. Given a rate of 4.7% overshoots. some of which will have occurred on second or subsequent submovements, these data are consistent with an attempt to control submovement amplitude in a manner that takes account of submovement variability.
Variability in Rapid Aiming
Individual Variations in Variability and Undershoot
As a further test of the variability-undershoot relationship in this experiment, an additional analysis was conducted. It was reasoned that individuals with higher levels of variability should undershoot the target by a greater amount on the initial submovement than those who were more spatially consistent across trials.
Mean variability and undershoot measures were thus calculated for each subject across the five amplitude conditions, and the ordering of these two variables was examined with Spearman's rho rank correlation procedure. The rho value of .833 was significant (p < .05) using Kendall's significance level for small samples. Subjects with the greatest variability tended also to have the greatest undershoot of the target.
Discussion
This experiment provided some confirmation of the idea that initial submovements are scaled in amplitude to reflect their spatial variability. Such a mechanism is particularly appropriate in this task, because overshoots were to be avoided, but, as will be shown in the general discussion, appears to be much more widespread. The task used in this experiment differed substantially from the earlier threedimensional task, being unidirectional and requiring an essentially one-joint motion, yet yielded similar results. Thus this feature of rapid aiming movements, like the speedaccuracy relationship itself, may reflect higher-level processes that are somewhat independent of the effectors used in the task.
An alternative explanation for the reported effect was also examined, namely, that the use of three different criteria for selecting the end of the submovement could have distorted the results. This possibility arises because of the changing mix of reversal, velocity minimum, and acceleration minimum submovement boundaries for the five amplitudes, shown in Figure 6a . As a check on this possible distortion, an analysis was run on only those trials from each amplitude in which the velocity minimum criterion was satisfied-approximately 60% of trials in each condition. For these trials, the same variability-undershoot function was found, that is, undershoot = 1.45 + 2.32[variability] degrees (r = .992). Thus this phenomenon is also a property of movements whose amplitudes differ threefold but whose initial kinematic structure is similar, and rules out one possible alternative interpretation.
In addition to the major result presented in Figure 9 , it is noteworthy that this second experiment lent support to the submovement optimization model proposed by Meyer et al. (1988) , with first submovement and total durations well predicted by the square-root of the amplitude-width ratio. The mean durations of components of the movements across different amplitudes paralleled the findings of Zelaznik, Schmidt, and Gielen (1986) for different movement times. The time to peak acceleration was almost constant, with more prominent modulation in the time to peak velocity (duration of positive acceleration) and for later components. This study thus supports Zelaznik et al. (1986) in finding significant departure from the hypothesized timerescalability of movement kinematics, while still empirically verifying a fairly clear relationship of spatial variability to movement velocity (in both experiments). Thus the basis of impulse variability phenomena in terms of physics may remain contentious, having first been questioned by Tsiboulevsky (1 98 1) and Meyer et al. (1982) , but the existence of the phenomena is in less doubt.
GENERAL DISCUSSION
The results of these two experiments suggest that the tenets of submovement optimization (Meyer et al., 1988) may be extended to make quite specific predictions about where, with respect to a target, the initial submovement of an aiming motion will end. Noteworthy was the fact that similar findings emerged from each experiment, despite several overt task differences. Both a multisegmental, threedimensional motion requiring an initial target overshoot and a one-degree-of-freedom, unidirectional rotation requiring a target undershoot showed similar properties: In both, the subject approached the target as closely as the variability, or inconsistency, of the initial phase would allow. This principle would, of course, be a limited one were it to apply only to motions in which subjects were constrained to overshoot or undershoot. Calculations from Experiment 1 of Meyer et al. (1988) , however, using values from their Table 4 and Figure 8 , suggest it applies even when there is no physical impact with a target and the subject is free to under-or overshoot on any trial. These calculations show that the average location of the end point of submovement 1 falls short of the target for all 12 conditions. Moreover, the average undershoot is well predicted by the standard deviation of the initial submovement end points: A linear regression accounts for about 88% of the variance in the undershoot ( r = .94). An important point is that this relationship, like that for the current experiments, is very nearly proportional: Undershoot = -1.7 + 2.09[variability] degrees-a slope coefficient very close to the value of 2.2 found here-and therefore is consistent with the hypothesized mechanism whereby initial submovement amplitude is optimized as a direct function of variability.
These findings clarify the general proposition of earlier writers (e.g., Carlton 1979 Carlton , 1981 Crossman & Goodeve, 1963 /1983 Keele, 1968) , who suggested that the distance covered by the initial submovement-Woodworth's "initial adjustment" (Woodworth, 1899, p. 41) -is a fixed proportion of the total distance to be covered. This proportion may not be fixed, however, but should be predictable from the subject's variability level, degree of "conservatism," and the task requirements, as outlined in the set of predictions that follow. These predictions are made as potential tests of the generality of the reported linking of undershoot and variability:
1. In general, task constraints (such as instructions regarding error rate or overshoots) will determine the proportionality constant linking the undershoot and the variability of the initial submovement. In the present study, the average value was about 2.8 and 2.1 in the two experiments, respectively. Stringent instructions (e.g., "never missnever overshoot") will result in the use of higher proportionality constants.
2. For any given set of task constraints, the initial submovement will more closely approach the target as subjects obtain a better appreciation of initial submovement variability after limited practice. This may occur before any reductions in variability are evident. The proportionality constant linking undershoot with variability will decrease because only the degree of undershoot declines.
3. For any given set of task constraints, the initial submovement will more closely approach the target as variability in the initial submovement decreases with more extensive practice. The proportionality constant linking undershoot with variability will remain constant because undershoot decreases accompany and stem from variability reductions.
Predictions 2 and 3 are consistent with data of Beggs and Howarth (1972) , which showed that the hand comes successively closer to the target by one reaction time prior to contact, as practice proceeds. Reductions in variability have been documented in studies of other types of aiming tasks, for example in Darling and Cooke (1987) and Gottlieb, Corcos, Taric, and Agarwal (1988) , in which substantidy more practice was allowed than that used here.
4. The proportionality constant will have values that reflect individual strategy differences (degree of conservatism), even for those exhibiting similar levels of spatial variability.
5. Factors that increase, directly or indirectly, the variability of the first submovement for a given individual, will result in corresponding increases in the undershoot of targets by that initial submovement. Such factors could be inherent neural differences (nondominant as opposed to dominant limb), pharmacological (effects of medications), clinical (CNS lesions) or artificial (noise introduced into the control dynamics of machines).
It is likely that tasks in which a special penalty is imposed for high force impacts may manifest this phenomenon especially strongly. Such tasks are those that require the grasp of fragile objects, as studied by Marteniuk, MacKenzie, Jeannerod, and Athenes (1987) . or of objects that are precariously positioned and must not be inadvertently displaced, similar to the task used by Wallace and Weeks (1988) .
It is proposed that the phenomenon described above is ubiquitous, however, and represents a form of optimization that occurs in parallel with duration optimization (Meyer et al.. 1988) . some predictions of which also found experimental confirmation in this study. Indeed, duration optimization alone would seem to be of limited value as the sole organizing principle of aiming motions were it not accompanied by some scheme for the optimal selection of average submovement amplitudes, as described here. where a. h. and c are the distances from the emitter to receivers A. B, and C (Figure 1) . respectively, and 1 is the distance between receivers A and B and between B and C.
