Introduction
The determination of cyclic (co)homology of a given algebra is a quite important and difficult problem. Let us briefly recall some of the results obtained that are somehow related to our paper.
The cyclic homology of group algebras over fields of characteristic 0 was computed by Burghelea, [3] . For a complete algebraic proof of Burghelea's result the reader is referred to [19] , while a relative variant of this computation can be found in [25] .
Crossed products (with trivial cocycle) are generalizations of group algebras. Let B be an algebra on which a group G acts by algebra automorphisms. On A, the free left B module having a basis {e g | g ∈ G}, we define an algebra structure by (xe g ) · (ye h ) := x(g.y)e gh , where x, y ∈ B, and g.y denotes the action of g on y. Feigin and Tsygan [8] and, independently, Nistor [22] showed that HC * (A) decomposes canonically as a direct sum σ ∈T (G ) HC * (A) σ , where T (G) denotes the set of conjugacy classes of G. They also constructed a spectral sequence converging to HC * (A) 1 , the component corresponding to σ = {1}. For related work on this case see also [9] .
The cyclic homology of enveloping algebras of Lie algebras is also known. As a matter of fact, C. Kassel in [14] described the cyclic homology of all almost symmetric algebras (A is said to be almost symmetric if it is non-negatively filtered such that gr A is the symmetric algebra of gr 1 A). The computation of cyclic homology of U (g) was also performed in [8] .
Cyclic (co)homology of Hopf algebras was introduced by Connes and Moscovici in order to compute the index of transversally elliptic operators of foliations. To every Hopf algebra H and every modular pair in involution (σ, δ) they associated a cocyclic module H # (σ,δ ) . Recall that (σ, δ) is a modular pair in involution if σ is a group-like element in H, δ : H → k is a morphism of algebras, and the twisted antipode S δ is involutive; see [5, 6] . The cyclic cohomology of H # (σ,δ ) is called the cyclic cohomology of H and it is denoted HC * (σ,δ ) (H). One of the features of HC * (σ,δ ) (H) is that, for a given algebra A on which H acts and a given H-invariant trace τ : A → k, there is a canonical morphism γ Connes-Moscovici cocyclic modules were generalized by Khalkhali and Rangipour in [15] . Instead of working with modular pairs, they consider a σ-compatible Hopf triple (A, H, M ), that is, a Hopf algebra H that coacts to the right on an algebra A together with a left H-module and a suitable group-like element σ ∈ H. For such a triple (A, H, M ) they define a cyclic module which, in the particular case A := H and M := k δ , coincides with Connes-Moscovici construction. The cyclic object introduced by Taillefer in [30] can also be viewed as a particular case of [15] .
Let us remark that almost all algebras appearing in the above results are examples of Hopf algebras. The only exceptions are almost symmetric algebras. Nevertheless, these algebras are U (g)-Galois extensions of k. Classical Galois extensions, strongly graded algebras and H-crossed products are other examples of Hopf-Galois extension. In spite of the richness of examples, the theory of Hopf-Galois extension represents a unifying setting. By studying Hopf-Galois extensions in general, instead of working with particular examples, the results become more general and proofs more natural.
Furthermore, when dealing with extensions, it is more natural to work with a relative variant of the homology that we are interested in. On the one hand, in many cases, the relative homology is easier to compute and, on the other hand, if the subalgebra has 'nice' homological properties (like separability) then the relative homology and the usual one are identical.
In this paper we intend to exploit both the unifying character of Hopf-Galois extensions and the simplicity of relative homology. Our goal is to extend some of the above results and, at the same time, to show that they are closely related, although they were obtained using completely different methods.
Let B ⊆ A be an extension of k-algebras. We start by recalling the definition of HH * (A/B) and HC * (A/B), the B-relative Hochschild homology of A and the Brelative cyclic homology, respectively. For brevity we shall call them the Hochschild, respectively cyclic, homology of the extension B ⊆ A. As in the non-relative case (when B = k), they are defined by constructing a certain cyclic object Z * (A/B). Then we show that the theory of relative left derived functors (with respect to a certain projective class of epimorphisms) can be used to compute HH * (A/B). As an immediate consequence, it follows that HC * (A/B) HC * (A/k) whenever B is separable k-algebra.
The properties of Hopf-Galois extensions that we need are proved in the second section. By definition, an extension B ⊆ A is called Hopf-Galois if there is a Hopf algebra H that coacts on A such that the subalgebra of coinvariant elements is B and a certain canonical map is bijective (see (2. 3) for the definition of Hopf-Galois extensions). To emphasize the role that H plays we shall say that B ⊆ A is an HGalois extension. Let [A, B] be the subspace generated by {ab − ba | a ∈ A, b ∈ B}.
Since [A, B] is a subcomodule of A, the quotient A B := A/[A, B] is an H-comodule.
On the other hand, A B is a left H-module with the Ulbrich-Miyashita action (see Proposition 2.4 for the definition of this action), and one can check that these structures are compatible:
In these relations a denotes the class of a ∈ A in A B , and we used the notation ∆(h) = h (1) ⊗ h (2) and ρ(a) = a 0 ⊗ a 1 .
where t(G) is a set of representatives of the conjugacy classes in G, and G g is the centralizer of g in G. Moreover, the comodule structure of M g is defined such that ρ(m) = m ⊗ g, for every m ∈ M g . Hence we can apply Theorem 5.2 to compute the cyclic homology of kG with coefficients in M ; see Corollary 5.13. A G-strongly graded algebra A = g ∈G A g is a kG-Galois extension of B := A 1 . Thus the cyclic homology of B ⊆ A can also be computed using our method. As a matter of fact this result is obtained by taking M = A B in Corollary 5.13. By specializing A to kG we give a new proof of the computation of cyclic homology of group algebras, performed by Burghelea. In the last part of this section we compute the cyclic homology of quantum tori; see Theorem 5.23.
In § 6, we consider the case of enveloping algebras of Lie algebras. Let g be a Lie algebra and let U (g) be its enveloping algebra. We show that every SAYD module M can be filtered in a canonical way such that the graded associated module, which obviously is an SAYD module, has a trivial comodule structure. By using the computation from Theorem 5.2 we construct a spectral sequence converging to HC * (U (g), M). Finally, we show that the cyclic homology of an almost symmetric algebra A is isomorphic to HC * (U (g), M), where g is a certain Lie algebra and M is a certain SAYD module over U (g) associated to A.
Note added to the first version of the article. We presented the main results of this paper during the 'First Joint Meeting RSME-AMS', held in Seville in June 2003, where the coefficient modules of our cyclic objects were called modular crossed modules (we used the same name in the first version of the paper; see arXiv:math.KT/0307099). Simultaneously and independently, in [11] , the category M s (H) had also been introduced, its objects being called stable antiYetter-Drinfeld modules. As [11, 12] have already appeared in C. R. Acad. Sci. Paris, Ser. I, Math., and to avoid the fact that the same notion has two different names, we have decided to use the terminology from the paper cited above. Some other intersection points of our work with [11, 12] will be discussed later in the paper.
Notation. Throughout the paper k will denote a field. The tensor product of two vector spaces will be denoted by ⊗. For the enveloping algebra of an algebra A we shall use the notation A e . By definition A e := A ⊗ A opp , where A opp is the opposite algebra of A. Let A be an algebra. By definition an A-bimodule is a left module over A e . The category of A-bimodules will be denoted by A M A . If B is a unital subalgebra of A, we shall say that A is an algebra extension of B and we shall write B ⊆ A.
Hochschild and cyclic homology of extensions of algebras
In this section we shall recall the definition and the basic properties of relative Hochschild homology and of relative cyclic homology. We begin by recalling some properties of the cyclic tensor product defined by Quillen in [23] . 
Proof. (a) Both vector spaces are isomorphic to (
(b) This is straightforward.
Let B ⊆
A be an extension of algebras and let M be a B-bimodule. For n ∈ N * and 0 i n we define
If m : A ⊗ B A → A denotes the multiplication in A and µ r : M ⊗ B A → M defines the right module structure then
and
The map t n := t A ,...,A will play an important role in our paper, since it will be used to associate a cyclic object to any extension B ⊆ A of k-algebras. 
Proof. By (1.4), d * , s * and t * are well defined. One can prove that they define a simplicial object, respectively a cyclic object, as in the case when B = k; see for example [32, p. 330] . 
It will be called the SBI-sequence.
1.10.
We now want to give an equivalent interpretation of Hochschild homology of an extension B ⊆ A. More precisely, we shall prove that Hochschild homology
where E is the projective class of all epimorphisms of A-bimodules that split as morphisms of B-bimodules. For details on projective classes of epimorphisms and the theory of relative derived functors, the reader is referred to [13] .
The fact that E is a projective class of epimorphisms can be found, for example, in [1] , where this result is proved using the formalism of algebras in monoidal categories. An E-relative projective resolution of A in A M A can also be obtained by applying the results of the above-mentioned paper. More precisely, by [1, Theorem 1.21], we see that the sequence
with differentials given by
is an E-relative projective resolution of A. Thus to compute the left E-derived functors of F := A ⊗ A e (−) : A M A → M k we can use the resolution β * (A/B). The corresponding complex is C * (A/B, M ) since we can make the following identifications:
Furthermore, one can see easily that through the identifications above the differential maps correspond to those of C * (A/B,
Summarizing we have the following theorem. 
The isomorphism is induced by the canonical map
Proof. Let E B be the projective class of all epimorphisms in A M A that have a section in B M B , and let us define E C similarly. Obviously, if P ∈ A M A is E Cprojective then it is E B -projective too. Thus any E C -projective resolution of A is made of E B -projective bimodules over A. Let (P * , d * ) → A be such a resolution. We claim that (P * , d * ) is an E B -projective resolution of A. Indeed, let us write d * as a composition µ * • ε * , where µ * is an epimorphism of A-bimodules and ε * is a monomorphism in A M A . By the definition of E B -projective resolutions (see [13] ), we have to prove that every µ * has a section of B-bimodules. As (P * , d * ) is an E Cprojective resolution, there is a section of µ * in C M C . Since B ⊆ C is separable, it follows by (1.12) that µ * has a section in B M B .
We know that β * (A/C) is an E C -projective resolution of A. By the foregoing, it is an E B -projective resolution too. On the other hand, β * (A/B) is another E B -projective resolution of A, and there is a canonical morphism of resolutions
that extends the identity of A, so it is an isomorphism of resolutions up to a homotopy. If we apply to this morphism the functor (−) ⊗ A e M , we get the canonical map from C * (A/C, M ) to C * (A/B, M ) and, by the foregoing, it is a quasi-isomorphism of complexes. Proof. The first isomorphism comes directly from the previous proposition, by taking C = k. To prove the second isomorphism use the first part of the corollary, the SBI-sequence and the 5-lemma.
Hopf-Galois extensions
In this section we recall the definition and basic properties of an H-Galois extension B ⊆ A. Then we show that the cyclic homology of B ⊆ A can be computed by using a new cyclic object that depends only on H, the Hopf algebra from the definition of Galois extensions, and A/ [A, B] .
Let B ⊆ A be an extension of k-algebras. For any A-bimodule M we set
,
B -module. Then we shall apply this construction to an H-Galois extension B ⊆ A, rediscovering in that way the Ulbrich-Miyashita action.
Suppose that x, y ∈ A. Let
If we take M := A ⊗ B A, with its natural structure of A-bimodule, then ϕ A ⊗B A defines a multiplication
With respect to this operation (A ⊗ B A) B becomes an associative k-algebra, with unit 1 ⊗ B 1. It generalizes the usual enveloping algebra of a k-algebra A, so it will be called the enveloping algebra of B ⊆ A.
2.2. Keeping the notation from the previous paragraph, one can easily check that the map
Hence we obtain a map
Suppose now that B ⊆ A is an H-Galois extension. This means that A is a right H-comodule via an algebra morphism
Let us remark that β is a morphism of B-bimodules where A ⊗ H is regarded as a bimodule with the structure induced from that of A. Hence β induces a k-linear isomorphism
Therefore we can define a k-linear map κ :
Following [4] we shall call κ the translation map associated to the H-Galois extension B ⊆ A.
For every h ∈ H we shall use the notation
Therefore, by the definition of β and κ, we have
Since 1 ⊗ kh = β(κ(kh)), it follows that κ is an anti-morphism of algebras. Summarizing, we get the following proposition.
Proposition 2.4. Let B ⊆ A be an H-Galois extension. Suppose that M is an A-bimodule. Then: (a) M B is a right H-module with the structure
m · h = κ 1 (h)mκ 2 (h), for all h ∈ H and all m ∈ M B ; (b) M B is
a left H-module with the structure
Both structures are functorial in M .
Proof. The subspace M B is a left (A ⊗ B A) B -module. As κ is an anti-morphism of algebras, it defines a right H-module structure on M B . We define the left action of H on M B similarly.
Remark 2.5. Both structures have already appeared in [7, 28] , where they are called the Ulbrich-Miyashita actions. Some other useful properties of κ are listed and proved in the next proposition.
Proposition 2.6. Let B ⊆ A be an H-Galois extension. If M is an A-bimodule, h ∈ H, a, x ∈ A and m ∈ M then the following relations hold true:
Proof. All the assertions are consequences of the equations (a)-(g) in [26, Remark 3.4.2] . Indeed, in [26] the notation used for
Thus in [26, Relations (d) and (e)] we can substitute the element
We get (3) and (4) by applying π ⊗ H to the equations that we obtain, where π :
.2] is exactly (5) if we use our notation for κ(h).
Relations (3) and (4) together imply that
Thus, by the definition of the H-module structure on A B and the fact that A is an H-comodule algebra, we obtain
so (6) 
. . ⊗ B a n we have
One can see easily that β n (M ) is a map of B-bimodules. Therefore it factorizes to a map β n (M ) : 
and their inverses satisfy
The formula for β −1 n has been deduced by using
2.9.
The algebra H ⊗(n +1) is a right H-module with the following structure:
In that case we say that H ⊗(n +1) is a right module via the diagonal action. Actually, this module is a right H-comodule too, with respect to
is a Hopf module. We recall that a right H-module M , together with a map ρ : M → M ⊗ H that defines a comodule structure on M , is called a right Hopf module if
The structure theorem for Hopf modules says that m ⊗ h → mh defines an isomorphism of Hopf modules M co(H ) ⊗ H M , where
and M co(H ) ⊗ H is regarded as a Hopf module with the canonical structure given by the multiplication and comultiplication of H. The inverse map is
For details, see [29, 
(n +1) .
Cyclic homology of Hopf-Galois extensions
Using the properties of A B that we studied before, in this section we shall construct a cyclic object Z * (H, A B ) that depends only on H and A B . The main result of this section asserts that Z * (A/B) and Z * (H, A B ) are isomorphic cyclic objects. Thus, in particular, HC * (A/B) is isomorphic to the cyclic homology of Z * (H, A B ). 
(face maps),
(c) The Hochschild homology HH * (H) and cyclic homology HC * (H) of Z * (H) are given by
The equality µ i µ i = µ i+1 µ i comes from the fact that ∆ is coassociative. Also the proofs of ∂ i µ j = µ j −1 ∂ i , for i < j, and ∂ i µ j = µ j ∂ i−1 , for i > j + 1, are straightforward. Finally, for i = j or i = j + 1, we have ∂ i µ j = Id as a consequence of the fact that ε is the counit of H. To prove that t n is a cyclic operator we have to check, for 0 < i n, the following relations: (H) , where d 0 = ε. Then for every n ∈ N and x ∈ C n (H) we have
So this complex is acyclic and, of course, d 0 is surjective. (d) Since we always consider the right diagonal action on H ⊗(n +1) , it is easy to see that both ∂ i and µ i are right H-linear, for every 0 i n. It remains to show that t n is right H-linear if H is cocommutative. But
. . , h (n +1) ), the proof is complete.
In degree n its face and degeneracy maps are
The homology of C * (H, M ), the complex associated to
Proof. The covariant functor (−) ⊗ H M : M H → M k maps a simplicial object to a simplicial object. Since C * (H) ε −→ k is a free resolution of k, we can compute Tor 
Proof. Let us consider the following sequence of isomorphisms:
The second morphism is the composition of the canonical flip map with the canonical morphism
and the last one is ϕ n ⊗ H M B , where ϕ n is explicitly described in Remark 2.11. Let λ n : Z n (A/B, M ) → Z n (H, M B ) be the composition of the above isomorphisms.
If we prove that
then λ * is an isomorphism of simplicial objects. We first prove (12) 
. . ⊗ B a n ), we have
where for the last equality we used the fact that ε is the counit of H.
. . ⊗ B a n , so if we denote by A r the right-hand side of (12) we get
Thus A l = A r , so (12) holds for i = 0. Similarly one can prove (12) for 0 < i < n. For i = n let us denote by B l and B r the left-and right-hand sides of (12), respectively. It is easy to see that
On the other hand,
By (7) we deduce that B l = B r . To finish the proof it remains to show that (13) holds true. We shall prove this relation only for i = 0, as for arbitrary 0 < i n one can proceed analogously. Let C l and C r be the left-and right-hand sides of (13) . It follows that
Hence C l = C r , which completes the proof of the fact that λ * is an isomorphism of simplicial objects. By the first part of the proposition it follows that HH * (A/B, M ) and H * (C * (H, M B )) are isomorphic graded vector spaces. The other isomorphism follows by Corollary 3.2. 
u(am) = f (a)u(m) and u(ma) = u(m)f (a).
One can see easily that M → C * (A/B, M ) and M → C * (H, M B ) define two functors from C to the category of chain complexes. Moreover, for an arbitrary morphism (f, g, u) :
is commutative and so λ * : C * (A/B, M ) → C * (H, M B ) is a natural map.
Corollary 3.5. Assume that (A, C, H, M ) and (A, B, K, M ) are two objects in C. Let g : H → K be a Hopf algebra map such that (Id
Proof. Apply Proposition 1.13 and the fact that λ * is a natural map.
3.6. Now our goal is to construct a cyclic object whose underlying simplicial object is Z * (H, A B ) . The cyclic operator can not be taken to be t * ⊗ H A B , as t * is not in general a morphism of right H-modules. Nevertheless, we shall show that the linear maps τ * : Z * (H, A B ) → Z * (H, A B ) , given by
define a cyclic structure on Z * (H, A B ). First let us construct τ n , for all n ∈ N. Let τ n be the map (
for every h 0 , . . . , h n , h ∈ H and a ∈ A B . A simple computation proves that
On the other hand, by (6), we have ρ(ha) = h (2) a 0 ⊗ h (3) a 1 Sh (1) , and so
It follows that τ n is H-balanced, so τ n induces a map τ n verifying (14) . Now we can prove that Z * (H, A B ) is a cyclic object with respect to τ * .
Theorem 3.7. The object (Z * (H, A B ), δ * , σ * , τ * ) is cyclic and isomorphic to Z * (A/B). In particular, the cyclic homology of Z * (H, A B ) is HC * (A/B).
Proof. We keep the notation from the proof of Proposition 3.3. Since λ * is a morphism of simplicial objects, it is enough to prove that
Indeed, in this case, τ * = λ * t * λ −1 * , so the properties of τ * necessary to make it a cyclic operator on (Z * (H, A B ), δ * , σ * ) are automatically satisfied since Z * (A/B) is a cyclic object. Note that τ * is the unique cyclic operator that can be defined on (Z * (H, A B ), δ * , σ * ) such that λ * becomes an isomorphism of cyclic objects.
Let us denote by D l and D r the left-and right-hand sides of (15) evaluated at a 0 ⊗ B . . . ⊗ B a n . We get
To deduce the equality denoted by ( * ) we used (7), and the last equality was obtained by using the fact that H ⊗(n +1) is a right module with the diagonal action.
Furthermore,
This sequence of equalities completes the proof of the theorem.
Remark 3.8. At a first sight, for proving the previous theorem, we only need the fact that A B is a left H-module and a right H-comodule such that (7) holds true. In fact, relation (6) is required also, because it is equivalent to the fact that τ 1 is well defined.
Hochschild and cyclic homology of SAYD modules
In this section we shall show that a cyclic object, similar to Z * (H, A B ), can be constructed for each left H-module M on which H coacts in a compatible way. The particular case A B suggests the following definition. 
Definition 4.1. Let H be a Hopf algebra and let M be a left H-module which is a right H-comodule with respect to ρ : M → M ⊗ H. Then: (a) a module M is said to be anti-Yetter-Drinfeld if and only if, for every m ∈ M and h ∈ H, ρ(hm)
For short, a stable anti-Yetter-Drinfeld module will also be called an SAYD module. By definition a morphism of anti-Yetter-Drinfeld modules is a map which is both left H-linear and right H-colinear. We obtain a category that will be denoted by M(H). The full subcategory of SAYD modules will be denoted by M s (H).
Remark 4.2. (a)
As we explained in the introduction, SAYD modules were introduced independently in [11] .
(b) If B ⊆ A is an H-Galois extension then A B is an SAYD module. This example can also be found in [11, Proposition 3.1].
Another very important example comes from the pioneering work of Connes and Moscovici [5] on Hopf-cyclic cohomology.
Let (σ, δ) be a pair such that δ : H → k is a morphism of algebras, σ ∈ H is a group-like element (that is, σ = 0 and ∆(σ) = σ ⊗ σ) and δ(σ) = 1.
For (σ, δ) as above, Connes and Moscovici constructed a cosimplicial object H (σ,δ ) , and they proved that H (σ,δ ) is a cyclic object if and only if (L σ −1 S δ ) 2 = Id H , where L σ −1 denotes the left multiplication by σ −1 , and the twisted antipode S δ is defined by S δ (h) = δ(h (1) )S(h (2) ). In this case (σ, δ) is called a modular pair in involution.
Given a pair (σ, δ) we define on k a left H-action via δ, and a right H-coaction by using σ (so ρ(1) = 1 ⊗ σ). Let δ k σ denote k endowed with these two structures. The relation between modular pairs and δ k σ is explained in the following result, which is also stated in [11] . (2) . Since the map that maps
is the inverse of U , we deduce that S is bijective too. (b) One can check easily that (σ, δ) is a modular pair if and only if δ(σ)=1 and
On the other hand, δ k σ ∈ M s (H op cop ) if and only if δ(σ)=1 and
Therefore we have to check that (18) and (19) are equivalent. First, let us assume that (18) holds true. Then
Note that the first equality above was obtained by using (18) for x (1) instead of x, while for the second and the third ones we used the fact that δ is a morphism of algebras and the properties of the antipode S. Conversely, if (19) holds true then
To get the above equalities we used (19) , written for x (1) .
Example 4.4. We continue the list of SAYD modules over a Hopf algebra H. (a) The algebra H is an SAYD module with respect to the action hx = h (2) xSh (1) , and the coaction defined by ∆. We shall denote this SAYD module by ad H. By duality one can construct the SAYD module H ad . The action on H ad is induced by the multiplication in H, while its coaction is defined by (1) .
(b) We recall that a left Yetter-Drinfeld module over H is a left H-module and a left H-comodule M such that
As in the case of anti-Yetter-Drinfeld modules, we can talk about the category of Yetter-Drinfeld modules, which will be denoted by YD(H). 
Let us assume that the antipode of H is involutive, that is S
If N is stable then Ind 
Then Res
is the canonical one, while its K-module structure is defined by (1) , 
For g ∈ G let [g] denote the conjugacy class of g. Let T (G) be the set of all conjugacy classes in G and let t(G) be a set of representatives for T (G), so every element in T (G) is the conjugacy class of one and only one element in t(G).
Proposition 4.5. Let M ∈ M(kG). Then there is a canonical isomorphism of anti-Yetter-Drinfeld modules,
and 
Let g ∈ t(G). First let us remark that
Thus ψ is a left inverse of ϕ too.
The previous proposition shows us that M(kG) is equivalent to C.
Now we are going to investigate some other homological properties of M(H) and M s (H).

Proposition 4.7. The category M(H) is abelian and M s (H) is a closed class in M(H) with respect to quotients, subobjects and direct sums. In particular, M s (H) is abelian too.
Proof. This is straightforward and is left to the reader. 
Proof. By relation (16) it follows immediately that u M is left H-linear.
Since
it follows that u M is H-colinear too. Obviously the kernel and the cokernel of u M − Id M are stable.
Remark 4.9. The above lemma can also be found in [11] . 
Proof. Let F : M
H → M k be the functor that forgets the comodule structure. It is well known that G : 
If we take N to be a left H-module, then G (N ) becomes a left H-module with the structure
is an anti-Yetter-Drinfeld module over H. Therefore G induces a functor, denoted also by G , from H M to M(H). In general, G (N ) is not stable, but by Lemma 4.8,
) is an SAYD module. The correspondence N → H G(N ) defines the functor that we are looking for. The adjunction H F H G is defined by the restrictions of α and β that are defined in (23). 
Note that σ M is a monomorphism, because ρ M is one; thus by embedding M into an injective module I it follows that any SAYD module can be embedded into an injective one, namely H G(I). For future reference we state this result in the following proposition. Now we are going to associate to every SAYD module M a new cyclic object. Since M is, in particular, a left H-module, one can consider the simplicial object Z * (H, M ) = H ⊗( * +1) ⊗ H M that was constructed in Corollary 3.2. For reader convenience we recall the definition of (δ i ) 0 i n and (σ i ) 0 i n , respectively the face and degeneracy maps of Z * (H, M ) in degree n: 
define a cyclic operator on (Z * (H, M ), δ * , σ * ).
Proof. We can proceed as in (3.6) to show that τ * are well defined (just replace a ∈ A B by m ∈ M everywhere and use relation (16) instead of (6)). Note that the cyclic operator (14) is a particular case of (26) . We know from Corollary 3.2 that Z * (H, M ) is a simplicial object. Therefore it remains to check the following relations:
σ n , where 0 < i n. Their proofs are consequences of the computations below:
It remains to prove that τ
Hence τ n +1 n = Id.
Remark 4.16. By definition, an H-module coalgebra is a coalgebra C endowed with a right H-module structure such that both the comultiplication and the counit of C are morphisms of H-modules (H acts diagonally on C ⊗ C and trivially on k).
For every H-module coalgebra C and every M ∈ M s (H) we can modify the definition of (Z * (H, M ), δ * , σ * , τ * ) to obtain a new cyclic object as follows. First, let
and then define δ * , σ * and τ * as in (24), (25) and (26), using, of course, the comultiplication and the counit of C this time. Then it is easy to see that (Z * (C, M ), δ * , σ * , τ * ) is a cyclic object. Note that H-module algebras are defined by duality from H-comodule algebras. Let (δ, σ) be a modular pair in involution and let A be an H-module algebra. A morphism of H-modules τ : A → δ k such that
is called a δ-invariant σ-trace; see [5] . Connes and Moscovici proved that such a trace defines a morphism of cocyclic objects from H # (δ,σ ) to A # , the usual cocyclic module associated to the algebra A. Hence, for τ as above, there is a morphism
For details the reader is referred to [5, 6] . Now we want to show that a similar construction exists in our setting. Following Khalkhali and Rangipour, let us define the appropriate type of trace that we shall use. 
The map β n (A) :
A ⊗B (n +1) → A ⊗ H ⊗n defined in (2.7) exists for an arbitrary H-comodule algebra A, but in general it is not bijective. Let us consider the following sequence of k-linear maps:
where the first isomorphism is the canonical flip, while the second one is ϕ n ⊗ H Id M ; see Remark 2.11 for the definition of ϕ n . The composition of these morphisms, denoted γ trM n , is given by Proof. One can proceed as in the proof of the fact that
is an isomorphism of cyclic objects; see the proofs of Proposition 3.3 and Theorem 3.7. The details are left to the reader. Remark 4.23. This theorem is also proved, as a consequence of the cup product construction, in [12, Proposition 2.3] . See also [17] for the cup product construction.
Cyclic homology of induced SAYD modules
Throughout this section we shall assume that the characteristic of k is zero. Let H be a Hopf algebra over k, and let K be a Hopf subalgebra of H. Let M be a given SAYD module over K.
The main goal of this section is to compute, under some assumptions on K and M , the cyclic homology of H with coefficients in Ind Proof. Each semisimple Hopf algebra is separable [28] . In particular, the antipode of K is bijective, as any separable algebra (over a field) is finite dimensional. Now we can apply [20, Corollary 2.9] to show that H is a faithfully flat K-module, and so the lemma follows by (5.3). 
Proof. By Lemma 5.4 the extension K ⊆ H is H-Galois, and we have already noticed in (5.3) that a semisimple Hopf algebra is separable. By the functorial character (both in H and M ) of the cyclic object Z * (H, M ), there is a canonical morphism of cyclic objects
that is induced by the projections H → H and M → M K . Obviously, ϕ * is a morphism of complexes from C * (H, M ) to C * (H, M K ). By Corollary 3.5, it follows that ϕ * is a quasi-isomorphism. We have already proved in (5.5) that M K M as H-modules. Hence
The isomorphism for cyclic homology follows by using the SBI-sequence and the 5-lemma. 
Proof. First let us remark that xm = m, for every m ∈ M , since M is stable. Hence M is an H-module. Now let us define t n :
Since H is cocommutative and x is central, t n is right H-linear (with respect to the diagonal action) and the cyclic operator τ * of Z * (H, M ) satisfies the relation
Trivially t n +1 n (u) = ux, for all u ∈ H ⊗n +1 , and t n verifies all other properties of cyclic operators. Moreover, by Proposition 3.1(b), the complex C * (H) is a free resolution of k, and H is free over k [x] ; see [24, p. 271] . As the order of x is infinite, it follows that k[x] is a domain, so 1 − x is not a zero-divisor in H. Now we can conclude by applying the following lemma. is an exact sequence of complexes. Since the homology of Z * is trivial and Z * is acyclic, it follows that D * is acyclic.
Our aim now is to show that D * is a projective resolution of H 0 (Z * ) over A. First let us prove that each D n is A-projective. It is easy to see that Hence, by the above relation, it follows that κ(h) = θ −1 (h (1) ) ⊗ θ(h (2) ); see (2. 3) for the definition of κ. Thus the Ulbrich-Miyashita action of U (g) on U f (g) is uniquely determined by x.a = xa − ax, for all x ∈ g and all a ∈ U f (g).
(36)
Summarizing, we have the following result.
Proposition 6.5. Let g be a Lie algebra and let f : g ⊗ g → k be a 2-cocycle. Then U f (g) is an U (g)-Galois extension of k and HC * (U f (g)) = HC * (U (g), U f (g)),
where U f (g) is an SAYD module with respect to the action (36) and coaction (35).
