Partially regular solution to Landau–Lifshitz–Maxwell equations in two dimensions  by Ding, Shijin & Lin, Junyu
J. Math. Anal. Appl. 351 (2009) 291–310Contents lists available at ScienceDirect
Journal of Mathematical Analysis and Applications
www.elsevier.com/locate/jmaa
Partially regular solution to Landau–Lifshitz–Maxwell equations in two
dimensions✩
Shijin Ding, Junyu Lin ∗
School of Mathematical Sciences, South China Normal University, Guangzhou, Guangdong 510631, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 19 January 2008
Available online 10 October 2008
Submitted by J. Xiao
Keywords:
Landau–Lifshitz equation
Maxwell equations
Existence and uniqueness
Singularity
The present paper is concerned with the existence, uniqueness and singularities of the
Landau–Lifshitz equation coupled with Maxwell equations on Riemannian manifold in two
dimensions. It is shown that there exists a weak solution which is regular with exception
of at most ﬁnitely many singular points.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let (M, g) be a compact Riemannian manifold without boundary and with metric g = (gij), 1 i, j  2. S2 ⊂ R3 is the
unit sphere. We study the following Landau–Lifshitz–Maxwell systems,
Zt = α1Z× (Z+H) − α2Z×
(
Z× (Z+H)), (1.1)
Ht + ∇ × (θ∇ ×H) = −βZt , (1.2)
∇ ·H= −β∇ · Z, (1.3)
with the initial value condition
Z(x,0) = Z0(x),
∣∣Z0(x)∣∣= 1, H(x,0) = H0(x), x ∈ M, (1.4)
where Z(x, t) = (Z1(x, t), Z2(x, t), Z3(x, t)) : M → S2 denotes the magnetization ﬁeld, H(x, t) = (H1(x, t), H2(x, t),
H3(x, t)) : M → R3 denotes the magnetic ﬁeld. Z + H is the effective ﬁeld. Constant θ = 1σ > 0, where σ > 0 denotes
the conductivity of a medium. α2  0, α1, β are constants. In this paper, we assume α1 = 1, α2 = 1, β = 1 and θ = 1
for simplicity.  denotes the Laplace–Beltrami operator on M . The operator ∇× and ∇· are the curl and div operators on
manifold M respectively, which will be deﬁned below.
Eq. (1.1) describes the evolution of spin ﬁelds in continuum ferromagnets, which was ﬁrst derived by Landau and Lif-
shitz [16]. It plays an important role in understanding of non-equilibrium magnetism, just as the Navier–Stocks equation
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292 S.-J. Ding, J.-Y. Lin / J. Math. Anal. Appl. 351 (2009) 291–310does in that of ﬂuid dynamics. As pointed out in [28], system (1.1) (without H) is a strongly coupled and strongly degener-
ate parabolic system. Many results on global smooth solutions to system (1.1) (without H) can be found in [7,14,28].
There were many works concerning regularities of solutions of Eq. (1.1) without the magnetic ﬁeld H.
Guo and Hong [8] obtained the existence of partially regular solutions to Landau–Lifshitz equation, where they found the
close relations with the two-dimensional harmonic map heat ﬂow. They, enlightened by [21], proved that these is a unique
solution that is smooth except at most ﬁnitely many singular points. In 2002, Chen in [3] used different method, i.e. Lp − Lq
and W 2,1p estimates for linear parabolic systems to obtain the similar result with one in [8]. Paul Harpe in [10] proved the
partial regularity of weak solution in two dimensions by Ginzburg–Landau approximations. Ye and Ding [27] extended this
result to the two-dimensional inhomogeneous Landau–Lifshitz equation. For high dimensional cases, the partial regularities
were discussed in some works (for example, [5,18], etc., with a stationary conditions and [19,22], etc., without stationary
ones).
Eqs. (1.2)–(1.3) come from the following Maxwell equations [12, p. 219].
∇ ×H= E, ∂B
∂t
+ ∇ × E= 0,
where B= H+ Z denotes the magnetic displacements, E the electric ﬁeld. Then we have Eqs. (1.2) and (1.3).
The research on Maxwell system is of great interest because of its important applications in plasma physics,
semiconductor–superconductor modelling and other industrial problem. The study on the Maxwell systems received consid-
erable attentions recently ([11,24,25], etc.).
For the Maxwell system coupled with Landau–Lifshitz equation, some works were done. Ding and Guo [5] studied the
partial regularity to Landau–Lifshitz-(static) Maxwell systems satisfying a stationary condition. In [20], the authors showed
the existence and the uniqueness of solution to the Cauchy problem for Landau–Lifshitz equation of ferromagnetism with
external magnetic ﬁeld that is globally smooth with except of at most ﬁnitely many singular points by similar methods
in [21] or [8]. Guo and Su in [9] obtained the global weak solutions for this system subjected to the periodic initial data
by Galerkin method. Similar discussions can be found in [1,4] by Carbou et al. Based on [9], Ivan Cimrák in [2] proved the
local regularity and uniqueness of Landau–Lifshitz–Maxwell systems. In [6], the authors obtained the global weak solutions
for the Landau–Lifshitz–Maxwell equations coupled with the internal polarization variable in three dimensions. Recently,
Lin and Ding in [15] studied the existence and uniqueness of global smooth solution to the periodic initial value problem of
(1.1)–(1.3) in one dimension. However, there is no progress about the regularity of this system when the space dimension
is greater than one. The purpose of this paper is to establish the partial regularity of the solution to the two-dimensional
system (1.1)–(1.3) whose solution is globally smooth except at most ﬁnitely many blow-up points.
The novelties of this paper are in the following aspects. First of all, in contrast with [8] and [20], we establish the
existence of short time smooth solutions by Leray–Schauder theory. Secondly, comparing with the method of ﬁxed point
theorem used by Yin in [25,26], we also overcome many diﬃculties which are coming from Landau–Lifshitz equations and
the nonvanishing of the divergence of H. One can see more details in Lemma 2.3. Finally, the Maxwell equations (1.2)–(1.3)
give us some diﬃculties in deriving estimates (see Section 3).
We will recall some notations in Riemannian geometry used in this paper. Assume M is a three-dimensional oriented
compact Riemannian manifold without boundary and with a metric g = (gij). In local coordinates x = (x1, . . . , xn) at p ∈ M ,
denote {ei}3i=1 the local covariant base of tangent space T pM , and {ei}3i=1 is the dual base. g = gijei ⊗ e j , where ⊗ is
the tensor product. Denote G = det(gij) and gij the element of (gij)−1. We have ei · e j = gij = g ji , ei = gije j , ei = gije j ,
ei · e j = δ ji , where δ ji = 1, when i = j; while δ ji = 0, when i = j. Moreover one has
(ei × e j) · ek = εi jk,
(
ei × e j) · ek = εi jk, ei × e j = εi jkek, ei × e j = εi jkek,
where εi jk and εi jk are the modiﬁed permutation symbols given by εi jk = +
√
G , εi jk = +G− 12 , if (i jk) is an even permutation
of (123); εi jk = −
√
G , εi jk = −G− 12 , if (i jk) is an odd permutation of (123); εi jk and εi jk are zero, if (i jk) is not a permutation
of (123). We also have εi jkεiqr = δ jqδkr − δkqδ jr .
For any vector ﬁeld A, we can write it as A = aiei = aiei , where a j = gijai and ai denotes the ith component of A
with respect to the base {ei} and ai the ith component to the base {ei}. For any three vector ﬁelds A = aiei = aiei , B =
biei = biei and C = ciei = ciei , we have A × B = εnjka jbken = εnjka jbken , i.e. the nth component of A × B being (A × B)n =
εnjka jbk = εnjka jbk. One has the following property, A × (B × C) = (A · C)B − (A · B)C .
Now we give the deﬁnitions of gradient, divergence and curl operators acting on vector ﬁelds on Riemannian manifolds
following the tensor analysis [13,23].
Denote ∇i is the covariant derivative and ∇ i the inverse variant one. We have
∇ie j = Γi jkek = Γ ki j ek and ∇ie j = −Γ ki j ek,
where Γi jk = 12 (
∂ g jk
∂xi
+ ∂ gki
∂x j
− ∂ gij
∂xk
) and Γ ki j = gkmΓi jm = 12 gkm( ∂ g jm∂xi + ∂ gmi∂x j −
∂ gij
∂xm ) are the ﬁrst and second kinds of Christoffel
symbols. We have
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j
ji = Γ ji j =
1√
G
∂
√
G
∂xi
.
In local coordinates x = (x1, x2, x3), the gradient of a scalar ﬁeld φ is given by
gradφ = ∇φ = ∂φ
∂xi
ei .
The divergence of a vector ﬁeld A = aiei = aiei is given by
div A = ∇ · A = ei · ∂ A
∂xi
= ∇iai,
where ∇iai = ∂ai∂xi + Γ iikak is the covariant derivative of ai . We have from the property of Γ iik that
div A = ∇ · A = ∇iai = 1√
G
∂
∂xi
(√
Gai
)= 1√
G
∂
∂xi
(√
Ggija j
)
.
The expression of Laplace–Beltrami operator acting on a scalar ﬁeld φ in local coordinates is
φ = ∇ · (∇φ) = 1√
G
∂
∂xi
(√
Ggij
∂φ
∂x j
)
.
Next we will give the expression of curl operator acting on a vector ﬁeld A = aiei = aiei as
curl A = ∇ × A = ∇ia j
(
ei × e j)= ∇ia jεi jkek,
where ∇ia j = ∂a j∂xi − Γ ki jak. Since Γ ki j = Γ kji and εi jk = −ε jik , we have
curl A = ∇ × A = εi jk ∂a j
∂xi
ek =
∣∣∣∣∣
e1 e2 e3
∂
∂x1
∂
∂x2
∂
∂x3
a1 a2 a3
∣∣∣∣∣ .
Following the tensor analysis, we also have the Laplace–Beltrami acting on a vector ﬁeld A = aiei = aiei as
A = (ak)ek = 1√
G
∂
∂xi
(√
Ggij
∂ak
∂x j
)
ek.
From above deﬁnitions, we have the following property for a vector ﬁeld A = aiei = aiei as
∇ × ∇ × A = ∇(∇ · A) −A, (1.5)
which is similar to tensor analysis formula in Euclidean space R3.
For a vector function F : M → R3, one can view it as a vector ﬁeld in local coordinate. Then the discussion above is valid
for vector functions on Riemannian manifold (M, g). Therefore we use (1.1)–(1.3) to express the Landau–Lifshitz–Maxwell
equations in Riemannian manifold.
Just as the deﬁnitions of gradient, divergence, curl and Laplace operators on Euclidean space R2, the deﬁnitions of
corresponding operators in local coordinative on two-dimensional Riemannian manifold (M, g) are
∇φ = ∂φ
∂x1
e1 + ∂φ
∂x2
e2, ∇ · A = ∂a1
∂x1
+ ∂a2
∂x2
, ∇ × A =
∣∣∣∣∣
e1 e2 e3
∂
∂x1
∂
∂x2
0
a1 a2 a3
∣∣∣∣∣ ,
where φ is a scalar ﬁeld (or function) and A is a vector ﬁeld (or function).
In the classical sense, when α1 = 1, α2 = 1, Eq. (1.1) has the following equivalent form (see [8]),
Zt = Z+ |∇Z|2Z+ Z× (Z+H) − Z× (Z×H). (1.6)
We give some notations as follows. Lp , Wm,p , Ck+α , etc. denote the usual Lebesgue-, Sobolev- and Hölder-spaces. We
also use the symbols Lp , Wm,p , Ck+α (or Lp(M, R3), Wm,p(M, R3), Ck+α(M, R3)) to denote the Lebesgue-, Sobolev- and
Hölder-spaces on Riemannian manifold (M, g). For example, the space Wm,p(M; R3) is the space of functions U : M → R3
such that U|Ω ∈ Wm,p(Ω; R3) for any coordinate chart Ω on M . The norm in a general function space X is denoted by
‖ · ‖X . In particularly, we denote ‖ · ‖Lp and ‖ · ‖Wm,p as the norm in Lp(M, R3) and Wm,p(M, R3), respectively. Denote
MTs = M × [s, T ], BR(x) = {y ∈ M | |x− y| < R}. We give some spaces
V 1
(
MTs ; S2
)= {Z :MTs → S2 ∣∣∣ Z is measurable, sup
stT
∫
M
∣∣∇Z(·, t)∣∣2 dM + ∫
T
(∣∣∇2Z∣∣2 + |∂tZ|2)dM dt < +∞
}
,Ms
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(
MTs ; R3
)= {H :MTs → R3 ∣∣∣ H is measurable, sup
stT
∫
M
(|H|2 + ∣∣∇H(·, t)∣∣2)dM +∫
MTs
(∣∣∇2H∣∣2 + |∂tH|2)dM dt < +∞
}
.
The main result of this paper is as follows.
Theorem 1.1. For any initial data (Z0,H0) ∈ (W 1,2(M; S2),W 1,2(M; R3)) satisfying (1.3), there exists a unique solution (Z,H) to
(1.1)–(1.4) which is smooth on M × (0,+∞) away from at most ﬁnitely many points {(xl, Tk)}1kK ;1lLK . Furthermore, the
singular points are characterized by the condition that
limsup
t→T−k
∫
BR (xk)
1
2
∣∣∇Z(·, t)∣∣2 > 0, for all R ∈ (0, R0]. (1.7)
If (Z0,H0) is smooth, (Z,H) is smooth at t = 0.
This paper is organized as follows. In Section 2, we prove the local existence of smooth solution with smooth initial data
by Leray–Schauder ﬁxed point theorem; In Section 3, we derive some a priori estimates; Finally, Theorem 1.1 is proved in
Section 4.
2. Local existence for smooth data
In this section, we will prove the local existence of smooth solution to (1.1)–(1.4) for smooth data by Leray–Schauder ﬁxed
point theory. Denote X = C1+α, 1+α2 (MT0 ; R3) × Cα,
α
2 (MT0 ; R3). The exponent α ∈ (0,1) and the time T will be determined
later. We deﬁne an operator L : X ×[0,1] → X such that for every (V,W) ∈ X and λ ∈ [0,1], (Z,H) = L(V,W;λ) is a classical
solution to
Zt − Z− V× Z= λ|∇V|2V+ λV×W− λV× (V×W), (2.1)
Ht + ∇ × (∇ ×H) = −λZt , (2.2)
∇ ·H= −λ∇ · Z, (2.3)
with the initial value condition
Z(x,0) = λZ0(x), H(x,0) = λH0(x), x ∈ M. (2.4)
Here we assume Z0 ∈ C2+2α(M; S2) and H0 ∈ C2+2α(M; R3). To exploit the Leray–Schauder ﬁxed point theory, we have to
verify the conditions as follows:
(i) The operator L is well deﬁned;
(ii) For every (V,W) ∈ X , there holds L(V,W;0) = 0;
(iii) The operator L is continuous and compact on X × [0,1];
(iv) All ﬁxed points (Zλ,Hλ) of the operator L(·,·;λ), which are solutions to the system (2.1)–(2.4) with (Z,H) = (Zλ,Hλ),
are uniformly bounded in X with respect to λ ∈ (0,1). We will show the validity of the above conditions.
We notice that (2.1) can be rewritten as
Zt − A(V)Z= λ|∇V|2V+ λV×W− λV× (V×W), (2.5)
where V= (v1, v2, v3) and
A(V) =
( 1 −v3 v2
v3 1 −v1
−v2 v1 1
)
.
The matrix A(V) satisﬁes that
〈Aη,η〉 = |η|2, ∀η ∈ R3,
i.e. Eq. (2.5) is a strongly parabolic system. From Theorem 10.1 of Chapter 7 in [17], for every (V,W) ∈ X , there exists a
solution Z ∈ C2+2α,1+α(MT0 ; R3) to (2.5). We notice that this solution is unique, which can be showed by energy method.
We omit the details. At the same time, for Z ∈ C2+2α,1+α(MT0 ; R3), there also exists a unique solution H ∈ C2+2α,1+α(MT0 ; R3)
to (2.2)–(2.3). Hence we conclude that the operator L is well deﬁned. From Theorem 10.1 of Chapter 7 in [17], we also have
‖Z‖C2+2α,1+α + ‖H‖C2+2α,1+α  C
(‖V‖
C1+α,
1+α
2
,‖W‖
Cα,
α
2
,‖Z0‖C2+2α ,‖H0‖C2+2α
)
, (2.6)
where C(·,·) denotes a constant depending on the quantities appearing in parenthesis.
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Now we prove the continuity and compactness of the operator L.
Lemma 2.1. The operator L is continuous and compact on X × [0,1].
Proof. First, we will show that the operator L is compact on X × [0,1]. For all (V,W) ∈ X such that
‖V‖
C1+α,
1+α
2
+ ‖W‖
Cα,
α
2
 K
with a uniform positive constant K , and for all λ ∈ [0,1]. Denote (Z,H) = L(V,W;λ). We notice that the coeﬃcient A(V) is
Lipschitz continuous for V ∈ C1+α, 1+α2 . From (2.6), we have
‖Z‖C2+2α,1+α + ‖H‖C2+2α,1+α  C,
where C is a positive constant, depending only on K , ‖Z0‖C2+2α , ‖H0‖C2+2α . The family {(Z,H)} is actually a compact set
in X for α < 1. Therefore the operator L(·,·;λ), 0 λ 1 maps a bounded set in X into a compact set in X .
Secondly, we will show that the operator L is continuous on X × [0,1]. Take (V1,W1), (V2,W2) ∈ X and λ1, λ2 ∈ [0,1]
satisfying for δ > 0,
∥∥(V1 − V2,W1 −W2)∥∥X  δ and |λ1 − λ2| δ.
Let
(Z1,H1) = L(V1,W1;λ1), (Z2,H2) = L(V2,W2;λ2) for any λ ∈ [0,1].
Denote Z = Z1 − Z2, H = H1 − H2, V = V1 − V2 and W = W1 − W2. Subtract the equations for (Z1,H1) from the ones for
(Z2,H2) to obtain that
∂tZ− Z− V2 × Z= V× Z1 + (λ1 − λ2)|∇V1|2V+ λ2|∇V1|2V+ λ2V2
(|∇V1| + |∇V2|)(|∇V1| − |∇V2|)
+ (λ1 − λ2)V1 ×W1 + λ2V×W1 + λ2V2 ×W− (λ1 − λ2)V1 × (V1 ×W1) − λ2V
× (V1 ×W1) − λ2V2 × (V×W1) − λ2V2 × (V2 ×W),
∂tH+ ∇ × ∇ ×H= −(λ1 − λ2)∂tZ1 − λ2∂tZ,
∇ ·H= −(λ1 − λ2)∇ · Z1 − λ∇ · Z
with initial value Z(x,0) = (λ1 − λ2)Z0 and H(x,0) = (λ1 − λ2)H0. From (2.6) we have
‖Z‖C2+2α,1+α + ‖H‖C2+2α,1+α  C
(‖V‖
C1+α,
1+α
2
,‖W‖
Cα,
α
2
,‖Z0‖C2+2α ,‖H0‖C2+2α , δ
)
 Cδ.
Therefore
∥∥(Z,H)∥∥X  ‖Z‖C2+2α,1+α + ‖H‖C2+2α,1+α  Cδ.
So, for any  > 0, there is a δ = C > 0, such that ‖(Z,H)‖X  . It is said that L(V,W;λ) is continuous on X × [0,1].
Therefore Lemma 2.1 is ﬁnished. 
To prove the uniform boundedness for ﬁxed points of the operator L(·,·;λ), λ ∈ [0,1], which are solutions to the system
as follows
Zt − Z− Z× Z= λ|∇Z|2Z+ λZ×H− λZ× (Z×H), (2.7)
Ht + ∇ × (∇ ×H) = −λZt , (2.8)
∇ ·H= −λ∇ · Z (2.9)
with the initial value condition
Z(x,0) = λZ0(x),
∣∣Z0(x)∣∣= 1, H(x,0) = λH0(x) (x ∈ M), (2.10)
we consider a priori estimates. For simplicity, we assume λ = 1, but we should notice that |Z| may not equal to 1 in this
time.
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that
sup
0<t<T
[‖Z‖2W 2,2(M) + ‖H‖2W 1,2(M)] C, (2.11)
sup
0<t<T
‖Z‖2L∞(M)  C, (2.12)
T∫
0
‖Z‖2W 3,2(M)  C, (2.13)
where C > 0 is a constant, depending only on M, T and Z0,H0.
Proof. The proof of this lemma is similar to the one in [2] or [4].
Multiplying (2.7) by Z and integrating over M , we have
1
2
d
dt
‖Z‖2L2(M) + ‖∇Z‖2L2  ‖∇Z‖2L2‖Z‖2L∞ .
By W 2,2(M) ↪→ L∞(M) and the Hölder inequality, we have
d
dt
‖Z‖2L2(M) + ‖∇Z‖2L2  C‖Z‖4W 2,2(M)  C
(
1+ ‖Z‖8W 2,2(M)
)
. (2.14)
Multiplying (2.7) by Z and integrating over M , one gets
1
2
d
dt
‖∇Z‖2L2 + ‖Z‖2L2  ‖∇Z‖2L4‖Z‖L∞‖Z‖L2 + ‖Z‖L∞‖H‖L2‖Z‖L2 + ‖Z‖2L∞‖H‖L2‖Z‖L2 .
By W 2,2(M) ↪→ W 1,p(M) ↪→ L∞(M), ∀2< p < +∞, we have
d
dt
‖∇Z‖2L2 + ‖Z‖2L2  C
(‖Z‖6W 2,2 + ‖Z‖4W 2,2 + ‖H‖2L2). (2.15)
Applying  to (2.7) and multiplying by Z integrating over M , we have
1
2
d
dt
‖Z‖2L2 + ‖∇Z‖2L2

∫
M
∣∣∇(|∇Z|2Z)∣∣|∇Z| + ∫
M
∇(Z× Z) · ∇Z+
∫
M
∣∣∇(Z×H)∣∣|∇Z| + ∫
M
∣∣∇(Z× (Z×H))∣∣|∇Z|
 2‖∇Z‖W 1,4‖∇Z‖L4‖Z‖W 2,2‖∇Z‖L2 + ‖∇Z‖2L4‖∇Z‖W 1,4‖∇Z‖L2 + ‖∇Z‖L4‖Z‖L4‖∇Z‖L2
+ ‖∇Z‖L4‖H‖L4‖∇Z‖L2 + ‖Z‖W 2,2‖∇H‖L2‖∇Z‖L2 + 2‖∇Z‖L4‖Z‖W 2,2‖H‖L4‖∇Z‖L2
+ ‖Z‖2W 2,2‖∇H‖L2‖∇Z‖L2 ,
where we have used
W 2,2(M) ↪→ W 1,4(M) ↪→ L∞(M). (2.16)
By Young inequality, we have
d
dt
‖Z‖2L2 + ‖∇Z‖2L2  C
(‖∇Z‖2W 1,4‖∇Z‖2L4‖Z‖2W 2,2 + ‖∇Z‖4L4‖∇Z‖2W 1,4 + ‖∇Z‖2L4‖Z‖2L4
+ ‖∇Z‖2L4‖H‖2L4 + ‖Z‖2W 2,2‖∇H‖2L2 + ‖∇Z‖2L4‖Z‖2W 2,2‖H‖2L4 + ‖Z‖4W 2,2‖∇H‖2L2
)
. (2.17)
To estimate (2.17), we give some extended Sobolev inequalities for any vector function Z : M → R3,
‖Z‖L4  C‖Z‖
1
2
W 1,2
‖Z‖
1
2
L2
 C
(‖Z‖ 12
L2
+ ‖∇Z‖
1
2
L2
)‖Z‖ 12
L2
 C
(‖Z‖L2 + ‖∇Z‖ 12L2‖Z‖ 12L2),
‖∇Z‖L4  C‖∇Z‖
1
2
W 1,2
‖∇Z‖
1
2
L2
 C
(‖∇Z‖ 12
L2
+ ∥∥∇2Z∥∥ 12
L2
)‖∇Z‖ 12
L2
 C
(‖∇Z‖L2 + ‖Z‖ 12L2‖∇Z‖ 12L2),
‖Z‖L4  C‖Z‖
1
2
W 1,2
‖Z‖
1
2
L2
 C
(‖Z‖L2 + ‖∇Z‖ 12L2‖Z‖ 14L2),
‖∇Z‖W 1,4  C
(‖∇Z‖L4 + ∥∥∇2Z∥∥L4) C(‖∇Z‖L2 + ‖Z‖L2 + (‖∇Z‖ 12L2 + ‖Z‖ 12L2)‖∇Z‖ 12L2),
where we have used integrating by parts to get that there is constant C(g) > 0 depending on the metric g such that
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Therefore the right-hand side of (2.17) can be estimated as follows
‖∇Z‖2W 1,4‖∇Z‖2L4‖Z‖2W 2,2  C
(‖Z‖6W 2,2 + (‖∇Z‖L2 + ‖Z‖L2)‖∇Z‖L2‖Z‖4W 2,2),
‖∇Z‖4L4‖∇Z‖2W 1,4  C
(‖Z‖4W 2,2 + (‖∇Z‖L2 + ‖Z‖L2)‖∇Z‖L2‖Z‖2W 2,2).
Similarly, we have
‖∇Z‖2L4‖Z‖2L4  C
(‖Z‖4W 2,2 + (‖∇Z‖L2 + ‖Z‖L2)‖∇Z‖L2‖Z‖2W 2,2),
‖∇Z‖2L4‖H‖2L4  C‖Z‖2W 2,2
(‖H‖2L2 + ‖∇H‖2L2),
‖∇Z‖2L4‖H‖2L4‖Z‖2W 2,2  C‖Z‖4W 2,2
(‖H‖2L2 + ‖∇H‖2L2).
Putting these estimates together gives
d
dt
‖Z‖2L2 + ‖∇Z‖2L2  C
(
1+ ‖H‖4L2 + ‖∇H‖4L2 + ‖Z‖10W 2,2
)
. (2.18)
On the other hand, from (2.8), (2.9) and (1.5), we have
∂tH− H= −∂tZ+ ∇(∇ · Z).
Multiplying above equality by H, integrating over M and using (2.7) and (2.16), we have
d
dt
‖H‖2L2 + ‖∇H‖2L2  C
∫
M
|∂tZ ·H| + ‖∇Z‖2L2  C‖Zt‖2L2 + C‖H‖2L2 + ‖∇Z‖2L2  C
(
1+ ‖H‖4L2 + ‖Z‖8W 2,2
)
. (2.19)
Multiply above equality by H and integrating over M to yield
d
dt
‖∇H‖2L2 + ‖H‖2L2  C
(‖∂tZ‖2L2 + ∥∥∇2Z∥∥2L2) C(1+ ‖Z‖8W 2,2). (2.20)
From (2.14), (2.15), (2.18)–(2.20), we have
d
dt
[‖Z‖2L2 + ‖∇Z‖2L2 + ‖Z‖2L2 + ‖H‖2L2 + ‖∇H‖2L2]+ ‖H‖2L2 + ‖∇Z‖2L2  C(1+ ‖H‖4L2 + ‖Z‖10W 2,2). (2.21)
By Gronwall inequality, there exist constants T0 > 0 and C > 0 independent of (Z,H), such that for every positive T < T0,
(2.11)–(2.13) are valid. Lemma 2.2 is proved. 
Lemma 2.3. Let (Z,H) be a ﬁxed point of the operator L(·,·;λ), λ ∈ [0,1], i.e. a solution to (2.7)–(2.10). Then there exist T > 0 and an
exponent α ∈ (0,1) such that
‖Z‖
C1+α,
1+α
2 (MT0 )
+ ‖H‖
Cα,
α
2 (MT0 )
 K , (2.22)
where K is a constant, depending only on M, T , α and Z0 , H0.
Proof. From Lemma 2.2, there exists some T > 0, such that for any p ∈ [3,+∞),∇Z ∈ L∞(0, T ;W 1,2(M)) ↪→
L∞(0, T ; Lp(M)), i.e. ∇Z ∈ Lp(0, T ; Lp(M)). From Lemma 2.2 we also have Z ∈ Lp(0, T ; Lp(M)) and Z ∈ L∞(MT0 ). The
Lp-estimate for parabolic systems then implies Z ∈ W 2,1p
2
(MT0 ), ∀p ∈ [3,+∞). For the Maxwell system, we also have
H ∈ W 2,1p
2
(MT0 ), ∀p ∈ [3,+∞). By Sobolev embedding theorem, we see that there exists an exponent α ∈ (0,1) depend-
ing on large enough p such that (2.22) holds. 
Lemma 2.3 implies that all ﬁxed points (Zλ,Hλ) of the operator L(·,·;λ), which are solutions to the system (2.1)–(2.4)
with (Z,H) = (Zλ,Hλ), are uniformly bounded in X with respect to λ ∈ (0,1). This veriﬁes the validity of the conditions for
Leray–Schauder ﬁxed points theorem. Hence we obtain the following lemma.
Lemma 2.4. For any (Z0,H0) ∈ (C2+2α,1+α(M; S2),C2+2α,1+α(M; R3)) and satisfying (1.3), then there exist a constant T > 0 and a
unique map (Z,H) ∈ (C2+2α,1+α(MT0 ; S2),C2+2α,1+α(MT0 ; R3)) satisfying (1.1)–(1.4).
Proof. From Leray–Schauder ﬁxed points theory, there is a solution (Z,H) ∈ (C2+2α,1+α(MT0 ; R3),C2+2α,1+α(MT0 ; R3))
to (1.6), (1.2)–(1.4). We also get |Z| = 1 by similar method in [8]. From the equivalence between (1.1) and (1.6) in clas-
sical sense, we get the local existence of smooth solution to (1.1)–(1.4). The uniqueness is easy to be checked. We omit the
details. 
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with initial value condition (1.4).
3. A priori estimates
In this section, we will give several estimates.
First, following [21], we have
Lemma 3.1. (See [21].) There exist constants C, R0 > 0 such that for any Z ∈ V 1(MTs ; S2), any R ∈ (0, R0] there holds the estimate∫
MTs
|∇Z|4  C sup
(x,t)∈MTs
∫
BR (x)
1
2
∣∣∇Z(·, t)∣∣2 ·( ∫
MTs
∣∣∇2Z∣∣2 + R−2 ∫
MTs
|∇Z|2
)
. (3.1)
Lemma 3.2. (See [20].) For any solution (Z,H) ∈ (V 1(MTs ; S2), V 2(MTs ; R3)), there holds that∫
MTs
∂tZ ·
(
Z× (Z+H))dM dt = 1
2
∫
MTs
|∂tZ|2 dM dt. (3.2)
More generally, for any ϕ ∈ C∞0 (B2R(x)) satisfying 0 ϕ  1, ϕ ≡ 1 on BR(x) and |∇ϕ| CR for some constant C > 0, there holds∫
MTs
∂tZ ·
(
Z× (Z+H))ϕ2 dM dt = 1
2
∫
MTs
|∂tZ|2ϕ2 dM dt. (3.3)
Lemma 3.3. For any solution (Z,H) ∈ (V 1(MT0 ; S2), V 2(MT0 ; R3)) to (1.6), (1.2)–(1.4), there exists a constant C > 0 such that∫
MT0
(
1
2
|∂tZ|2 + |∇ ×H|2
)
+ 1
2
∫
M
(∣∣∇Z(·, T )∣∣2 + ∣∣H(·, T )∣∣2)dM = 1
2
∫
M
(|∇Z0|2 + |H0|2), (3.4)
∫
MT0
|∂tH|2 +
∫
M
∣∣∇H(·, T )∣∣2 dM  C ∫
M
(|∇Z0|2 + |H0|2 + |∇H0|2). (3.5)
Moreover ‖∇Z(·, t)‖L2(M) is absolutely continuous in [0, T ].
Proof. Multiplying (1.6) by ∂tZ, integrating over M and using Lemma 3.2, we have∫
M
1
2
|∂tZ|2 + 1
2
d
dt
∫
M
∣∣∇Z(·, t)∣∣2 = ∫
M
Zt ·H. (3.6)
On the other hand, multiplying of (1.2) by H and integrating over M , we have
1
2
d
dt
∫
M
|H|2 +
∫
M
∂tZ ·H+
∫
M
|∇ ×H|2 = 0. (3.7)
Combining (3.6) with (3.7), we have
1
2
∫
M
|∂tZ|2 +
∫
M
|∇ ×H|2 + 1
2
d
dt
∫
M
(|∇Z|2 + |H|2)= 0.
The Gronwall inequality implies that
1
2
∫
M
(∣∣H(·, T )∣∣2 + ∣∣∇Z(·, T )∣∣2)+ ∫
MT0
(
1
2
|∂tZ|2 + |∇ ×H|2
)
= 1
2
∫
M
(|∇Z0|2 + |H0|2). (3.8)
(3.4) is proved. Now we are going to prove the inequality (3.5).
In fact, multiplying of (1.2) by ∂tH, we have∫
|∂tH|2 + 1
2
d
dt
∫
|∇ ×H|2 = −
∫
∂tZ · ∂tH 1
2
∫
|∂tH|2 + C
∫
|∂tZ|2.M M M M M
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M
|∇H|2 =
∫
M
|∇ ×H|2 +
∫
M
|∇ ·H|2, (3.9)
one gets∫
M
∣∣∇H(·, T )∣∣2 + ∫
MT0
|∂tH|2  C
∫
M
(|∇Z0|2 + |H0|2 + |∇H0|2). (3.10)
Inequality (3.5) is proved. The absolutely continuity of ‖∇Z(·, t)‖L2(M) follows from (3.6).
Lemma 3.3 is proved. 
Remark 3.1. From (3.1) and (3.4), for any solution (Z,H) ∈ (V 1(MT0 ; S2), V 2(MT0 ; R3)) to (1.6), (1.2)–(1.4), and any R ∈ (0, R0],
there holds∫
MT0
|∇Z|4 dM dt  C sup
(x,t)∈MT0
∫
BR (x)
1
2
∣∣∇Z(·, t)∣∣2 dM( ∫
MT0
∣∣∇2Z∣∣2 dM dt + T
R2
∫
M
(|∇Z0|2 + |H0|2)dM
)
. (3.11)
Lemma 3.4. For any solution (Z,H) ∈ (V 1(MT0 ; S2), V 2(MT0 ; R3)) to (1.6), (1.2)–(1.4), and any R ∈ (0, R0], there exists a constant
C > 0 such that∫
BR (x)
∣∣∇Z(·, t)∣∣2  ∫
B2R (x)
|∇Z0|2 + C t
R2
∫
M
(|∇Z0|2 + |H0|2). (3.12)
Proof. Multiplying (1.6) by ∂tZϕ2, where ϕ ∈ C∞0 (B2R(x)) satisﬁes 0  ϕ  1, ϕ ≡ 1 on BR(x) and |∇ϕ|  CR for some
constant C > 0, integrating over Mt0, we have∫
Mt0
|∂tZ|2ϕ2 −
∫
Mt0
|∇Z|2Z · ∂tZϕ2 −
∫
Mt0
Z× (Z+H) · ∂tZϕ2 =
∫
Mt0
Z · ∂tZϕ2 −
∫
Mt0
Z× (Z×H) · ∂tZϕ2.
Since |Z| = 1, we have ∫Mt0 |∇Z|2Z · ∂tZϕ2 = 0. We also have∫
Mt0
Z× (Z×H) · ∂tZϕ2  1
4
∫
Mt0
|∂tZ|2ϕ2 + C
∫
Mt0
|H|2ϕ2,
∫
Mt0
Z · ∂tZϕ2 = −1
2
∫
Mt0
∂
∂t
|∇Z|2ϕ2 − 2
∫
Mt0
ϕ∇Z · ∂tZ · ∇ϕ −1
2
∫
Mt0
∂
∂t
|∇Z|2ϕ2 + 1
4
∫
Mt0
|∂tZ|2ϕ2 + C R−2
∫
Mt0
|∇Z|2ϕ2.
Then from (3.3), we have∫
BR (x)
∣∣∇Z(·, t)∣∣2  ∫
M
∣∣∇Z(·, t)∣∣2ϕ2 = ∫
M
|∇Z0|2ϕ2 +
∫
Mt0
∂
∂t
|∇Z|2ϕ2

∫
M
|∇Z0|2ϕ2 + C R−2
∫
Mt0
|∇Z|2ϕ2 + C
∫
Mt0
|H|2ϕ2

∫
B2R (x)
|∇Z0|2 + C t
R2
∫
M
(|∇Z0|2 + |H0|2)+ C t
R2
R20 sup
0tT
∫
M
∣∣H(·, t)∣∣2

∫
B2R (x)
|∇Z0|2 + C t
R2
∫
M
(|∇Z0|2 + |H0|2).
Lemma 3.4 is proved. 
For a solution (Z,H) ∈ (V 1(MT0 ; S2), V 2(MT0 ; R3)) to (1.1)–(1.4) and any R ∈ (0, R0], let
(R) = (R;Z, T ) = sup
(x,t)∈MT0
∫
BR (x)
1
2
∣∣∇Z(·, t)∣∣2
and in the sequel let R be small enough so that (R) 0, where 0 will be determined in the following lemmas.
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any R ∈ (0, R0], if (R) 0 , there hold∫
MT0
∣∣∇2Z∣∣2  C(1+ T
R2
)∫
M
(|∇Z0|2 + |H0|2) (3.13)
and ∫
MT0
(|∂tH|2 + ∣∣∇2H∣∣2) C
(
1+ T
R2
)∫
M
(|∇Z0|2 + |H0|2 + |∇H0|2). (3.14)
Proof. Multiplying (1.6) by Z and integrating over M , we have
1
2
∫
M
∂
∂t
|∇Z|2 +
∫
M
|Z|2  1
2
∫
M
|Z|2 + C
∫
M
|∇Z|4 + C
∫
M
|H|2.
From Remark 3.2 and the deﬁnition of (R), we have∫
MT0
|∇Z|4  C(R)
( ∫
MT0
∣∣∇2Z∣∣2 + T
R2
∫
M
(|∇Z0|2 + |H0|2)
)
.
Choose 0 small enough such that (R) 0. We have
1
2
∫
MT0
∂
∂t
|∇Z|2 + 1
2
∫
MT0
|Z|2  1
4
( ∫
MT0
∣∣∇2Z∣∣2 + C T
R2
∫
M
(|∇Z0|2 + |H0|2)
)
+ C
∫
MT0
|H|2.
Therefore we have
1
2
∫
MT0
∂
∂t
|∇Z|2 + 1
4
∫
MT0
|Z|2  C
(
1+ T
R2
)∫
M
(|∇Z0|2 + |H0|2),
where we have used (3.4) and the fact∫
MT0
|Z|2 
∫
MT0
∣∣∇2Z∣∣2 − C(g) ∫
MT0
|∇Z|2, (3.15)
where constant C(g) > 0 results from the differentials of the metric g (more details in [21]). Then we have the inequal-
ity (3.13).
Finally, we prove the inequality (3.14). In fact, from (1.2) and (1.3), one has
∂tH+ ∂tZ− H= ∇(∇ · Z). (3.16)
Multiplying (3.16) by ∂tH and integrating over MT0 , we have∫
MT0
|∂tH|2 + 1
2
∫
MT0
∂
∂t
|∇H|2  1
2
∫
MT0
|∂tH|2 + C
∫
MT0
(|∂tZ|2 + ∣∣∇2Z∣∣2). (3.17)
Multiplying (3.16) by H and integrating over MT0 , one has
1
2
∫
MT0
∂
∂t
|∇H|2 +
∫
MT0
|H|2  1
2
∫
MT0
|H|2 + C
∫
MT0
(|∂tZ|2 + ∣∣∇2Z∣∣2). (3.18)
From (3.17) and (3.18), we have∫
T
(|∂tH|2 + |H|2)+ sup
0tT
∫
M
∣∣∇H(·, t)∣∣2  C(1+ T
R2
)∫
M
(|∇Z0|2 + |H0|2 + |∇H0|2).
M0
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MT0
∣∣∇2H∣∣2  ∫
MT0
|H|2 + C(g)
∫
MT0
|∇H|2 and
∫
MT0
|∇H|2  C
∫
M
(|∇Z0|2 + |H0|2)
we get inequality (3.14). 
Lemma 3.6. For any number , τ , E0 > 0, and R ∈ (0, R0], there exists a number δ > 0 such that for any solution (Z,H) ∈
(V 1(MT0 ; S2), V 2(MT0 ; R3)) to (1.6), (1.2)–(1.4), and any I ⊂ [τ , T ] with measure |I| < δ there holds that∫
I
(∫
M
|∇Z|4 dM
)
dt <  (3.19)
provided (R) 0 , and
∫
M(|∇Z0|2 + |H0|2) E0.
Proof. For any solution (Z,H) ∈ (V 1(MT0 ; S2), V 2(MT0 ; R3)), from Lemma 3.1, we see that |∇Z| ∈ L4(MT0 ) and∫
(
∫
M |∇Z|4 dM)dt is absolutely continuous.
To show the uniformity on Z, we argue by contradition. If for some 1, τ1 > 0 and R1 ∈ (0, R0], and any δ > 0, there
exists a solution (Z,H) ∈ (V 1(MT0 ; S2), V 2(MT0 ; R3)), and I ⊂ [τ1, T ] satisfying |I| δ such that∫
I
(∫
M
|∇Z|4 dM
)
dt  1,
if (R1)  0, and
∫
M(|∇Z0|2 + |H0|2)  E0. Therefore if we choose δm > 0, there exists a solution (Zm,Hm) ∈
(V 1(MT0 ; S2), V 2(MT0 ; R3)), and Im ⊂ [τ1, T ] satisfying |Im| δm such that∫
Im
(∫
M
|∇Zm|4 dM
)
dt  1, (3.20)
if (R1;Zm, T ) 0, and
∫
M(|∇Z0|2 + |H0|2) E0.
On the other hand, by Lemmas 3.3 and 3.5, we know that for any m ∈ N,∫
MT0
(|∂tZm|2 + |∂tHm|2 + ∣∣∇2Zm∣∣2 + ∣∣∇2Hm∣∣2) C(1+ T R−2)
∫
M
(|∇Z0|2 + |H0|2 + |∇H0|2),
sup
0tT
∫
M
(∣∣∇Zm(·, t)∣∣2 + ∣∣Hm(·, t)∣∣2 + ∣∣∇Hm(·, t)∣∣2)dM  C
∫
M
(|∇Z0|2 + |H0|2 + |∇H0|2)
provided (R1;Zm, T ) 0. Hence there exists a subsequence of {Zm,Hm} (still denoted by {Zm,Hm}) and (Z,H) such that
as m → +∞,
Zm → Z, Hm → H, a.e. and ∂tZm → ∂tZ, ∂tHm → ∂tH, weekly in L2
(
MT0
);
∇2Zm → ∇2Z, ∇2Hm → ∇2H, weekly in L2
(
MT0
);
∇Zm → ∇Z, ∇Hm → ∇H, strongly in L2
(
MT0
)
.
Passing to the limit m → +∞, we ﬁnd that (Z,H) ∈ (V 1(MT0 ; S2), V 2(MT0 ; R3)) is a solution to Eqs. (1.1)–(1.3). The results
of Lemma 3.3 can be applied to (Z,H). In particular, ‖∇Z(·, t)‖L2(M) is continuous in t ∈ [0, T ]. By compactness of [τ1, T ],
for any given  > 0 we can thus ﬁnd a number R2 = R2() > 0 by similarly argument as one in [21], such that
(2R2;Z, T ) < . (3.21)
For any  > 0, we may determine numbers 0 τ1 = t1 < t2 < · · · < tk < T := tk+1 having distance
|tl+1 − tl| R
2
C
∫
M(|∇Z0|2 + |H0|2) + 1
, l = 1,2, . . . ,k,
and an index m0 =m0(1, τ1) such that for mm0,∫ ∣∣∇Zm(·, tl) − ∇Z(·, tl)∣∣2 dM  , l = 1,2, . . . ,k. (3.22)
M
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BR2 (x)
∣∣∇Zm(·, t)∣∣2 
∫
B2R2 (x)
∣∣∇Zm(·, tl)∣∣2 + C t − tl
R22
∫
M
(|∇Z0|2 + |H0|2)

∫
B2R2 (x)
∣∣∇Zm(·, tl)∣∣2 + 2  3
uniformly for (x, t) ∈ MTτ1 ,m  m0, where tl = max{t j | t j  t}. In fact, the uniformity for x ∈ M,m  m0 can be easily
checked. For t ∈ [τ1, T ], there must exist some l ∈ [1,k] such that t ∈ [tl.tl+1]. Then
t − tl  tl+1 − tl  R
2
2
C
∫
M(|∇Z0|2 + |H0|2) + 1
.
By Remark 3.1, we know that for any Im ⊂ [τ1, T ], if mm0, and |Im|min{ R
2
1
m ,
R22
m } (i.e. δm =min{
R21
m ,
R22
m }), there holds∫
Im
∫
M
|∇Zm|4  C
(∫
Im
∫
M
∣∣∇2Zm∣∣2 + |Im|
R22
∫
M
(|∇Z0|2 + |H0|2)
)
 C∗, (3.23)
where C∗ > 0 is a constant independent of m, and we have used∫
Im
∫
M
∣∣∇2Zm∣∣2  C
(
1+ |Im|
R21
)∫
M
(|∇Z0|2 + |H0|2).
For  is arbitrary, we choose  = 12C∗ . One can get the contradiction with (3.20). Hence, we obtain the uniformity on Z.
Lemma 3.6 is proved. 
Lemma 3.7. Let (Zm,Hm) ∈ (V 1(MT0 ; S2), V 2(MT0 ; R3)) be solutions to (1.6), (1.2)–(1.4)with initial data (Zm0,Hm0)with Zm0 → Z0 ,
Hm0 → H0 in W 1,2(M), and suppose there exists some R ∈ (0, R0] such that (R;Zm, T ) 0 for all m ∈ N, then {(Zm,Hm)} has a
subsequence which strongly converges to (Z,H) in (V 1(MT0 ; S2), V 2(MT0 ; R3)) such that (Z,H) solves Eqs. (1.1)–(1.3) with initial
data (Z0,H0).
Proof. From Lemma 3.6, we may suppose that there exists a subsequence of {(Zm,Hm)} (still denoted by {(Zm,Hm)}), such
that as m → +∞,
Zm → Z, Hm → H, a.e. and ∂tZm → ∂tZ, ∂tHm → ∂tH, weekly in L2
(
MT0
);
∇2Zm → ∇2Z, ∇2Hm → ∇2H, weekly in L2
(
MT0
);
∇Zm → ∇Z, ∇Hm → ∇H, weekly in L2
(
MT0
)
.
Denote
Vm = Zm − Z, |∇Um| = |∇Zm| + |∇Z|, Wm = Hm −H.
We have
∂tVm − Vm − Zm × Vm = I1 + I2 + I3 + Zm × Z− Z×Z,
∂tWm + ∂tVm + ∇ × ∇ ×Wm = 0 and ∇ ·Wm + ∇ · Vm = 0,
where
I1 = |∇Zm|2Vm +
(|∇Zm|2 − |∇Z|2)Z |∇Um|2|Vm| + |∇Z|2|Vm| + |∇Um|(|∇Zm| − |∇Z|)
 C
[|∇Um|2|Vm| + |∇Um||∇Vm|],
I2 = −Vm ×Hm − Z×Wm  C
[|Vm||Wm| + |Vm||H| + |Z||Wm|],
I3 = −Vm × (Zm ×Hm) − Z× (Vm ×Hm) − Z× (Z×Wm) C
[|Vm||Wm| + |Vm||H| + |Wm|].
Then we have
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MT0
I1 · Vm 
∫
MT0
|I1| · |Vm| 1
4
∫
MT0
|Vm|2 + C
∫
MT0
[|∇Um|4|Vm|2 + |∇Um|2|∇Vm|2];
∫
MT0
I2 · Vm  1
4
∫
MT0
|Vm|2 + C
∫
MT0
[|Vm|2|Wm|2 + |Vm|2|H|2 + |Wm|2];
∫
MT0
I2 · Vm  1
4
∫
MT0
|Vm|2 + C
∫
MT0
[|Vm|2|Wm|2 + |Vm|2|H|2 + |Wm|2].
Combining these inequalities with∫
MT0
|Vm|2 
∫
MT0
∣∣∇2Vm∣∣2 − C
∫
MT0
|∇Vm|2
we have
sup
0tT
∫
M
∣∣∇Vm(·, t)∣∣2 +
∫
MT0
∣∣∇2Vm∣∣2
 C
∫
M
∣∣∇Vm(·,0)∣∣2 + C
∫
MT0
(|Z|2|Vm|2 + |∇Vm|2)
+ C
∫
MT0
(|∇Um|4|Vm|2 + |∇Um|2|∇Vm|2 + |Vm|2|Wm|2 + |Vm|2|H|2 + |Wm|2). (3.24)
From the equation that Vm satisﬁes, we also have∫
MT0
|∂tVm|2  C
∫
M
∣∣∇Vm(·,0)∣∣2 +
∫
MT0
(|Z|2|Vm|2 + |∇Vm|2)
+ C
∫
MT0
(|∇Um|4|Vm|2 + |∇Um|2|∇Vm|2 + |Vm|2|Wm|2 + |Vm|2|H|2 + |Wm|2). (3.25)
Hence, as m → +∞,
sup
0tT
∫
M
∣∣∇Vm(·, t)∣∣2 +
∫
MT0
∣∣∇2Vm∣∣2 +
∫
MT0
|∂tVm|2 → 0, (3.26)
where we have used that Hm → H a.e. Hence Zm → Z strongly in V 1(MT0 ; S2).
On the other hand, from Maxwell systems we have
∂tWm − Wm = −∂tVm − ∇(∇ · Vm).
Hence
sup
0tT
∫
M
∣∣Wm(·, t)∣∣2 +
∫
MT0
|∇Wm|2  1
2
∫
MT0
(|∂tVm|2 + |∇Vm|2)+ C
∫
M
∣∣Wm(·,0)∣∣2,
sup
0tT
∫
M
∣∣∇Wm(·, t)∣∣2 +
∫
MT0
∣∣∇2Wm∣∣2  C
∫
M
∣∣∇Wm(·,0)∣∣2 + C
∫
MT0
(|∂tVm|2 + ∣∣∇2Vm∣∣2 + |∇Wm|2).
Therefore, one has as m → 0,
sup
0tT
∫
M
(∣∣Wm(·, t)∣∣2 + ∣∣∇Wm(·, t)∣∣2)+
∫
MT0
(∣∣∇2Wm∣∣2 + |∂tWm|2)
 C
∫
M
(∣∣∇Wm(·,0)∣∣2 + ∣∣Wm(·,0)∣∣2)+ C
∫
MT0
(|∂tVm|2 + ∣∣∇2Vm∣∣2 + |∇Wm|2)→ 0. (3.27)
Hence Hm → H strongly in V 2(MT0 ; R3). We have proved this lemma. 
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⋂
τ>0 C
2(MTτ ; S2)), H ∈ V 2(MT0 ; R3)∩ (
⋂
τ>0 C
2(MTτ ; R3)), be a regular solution to (1.1)–(1.3).
Then for any τ > 0, the Hölder norms of (Z,H) and their derivatives may be estimated uniformly on MTτ by quantities involving Z0 ,
H0 , τ , T and R, provided (R) 0.
Proof. Multiplying (1.6) by Z we have∫
M
∣∣Z(·, t)∣∣2  C ∫
M
(∣∣∂tZ(·, t)∣∣2 + ∣∣∇Z(·, t)∣∣4 + ∣∣H(·, t)∣∣2) (3.28)
at t ∈ [0, T ]. We will estimate the right-hand side of (3.28).
Differentiate (1.6) with respect to t , multiply by ∂tZ and integrate over Mts , τ  s < t  T to have
1
2
∫
Mts
∂t |∂tZ|2 +
∫
Mts
|∇∂tZ|2  1
4
∫
Mts
|∇∂tZ|2 + C
∫
Mts
(|∂tZ|2|∇Z|2 + |∂tZ|2|H| + |∂tZ||∂tH|).
Then we have∫
Mts
∂t |∂tZ|2 +
∫
Mts
|∇∂tZ|2  C
∫
Mts
(|∂tZ|2|∇Z|2 + |∂tZ|2|H| + |∂tZ||∂tH|). (3.29)
Now we deal with the right-hand side of above inequality. By embedding theorem, for |t − s| 1, we have
∫
Mts
|∂tZ|2|∇Z|2  C
(∫
Mts
|∇Z|4
) 1
2
(
sup
sθt
∫
M
∣∣∂tZ(·, θ)∣∣2 +
∫
Mts
|∇∂tZ|2
)
.
At the same time,
∫
Mts
|∂tZ|2|H|
t∫
s
(∫
M
|∂tZ|4
) 1
2
(∫
M
|H|2
) 1
2
dt  sup
sθt
(∫
M
∣∣H(·, θ)∣∣2)
1
2
t∫
s
(∫
M
|∂tZ|4
) 1
2
dt.
By ‖∂tZ(·, θ)‖L4(M)  C‖∂tZ(·, θ)‖
1
2
L2(M)
‖∇∂tZ(·, θ)‖
1
2
L2(M)
, a.e. θ ∈ [s, t] and (3.4), i.e.
sup
sθt
(∫
M
∣∣H(·, θ)∣∣2)
1
2
 C
(‖∇Z0‖L2(M) + ‖H0‖L2(M)),
we have∫
Mts
|∂tZ|2|H| η
∫
Mts
|∇∂tZ|2 + Cη
∫
Mts
|∂tZ|2,
where we have used Young inequality and η > 0 is a small constant. Cη is a constant depending on η. We also have∫
Mts
|∂tZ||∂tH|
∫
Mts
|∂tZ|2 +
∫
Mts
|∂tH|2.
Fixing t and choosing η = 12 , we have from (3.29) that
∫
M
∣∣∂tZ(·, t)∣∣2 +
∫
Mts
|∂t∇Z|2 
∫
M
∣∣∂tZ(·, s)∣∣2 + C
(∫
Mts
|∇Z|4
) 1
2
(
sup
sθt
∫
M
∣∣∂tZ(·, θ)∣∣2 +
∫
Mts
|∇∂tZ|2
)
+ C
∫
Mts
(|∂tZ|2 + |∂tH|2).
From Lemma 3.6, for ∀ > 0, if |t − s| δ is suﬃciently small and (R) 0, there holds
(∫
Mts
|∇Z|4
) 1
2
< .
Then for |t − s|min{1, δ}, we have
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M
∣∣∂tZ(·, t)∣∣2 +
∫
Mts
|∂t∇Z|2 
∫
M
∣∣∂tZ(·, s)∣∣2 + C
(
sup
sθt
∫
M
∣∣∂tZ(·, θ)∣∣2 +
∫
Mts
|∇∂tZ|2
)
+ C
∫
Mts
(|∂tZ|2 + |∂tH|2).
Choosing  = 14C , we have∫
M
∣∣∂tZ(·, t)∣∣2 +
∫
Mts
|∂t∇Z|2 
∫
M
∣∣∂tZ(·, s)∣∣2 + 1
4
sup
τθT
∫
M
∣∣∂tZ(·, θ)∣∣2 + C
∫
MTτ
(|∂tZ|2 + |∂tH|2). (3.30)
Taking inf for s over [t − δ, t], we have∫
M
∣∣∂tZ(·, t)∣∣2  inf
0<t−δst
∫
M
∣∣∂tZ(·, s)∣∣2 + 1
4
sup
τθT
∫
M
∣∣∂tZ(·, θ)∣∣2 + C
∫
MTτ
(|∂tZ|2 + |∂tH|2).
Since Z is regular, from mean value theorem, we get that there exists θ ∈ [t − δ, t] such that
inf
0t−δst
∫
M
∣∣∂tZ(·, s)∣∣2 
∫
M
∣∣∂tZ(·, θ)∣∣2 = δ−1
∫
Mtt−δ
|∂tZ|2.
Then we have∫
M
∣∣∂tZ(·, t)∣∣2  δ−1
∫
MTτ
|∂tZ|2 + 1
4
sup
τθT
∫
M
∣∣∂tZ(·, θ)∣∣2 + C
∫
MTτ
(|∂tZ|2 + |∂tH|2)
 1
4
sup
τθT
∫
M
∣∣∂tZ(·, θ)∣∣2 + C(1+ δ−1),
where the constant C > 0 depends only on M , Z0, H0, τ , T and R , provided (R) 0.
Taking sup for t over [τ , T ] on both side of above inequality, we have
sup
τtT
∫
M
∣∣∂tZ(·, t)∣∣2  1
4
sup
τθT
∫
M
∣∣∂tZ(·, θ)∣∣2 + C(1+ δ−1).
Then we have
sup
τtT
∫
M
∣∣∂tZ(·, t)∣∣2  C(1+ δ−1). (3.31)
Next we will deal with the term
∫
M |∇Z|4 on the right-hand side of (3.28). In fact, applying Lemma 3.1 to ∇Z(·, t), we
have ∫
M
∣∣∇Z(·, t)∣∣4  C sup
(x,t)∈MTτ
∫
BR (x)
∣∣∇Z(·, t)∣∣2(∫
M
∣∣∇2Z(·, t)∣∣2 + R−2 ∫
M
∣∣∇Z(·, t)∣∣2). (3.32)
Therefore if (R) 0 is suﬃciently small, from (3.28), (3.31) and (3.15), one gets that for t ∈ [τ , T ],∫
M
∣∣∇2Z(·, t)∣∣2  C(1+ δ−1 + R−2), (3.33)
where the constant C > 0 depends only on M , Z0, H0, τ , T and R , provided (R) 0.
Now we make Hölder estimate for Z. From embedding inequality, we have
∥∥Z(·, t1) − Z(·, t2)∥∥L∞(M)  ∥∥Z(·, t1) − Z(·, t2)∥∥ 12W 2,2(M)∥∥Z(·, t1) − Z(·, t2)∥∥ 12L2(M)
 2C sup
t∈[τ ,T ]
∥∥Z(·, t)∥∥ 12
W 2,2(M)
∥∥∥∥∥
t2∫
t1
∂tZdt
∥∥∥∥∥
1
2
L2(M)
 2C sup
t∈[0,T ]
∥∥Z(·, t)∥∥ 12
W 2,2(M)
|t2 − t1| 14
( ∫
MTτ
|∂tZ|2
) 1
4
 C
(
1+ δ−1 + R−2)|t2 − t1| 14 .
At the same time, by Aubin lemma, we have Z ∈ L∞(τ , T ;W 2,2(M)) ∩ {Z | ∂Z ∈ L2(MTτ )} ↪→ C(0, T ;C
1
2 (M)). Then we get∂t
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|x− y| 12
 C max
t∈[τ ,T ]
∥∥Z(·, t)∥∥
C
1
2
 C sup
t∈[τ ,T ]
∥∥Z(·, t)∥∥W 2,2(M)  C .
Therefore, for any x, y ∈ M and t1, t2 ∈ [τ , T ] we have
|Z(x, t1) − Z(y, t2)|
|x− y| 12 + |t1 − t2| 14
 |Z(x, t1) − Z(y, t1)|
|x− y| 12
+ |Z(y, t1) − Z(y, t2)|
|t1 − t2| 14
 C .
We see that the C
1
2 ,
1
4 (MTτ ) norm of Z is uniformly bounded on M
T
τ .
Multiplying (3.16) by H, we have for t ∈ [τ , T ],∫
M
∣∣H(·, t)∣∣2  C ∫
M
(∣∣∂tH(·, t)∣∣2 + ∣∣∂tZ(·, t)∣∣2 + ∣∣∇2Z(·, t)∣∣2). (3.34)
Differentiating (3.16) with respect to t , multiplying it with ∂tH+ ∂tZ and integrating over Mts , τ  s < t  T , one has
1
2
∫
Mts
∂t |∂tH+ ∂tZ|2 +
∫
Mts
|∇∂tH|2  1
2
∫
Mts
|∇∂tH|2 + C
∫
Mts
|∇∂tZ|2.
From (3.30) and (3.31), we have for |t − s| δ,∫
Mts
|∇∂tZ|2  C
(
1+ δ−1).
Similarly with (3.30), we have∫
M
∣∣∂t(H(·, t) + Z(·, t))∣∣2  C inf
0t−δs<t
∫
M
∣∣∂t(H(·, s)+ Z(·, s))∣∣2 + C(1+ δ−1).
Then by mean value theorem, if (R) R0, we get for t ∈ [τ , T ],∫
M
∣∣∂tH(·, t)∣∣2  C inf
0t−δs<tT
∫
M
∣∣∂tH(·, s)∣∣2 + C(1+ δ−1) C(1+ δ−1 + R−2).
Combining (3.34) with (3.31) and (3.33), we also have∫
M
∣∣∇2H(·, t)∣∣2  C(1+ δ−1 + R−2),
where the constant C > 0 depends only on M , Z0, H0, τ , T and R , provided (R) 0.
By similar argument for the Hölder norm of Z, we get that the C
1
2 ,
1
4 (MTτ ) norm of H is uniformly bounded on M
T
τ ,
provided (R)  0. The higher regularity of (Z,H) is obtained by using Lemma 3.3 of Chapter II and Theorem 10.4 of
Chapter VII in [17] and the standard bootstrap method. 
Remark 3.2. Just as discussion in Remark 3.11 in [21], if (Z0,H0) is regular, we may improve above estimates by using
Lemmas 3.1 and 3.7. Hence for regular initial value (Z0,H0), we obtain global a priori bounds of the Hölder normal of (Z,H)
and their derivatives on MT0 in terms of the data and any number R ∈ (0, R0] such that (R) 0.
Remark 3.3. The local versions of the preceding results (i.e. Lemmas 3.5–3.8) can be obtained by similar argument as in [21]
where the cutting-off functions are used. We omit the details.
We now prove the uniqueness of the solution to (1.1)–(1.4) in the class (V 1(MT0 ; S2), V 2(MT0 ; R3)).
Lemma 3.9. Let both (Z1,H1) and (Z2,H2) belong to (V 1(MT0 ; S2), V 2(MT0 ; R3)) and be solutions to Eqs. (1.1)–(1.3) with the same
initial value Z1(x,0) = Z2(x,0) = Z0 and H1(x,0) = H2(x,0) = H0. Then Z1 = Z2 and H1 = H2 in MT0 .
Proof. Let Z= Z1 − Z2, |∇U| = |∇Z1| + |∇Z2|, H= H1 −H2, and |∇W| = |∇H1| + |∇H2|. We have
∂tZ− Z− Z1 × Z1 + Z2 × Z2
= |∇Z1|2Z+
(|∇Z1|2 − |∇Z2|2)Z2 + Z×H1 + Z2 ×H− Z× (Z1 ×H1) − Z2 × (Z×H1)− Z2 × (Z2 ×H), (3.35)
∂tH+ ∂tZ+ ∇ × ∇ ×H= 0, (3.36)
∇ ·H+ ∇ · Z= 0. (3.37)
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∂tZ− Z− Z1 × Z1 + Z2 × Z2  C
(|Z||∇U|2 + |∇U||∇Z| + |H| + |Z||H1| + |Z|).
Multiplying (3.35) by Z, integrating over Mt0, t ∈ [0, T ], using above estimate and∫
Mt0
(Z1 × Z1 − Z2 × Z2) · Z=
∫
Mt0
∇Z2 × Z · ∇Z
∫
Mt0
|∇U||Z||∇Z|.
We have
1
2
∫
M
∣∣Z(·, t)∣∣2 + ∫
Mt0
|∇Z|2  C
∫
Mt0
(|Z|2|∇U|2 + |H||Z| + |Z|2|H1| + |Z|2).
Now we estimate
∫
Mt0
(|Z|2|∇U|2) as follows. In fact, we have
∫
Mt0
|Z|2|∇U|2 
(∫
Mt0
|Z|4
) 1
2
(∫
Mt0
|∇U|4
) 1
2
.
By a similar argument as in Lemma 3.1, for t min{1, T }, we obtain from Theorem 2.2, Remark 2.1 on page 63 and (3.2) on
page 74 of Chapter II in [17] that∫
Mt0
|Z|4  C sup
0st
∫
M
∣∣Z(·, s)∣∣2 ∫
Mt0
(|Z|2 + |∇Z|2) C[ sup
0st
∫
M
∣∣Z(·, s)∣∣2 + ∫
Mt0
|∇Z|2
]2
.
By Lemma 3.6, for any  > 0, R ∈ (0, R0], ∃δ > 0, such that for any S < δ, there exists S ∈ (0, T ] with S < δ there holds the
estimate
S∫
0
∫
M
|∇U|4 < 2,
provided (R) 0. Then we can choose t min{1, S} such that∫
Mt0
|Z|2|∇U|2  C
[
sup
0st
∫
M
∣∣Z(·, s)∣∣2 + ∫
Mt0
|∇Z|2
]
,
∫
Mt0
|Z||H| C
∫
Mt0
|Z|2 + C
∫
Mt0
|H|2,
∫
Mt0
|Z|2|H1| sup
0st
(∫
M
|H1|2
) 1
2
t∫
0
(∫
M
|Z|4
) 1
2
 1
4
∫
Mt0
|∇Z|2 + C
∫
Mt0
|Z|2,
where we have used Young inequality and for a.e. t ∈ [0, T ]∥∥Z(·, t)∥∥2L4(M)  C∥∥Z(·, t)∥∥L2(M)∥∥∇Z(·, t)∥∥L2(M).
Therefore when t min{1, S}, there holds∫
M
∣∣Z(·, t)∣∣2 + ∫
Mt0
|∇Z|2  C
[
sup
0θt
∫
M
∣∣Z(·, θ)∣∣2 + ∫
Mt0
|∇Z|2
]
+
∫
Mt0
(|Z|2 + |H|2).
Now we will compare the two terms
∫
M |Z(·, t)|2 and sup0θt
∫
M |Z(·, θ)|2. Without loss generality, assume min{1, S} = S.
Then
sup
0tS
∫
M
∣∣Z(·, t)∣∣2 + ∫
MS0
|∇Z|2  C
[
sup
0θS
∫
M
∣∣Z(·, θ)∣∣2 + ∫
MS0
|∇Z|2
]
+
∫
MS0
(|Z|2 + |H|2).
Choose  small enough to obtain
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0tS
∫
M
∣∣Z(·, t)∣∣2 + ∫
MS0
|∇Z|2 
∫
MS0
(|Z|2 + |H|2). (3.38)
From (3.36) and (3.37), multiply (3.36) by (H+ Z) and integrating over M to obtain
1
2
∫
M
∣∣H(·, t)+ Z(·, t)∣∣2 + ∫
Mt0
|∇ ×H|2 = −
∫
Mt0
∇ ×H · ∇ × Z 1
2
∫
Mt0
|∇ ×H|2 + 1
2
∫
Mt0
|∇ × Z|2
and
∫
Mt0
|∇ ·H|2 = ∫Mt0 |∇ · Z|2. Then we have∫
M
∣∣H(·, t) + Z(·, t)∣∣2 + ∫
Mt0
|∇H|2 
∫
Mt0
|∇Z|2. (3.39)
Combining (3.38) with (3.39), we have
sup
0tS
∫
M
[∣∣Z(·, t)∣∣2 + ∣∣H(·, t)+ Z(·, t)∣∣2] C ∫
MS0
(|Z|2 + |H|2).
By Gronwall inequality, we see that Z= 0,H= 0 in MS0 (or a.e. MS0 ).
Using the data at S > 0 as the initial data, we can also prove that there exists some time S1 > S such that Z = 0,H = 0
in MS10 (or a.e. M
S1
0 ), . . . . Iterating we obtain the lemma. 
4. The proof of Theorem 1.1
By the estimates of the preceding section, we obtain the proof of the main result of this paper (i.e. Theorem 1.1) in this
section.
Proof of Theorem 1.1. (i) We ﬁrst consider smooth initial data (Z0,H0) ∈ (C∞(M; S2),C∞(M; R3)). By Section 2, (1.1)–(1.3)
has a local smooth solution (Z,H) ∈ (C∞(M × [0, T ); S2),C∞(M × [0, T ); R3)). By Lemma 3.3, we have ∂tZ ∈ L2(MT0 ) and
from (3.6) we get for all 0 s t  T ,∫
M
1
2
∣∣∇Z(·, t)∣∣2  1
2
∫
M
[∣∣∇Z(·, s)∣∣2 + ∣∣H(·, s)∣∣2] 1
2
∫
M
(|∇Z0|2 + |H0|2).
To obtain the characterization (1.7) for the singular points, we proceed by contradiction. Suppose T > 0 be the maximal
time of existence of (Z,H) as a smooth solution. Assume that (1.7) is false. If for some R > 0 and all x ∈ M , there holds
limsup
t→T
∫
BR (x)
1
2
∣∣∇Z(·, t)∣∣2  0.
From Lemma 3.5, we have∫
MT0
∣∣∇2Z∣∣2  C ∫
M
(|∇Z0|2 + |H0|2)
(
1+ T
R2
)
.
By Lemma 3.8, (Z,H) may be continuously extended to the closed interval [0, T ] and (Z(·, T ),H(·, T )) is smooth. Then from
Section 2 (local existence), we may continue (Z,H) to some larger time interval by solving (1.1)–(1.3) with initial value
(Z(·, T ),H(·, T )). This contradicts the maximality of T . Hence the characterization (1.7) for the singular points is correct.
Next we will prove the ﬁniteness of the singular points in time T . If T = ∞, we obtain a global smooth solution.
Suppose T be the maximal ﬁnite time of existence of (Z,H) as a smooth solution, that is, if (Z,H) cannot be extended
beyond T is a smooth solution, there exist points x1, x2, . . . such that
limsup
t→T−
∫
BR (xk)
1
2
∣∣∇Z(·, t)∣∣2 > 0
for any R > 0 and any index k. Choose any ﬁnite collection {xk}Kk=1 of such points and for any R > 0 and let tk < T be
chosen such that∫
1
2
∣∣∇Z(·, tk)∣∣2  02 .
BR (xk)
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0R24C ∫M (|∇Z0|2+|H0|2)+1 . Denote t0 = T −
0R2
4C
∫
M (|∇Z0|2+|H0|2)+1
. From
Lemma 3.4, we have
∫
M
1
2
∣∣∇Z(·, t0)∣∣2  K∑
k=1
∫
B2R(xk )
1
2
∣∣∇Z(·, t0)∣∣2  K∑
k=1
[ ∫
BR (xk)
1
2
∣∣∇Z(·, tk)∣∣2 − C tk − t0
R2
∫
M
(|∇Z0|2 + |H0|2)
]
 K
[
0
2
− C T − t0
R2
∫
M
(|∇Z0|2 + |H0|2)
]
 K 0
4
.
Since
∫
M
1
2 |∇Z(·, t0)|2  12
∫
M(|∇Z0|2 + |H0|2) uniformly, this gives an upper bound
K 
1
2
∫
M(|∇Z0|2 + |H0|2)
0/4
for the number K of singular points x1, . . . , xK at time t = T . Moreover for any Q  M×[0, T ]\{(x1, T ), (x2, T ), . . . , (xK , T )},
there exists R = RQ such that
sup
(x,t)∈Q
∫
BR (x)
1
2
∣∣∇Z(·, t)∣∣2  0.
By Remark 3.3 (i.e. local version of Lemma 3.8), the solution (Z,H) extends to a C∞ solution of (1.1)–(1.4) on
M × [0, T ]\{(x1, T ), (x2, T ), . . . , (xK , T )}.
(ii) For initial data (Z0,H0) ∈ (W 1,2(M; S2),W 1,2(M; R3)), we choose a sequence (Zm0 ,Hm0 ) ∈ (C∞(M; S2),C∞(M; R3))
approximating (Z0,H0) in (W 1,2(M; S2),W 1,2(M; R3)). From Section 2, there exists a sequence of local smooth solutions
(Zm,Hm) to (1.1)–(1.3) with initial data (Zm0 ,H
m
0 ). Suppose T
m be the maximal ﬁnite time of the existence of (Zm,Hm).
Since Zm0 → Z0 in W 1,2(M), for 0 > 0, there exists R > 0 such that∫
B2R (x)
1
2
∣∣∇Zm0 ∣∣2  02 , ∀x ∈ M.
By Lemma 3.4, we have∫
BR (x)
1
2
∣∣∇Zm(·, t)∣∣2  ∫
B2R (x)
1
2
∣∣∇Zm0 ∣∣2 + CtR2
∫
M
(|∇Z0|2 + |H0|2) 0
2
+ Ct
R2
∫
M
(|∇Z0|2 + |H0|2).
Then we ﬁnd T1 := R20{4C
∫
M(|∇Z0|2 + |H0|2) + 1}−1 > 0 such that
sup
(x,t)∈MT10
∫
BR (x)
1
2
∣∣∇Zm(·, t)∣∣2  0.
We can assume that Tm  T1, since ∇2Zm is uniformly bounded in L2(Mt0) for t min{Tm, T1} and we use the argument
of the local existence again.
For each m being large enough, we obtain uniform estimates of (Zm,Hm) in (V 1(MT1 ; S2), V 2(MT1 ; R3)) and uniform
pointwise estimates of (Zm,Hm) and theirs derivatives on any MT1τ for any τ > 0. It follows from Lemma 3.7 that there
exists a subsequence of (Zm,Hm) (still denoted by (Zm,Hm)) such that Zm → Z in V 1(MT10 ; S2) and Hm → H in V 2(MT10 ; R3).
Moreover (Z,H) solve (1.1)–(1.3) with initial value (Z0,H0). Uniqueness is obtained by Lemma 3.9.
By a similar argument as in case (i), we also obtain a maximal time T of existence of (Z,H) as a solution to (1.1)–(1.3)
with initial value (Z0,H0) and the characterization condition (1.7) for singular points.
Suppose T1 is the largest ﬁnite time of smooth solution starting from (Z0,H0). We will prove the ﬁniteness of singular
points on M ×{T1}. In fact, suppose singularities occur at (x1, T1), (x2, T1), . . . , and choose any ﬁnite collection {(xl, T1)}L1l=1
of such points. For any R ∈ (0, R0], and any M ′  M\⋃L1l=1 BR(xl), by Fatou lemma and (3.4), we have∫
M′
1
2
∣∣∇Z(·, T1)∣∣2  lim inf
t→T−1
∫
M′
1
2
∣∣∇Z(·, t)∣∣2  lim inf
t→T−1
∫
M
1
2
∣∣∇Z(·, t)∣∣2 − L1∑
l=1
∫
BR (xl)
1
2
∣∣∇Z(·, t)∣∣2
 1
2
∫
M
(|∇Z0|2 + |H0|2)− L10.
Passing to the limit R → 0 and M ′ → M , we get
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M
1
2
∣∣∇Z(·, T1)∣∣2  1
2
∫
M
(|∇Z0|2 + |H0|2)− L10.
By 12
∫
M(|∇Z0|2 + |H0|2) < ∞, we obtain the ﬁniteness of L1.
Therefore there exists a number T1 > 0 and a unique solution (Z,H) ∈ (V 1(MT1 ; S2), V 2(MT1 ; R3)) with exception of
at most ﬁnitely many points {(xl, T1)}L1l=1. Since an isolated point (xl, T1) has (H1,2(M)−) capacity zero, (Z,H) will be a
distributional solution to (1.1)–(1.4) on all of MT10 . By Lemma 2.3 and above argument, we may continue (Z,H) to some
larger interval (0, T2] by solving (1.1)–(1.3) with initial data (Z(·, T1),H(·, T1)). Iterating, we obtain a global solution (Z,H)
with exception of points (xl, Tk)1kK ;1lLk .
Finally, we prove the ﬁniteness of {(xl, Tk)}1kK ;1lLk .
Let F (t) = ∫M 12 [|∇Z(·, t)|2 + |H(·, t)|2]. Then by the energy estimate, we have F (t) is non-increasing with respect to t.
Denote T0 = 0. By similar argument as in the proof of the ﬁniteness of singular points in time T1, choose any ﬁnite
collection {(xl, Tk)}1kK ;1lLk of singular points. Then we get that
F (Tk) F (Tk) − Lk0.
Then by iteration, we have
F (TK ) F (TK−1)− LK 0  · · · F (T0) − 0
K∑
k=1
Lk = F (0) − 0
K∑
k=1
Lk,
which implies that
∑K
k=1 Lk 
F (0)
0
< ∞.
We obtain the ﬁniteness of {(xl, Tk)}1kK ;1lLk . This theorem is proved. 
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