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Abstract
A boundary feedback stabilisation problem of non-uniform linear hyperbolic systems of bal-
ance laws with additive disturbance is discussed. A continuous and a corresponding discrete
Lyapunov function is defined. Using an input-to-state-stability (ISS) L2−Lyapunov function,
the decay of solutions of linear systems of balance laws is proved. In the discrete framework,
a first-order finite volume scheme is employed. In such cases, the decay rates can be explicitly
derived. The main objective is to prove the Lyapunov stability for the L2-norm for linear hy-
perbolic systems of balance laws with additive disturbance both analytically and numerically.
Theoretical results are demonstrated by using numerical computations.
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1 Introduction
We consider the following k×k non-uniform linear hyperbolic system of balance laws with additive
disturbances (see Equation 2 in [27] and Equation 1.1.10 in [31]):
∂tW + Λ(x)∂xW +Π(x)W = Ψ(x, t), x ∈ [0, l], t ∈ [0,+∞), (1)
whereW :=W (x, t) : [0, l]×[0,+∞)→ Rk is a state vector. In addition Λ(x) = diag{Λ+(x),−Λ−(x)},
where Λ+(x) ∈ Rm×m+ and Λ−(x) ∈ R(k−m)×(k−m)+ , are non-zero differentiable diagonal matrices,
Π(x) ∈ Rk×k is a non-zero matrix and Ψ := Ψ(x, t) : [0, l]× [0,+∞)→ Rk is a vector of disturbance
functions. Corresponding to the positive and negative diagonal entries of Λ(x), the state vector W
is specified by W⊤ = [W+,W−]⊤, where W+ ∈ Rm and W− ∈ Rk−m and the disturbance function
is also written as Ψ⊤ = [Ψ+,Ψ−]⊤, where Ψ+ ∈ Rm and Ψ− ∈ Rk−m. More clarity on the notation
will be presented in Section 2.
Equation (1) is supplemented by an initial condition which is set as
W (x, 0) =W0(x), x ∈ (0, l), (2)
where W0 : (0, l) → Rk is of class C1. On a finite spatial domain, the following linear feedback
boundary conditions with no additive disturbance are prescribed:[
W+(0, t)
W−(l, t)
]
= K
[
W+(l, t)
W−(0, t)
]
, t > 0, (3)
1
where K ∈ Rk×k is a non-zero real matrix of the form K =
[
0 K−
K+ 0
]
, with K− ∈ Rm×(k−m) and
K+ ∈ R(k−m)×m, together with a zero-order initial boundary compatibility condition expressed as:[
W+(0, 0)
W−(l, 0)
]
= K
[
W+(l, 0)
W−(0, 0)
]
. (4)
The main purpose of this paper is to analyse numerical boundary feedback stability of non-uniform
linear hyperbolic systems of balance laws with additive disturbances such as presented in equations
(1) - (4) above. A numerical ISS L2−Lyapunov function is constructed and used to investigate
conditions for ISS. Mathematical proofs for decay rates for an upwind finite-volume scheme using
an equivalent discrete Lyapunov function will be presented. The secondary purpose is to analyse
the decay of a continuous ISS L2− Lyapunov function for the same hyperbolic systems. This serves
as motivation to investigate the conditions under which in a numerical scheme decay of the discrete
solutions can be achieved. In addition, the decay of the discrete ISS L2−Lyapunov function is also
confirmed using numerical computations of linear hyperbolic systems and the Saint-Venant system.
Boundary feedback stabilisation of hyperbolic systems of balance laws, in general, has been an
active research field, see [3, 5–10, 13, 17, 18, 24], for some references. However, boundary feedback
stabilisation of linear hyperbolic systems of balance laws with additive disturbance is more recent
[19, 27]. For hyperbolic systems of balance laws, a strict L2−Lyapunov function is used to inves-
tigate conditions for exponential stability of such systems. In [27] an ISS L2−Lyapunov function
is used to investigate conditions for ISS of time-varying linear hyperbolic system of balance laws
with additive disturbance. In the current article, an ISS L2− Lyapunov function for non-uniform
linear hyperbolic systems of balance laws is introduced in Section 2. Therein a rigorous discussion
of the decay of such a Lyapunov function is discussed.
It must be mentioned that in the field of dynamical systems control, input-to-state stability (ISS)
is well known and it is used to analyse stability of nonlinear dynamical systems with additive
disturbances (or external inputs) [21, 28, 30]. For further study of ISS, the reader is referred to
[29].
Numerical boundary feedback stabilisation of hyperbolic systems of balance laws has become a
developing research field [1, 2, 12, 14–16, 20]. In these studies, a discrete L2−Lyapunov function
is constructed and used to investigate conditions for exponential stability of discretised hyperbolic
systems. This is the main thrust of this paper. The numerical boundary feedback is discussed in
Section 3 which contains the main results of this paper. Furthermore, the decay of the discrete
ISS L2−Lyapunov function has been rigorously proved. The main contribution of this paper is
a new numerical Lyapunov function and proof of its decay. In most cases such as [27] numerical
approaches are applied and their results are computationally demonstrated without a numerical
analysis. This paper intends to fill that gap.
Exponential decay of the strict L2−Lyapunov function has been shown for some important physical
problems such as gas flow through a pipeline [18], the transmission of electricity along a power line
(defined by the telegraph equation) [17] and the shallow water flow along a channel with and
without transportation of sediment [3, 10]. In this paper, the theoretical and numerical results are
applied to a non-uniform linear system of balance laws with additive disturbances as well as to the
well known Saint-Venant equations. The results in Section 4 demonstrate how the analysis can be
applied and the numerical decay of the Lyapunov function can be observed.
2
2 Boundary feedback for ISS
In this section the analytical boundary feedback results are presented and proved. Some necessary
notation and definitions will be presented first and the main theorem of the section will be presented
and proved. The section ends with a corollary which links the results herein with ISS for uniform
linear balance laws.
Notation 1. Denote Rk, Rk×k and Rk×k+ as the set of k−dimensional real vectors, k−dimensional
square real matrices and k−dimensional square real matrices with positive entries, respectively. De-
note C0 and C1 as the set of continuous and continuously differentiable functions in Rk, respectively.
For a given function f : [0, l]→ Rk, the L2−norm is defined as
‖f‖L2 =
√∫ l
0
|f(x)|2dx,
where | · | is the Euclidean norm in Rk. Moreover, L2(0, l) is called the space of all measurable
functions, f , for which ‖f‖L2 <∞.
In addition, the following assumptions are made:
Assumption 1. For all x ∈ [0, l], and t ∈ [0,+∞), assume
(i) The real diagonal matrix Λ is of class C1.
(ii) The real matrix Π and the disturbance function Ψ are of class C0.
(iii) The sup
s∈[0,t]
(|Ψ(x, s)|2) is sufficiently small.
The existence and uniqueness of a solution to the system (1) with initial conditions (2), boundary
conditions (3) and compatibility conditions (4) is proved in [23]. The ISS of a steady-state W ≡ 0
is defined as follows:
Definition 1 (ISS). The steady-state W (x, t) ≡ 0 of the system (1) with the boundary conditions
(3) is ISS in L2−norm with respect to disturbance function Ψ if there exist positive real constants
η > 0, ξ > 0 and C > 0 such that, for every initial condition W0(x) ∈ L2((0, l);Rk) satisfying
the compatibility condition (4), the L2−solution to the system (1) with initial condition (2) and
boundary conditions (3) satisfies
‖W (·, t)‖2L2((0,l);Rk) ≤ Ce−ηt‖W0‖2L2((0,l);Rk) +
C
ηξ
sup
s∈[0,t]
(∫ l
0
|Ψ(x, s)|2dx
)
, t ≥ 0. (5)
Remark 1. The extra term in the inequality (5) estimates the influence of the disturbance Ψ on
the solution of the system (1) with the boundary conditions (3).
Definition 2 (L2−ISS-Lyapunov function [27]). An L2−function, L, is said to be an ISS-Lyapunov
function for the system (1) with the boundary conditions (3) if there exist positive real constants
η > 0, ξ > 0 and β > 0 such that, for all continuous functions Ψ, for all solutions of the system
(1) satisfying the boundary conditions (3), and for all t ∈ [0,+∞),
dL(W (·, t))
dt
≤ −ηL(W (·, t)) + β
ξ
sup
s∈[0,t]
(∫ l
0
|Ψ(x, s)|2dx
)
. (6)
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At this point, inequalities that will be used in the proof of the main theorem are presented.
Proposition 1. Let y, z ∈ Rk. Then,
a) For any matrix A ∈ Rk×k, the following holds
−2y⊤A(y − z) = −y⊤Ay + z⊤Az − (y − z)⊤A(y − z). (7)
b) For any positive semi-definite matrix B ∈ Rk×k, there exist ξ > 0 such that
±2y⊤Bz ≤ ξy⊤By + 1
ξ
z⊤Bz. (8)
Proof. a) For any quadratic form,
(y − z)⊤A(y − z) = y⊤Ay + z⊤Az − 2y⊤Az,
= − y⊤Ay + z⊤Az − 2y⊤Az + 2y⊤Ay,
= − y⊤Ay + z⊤Az + 2y⊤A(y − z).
Thus equation (7) is proved.
b) For any positive semi-definite quadratic form,
0 ≤
(√
ξy ∓ 1√
ξ
z
)⊤
B
(√
ξy ∓ 1√
ξ
z
)
,
= ξy⊤By +
1
ξ
z⊤Bz ∓ 2y⊤Bz.
Thus, the inequality (8) is obtained.
Further
Lemma 1. Consider the L2−function, L, defined by
L(W (·, t)) =
∫ l
0
W⊤P (x)Wdx, t ∈ [0,+∞), (9)
which is an ISS-Lyapunov function for the system (1) with boundary conditions (3). Denote the
smallest and largest eigenvalues of the diagonal matrix P (x) by ζ and β, respectively. Then, there
exist a positive real constant η > 0, and for every W , we have the inequality
ζ
∫ l
0
|W |2dx ≤ L(W (·, t)) ≤ β
∫ l
0
|W |2dx. (10)
The proof that L is indeed a Lyapunov function will be presented in Theorem 1.
Remark 2. In the paper [4], an explicit Lyapunov function is considered. The weight function,
P (x), used in the L2− function (9) is in general form. Alternatively, the implicit weight function
is defined by
P (x) = diag{P+ exp(−µx), P− exp(µx)}, µ > 0,
where P+ ∈ Rm×m+ and P− ∈ R(k−m)×(k−m)+ are constant diagonal matrices.
Now we are ready to present a proof of Lemma 1:
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Proof. Since the diagonal matrix P (x) is a positive diagonal matrix, for all x ∈ [0, l], and for all
W ∈ Rk, we have
ζ|W |2 ≤W⊤P (x)W ≤ β|W |2. (11)
Consequently, the inequality (10) is obtained.
Lemma 2 (Gronwall’s Lemma). Let y ∈ C1([0,+∞)), z ∈ R, a ∈ R+, and
y′(t) ≤ −ay(t) + z, y(0) = c ≥ 0, t ≥ 0.
Then
y(t) ≤
(
c− z
a
)
e−at +
z
a
, t ≥ 0.
Proof. For the proof, see Lemma 1.1.1 in [25] by considering constants a and z.
Theorem 1 (Stability). Assume the system (1) with the boundary conditions (3) satisfies Assump-
tion 1. Let ξ be any positive real number. Define a weight function by P (x) = diag{P+(x), P−(x)},
where P+(x) ∈ Rm×m+ and P−(x) ∈ R(k−m)×(k−m)+ . Assume that the matrix
−Λ(x)P ′(x)− Λ′(x)P (x) + Π⊤(x)P (x) + P (x)Π(x) − ξP (x), (12)
is positive definite for all x ∈ [0, l] and the matrix[
Λ+(l)P+(l) 0
0 Λ−(0)P−(0)
]
−K⊤
[
Λ+(0)P+(0) 0
0 −Λ−(l)P−(l)
]
K, (13)
is positive semi-definite. Then the L2−function, L, in Equation (9) is an ISS-Lyapunov function for
the system (1) with boundary conditions (3). Moreover, the steady-state W (x, t) ≡ 0 of the system
(1) with boundary conditions (3) is ISS in L2−norm with respect to the disturbance function Ψ.
Proof. It suffices to show that the L2−function defined by Equation (9) is an ISS-Lyapunov func-
tion. Thus, the time derivative of the candidate ISS-Lyapunov function (9) is computed by using
the system (1), the boundary conditions (3), and the initial boundary compatibility conditions (4)
as follows:
dL(W (·, t))
dt
=
∫ l
0
(
∂tW
⊤P (x)W +W⊤P (x)∂tW
)
dx,
=
∫ l
0
(
(−Λ(x)∂xW −Π(x)W +Ψ(x, t))⊤ P (x)W
+W⊤P (x) (−Λ(x)∂xW −Π(x)W +Ψ(x, t))
)
dx.
Rewriting the above equation, one obtains:
dL(W (·, t))
dt
= −
∫ l
0
(
∂xW
⊤Λ(x)P (x)W +W⊤Λ(x)P (x)∂xW
)
dx
−
∫ l
0
W⊤
(
Π⊤(x)P (x) + P (x)Π(x)
)
Wdx+ 2
∫ l
0
W⊤P (x)Ψ(x, t) dx,
−
∫ l
0
∂x
(
W⊤Λ(x)P (x)W
)
dx+ 2
∫ l
0
W⊤P (x)Ψ(x, t) dx
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−
∫ l
0
W⊤
(
−Λ(x)P ′(x)− Λ′(x)P (x) + Π⊤(x)P (x) + P (x)Π(x)
)
W dx,
= −
[
W⊤Λ(x)P (x)W
]l
0
+ 2
∫ l
0
W⊤P (x)Ψ(x, t) dx
−
∫ l
0
W⊤
(
−Λ(x)P ′(x)− Λ′(x)P (x) + Π⊤(x)P (x) + P (x)Π(x)
)
W dx.
The first term in the above equation is treated by substituting boundary conditions (3) and by
assumption in Theorem 1 for the matrix in Equation (13) to obtain:
−
[
W⊤Λ(x)P (x)W
]l
0
= −
[
W+(l, t)
W−(l, t)
]⊤ [
Λ+(l)P+(l) 0
0 −Λ−(l)P−(l)
] [
W+(l, t)
W−(l, t)
]
+
[
W+(0, t)
W−(0, t)
]⊤ [
Λ+(0)P+(0) 0
0 −Λ−(0)P−(0)
][
W+(0, t)
W−(0, t)
]
,
= −
[
W+(l, t)
W−(0, t)
]⊤ [
Λ+(l)P+(l) 0
0 Λ−(0)P−(0)
] [
W+(l, t)
W−(0, t)
]
+
[
W+(0, t)
W−(l, t)
]⊤ [
Λ+(0)P+(0) 0
0 −Λ−(l)P−(l)
][
W+(0, t)
W−(l, t)
]
,
= −
[
W+(l, t)
W−(0, t)
]⊤ [
Λ+(l)P+(l) 0
0 Λ−(0)P−(0)
] [
W+(l, t)
W−(0, t)
]
+
[
W+(l, t)
W−(0, t)
]⊤
K⊤
[
Λ+(0)P+(0) 0
0 −Λ−(l)P−(l)
]
K[
W+(l, t)
W−(0, t)
]
≤ 0.
Thus,
dL(W (·, t))
dt
= −
∫ l
0
W⊤
(
−Λ(x)P ′(x)− Λ′(x)P (x) + Π⊤(x)P (x) + P (x)Π(x)
)
Wdx
+ 2
∫ l
0
W⊤P (x)Ψ(x, t)dx. (14)
By Proposition 1, and using the inequality (10), the time derivative of the candidate ISS-Lyapunov
function (14) is estimated as
dL(W (·, t))
dt
≤ −
∫ l
0
W⊤
[
−Λ(x)P ′(x)− Λ′(x)P (x) + Π⊤(x)P (x) + P (x)Π(x)
]
Wdx
+ξ
∫ l
0
W⊤P (x)Wdx+
1
ξ
∫ l
0
Ψ⊤(x, t)P (x)Ψ(x, t)dx,
≤ −
∫ l
0
W⊤
[
−Λ(x)P ′(x)− Λ′(x)P (x) + Π⊤(x)P (x) + P (x)Π(x) − ξP (x)
]
Wdx
+
β
ξ
∫ l
0
|Ψ(x, t)|2dx.
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Hence
dL(W (·, t))
dt
≤ −
∫ l
0
W⊤Q(x)Wdx+
β
ξ
sup
s∈[0,t]
(∫ l
0
|Ψ(x, s)|2dx
)
. (15)
where Q(x) = −Λ(x)P ′(x)− Λ′(x)P (x) + Π⊤(x)P (x) + P (x)Π(x)− ξP (x).
Also using assumptions in Theorem 1 for the matrix in Equation (12), Q, there exists η > 0 such
that W⊤Q(x)W ≥ ηW⊤P (x)W for all x ∈ [0, l], we obtain the inequality (16) below:
dL(W (·, t))
dt
≤ −ηL(W (·, t)) + β
ξ
sup
s∈[0,t]
(∫ l
0
|Ψ(x, s)|2dx
)
. (16)
We now have
L(W (·, t)) ≤ e−ηt
(
L(W (·, 0)) − β
ηξ
sup
s∈[0,t]
(∫ l
0
|Ψ(x, s)|2dx
))
+
β
ηξ
sup
s∈[0,t]
(∫ l
0
|Ψ(x, s)|2dx
)
,
≤ e−ηtL(W (·, 0)) + β
ηξ
sup
s∈[0,t]
(∫ l
0
|Ψ(x, s)|2dx
)
, t ≥ 0. (17)
Now, we apply inequality (10) in inequality (17) to obtain
ζ‖W (·, t)‖2L2((0,l);Rk) ≤ βe−ηt‖W0‖2L2((0,l);Rk) +
β
ηξ
sup
s∈[0,t]
(∫ l
0
|Ψ(x, s)|2dx
)
, t ≥ 0. (18)
Let C = β/ζ. Then the condition for exponential stability Equation (5) is satisfied. This concludes
the proof of Theorem 1.
Now consider a k× k uniform linear hyperbolic system of balance laws with additive disturbances:
∂tW +Λ∂xW +ΠW = Ψ(x, t), (19)
where Λ = diag{Λ+,−Λ−}, with Λ+ ∈ Rm×m+ , and Λ− ∈ R(k−m)×(k−m)+ , is a diagonal matrix, Π is
a constant real matrix in Rk×k, and Ψ is a vector in Rk.
Assumption 2. For all x ∈ [0, l], and t ∈ [0,+∞), assume that assumption (ii) for Ψ and (iii)
stated in Assumption 1 still hold.
Corollary 1. Assume the system (19) with the boundary conditions (3) satisfies Assumption 2.
Let ξ be any positive real number. Assume that the matrix
−ΛP ′(x) + Π⊤(x)P (x) + P (x)Π(x) − ξP (x), (20)
is positive definite for all x ∈ [0, l], and the matrix[
Λ+P+(l) 0
0 Λ−P−(0)
]
−K⊤
[
Λ+P+(0) 0
0 −Λ−P−(l)
]
K, (21)
is positive semi-definite. Then the L2−function, L, defined by Equation (9) is an ISS-Lyapunov
function for the system (19) with boundary conditions (3). Moreover, the steady-state W (x, t) ≡ 0
of the system (19) with boundary conditions (3) is ISS in L2−norm with respect to disturbance
function Ψ.
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3 Numerical boundary feedback and ISS
In this section a numerical approach to analyse the non-uniform balance laws is presented. For
non-uniform linear hyperbolic systems of balance laws with additive disturbances in one spatial
dimension the finite volume method is applied (see [26]).
Consider a uniform grid and denote grid points along the x− and t−directions by
xj− 1
2
= j∆x, j = 0, . . . , J, tn = n∆t, n = 0, . . . , N,
respectively, where ∆x = l/J and ∆t = T/N denote step sizes, and x− 1
2
= 0 and xJ− 1
2
= l denote
the left and right boundary points, respectively. Let xj =
(
j + 12
)
∆x, j = 0, . . . , J − 1 denote cell
centres. Approximate the j−th cell average at time tn of the state variables W over each grid cell(
xj− 1
2
, xj+ 1
2
)
by:
W nj =
1
∆x
∫ x
j+1
2
x
j− 1
2
W (x, tn)dx, j = 0, . . . , J − 1. (22)
With the numerical approximation W nj , and for ∆t→ 0, the following operator-splitting technique
is applied to the system (1):
∂tW + Λ(x)∂xW = Ψ(x, t), (23a)
∂tW +Π(x)W = 0, x ∈ [0, l], t ∈ [0,+∞). (23b)
Thus the system (1) is discretised by applying an explicit Euler scheme for temporal derivatives,
an upwind scheme for spatial derivatives and centred discretisation for coefficients, source terms
and additive disturbances as: for n = 0, . . . , N − 1, j = 0, . . . , J − 1,[
W˜+
n
j
W˜−
n
j
]
=
[
W+
n
j
W−
n
j
]
− ∆t
∆x
[
Λ+j−1 0
0 −Λ−j+1
][
W+
n
j −W+nj−1
W−
n
j+1 −W−nj
]
+∆t
[
Ψ+
n
j
Ψ−
n
j
]
, (24a)[
W+
n+1
j
W−
n+1
j
]
=
[
W˜+
n
j
W˜−
n
j
]
−∆tΠj
[
W˜+
n
j
W˜−
n
j
]
. (24b)
The initial condition (2) is discretised as
W 0j =W0,j, j = 0, . . . , J − 1, (25)
and the discretisation of the boundary conditions (3) is[
W+
n+1
−1
W−
n+1
J
]
= K
[
W+
n+1
J−1
W−
n+1
0
]
, n = 0, . . . , N − 1. (26)
Furthermore, the discretisation of the zero-order initial boundary compatibility conditions (4) can
be written as [
W+
0
−1
W−
0
J
]
= K
[
W+
0
J−1
W−
0
0
]
. (27)
Our aim is to investigate conditions for numerical boundary feedback stabilisation. For this reason,
the definition of discrete ISS follows:
8
Definition 3 (Discrete ISS). The steady-state W nj ≡ 0, j = 0, . . . , J − 1, n = 0, . . . , N − 1 of the
discretised system (24), with boundary conditions (26) is discrete ISS in L2−norm with respect to
discrete disturbance function Ψnj if there exist positive real constants η > 0, ξ > 0 and C > 0 such
that, for every initial condition W 0j ∈ L2((xj− 1
2
, xj+ 1
2
);Rk) satisfying the compatibility condition
(27), the L2−solution to the discretised system (24) with initial conditions (25) and boundary
conditions (26) satisfies
∆x
J−1∑
j=0
|W n+1j |2 ≤ Ce−ηt
n+1
∆x
J−1∑
j=0
|W 0j |2 +
C
η
(
1
ξ
+∆t
)
sup
0≤s≤n
∆x J−1∑
j=0
|Ψsj |2
 . (28)
Definition 4 (A discrete L2−ISS-Lyapunov function). A discrete L2 function, Ln, n = 0, . . . , N−
1 is said to be a discrete ISS-Lyapunov function for the discretised system (24) with boundary
conditions (26) if there exist positive real constants η > 0, ξ > 0 and β > 0 such that, for all
discrete functions Ψnj , j = 0, . . . , J − 1, for all solutions of the system (24) satisfying boundary
conditions (26),
Ln+1 − Ln
∆t
≤ −ηLn + β
(
1
ξ
+∆t
)
sup
0≤s≤n
∆x J−1∑
j=0
|Ψsj |2
 . (29)
Before we proceed with the main result of this section, we present the following preliminary results.
Lemma 3. Let the discrete L2−function defined by
Ln = ∆x
J−1∑
j=0
W nj
⊤PjW
n
j , n = 0, . . . , N − 1, (30)
be a discrete ISS-Lyapunov function for the system (24) with boundary conditions (26). Define a
discrete weight function by Pj = diag{P+j , P−j }, where P+j and P−j denote the first m and the last
k −m diagonal entries, respectively, for j = 0, . . . , J − 1 with the smallest and largest eigenvalue
of Pj, j = 0, . . . , J − 1 denoted by ζ = min
0≤j≤J−1
Pj and β = max
0≤j≤J−1
Pj , respectively. Then the
following inequality holds
ζ∆x
J−1∑
j=0
|W nj |2 ≤ Ln ≤ β∆x
J−1∑
j=0
|W nj |2. (31)
Proof. Consider the positive diagonal matrix Pj , then we have
ζ|W nj |2 ≤W n⊤j PjW nj ≤ β|W nj |2, j = 0, . . . , J − 1, n = 0, . . . , N − 1. (32)
Thus, the inequality (31) can be obtained from the inequality (32).
Lemma 4. Let a > 0 and z ∈ R. Suppose for discrete functions yn, n = 0, . . . , N − 1,
yn+1 − yn
∆t
≤ −ayn + z, y0 = c. (33)
Then
yn+1 ≤
(
c− z
a
)
(1− a∆t)n+1 + z
a
, n = 0, . . . , N − 1. (34)
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Proof. The inequality (33), by applying recursion, can be expressed as
yn+1 ≤ c (1− a∆t)n+1 + z∆t
n∑
r=0
(1− a∆t)r , n = 0, . . . , N − 1. (35)
For sufficiently small ∆t, 0 < 1−a∆t < 1, then the inequality (35) implies the inequality (34).
Theorem 2 (Stability). Assume the system (24) with boundary conditions (26) satisfies Assump-
tion (1) for system (24). Let T > 0 be fixed and the CFL condition, ∆t∆x max 1≤i≤k
0≤j≤J−1
|λi,j| ≤ 1 hold.
Let ξ be any positive real number. Define a discrete weight function by Pj = diag{P+j , P−j }, where
P+j and P
−
j denote the first m and the last k−m diagonal entries, respectively, for j = 0, . . . , J−1.
Assume that the matrix
− (1 + ξ∆t)
Λ
+
j−1
(
P+j+1−P
+
j
∆x
)
0
0 −Λ−j+1
(
P−j −P
−
j−1
∆x
)

− (1 + ξ∆t)

(
Λ+j −Λ
+
j−1
∆x
)
P+j+1 0
0 −
(
Λ−j+1−Λ
−
j
∆x
)
P−j−1
− ξPj , (36)
is positive definite for all j = 0, . . . , J − 1 and the matrices
PjΠj +Πj
⊤Pj −∆tΠj⊤PjΠj , (37)
and [
Λ+J−1P
+
J 0
0 Λ−0P
−
−1
]
−K⊤
[
Λ+−1P
+
0 0
0 Λ−JP
−
J−1
]
K, (38)
are positive semi-definite for all j = 0, . . . , J−1. Then the discrete L2−function defined by Equation
(30) is a discrete ISS-Lyapunov function for system (24) with boundary conditions (26). Moreover,
the steady-state W nj ≡ 0, j = 0, . . . , J−1, n = 0, . . . , N−1 of system (24) with boundary conditions
(26) is discrete ISS in L2−norm with respect to discrete disturbance function Ψnj , j = 0, . . . , J − 1.
Proof. We begin the proof by approximating the time derivative of the candidate ISS-Lyapunov
function defined by Equation (9). It can be expressed as
Ln+1 − Ln
∆t
=
Ln+1 − L˜n
∆t
+
L˜n − Ln
∆t
, (39)
where
L˜n = ∆x
J−1∑
j=0
W˜ n⊤j PjW˜
n
j , n = 0, . . . , N − 1.
Consider the first term on the RHS of equation (39) and then by system (24b), we have
Ln+1 − L˜n
∆t
=
∆x
∆t
J−1∑
j=0
(
W n+1⊤j PjW
n+1
j − W˜ n⊤j PjW˜ nj
)
,
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=
∆x
∆t
J−1∑
j=0
(
W˜ n⊤j PjW˜
n
j −∆tW˜ n⊤j PjΠjW˜ nj −∆tW˜ n⊤j Πj⊤PjW˜ nj
+(∆t)2 W˜ n⊤j Πj
⊤PjΠjW˜
n
j − W˜ n⊤j PjW˜ nj
)
,
= −∆x
J−1∑
j=0
W˜ n⊤j
(
PjΠj +Πj
⊤Pj −∆tΠj⊤PjΠj
)
W˜ nj ≤ 0, (40)
where n = 0, . . . , N − 1 and we used the assumption in Theorem 2 in the last step.
We now analyse the second term on the RHS of the equation (39) as
L˜n − Ln
∆t
=
∆x
∆t
J−1∑
j=0
(
W˜ n⊤j PjW˜
n
j −W n⊤j PjW nj
)
, n = 0, . . . , N − 1, (41)
where
W˜ n⊤j PjW˜
n
j = W
n⊤
j PjW
n
j − 2
[
W+
n
j
W−
n
j
]⊤ [
∆t
∆xΛ
+
j−1P
+
j 0
0 −∆t∆xΛ−j+1P−j
][
W+
n
j −W+nj−1
W−
n
j+1 −W−nj
]
+
[
W+
n
j −W+nj−1
W−
n
j+1 −W−nj
]⊤ ( ∆t∆xΛ+j−1)2 P+j 0
0
(
−∆t∆xΛ−j+1
)2
P−j
[W+nj −W+nj−1
W−
n
j+1 −W−nj
]
+2∆t
[
W+
n
j
W−
n
j
]⊤ [(
Im − ∆t∆xΛ+j−1
)
P+j 0
0
(
Ik−m − ∆t∆xΛ−j+1
)
P−j
][
Ψ+
n
j
Ψ−
n
j
]
(42)
+2∆t
[
W+
n
j−1
W−
n
j+1
]⊤ [
∆t
∆xΛ
+
j−1P
+
j 0
0 ∆t∆xΛ
−
j+1P
−
j
][
Ψ+
n
j
Ψ−
n
j
]
+ (∆t)2Ψnj
⊤PjΨ
n
j .
By using Proposition 1 and the CFL condition in equation (42), for all n = 0, . . . , N − 1, j =
0, . . . , J − 1, we obtain
W˜ n⊤j PjW˜
n
j ≤ W n⊤j PjW nj −
[
W+
n
j
W−
n
j
]⊤ [∆t
∆xΛ
+
j−1P
+
j 0
0 ∆t∆xΛ
−
j+1P
−
j
][
W+
n
j
W−
n
j
]
+
[
W+
n
j−1
W−
n
j+1
]⊤ [∆t
∆xΛ
+
j−1P
+
j 0
0 ∆t∆xΛ
−
j+1P
−
j
] [
W+
n
j−1
W−
n
j+1
]
−
[
W+
n
j −W+nj−1
W−
n
j+1 −W−nj
]⊤ [
∆t
∆xΛ
+
j−1P
+
j 0
0 ∆t∆xΛ
−
j+1P
−
j
][
W+
n
j −W+nj−1
W−
n
j+1 −W−nj
]
+
[
W+
n
j −W+nj−1
W−
n
j+1 −W−nj
]⊤ (∆t∆xΛ+j−1)2 P+j 0
0
(
−∆t∆xΛ−j+1
)2
P−j
[W+nj −W+nj−1
W−
n
j+1 −W−nj
]
+∆tξ
[
W+
n
j
W−
n
j
]⊤ [(
Im − ∆t∆xΛ+j−1
)
P+j 0
0
(
Ik−m − ∆t∆xΛ−j+1
)
P−j
][
W+
n
j
W−
n
j
]
+∆t
1
ξ
[
Ψ+
n
j
Ψ−
n
j
]⊤ [(
Im − ∆t∆xΛ+j−1
)
P+j 0
0
(
Ik−m − ∆t∆xΛ−j+1
)
P−j
][
Ψ+
n
j
Ψ−
n
j
]
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+∆tξ
[
W+
n
j−1
W−
n
j+1
]⊤ [
∆t
∆xΛ
+
j−1P
+
j 0
0 ∆t∆xΛ
−
j+1P
−
j
][
W+
n
j−1
W−
n
j+1
]
+∆t
1
ξ
[
Ψ+
n
j
Ψ−
n
j
]⊤ [
∆t
∆xΛ
+
j−1P
+
j 0
0 ∆t∆xΛ
−
j+1P
−
j
][
Ψ+
n
j
Ψ−
n
j
]
+ (∆t)2Ψnj
⊤PjΨ
n
j ,
= W n⊤j PjW
n
j − (1 + ξ∆t)
[
W+
n
j
W−
n
j
]⊤ [∆t
∆xΛ
+
j−1P
+
j 0
0 ∆t∆xΛ
−
j+1P
−
j
][
W+
n
j
W−
n
j
]
+(1 + ξ∆t)
[
W+
n
j−1
W−
n
j+1
]⊤ [
∆t
∆xΛ
+
j−1P
+
j 0
0 ∆t∆xΛ
−
j+1P
−
j
][
W+
n
j−1
W−
n
j+1
]
−
[
W+
n
j −W+nj−1
W−
n
j+1 −W−nj
]⊤ [
∆t
∆xΛ
+
j−1
(
Im − ∆t∆xΛ+j−1
)
P+j 0
0 ∆t∆xΛ
−
j+1
(
Ik−m − ∆t∆xΛ−j+1
)
P−j
]
×
[
W+
n
j −W+nj−1
W−
n
j+1 −W−nj
]
+ξ∆tW n⊤j PjW
n
j +∆t
(
1
ξ
+∆t
)
Ψnj
⊤PjΨ
n
j .
It can thus be concluded that
W˜ n⊤j PjW˜
n
j ≤ W n⊤j PjW nj − (1 + ξ∆t)
[
W+
n
j
W−
n
j
]⊤ [
∆t
∆xΛ
+
j−1P
+
j 0
0 ∆t∆xΛ
−
j+1P
−
j
][
W+
n
j
W−
n
j
]
+(1 + ξ∆t)
[
W+
n
j−1
W−
n
j+1
]⊤ [
∆t
∆xΛ
+
j−1P
+
j 0
0 ∆t∆xΛ
−
j+1P
−
j
] [
W+
n
j−1
W−
n
j+1
]
(43)
+ξ∆tW n⊤j PjW
n
j +∆t
(
1
ξ
+∆t
)
Ψnj
⊤PjΨ
n
j .
Thus, from inequality (43), for n = 0, . . . , N − 1, equation (41) is approximated as
L˜n − Ln
∆t
≤ ξ∆x
J−1∑
j=0
W n⊤j PjW
n
j +
(
1
ξ
+∆t
)
∆x
J−1∑
j=0
Ψn⊤j PjΨ
n
j
− (1 + ξ∆t)
J−1∑
j=0
[
W+
n
j
W−
n
j
]⊤ [
Λ+j−1P
+
j 0
0 Λ−j+1P
−
j
][
W+
n
j
W−
n
j
]
+(1 + ξ∆t)
J−1∑
j=0
[
W+
n
j−1
W−
n
j+1
]⊤ [
Λ+j−1P
+
j 0
0 Λ−j+1P
−
j
][
W+
n
j−1
W−
n
j+1
]
. (44)
By using xj = xj−1 +∆x, j = 0, . . . , J − 1, boundary conditions (26), the compatibility conditions
(27) and the assumption in Theorem 2, we obtain [2]
J−1∑
j=0
[
W+
n
j−1
W−
n
j+1
]⊤ [
Λ+j−1P
+
j 0
0 Λ−j+1P
−
j
] [
W+
n
j−1
W−
n
j+1
]
(45)
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≤
J−1∑
j=0
[
W+
n
j
W−
n
j
]⊤ [
Λ+j P
+
j+1 0
0 Λ−j P
−
j−1
] [
W+
n
j
W−
n
j
]
for n = 0, . . . , N − 1, j = 0, . . . , J − 1. We now substitute the inequality (45) in inequality (44)
to obtain
L˜n − Ln
∆t
≤ ξ∆x
J−1∑
j=0
W n⊤j PjW
n
j +
(
1
ξ
+∆t
)
∆x
J−1∑
j=0
Ψn⊤j PjΨ
n
j
− (1 + ξ∆t)
J−1∑
j=0
[
W+
n
j
W−
n
j
]⊤ [
Λ+j−1P
+
j 0
0 Λ−j+1P
−
j
][
W+
n
j
W−
n
j
]
+(1 + ξ∆t)
J−1∑
j=0
[
W+
n
j
W−
n
j
]⊤ [
Λ+j P
+
j+1 0
0 Λ−j P
−
j−1
] [
W+
n
j
W−
n
j
]
,
= ξ∆x
J−1∑
j=0
W n⊤j PjW
n
j +
(
1
ξ
+∆t
)
∆x
J−1∑
j=0
Ψn⊤j PjΨ
n
j
− (1 + ξ∆t)∆x
J−1∑
j=0
[
W+
n
j
W−
n
j
]⊤ Λ+j−1P+j −Λ+j P+j+1∆x 0
0
Λ−j+1P
−
j −Λ
−
j P
−
j−1
∆x
[W+nj
W−
n
j
]
,
= ξ∆x
J−1∑
j=0
W n⊤j PjW
n
j +
(
1
ξ
+∆t
)
∆x
J−1∑
j=0
Ψn⊤j PjΨ
n
j
− (1 + ξ∆t)∆x
J−1∑
j=0
[
W+
n
j
W−
n
j
]⊤ −Λ
+
j−1
(
P+j+1−P
+
j
∆x
)
0
0 Λ−j+1
(
P−
j
−P−
j−1
∆x
)

[
W+
n
j
W−
n
j
]
− (1 + ξ∆t)∆x
J−1∑
j=0
[
W+
n
j
W−
n
j
]⊤ −
(
Λ+j −Λ
+
j−1
∆x
)
P+j+1 0
0
(
Λ−j+1−Λ
−
j
∆x
)
P−j−1

[
W+
n
j
W−
n
j
]
,
= −∆x
J−1∑
j=0
W n⊤j ΘjW
n
j +
(
1
ξ
+∆t
)
∆x
J−1∑
j=0
Ψn⊤j PjΨ
n
j , (46)
for n = 0, . . . , N − 1 where
Θj := − (1 + ξ∆t)
Λ
+
j−1
(
P+j+1−P
+
j
∆x
)
0
0 −Λ−j+1
(
P−j −P
−
j−1
∆x
)

− (1 + ξ∆t)

(
Λ+j −Λ
+
j−1
∆x
)
P+j+1 0
0 −
(
Λ−j+1−Λ
−
j
∆x
)
P−j−1
− ξPj , j = 0, . . . , J − 1.
13
We use inequality (31) to obtain
L˜n − Ln
∆t
≤ −∆x
J−1∑
j=0
W n⊤j ΘjW
n
j + β
(
1
ξ
+∆t
)
sup
0≤s≤n
∆x J−1∑
j=0
|Ψsj |2
 , (47)
for n = 0, . . . , N − 1. Assume that Θj, j = 0, . . . , J − 1, is a positive definite matrix. By this
assumption, there exist a positive real number η > 0 (η is explicitly defined for specific examples in
Section 4) such that W n⊤j ΘjW
n
j ≥ ηW n⊤j PjW nj , for j = 0, . . . , J − 1. Therefore, from inequality
(47), inequality (48) can be obtained as:
L˜n − Ln
∆t
≤ −ηLn + β
(
1
ξ
+∆t
)
sup
0≤s≤n
∆x J−1∑
j=0
|Ψsj |2
 . (48)
Hence, by combining the inequalities (40) and (48), the inequality (39) is approximated as
Ln+1 − Ln
∆t
≤ −ηLn + β
(
1
ξ
+∆t
)
sup
0≤s≤n
∆x J−1∑
j=0
|Ψsj|2
 , n = 0, . . . , N − 1. (49)
By applying Lemma 4 in inequality (49) and (1− η∆t)n+1 ≤ e−ηtn+1 , we have
Ln+1 ≤
L0 − β
η
(
1
ξ
+∆t
)
sup
0≤s≤n
∆x J−1∑
j=0
|Ψsj |2
 (1− η∆t)n+1
+
β
η
(
1
ξ
+∆t
)
sup
0≤s≤n
∆x J−1∑
j=0
|Ψsj |2
 ,
≤ e−ηtn+1L0 + β
η
(
1
ξ
+∆t
)
sup
0≤s≤n
∆x J−1∑
j=0
|Ψsj|2
 , n = 0, . . . , N − 1. (50)
Thus, from the inequalities (50) and (31), for all j = 0, . . . , J − 1, n = 0, . . . , N − 1, we get
ζ∆x
J−1∑
j=0
|W n+1j |2 ≤ βe−ηt
n+1
∆x
J−1∑
j=0
|W 0j |2 +
β
η
(
1
ξ
+∆t
)
sup
0≤s≤n
∆x J−1∑
j=0
|Ψsj |2
 . (51)
From inequality (51), one observes that for C = β/ζ, the condition for the discrete ISS, Equation
(28), is satisfied. Hence, the steady-state W nj ≡ 0, j = 0, . . . , J − 1, n = 0, . . . , N − 1 of system
(24) with boundary conditions (26) is discrete ISS in L2−norm with respect to discrete disturbance
function Ψnj , j = 0, . . . , J − 1.
The discretisation of the system (19) is expressed as[
W˜+
n
j
W˜−
n
j
]
=
[
W+
n
j
W−
n
j
]
− ∆t
∆x
[
Λ+ 0
0 −Λ−
][
W+
n
j −W+nj−1
W−
n
j+1 −W−nj
]
+∆t
[
Ψ+
n
j
Ψ−
n
j
]
, (52a)[
W+
n+1
j
W−
n+1
j
]
=
[
W˜+
n
j
W˜−
n
j
]
−∆tΠ
[
W˜+
n
j
W˜−
n
j
]
, j = 0, . . . , J − 1, n = 0, . . . , N − 1. (52b)
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Corollary 2. Assume system (52) with boundary conditions (26) satisfies Assumption (2) for the
discretised system (52). Let T > 0 be fixed and the CFL condition, ∆t∆x max1≤i≤k |λi| ≤ 1 hold. Let
ξ be any positive real number. Define a positive diagonal matrix, Pj = diag{P+j , P−j }, where P+j
and P−j denote the first m and the last k −m diagonal entries, respectively, for j = 0, . . . , J − 1.
Assume that the matrix
− (1 + ξ∆t)
Λ
+
(
P+j+1−P
+
j
∆x
)
0
0 −Λ−
(
P−j −P
−
j−1
∆x
)
− ξPj , (53)
is positive definite for all j = 0, . . . , J − 1 and the matrices
PjΠ+Π
⊤Pj −∆tΠj⊤PjΠj , (54)
and [
Λ+P+J 0
0 Λ−P−−1
]
−K⊤
[
Λ+P+0 0
0 Λ−P−J−1
]
K, (55)
are positive semi-definite for all j = 0, . . . , J − 1. Then the discrete Lyapunov function defined
by Equation (30) is a discrete ISS-Lyapunov function for system (52) with boundary conditions
(26). Moreover, the steady-state W nj ≡ 0, j = 0, . . . , J − 1, n = 0, . . . , N − 1 of system (52) with
boundary conditions (26) is discrete ISS in L2−norm with respect to discrete disturbance function
Ψnj , j = 0, . . . , J − 1.
The proof of Corollary 2 follows from the proof of Theorem 2 for system (52).
4 Computational applications and results
In this section, numerical tests will be undertaken. The theoretical and numerical results of Section
2 and Section 3 will be tested on a linear problem and the Saint-Venant equations.
4.1 Linear Hyperbolic Systems of Balance Laws
We consider a non-uniform 2× 2 linear hyperbolic system of balance laws:
∂t
[
w1
w2
]
+
[
λ1(x) 0
0 λ2(x)
]
∂x
[
w1
w2
]
+
[
γ11(x) γ12(x)
γ21(x) γ22(x)
][
w1
w2
]
=
[
ψ1
ψ2
]
, (56)
x ∈ [0, l], t ∈ [0,+∞), where λ2(x) < 0 < λ1(x). Assume that the system (56) satisfies (1). Set an
initial condition as [
w1(x, 0)
w2(x, 0)
]
=
[
f(x)
g(x)
]
, x ∈ (0, l), (57)
where f and g are smooth functions. Define boundary conditions by[
w1(0, t)
w2(l, t)
]
=
[
0 k12
k21 0
][
w1(l, t)
w2(0, t)
]
, t ∈ [0,+∞), (58)
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and set compatibility conditions as[
w1(0, 0)
w2(l, 0)
]
=
[
0 k12
k21 0
] [
w1(l, 0)
w2(0, 0)
]
, (59)
where k12 and k21 are constant parameters.
A steady-state solution of the system (56) can be obtained by solving the following linear system
of ordinary differential equations with variable coefficients
d
dx
[
w∗1(x)
w∗2(x)
]
=
[
−γ11(x)
λ1(x)
−γ12(x)
λ1(x)
−γ21(x)
λ2(x)
−γ22(x)
λ2(x)
][
w∗1(x)
w∗2(x)
]
+
[
ψ∗
1
(x)
λ1(x)
ψ∗
2
(x)
λ2(x)
]
, x ∈ [0, l], (60)
where the non-uniform steady-states, w∗1(x) and w
∗
2(x) may be computed by the Wronskian and
Liouville’s Formula or by the Lagrange Method.
By following the discussion in (3), the system (56) can be split and discretised together with the
initial condition (57), the boundary conditions (58) and the compatibility conditions (59) as follows
[
w˜1
n
j
w˜2
n
j
]
=
[
w1
n
j
w2
n
j
]
− ∆t∆x
[
λ1,j−1 0
0 λ2,j+1
][
w1
n
j − w1nj−1
w2
n
j+1 − w2nj
]
+∆t
[
ψ1
n
j
ψ2
n
j
]
, (61a)[
w1
n+1
j
w2
n+1
j
]
=
[
w˜1
n
j
w˜2
n
j
]
−∆t
[
γ11,j γ12,j
γ21,j γ22,j
] [
w˜1
n
j
w˜2
n
j
]
, (61b)
for n = 0, . . . , N − 1 and j = 0, . . . , J − 1,
w01,j = fj, w
0
2,j = gj , j = 0, . . . , J − 1, (61c)[
w1
n+1
−1
w2
n+1
J
]
=
[
0 k12
k21 0
] [
w1
n+1
J−1
w2
n+1
0
]
, n = 0, . . . , N − 1, (61d)
[
w1
0
−1
w2
0
J
]
=
[
0 k12
k21 0
][
w1
0
J−1
w2
0
0
]
. (61e)
For a fixed T > 0, we apply the CFL condition:
∆t
∆x
max
0≤j≤J−1
{|λ1,j |, |λ2,j |} ≤ 1.
Now apply the L2− ISS-Lyapunov function (30) for system (61) and consider the assumptions of
Theorem 2:
C1: the matrix
θj := − (1 + ξ∆t)
λ1j−1 (p1j+1−p1j∆x ) 0
0 λ2j+1
(
p2j−p2j−1
∆x
)
− (1 + ξ∆t)
(λ1j−λ1j−1∆x ) p1j+1 0
0
(
λ2j+1−λ2j
∆x
)
p2j−1
− ξPj ,
is positive definite for all j = 0, . . . , J − 1,
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C2: the matrix
Mj :=
[
p1j 0
0 p2j
][
γ11j γ12j
γ21j γ22j
]
+
[
γ11j γ12j
γ21j γ22j
]⊤ [
p1j 0
0 p2j
]
−∆t
[
γ11j γ12j
γ21j γ22j
]⊤ [
p1j 0
0 p2j
][
γ11j γ12j
γ21j γ22j
]
,
is positive semi-definite for all j = 0, . . . , J − 1, and
C3: the matrix
Bc :=
[
λ1J−1p1J 0
0 |λ20|p2−1
]
−
[
0 k12
k21 0
]⊤ [
λ1−1p10 0
0 |λ2J |p2J−1
][
0 k12
k21 0
]
,
is positive semi-definite.
Now we verify the above assumptions. For assumption C1 it suffices to show that both diagonal
entries of θj are positive, i.e., for all j = 0, . . . , J − 1,
η1j :=
(
− (1 + ξ∆t) λ1j−1
p1j
(
p1j+1−p1j
∆x
)
− (1 + ξ∆t)
(
λ1j−λ1j−1
∆x
)
p1j+1
p1j
− ξ
)
p1j > 0,
η2j :=
(
− (1 + ξ∆t) λ2j+1
p2j
(
p2j−p2j−1
∆x
)
− (1 + ξ∆t)
(
λ2j+1−λ2j
∆x
)
p2j−1
p2j
− ξ
)
p2j > 0.
The second assumption C2 holds if the matrix Mj,
Mj =
[
M11j M12j
M12j M22j
]
, j = 0, . . . , J − 1,
where
M11,j := 2γ11jp1j −∆t
(
γ211jp1j + γ
2
21jp2j
)
,
M12,j := γ21jp2j + γ12jp1j −∆t
(
γ11jγ12jp1j + γ21jγ22jp2j
)
,
M22,j := 2γ22jp2j −∆t
(
γ212jp1j + γ
2
22jp2j
)
,
has non-negative eigenvalues,
σ±j =
1
2
((
M11j +M22j
)±√(M11j +M22j)2 − 4(M11jM22j −M212j)
)
≥ 0,
for all j = 0, . . . , J − 1.
Finally, the matrix Bc can be expressed as
Bc =
[
λ1J−1p1J − k221|λ2J |p2J−1 0
0 |λ20|p2−1 − k212λ1−1p10
]
,
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and if we can choose the parameters, κ12 and κ21 as
k212 ≤
|λ20|p2−1
λ1−1p10
, and k221 ≤
λ1J−1p1J
|λ2J |p2J−1
,
then the assumption C3 holds.
Thus, the approximation of the time derivative of the candidate ISS-Lyapunov function defined by
Equation (39) can be expressed as in Equation (49) with η := min
0≤j≤J−1
{η1j, η2j} and β = max
0≤j≤J−1
Pj .
Hence the candidate ISS-Lyapunov function satisfies Definition 4 and defines an upper bound for
the discrete ISS-Lyapunov function by (50).
We now analyse ISS for the following linear hyperbolic system of balance laws with additive dis-
turbance in one space dimension (56) with λ1(x) = 1, λ1(x) = −1, ψ1 = ψ, ψ2 = −ψ, where ψ is
defined by
ψ(x, t) =
{
0.01 sin2(pit), 0 ≤ t < 5,
0, t ≥ 5.
The initial conditions (57) are set using f(x) = −0.5 and g(x) = 0.5 for all x ∈ [0, 1]. In addition,
boundary conditions and compatibility conditions are defined by (58) and (59), respectively, for
l = 1. Similarly, the discretised system (61) will be considered for the uniform system.
Let the CFL condition, λ∆t∆x ≤ 1, where λ = max{λ1, |λ2|} = 1 holds for a fixed T > 0. Define an
implicit discrete weight function by
Pj := diag{p1 exp(−µxj), p2 exp(µxj)}, p1 > 0, p2 > 0, µ > 0, j = 0, . . . , J − 1.
Then, for ξ > 0, we can choose sufficiently small µ > ξ such that for p1 = p2 = 1, we have |k12| ≤ 1
and |k21| ≤ exp(−µ). Therefore, the conditions in Equation (2) are satisfied. Hence, the discrete
system with requisite initial conditions, boundary conditions and compatibility conditions of the
considered example is discrete ISS for the discrete L2−norm.
For numerical computations, we take CFL = 0.75, ∆x = 1/1600, ∆t = 0.75/1600 and ξ = 0.125.
Then, the decay rate
η = min{η1, η2},
= min
{
(1 + ξ∆t)λ1
(
1− exp (−µ∆x)
∆x
)
− ξ, (1 + ξ∆t) |λ2|
(
1− exp (−µ∆x)
∆x
)
− ξ
}
,
= α (1 + ξ∆t)
(
1− exp (−µ∆x)
∆x
)
− ξ,
≥ µα (1 + ξ∆t) exp (−µ∆x)− ξ > 0, if ξ < µ < 19098.926,
where α = min{λ1, |λ2|} = 1. Here, |k21| ≤ exp(−µ) ≈ 0.8825.
For the above choice of values and if p1 = p2 = 1 is chosen, the assumptions C1-C3 hold. Fur-
thermore, the upper bound of the discrete ISS-Lyapunov function is defined by Equation (50)
with
β = max
{
max
0≤j≤J−1
{p1 exp(−µxj)}, max
0≤j≤J−1
{p2 exp(µxj)}
}
.
In addition, we compute a comparison of the discrete ISS-Lyapunov function and its upper bound
for CFL = 0.75 and CFL = 1 in Table 1 and Table 2, respectively.
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J ‖Lnup − Ln‖L∞ ‖Lnup −Ln‖L2 µ η
200 0.27569 0.46295 0.575 0.44862
400 0.27362 0.46051 0.575 0.44931
800 0.27218 0.45877 0.575 0.44965
1600 0.27119 0.45753 0.575 0.44983
Table 1: The comparison of the upper bound of the Lyapunov function with discrete Lyapunov
function. Under CFL = 0.75, ∆x = 1
J
, ∆t = ∆xmax{λ1,|λ2|}CFL, ξ = 0.125, T = 10 and k12 = k21 =
0.5.
J ‖Lnup − Ln‖L∞ ‖Lnup −Ln‖L2 µ η
200 0.269 0.39341 0.575 0.44871
400 0.26891 0.39352 0.575 0.44935
800 0.26887 0.39357 0.575 0.44968
1600 0.26885 0.3936 0.575 0.44984
Table 2: The comparison of the upper bound of the Lyapunov function with discrete Lyapunov
function. Under CFL = 1, ∆x = 1
J
, ∆t = ∆xmax{λ1,|λ2|}CFL, ξ = 0.125, T = 10 and k12 = k21 = 0.5.
From the results listed in the two tables above, it can be verified that the required estimates are
obtained.
4.2 The Saint-Venant Equations
During a rainfall or an evaporation, a flow of water along a channel can be affected by an inflow
or outflow of water into the channel which changes the depth and velocity of water. As a result,
the flow will be disturbed. The dynamics of a water flow along a pool of prismatic horizontal open
channel with a rectangular cross section, a unit width, a constant bottom slope Sb with disturbance
(rain is considered) is described by Saint-Venant equations obtained from [5, 22] as
∂th+ ∂x (hu) = R,
∂tu+ ∂x
(
1
2
u2 + gh
)
+ g
(
Cf
u2
h
− Sb
)
= −u
h
R, x ∈ [0, l], t ∈ [0,+∞), (62)
where h := h(x, t) is water depth, u := u(x, t) is water velocity, g is gravitational acceleration, Cf
is a friction parameter and R := R(x, t) is rainfall intensity. We set an initial condition as
h(x, 0) = h0(x), u(x, 0) = u0(x), x ∈ (0, l), (63)
where h0 and u0 are smooth functions. We define a linear boundary condition together with
compatibility conditions by
u(0, t) = κ0h(0, t), u(l, t) = κlh(l, t), t ∈ [0,+∞), (64)
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where κ0 and κl are constant parameters.
For any smooth solution of the Saint-Venant equations (62), a spatially dependent steady-state
h∗(x), u∗(x) satisfies
(h∗(x)u∗(x))′ = R∗(x),(
1
2
u∗2(x) + gh∗(x)
)′
+ g
(
Cf
u∗2(x)
h∗(x)
− Sb
)
= −u
∗(x)
h∗(x)
R∗(x), x ∈ [0, l].
(65)
By solving the first order system of ODEs (65), we obtain
h∗′(x) =
1
u∗2(x)− gh∗(x)
[
gh∗(x)
(
Cf
u∗2(x)
h∗(x)
− Sb
)
+ 2u∗(x)R∗(x)
]
, (66)
u∗′(x) =
−1
u∗2(x)− gh∗(x)
[
gu∗(x)
(
Cf
u∗2(x)
h∗(x)
− Sb
)
+
(
g +
u∗2(x)
h∗(x)
)
R∗(x)
]
, (67)
where a sub-critical flow is assumed, i.e. gh∗(x)− u∗2(x) > 0, x ∈ [0, l].
For the sub-critical flow, the system (62) is strictly hyperbolic since the Jacobian matrix of the
flux function has two distinct eigenvalues. Therefore, the system (62) can be linearised around the
steady-state as follows[
v1
v2
]
t
+
[
u∗(x) h∗(x)
g u∗(x)
][
v1
v2
]
x
+
[
u∗′(x) h∗′(x)
−gCf u
∗2(x)
h∗2(x)
− u∗(x)
h∗2(x)
R∗(x) u∗′(x) + 2gCf
u∗(x)
h∗(x) +
R∗(x)
h∗(x)
][
v1
v2
]
=
[
δ
−u∗(x)
h∗(x)δ
]
, (68)
where v1 = h− h∗(x), v2 = u− u∗(x), δ = R−R∗(x) and the Jacobian matrix is diagonalised as
H
[
u∗(x) h∗(x)
g u∗(x)
]
H−1 =
[
u∗(x) +
√
gh∗(x) 0
0 u∗(x)−
√
gh∗(x)
]
. (69)
where
H =
 √ gh∗(x) 1
−
√
g
h∗(x) 1
 .
We now define Riemann-invariants (change of coordinates) for the linearised system (68) by using
the diagonalisation (69) as [
w1
w2
]
= H
[
v1
v2
]
=
v2 + v1√ gH∗(x)
v2 − v1
√
g
H∗(x)
 . (70)
Thus, [
v1
v2
]
= H−1
[
w1
w2
]
=
[
1
2
√
h∗(x)
g
(w1 − w2)
1
2 (w1 + w2)
]
. (71)
By using the coordinates expressed in Equation (70) or Equation (71), the linearised system (68)
can be decoupled as Equation (56)
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where λ1(x) = u
∗(x) +
√
gh∗(x), λ2(x) = u
∗(x)−√gh∗(x),
γ11(x) = u
∗′(x) +
1
4h∗(x)
(
λ1(x) + 2
√
gh∗(x)
)
h∗′(x)
+
gCfu
∗2(x)
2h∗(x)
(
2
u∗(x)
− 1√
gh∗(x)
)
− 1
2h∗(x)
√
gh∗(x)
λ2(x)R
∗(x),
γ12(x) = − 1
4h∗(x)
(
λ1(x)− 2
√
gh∗(x)
)
h∗′(x)
+
gCfu
∗2(x)
2h∗(x)
(
2
u∗(x)
+
1√
gh∗(x)
)
+
1
2h∗(x)
√
gh∗(x)
λ1(x)R
∗(x),
γ21(x) = − 1
4h∗(x)
(
λ2(x)− 2
√
gh∗(x)
)
h∗′(x)
+
gCfu
∗2(x)
2h∗(x)
(
2
u∗(x)
− 1√
gh∗(x)
)
− 1
2h∗(x)
√
gh∗(x)
λ2(x)R
∗(x),
γ22(x) = u
∗′(x) +
1
4h∗(x)
(
λ2(x)− 2
√
gh∗(x)
)
h∗′(x)
+
gCfu
∗2(x)
2h∗(x)
(
2
u∗(x)
+
1√
gh∗(x)
)
+
1
2h∗(x)
√
gh∗(x)
λ1(x)R
∗(x),
ψ1 = − λ2(x)
h∗(x)
δ, ψ2 = −λ1(x)
h∗(x)
δ.
Consequently, the initial condition (63) and the boundary conditions together with compatibility
conditions (64) are re-written as (57), (58), (59), respectively, with f(x) = v2(x, 0)+v1(x, 0)
√
g
H∗(x)
and g(x) = v2(x, 0)− v1(x, 0)
√
g
H∗(x) for x ∈ (0, l),
k12 =
κ0
√
H∗(0)
g
+ 1
κ0
√
H∗(0)
g
− 1
and k21 =
κ1
√
H∗(l)
g
+ 1
κ1
√
H∗(l)
g
− 1
.
The linearised and decoupled system is discretised as in Equation (61).
As a test example, we take a constant steady-state from [11], h∗(x) = 2, u∗(x) = 3 for all x ∈ [0, 1]
with physical parameters g = 9.81, Cf = 0.1 and Sb = 0.0459. Then, by solving the steady-state
system (65), we obtain R∗(x) = 0 for all x ∈ [0, 1]. We take a homogeneous rainfall intensity as
R(x, t) =
{
0.25 sin2(pit), 0 ≤ t < 5,
0, t ≥ 5.
The initial condition for the system (62) is taken as:
H(x, 0) = 2.5, V (x, 0) = 4 sin(pix), for x ∈ [0, 1].
The linear system has eigenvalues, λ1 = 7.4294 and λ2 = −1.4294 and coefficients of the source
terms are γ11 = γ21 = 0.0992 and γ12 = γ22 = 0.2008.
The initial condition in terms of the new coordinates is
w1(x, 0) = −1.8926 + 4 sin(pix), w2(x, 0) = −4.1074 + 4 sin(pix),
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for x ∈ [0, 1].
We take CFL = 0.75, ∆x = 1/1600 and ξ = 1/8, and analyse the numerical boundary feedback
ISS for the implicit discrete weight function defined in Section 4.1. Then, the decay rate
η = µα (1 + ξ∆t) exp (−µ∆x)− ξ > 0, if 0.087446 < µ < 2008.457445,
where α = 1.4294.
For numerical implementation, a sufficiently small value of µ is chosen such that for the constant
steady state the parameters p1 and p2 are chosen to satisfy p1γ12 = p2γ21. For this example, the
values p1 = γ21 = 0.0992 and p2 = γ12 = 0.2008 were used. With this choice of parameters, we
obtain |k12| < 0.6241 and |k21| < 1.6024e−µ < 1.4683. The numerical convergence of the discrete
ISS-Lyapunov function for different values of µ is shown in Figure 1.
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Figure 1: The decay of Lyapunov function for Saint-Venant equations. The choice of parameters
are p1 = 0.0992, p2 = 0.2008, k12 = 0.75 and k21 = 0.75 with l = 1, J = 1600 and T = 10 under
CFL = 0.75.
Figure 1 illustrates the decay of the ISS-Lyapunov function in the presence of additive disturbance.
Remark 3. In [4], the explicit weight function, P (x) := 12h
∗(x)I2, for Saint-Venant Equations is
considered. However, the assumption C1 is not satisfied for constant steady-state. Therefore, we
may only use it for non-uniform steady-state
5 Conclusion
A non-uniform linear hyperbolic system of balance laws with additive disturbance has been consid-
ered. A first-order finite volume method with a time-splitting technique is used in the discretisation
of this linear system. A theoretical and numerical analysis for boundary control has been presented.
An L2−ISS-Lyapunov function is used to investigate conditions for ISS of both the continuous and
the discretised system. The decay of the Lyapunov function has been proved. The result was
applied to a linear hyperbolic system of balance laws and to a relevant physical problem: the Saint-
Venant equations. Explicit computations of the decay have been undertaken and demonstrated
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and agree with the analytical results. The properties that have been proved using analysis can also
be observed in these results.
This result can be used to extend the theory to prove the decay of appropriate Lyapunov functions
for non-uniform linear balance laws with boundary disturbance. Such analysis is underway. For a
system of the form:
∂tW + Λ(x)∂xW +Π(x)W = 0, x ∈ [0, l], t ∈ [0,+∞)
with boundary disturbance, preliminary results show that for non-uniform equilibria it is possible
to obtain decay of the Lyapunov function in the L2-norm.
This work still leaves more questions open. The problem of analysing ISS-Lyapunov functions for
nonlinear hyperbolic differential equations is considered for future work. Further it will also be of
interest to consider more accurate finite volume methods. The approach used currently has signifi-
cant numerical viscosity and this might influence the rate of convergence of the discrete Lyapunov
function. Careful analysis of the influence of such numerical artefacts needs to be undertaken.
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