Hyper-minimization of deterministic nite automata (dfa) is a recently introduced state reduction technique that allows a nite change in the recognized language. A generalization of this lossy compression method to the weighted setting over semields is presented, which allows the recognized weighted language to dier for nitely many input strings. First, the structure of hyper-minimal deterministic weighted nite automata is characterized in a similar way as in classical weighted minimization and unweighted hyper-minimization. Second, an ecient hyper-minimization algorithm, which runs in time O(n log n), is derived from this characterization. Third, the closure properties of canonical regular languages, which are languages recognized by hyper-minimal dfa, are investigated. Finally, some recent results in the area of hyper-minimization are recalled.
Introduction
Deterministic nite automata (dfa) [44] are one of the simplest, but most useful devices in computer science. Their simplicity and the availability of ecient manipulation software [32, 1] makes them attractive in many application areas such as speech processing [37] , image compression [11] , morphology [4] and linguistic analysis [28] , natural language semantics [15] , and pattern matching [10] . Often huge dfa consisting of several million states are required. Fortunately, every dfa admits an eciently computable and unique (up to isomorphism) equivalent minimal dfa.
Virtually every nite-state toolkit implements minimization, which is the process of computing such an equivalent minimal dfa. The asymptotically most ecient algorithm [24, 19, 42] for general dfa minimization computes the equivalent states and merges them in time O(n log n), where n is the number of states of the input dfa.
gorithms (see Algorithms 1 and 2) contain features of both of their predecessors and are asymptotically as ecient as them because they also run in time O(n log n). In contrast to [38] , we introduce standardized signatures to avoid the explicit pushing of weights. This adjustment allows us to mold our weighted hyper-minimization algorithm into the structure of the unweighted algorithm [23] .
Finally, we provide an extensive review of recent progress in the area of lossy compression for dfa, which includes the generalization from a nite dierence to a regular dierence [22] . In particular, we study canonical languages [3] , which are the languages accepted by hyper-minimal dfa, and answer an open question of [3] . We will also review how to optimize the obtained hyper-minimal dfa with respect to particular secondary criteria. Such an optimization is possible because there is no unique hyper-minimal dfa for a given input language. We recall from the literature that we can optimize the number of errors or the length of the longest error string easily, but that if we want to optimize ratios (for example, saved states vs. errors made), then the problem becomes intractable. We close the review with an application of cover automata minimization and k-minimization, which can be Unweighted and weighted hyper-minimization 3 combined to compute a`nite-factored dfa' in [2] . Such a dfa can exactly represent certain languages much more succinctly. We show that the critical step of the length bound selection can be done automatically without any (asymptotic) overhead.
Preliminaries
The set of all nonnegative integers is N. The symmetric dierence S T of two sets S and T is S T = (S −T )∪(T −S). An alphabet Σ is simply a nite set, and Σ * is the set of all strings over it including ε, which is the empty string. The length |s| of a string s = σ 1 · · · σ with σ 1 , . . . , σ ∈ Σ is |s| = . The sets Σ ≤ and Σ ≥ contain all strings over Σ of length at most and at least , respectively. Concatenation of strings is simply denoted by juxtaposition. A language L over Σ is a subset L ⊆ Σ * .
Our weights are taken from a commutative semield K, +, ·, 0, 1 , which means that K, +, 0 and K, ·, 1 are commutative monoids, the multiplication · distributes over nite sums (including the empty sum), and for every k ∈ K − {0} there exists
In other words, commutative semields are commutative semirings [21, 18] with multiplicative inverses. Useful commutative semields include the real numbers R, +, ·, 0, 1 , the tropical semield R∪{∞}, min, +, ∞, 0 , the probabilistic semield [0, 1], max, ·, 0, 1 with [0, 1] = {k ∈ R | 0 ≤ k ≤ 1}, and the Boolean semield B = {0, 1}, max, min, 0, 1 . From now on, let K, +, ·, 0, 1 be a commutative semield with 0 = 1, and let K = K − {0}. We will sometimes write k1 k2
A weighted language is a mapping ϕ :
A weighted deterministic nite automaton (wdfa) [40, 31] is a tuple A = (Q, Σ, q 0 , k 0 , δ, wt, F ), in which Q is a nite set of states, Σ is an alphabet of input symbols, q 0 ∈ Q is an initial state, k 0 ∈ K is an initial weight, δ : Q × Σ → Q is a transition mapping, wt : Q × Σ → K a transition weight assignment, and F ⊆ Q is a set of nal states. The transition and transition weight mappings`δ' and`wt' extend to mappings δ : Q × Σ * → Q and wt : Q × Σ * → K by δ(q, ε) = q and wt(q, ε) = 1, and δ(q, σs) = δ(δ(q, σ), s)
and wt(q, σs) = wt(q, σ) · wt(δ(q, σ), s) for every q ∈ Q, σ ∈ Σ, and s ∈ Σ * . We simply write δ(s) and wt(s) for δ(q 0 , s) and wt(q 0 , s), respectively. Next, we dene the q-semantics q A : Σ * → K of A for every q ∈ Q. Formally, for every q ∈ Q and s ∈ Σ * , let q A (s) = wt(q, s) if δ(q, s) ∈ F and q A (s) = 0 otherwise. Intuitively, q A is the weighted language recognized by A starting in state q (with initial weight 1). The wdfa A recognizes the weighted language A = k 0 · q 0 A . Two wdfa are equivalent if their recognized weighted languages coincide. A wdfa over the Boolean semield B is also called dfa [44] and written (Q, Σ, q 0 , δ, F ) because the components`k 0 ' and`wt' are uniquely determined. Moreover, we identify each Boolean weighted language ϕ : Σ * → {0, 1} with its support.
Two states q, q ∈ Q are equivalent [5] , written q ≡ q , if there exists k ∈ K such that q A = k · q A . An equivalence relation ∼ = ⊆ Q × Q is a congruence [24, 37, 14] that computes ≡ and runs in time O(n log n) where n = |Q|.
A Characterization of Hyper-Minimality
Hyper-minimization [3] of wdfa is a form of lossy compression that allows any nite number of errors. It has been investigated in [3] for the Boolean semield.
We generalize their results to our weighted setting.
Let A = (Q, Σ, q 0 , k 0 , δ, wt, F ) and B = (P, Σ, p 0 , k 0 , µ, wt , G) be wdfa over the commutative semield K, +, ·, 0, 1 with 0 = 1. Denition 1. Two weighted languages ϕ 1 , ϕ 2 :
. We write ϕ 1 ≈ ϕ 2 (k) to indicate the factor k. The wdfa A and B are almost-equivalent if A ≈ B (1). Finally, the states q ∈ Q and p ∈ P are almost-equivalent if q A ≈ p B .
First, we show some basic properties of ≈. In particular, we show that ≈ ⊆ Q×Q is a congruence relation in a way similar to Lemma 2.10 in [3] .
Lemma 2. Almost-equivalence is an equivalence relation such that δ(q, s) ≈ µ(p, s) for all s ∈ Σ * , q ∈ Q, and p ∈ P with q ≈ p.
Proof. Trivially, ≈ is reexive and symmetric. Let ϕ 1 , ϕ 2 , ϕ 3 : Σ * → K be weighted
The same arguments can be used for ≈ on wdfa and states.
For the second property, induction allows us to easily prove
for all s ∈ Σ * such that ss / ∈ L, which proves that δ(q, s) ≈ µ(p, s).
Given the wdfa A, the goal of hyper-minimization is to construct an almostequivalent wdfa B such that no wdfa is smaller than B and almost-equivalent Example 4. Figure 1 shows three dfa, in which we marked almost-equivalence of states. States 4 and 5 in the dfa (b) and (c) are almost-equivalent because
which yields that 4 5 = {ε, −→}. In fact, the dfa (b) and (c) are almostequivalent. The preamble states of all three dfa are {1, 3}.
Recall that a wdfa (without unreachable states; i.e., δ −1 (q) ∩ Σ * = ∅ for every q ∈ Q) is minimal if and only if it does not have a pair of dierent, but equivalent states [25] . The only-if part of this statement is shown by merging two equivalent states to obtain a smaller, but equivalent wdfa.
Denition 5. Let q, q ∈ Q and k ∈ K with q = q . The k-weighted merge of q into q is the wdfa merge A (q 
otherwise.
The 2-weighted merge of F into E in the wdfa C of Figure 2 (left) yields the wdfa merge C (F 2 → E) that is displayed in Figure 2 (right).
Lemma 6. Let q, q ∈ Q be dierent states, of which q is a preamble state, and
Proof. Let B = merge(q k → q ). Clearly, we have B (s) = A (s) for all s ∈ Σ * such that δ(s ) = q for all prexes s of s (i.e., s = s s for some s ∈ Σ * ). This is simply due to the fact that B faithfully replicates the behavior of A in this case. Moreover, δ(q , s) = q for all s ∈ Σ * by a simple variation of Lemma 2.14 in [3] , which proves
Thus, B and A coincide for almost all strings with prex s. Since q is a preamble state, δ −1 (q) is nite, which yields that B and A are almost-equivalent. Theorem 7. A minimal wdfa is hyper-minimal if and only if it has no pair of dierent, but almost-equivalent states, of which at least one is a preamble state.
Proof. Let A be the minimal wdfa. For the only if part, we know by Lemma 6 that the smaller wdfa merge(q k → q ) is almost-equivalent to A if q ≈ q (k) and q is a preamble state. For the if direction, suppose that B is almost-equivalent to A (i.e., q 0 ≈ p 0 ) and |P | < |Q|. For all s ∈ Σ * we have δ(s) ≈ µ(s) by 
Thus, we obtain that there are innitely many strings in both L(
, where we used the same argument for q 2 to obtain the latter statement. Since A and B are almost-equivalent, we have
for all s ∈ Σ * and k = wt (s1)·wt(s2) wt (s2)·wt(s1)
, which yields q 1 ≡ q 2 . This contradicts minimality since q 1 = q 2 , which shows that such a wdfa B cannot exist.
Hyper-Minimization
Let P and K be the sets of preamble and kernel states of A. We assume an arbitrary, but xed total order on Σ.
In this section, we consider hyper-minimization of unweighted and weighted dfa.
Since the unweighted case is already well-described in the literature [3, 2, 16, 23, 35] we focus on weighted hyper-minimization, for which we need co-preamble states, which are the preamble states of the reversed automaton. Since the reversed automaton is not necessarily deterministic, we give an equivalent formal denition.
Denition 8. A state q ∈ Q is a co-preamble state if supp( q A ) is nite. Otherwise it is a co-kernel state. The sets of all co-preamble states and all co-kernel states are P and K = Q − P , respectively. Trivially, all co-preamble states are almost-equivalent. In addition, a co-preamble state cannot be almost-equivalent to a co-kernel state. The interesting part of the almost-equivalence is thus completely determined by the weighted languages of the co-kernel states. This special role of the co-preamble states has already been pointed out in [16] in the context of dfa. All hyper-minimization algorithms [3, 2, 16, 23] share the same overall structure (Algorithm 1). In the nal step we perform state merges (see Denition 5) . Merging only preamble states into almost-equivalent states makes sure that the resulting wdfa is almost-equivalent to the input wdfa by Lemma 6.
Algorithm 1 rst minimizes the input wdfa using, for example, Eisner's algorithm [14] . With the help of a weight redistribution along the transitions (i.e., pushing), it reduces the problem to dfa minimization, for which we can use Hopcroft's algorithm [24] . In the next step, we compute the set K of kernel states of A using any algorithm that computes strongly connected components (for example, Tarjan's algorithm [41] We generally assume a RAM [43] (random access machine) as our computational model and a xed alphabet Σ. computing the almost-equivalence on dfa runs in time O(n 3 ), where n = |Q|. It was improved in [2] to run in time O(n 2 ). Finally, [16, 23] independently improved the bound to O(n log n), which coincides with the well-known bound for classical dfa minimization [24] . 
the weighted setting.
Lemma 9. Let A be a minimal wdfa. The states q, q ∈ Q are almost-equivalent if and only if there is k ∈ N such that δ(q, s) = δ(q , s) for all s ∈ Σ * with |s| ≥ k.
Our algorithm for computing the almost-equivalence is a modication of the algorithm of [23] . However, we need to handle the scaling factors, for which we introduce another notion. Roughly speaking, the algorithm of [23] just compared the signatures of states. In the weighted setting, we rst need to standardize the signature to account for the scaling factor. To this end, we ignore transitions into co-preamble states and normalize the transition weights.
Denition 10. The standardized signature sig q : Σ → Q × K of q ∈ Q is such that for every σ ∈ Σ:
• If δ(q, σ) ∈ P , then sig q (σ) = ⊥, 1 .
• Otherwise, let σ 0 ∈ Σ be the smallest symbol such that δ(q, σ 0 ) ∈ K. Then sig q (σ) = δ(q, σ), wt(q,σ) wt(q,σ0) .
For the example wdfa of Figure 2 (left) we obtain sig E (a) = ⊥, 1 and sig E (b) = H, 0 , which coincides with sig F . Next, we show that states with equal standardized signature are indeed almost-equivalent. Lemma 11. Let q, q ∈ Q. If sig q = sig q , then q ≈ q .
Proof. If q or q is a co-preamble state, then both q and q are co-preamble states and thus q ≈ q . Now, let q, q ∈ K, and let k = wt(q,σ0) wt(q ,σ0)
, where σ 0 is the smallest symbol such that δ(q, σ 0 ) ∈ K. For every σ ∈ Σ and s ∈ Σ * , q A (σs) = wt(q, σ) · δ(q, σ) A (s) and q A (σs) = wt(q , σ) · δ(q , σ) A (s) .
Further, let sig q (σ) = q σ , k σ = sig q (σ). If q σ = ⊥, then q A (σs) = k · q A (σs) for almost all s ∈ Σ * . Otherwise, we obviously have δ(q, σ) = q σ = δ(q , σ), and we 
// exchange roles of q and q 10:
// σ 0 is as in Denition 10 12:
// q and q are almost-equivalent 14: for all r ∈ π(q ) do
// recompute scaling factors 16: h ← Put(h, succ, q)
// store q in h under key`succ'
for every s ∈ Σ * , which shows that q ≈ q (k) because the scaling factor k does not depend on the symbol σ.
In fact, the previous proof also shows that at most the empty string yields a dierence in q A and q A (up to the common factor). For the completeness, we also need a restricted converse for minimal wdfa.
Lemma 12. Let A be minimal, and let q ≈ q be such that sig q = sig q . Then there exist r, r ∈ Q such that r = r and sig r = sig r .
Proof. Since q ≈ q , there exists an integer such that δ(q, s) = δ(q , s) for all s ∈ Σ * with |s| ≥ by Lemma 9. Let s ∈ Σ * be a maximal string such that r = δ(q, s ) = δ(q , s ) = r . Since s is maximal, we have δ(q, s σ) = q σ = δ(q , s σ) for all σ ∈ Σ. If q σ is a co-preamble state, then sig r (σ) = ⊥, 1 = sig r (σ). Now, let σ ∈ Σ be such that q σ is a co-kernel state, and let σ 0 ∈ Σ be the smallest symbol such that δ(r, σ 0 ) ∈ K. Since q ≈ q and ≈ is a congruence relation by Lemma 2, we have r ≈ r (k) for some k ∈ K, which means that r A (s) = k · r A (s) for almost all s ∈ Σ * . Consequently,
for almost all s ∈ Σ * . Since both q σ and q σ0 are co-kernel states, we conclude that wt(r, σ) = k · wt(r , σ) and wt(r, σ 0 ) = k · wt(r , σ 0 ), which yields
This proves sig r (σ) = sig r (σ), and consequently, sig r = sig r as required.
Lemmata 11 and 12 suggest Algorithm 2 for computing the almost-equivalence and a map representing the scaling factors. This map contains a scaling factor for each state with respect to a representative state of its block. Algorithm 2 is a straightforward modication of an algorithm by [23] using our standardized signatures. We rst compute the standardized signature for each state and store it into a (perfect) hash map [13] to avoid pairwise comparisons. If we nd a collision (i.e., a pair of states with the same signature), then we merge them such that the state representing the bigger block survives (see Lines 9 and 12). Each state is considered at most log n times because the size of the losing block containing it at least doubles. After each merge, scaling factors of the losing block are computed with respect to the new representative. Again, we only recompute the scaling factor of each state at most log n times. Hence the small modications compared to [23] do not increase the asymptotic run-time of Algorithm 2, which is O(n log n) where n is the number of states (see Theorem 9 in [23] ).
Proposition 13. Algorithm 2 can be implemented to run in time O(n log n).
Finally, we need an adjusted merging process that takes the scaling factors into account. When merging one state into another, their mutual scaling factor can be computed from the scaling map by multiplicaton of one scaling factor with the inverse of the other. Therefore, merging (see Algorithm 3) can be implemented in time O(n), and hyper-minimization (Algorithm 1) can be implemented in time O(n log n) in the weighted setting.
Proposition 14. Our hyper-minimization algorithm can be implemented to run in time O(n log n).
It remains to prove the correctness of our algorithm. To prove the correctness of Algorithm 2, we still need a technical property.
Lemma 15. Let q, q ∈ Q be states such that q = q but sig q = sig q . Moreover, let
f (q) , and let ∼ = be its almost-equivalence (restricted to P ). Then ∼ = = ≈ ∩ (P × P ) where P = Q − {q }. Algorithm 3 Merging almost-equivalent states. Require: a minimal wdfa A, its kernel states K, its almost-equivalence ≈, and a scaling map f : Q → K Return: hyper-minimal wdfa A that is almost-equivalent to the input wdfa for all B ∈ (Q/≈) do 2: select q ∈ B such that q ∈ K if possible for all q ∈ B − K do 4:
Proof. Let p 1 ≈ p 2 with p 1 , p 2 ∈ P . For simplicity's sake, we assume that q = q 0 , but this missing case can be handled in the same manner. Let s = σ 1 · · · σ with σ 1 , . . . , σ ∈ Σ. Then we obtain the runs
The corresponding runs R p1 and R p2 in B replace every occurrence of q in both R p1 and R p2 by q. Their weights are s ) for suitably long strings s ∈ Σ * and p 1 ≈ p 2 , we obtain that p 1 ∼ = p 2 . The same reasoning can be used to prove the converse. Theorem 17. We can hyper-minimize wdfa in time O(n log n).
Canonical Regular Languages and Hyper-Optimization
In the remaining sections, we will only work with dfa; i.e., wdfa over the Boolean
semield. An open question in [3] suggests to call a regular language L ⊆ Σ * canonical if it is recognized by a hyper-minimal dfa. In other words, the regular language L is canonical if and only if the minimal dfa for L is hyper-minimal. The properties canonical regular languages have (see Table 1 ).
Theorem 18. Canonical regular languages are not closed under any of the following operations: star, reversal, homomorphism, inverse homomorphism, union, intersection, set dierence, and concatenation.
Proof. We present all the relevant counterexamples in Figure 4 . It can easily be veried that the input dfa are hyper-minimal and the output dfa are not hyper-minimal using Theorem 7. To facilitate this check, we indicated the almostequivalence for all displayed dfa.
Another question raised in [3] was whether we can optimize another criterion such as the number of errors or the length of the longest error. This process of optimizing with respect to a secondary criterion is called hyper-optimization. We have already remarked that the dfa (b) and (c) of Figure 1 are hyper-minimal and almost-equivalent. In addition, they are almost-equivalent to the union of (b) and (c) displayed in Figure 4 , so both are potential results of a hyper-minimization. In this case, both hyper-minimal dfa commit exactly one error relative to the union dfa, but an example in [36] shows that the gap can be signicant. Moreover, the dfa (c) of Figure 1 commits an error of length 3, whereas the error of the dfa (b) is of length 2. Thus, there are qualitative dierences between hyper-minimal and almost-equivalent dfa.
The characterization in Theorem 3.9 of [3] establishes the exact relation between almost-equivalent hyper-minimal dfa. Such dfa can only dier in three aspects:
• the nality of preamble states,
• the target of transitions from preamble to kernel states, and
• the initial state.
To formalize these dierences, we need some additional notions. A mapping h : Q → P is a transition homomorphism if h(δ(q, σ)) = µ(h(q), σ) for every q ∈ Q and σ ∈ Σ. If additionally q ∈ F if and only if h(q) ∈ G for every q ∈ Q, then h is a dfa homomorphism. In both cases, h is an isomorphism if it is bijective. It Theorem 19 (Theorem 3.9 in [3] ) Let A and B be almost-equivalent hyperminimal dfa. Then there exists a bijection h : Q → P such that
• h is a transition isomorphism between preamble states of A and B, and • h is a dfa isomorphism between kernel states of A and B. Lemma 20 (Lemma 2 in [36] ) Let B = merge A (q → q) for some q, q ∈ Q with q = q . Then
It is shown in [34] that (i) all three aspects are responsible for dierent errors and (ii) the number of errors introduced in a single merge can easily be computed using Lemma 20. Whether a preamble state q is nal can be decided based on the nitely many strings leading to q. We simply check which option (nal or nonnal) yields fewer errors. To decide the target of a transition from a preamble state q to a kernel state, we compute the number of errors for each potential target q. This is achieved with the help of Lemma 20, for which we compute (i) the number of strings that lead into state q and (ii) the size of q A q A using Algorithm 4.
Theorem 21 (Corollary 9 in [34] ) A hyper-minimal dfa that commits the least number of errors (among all hyper-minimal dfa) can be computed in time O(n 2 ).
So we can optimize a secondary criterion, but optimizing a ratio (e.g., balance the number of saved states and the number of errors) is dicult. For example, deciding whether a hyper-minimal dfa with at most m states exists that commits at most errors (relative to A) is NP-hard by Corollary 1 in [17] . Finally, hyperminimization and hyper-optimization have been evaluated on random dfa [36] .
They are eective (good reduction and almost all errors avoidable) on dfa that are also easy to minimize. Surprisingly, dfa that are hard to minimize are also hard to hyper-minimize and hyper-optimize in the sense that only very few states are saved at the expense of a large number of unavoidable errors (see Section 6 in [36] ). 
Cover Automata and k-Minimization
For all input dfa that recognize a nite language, hyper-minimization simply returns the trivial dfa that recognizes no string, which is undesirable in most applications [37, 4, 33] . A nite language is best represented by a cover automaton [8] ,
which is a dfa A together with a length limit k ∈ N. It accepts a string s ∈ Σ * if and only if (i) |s| ≤ k and (ii) s ∈ A . Thus the dfa A can make errors on strings longer than k. In cover automata minimization we construct a minimal dfa B such that B ∩ Σ ≤k = A ∩ Σ ≤k for a given cover automaton (A, k). Similarly, in k-minimization [16] we construct a minimal dfa B such that B ∩Σ ≥k = A ∩Σ ≥k .
A uniform framework is provided by [22] , in which the nite dierence that we consider for almost-equivalence is generalized to a regular dierence.
Cover automata minimization [8, 7, 30, 6, 9, 27] has been studied well, so let us consider k-minimization [16] . It is based on the equivalence relation ∼ k , which is dened for every q ∈ Q and p ∈ P by q ∼ k p if and only if q A p B ⊆ Σ between q and p, and it is the length of a longest string on which q and p disagree. To limit the length of error strings, we also need to consider the lengths level A (q) and level B (p) of longest strings that lead to q and p, respectively. Formally, level A (q) = sup {|s| | s ∈ δ −1 (q)}.
Denition 22 (Section 4.1 in [16] ) Let q ∈ Q and p ∈ P . Then q and p are k-similar if and only if gap(q, p) + min(k, level A (q), level B (p)) ≤ k.
Unfortunately, k-similarity is only a compatibility relation (reexive and symmetric). However,`gap' behaves like an ultrametric [12] , which allows us to construct an ultrametric tree [20, 26, 29] for it in time O(n log n) by Theorem 5 of [17] . Using the ultrametric tree we can compute k-similarity easily [16, 17] . Overall, k-minimization can be performed in time O(n log n) [30, 16, 17] .
Theorem 23. Cover automata and k-minimization run in time O(n log n).
Thus, restricting the length of the errors instead of their number is feasible [3] .
However, if we combine the restrictions, then minimization becomes intractable.
Formally, given k, ∈ N and a dfa A, it is NP-hard to decide whether there exists a k-minimal dfa B committing at most errors by Corollary 2 of [17] .
Finally, let us consider an application that combines cover automata and k-minimization. A nite-factored dfa [2] is a triple F = (B, k, C) of two dfa B and C over the same alphabet Σ and k ∈ N. It accepts the language F = {s ∈ Σ * | s ∈ B ∩ Σ ≤k or s ∈ C ∩ Σ >k } .
In other words, the authoritative dfa is selected based on the length of string s, which is slightly dierent in Section 3 of [2] . As an example [2] let us consider the language L = {0, 1} ≤5 ∪ {a, b} * over Σ = {0, 1, a, b}, for which a minimal dfa and two nite-factored dfa are shown in Figure 5 . In the example, we selected k = 5 and then just minimized the cover automaton (A, k) and k-minimized A to obtain B and C, respectively, in time O(n log n). The optimal value for k can be computed using Theorem 3 of [17] and Theorem 11 in [27] by computing the sizes of the relevant minimal cover automata and k-minimal dfa in time O(n log n) for all sensible values of k. The size of the nite-factored dfa is the sum of the sizes of two constituting dfa. In the example, we see that the representation using a nite-factored dfa can be smaller than the equivalent minimal dfa. Using all the results previously mentioned we can conclude that even minimization to a nite-factored dfa can be achieved eciently.
Theorem 24. We can minimize using nite-factored dfa in time O(n log n).
