In this work we study quantum phase transitions and persistent currents in capacitively coupled onedimensional Josephson-junction arrays. We will focus particularly on the roles of excitonlike pairs in the strong-coupling limit in the presence of external gate charges and magnetic fluxes. We use the numerical density-matrix renormalization group method for the study in the full range of values of gate charge and magnetic flux. To clarify the various effects, we report the pair correlation functions and exciton densities as well as the persistent current.
I. INTRODUCTION
Systems of Josephson junctions between small superconducting grains have been attracting considerable interest for more than two decades. One of the main attractive features is that they exhibit manifestations of various phenomena in diverse fields of condensed-matter physics. A popular example in contemporary mesoscopic physics is the Coulombblockade effect and single-charge ͑electron or Cooper pair͒ tunneling.
1,2 Persistent current, another hot topic in mesoscopic physics, can also be embodied in Josephson-junction systems. Since the superconducting coherence is easily maintained over a macroscopic length scale, a ''necklace'' of Josephson junctions ͑i.e., a one-dimensional periodic array of Josephson junctions͒ may be a good testbed for persistent currents. 3 Moreover, charge fluctuations present in such systems may induce quantum phase transitions, 4 -8 providing a prototype model for the noble many-body phenomena in strongly correlated electron systems. 9 Another important and appealing feature of the systems is the experimental tunability: They not only make mesoscopic devices on their own 10, 2 but also allow us to test and understand otherwise very subtle points of interacting many-particle systems, 9 which is important from a fundamental point of view.
Here we consider a particular geometry of Josephsonjunction systems: a ladder of two capacitively coupled onedimensional ͑1D͒ Josephson-junction arrays. In the Coulomb-blockade regime, a single charge cannot tunnel across the junction since it is energetically unfavorable. Transport is therefore dominated by more complex elementary processes that involve several charge-tunneling events. For the particular type of coupling through large interarray capacitances, the relevant elementary process in the absence of the gate charge consists of cotunneling of bound pairs of excess and deficit charges, which we call ''particles'' ͑excess charges͒ and ''holes'' ͑deficit charges͒, respectively. 11 It was first demonstrated on capacitively coupled normal-metal tunneling junctions 12, 13 and later on superconducting junction arrays. 14, 15 In the presence of gate voltage applied between the electrode islands and substrate, the particle-hole symmetry is broken and the particle-hole pair no longer makes the lowest charging-energy configuration. For example, when the particle-hole symmetry is broken maximally ͑corre-sponding to the gate charge given by one-half of the elementary charge 2e), the transport is governed by cotunneling of particle-void pairs ͑with the void denoting the absence of any excess or deficit Cooper pair͒. 14 It is noted that these particle-hole pairs or particle-void pairs are reminiscent of excitons-i.e., bound states of a band electron and a hole-in solids. In the previous work, 14 quantum phase transitions induced by the cotunneling of particle-hole pairs and particlevoid pairs near the particle-hole symmetry line and maximalfrustration line, respectively, have been studied by means of perturbative methods. However, the properties of the transport or phase transitions in between have not been studied.
The effects of an external magnetic flux threading the loop of a ladder of two capacitively coupled Josephsonjunction necklaces ͑CCJJN's͒ ͑see Fig. 1͒ are even more sophisticated since the objects involved in the persistent current are not single charges. Unlike most studies of the persistent current ͓or, equivalently, the underlying AharonovBohm ͑AB͒ effect͔, which focus on single-charged particles, recent researches into a nanostructure with nonsimply connected geometry have demonstrated 17 that excitons can contribute to persistent currents, in spite of their charge neutrality. The nonvanishing persistent currents in the system is attributed to the finite probability of breaking and recombination of an exciton via intermediate single-particle and -hole states. It is thus quite intriguing to investigate persistent currents in CCJJN's, where cotunneling of the particles and holes of Cooper pairs dominates the transport phenomena. Additional advantage of the CCJJN's is that the particle-hole or particle-void pairs are stable while the excitons in semiconductor nanorings usually have a finite and short lifetime. Notice further that the CCJJN's are already within the reach of experimental realization. 15 In this work we study quantum phase transitions and persistent currents in a ladder of CCJJN's. We focus particularly on the roles of ''excitons'' in the presence of the charge frustration due to an external gate voltage and the magnetic frustration due to an external magnetic flux threading the necklaces. We use the numerical density-matrix renormalization group ͑DMRG͒ method 18 to probe the full ranges of gate charge and magnetic flux. Although we are mainly interested in the strong-coupling limit, we will consider for comparison both the two limiting cases: decoupled and strongly coupled cases. In the limit of strong coupling, we identify two different superfluid phases, characterized by condensation of either particle-hole pairs or particle-void pairs, depending on the gate charge. In order to disclose the properties of the superfluid phases and the formation of excitons explicitly, we measure the pair correlation function and exciton density. The behavior of the persistent current calculated for small systems reveals the transport via the separation and recombination process for small Josephson energies. At larger Josephson energies, however, the transport is governed by a mixing of low-lying charge states with higher-energy states. Finally, we propose an experimentally realizable system to demonstrate the cotunneling process of excitons. The intermediate-coupling regime is also interesting and more feasible experimentally. 15 Unfortunately, however, a numerical DMRG study in this case is beyond current computing power, requiring far more memory than available. We thus leave the intermediate region for future study.
The remaining part of this paper is organized as follows: In Sec. II we first describe the model Hamiltonians and discuss qualitatively the relevant low-energy charge states. Quantum phase transitions in a single Josephson-junction necklace and capacitively coupled Josephson-junction necklaces are examined in Sec. III. Section IV is devoted to the investigation of the persistent currents in the system, revealing the AB effect of excitons. Finally, we summarize the main results in Sec. V.
II. MODEL
We consider two 1D periodic arrays, which we call necklaces, of N superconducting grains as shown in Fig. 1 . Any two nearest-neighboring grains on one necklace form a Josephson junction of coupling strength E J . The two necklaces are coupled with each other via capacitance C I between corresponding grains to form a ''ladder.'' Uniform gate voltage V g is applied to each grain through its self-capacitance C 0 , inducing gate charge QϭC 0 V g on each grain. For convenience, we measure the charge in units of 2e and write Q ϵ2en g . In addition, a transverse magnetic flux threads each necklace. Such a system is described by the Hamiltonian
where the number n x l of Cooper pairs and the phase x l of the superconducting order parameter at site x on the lth necklace (lϭ1,2) are quantum mechanically conjugate variables:
The bond angle A x is given by the line integral of the vector potential A introduced by the applied magnetic field:
where f denotes the total flux in units of the flux quantum ⌽ 0 ϵ2បc/2e. Assuming that junction capacitances are negligible, we write the capacitance matrix C lx,l Ј x Ј in the form
and also define charging energy scales E 0 ϵe 2 /2C 0 and E I ϵe 2 /2C I , associated with the corresponding capacitances. Notice, that when n g ϭ0 the Hamiltonian in Eq. ͑1͒, is symmetric with respect to the particlelike ͑excess Cooper pairs͒ excitations and holelike ͑deficit pairs͒ ones. On the other hand, charges on each grain are maximally frustrated when n g ϭ1/2. For later use, we thus name the lines corresponding to n g ϭ0 and n g ϭ1/2 the particle-hole symmetry line and maximal-frustration line, respectively, in the phase diagram.
For the DMRG analysis, we represent the Hamiltonian in Eq. ͑1͒ in the boson number basis. Based on the commutation relation between the number n x l and phase x l , we identify the boson creation operator b x l † at site x on necklace l
. In terms of the boson operators, we thus obtain the Bose-Hubbard Hamiltonian
where n is the average boson number per site. Note that in the quantum phase model the Josephson energy term is independent of the number fluctuations, while the corresponding ͑hopping͒ term is not in the Bose-Hubbard model. To alleviate the effects of number fluctuations in the BoseHubbard model, we consider the case that the average boson number n per site is large: 19 Throughout this study we set n to be 10 000.
Capacitive coupling between necklaces drastically affects the low-lying charge excitations, especially in the strongcoupling regime. To examine the charge configurations in the low-lying states, it is convenient to rewrite the charging energy part in the Hamiltonian ͑4͒:
where we have defined new energy scales U 0 ϵ2E 0 and V 0 ϵ2E 0 /(1ϩ2C I /C 0 ) and charge variables n x Ϯ ϵ(n 1,x Ϫn ) Ϯ(n 2,x Ϫn ). Note that n x ϩ represents the total number of ͑excess͒ Cooper pairs on the xth rung of the ladder. In the regime of concern (C I ӷC 0 , i.e., E I ӶE 0 ), we have U 0 ӷV 0 and U 0 ӷE J , and the charge configurations satisfying n x ϩ Ϫ2n g Ӎ0 are thus strongly favored. In such a charge configuration n x Ϫ /2 corresponds to the number of excitons ͑particle-hole or particle-void pairs; see below͒.
The representation in Eq. ͑5͒ of the Hamiltonian allows us to distinguish clearly the two interesting regions from each other: near the particle-hole symmetry line (n g ϭ0) and near the maximal-frustration line (n g ϭ1/2), as one can observe from the energy spectra of the charging energy part illustrated in Figs. 2 and 3 for the two regimes, respectively. Near the maximal-frustration line, the charge configurations that do not satisfy the condition n x ϩ ϭ1 ͑for all x) have a huge excitation gap of the order of E 0 . Furthermore, the ground states of the charging energy part, separated from the excited states by a gap of the order of E I , have twofold degeneracy for each x, corresponding to n x Ϫ ϭϮ1. Near the particle-hole symmetry line, on the other hand, low-energy charge configurations should satisfy the condition n x ϩ ϭ0 for all x. Unlike the former case, the ground state of the charging energy is nondegenerate and forms a Mott insulator characterized by n 1,x ϭn 2,x ϭ0 for all x. As E J is turned on, the ground state is mixed with the states with n x Ϫ ϭϮ2. In the intermediate region (0Ͻn g Ͻ1/2), these two kinds of energy spectra are interleaved to form a complex shape of the energy levels.
III. QUANTUM PHASE TRANSITIONS
The competition between charge order and phase coherence gives rise to quantum fluctuations and quantum phase transitions at zero temperature. For large charging energy (E 0 ӷE J ), the bosons become localized and the system is in the Mott insulator phase with integer density. On the contrary, for large hopping energy or Josephson energy (E J ӷE 0 ), coherence of the phases x dominates over the system and a superfluid ͑SF͒ region with delocalized bosons is observed. The properties and universality classes of the phase transitions, however, depend strongly on the coupling strength C I /C 0 as well as the chemical potential ϵ8E 0 (n g ϩn ). The charge frustration n g may be restricted to the range ͓1,1/2͔ since the Hamiltonian in Eq. ͑5͒ is periodic in n g with period unity and has reflection symmetry about the n g ϭ1 ͑or any integer͒ line. In the following we investigate two limiting cases: the decoupled case (C I ϭ0) and the strongly coupled one (C I ӷC 0 ).
A. Single Josephson-junction necklace
The phase transition in a single Josephson-junction array has been studied quite extensively and it has been found that its nature depends crucially on the gate voltage. In the presence of nonzero gate voltage (n g 0), the density of the system changes as the phase boundary is crossed from an incompressible insulator to a compressible superfluid. The transition can thus be located at the point where in the thermodynamic limit the density of the ground state becomes different from one of the insulator ground state as the Josephson energy is increased. On the other hand, in the particle-hole symmetry line (n g ϭ0), the density remains an integer at the phase transition. Therefore, in this case the phase boundary is determined by the single-particle excitation gap. This is possible because in the superfluid phase the ground state is a superposition of states with different boson numbers; the energy gap between the ground state and states with additional particles, which is finite in the insulating phase, vanishes in the superfluid phase.
Since the Hamiltonian conserves total charge number, the DMRG algorithm can be set up to target states with given total excess number M of bosons. We thus obtain the phase diagram of the system by comparing energies of the ground states with different boson numbers: the energy E M ϭ0 of the insulator ground state with zero excess boson density (͗n x ͘ ϭn ) and the energy E M ϭ1 of the eigenstate with an additional particle upon the ground state. Through the linear extrapolation of the energy gap E M ϭ1 ϪE M ϭ0 for finite system size Nϭ64,128, and 256, we have estimated the gap in the thermodynamic limit and located the phase boundary at the point where the gap is zero. For high numerical accuracy and access to large systems, the finite-size DMRG algorithm and open boundary conditions have been used. During the DMRG process, the boson number at each site is truncated to be less than 6 and the discarded weight is set to be less than 10 Ϫ6 , giving rise to negligible errors in the gap energy. 20 The magnetic frustration f is set equal to zero because it can be gauged away and becomes irrelevant in the thermodynamic limit. Figure 4 displays the resulting phase diagram for the quantum phase model on the E J -n g plane in the range 0 рn g р1/2 and 0рE J р8E 0 . For convenience, here and in all subsequent figures, the energy is expressed in units of 8E 0 . The phase diagram, where the Mott insulator region with zero excess boson density is separated from the compressible superfluid, is in good agreement with those obtained via the perturbative expansion 21 and the quantum Monte Carlo method. 22 On the particle-hole symmetry line the quantum phase model is mapped exactly to the (1ϩ1)-dimensional XY model, predicting a BeresenskiiKousterlitz-Thouless ͑BKT͒ transition 23 driven purely by phase fluctuations. The sharp-pointed shape of the insulating region near the symmetry line reflects the slowness in closing the energy gap in the BKT transition. 20 In case that the particle-hole symmetry is broken ͑away from the symmetry line͒, no such slowness is found and the commensurateincommensurate transition belongs to a universality class other than that of the XY model, with different critical exponents 22 and RG characteristics.
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B. Strongly coupled Josephson-junction necklaces
In the strong-coupling limit, the low-energy charging states relevant to the phase transition are the the particle-hole pairs ͑with n x ϩ ϭ0 and n x Ϫ ϭϮ2) and the particle-void pairs ͑with n x ϩ ϭ1 and n x Ϫ ϭϮ1). For small hopping strength, these excitons are localized and the system is in the Mott insulator phase. As E J increases, the phase boundary is crossed from the insulator to the superfluid which, in this case, originates from condensation of the excitons. Accordingly, as in the case of a single Josephson-junction necklace, the transition can be located as one tracks the energy taken to add an exciton to the insulator: At the phase boundary this energy vanishes in the thermodynamic limit. Which kind of exciton between the particle-hole pair and particle-void pair is relevant depends on the charge frustration n g . Near the particle-hole symmetry line (n g Ϸ0), the particle-hole pairs are energetically favorable and govern the phase transition. As n g is increased and in the presence of Josephson tunneling, in contrast, the particle-void pairs begin to be dominant faster than the particle-hole pairs, which will be shown below.
In the DMRG procedure we have associated the target state with a pair of total excess boson numbers (M 1 ,M 2 ) on the two arrays by utilizing boson number conservation. In order to locate the phase boundary, we have calculated the energy E (M 1 ,M 2 ) of three kinds of eigenstate: the insulator ground state with (M 1 ,M 2 )ϭ(0,0) and the states with additional particle-hole and particle-void pairs upon the ground state, labeled by (M 1 ,M 2 )ϭ(1,Ϫ1) and (1,0), respectively. We have extrapolated the energy gaps E (1,Ϫ1) ϪE (0,0) and E (1,0) ϪE (0,0) for finite system size Nϭ16, 32, and 64 to locate the transition points where the gaps vanish in the thermodynamic limit. As in the case of a single Josephson necklace, we have employed the finite-size DMRG algorithm, imposing open boundary conditions. Figure 5 shows the energy gaps as functions of the Josephson energy at various charge frustrations in the system with C I /C 0 ϭ100 and Nϭ32. From Fig. 5͑a͒ we observe that the excitation energy E (1,Ϫ1) ϪE (0,0) for different charge frustrations collapses into one curve, which also happens at other system sizes. This indicates that the critical Josephson energy at the transition driven by particle-hole pairs does not depend on n g . On the other hand, the energy gap E (1,0) ϪE (0,0) decreases almost linearly with the increase of n g and E J , as shown in Fig. 5͑b͒ . The larger n g is, the smaller the Josephson energy E J at which the energy gap vanishes becomes. For n g տ0.14, the critical value of E J become even less than that for the particle-hole pairs.
The resulting phase diagrams for strongly coupled arrays with C I /C 0 ϭ100 and 200 are exhibited in Figs. 6͑a͒ and 6͑b͒, respectively. Based on the dominant transport mechanism, one can distinguish three regions in the superfluid phase: ES 1 , ES 2 , and SFUB. In region ES 1 the transport is driven mainly by the excitons of particle-hole pairs; in ES 2 it is driven by particle-void pairs. In region SFUB, on the other hand, single-particle processes dominate the transport in the system. Such a superfluid of unpaired bosons ͑SFUB͒ is to be observed at E J /8E 0 ϳ1, far to the right from regions ES 1 and ES 2 , and not shown in the phase diagram given by Fig.  6 . We note that different transport mechanisms take over dominant roles gradually as the control parameters are changed. Therefore, regions ES 1 and ES 2 in Fig. 6 should not correspond to truly distinct phases. Previous studies of the mapping of the system at the particle-hold symmetry line to a (1ϩ1)-dimensional system of classical vortices 25, 26 insisted that the system is effectively described by a two-dimensional XY model and exhibits a BKT transition at the critical Josephson energy E J /8E 0 ͉ c ϭ4K BKT
where K BKT Ϸ0.748 is the critical coupling strength for the standard XY model. Our data, though being unable to discern nature of the transition, show that the critical Josephson energy is inversely proportional to ͱC I /C 0 instead of C I /C 0 , apparently favoring against the BKT transition. This result is quite reasonable in view of the fact that the cotunneling process of particle-hole pairs via an intermediate virtual state happens with probability proportional to E J 2 /E 0 E I , leading to E J /E 0 ͉ c ϰͱC I /C 0 . In addition, the nonzero charge frustration does not change the properties of the phase transition abruptly, in contrast to the case of a single array. Instead, the transition point as well as the qualitative properties is preserved up to n g Ϸ0.135 for C I /C 0 ϭ100 and to n g Ϸ0.165 for C I /C 0 ϭ200; there is no increase in the critical value of E J as predicted in Ref.
14. Since our model neglects the junction capacitance on each necklace, for
͑6͒
each site has twofold-degenerate ground states (n x ϩ ϭ1 and n x Ϫ ϭϮ1) of the charging energy. Accordingly, the Josephson energy of any strength brings about charge fluctuations to drive the system into the superfluid phase. Indeed Fig. 6 shows that the MI phase ceases to exist for n g Ͼn g * , regardless of E J . With nonzero junction capacitance, the degeneracy is expected to be broken, generating another insulating phase: the charge-density-wave ͑CDW͒ phase. A perturbative study 14 has found that as the Josephson energy is increased the system goes from the CDW insulator to the Luttinger liquid phase.
To witness the activity of the excitons in the phase transition, we have measured the pair correlation function defined to be
together with the exciton density P 0 of the particle-hole pairs and P Ϯ1 of the particle-void pairs:
The pair correlation function assumes zero if there is no correlation between the boson numbers on the two arrays; a particle-hole or particle-void pair at every site on the average contributes to C pair by Ϫ1 or Ϫ1/4. Figure 7 shows that the pair correlation is negative and monotonically decreases with E J , which indicates that larger hopping strength makes more excitons come into the system. For n g ϭ0 ͓see Fig. 7͑a͔͒ , the two pair correlation functions-one for the insulator ground state and the other for the state with an additional particle-hole pair-approach each other and collapse at E J /8E 0 տ0.07, giving further evidence for the condensation of excitons. For n g ϭ0.2, the correlation changes abruptly at the phase transition, as shown in Fig. 7͑b͒. For n g у0.3 , we have C pair ϷϪ1/4 for small values of E J , which reflects the contribution of particle-void pairs. Although the correlations for n g у0.3 become similar at large values of E J , they do not coincide at intermediate values, implying a difference in the history of pair generation.
The behavior of the exciton density with E J , displayed in Fig. 8 , manifests more clearly the formation of excitons. The particle-hole pair density P 0 grows with E J ͓see Fig. 8͑a͔͒ , except for the case of n g ϭ0 and large E J . On the other hand, Fig. 8͑b͒ shows that the density P 1 of the particle-void pairs with n x 1 ϩn x 2 ϭ1 has two kinds of tendencies: For n g Ͻn g * the density P 1 increases with E J ; otherwise, it decreases. The steep changes in both densities P 0 and P 1 happen when the total excess boson number M ϭM 1 ϩM 2 of the ground state is altered. Such behaviors of P 0 and P 1 reveal that more than one kind of excitons proliferates in the system as E J is increased beyond its critical value. With large E J , the kinetic energy gain due to the Josephson tunneling term compensates for the charging energy gap between different kinds of excitons.
We close this section with a comment about the pair correlation in the limit E J /8E 0 ӷ1, which is beyond our current computational power. Our data show no indication of the decrease of the pair correlation with E J raised. However, when the Josephson energy is large enough for the single processes of unpaired particles to prevail, the pair correlation may eventually approach zero again.
IV. PERSISTENT CURRENT
In this section we consider the persistent current along the necklaces, induced by the threading external magnetic field. Since tunneling of Cooper pairs between necklaces is not permitted, the persistent current carried by each necklace is given by the derivative of the energy with respect to the magnetic flux f ͑Ref. 3͒:
which is simply the supercurrent through the Josephson junctions. The current in the system is thus given by the imaginary part of ͗exp͓i( x l Ϫ xϩ1 l ϪA x )͔͘, the real part of which describes the gauge-invariant phase correlation function between nearest-neighboring grains. Since the current is periodic in f with period unity and an odd function of the flux f, it is sufficient to calculate the current in the range f ͓0,1/2͔. As in the previous section, we focus on two extreme cases: the decoupled case (C I ϭ0) and strongly coupled one (C I /C 0 ӷ1).
A. Single Josephson-junction necklace
We have calculated the persistent current in a finite-size system (Nϭ40) under periodic boundary conditions. The persistent current is evaluated in the ground state-namely, the lowest-energy state-which is found by varying the total excess boson number M at given n g and E J , and expressed in units of eE J /Nប in all subsequent figures. Figures 9͑a͒  and 9͑b͒ show the dependence of the persistent current ͑in units of eE J /Nប) and of the ground-state energy ͑in units of 8E 0 ) on the flux f in both the insulating phase and superfluid phase, respectively, without the gate charge (n g ϭ0).
For small E J , the current depends sinusoidally on f, whereas it has a sawtooth shape in the superfluid phase. Such behavior of the persistent current is well known in the two extreme one-dimensional electron models: In the tight-binding model with the lattice potential energy dominant over the kinetic energy, the single-particle energy is given by a cosine func- tion of the flux f, giving rise to a sinusoidal dependence of the current on f. On the other hand, the free-electron model on a ring, where the energy is quadratic in f, has the persistent current linear in f and of sawtooth shape. In our model Cooper pairs take the role of the electrons and in analogy we infer that the sawtooth dependence in the persistent current indicates the emergence of the superconductivity over the system, where the Cooper pairs can freely move around. Our data for the dependence of the current on the system size, shown in Fig. 10 , also lead to the same interpretation: In the insulating phase the bosons are localized at sites so that the probability for a boson to circle around the ring and to return to its starting position is proportional to t N , where t is the hopping probability between nearest neighbors. This gives a current decaying exponentially with system size N ͓see Fig.  10͑a͔͒ . On the other hand, in the superfluid phase the wave function of the boson is extended and the hopping probability over the system does not depend on the system size. Instead, since the energy itself is quadratic in the system size, the persistent current follows a power law with respect to the system size, as shown in Fig. 10͑b͒ . Hence our data for the persistent current are fully consistent with the phase transition explained in Sec. III A.
We exhibit the dependence of the persistent current on the Josephson energy at f ϭ1/4 and various gate voltages in Fig.  11 . The persistent current scaled by E J is negligibly small in the insulating region, then rises rapidly near the transition point, and increases only marginally in the superfluid phase. For n g ϭ0, the current shows finite-size effects, gradually increasing quite before the transition point. On the contrary, in the presence of nonzero gate voltage, the current increases very sharply at the phase boundary even in the small-size system, which is attributed to the abrupt change in the total boson number or the density of the ground state at the transition point. Deep in the superfluid phase, on the other hand, the persistent current becomes independent of the gate voltage.
B. Strongly coupled Josephson-junction necklaces
From the observation in Sec. III B, it is evident that in the strong-coupling limit the excitons such as particle-hole and particle-void pairs play dominant roles in the transport. In the picture of the lowest-order cotunneling processes illustrated in Fig. 12 , however, such pairs are tightly bound throughout the transport process. Accordingly, the current induced in one necklace is accompanied by the secondary current in the other necklace, with the same magnitude but in the opposite direction.
14 On the other hand, in response to the magnetic flux, the charges in an excitonic pair tend to move in opposite directions since their signs are opposite ͑with respect to the offset charge n g ). Therefore the current mirror effect competes with the influence of the magnetic flux.
Indeed, for small values of the Josephson energy (E J /8E 0 Շ0.07), the persistent current is quite negligible both on the particle-hole symmetry line (n g ϭ0) and on the maximal-frustration line (n g ϭ1/2) ͑see Fig. 13͒ . The small but still nonzero amount of persistent current is induced via higher-order tunneling processes. Namely, the charges in an excitonic pair break up, run down the circumferences in the opposite directions, and recombine. Contributions from these processes are observable only in a system with a small number of sites (Nϭ8 for the data in Fig. 13͒ . In other words, the current mirror effect wins the competition. It is distinguished from the behavior of the persistent current in a single Josephson-junction necklace, where for n g ϭ0 the current increases rapidly near the transition point and any strength of the Josephson energy induces rather large persistent current for n g ϭ0.5 ͑see Fig. 11͒ , demonstrating the action of a different kind of charge fluctuations in the coupled system.
For larger values of the Josephson energy (E J /8E 0 տ0.07), however, a considerable amount of persistent current flows through the system and increases with E J . It can be explained by the generation of excitations with higher charging energies in the presence of the Josephson energy. As observed in Fig. 8 , with the increased Josephson energy, more of the charge states that do not satisfy n x ϩ ϭ0 ͑near the particle-hole symmetry line͒ or n x ϩ ϭ1 ͑near the maximalfrustration line͒ are now mixed with the lowest-chargingenergy states. These excitations can carry a finite amount of persistent current since the signs of the charges in a pair are not opposite now. In short, magnetic frustration wins the competition with the current mirror effect. It is also interesting that the persistent currents for n g ϭ0 (ᮀ) and 1/2 (᭝) are almost the same. In fact, the densities of charge excitations which do not satisfy the lowest-charging-energy condition are nearly the same for the two cases since the charging energy costs for such excitations amount to the same energy U 0 in both cases.
Note also that unlike these two cases the persistent current for n g ϭ0.2 (᭺) increases sharply at the transition point and becomes quite larger than the one for n g ϭ0 or 1/2. Intermediate values of charge frustration ͑in the superfluid phase͒ bring about a variety of charge excitations in the presence of the Josephson energy and diminish the energy gap between the charge excitations, giving rise to a reduction of the current mirror effect and favoring independent single-charge transport. Figure 14 shows that the persistent current increases slightly as the coupling capacitance is raised. On the one hand, a larger value of the coupling capacitance reduces the lowest excitation energy (ϳE I ) and makes the excitons proliferate more in the system, thus increasing the persistent current due to the excitons. On the other hand, breaking of the excitons, which is crucial for inducing the persistent current, costs higher energy (ϳE 0 ). These conflicting trends result in a slight increase in the regime of our interest (E 0 ӷE I ).
The dependence of the current on the system size also supports our scheme for the role of the excitons in the persistent current. Figure 15 shows that, similarly to the case of a single necklace, in the insulating phase the current decays exponentially with system size and decreases inversely to the system size deep in the superfluid phase. Near the transition point on the side of the superfluid phase ͑at E J /8E 0 ϭ0.08 and 0.125), however, the current does display exponential dependence on the system size, which indicates that spatially localized objects participate in the generation of the current. It is another piece of evidence for the virtual processes of unpaired charges or higher-order excitons in the region where the low-lying excitons themselves are delocalized over the system. To reveal the cotunneling process more explicitly, we devise another interesting configuration that the magnetic field penetrates only one necklace (lϭ1) without affecting the other (lϭ2). Such a setup may be realized experimentally as shown in Fig. 16 . Notice that only part of the two necklaces are capacitively connected. In order for the persistent current to flow through uncoupled grains, the Josephson coupling between those uncoupled grains should be sufficiently large. In this arrangement, one can observe the current mirror effect, similar to the case that only one chain is biased by an external voltage. 13, 15 Figure 17͑a͒ exhibits the current mirror effect in the system with the magnetic field threading only the first (lϭ1) necklace. On the particle-hole symmetry and the maximalfrustration lines, the two persistent currents I 1 and I 2 along the first and second (lϭ2) necklaces, respectively, satisfy the relation I 1 ϷϪI 2 in the range E J /8E 0 Շ0.07. As E J is increased further, nonetheless, not only the mirror effect disappears gradually but also the current I 2 diminishes to zero. It means that independent single-charge transport rather than the cotunneling transport is favorable at large values of the Josephson energy. Note that the current I 1 is much higher than the corresponding current in the system with the magnetic field acting on both necklaces. Interestingly, unlike the previous setup, the persistent current for n g ϭ1/2 is higher than that for n g ϭ0. Whereas on the maximal-frustration line the system is in the superfluid state of the particle-void pairs even at small E J , on the particle-hole symmetry line a sufficient amount of the Josephson energy is necessary for generating excitons, i.e., particle-hole pairs. For n g ϭ0.2, the current mirror effect is indeed negligible and the increase in I 1 is also very small, as shown in Fig. 17͑b͒ .
V. CONCLUSION
We have studied phase transitions and persistent currents in a ladder of two capacitively coupled Josephson-junction necklaces. Emphasis has been placed on the roles of excitons in the presence of charge and magnetic frustration. To obtain the properties of the ground and excited states of the system, we have utilized the DMRG method for arbitrary values of the gate charge and magnetic flux. Although the main interest lies in the strong-coupling limit between the two necklaces, we have studied both the uncoupled and strongly coupled cases for comparison. In both cases, the gate voltage brings about crucial effects on the properties of the system. In a single Josephson-junction necklace, the presence of the gate voltage changes rather abruptly the behavior of the persistent current as well as nature of the phase transition. On the other hand, in the capacitively coupled Josephson-junction necklaces, such a drastic change is not observed but the gate voltage determines the class of excitons driving the phase transition: the particle-hole pairs near the particle-hole symmetry line and the particle-void pairs near the maximalfrustration line. In the presence of the Josephson tunneling, two different superfluid phases, characterized by the condensation of either of the two types of excitons, have been identified, depending on the gate charge. The pair correlation function and the exciton density have provided evidence for the formation of such excitons.
In the strongly coupled necklaces, the behavior of the persistent current is manifested by the competition between the current mirror effect and magnetic frustration, which is associated with the cotunneling transport of the bound excitonic pairs of either particles and holes or particles and voids.
At small values of the Josephson energy, the current mirror effect wins the competition and only a very small amount of persistent current is allowed for a finite-sized system. At large values of the Josephson energy, magnetic frustration can make use of higher-charging-energy states to dominate over the current mirror effect, allowing a considerable amount of persistent current. We have also suggested an experimentally realizable system to demonstrate the cotunneling process of the excitons. To our present knowledge, the only experimental work related to the system considered here is that reported in Ref. 15 . Unfortunately, however, the large bias voltage applied to both arrays does not allow us to make a direct connection. In particular our DMRG algorithm is not suitable for such a nonequilibrium problem.
