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I. SYMBOLS AND ROTATIONAL DEFINITIONS 
1. A represents the matrix of coefficients 
2. b represents the constant vector of the linear system 
3. is the i-th column vector of A 
4. (x,y) is the inner product of the vectors x and y 
5 • Aj^  = ( Q.^  f a^  ) 
6« cc— (r #3^) / Aj^ 
7 • A j = ( B.1^  ( a j ) 
8. = (rk,rk) 
9. 0^j represents the angle between the vectors a^ and a^ 
10. ci = 1 / (1 - cos2 9. .), i ^ j 
11. cos2 j = (A^)2 / (A^Aj) 
12. n i k = k mod (n) 
13» e^ = (0,0,0, . . 0,1, 0,0, . . .); a one in the i-th 
position 
14. is the i-th row of the matrix C 
k 15. X refers to the k-th approximation to the solution 
vector X and not to the k-th power of the solution vector 
16. V = a^a^ — aj&j 
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II. INTRODUCTION 
There are many methods for solving a linear algebraic 
system of equations denoted by Ax = "b, where A is an n by n 
matrix, and the column vectors x and b are n-tuples. Most of 
these methods can be Included in one of three groups. Group 
one is comprised of direct methods In which the solution is 
obtained in a finite, usually fixed, number of steps. One of 
these direct methods is to find the inverse of A by one of the 
well-known algorithms, then to find the solution using A"^b. 
Another direct method is elimination or triangularization such 
as Gauss or Gauss-Jordan (7, p. 60), in which the coefficient 
matrix is augmented with the column vector b. Row operations 
are then performed on this array until the part corresponding 
to A is reduced to triangular or diagonal form, from which the 
solution is readily obtained. This method is more useful if 
the right-hand side is an n by m matrix B (11, p. 91)• rather 
than a vector. The row eliminations on the augmented system 
leave the solution vectors, in the column vectors b^. 
Another advantage with this method is that the row multipliers 
used to reduce A to a diagonal matrix may be saved to use on 
another vector or matrix B with the same coefficient matrix A. 
A second group is comprised of iterative methods. In 
these the matrix A is broken up so that a system of the form 
x^*^ = Mx^ f d results. The method begins with an arbitrary 
starting vector x° (which may be the zero vector), and will 
3a 
converge or not for a given linear system depending on the 
spectral radius of M (22, p, 13). The Jacobl method results 
if A= D+ {L+ U) and the Gauss-Seldel method if A = 
(D + L) + U, where D is a diagonal matrix and L and U are 
strictly lower and upper triangular matrices, respectively. 
The Iteration matrix for the Jacobi method is M = -D~^(L + U) 
and for Gauss-Seidel is M = -(D + L)~^U. Jacobi is a total-
step method in that all components of the solution vector are 
changed at each iteration; while Gauss-Seidel is a single-step 
method in that only one component of the approximation to the 
solution vector Is changed at each iteration step. 
The third group is comprised of the relaxation methods, 
which were first suggested by Gauss (2, p. 146) and later by 
Southwell (20), Gauss believed that his method was particu­
larly effective for certain systems of linear equations which 
came from the normal matrix of a linear least squares fit. 
Although his method has never had the popularity which Gauss 
hoped it would have (2, p. 1^5)i It could be more popular for 
particular systems with the use of some of the newer interac­
tive display units. 
An advantage of the relaxation approach is that the 
number of iteration steps can be decreased by making the 
proper choice of the next residual element to eliminate at 
each step. However, there are no set rules or formulas to 
follow in making the choice; as a result, over-relaxation and 
under-relaxation approaches have been developed. Obtaining 
3b 
efficient results with a relaxation method requires skill and 
the user plays a most important role» It is easier for the 
user to choose which residual or residuals should be elimi­
nated for the next step than to try to build all the different 
algorithms into a program which operates automatically. The 
residuals and other important information could be displayed 
at each step on a unit such as the 2260, enabling the user to 
make his observations, then input the necessary information 
for the next change. 
Iterative methods are sometimes referred to as stationary 
or non-stationary, depending on whether or not the change at 
step k is a function of the step parameter, k. Fox (7, p. 190) 
defines a non-stationary scheme as, 
^k+1 ^  (x^l f ; 2,1 
where and f^ are functions of k. Relaxation methods tend 
to be non-stationary since the choice of the next change in 
the solution vector depends on the residual vector at each 
step. Methods that proceed cyclically through the components 
of the X vector are considered stationary; examples of such 
methods are gradient, Kaczmarz, Jacobi, and Gauss-Seldel (7, 
p, 189; 16, p. 401). 
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A. Literature Review 
An Iterative method for solving linear systems developed 
by de la Garza (8) in 1951 has become known as the Projection 
method. It can be used as a single-step method, changing one 
component at each step, or the columns of A can be grouped in 
blocks and these blocks used at each step. A brief review of 
the Projection method will be given in Chapter III. 
A comprehensive study of the theory of gradient methods 
in solving linear systems has been made by Householder (10, 
11), Fox (7), Varga (22) and others. Forsythe (5) reviews the 
methods for solving systems through 1953 and also gives an 
extensive bibliography of references. 
Tewarson (21) considers one of the Projection methods in 
solving a linear system in which the coefficient matrix is 
considered sparse, that is, a small percentage of the elements 
are non-zero. This is a method described by Kaczmarz (2, 
p. 186) which is represented by the equation 
= x^ + [r* / (a^,a^)] [ a^ 2.2 
where a^ is the 1-th row of A and r^ the 1-th element of the 
residual vector. 
The matrix A is partitioned by a permutation matrix P so 
that 
5 
P A = or P A X = X = ÏI 2-3 
where R Is m by n and N is (n - m) by n and the rows of A 
which are orthogonal have been placed in H. Applying equation 
2.2 m times to the equation Rx = W yields 
^k+m = %% + R^D^(w - RX^) 2,4 
where D is a diagonal matrix with elements d^^ = 1 / (R^,R^)^. 
Equation 2.2 must still be used on NX = V. The use of equa­
tion 2,4 saves several steps of calculation and thus saves 
some computing time. 
Keller (13) considers the solutions to a class of singu­
lar systems such as the Neuman problem and others by itera­
tion. He shows that the iterative scheme given by 
NX^"^^ = (N - A)X^ + f 2.5 
where N is non-singular, converges to a solution of Ax = f 
whenever the solution exists. The iteration matrix for this 
method is 
B = I - N"^A 2.6 
and has different convergence properties than when A is non-
singular, that is, all the eigenvalues of B are less than one 
6 
in modulus. 
The major results are best stated by giving the first 
theorem: 
Theorem 1. Let Ax = f have a solution and N be non-
singular. Then the following three state­
ments are equivalent* 
a) For every x° the sequence fx^j of equation 
2.5 converges to a solution of Ax = f. 
b) For every e„ the sequence fe, } converges to a 
vector in the null space of A, e^^^ = Be^. 
c) For some 3(A), B is reduced by [B(A),g(A^; 
B is the identity on g(A) and convergent on 
p(A) where p(A) denotes the null space of A 
and p(A) is any complement of g(A). 
Keller then considers A to be Hermitian and positive 
semidefinite and shows that matrix B of equation 2.6 is con­
vergent if and only if A is positive semidefinite. 
In order to obtain this result he has defined matrix B to 
be convergent if and only if part c of Theorem 1 holds. Hav­
ing a theorem for positive semidefinite matrices, it is an 
easy step to apply it to positive definite matrices, 
Keller's theorems and results seem to be practical for 
solving an ill-conditioned system; however, he does not give 
much information on the matrix N and its relationship to A, 
other than to say that N is non-singular, 
Forsythe and î-îoler (6, p. 49) consider iteration as a 
7 
means of improving the accuracy of a solution to Ax = b after 
a first approximation x^ has been found by a direct method 
such as Gaussian elimination. The key to success is to calcu-
1 2 k  late the residual vectors, r ,r , ...,r with a precision of 
accuracy higher than that used to calculate x« Then the sys-
1 1 tem Az = r is solved to yield 
? 2 
r^ = b - Ax^, 
2 11 
where x = x + z , These steps are continued until the 
desired accuracy is reached. The cost in time and calcula­
tions is only slightly increased since the matrix A is the 
same each time and the elimination multipliers of the Gaussian 
elimination can be retained. 
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III, REVIEW OF THE PROJECTION MEPHOD 
The projection method for solving an algebraic system of 
linear equations, defined by Ax = b, is a member of the class 
of methods known as gradient methods. The coefficient matrix 
A will be considered to be non-singular and b a vector. The 
gradient methods attempt the solution by minimizing a quad­
ratic form. The choice of the quadratic form leads to differ­
ent methods of solving the linear system. Some of these 
methods are projection, gradient, steepest descent, and 
conjugate gradient. Projection methods are so named because 
the residual vector at each step is orthogonal to one or more 
columns of the coefficient matrix A. An N-dimensional projec­
tion method (N ^  n) is one such that the residual vector is 
orthogonal to N column vectors of A (10, p. 51)• 
A one-dimensional projection method can be derived by 
minimizing the quadratic form (r^,r^) where r^ is the residual 
vector defined by 
r^ = b - Ax^ 3,1 
x^ being the approximation to the true solution vector x at 
the k-th iteration step (7» p. 205), Let the change in x at 
it IC 
the k-th step be a^w' for some scalar and vector w , then 
the new approximation to the solution vector x is 
9 
3.2 
with 
a% = (uk.rk) / (uf.uk) 3.3 
k k 
where u = Aw . 
Choosing w^ as e^, i = 1 + n i k, being the i-th 
column vector from the identity matrix I, Ae^ becomes the i-th 
column from the matrix A. Thus, equation 3«3 becomes 
"•k " 3.4 
which gives the change for the k-th step. The residual vector 
after the k-th step can be found by 
= r^ - a^a^. 3.5 
The square of the length of this vector is given by 
(rk+l^^k+1) ^  (rk,rk) _ (r^,a^) + 
= (r^,r^) - 2a%A^ t a%A^ 
= (r^,r^) - a^A^. 3.6 
The convergence for the Projection method is assured for 
non-singular coefficient matrices; however, it may be quite 
10 
slow in some cases (14). In the one-dimensional Projection 
method a change is calculated at each step for only one compo­
nent of the solution vector. Hence the method is referred to 
as a single-step method, as opposed to a total step method 
such as Jacobi's method in which all components of the solu­
tion vector are changed at each step. The columns of A are 
usually taken in cyclic order, that is, 1, 2, 3» •••» n, since 
many more calculations and comparisons would be required to 
choose a different ordering. A cycle in the Projection method 
would consist of n single steps, usually beginning with the 
first column; however, there is nothing to prevent the initial 
column from being any arbitrary column of A. 
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IV. A TWO-DIMENSIONAL PROJECTION ALGORITHM 
The one-dimensional Projection method is considered to be 
a stationary method in that the coliimns of the matrix A are 
used in a cyclic order, independent of the iteration step 
parameter k. A two-dimensional algorithm for accelerating the 
Projection method was proposed by Shen (18) in his Ph.D. 
dissertation at Iowa State University, and presented at the 
SIAM National Meeting in July of I97O by Keller (15). 
The basic idea of the algorithm is that successive cor­
rections are made to two adjacent components of the solution 
Ic Ic 
vector; for example, x^ and x^^^, 1=1, 2, ..., n - 1; until 
no further corrections can be made. Then another pair is cho­
ir V 
sen with and tne same sequence of operations: 
These sequences of changes are computed by summing an infinite 
series so that in actuality only one change is computed per 
pair (18, p. 16). This algorithm using adjacent pairs of col­
umns is equivalent to a two-dimensional Projection method (10, 
p. 51)• The present work is an extension of this idea by 
looking closer at the matrix A. An optimal ordering of the 
columns of A Is sought in order to increase the rate of con­
vergence of the Projection method. This ordering is based on 
a function involving the cosine squared of the angle between 
each of the column vectors of A. These function values are 
greater than or equal to one, and will equal one if the col­
umns of A arc orthogonale The function values approach one 
12 
for a matrix which is strongly diagonally dominant and symmet­
ric. A general matrix may have one or more large function 
values and it is the largest of these which plays an important 
role in this investigation. 
Computationally, the original algorithm may be stated as 
follows, where the subscripts i and j represent any pair of 
components of the columns of A; 
a^l = / Aj ^.1 
r^^ - _ Gj^aj 
_k2 _ kl 
r — r — 
4.2 
a^2_ = (r^^,a^) / 4.3 
4.4 
"J2 = / "i '*•5 
4X^ - GiiCj: - ttji + GjgCj 
r^+1 = _ Ax^a^ - a ^a^ 4,7 
kl k2 
The need for computing the intermediate values of r and r 
can be eliminated by the following substitutions and défini» 
tionsI 
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aj = (r^\aj) / Aj ^*8 
= ( (r^ - a^aj), / \ = [(r^,a^) - ajCaj^.a^)] / 
= [(r^,a^) - ttjAj] / A^ 
AX* = eicl 4.9 
aj2 = (r^^,aj) / Aj = ( (r^ - ajSj - Pj_aj^)» a^) / Aj 
= [(r^.aj) - (r^,aj) - ([(r^\a^) - a^Aj] / A^)Aj]/ A^ 
= -e^Aj / Aj 
= Gj + GjzCj = Cj - BlAjCj / Aj 
= ttj + Ax^AJ / Aj 4.10 
r^+1 = fk _ _ Ax^a.. 4.11 
Thus we obtain the computational sequence: 
Ax^ = [(r^,a^) - (r",aj) A^ / Aj jCj / A^ 4.12a 
Ax^ = [(rk.Sj) - A..^Aj] / Aj 4.12b 
r^-f-1 - fk _ Ax^a^ - AXjaj. 4.12c 
Shen (18) uses j as i + 1 until i = n, then j returns to one 
and cycles in this manner. However, there is nothing in the 
14 
algorithm to prevent i and j from being any combination 
between one and n. 
The following lemmas will be proved by considering the 
computational algorithm in equations 4,12. Let us assume that 
the computation has progressed to the k-th step and that we 
k+1 k k k 
are trying to find r from r by changing and x^ which 
correspond to columns a^ and a^ from the matrix A. 
Lemma 4.1 
The resultant vector is orthogonal to both columns 
a^^ and a^. 
Proof This follows from Shen (18, p. 10) or House­
holder (10, p. 30). 
Lemma 4.2 
For k > 0 let be chosen so that it is one of the col­
umns used in the previous step, then the computational algo­
rithm may be reduced to; 
AXj = (r^»a^) Cj / Aj: Ax^ = -Ax^A^ / A^. 
Proof In equation 4,12, (r^\a^) will be zero by 
lemma 4,1, Thus, 
Ax^ = -(r^,aj) AjCj / A^A, and 
AXj = [(r^,aj) 4- (r^,aj)(Aj)^ Gj / A^Aj] / Aj 
= (rk,aj)(l + [Ajf /(A^Aj - [A^f ) )/ Aj 
15 
= (r^.aj)(A^Aj / [A^A^ - (A^)^] ) / A^ 
AXj = (r^.aj) Cj / Aj = a^Cj 4,13a 
Thus, 
= -[(r^.aj) Cj / A^] Aj / A^ = -AXjAj / 4.13b 
The residual is still calculated as given in 
equation 4,12c, Thus equations 4.12 or 4.13 may be used for 
calculating the next change, depending on how close (r^,a^) is 
to zero. The change in the magnitude of r^ to r^^^ is defined 
as Ar^ = (r^,r^) - (r^"''^,r^"'"^). 
Lemma 4.3 
The change Ar^ is C^ (v,v) where v = (a^,r^) a^^ / A^^ 
= (aj»r^) aj / Aj. when equations 4.12 are used and is 
Cj (r^,aj)^ / Aj when equations 4,13 are used. 
Proof For convenience let = (r^\a^) / Aj^; then 
Ax^ = («1 - SjAj / Ai) 0^ 
= aj - Ax%Al / AJ. 
Now consider the magnitude of i 
(r^+l^r^"**^) = ((r^ - Ax^a^ - AXja^),(r^ - Ax^a^ - AXjaj) ) 
16 
= (r^,r^) - ((Ax^a^ + AXjaj),r^) + (Ax^a^ + ^ x^aj)' 
Ar^ = 2[Ax^ (a^,r^) + AXj (r^.a^)] 
- [(Ax^ï^Ai + 2Ax^AXjAj + (AXji^Aj] 
= 2[Ax^a^Aj^ + (ajAj - Ax^Aj) Gj] - [(Ax^l^A^ 
+ 2Ax^(aj - Ax^Aj / Aj) A^ 
+ (Aja] - 2Ax^ajAj + (Ax^)^(Aj)^ / Aj)] 
= 2Ax^Aj_ai + 2ajAj - 2Ax^ajAj - (Ax^i^Ai - SAx^a^A^ 
+ 2(Axk)2(Aj)2 / Aj - Ajttj + 2AxJajAj 
- (Ax^)^(Aj)^ / Aj 
= 2Ax^ (A^tti - ttjAj) - 2 (Ax^)^{[AjA^ - (Aj)^] / 
AlAj) Ai + ttjAj. 
Substituting for Ax^ in terras of a^^and Cj and simplifying 
yields ; 
Ar = C 
= C 
= c 
= c 
(a^A^ - Sa^ttjAj) + aj ( Aj ^ Cj + A^Aj) / Aj_ 
- 2=1= jAi) + % f^(Al)2/(A.Aj - {A^)^) + 1]A, 
(a^A^ - Za^ajAj) + a^c^A^ 
("1*1 - + SjAj) 4.14 
^ [^1^1 " " &j&j]) Q.E.D. 
If equations 4,13 are used, then = (r^^a^) / A^ = 0, 
17 
so that 
Ar^ = Cj [ttjAj] == Cj [(r^.aj)^] / Aj 4.15 
as required. 
Looking at equation 4,14, the order of choosing the col­
umns and a^ is Immaterial since the equation is symmetric 
in the a's and A's, The change Ar is seen also to be non-
negative for any choice of and a^ and can be zero only if 
r is orthogonal to both columns used. 
Lemma 4.4-
If the columns a^^ and a^ used for correction at step k 
are orthogonal, then the algorithm is equivalent to the 
Projection method at this step. 
Proof Cj = 1 / p. - (Aj)2 / A^Aj]. If a^^ and a^ are 
orthogonal then (a^,aj) = Aj = 0 and Cj = 1. Thus, 
Ar»' = (a^Aj) = (a^Aj) 
which is the same as the change given in equation 3c6 for the 
Projection method. Keller (15i P» 19) notes that the algo­
rithm used by Shen (18) reduces to the regular Projection 
method if the columns of A are pair-wise orthogonal. 
rrV 
Lemma 4.5 
Assume that k> 0 and 1 is fixed for all k so that 
(r^;a^) = 0. then the maximum reduction in (r^*^,r^*^) at a 
18 
1 k 2 given step Is obtained by choosing j such that C^ (r .a^) / Aj 
Is a maximum for j = 1,2, ..., n. 
Proof The proof for lemma 4,5 follows directly from 
k+1 
lemma 4,3 since the total change in the magnitude of r is 
given by Cj (r^.a^)^/ A^. 
Lemma 4,5 gives a workable acceleration algorithm; 
however, for large systems it would be quite time-consuming, 
because n - 2 inner products and n - 2 divisions must be cal­
culated at each iteration step, 
A second algorithm could be proposed which would not 
restrict the choice of a^. This algorithm would use equations 
4,12 at each step since r^ would not necessarily be orthogonal 
to either column of A which might be chosen. The maximum 
change at each step would be found by maximizing the quantity 
(v,v) with V = (a - a=a. ) for s = 1, 2, n, 
o lu ul o 
m  =  1 ,  2 ,  . n .  T h i s  w o u l d  a l s o  r e s u l t  i n  a  p r o h i b i t i v e l y  
large amount of computation for a general linear system. 
Lemma 4.6 
1 o 
If is undefined then r is parallel to column a^ of 
the coefficient matrix A and the solution to the linear system 
can be found without iteration. 
Proof Since = 1 / (1 - cos^B, J, with 6^ , being 
J 1 » J i » J 
2 the angle between column a. and a., cos 6, , cannot be one for 
1 J * IJ 
any 1 and j between one and n or otherwise the coefficient 
matrix is singularo Thus, this situation will only occur for 
j = n + 1; When c-os^e. ., = 1 then column a. and r° are 
l,Tlf± 1 
19 
parallel so that r = ga^^ for some real scalar g which can be 
found from p = r° / a®, a^ 0 so that x = ge^. 
All of the lemmas have been concerned with a single step 
involving the two columns a^ and a^ with i and j chosen by 
some algorithm, A cycle is considered to be a group of m 
steps with m ^  n with the provision that each column of A must 
be included at least once in the m steps. The total change in 
the magnitude of the residual vector per cycle is given by the 
next lemma. 
Lemma 4,? 
Let k > 0 be fixed and consider the next m steps. Assume 
that the changes in the solution vector for one cycle make use 
8 C:T. CIZ; :::: C. m ^  "i, then the total change in the 
of the columns of A so that the elements of C which are used 
,il pi2 -im 
'jl' ~j2' : = -'jm 
il 12 
magnitude of r is given by (Vg.Vg) + ... 
Proof The change in the magnitude of r at the first 
step is Ar^ = (r^,r^) - (v^,v^), where v^ is 
Ix 
a function of a^, a^, and r . 
The change at the second step is 
^r^+1 = - (r^+Z.r^+Z) _ ci2 (v^.v^), 
k+2 
where v^ is a function of 
Thus the change at step m is 
20 
where is a function of a^^, and 
The total change for the m steps is 
AT^ t + >.. + AT*'™. 
. (rk.rk) -
s=0 
- (rl^+Z.rk+Z) f ... f ( rk+m- i , rk+m- l ,  .  
- * ^ j2 ^^2'^2^ + 0». + Cj^ 
Thus, the total change is 
m 
which proves the lemma» 
Ae Ill-Conditioned Linear Systems 
When using an iterative method to solve the linear system 
Ax = b the user may become involved with an ill-conditioned 
system in which the convergence would be too slow to warrant 
the use of this method. Thus, it would be helpful to have a 
built-in method for testing to see if matrix A is ill-
conditioned. Stanton défines an ill-conditioned system as one 
21 
whose solution is sensitive to small changes in the coeffi­
cient matrix (19, p. 204), 
There are several methods of testing a system, but these 
involve many computations not used in the iterative method; 
thus, making such a test would diminish any advantage that 
might be provided by the iteration method. Some of these 
tests as given by Bodewig (2, p, 135) are: 
1 2 (1) the number N(A)N(A" )/n where N(A) = • 
(2) the number n m{A)m(A"^) where m(A) = max ; 
(3) the number where is the largest eigen­
value and is the smallest eigenvalue (X^ and X^ 
represent the moduli of the respective eigenvalues); 
(4) the number given by the quotient of the maximum term 
in det (A) with det (A) in absolute valus. 
The first two tests involve the inverse of the matrix, the 
third the eigenvalues and the last a term from the determinant 
of A. Only the last could be approximated without a great 
deal of work; however, the evaluation of the det (A) would be 
equivalent to solving the system by elimination. 
A method of testing for ill-conditionedness suggested by 
Stanton (19, p. 20?) can be applied satisfactorily to the 
acceleration algorithm because the values needed are calcu­
lated as part of the computational algorithm. This test con­
siders each equation as a hyperplane and looks at the angles 
between their normals. 
If any of these angles are close to zero then the 
22 
hyperplanes are very nearly parallel and the system will be 
ill-conditioned. When one or more of these angles are small, 
then the cosine squared of the angle will approach one. The 
matrix denoted by C in the computational algorithm is a sym­
metric matrix defined by Cj = 1 / (1 - cos^G^j), where 0^^^ is 
the angle between the 1-th and j-th column of A. Thus when 
? i 
the value of cos 0^^ is near one, the value of is large; 
for example, if cos^O^j ,99 then Cj if. 100. From the test 
cases using this algorithm, any matrix A having a component of 
C greater than 100 has been very, very slow in convergence. 
Thus, the value 100 can be used as the cut-off line for con­
sidering a system to be ill-conditioned. This does not catch 
all cases of ill-conditioned systems; for instance, it does 
not identify a system in which one of the rows is very nearly 
a linear combination of one or more of the other rows. 
The following example given by Bodewig (2, p« 135) 
illustrates his four tests for ill-conditioned systems versus 
the maximum component of the matrix C; 
5 7 6 5 
7 10 8 7 
6 8 10 9 
5 7 9 10 
Figure 1, An example of a coefficient matrix which is 
ill-conditioned for solving Ax = b. 
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0 1360 12 26 
1360 0 11 21 
12 11 0 80 
26 21 80 0 
Figure 2. Matrix C for the matrix in figure 1 with the 
entries rounded to integers. 
The values for the five tests are: 
1. N(A)N(A"^) / n 
2. n m(A) m(A"^) 
3s IXil  /  
4. I max term of det(A) 
det(A) 
= ci 
750 
2700 
3000 
1600 
1360 
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V. AN OPTIMAL ORDERING ALGORITHM FOR SOLVING A% = b 
A non-stationary iterative method for solving the linear 
system Ax = b can be obtained from lemma 4,5 with a slight 
modification. The maximum reduction in the magnitude of the 
residual vector at each step is given by maximizing the prod­
uct cf (v,v) , q ^ s, over all of the columns of A; however, 
q Q. t s 
this leads to a large amount of work for large systems. 
Approximately the same reduction can be obtained by consider­
ing the values of C as fixed and finding a maximum value for 
(v,v). Let us consider the following lemma in which a value 
for i is fixed on a ror. of C which contains a maximum 
element. This will insure that the maximum element of C 
is included as many times as possible in the iteration steps 
of the algorithm. 
Lemma 5«1 
Assume that i is fixed, (r^,a^) = 0 and (r^,r^) > max 
for k > 0; then the maximum reduction in (r^*^,r^*^) at a 
given step k is attained by choosing j = s such that 
k 2 (r ,ag) / Ag, s = 1, 2, ,,,, n, is a maximum value. 
Proof From lemma 4.5, the total change is given by 
Ik 2 
Cj(r lAj) / Aj. Let us assume that the inner product of 
ic i (r ,aj) is large compared to as the iteration begins. The 
elements of C are fixed by the coefficient matrix A# thus the 
If 
product will be largely a function of the inner product of r 
with the columns of A. The cosine squared of the angle 
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between and is {r^,a^)^/ which is < 1. Thus 
(r^,aj)^/ Aj < (r^,r^), so that 
Cj (rk,aj)2/ Aj < Cj (r^.r^). 
Therefore, as long as (r ,r ) is greater than the max C , the 
residual vector will have an important role in determining the 
change at each step, 
Ic Ir 
In like manner, when (r ,r ) becomes less than the min 
C^, then the values of will control the product 
i k 2 
Cj (r ,aj) / Aj, Now the value of the next j cannot be chosen 
by looking for the largest value from the i-th row of C each 
time; as this will cause the choice of the next column to 
rotate between two values and the iteration method would prob­
ably not converge for the general case. 
This last comment leads to the question of what should be 
done when (r^,r^) is between the max and the min C^. To 
find the maximum change at this stage in the iteration 
sequence would require more work than can be justified by the 
Ir 
amount of reduction which is brought about in the norm of r . 
Thus, it is advantageous to choose some fixed value or func­
tion of c^, for example max C^, min C^, or average of these 
two, and use this value as an arbitrary dividing line. 
Lemma 5»1 gives a method for selecting the column a^ to 
pair with a fixed column a^ to obtain successive reductions in 
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the magnitude of until the magnitude becomes less than the 
max C^. Now an algorithm is desirable which will include all 
of the columns of A in some cyclic fashion in order to make it 
more likely that the method will converge to the true solu­
tion, The one-dimensional Projection method uses the columns 
in cyclic order, that is, a^, a^, a^; Shen's two-dimen-
sional Projection method (18) uses the columns in pairs, again 
in cyclic order, (1,2), (2,3), ..., (n,l). We are looking for 
an optimal ordering of the columns which will produce the most 
rapid convergence to the solution of a linear system. 
Lemma 4,3 gives the change in the magnitude of r^ from 
step k to k + 1 as Cj (v,v) in which the vector v is a func-
tion of a^, a^, and r , and lemma 5*1 indicates that the role 
of Cj becomes more Important as (v,v) becomes smaller. 
Let us assume that we have a convergent method and that 
there exists a K such that for all k > K, the magnitude of the 
residual vector is less than one so that the values of C 
become important in the amount of reduction obtained at each 
step. There are many ways to order the columns of A to obtain 
an iterative solution to the system Ax = b. When a pair of 
columns a^ and a^ are chosen at a particular step k, then the 
element cj from C is associated with the change in the magni­
tude of r^. We will consider a cycle to be m steps, m c n 
(in general m = n - 1), with the requirement that all n col= 
umns of A be included at least one time. Some of the ways in 
which the elements of C (and the columns of A) could be 
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ordered to obtain a two-dimensional algorithm are: 
(1) Pn = [Cg, Oj 0%-!, o"} , 
(2) 8^ = (4. 0^ 0^-1) , 
(3) Si = [Cg. Cj cj } . 
(!<•) p = (o^, c]l,.... } . 
The sequence g has the property that Cg ^ Cjg ^ ... ^  Cand 
may be equal to or certain systems. 
The following lemmas indicate ways to choose a^ and a^ at 
step k to get a maximum reduction in the magnitude of the 
residual vector. 
Lemma 5*2 
Assume that the columns of A are ordered so that Cg is a 
maximum for A and that a^ and a^ are used at step k to calcu-
V V V 
late the respective changes in x and r • For a fixed r , if 
a-, and are not both zero and the ratio > 
J. 6 C VI 
(v,v)^ ^ / (v,v). 5 for s = 1, 2, .n, q = 1, 2, n, 
o f q X p c 
k / (with sq ^  2), then the change in r will be a maximum for 
step k. 
Proof First, we note that v = a^a^ - for an 
arbitrary pair of vectors a^^ and a^ cannot be zero for a non-
singular matrix A when and aj are not both zero; however, 
if A is ill-conditioned for solving the linear system, (v,v) 
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may be close to zero for some choices of and a^. If 
(«2 / Cq) > [(T'V)s.q/ <''•^>1,2^ ' tha" 
4 ' <^4 (V'T's.q 
for all permissible values of s and q. The change in the 
V 
magnitude of r is 
Ar^ = (r^»r^) - = Cg (v/vj^^g 
when and a^ are used at step k. Thus we have a maximum 
change which proves the lemma. 
Lemma 5*3 
Assume that the columns of A are so ordered that Cg is a 
maximum for A and that the m maximum values of C fall on the 
T1 Ir 
superdiagonal of C so that ^ min For a fixed r , if 
and ttg are not both zero, and lemma 5«2 is satisfied, then the 
reduction in r^ is greater for n steps of the sequence than 
for n steps of the sequence 
Proof The reduction at the end of the first m steps 
is the same for both sequences or The reduction for 
the next step is due to 0^02^2^ for or Cg (v,v)i|2' 
V = a^a^ - aga?' ^m* lemma 5,2, Cg (v,v)^ g ^ C^a^A^ 
Ir ^ 
so that (r ,r ) is smaller after n steps of 
Lemma 5*3 presents the possibility of saving several 
29 
iteration steps for solving the linear system by a cyclic two-
dimensional method when A has the proper form. 
Lemma 5»^ 
Let a^ and a^ be used for the change at step k and assume 
that lim (v,v)^ / (v,v). . < 1 for any permissible value of 
K ->oo S 1 » 0 
s and q at step k, then an iteration method with the columns 
of A ordered as in sequence p produces the maximum change in 
the magnitude of r at each step. 
Proof The sequence g, for ordering the columns of A, 
has Cg ^ ... ^  Cj]; thus the ratio of to any one of 
those following it is ^ one; therefore, applying lemma 5.2, 
the product (v,v), . at each step is at least as great as 
J 1 f J 
any other permissible product and Is greater when the strict 
inequality holds between the values of C. 
A non-stationary algorithm results by combining lemmas 
5.2 and either 5*3 or 5.4. The magnitude of the residual vec­
tor is reduced by choosing the pairs of columns of A so that 
k k (v,v). . is a maximum at each step until (r ,r ) is less than 
1 9 J 
some predetermined value related to the C matrix- A cyclic 
method is then used to be sure all columns of A are covered. 
This method could use sequence p or some other 
combination. The best method seems to be related to the maxi­
mum elements of the C matrix and the rate at which the inner 
products of r and the columns of A approach zero as k-x». We 
will look at a method in Chapter VI which uses with lemma 
5.2 and compare this method with some other iterative methods. 
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VI. A NON-STATIONARY ITERATIVE ALGORITHM 
A. The Ordering of the Columns of A 
The change in the magnitude of the residual vector at the 
k-th step is given by Cj{r^,a^)^ / Aj (see lemma 4,3), This 
Vr P 
product is controlled at first by the ratio (r ,aj) / Aj and 
then by the elements of C~ as the elements of the residual 
k 2 
vector decrease in absolute value so that (r ,aj) becomes 
small. From lemmas 4,5 and $,1 the maximum reduction at step 
k p 
k is obtained when (r »aj) / Aj is a maximum, provided 
Ic Ic i (r ,r ) is greater than the max C , 
A non-stationary iterative algorithm for solving the 
linear system Ax = b is given in two steps. The first step 
follows from lemma 5 , 1  and the second step orders the columns 
of A so that the computational algorithm has a minimum amount 
of calculations. The value of 1 is chosen and fixed for both 
steps of the algorithm. This value corresponds to one of the 
rows of C which has the maximum element in Cj. 
The values assigned to j cause the elements in the 1-th 
row of C to be used in forming the reductions in the magnitude 
of the residual vector. This special case is the optimal 
ordering of the columns of A if the maximum values of the 
matrix C actually are In the 1-th row, and if lemma 5«4 is 
satisfied by A (see Test Problems 3 and 4), This special case 
is chosen to Implement in this paper since a more involved 
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algorithm Is necessary to choose the m maximum values of c and 
be sure to Include all n columns of Ao The advantages of this 
special case are: 
Ir 
(a) Equations 4,1) can be used for the changes in x 
Ic 
when k is greater than zero, as (r ,a^) = 0, 
(b) Many of the arithmetic operations may be performed 
only one time. 
(c) Each cycle requires n - 1 iterative steps. 
B. A Two-step Algorithm 
Step_li 
(a) Choose the initial values of i and j as described in 
Section C below, 
(b) Calculate the change in x^,Xj and r^ using equations 
6,1 and 6,3 with x^ = 0, 
(c) Holding i fixed, choose the next value j such that 
1 2 (r ,aj) / Aj is a maximum, 
1 T 9 
(d) Calculate Ax^, Axj and r" using equations o,2 and 
6,3, 
(e) Repeat steps (c) and (d) until (r^,r^)<min C^» or 
until the ratio of two successive norm values 
becomes greater than a pre-set value which is less 
than one, for example, 0,9. 
Step_2: 
(a) i is still the same value as In Step 1, however, the 
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elements of have been ordered large to small and 
the corresponding column values stored in a vector 
of length n - 1. 
(b) Cycle on the pairs a,,a, where the values of j will 
^ J 
be some permutation of the integers 1, 2, . 
i •" If 1 4* 1 ; * e » y n* 
(c) Continue step (b) until the norm of the residual 
vector is less than some predetermined value. 
In many examples the algorithm remains in Step__l for only 
a few iterations. The major difficulty with this first part 
is that the selection of j could alternate between two columns 
of A and thus no changes would be generated in the other com­
ponents of the solution vector. This would tend to cause very 
small changes In the residual vector and thus very slow con­
vergence in the system. Staying in Step_l when this happens 
is expensive in time and calculations, so we move to Step_2 
Xr ^ 
even though (r ,r ) is not as small as we would like it to be. 
Step_2 will cause each of the columns of A to be Included 
which tends to improve the rate of convergence as compared to 
remaining in Step_l. 
C. Initial Calculations 
The change in the i-th and j-th components of x is found 
by using equations 4.12 and 4.13. For k = 0 the change in 
is ! 
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'^1 = [(r^,a^) - (r^.aj) / Aj] 
— (oc.j^ — otjAj / Aj^) Cj, 6»la 
V 
and the change in Xj is 
AXj = [(r^.aj) - Ax^Aj] /Aj 
= ttj - Ax^Aj / Ay 6.1b 
For k > 0, (r^,a^) is zero, thus equations 6,1 reduce to 
i  =  " f j  
k . k.i 
AXj = ajCj 6.2a 
and Axf = - Ax,A, / A.. 6,2b 
The new residual vector is calculated by equation 4,12c, 
r^^^ = r^ - Ax^a^ - Ax^aj, 6.3 
in either case. 
The matrix C and all of the column inner products used in 
equations 6.1 or 6,2 should be calculated before the iterative 
sequence begins, C is symmetric with the main diagonal not 
used, thus only (n - n)/ 2 elements are calculated. The row 
and column containing the maximum value of C is found at the 
same time. Let the maximum element of C be denoted by C?, 
p 
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Since C is symmetric, rows a and g will contain this maximum 
value. 
The next step is to choose a value for i which will 
remain fixed throughout the iteration sequence. The value for 
i is chosen as equal to & or p depending on the larger sum, 
Z C^or s C^. This row, C^, will be used later so it is stored 
in a vector for quick access. The initial value of j is 
then set to p or a» whichever is left* 
The inner product of a^ with each of the other columns 
will also be required, so these values are calculated and 
stored in a vector. The values actually stored are 
(ai,as) / A^, s = 1, 2, 3, .,,, n, because equation 6,2b uses 
these values. 
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VII. CONVERGENCE 
A. Proof of Convergence for a Non-Stationary Method 
Theorem 7,1 
The non-stationary iterative method described in Section 
B of Chapter VI converges to the solution vector for all 
linear systems whose coefficient matrix has a non-zero 
determinant. 
Proof Let the residual vector at the end of the k-th 
step be denoted by and defined by equation 6.3» Suppose 
that r^ is not the zero vector, then from equation 4,15 the 
k+1 
magnitude of r Is given by 
(r^+l.rk+l) = (r^,r^) - C^ [a^A^] for k > 0. 
i P 
Since Cj, aj and Aj are all positive quantities, the magnitude 
of r must be reduced in going from step k to k+1 unless 
(r^,aj) = 0. However, since step__l of the algorithm chooses 
k ? 2 (r ,aj) / Aj to be a maximum value, a j cannot be zero unless 
all of the inner products yield zero, but this implies that r^ 
is the zero vector which contradicts the assumption that r is 
not zero. Thus we will assume there exists an Integer K such 
that for k > K the iteration has proceeded to step_2 where the 
columns of A are chosen in some fixed order. Now, if (r ,8^^) 
= (r^^ajg) = ... = = Q for m = n - 1. since 
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is assumed zero at all times, the residual vector is 
orthogonal to all columns of A. However, the only vector 
orthogonal to a set of n linearly independent vectors spanning 
n-space is the zero vector, which contradicts the assumption 
that r^ is not the zero vector. Thus the magnitude of the 
residual vector must be reduced by some positive amount after 
n - 1 iteration steps. Thus ^(r^,r^) a monotonie, 
non-increasing sequence which is bounded below by zero and 
therefore has a limit (17, p. 27). 
To complete the proof it is convenient to first prove the 
following lemma: 
Lemma 7ol 
The lim (Ax^)^ = 0 and hence the lim (Ax^)^ = 0 since 
^ k->00 
is a function of àXj. 
1 Ir Ir Ic 
Proof From equation 4^12c, r = r - - Ax^aj# 
if we express in terms of Ax^ from equation 4ol3b, we get 
k+1 
the following expression for an element of r : 
j + Ax^ [(Aj / A^) a^ - aj], j i, 
and j = 1, 2, 3, ..., n. 7*1 
Now r^^^ - rj approaches zero as k-»oo, and [(Aj / Aj)a^ - a^] 
cannot be zero for a non-singular matrix, therefore we have 
lim (r^*^ - r^) = [(A^ / A, )a, - a J lim Ax^ = 0, 
k-»0Q J J 3 1 i J k-*oo J 
which proves the lemma. 
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From lemma 4.1, is orthogonal to a^^ and aj. Also we 
k 
note that, for 1 fixed, a^ is orthogonal to all r for k > 0, 
Denote the columns of A which are used in one cycle by jl, j2, 
j3f •••» jm, A cycle here is defined as m = n - 1 steps, 
since is used each time. Then we may write 
(r^,a^g) = (r^.ajg) - (r^*^, a^g) = ( [r^ - r^"**^], a^g) 
for s = 1, 2, ..., m, and some value of k. 
Let k be a fixed value so that 
(rk,ajg) = ajg (r^ - r^*®), s = 1, 2, ..., m. 7.2 
Then for s = 1 we have from equation k^lSc: 
- Axja^ + ^ jl^jl 
Ic k 
= Ax^Ae^ + AXj^ABj^ 
= A (ixje^ * 
V V V k k k 
Define a vector w 3W^ = Ax^, and a vector d = AXj^ then 
pk _ pk+l = + d^). 7.3 
To get r^ - r^*^, consider 
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k+1 , ^ k+1 
= A 7.4 
and adding equations 7*3 and 7*^t we obtain 
FK _ RK+2 = A (W% + .F+L + A* + CF+1). 
Continuing in this way, we obtain 
r" - r"*® = A 
q=0 
Thus, 
a" j.r'' = a^^A ( = uj3. 7.5 
Now we define a matrix B2b^ = a^^, b^ = ,.,, 
b = a,. When all of the columns of A are used in a cycle, 
m 1 
equation 7»5 becomes 
B^r^ = B^A Z + d^"*"^) = u. 
q=0 
k k Now replace r by b - Ax to get 
B^(b - Ax^) = u. 
Then pre-multiply by (B^A)"^ to get 
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= (B^A)"^u, or 
= A~^b - (B^A)"^U! 
then 9 
11m = 11m [A"H - (B^A)"^u] 
k -* 00 k -* 00 
= a"H = 11m (B^A)"^ [B^aIs^ 
k 00 Q.~0 
= A"^b - 11m Z ^  
Ic —> 00 0 
From the definition the single elements of and d^"*"^ are 
or 
is a function of from lemma 4*2* and 
1 Jo 
AXjg^ -* 0 as k-^ca from lemma 7.1; therefore 
lim Z + d^*4) = 0; thus lim = A~^b = x, 
k"^oo ^—0 k-«> oo 
Fox (7j Pc 31^) defines a matrix p*which relates to 
r^ in an iterative process. This relationship is r^"*"^ = p*r^, 
where r^ and are one complete cycle apart; 
*  *  *  * ,  *  T / /  0 = BnBn.l'''9l* *here = I - a^a^ / (a^,a^). Let us con­
sider the same relationship for the non-stationary method 
presented here. 
From equation 4-120 and equations 4,13, 
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= r* + [{r^.aj)C^ / (A^aj)]»! - [(r^,a^)C^ / Ajla^ 
= r" + [C 
= + [C 
= [I + (C 
/ (Aj^Aj)][a^ - A^aj][(r^,aj)] 
t k 
/ (A^Aj)] [a^ - AiSjlajr 
t-i_k 
/ [AiAj])(ai - Aiaj)aj]r 
Since to corresponds to one iteration step, define 
pj — [Cj / (A^Aj)^^a^ — A^Aj2 ®'j ' then 
r''*" = (I + e^ )(I + Bn.i) ... (I + Si) r" = er^ - 7.6 
The general iterative equation is given by 
= Mx^ + C. 7.7 
The convergence properties of the system are determined 
from M. In particular, the method converges provided the 
spectral radius of M, /'(M), is less than one. This is in gen­
eral a difficult quantity to compute for most methods; there­
fore it is usually estimated after performing several 
iteration steps. 
Using equation 7«6 and substituting for r^"^^ and r^ gives 
b - Ax^"^"' = p(b - Ax^) 
41 
When the true solution x is reached, it will also satisfy 
this equation, thus 
b - Ax = p (b - Ax). 
Subtracting we get 
A(^k+m _ x). 
For this we have AE^"^^ = pAE^ where Ef = x^ - x and p refers 
to a cycle. Thus, 
= (A"^pA) E^ 7.8 
where (A"^gA) is equivalent to the matrix M. For further dis­
cussion on theoretical rates of convergence, see Shen (18) or 
Varga (22), 
B. A Second Stage Acceleration 
For many systems there exists a second stage acceleration 
which was proposed by Altken (1) and described by other recent 
authors such as Fox (?) and Conte (3)» The conditions for use 
of this stage come from equation where g is assumed to 
have a single eigenvalue which is less than one In modulus and 
is simple in that there are no other eigenvalues of equal 
42 
modulus; call this value X-]_. Shen (18) gives a detailed proof 
showing that this process does apply to a two-dimensional 
Projection method. 
Pox (7, p. 146) gives the conditions which must be met in 
order to apply this second stage. These conditions are: 
a) = Xi&P; af = X -
b) AxP*l = 
c) rP+1 = x^rP, 
Conte (3, p. 195) suggests that when the components of three 
successive Iterations show a decreasing or increasing pattern, 
the system is a good candidate for acceleration. The two-
dimensional method described in Chapter VI seems well fitted 
to this idea since a^ is held fixed, so that the component x^ 
would tend to settle down much faster than some of the other 
components; thus, giving a better estimate of before apply­
ing the acceleration. This would require four complete cycles 
of m iteration steps. The corrected x value may be found from 
a) X = - x^)2 / - 2x^ t x^~^), 7*10 
or b) X = x^ + (x^^^ - x^) / (1 - x^). 7.11 
A new residual is calculated from = b - Ax. If 
^3 
Is not less than the convergence criterion, then 
= X and the iteration continues. 
If the eigenvalues of g are complex or if | X]_l and 
I ,( tx^l > IXgl- ) are approximately equal in magnitude, then 
this acceleration may not be useful. However, a more involved 
system may be developed using five successive estimates rather 
than three (7, p, 14?), This would be cumbersome to use for 
the general case; however, if it were necessary to solve 
systems which were known to yield this property, the increase 
in the speed of convergence would be worth the additional 
computation required. 
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VIII. COMPARISONS 
At Numerical Calculations 
We can compare iterative methods for solving Ax = b by 
considering the number of calculations required at each step» 
or by considering the number of steps required to reach the 
desired accuracy of the solution vector or by considering the 
time each method requires to obtain the solution on a given 
machine. The numerical calculations are given for the four 
single-step methods used in this comparison. These methods 
are: Projection (one-dimensional), Gauss-Seldel, Shen's (two-
dimensional) and the non-stationary method presented in Chap­
ter VI. Gauss-Seldel is considered in the form of 
The basis for the first comparison is the number of 
multiplications and additions which are required for a single 
step of the iteration. The calculations required to start a 
method are not counted in this comparison as they occur only 
one time. The number of calculations shown for the non-
dxï = / ai, 8.1a 
8.1b 
8,1c 
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stationary method are for step_2. Two things should be noted 
for the non-stationary method: First, 2tep_l requires more 
calculations to choose the value of ] at each step, neverthe­
less the time spent in step_l should be relatively short for 
most systems; second, there are n - 1 more additions and n 
more multiplications in the non-stationary method than in 
Shen's method, because (r^\a^) is calculated and tested each 
time to choose between equations 6.1 and 6.2» 
Following is the comparison of the four methods* 
Method 
(1) Projection 
(2) Gauss-Seidel 
(3) Shen's 
(4) Non-Stationary 
The methods of Projection and Gauss-Seldel have an 
advantage in requiring fewer calculations at each step than 
the other two methods. Thus, unless the two acceleration 
methods can show some advantages in the other areas of com­
parison, we may as well continue to use methods (1) and (2). 
B. Iteration Steps 
The comparisons are made on the four single-step itera­
tive methods of Section A. These methods are programmed in 
Number of Number of 
Multiplications Additions 
2n + 1 2n 
2n + 1 2n + 1 
3n r 2 3" + 1 
4n 4» 2 4n 
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PL/1, compiled and stored on disk for faster execution. The 
execution was on an I.B.M. 360/65 computer which was running 
under MoVoT, programming. The programs were run with no other 
user In the system and the Go-step time used as the execution 
time for each example. The comparisons are on the number of 
single steps required to reach the desired accuracy and the 
time of execution for each. 
The two-dimensional Projection methods also have the sec­
ond acceleration technique of Altken programmed into them 
through a parameter in the argument list, A special program 
is also included to illustrate the advantage of applying the 
suggestions in Chapter V on ordering the columns of A by using 
the maximum values of the C matrix. The values of C are 
chosen to inelude all of the columns of A- ordered large to 
small and input into a vector for selection by the program. 
C. Test Problems 
The test problems Include linear systems of orders three* 
four, five, six, eight, and nine. The coefficient matrix, C 
matrix, b vector and approximate solution vector are given for 
each problem. The values of C have been rounded to two deci­
mal places for convenience. All of the norms of the residual 
vectors are less than 5(10"^)» therefore they are left out of 
the comparison tables. The comparisons are on the C.P.U. time 
used by each program and the number of single steps required 
4? 
to reduce the norm to the desired value. The time is recorded 
in seconds» The number of steps is denoted by Iter. The 
value of I_A is used to implement the second acceleration of 
Aitkeno When I__A = 0 there is no second acceleration. Nine 
of the ten test problems given show a significant advantage in 
using Aitken's method. 
The five different methods are identified in the compar­
ison tables by the following notationj 
1. N-S(g^) is the non-stationary method presented in 
Chapter VI. 
2. Shen is the two-dimensional Projection method using 
the sequence 
3. N-S(p) is a method using the sequence g for 
illustrations 
Proj is the single-step, one-dimensional Projection 
method. 
5. G-S is the single-step method of Gauss-Seidel. 
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Test Problem # 1 
A = 
3 2 2 
0 2 1 
10 2 
n = 3 
b = 
7 
3 
3 
c = 
0,00 1.82 3.46 
1.82 . 0.00 2.00 
3.46 2.00 0.00 
X = (1,000011, 0.999998, 0.999988) 
Comparisons for Test Problem # 1 
Method I_A Iter Time I_A Iter Time 
1. N-S(0^) 0 8 .5 1 8 .5 
2, S hen 0 12 .5 1 12 ,4 
3. N-S(g) 0 8 .4 1 8 ,4 
4, Pro J. 0 84 .5 
C 
J • G=S 0 39 .5 
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Test Problem # 2 n = 3 
13' 
4 
26 
0.00 1.38 3.35 
c = 1.38 0.00 1.03 
3.35 1.03 0.00 
x' = (1.999971» 2.999964, 4.000007) 
A = 
4 - 1 2  
- 1 2  0  
3 0 5  
b = 
Comparisons for Test Problem # 2 
Method I_A Iter Time I_A Iter Time 
1. 0 23 .4 1 13 .4 
2. Shen 0 56 .5 1 16 .4 
3. N-S(p) 0 23 .4 1 8 .5 
4. Proj. 0 213 .7 
5. G—S 0 42 .5 
Test Problem 4 3 n = 4 
3.44" 
2.54 
2.63 
2.21 
0.00 10.89 8.38 2.97 
10.89 0.00 3.79 1.81 
8.38 3.79 0.00 2.23 
2.79 1.81 2.23 0,00 
x' = (1.000038, 1.000009, 0.999991, 0.999935) 
1.00 0.96 0.84 0.64 
0,96 0.92 0.44 0.22 
0.84 0.44 1.00 0.34 
0.64 0.22 0.34 1.00 
Comparisons for Test Problem 4 3 
Method I_A Iter Time I_A Iter Time 
1, 0 52 .7 1 14 .5 
2. Shen 0 156 .7 1 24 .5 
3. N-s(e) 0 53 .8 1 15 .6 
4. Pro J. 0 1788 3.0 
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Test Problem # 4 n = 4 
5 2 5 6  23 
2 10 7 8 32 
b = 
5 7 10 9 31 
6 8 9 10 33 
0.00 2.89 9.18 10.16 
2.89 0.00 9.14 10.60 
9.18 9.14 0.00 79.71 
10.16 10.60 79.71 0.00 
x' = (-8.530625, -5.171392, -1.655999, 14.045749) 
Comparisons for Test Problem # 4 
Method IJi Iter Time I_A Iter Time 
1. N-S(ei) 0 1326 8.3 1 84 1.0 
2. Shen 0 2616 5.2 1 45 .5 
3o N-S(g) 0 1347 8.7 1 126 1.3 
4, ProJ, 0 
5 = G-S 0 
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Test Problem ^ 5 n = 4 
A = 
67 
13 
28 
26 
13 28 
69 50 
50 156 
26 
6 
78 
78 110 
b = 
134 
138 
312 
220 
C = 
0.00 1.32 1.63 1.69 
1.32 0.00 2.38 1.25 
1.63 2.38 OoOO 3.92 
1.69 1.25 3.92 0.00 
X = (1.000000, 1.000000, 1.000000, 0.999999) 
Comparisons for Test Problem # 5 
Method I_A Iter Time I_A Iter Time 
1. N-8(Pi) 0 57 .8 1 29 .8 
2. Shen 0 72 .4 1 32 .5 
3. N-S(p) 0 46 .7 1 24 .6 
4. Proj. 0 560 1.1 
5. G-S 0 92 • 3 
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Test Problem #6 n = 4 
1 1 -1 1 
2 4 -2 -4 
3 3 -3 -3 
4 3 5 6 
0.00 7.00 1.03 1.04 
7.00 0.00 1.01 1.02 
1.03 1.01 0.00 8.01 
1.04 1.02 8.01 0.00 
x' = (1.000045, 0.999946, 0.9999997, 0.999975) 
Comparisons for Test Problem fj: 6 
Method I_A Iter Time I_A Iter Time 
1. N-S(g^) 0 765 5c3 1 17 .7 
2. Shen 0 152 .9 1 20 .6 
3. N-S(g) 0 39 ,8 1 12 ,6 
4. Proj. 0 — — 
— 
5. G—3 0 1400 2:7 
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Test Problem ft 7 I
I c
 
-
4 2 13 23 
2 3 1^ 27 
A = b = 
1 1 2  1  13 
2  1 1 2  15 
'o.oo 4.36 2.33 6.00 
4.36 0.00 2.56 50.00 
C = 
2.33 2.56 0.00 2.36 
6.00 50.00 2.36 0.00 
1 
X = (1.000005, 2.000056, 2.999978, 3.999939) 
Comparisons for Test Problem # 7 
Method I_A Iter Time I_A Iter Time 
1. N-s(ei) 0 30 .8 1 22 .6 
2. Shen 0 576 1.4 1 576 1.6 
3. N-S(e) 0 38 .7 1 19 .7 
4. Pro J. 0 4100 6,6 
5. G-S 0 224 ,6 
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Test Problem # 8 n = 5 
A = 
21 1 2 1 -1 -6 
3 21 4 1 2 -10 
5 6 18 0 1 b = 2 
1 2 3 18 1 12 
2 0 1 3 19 -1 
C = 
0,00 l.o6 1.15 1.01 1.00 
l.Oo 0.00 1.31 1.02 1.01 
1.15 1.31 0.00 1.03 1.02 
1.01 1.02 1.03 0.00 1.05 
1.00 1.01 1.02 1.05 0.00 
X* = (-0.337394, -0.520407, 0,386406, 0.686939, -0.145917) 
Comparisons for Test Problem 8 
Method I_A Iter Time I_A Iter Time 
1. N-S(e^) 0 18 .7 1 18 .7 
2. Shen 0 30 .5 1 30 .5 
3. N-S(g) 0 15 .5 1 15 .7 
4. Proj. 0 45 .5 
5. G-S 0 25 .4 
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Test Problem # 9 n = 8 
A = 
C = 
X = 
2 1 0 0 0 0 0 0 • 
1 2 1 0 0 0 0 0 
0 1 2 1 0 0 0 0 
0 0 1 2 1 0 0 0 b g 
0 0 0 1 2 1 0 0 
0 0 0 0 1 2 1 0 
0 0 0 0 0 1 2 1 
0 0 0 0 0 0 1 2 
-
0.00 2.14 1.03 1. 00 1. 00 1.00 1.00 1.00 
2.14 0.00 1.80 1. 03 1. 00 1.00 1.00 1.00 
1.03 1.80 0.00 1. 80 1. 03 1.00 1.00 1.00 
1.00 1.03 1.80 0. 00 1. 80 1.03 1.00 1.00 
1.00 1.00 1.03 1. 80 0. 00 1.80 1.03 1.00 
1,00 1.00 1.00 1. 03 1. 80 0.00 1.80 1.03 
1.00 1.00 1.00 1. 00 1. 03 1.80 0.00 2 0.14 
1.00 1,00 1.00 1. 00 1. 00 1.03 2.14 0.00 
(0.777946, -0.555867, 0.333752, -0.111582, -0.110625, 
0.332909, -0.555239, 0.777610) 
Comparisons for Test Problem # 9 
Method I_A Iter Time I_A Iter Time 
1. N-S(g^) 0 
— — 1 
— 
— 
2. S hen 0 2376 CO
 
1 280 1.6 
3.  N-S(e) 0 1875 10.1 1 895 5.5 
4. Proj. 0 11088 21.8 
5. G-S 0 456 .9 
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Test Problem 10 n = 9 
"4 -1 0 -1 0 0 0 0 0 0. 5 
-1 4 -1 0 0 0 0 0 0 1. 0 
0 -1 4 0 0 -1 0 0 0 0. 5 
-1 0 0 4 -1 0 -1 0 0 0, 0 
0 -1 0 -1 4 -1 0 -1 0 b 0. 0 
0 0 -1 0 -1 4 0 0 -1 0. 0 
0 0 0 -1 0 0 4 -1 0 0. 0 
0 0 0 0 -1 0 -1 4 -1 0. 0 
0 0 0 0 0 -1 0 -1 4 0. 0 
0. 00 1.23 1.00 1.00 1.00 1. 00 1. 00 1.00 1.00 
1. 23 0.00 1.23 1.01 1.05 1. 01 1. 00 1.00 1. DO 
1. 00 1.23 0.00 1,00 1.00 1.23 1. 00 1.00 1. 00 
1. 23 1.01 1.00 0.00 1.22 1. 00 1. 23 1.01 1. 00 
1. 00 1.05 1.00 1.22 0.00 1. 22 1. 01 1.22 1. 01 
lo 00 1.01 1.23 1.00 1.22 0. 00 1. 00 1.01 1, ?-3 
1. 00 1.00 1.00 1.23 1.01 1. 
0
 
0
 
0
 00 1.23 1. 00 
1, 00 1.00 1.00 1.01 1.22 1. 01 1. 23 0.00 1.23 
1. 00 1.00 1.00 1.00 1,01 1. 23 1. 00 1.23 0. 00 
0
 
0
 
247033, 0 
114588, 0 
.373517, 0.247026, 
.044653, 0.06399s, 
0.114595, 0. 
0.044648) 
166680, 
Comparisons for Test Problem # 10 
Method I_A Iter Time I_A Iter Time 
1. N-S(g^) 0 324 3.3 1 92 1.5 
2. Shen 0 198 1.3 1 90 1.1 
3. N-S(g) 0 181 1.7 1 57 1.0 
4. Pro J. 0 405 1.3 
5. G-3 0 108 
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Test problems # 1 and # 2 are arranged so that the 
maximum value of c is . The two non-stationary methods-
yield the same results since = p. The method using 
includes the value but it is last in the cycle whereas the 
sequences and p use first followed by C^. 
Test problem # 3 illustrates an example in which the max­
imum values of C fall on row one, thus both sequences and g 
are the same while is different and does not use the value 
of = 8,38. The iterative methods using g^ and g converge 
in 52 and 53 steps respectively, while the method using g^ 
requires 156 steps to converge. The second acceleration meth­
od causes all of the sequences to yield about the same results. 
Test problem # 4 has the largest values appearing in row 
four so that = g again and the methods with these sequences 
converge in about I3OO steps# The method using g^ requires 
about 2600 steps but runs in less time than the other two. 
The Projection method and Gauss-Seidel do not converge in the 
allotted step count» The second acceleration method is much 
better for g^ in this case. This problem is the same as the 
matrix of figure 1 except with a. = a,. . = 2 to remove the 
X 9 C C f J. 
large value of C^. The largest value of C is now 79*7 and 
indicates that the system still tends to be ill-conditioned; 
however, the acceleration methods still convergeo 
Test problem ^ 6 is an example of a system in which the 
columns of A can be moved so that the maximum values of C will 
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be on the superdiagonal or the diagonal above the superdiago- . 
nal. When they are above the superdiagonal the method with 
requires 1276 steps, the method with requires 765 steps 
and the method with the sequence p converges in 39 steps. 
This example also shows that the maximum values of C cannot 
always be arranged to be on one row. The sequence p needs 
only two values of C to form a convergent method and cover A. 
Test problem # 7 is another example of the maximum values 
of C being above the superdiagonal. If they were on the 
superdiagonal then the method with converges in 44 steps. 
Test problem # 8 is an example of a linear system which 
is strictly diagonally dominant. The number of steps range 
from 15 to 45 and the time varies from .4 seconds to .7 
seconds. The maximum value of C is 1,31. 
Test problem # 9 is an example with the largest values of 
C on the superdiagonal but not arranged in order of size. 
When the second acceleration of Aitken is not used the number 
of steps is reduced from 2376 to 1875 by arranging the columns 
of A so that the values of C are ordered large to small. This 
example also illustrates the results of not using the largest 
values of c in the iterative method. The non-stationary meth­
od uses row two which has only two large values out of seven. 
The other five values are one since the columns are orthogonal 
to column two. 
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Test problems # 9 and # 10 are diagonally dominant 
therefore the elements of C are small. In these cases the 
method of Gauss-Seldel converges In fewer steps and in less 
time than the Projection methods. 
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IX. CONCLUSIONS AND FUTURE RESEARCH 
A. Conclusions 
The work presented here shows that the one-dimensional 
Projection method can be accelerated by a two-dimensional 
method. The rate of convergence of a given algorithm on a 
linear system is a function of many parameters, some of which 
are J The magnitude of r°, the length of the column vectors of 
A, the angles between the columns of A, and the order in which 
the columns of A are used in the algorithm. The angles 
between the columns of A are used to determine the C matrix 
used in this paper. When the elements of C are selected and 
ordered, the columns of A are automatically ordered for the 
algorithm. An algorithm based on the matrix C is more effec­
tive when some of the elements are large compared to the 
others; however, if one or more of the values are too large, 
the system is ill-conditioned and cannot be solved by the 
Projection method. 
When the coefficient matrix is diagonally dominant, the 
method of Gauss-Seidel converges in fewer steps and less time 
than the Projection methods. 
To choose an optimal order of the columns of the coeffi­
cient matrix, one must first calculate the matrix C, then 
select a cyclic sequence of the elements of C which includes 
all of the columns of A and the maximum values of C. 
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B. Future Research 
The lemmas in Chapter V indicate the manner of obtaining 
the maximum reduction at each step. It is the feeling of this 
author that this will also yield the maximum reduction at each 
cycle. Thus, the first suggestion for future research is to 
prove a theorem relating the maximum values of C to the maxi­
mum reduction in the magnitude of the residual vector per 
cycle. 
The method suggested here for choosing an algorithm to 
solve a linear system seems especially suited to an interac­
tive system. The C matrix could be displayed and the user 
could, choose an appropriate algorithm from a given set or have 
the option of implementing his own.: Further work needs to be 
done on implementing this idea and the algorithms to use. 
There is still the possibility of having an ill-condi-
tioned system unless we are willing to invest a large amount 
of effort before beginning the solution to the linear system. 
Are there other ways that the coefficient matrix could be used 
to determine this condition without so much effort? 
When the elements of C are small, the best order of the 
columns of A is not obvious—it may be a function of the 
length of the vectors of A, the angles between the vectors of 
A and the residual vector, or it might be possible to derive 
similar results from the row vectors of A. An additional area 
of future work is to determine the best order in this case. 
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XII. PROGRAM IMPLEMENTATION 
The non-stationary Iterative method described In 
Chapter VI has been Implemented with a PL/l program which was 
run on an I.B.M, 360/65 system. The criterion for convergence 
is the square root of the magnitude of the residual vector 
less than EPSI. The test for convergence is made after each 
step of the Iteration instead of at the end of a cycle as with 
most of the iterative methods, A cycle in this program is 
defined as N-1 single steps. The following list defines most 
of the symbols used in the program. Those symbols which are 
followed by (*) are parameters in the call to the program 
procedure. 
A: An N by N coefficient matrix= 
B: An N by (N+1) augmented matrix for input, 
Ct An N by N symmetric matrix derived from A; 
Cj = 1 / (1 - oogZ e^j), 1 ^ J, 
1 = 1,2, .« » I N—1, j — 2,3» ••• t N» 
D: An N-tuple vector containing the scalars (a^,a^), 
1 — 1,2, , N, 
Rj The residual vector at the k-th step; Initially 
R = B{»,N+1), 
XI: The solution vector at the k-th step; Initially 
XI = 0. 
XX It Vector XI at the previous cycle,p-1, retained for 
6? 
the second stage acceleration when I_A >0. 
XX_2i Vector XI stored at the end of cycle p-2. 
N: Order of the matrix A. (*) 
I: Refers to the fixed column of A, a^. 
J: Refers to the column of A used with a^^ at the k-th 
step. 
DCJ: An N-tuple vector containing the values Cj / Dj, 
j = 112# ••• f N# 
AIJi An N-tuple vector containing Ay j = 1,2, ... , N. 
AIJIJ An N-tuple vector containing AIJ / A^, 
ANORMRi Square root of (R^,R^). 
EPSI: Test value for accuracy of solution against ANORMR 
(*) 
I_A: This value is set to zero for no second accelera­
tion. (*) 
ICTJ Maximum number of iteration steps before failure 
to reach desired accuracy. (*) 
ICT_2! An integer for controlling the amount of output 
desired. {*) 
ICOUNTt Number of single steps required for convergence. 
This program is written as a subroutine procedure with 
variable dimensions on all arrays, thus using only the neces­
sary storage and allowing for any siae of input system (up to 
the limit of the storage of a given system). The coefficient 
matrix, augmented with the vector b, is read in under a format 
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of (N+1)P(10,4) within the procedure. The Initial calcula­
tions are made as described In Chapter VI, section C, then the 
Iteration begins with step_l and proceeds to step_2. The 
k k ^ 
Iteration procedure remains In step_l until (R ,R ) has been 
reduced a sufficient amount or until the ratio of the present 
norm value to the last norm value exceeds some set amount. 
The value 0.94 seems to be a good cut-off point. If the ratio 
exceeds this value then the changes In the components of XI 
are small and thus will tend to remain small which causes 
very slow convergence. Since step_l chooses the maximum inner 
product the change at any step would not be zero because of 
k (R ,a^) thus the ratio of successive norms should always be 
less than one. 
Step_2 has an inner loop on j, whose values come from the 
vector VJS, and an outer loop controlled by the maximum number 
of iterations as given by ICT. Each completion of the inner 
loop is called a cycle and for I_A > 0 a test is made to see 
if the second acceleration method, of Altken(l) will apply. 
The test is made on the 1-th component of three successive 
approximations to the vector XI. The first test is that the 
three values are monotonie in nature, either increasing or 
decreasing. If this is true then after the third cycle has 
been completed a test is made on the difference in two succes­
sive values of the ratio of(Xl^ - X1^"^)/(X1^"^ - Xl^~^ ). 
If this difference is small then equation 7.11 is used to 
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obtain a new approximation for XI. The ratio of the terms 
involving Xl^ mentioned above begins to approximate the 
largest eigenvalue of the iteration matrix as k gets 
large when the iteration matrix has a simple, largest 
eigenvalue, 
Step_2 terminates when the desired accuracy is reached 
for the residual vector or when the iteration count has been 
exceeded. 
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XIII. APPENDIX 
A U T O :  P R O C  O P T I O N S ( M A I N ) ;  
O C L  L N  I N I T ( l ) ;  O N  E N D F I L E I S Y S I N )  G O  T O  F I N I S H ;  
D O  W H I L E ( ' 1 ' B ) ;  
G E T  E D I T ( N , I C T , I C T _ 2 , I _ A , E P S 1 ) ( C 0 L ( 1 ) , 4  F ( 8 ) , F ( 1 2 , 7 ) )  ;  
I F  L N  >  1  T H E N  P U T  P A G E ;  E L S E  L N = 2 ;  
I F  N  >  0  T H E N  C A L L  A U T 0 _ 3 ( N , I C T , I C T _ 2 , I _ A , E P S  I  ) ;  
END; 
/ *  
A  N O N - S T A T I O N A R Y  M E T H O D  F O R  A C C E L E R A T I N G  T H E  P R O J E C T I O N  
M E T H O D  F O R  S O L V I N G  L I N E A R  S Y S T E M S  O F  E Q U A T I O N S  
* /  
A U T 0 _ 3 :  P R 0 C ( N , I C T , I C T _ 2 , I _ A , E P S I  ) ;  
D C L  A ( N , N ) , B ( N , N + 1 ) , C ( N , N ) , C C ( N , 2 ) , R 0 ( N ) ,  
X 1 ( N ) , R ( N ) , D C J I N ) , A I J ( N ) , A I J I ( N ) , D ( N ) , V J S ( N - 1 ) , C C I  (  2 )  ,  
X X _ I ( N ) » X X _ 2 ( N ) , B J  B l T ( l )  I  N I T ( • 0 » B ) , L I  N E  C H A R { 8 0 )  
O N  Z E R O D I V I D E  G O  T O  E R R _ 4 ;  / »  T H I S  M A Y  H A P P E N  I N  L I N E  5 3  * /  
G E T  E D I T ( L I N E ) ( C O L ( 1 ) , A ( 8 0 ) ) ;  
P U T  E D I T ( N , I C T , E P S I , L I N E ) ( C 0 L ( 5 ) , 2  F (  8 ) , F ( 1 0 » 6 ) , A )  ;  
G E T  E D I T ( ( B ( I , * ) D O  1 = 1  T O  N ) ) ( C G L ( 1 ) , ( N + 1 ) F { 1 0 , 4 ) )  ;  
P U T  E D I T ( ' O R I G I N A L  M A T R I X ;  I _ A  =  ' , I _ A ) ( C O L ( 1 0 ) , A , F ( 3 ) )  
( '  A C C E L E R A T I O N .  O F  T H E  P R O J E C T I O N  M E T H O D ' )  ( A )  
( B ) ( ( N ) ( C O L ( 2 ) , ( N + 1 ) F ( 1 0 , 4 ) ) )  ;  
D E L X _ 1 , D E L X _ 2 , I C 0 U N T , A M  = 0 ;  X l  =  0 ;  R O , R  =  B I * , N + 1 )  ;  
D O  K  =  1  T O  N ;  A | * , K )  =  B ( * , K ) ;  E N D ;  / *  F I L L  A  F R O M  B * /  
/ *  # * *  I N I T I A L  C A L C U L A T I O N S  ;  C ,  I ,  J ,  O R D E R  C ( I , * )  * /  
A N O R M  =  S U M ( R * R )  ;  M  =  N  -  1  ;  A N O R M l  =  1 . 0 /  A N O R M  ;  
/ *  * *  C A L C U L A T I O N  O F  0  V E C T O R  A N D  C H E C K  T O  S E E  I F  
T H E  I N I T I A L  b  V E C T O R  I S  P A R A L L E L  T O  S O M E  A ( * , J )  * *  * /  
D O  K  =  1  T O  N  ;  A C , D ( K )  =  S U M ( A ( * , K I  * *  2  I  ;  
I F  A N O R M l  *  A B S ( S U M ( A ( * , K ) « R ) ) / A C  =  1 . 0  T H E N  0 0 ;  
B J  =  ' I ' B  ;  I K  =  K  ;  E N D  ;  
E N D  ;  
I F  B J  =  « O ' B  T H E N  G O  T O  A _ Z 1  ;  
B J  =  ' O ' B  ;  
D O  K  =  1  T O  N ;  I F  A 8 S < A ( K , I K ) )  =  0 . 0  T H E N  G O  T O  A _ Z O O ;  
X I ( I K )  =  R ( I K )  /  A ( K , I K )  ;  G O  T O  N E X T ;  
A _ Z O O :  E N D  ;  
A _ Z i :  L I N E _ E R R  =  5 3  ;  C ( N , N )  =  0  ;  
/ «  #  L O O P l  C A L C U L A T E S  T H E  M A T R I X  C  A N D  F I N D S  M A X  C ( I , J )  *  » /  
L O U P l :  D O  I  =  I  T O  M  ;  C (  I ,  I  )  =  0  ;  
D O  J  =  I + l  T O  N ;  
A P C  =  S U M ( A ( » , I ) * A I * , J ) ) * » 2  /  ( D ( I ) * D ( J ) )  ;  
APC,C(I,J),C(J,I )  = 1.00 /  (1.00 -  APC) ; 
IF APC > AM THEN DO; IM=I; JM=J; AM=APC; 
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E N D  L O U P l ;  / *  C A L C U L A T I O N  O F  C  M A T R I X  * /  
/ »  * * * * *  E N D  O F  L O O P l  * * * * * * * * * * * * * *  * /  
/ *  * /  
I F  M 0 0 ( I C T , 2 )  =  1  T H E N  
/ *  *  M A T R I X  C  I S  N O T  P R I N T E D  I F  M O D  R E S U L T S  I N  A O  * /  
P U T  E D I T C  C  M A T R I X ;  1 / ( 1  -  ( C O S  Y ) * * 2 ' ) ( C 0 L ! 2 0 ) , A )  
( C ) ( ( N ) ( C 0 L ( 2 ) , ( N ) F ( 1 4 , 5 ) ) )  
( •  L E N G T H  O F  A ( « , K ) • , D ) ( C O L ( 1 ) , A , ( N + 1 ) F ( 1 4 , 5 ) ) ;  
/ *  * * * *  F I N D  M A X  R O W  S U M ;  C ( I , » )  O R  C ( J , * )  :  * * * * * *  * /  
S U M I  =  S U M ( C ( I M , * ) ) ;  S U M J = S U M ( C ( J M , * ) ) ;  
I F  S U M I  <  S U M J  T H E N  D O ;  I = J M ;  J N , J = I M ;  E N D ;  
E L S E  D O ;  I = I M ; J N , J = J M ;  E N D ;  
I F  C C I , J )  >  1 0 0 . 0  T H E N  P U T  E D I T ( » C ( I , J )  I S  G R E A T E N  T H A N  
1 0 0 . 0 ,  H O W E V E R  ,  I T E R A T I O N  W I L L  C O N T I N U E • ) ( C O L ( 5 ) , A )  ;  
/ *  F I L L  M A T R I X  C C  W I T H  C ( I , * )  
C A L C U L A T E  V E C T O R  A I  J  =  ( A ( * , I )  , A ( * , K ) I  
C A L C U L A T E  V E C T O R  A I J I  =  A I  J  /  D ( I )  
C A L C U L A T E  V E C T O R  D C J  =  C ( I , * )  /  D  
O R D E R  C C ( * , I )  F R O M  L A R G E S T  T O  S M A L L E S T .  
S T O R E  C C ( 1 , » )  I N  V E C T O R  V J S  F O R  L A T E R  U S E  
* /  
A _ Z 7 :  0 0  K  =  1  T O  N ;  
C C ( K ,  1 )  =  K ;  
A I J ( K )  =  S U M ( A ( » , I ) * A ( * , K ) ) ;  
C C ( K , 2 !  ;  U C J ( K )  =  C ( I , K )  ;  
E N D  A _ Z 7 ;  
A I J I  =  A I J / D d ) ;  
D C J  =  D C J / D  ;  
I F  I  - . =  N  T H E N  C C ( I , « )  =  C C ( N , » )  ;  
/ *  O R D E R  C ( I , * )  F O R  U S E  I N  S T t P _ 2 ;  L A R G E S T  T O  S M A L L E S T  * /  
A _ Z 8 :  D O  K  =  1  T O  N - 2 ;  
D O  K l  =  K + 1  T O  M  ;  
I F  C C ( K , 2 )  <  C C ( K 1 , 2 )  T H E N  D O ;  C C I  =  C C ( K , * ) ;  
C C ( K , * )  =  C C ( K 1  , » ) ;  
C C I K l , * )  =  C C i i  
E N D ;  
E N D ;  
V J S ( K )  =  C C ( K , 1 ) ;  
E N D  A _ Z 8 ;  
V J S ( M  )  =  C C ( M  , 1 ) ;  
T E S T _ 1  =  C C (  M  , 2 )  ;  
A N O R M  =  2 . 0  *  A N O R M  ;  
I P  A B S ( S U M ( A ( * , J  ) * R ) )  =  0 . 0  T H E N  G O  T O  A _ Z 2 ;  
/ *  *  S T t P _ i  O F  I T E R A T I O N  P R O C E S S :  J  C H O S E N  B Y  M A X  A N G L E  * /  
S T f c P _ l :  R E D U C E  B Y  M E T H O D  I  U N T I L  ( R , R )  <  M I N  C ( I , * )  * /  
S T :  J  =  J N ;  A L P  =  S U M ( A ( * , J | * R )  ;  
C I  =  S U M ( A < * , I I * R )  :  I F  A B S ( C I )  <  . 0 0 0 0 0 0 5  T H E N  D O  ;  
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D X J  =  A L P  *  D C J ( J )  ;  / *  E Q U A T I O N S  4 . 1 3  * /  
D X I  =  - D X J  *  A I J I ( J ) ;  
E N D ;  
E L S E  D O ;  
A M  =  D ( J ) ;  
A L P  =  A L P  /  A M  ;  / *  E Q U A T I O N S  4 . 1 2  * /  
D X I  =  (  C I  -  A L P  *  A I J ( J ) )  *  C ( I , J )  /  0 ( 1 )  ;  
D X J  =  ( A L P  -  D X I  *  A I J ( J )  /  A M ) ;  
E N D ;  
R  =  R  -  D X I » A ( * , I )  -  D X J  »  A ( * , J )  ;  
A N G R M 1 =  S U M ( R * R ) ;  A N O R M R  =  S Q R T ( A N O R M l ) ;  
X K I )  =  X K D + D X I  ;  X K J )  =  X K J )  +  D X J  ;  
I  C O U N T  =  I  C O U N T  +  1 ;  
R C J R  =  A N O R M R  /  A N O R M ;  
I F  R C J R  >  . 9 4  T H E N  G O  T O  S T 3 ;  
A N O R M  =  A N O R M R ;  
I F  A N O R M l  < =  T E S T _ 1  T H E N  G O  T O  S T 3 ;  / *  T E S T  O N  ( R , R )  * /  
I F  I C O U N T  < =  I C T _ 2  T H E N  
P U T  E D I T ( I , J , I  C O U N T , A N O R M R , A N O R M l )  
( C 0 L ( 1 0 ) , ( 3 ) F ( 5 ) , ( 2 ) F ( 1 2 , 5 ) , ( 2 ) ( A , F ( 1 2 , 5 ) ) )  
( X I , R  ) ( C 0 L ( 1 ) , ( N ) F ( 1 4 , 9 ) )  ;  
/ »  »  I N  S T E P _ 1  C H O O S E  J  S O  T H A T  A N G L E  I S  M A X I M I Z E D  W I T H  R  * /  
A _ Z 2 :  
A R = 0 ;  D O  K  =  1  T O  N ;  
I F  K = I  I  K = J  T H E N  G O  T O  A _ Z 6 ;  
A C  =  A B $ ( 5 U M ( A ( * , K ) * R ) )  /  D Î K ) ;  
IF AC > AR THEN DO; JN=K; AR=AC; END; 
A_Z6: END; 
A . . Z 3 ;  I F  I C O U N T  >  I C T  T H E N  G O  T O  E R 1 ;  G O  T O  S T ;  
/ *  * *  S T E P _ 2  O F  I T E R A T I O N  P R O C E S S ;  C Y C L E  O N  J  F R O M  V J S  » /  
S T 3 :  
P U T  E D I T ( I , J , I C O U N T , A N O R M R , A N O R M l ,  ' R C J R  =  ' , R C J R )  
( C D L ( I O ) , ( 3 ) F ( 5 ) , ( 2 ) F ( 1 2 , 5 ) , ( 2 ) ( A , F ( 1 2 , 5 ) ) )  
( X I , R  ) ( C 0 L ( 1 ) , ( N ) F ( 1 4 , 9 ) ) ( •  * * * $ * * * * $ ' ) ( A )  ;  
I F  J  =  V J S ( l )  T H E N  B J = ' 1 ' B  ;  I R Z  =  0  ;  
L I N E _ E R K  =  1 9 7  ;  
D O  W H I L E ( ' I ' B )  ;  
A _ Z 4 ;  D O  J K 2  =  1  T O  M  ;  
I F  B J  =  « I ' B  T H E N  D O ;  B J = ' 0 « B ;  G O  T O  A _ Z 2 0 ;  E N D ;  
J  =  V J S ( J K 2 )  ;  A L P  =  S U M ( A ( * , J ) » R )  ;  
C I  =  S U M ( A ( * , I ) # R )  ;  I F  A B S ( C I )  <  . 0 0 0 0 0 0 5  T H E N  D O  ;  
D X J  =  A L P  *  D C J ( J )  ;  / *  E Q U A T I O N S  4 . 1 3  * /  
D X I  =  - D X J  *  A I J I ( J ) ;  
E N D ;  
E L S E  D O ;  
A M  =  D I J ) ;  
ALP = ALP / AM ; /* EQUATIONS 4 . 1 2  * /  
D X I  =  (  C I  -  A L P  *  A I J ( J ) )  *  C ( I , J )  /  D ( I )  ;  
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D X J  =  ( A L P  -  O X  I  »  A I J ( J )  /  A M ) ;  
E N D  ;  
R  =  R  -  D X I * A ( * , I )  -  D X J  *  A ( * , J )  :  
A N 0 R M 1 =  S U M ( R * R ) ;  A N O R M R  =  S Q R T { A N O R M l ) ;  
X l ( I )  =  X K D + D X I  ;  X I I J )  =  X U J )  +  D X J  ;  
I C O U N T  =  I C O U N T  +  1 ;  / *  R E C O R D  O F  I T E R A T I O N  S T E P S  
I F  A N O R M R  <  E P S l  T H E N  G O  T O  N E X T ;  
A _ Z 2 0 :  E N D  ;  / *  E N D  O F  I N N E R  L O O P  O N  J  * /  
R C J R  =  A N O R M R  /  A N O R M ;  
I F  I C O U N T  < =  I C T _ 2  T H E N  
P U T  E D I T  ( I , J , I C O U N T , A N O R M R , A N O R M l ,  ' R C J R  =  S R C J R )  
( C O L (  1 0 ) , ( 3 ) F ( 5 ) , ( 2 ) F ( I 2 , 5 ) , ( 2 ) ( A , F ( I 2 , 5 )  )  )  
( X I , R  ) ( C 0 L ( 1 ) , ( N ) F ( 1 4 , 9 ) )  :  
A N O R M  =  A N O R M R ;  
I F  I _ A  =  0  T H E N  G O  T O  A _ Z O ;  / *  N O  S E C O N D  A C C E L E R A T I O N » /  
/ »  S E C O N D  A C C E L E R A T I O N  O F  A I T K E N  ;  * * * * * * * * *  * /  
I F  I R 2  <  2  T H E N  D O ;  I R Z  =  I R 2  +  1  ;  G O  T O  A _ Z 5  ;  E N D  ;  
D E L X _ 1  =  X K I )  -  X X _ 1 ( I ) ;  D E L X _ 2  =  X X _ 1 ( I )  -  X X _ 2 ( I ) ;  
I F  S I G N ( D E L X _ 1 I *  S I G N ( D E L X _ 2 )  <  0  T H E N  G O  T O  A _ Z 5 ;  
I F  A B S ( D E L X _ 2 )  <  . 0 0 0 0 0 0 0 1  T H E N  G O  T O  A _ Z O  ;  
R X _ 1  =  D E L X . l  /  D E L X _ 2 ;  
I F  I R Z  <  3  T H E N  D O ;  I R Z  =  I R Z + 1 ;  G O  T O  A _ Z 5 ;  E N D ;  
I F  A B S ( R X _ 1  -  R X _ 2  )  > . 0 6  T H E N  G O  T O  A _ Z 5 ;  
D O  K  =  i  T O N ;  X _ 1  =  X X _ 1 ( K . ) ;  
0 E L _ 2  =  X K K )  -  2 . 0  »  X _ 1  +  X X _ 2 ( K ) ;  
I F  A B S ( 0 E L _ 2 )  <  . 0 0 0 0 0 0 0 1  T H E N  G O  T O  A _ Z 9 ;  
X K K )  =  X K K )  - ( X 1 ( K ) - X _ 1 ) » * 2  /  D E L _ 2 ;  
A _ Z 9 :  E N D ;  
D O  K  =  1  T O  N ;  R ( K )  =  R Q ( K )  -  S U M ( A ( K , * ) * X 1 }  ;  E N D ;  
A N Q R M R =  S O R T ( S U M { R « R ) ) ;  I F  A N O R M R  <  E P S I  T H E N  G O  T O  N E X T ;  
A _ Z 5 :  X X _ 2  =  X X _ 1 ;  X X _ 1  =  X I ;  R X _ 2  =  R X _ 1  ;  
A _ Z O :  I F  I C O U N T  >  I C T  T H E N  G O  T O  E R l  ;  
E N D ;  / *  E N D  O F  O U T E R  L U O P  O N  I T E R A T I O N  C O U N T ,  I C O U N T * /  
E R l :  P U T  E D I T ( ' I T E R A T I O N  F A I L E D  T O  C O N V E R G E ' ) ( C O L ( 1 2 ) , A )  ;  
G O  T O  A _ Z 3 0 ;  
E R R _ 4 :  P U T  E D I T ( • I T E R A T I O N  S E Q U E N C E  S T O P P E D  B E C A U S E  O F  
Z E R O - D I V I D E  I N  L I N E • , L I N E _ E R R , '  I  =  J  =  ' , J )  
( C 0 L ( 5 ) , ( 3 ) { A , F ( 5 ) ) ) ;  
/ *  I F  L I N E _ E R R  =  5 3  T H E N  T H E  S Y S T E M  I S  S I N G U L A R  * /  
G O  T O  A _ Z 3 0 ;  
N E X T :  P U T  E D I T ( ' I T E R A T I O N  C O N V E R G E D » ) ( C O L { 1 0 ) , A )  ;  
A _ Z 3 0 :  
P U T  E D I T ( ' I C O U N T  =  ' , I  C O U N T , '  A N O R M R  =  ' , A N O R M R )  
( C 0 L ( 1 0 ) , A , F ( 1 0 ) r A , P { l 2 , 6 ) )  
( '  X I  ' , X 1 , '  R  ' , R ) ( C 0 L ( 1 ) , A , ( N ) F ( 1 2 , 6 ) ) ;  
E N D  A U T 0 _ 3  :  
F I N I S H  :  E N D  A U T O  ;  
