The inverse quadratic eigenvalue problem (IQEP) arises in the field of structural dynamics. It aims to find three symmetric matrices, known as the mass, the damping, and the stiffness matrices, respectively, such that they are closest to the given analytical matrices and satisfy the measured data. The difficulty of this problem lies in the fact that in applications the mass matrix should be positive definite and the stiffness matrix positive semidefinite. Based on an equivalent dual optimization version of the IQEP, we present a quadratically convergent Newton-type method. Our numerical experiments confirm the high efficiency of the proposed method.
• I: the identity matrix of an appropriate dimension.
• S n and S n + denote the set of all real n × n symmetric matrices and the cone of positive semidefinite matrices in this set, respectively. Let For given matrices M, C, K ∈ R n×n , let
Then the quadratic eigenvalue problem (QEP) is to find scalars λ ∈ C and nonzero vectors x such that Q(λ)x = 0,
where λ and x are called the eigenvalue and the eigenvector, respectively. For various applications, mathematical properties, and numerical solution techniques of the QEP, we refer the readers to the survey paper [48] . In many practical applications, the matrices M , C, and K are required to be symmetric. In particular, in one of the most popular numerical models -the finite element model (FEM) [19, 48] :
the mass matrix M , the damping matrix C, and the stiffness matrix K are required to be symmetric with M and K being positive definite and positive semidefinite, respectively. It is shown in [48] that the general solution to the homogeneous equation (2) is given in terms of the solution of the QEP (1) . Unfortunately, the natural frequencies and model shapes (eigenvalues and eigenvectors) predicted by the FEM often disagree with the physical experimental results. The FEM updating aims to improve the numerical model (2) by the measured data. Various model updating methods have been presented in the literature [19, 27, 29, 33] . Mathematically, the model updating problem is an inverse quadratic eigenvalue problem (IQEP) which aims to find matrices M , C, and K such that they are closest to the given estimated analytical matrices and satisfy the partially measured eigen-data. The general IQEP can be defined as follows: Given a measured partial eigenpair (Λ, X) ∈ R k×k × R n×k with 1 ≤ k ≤ n, rank(X) = k, and Λ = diag{Λ 1 , . . . , Λ µ , Λ µ+1 , . . . ,
where [2] i , . . . , λ [2] i } for 1 ≤ i ≤ µ and
find M, C, K ∈ S n with M 0 and K 0 such that
The model updating problem, for given M a , C a , K a ∈ S n , which are called the estimated analytic mass, damping, and stiffness matrices, respectively in the FEM updating [19] , is then to find M, C, K ∈ S n such that (M, C, K) is a solution to the following optimization problem
where c 1 and c 2 are two positive weighting parameters. It is noted that in numerical computation the condition M 0 is better to be replaced by M 0. This consideration leads us to focus on the following optimization problem
Without causing any confusion, we refer the optimization problem (5) as the IQEP. As in [25] , let the QR factorization of X be given by
where Q ∈ R n×n is orthogonal and R ∈ R k×k is nonsingular and upper triangular. K a := Q T K a Q, without loss of generality, we may assume from now on that problem (5) takes the following form
Theorem 1.1 Problem (6) admits a strictly feasible solution if and only if Λ is nonsingular.
Proof: First we show the necessity by contradiction. Assume that Λ is singular. Then there exists a nonzero vector y such that Λy = 0.
As a result, for any feasible solution (M, C, K) to problem (6), we have
Note that R is nonsingular, which yields that Ry = 0. Hence K must be singular. This is a contraction with the existence of a strictly feasible solution to problem (6) . Therefore, problem (6) can admit a strictly feasible solution only if Λ is nonsingular. Next we show the sufficiency. Following the idea of [12] , we can obtain a special feasible solution to (6) 
Since both R and Λ are nonsingular, M and K are symmetric and positive definite. This implies that ( M , C, K) above is a strictly feasible solution to problem (6) .
Because of Theorem 1.1 and the generalized Slater condition (11) (see Section 2) used in our dual approach, in the following development we make a blanket assumption, unless stated otherwise, that the following condition holds:
Assumption A.1 Λ is nonsingular.
Remark 1.2 Problem (6) fails to possess a strictly feasible solution if Λ is singular. As a remedy, we can reduce problem (6) equivalently to a similar problem which admits a strictly feasible solution. See Appendix B for discussions on this.
Due to complicated structures of the IQEP and lack of tools dealing with it, many authors considered various simplified versions of the IQEP by dropping or relaxing the requirement on the positive semidefiniteness of the matrices M and K [3, 4, 5, 6, 14, 18, 19, 26, 51, 52, 53] . As observed in the literature on structural dynamics [18, 19] , however, these approaches may fail to guarantee the positive semidefiniteness of M and K, which is vital in applications.
In this paper, we directly deal with the IQEP with the required positive semidefiniteness condition on the matrices M and K. We shall introduce a generalized Newton method to the dual of problem (6) , whose objective function is continuously differentiable, but not twice differentiable. This approach is motivated by two recent papers due to Chu, Kuo, and Lin [12] and Qi and Sun [37] . In [12] , Chu, Kuo, and Lin made an important step by showing for the first time that the general IQEP admits a nontrivial solution, i.e., there exist symmetric matrices M , C, and K with M 0 and K 0 satisfying (4). In [37] , based on recent developments on strongly semismooth matrix valued functions [47] , Qi and Sun presented a highly efficient quadratically convergent Newton method for solving the nearest correlation matrix problem proposed by Higham in [22] (see Boyd and Lin [10] , Malick [30] , and Toh, Tütüncü, and Todd [50] for more discussions on this problem and its extensions). Theoretically, the Newton method introduced in [37] can be used to solve a much broader class of problems that includes the IQEP. However, there exist several practical difficulties in applying the approach by Qi and Sun [37] to the IQEP. In particular, for the IQEP we must first circumvent the incomputability of an element in Clarke's generalized Jacobian of the gradient mapping of the dual function needed in the approach by Qi and Sun [37] . We shall address this important issue under a more general setting in this paper by introducing a modified version of Clarke's generalized Jacobian.
Consequently, the convergence analysis must be modified too. Note that the IQEP is a special constrained least-squares problem, which can be solved by applying conventional approaches such as first order methods or a quasi-Newton method (e.g., Malick [30] suggested to use the BFGS update) to its dual problem. Here, we show that a generalized Newton method can be applied to the dual of the IQEP with guaranteed quadratic convergence and high efficiency.
The organization of this paper is as follows. In Section 2, we discuss some basic convex optimization theory used in this paper and present some results regarding Clarke's generalized Jacobian of certain locally Lipschitz functions. In Section 3, we present the dual forms of the IQEP. In Section 4, we give the details of our generalized Newton method and its convergence analysis. We report our numerical results in Section 5 and make some final conclusions in Section 6.
Preliminaries
Let X and Y be two finite dimensional real vector spaces each equipped with a scalar inner product ·, · and its induced norm · . Let A : X → Y be a linear operator and A * : Y → X be the adjoint of A. Let x 0 be a given vector in X . Consider the following constrained least-squares problem
where b ∈ Y and Q is a closed convex cone in X . In the literature, problem (8) is also known as the best approximation problem in Hilbert space. For a survey on the latter, see [36] . Let D ⊆ X be a closed convex set. For any x ∈ X , let Π D (x) denote the metric projection of x onto D, i.e., Π D (x) is the unique optimal solution to the following convex programming problem
Then, the dual of problem (8) (cf. Rockafellar and Wets [44] ) has the following form:
where θ : Y → R is given by
Recall that the generalized Slater condition is said to hold for the convex optimization problem (8) if
where "int" denotes the topological interior of a given set. The following result is well-known in the classical duality theory for convex programming [43, Theorems 17 & 18] : Proposition 2.1 Under the generalized Slater condition (11) , the following hold:
(i) There exists at least oneȳ ∈ Y that solves the dual problem (9) . The unique solution to the original problem (8) is given byx
(ii) For every real number τ , the level set {y ∈ Y : θ(y) ≤ τ } is closed, bounded, and convex.
For more recent discussions about the above duality theory for the constrained least-squares problem (8) and its extensions, see [10, 30, 37] .
Since Q is assumed to be a closed convex cone, by [54] , we know that the function θ defined by (10) takes the following form
From [54] we also know that θ is a continuously differentiable convex function and its gradient at y ∈ Y is given by
Furthermore, since Π Q (·) is globally Lipschitz continuous with modulus 1, ∇θ(·) is globally Lipschitz continuous. Therefore, if the Slater condition (11) holds, then one may use any gradient based method like the steepest descent method or quasi-Newton methods (e.g., the BFGS method suggested by Malick [30] ) to find an optimal solution y * to the dual problem (9) first and then use (12) to get an optimal solution to problem (8) . This is exactly the dual approach outlined by Rockafellar in [43, Page 4] for general convex optimization problems and tailed to the constrained least-squares problem (8) . Since in general Π Q (·) is not continuously differentiable, θ(·) is not twice differentiable. So we cannot directly use Newton's method to solve (9), i.e.,
Fortunately, we may apply Clarke's Jacobian based Newton method developed in the last two decades for solving locally Lipschitz equations [24, 39] . The success of using Clarke's Jacobian based Newton method to solve the nearest correlation matrix problem in Qi and Sun [37] inspires us to explore this idea further. 
In general, the above iterative method does not converge even if { V
−1 j
} is uniformly bounded and y 0 is arbitrarily close to a given solution of F (y) = 0 [24] . Kummer in [24] proposed a general condition guaranteeing the superlinear convergence of (15) 
The function Ξ : O ⊆ Y → Z is said to be strongly semismooth at a point y ∈ O if F is semismooth at y and for any x → y and V ∈ ∂Ξ(x),
The following convergence result is established in [39, Theorem 3.2] while the result on superlinear convergence can also be found in [24 
We have already shown that F is a globally Lipschitz continuous mapping and so ∂F (y) is well defined everywhere in Y. In order to apply Clarke's Jacobian based Newton method (15) to find a solution of (18), we need to assume that the two conditions imposed in Proposition 2.3 are valid. Certainly, the (strong) semismoothness of F atȳ follows easily if the metric projector Π Q (·) is (strongly) semismooth at x 0 +A * ȳ . This means that if one knows in advance that Π Q (·) is (strongly) semismooth everywhere in Y (it is the case for the IQEP discussed in this paper), then there is no need to be concerned about the semismoothness assumption on F . However, the second condition, i.e., the nonsingularity assumption on the generalized Jacobian ∂F (ȳ), needs more elaborations. We shall discuss this issue in the remaining part of this section. Let F : Y → Y be defined by (18) . The next proposition on Clarke's Jacobian of F follows easily from [13, Page 75] .
Proposition 2.4 relates the Jacobian of F to the Jacobian of the metric projector Π Q (·). Note, however, that (19) 
The tangent cone of D at a point x ∈ D, which we denote by T D (x), consisting of all tangent vectors of D at x, is defined by (cf. [9, Section 2.
For any x ∈ D, we denote by lin (T D (x)) the lineality space of T D (x), i.e., the largest linear space in
The following definition of constraint nondegeneracy is adapted from the works of Robinson, who defined it for general optimization problems and variational inequalities [40, 41, 42] .
Definition 2.6 We say that a feasible point x to problem (8) is constraint nondegenerate if
The constraint nondegenerate condition (21) in its general form is extensively used by Bonnans and Shapiro in [9] for perturbation analysis of optimization problems. In the context of semidefinite programming, condition (21) reduces to the primal nondegenerate condition proposed by Alizadeh, Haeberly, and Overton [2] . For the conventional nonlinear programming problem with finitely many equality and inequality constraints, the constraint nondegenerate condition is equivalent to the well known linear independence constraint qualification [40, 46] .
Definition 2.7 Let D ⊆ X be a closed convex set. We say that the metric projector
where
We say that Π D (·) is Jacobian amicable if it is Jacobian amicable at every point in X .
Now, we are ready to state our result on the nonsingularity of Clarke's Jacobian of the mapping F defined by (18) .
Assume that the constraint nondegenerate condition (22) holds atx + and that Π Q (·) is Jacobian amicable atx. Then every element in A∂Π Q (x)A * is self-adjoint and positive definite.
Since, by Lemma 2.5, W is self-adjoint and positive semidefinite, we know that V is also selfadjoint and positive semidefinite. Next, we show the positive definiteness of V . Let d ∈ Y be such that V d = 0. Then, by (iii) of Lemma 2.5, we obtain that
Therefore, by the assumption that Π Q (·) is Jacobian amicable atx, we know that
Since the constraint nondegenerate condition (22) 
Thus d = 0. This, together with the fact that V is self-adjoint and positive semidefinite, shows that V is self-adjoint and positive definite.
Proposition 2.8 motivates us to define the following modified version of the Jacobian based Newton method (15) to solve equation (18):
where y 0 ∈ Y is an initial point. By Proposition 2.8, we can obtain the following convergence results for the iterative method (23) in a similar way as Proposition 2.3. We include a brief proof for the sake of completeness.
Assume that the constraint nondegenerate condition (22) holds atx + , Π Q (·) is semismooth at x, and Π Q (·) is Jacobian amicable atx. Then every sequence generated by (23) 
By using (16) in Definition 2.2, we obtain for any y ∈ N and W ∈ ∂Π Q (x 0 + A * y) with y →ȳ that
which implies that for any y ∈ N (shrinking N if necessary) and W ∈ ∂Π Q (x 0 + A * y) we have
Then from (23), (24), and (26), we know that for any y j ∈ N , W j ∈ ∂Π Q (x 0 + A * y j ), and
This shows that once y 0 ∈ N , the whole iteration sequence {y j } converges toȳ linearly. The superlinear convergence of {y j } follows from (25) and the second inequality in (27) .
If Π Q (·) is strongly semismooth atx, then by repeating the above process and using (17) in Definition 2.2 we can easily prove the quadratic convergence of {y j }.
In Proposition 2.9, besides the well studied constraint nondegenerate condition (22) atx + in the literature, we also assume that Π Q (·) is Jacobian amicable atx, which may hold for many interesting closed convex cones. Here we only discuss about the Jacobian amicability of Π Q (·) for the case that Q = S n + , the cone of symmetric and positive semidefinite matrices in S n . Let A ∈ S n . Then A admits the following spectral decomposition
is the diagonal matrix of eigenvalues of A and
is a corresponding orthogonal matrix of orthonormal eigenvectors. Under the Frobenius inner product, the projection A + := Π S n + (A) of a matrix A ∈ S n onto the cone S n + has an analytic formula [21, 49 ]
Define the matrix U ∈ R k 1 ×(n−k 1 −k 2 ) with entries
Bonnans, Cominetti and Shapiro [8] showed that Π S n + (·) is directionally differentiable everywhere in S n . For any H ∈ S n , Sun and Sun [47] gave the following explicit formula for Π S n + (A; H):
where • denotes the Hadamard product. More importantly, Sun and Sun proved that Π S n + is a strongly semismooth matrix-valued function [47] . When A is nonsingular, i.e., k 2 = 0, Π S n + (·) is continuously differentiable around A and the formula (29) reduces to the classical result of Löwner [28] . See Donoghue [16] and Bhatia [7] for detailed discussions on the latter and Chen, Qi, and Tseng [11] for a generalization.
From (20) and (29), one can obtain Arnold's well known characterization of the tangent cone of S n + at A + [1] :
and its lineality space
and the following operator W : S n → S n defined by
Proof: Let A ∈ S n admit the spectral decomposition (28) . Let W ∈ ∂Π S n + (A) and H ∈ S n be such that W (H) = 0. Then from (29) , (31) , and the definition of the matrix U , we obtain 
Since A is chosen arbitrarily, we know from the definition that Π S n + (·) is Jacobian amicable everywhere in S n .
Dual Reformulations
In this section, we will consider the dual problem of the IQEP, i.e., problem (6) . As mentioned in Section 1, we only need to focus on the IQEP under Assumption A.1, i.e., Λ is nonsingular. Denote
Then problem (6) can be written equivalently as
Let Ω 0 be equipped with the following natural inner product
and its induced norm · . Define
and
Then, problem (33) , which is a special case of problem (8), becomes
Let
Obviously, the linear operator
where for each Y ∈ R(H), (35) is also surjective and its adjoint G * :
where for each (Y, Z) ∈ R(H) × R k×(n−k) , H * (Y ) and G * (Z) are defined by (39) and (40), respectively. Define θ :
By (13) and (14), the dual of problem (37) is
Since Λ is nonsingular, by Theorem 1.1, problem (6), or equivalently problem (37), admits a strictly feasible solution, i.e., there exists a triplet ( M , C, K) ∈ Ω 0 such that A( M , C, K) = 0 and ( M , C, K) ∈ int (Ω). Moreover, the linear operator A : Ω 0 → R(H) × R k×(n−k) defined by problem (37) is surjective. Thus, for the convex optimization problem (37), the generalized Slater condition (11) is satisfied. Consequently, the following result follows directly from Proposition 2.1: (43) . The unique solution to the original problem (6) is given by
Furthermore, for every real number τ , the level set
is closed, bounded, and convex.
It is clear from Proposition 3.1 that we only need to find a solution of the dual problem (43) in order to obtain the unique solution of the original problem (6). Next, we discuss the following simplified version of the IQEP:
which admits an explicit optimal solution and has been considered by many authors, for examples, see [14, 19] . The dual of problem (44) is
be a solution to the dual problem (45) . By Section 2, the solution (M 0 , C 0 , K 0 ) to problem (44) is given by
Although (Y 0 , Z 0 ) may not be a solution to the dual problem (43) as M 0 and K 0 above may fail to be positive semidefinite, it may be a good guess to the solution of problem (43) . Hence, we will use it as the starting point to our Newton's method to be proposed in the next section. Now we discuss the computation of (Y 0 , Z 0 ) based on (45) .
Therefore, we can obtain (Y 0 , Z 0 ) by solving (47) . Since the linear operator A : Ω 0 → R(H) × R k×(n−k) defined by (36) is surjective, AA * is self-adjoint and positive definite. This implies that (Y 0 , Z 0 ) is the unique solution to (47) . By (39) , (40), and (41), we obtain that for any (
and 
to get Y 0 ∈ R(H). The required total computational cost of computing Y 0 is O(k 5 ) flops (the CG method needs at most k 2 steps with each step costing O(k 3 ) flops). The solution to the second equation of (47), i.e,
is given explicitly by
. We need O(nk 2 ) flops to compute Z 0 . The optimal solution to problem (44) can then be obtained via (46) .
1 Strictly speaking, we should apply the CG method to the equivalent equation form Ax = b of (50), where A ∈ S m is positive definite, b ∈ R m , and m is the dimension of R(H). In the implementation of CG methods there is no need to form A and b explicitly. One may also consider the preconditioned CG method to solve (50) . However, cautions should be taken as the preconditioned CG method may not guarantee that the generated matrices Y stay in R(H). 
Algorithm and Convergence Analysis
In this section, we shall first present a globalized version of Clarke's Jacobian based Newton method (23) for solving the dual problem (43) with θ : R(H) × R k×(n−k) → R being defined by (42) .
is defined by (36) and A * is the adjoint of A.
Algorithm 4.1 (Newton's Method)
Step 0.
Step
Apply the conjugate gradient method [20, Algorithm 10.2.1] to find an approximate solution
where (52) and (53) are not achievable, let
Step 2. Let m j be the smallest nonnegative integer m such that
Step 3. Replace j by j + 1 and go to Step 1.
Below we make several comments on the above algorithm before we present our convergence analysis.
• The starting point. One may choose an arbitrary starting point (Y 0 , Z 0 ) as long as
. In numerical computation, we recommend choosing the solution to equation (47) as (Y 0 , Z 0 ).
• The generalized Jacobian. In Step 1 of Algorithm 4.1, we need to select an element
at the j-th iteration. This can be computed according to (32) once the spectral decompo-
• The conjugate gradient method. 
) ∈ R(H) × R k×(n−k) when the initial guess is in R(H) × R k×(n−k)
. One may also consider the preconditioned CG method to solve (50) as long as the preconditioned CG method can guarantee that (
The next theorem is our global convergence result.
Theorem 4.2 For any (Y 0 , Z 0 ) ∈ R(H) × R k×(n−k) , Algorithm 4.1 generates an infinite sequence {(Y j , Z j )} with the properties that for each
j ≥ 0, (Y j , Z j ) ∈ R(H) × R k×(n−k) , {(Y j , Z j )
} is bounded, and any accumulation point of {(Y j , Z j )} is a solution to problem (43).
Proof: Since, by Step 1 of Algorithm 4.1, for any
From Theorem 1.1 we know that problem (33) has a strictly feasible solution. This, together with the surjectivity of A : Ω 0 → R(H) × R k×(n−k) , implies that the generalized Slater condition (11) holds for problem (33) . Thus, by Proposition 3.1, the level set Theorem 4.2 shows that our algorithm converges globally. For discussions on the rate of convergence, we need the constraint nondegenerate condition (22) at the solution (M , C, K) of problem (6) . In our case, this condition can be written as
Proposition 4.3 Condition (54) holds if the solution (M , C, K)
the proof of Proposition 7.1 in Appendix A gives that
and a similar discussion also yields that
Proposition 4.3 follows readily.
Another interesting special case to guarantee condition (54) is Λ = τ I for some τ = 0. This can be seen easily because in this case, for the solution (M , C, K) to problem (6), we have
where R(G) denotes the range of the linear operator G : Ω 0 → R k×(n−k) defined by (35) .
We are now ready to show the quadratic convergence of Algorithm 4.1.
Theorem 4.4 Let (Y , Z) be an accumulation point of the infinite sequence {(Y j , Z j )} generated by Algorithm 4.1 for solving the dual problem (43). Let (M , C, K) be the solution to problem (6). Assume that the constraint nondegenerate condition (54) holds at (M , C, K). Then the whole sequence {(Y j , Z j )} converges to (Y , Z) quadratically.
Proof: By Proposition 3.1, we know } is uniformly bounded. Hence, for all j sufficiently large, the CG method can find (∆Y j , ∆Z j ) ∈ R(H) × R k×(n−k) such that both (52) and (53) are satisfied. Then, by Propositions 2.9 and 2.10, for all j sufficiently large,
(55) where in the last inequality the global Lipschitz continuity of F was used. By using (55) and the fact that {(Y j , Z j )} converges to (Y , Z), we have for all j sufficiently large that
For each j ≥ 0, let
Then for all j sufficiently large,
which, together with (56) and the uniform positive definiteness of V j , implies that there exists a positive constantρ > 0 such that for all j sufficiently large we have
Then, since F is strongly semismooth at (Y , Z) as Π S n + (·) is strongly semismooth [47] , we know from [17, Theorem 3.3 & Remark 3.4 ] that for all j sufficiently large,
which implies that for all j sufficiently large,
This, together with (55), completes the proof. 
Numerical Experiments
In this section, we report our numerical experiments of Algorithm 4.1 for solving the IQEP (6) carried out in MATLAB 7.0.1 running on a PC Intel Pentium IV of 2.40 GHz CPU. In both of the following two numerical examples, we randomly generate Λ ∈ R k×k by using the built-in function randn in MATLAB 7.0.1. The total number of complex-valued eigenvalues is chosen to be around k/2. The matrix R ∈ R k×k is obtained by applying the QR factorization to a random generated n × k matrix X by using randn.
Example 5.1 Let M , C, and K be given by (7) . Set In our numerical experiments, the initial point (Y 0 , Z 0 ) is chosen to be the solution to equation (47) and the stopping criterion is
We set other parameters used in our algorithm as η = 10 −6 , ρ = 0.5, and δ = 10 −4 . Our numerical results are given in Tables 1-4 , where It., Func., Res0. and Res*. stand for the number of iterations, the number of function evaluations, and the residuals ∇θ(·) at the starting point (Y 0 , Z 0 ) and at the final iterate of our algorithm (the largest number of iterations in CG is set to be max(5000, nk)), respectively. In Algorithm 4.1, the major cost at the j-th iteration is solving the linear system (51), i.e.,
For better numerical performance, instead of solving the above linear system directly, we apply the CG method to the following preconditioned linear system [45, Chapter 9]
where U 1 and U 2 are given by (48) and (49), respectively. That is, we apply a preconditioned CG method to the linear system (51).
Based on our numerical experiments, we make the following observations.
• Our algorithm converges to the required accuracy at a relatively small number of iterations for all but one case (n = 2, 000, k = 30, c 1 = 10, c 2 = 0.1, τ = 1) in Table 3 . Here, Failed means that the CG method fails to converge within the required maximum number of iterations. Therefore, it is not contradictive with the global convergence result as in Theorem 4.2. Quadratic convergence was observed for all convergent cases. This confirms our theoretical result on quadratic convergence.
• The largest numerical examples that we tested in this paper are: (i) n = 2, 000 and k = 30 and (ii) n = 450 and k = 150. For case (i), there are roughly 6, 000, 000 unknowns in the primal problem and 60, 000 unknowns in the dual problem while for case (ii), these numbers are roughly 300, 000 and 67, 000, respectively. In consideration of the scales of problems solved, our algorithm is very effective.
• We also tested the cases for k ≈ n/4, which have better numerical performance than the cases that k ≈ n/3. Generally speaking, the smaller the ration k n is, the better our algorithm performs. This is no surprise as a smaller ration k n implies that the constraint nondegenerate condition (54) is more likely to hold.
• Finally, note that the numbers of iterations for some small cases (see for instances n = 100, 200, τ = 0.1, c 1 = c 2 = 1 in Table 1 and n = 300, τ = 0.1, c 1 = c 2 = 1 in Table 2 ) are larger than those of some large scale cases. This is normal as these problems are randomly generated so that the resulted linear system (51) may have different condition numbers and the total number of iterations may be different.
To further illustrate the effectiveness of our method, we compared the performance of our method with that of the well-known BFGS method with the Wolfe line search, which was described in details in [34, Chap.8] and was suggested by Malick [30] to solve some semidefinite least squares problems. In our experiments for the comparison, the starting point is the solution of equation (47) and the stopping tolerance is
The reason that we did not choose a higher accuracy is because the BFGS method may run into difficulties for an accuracy more than 5.0 × 10 −5 . In Tables 5-8 the step length is too small to proceed) during the computation. We see from the numerical performances that our method needs less than 15 iterations for all the problems to obtain the required accuracy while the BFGS method needs more iterations. In terms of the cputime, our method also performs much better than the BFGS method.
Conclusions
In this paper, we considered the inverse quadratic eigenvalue problem (IQEP) with the positive semidefiniteness condition on matrices M and K. We expressed the IQEP as a semidefinite constraint nonlinear optimization problem and introduced a quadratically convergent Newton's method for solving the problem. Our numerical experiments show that our method is very efficient. We also observed that the BFGS method converges much slower than Newton's method and moreover, Newton's method is capable of solving problems of large scales. Since the vast majority of our computer cputime is spent on the preconditioned conjugate gradient method for solving the linear equation (51) , it would save much computing time by finding a better preconditioner for (51) . We leave this as our future research topic. Another interesting topic is to study the IQEP with M, C, and K being of various special structures. where Λ is defined by (3) .
By the definitions of R(H) and R(J ), we can see that R(H) = R(J ). The following result gives the exact number of Dim (R(H)), the dimension of R(H).
Proposition 7.1 Suppose that the prescribed eigen-matrix Λ is defined by (3). Then we have
In particular, if
Proof:
. Then, it is easy to verify that the last equation in (58) holds for some D ∈ S k if and only if 
Then, from the proof of Theorem 1.1, we can see that problem (64) admits a strictly feasible solution if and only if Λ is nonsingular.
Next, we shall show how problem (63) can be reduced to a similar problem which has a strictly feasible solution if Λ is singular. Without loss of generality, we assume that Λ = diag{O t , Γ}, where O t = diag{ t 0, . . . , 0} and Γ is nonsingular and has the same structure as Λ defined in (3).
Partition M , C, K, and R 0 by
where M 1 , C 1 , K 1 ∈ S t , M 2 , K 2 , C 2 , ∈ R t×(n−t) , M 4 , C 4 , K 4 ∈ S (n−t) , and R 1 ∈ R t×t , R 2 ∈ R t×(k−t) , R 3 ∈ R (n−t)×(k−t) . The matrix R 3 can be further written as R 3 = R 4 0 , where
is an invertible upper triangular matrix. Then the first equation in problem (63) takes the following form     
Since R 1 is invertible, we have K 1 = 0 and K 2 = 0.
.
Then the last two equations in (65) reduce to A(M, C, K 4 ) = 0. Partition K a by
with (K a ) 1 ∈ S t , (K a ) 2 ∈ R t×(n−t) , and (K a ) 4 ∈ S (n−t) . Let
, and L 4 , (H a ) 4 ∈ S (n−t) . By using the fact that
we can see that problem (63) is equivalent to 
Clearly, Φ
−1
is a strictly feasible solution to problem (67). Therefore, we can apply Algorithm 4.1 to the dual of problem (67).
