Abstract. We construct solutions of a free boundary value problem for a hyperbolic equation with Dirichlet boundary data. This problem arises from a model of deformation of granular media.
Introduction.
In this work we will study the partial differential equation (PDE) for a scalar function v(x, y),
where R α is a rotation counterclockwise by an angle 0 < α < π/4, R α = cos α − sin α sin α cos α .
Throughout the paper we consider only functions v such that ∇v = 0, which avoids the singularity of (1.1). As will be discussed more fully in the appendix, this equation represents the steady state of a kind of granular flow problem studied in [12] , [11] .
The domain Ω on which we consider this equation is approximately rectangular, with one free boundary along the topmost edge (see Figure 1 .1(a)). Even though, as we will show below, (1.1) is hyperbolic, we will impose Dirichlet-type boundary conditions: specifically,
where the function s = s(x) defined on 0 < x < 1 describes the free boundary and V is a constant. Naturally, s must satisfy We also impose the obvious compatibility conditions at the corners of the domain,
Finally, to ensure that a solution v is differentiable on Ω, we will need to impose the nonlocal compatibility conditions φ 0 (0) = φ 1 (0) and (1.3a) φ 0 (0) = φ 1 (0). (1.3b) Nonlocal compatibility conditions for the boundary data arise in this problem because (1.1) is hyperbolic. Even when (1.3a), (1.3b) are satisfied, a possible discontinuity in third-order derivatives of v propagates along a sequence of straight-line characteristics starting at the lower left corner of Ω (see Figure 1 .1(b)). (Note that, even though Dirichlet boundary conditions are imposed, singularity information flows from the fixed boundary to the free boundary.) By imposing additional compatibility conditions like (1.3a), (1.3b), one could increase the order of the derivative of v that may suffer a discontinuity. If one or both conditions (1.3a), (1.3b) were omitted, one could study weak solutions of (1.1), (1.2). We do not pursue this idea here.
In a rectangular domain (as opposed to the quasi-rectangular domain Ω) with boundary data given by φ 0 = φ 1 = y, the equation (1.1) admits the simple solution v(x, y) = y. The problem we consider may be regarded as perturbing the data on the left and right, necessitating the incorporation of the free surface along the top boundary. For the perturbed problem, we will show the following. Theorem 1.1. There exists an > 0 such that if φ 0 , φ 1 ∈ C 2 satisfy (1.3a), (1.3b), and φ 0 − y 2 < , φ 1 − y 2 < , then there exists a unique C 2 solution v in Ω to (1.1) and (1.2).
Here and throughout, g k denotes the C k -norm of the function g:
If 0 < < 1, then both of the φ i are monotone. Below we shall in fact assume that
Thus, for such , monotonicity is an implicit assumption. Incidentally, the hypothesis that φ i − y 2 < implies that |L 1 − L 0 | = O( ); however, we shall not make explicit use of this fact. The that we derive below depends on L 0 , L 1 ; indeed, it decreases geometrically as L 0 , L 1 → ∞. We are not sure whether this limitation could be avoided through a different argument.
As we shall see below, the free boundary is a characteristic curve. The wellposedness of (1.1), (1.2) depends crucially on this fact: because of it, (1.1), (1.2) resemble a Goursat problem [5] .
In section 2 we analyze the characteristics of (1.1) and without loss of generality simplify the boundary data. In section 3, the original BVP for v is reduced to solving a functional equation along the left boundary of the domain; also, limitations on the regularity of the solution are explained. The existence of solutions to the functional equation is proven in section 4, thereby establishing the existence of solutions to the original BVP. Uniqueness is obtained in section 5. Finally, in the appendix we discuss the physical interpretation of (1.1) and describe connections with similar equations from mathematical modeling of granular flow.
Preliminaries.

Analysis by characteristics.
We begin our analysis of (1.1) by converting it into an equivalent first-order system. We define
where × denotes the cross product in two dimensions, interpreted as a scalar. This equation implies that R −1 α τ and ∇v are parallel vectors. Note that the middle equation involves no derivatives; thus (2.1) is a differential-algebraic system. However, (2.1) is easily reduced to a purely differential system. Since τ is a unit vector, we may represent it as
for some angle θ = θ(x, y). This representation of τ , while unusual, simplifies the analysis of characteristics below. Then the three equations in (2.1) are equivalent to the 2 × 2 quasi-linear system of differential equations,
which is clearly hyperbolic, but not in conservation form. Observe that the first equation in (2.2) completely decouples from the second. The characteristics of this equation, along which θ is constant, are straight lines of slope
Although this equation is decoupled from the other, we cannot solve it separately because no explicit data for θ is given on the boundary of the domain. Boundary data for v-Dirichlet data-is given by (1.2), but we cannot solve the v equation without knowing θ. Based on the interpretation of (2.1) discussed in the appendix, we shall refer to the θ-characteristics and v-characteristics, described by (2.3) and (2.4), as stress and velocity characteristics, respectively.
Comparing (2.3) and (2.4), we see that the velocity characteristics intersect the stress characteristics at an angle α. To be more precise, the unit tangent along a stress characteristic at a point (x, y) equals the unit tangent at the same point along the velocity characteristic, rotated by an angle α counterclockwise (see Figure 2 .1).
Recall our assumption that both φ 0 , φ 1 are strictly monotonic and onto a common range. Therefore, given a point y r in [0, 
Simplification of the boundary data.
Suppose that Φ is a C 2 function on the real line such that Φ > 0. If v satisfies the PDE (1.1) and boundary conditions (1.2) then the function Φ(v) also satisfies the same PDE,
with the modified boundary dataφ
In the following, we use Φ = φ
1 to simplify the boundary data and the subsequent analysis. Because of this transformation, it suffices to solve (1.1) with the boundary data on the sidesφ
provided that φ 0 − y 2 is sufficiently small. As regards estimates, note that given (1.4) there is a constant C such that
Henceforth, we drop the tilde notation but assume that the boundary data is given as in (2.6). On the left boundary, let us introduce the notation
Note that after the reduction in (2.6), equations (1.3a), (1.3b) become φ 0 (0) = 1, or equivalently, β (0) = 0 and (2.8a)
For convenient reference below, we list the boundary data on the top and bottom of Ω:
where the transformation φ 
a scalar hyperbolic equation in conservation form. In the following we will consider x as a time-like variable, as its placement in this equation suggests.
We shall derive an initial condition for (3.1) along {(x, y) : x = 0}. To do so, however, we will need the following result about certain special solutions of (1.1) and their properties.
and T is a solution of (1.1). If θ is derived from a solution v of (1.1), then T is a function of v, say T = Φ(v), and Φ is invertible; in particular, T is constant along velocity characteristics.
Proof. Given a solution θ(x, y) of (3.1), define a vector field
By (3.1), it is easy to verify that
Since the domain is simply connected, H is conservative. That is, there exists a C
Recall that τ is given by
Then by (3.1), div τ = 0, and of course |τ | = 1. Also,
Thus the pair τ, T satisfy (2.1), which means that T satisfies (1.1). Suppose θ(x, y) is the angle of inclination of the velocity characteristics of a solution v of (1.1). The directional derivative of T along a velocity characteristic equals cos θ ∂ x T + sin θ ∂ y T, and by (3.3) this vanishes. Thus, T is constant along velocity characteristics, and it follows that T = Φ(v). Moreover, since neither ∇T nor ∇v vanishes, Φ is invertible. Only the second component of ∇T = H will be used below. Slightly changing the notation from (3.3), we shall let H 2 denote the function of one real variable,
The profile of a typical H 2 is shown in Figure 3 Let v(x, y) be a solution of (1.1) with boundary data on the sides of Ω as in (2.6), and let θ(x, y) be the angle of inclination of the corresponding velocity characteristics. As illustrated in Figure 2 .2, given a starting point y s on the y-axis, define
such that (1, y r ) is connected to (0, y s ) by a stress characteristic, and define
such that (0, y ) is connected to (1, y r ) by a velocity characteristic. We claim that
With this relation we will be able to determine boundary conditions for θ from the given boundary conditions for v.
Proof of (3.7). By the above lemma, the function T is constant along velocity level lines. Therefore,
Temporarily treating y r as an independent variable, we differentiate T with respect to its second argument on both sides of the above equation to obtain
Recalling (3.2), (3.4), and (3.6), we can rewrite (3.8) as
As noted above, stress characteristics are straight lines along which θ is constant. Since (0, y s ) and (1, y r ) lie on the same stress characteristic,
Finally, from (2.5) and (2.6) one can derive
Then equation (3.7) follows immediately from the substitution of (3.10) and (3.11) into (3.9).
Below it will be useful to rewrite (3.7) in a more systematic notation. First, we abbreviate θ(0, y) to θ 0 (y). Let f be the mapping y s → y r → y as given by (3.5), (3.6) (see Figure 2. 2). In this notation, (3.7) becomes
The above derivation, in which θ is determined from a solution v of (1.1), (2.6), shows that (3.12) holds for all y such that
We now show that if v also satisfies (2.9), then in fact (3.12) holds for a slightly larger range of y.
If follows from (2.9) that the bottom edge of Ω is a velocity characteristic and, since it has zero slope, we conclude that
If we regard (3.13) as initial data, then (3.1) has the unique solution θ ≡ 0 in the parallelogram B indicated in Figure 3 .2, the parallelogram with vertices (0, 0), (1, tan α), (1, 0), (− tan α, 0). This construction shows that if θ is the slope of the velocity characteristics of a solution v of (1.1), (2.6), (2.9), then (i) θ ≡ 0 on the triangle B ∩ Ω, and (ii) θ has a natural extension from its original domain Ω to B ∪ Ω, where θ ≡ 0 on B. Let v be a solution of (1.1), (2.6), (2.9), and let θ be the angle of inclination of the corresponding velocity characteristics, extended as in (ii). We claim that (3.12) holds for all y such that
Indeed, this claim follows from the above proof of (3.7).
With these ideas, we can now explain why θ and v may fail to have higher-order derivatives. Let us consider the continuity of θ 0 at y = 0. Of course, for the limit from below, lim y→0 − θ 0 (y) = 0. For the limit y → 0 + , we let y → − tan α from above in (3.12), observing that f (− tan α) = 0; thus According to (3.1), a jump in θ 0 propagates into the interior of Ω along a stress characteristic at the origin. Also, according to (3.12) , the jump in θ 0 at the origin creates other jumps at points f (0), f • f (0), . . . higher on the y-axis, which in turn also propagate into Ω. As in (3.3), jumps in the second-order derivatives of θ(x, y) lead to jumps in the third derivatives of v. In this way, v may exhibit singularities along a set of straight-line characteristics, as illustrated in Figure 1.1(b) .
We derived (3.12) for θ 0 by assuming that a solution v existed in the domain Ω. In the following theorem, we assume that (3.12) has a solution θ 0 along the boundary and construct the related solution v in Ω. Proof. Consider the IVP for (3.1) with the initial condition θ 0 given in the hypothesis of the theorem: in symbols,
The theory of scalar conservation laws [4] indicates that this problem has a C 1 solution in a portion of some narrow strip {(x, y) : 0 < x < ζ} that is bounded above and below by characteristics. This solution extends to larger values of x provided the characteristics of (3.1) do not cross. If the initial condition satisfies 1 + sec 2 (θ 0 (y) + α) θ 0 (y) > 0 (3.16) for all y ∈ [− tan α, L 0 ], then the characteristics do not cross in the larger strip {(x, y) : 0 < x < 1}. For convenience below, we have assumed a stronger estimate on θ 0 that bounds the left-hand side of (3.16) from below by 1/2. Therefore, this initial value problem has a C 1 solution θ in a quadrilateral domain A ∪ B as sketched in Figure 3 .2. Further, by the theory of hyperbolic conservation laws, that solution on A ∪ B satisfies |θ| < α/2 since the boundary data satisfies (iii).
Having constructed θ(x, y), we now define T (x, y) as in Lemma 3.1. We construct Ω such that its top boundary is a level curve of T :
Since the stress characteristics arising in the solution of (3.1) are inclined at the positive angle α with respect to level curves of T, we have Ω ⊂ A ∪ B.
To construct v from T, we define
We may compute a first derivative of Φ using (3.8), (3.9),
since |θ| < α/2 on Ω and H 2 is strictly positive for such θ, as we noted in Remark 1; therefore, Φ is invertible. Let us define
By the discussion in section 2, we know that v satisfies (1.1). By construction, v(1, y) = y along the right boundary of Ω as required in (2.6). Examining the derivation of (3.7), we see that v = φ 0 along the left boundary. Finally, also by the construction, the remaining boundary conditions (2.9) are satisfied.
Remark 2. Let f str be the mapping y s → y r as given by (3.5) . The derivative of this map is given by the left-hand side of (3.16). Therefore, condition (iii) of the theorem guarantees that
in particular f str is one-to-one.
Solution of the functional equation.
In the next three lemmas, we suppose that θ 0 is a C 1 function defined for y in a subinterval of the y-axis
where
We assume that θ 0 ≡ 0 for y ≤ 0 and that θ 0 satisfies the functional equation (3.12) for all y such that both y and f (y) are in I. We propose to use (3.12) to extend θ 0 to the larger interval
Formally, we may apply H −1 2 to (3.12) and obtain
a formula which relates θ 0 at f (y) to the boundary data φ 0 at f (y) and θ 0 at y. However, care must be taken to ensure that (4.4) represents a meaningful definition. Below, by iterating this basic step, we shall obtain a function θ 0 defined on the entire interval [− tan α, L 0 ] as needed in Theorem 3.2.
In these lemmas we explicitly indicate the precise domain over which certain norms are to be evaluated: e.g., 
Then (4.4) gives an unambiguous extension of θ 0 on I + , and by construction (3.12) is satisfied on the extended interval.
For subsequent arguments we need to be more quantitative about the monotonicity of H 2 in this proof: let 
Proof. In proving this result, it is convenient to introduce the inverse function g = f −1 and rewrite (4.4) as
Applying H 2 to both sides of (4.9), subtracting H 2 • θ 0 (g(y)) from both sides, and recalling the definition (2.7) of β, we see that
Regarding the left-hand side of (4.10), since H 2 is monotone and satisfies (4.6) on [−α, α], we deduce by the mean-value theorem that
Combining (4.10) and (4.11) with the triangle inequality
we obtain (4.7) with
Turning to (4.8), by differentiating (4.9), we obtain
The second term in (4.13) is no greater than C 1 β 2 , where C 1 is given by (4.12). The first term is no greater than C 2 θ 0 : I 0 , where to obtain C 2 we invoke condition (i) of Lemma 4.1 to estimate φ 0 , (4.6) to estimate H 2 , and (3.20) to estimate f str . This proves (4.8).
In the next lemma, we show that a single application of Lemma 4.1 extends the domain of θ 0 by a distance of at least h, where 
By condition (ii), θ 0 (y
0 , the other factor in f, first observe that for any y
Taking z = f str (y * ) and recalling (4.15), we see that
Given the boundary data (2.6), (2.9) for (1. 
Provided β 1 < δ, it follows from Lemma 4.1 that extension from I 0 to I 1 is possible. By Lemma 4.2, provided
extension from I 1 to I 2 is also possible. More generally, provided
the estimates of Lemma 4.1 will remain valid for N iterations. Thus for any positive integer N, if β 2 is sufficiently small, we can extend
According to Lemma 4.3, after some number N iterations, where N ≤ L 0 /h, we shall arrive at a point where In this way, provided β 2 is sufficiently small, we may obtain θ 0 as in Theorem 3.2 and then invoke that theorem to solve (1.1), (2.6), and (2.9).
Proof of uniqueness.
Briefly, the uniqueness proof proceeds by checking that each step of the existence proof, which is constructive, has a unique outcome. Specifically, let v and v be two solutions of (1.1) on domains Ω and Ω and satisfying the reduced boundary conditions (2.6), (2.9). We assume that (i) neither ∇v nor ∇ v vanishes and (ii) the boundary-data function φ 0 (y) = y +β(y) satisfies β 2 < where is the constant of Theorem 1.1: i.e., is sufficiently small to guarantee existence through the above construction.
• Define θ = arg(∇v) − π/2 to be the angle of inclination of the level curves, or characteristics, of this solution, and define θ likewise. Both θ and θ satisfy (3.1), vanish identically on the triangle B ∩ Ω of Figure 3 .2, and extend as solutions of (3.1) to be identically zero on all of B. In particular for the extended functions, θ 0 (y) = θ 0 (y) = 0 for − tan α ≤ y ≤ 0.
• Both θ and θ satisfy the functional equation (3.12) . It follows from the estimates in section 3 that f is one-to-one and that θ 0 (f (y)) belongs to the domain of H
−1
2 , and likewise for f and θ 0 ( f (y)). Therefore, (3.12) may be rewritten in the form (4.9), which shows that θ 0 (y) = θ 0 (y) for the entire
• By solving (3.1) with the initial condition (3.15), we obtain identical extensions of θ and θ on the quadrilateral domain A ∪ B of Appendix: Connection to granular flow. Equation (1.1), or the equivalent first-order system (2.1), arises from a model [12] for steady-state antiplane shearing of a granular medium. The term antiplane shear refers to a special class of deformation of a three-dimensional solid in which: (i) all motion is in the z-direction,
where v is the scalar velocity in (2.1); (ii) the stress tensor has the reduced form
where σ is a uniform confining pressure and τ is the vector in (2.1); and (iii) the velocity and the stress depend on x and y but are independent of z. (The confining pressure σ is independent of all three coordinates.) The three equations in (2.1) represent the following, respectively: (a) Force balance or Newton's second law of motion with inertia neglected (appropriate for slow flow). (b) Coulomb's law of friction-for motion to occur, the shearing stress must equal a threshold. In general, this threshold depends on the confining pressure σ and on the internal friction of the material, but we have nondimensionalized the equations. (c) The nonassociative constitutive law proposed in [12] . More accurately, the constitutive law should read as follows: there exists a nonnegative function λ(x, y) such that
In (2.1) the function λ has been eliminated, but the condition λ ≥ 0-that friction acts dissipatively-needs to be checked a posteriori in order to verify that a solution of (2.1) is physical.
3
Physically, (2.1) may be viewed as describing the continuum limit of a collection of infinitely long, thin rods. These rods are parallel to the z-axis, their cross sections fill the domain Ω, and they slide over one another along their axes, subject to the constitutive law proposed in [12] . On physical grounds, one would expect to be able to control the velocity of all the rods at the boundary of Ω-in mathematical terms Dirichlet boundary conditions are suggested. Similarly, it would seem impossible to control both velocity and stress on any portion of ∂Ω-again in mathematical terms, Cauchy data are excluded.
The model (2.1) was proposed as a technically simpler analogue of the equations of slow, two-dimensional flow of an incompressible Coulomb material [3] , [8] , [7] . The physical unknowns for such flow consist of a 2-component velocity v and a 2× 2 stress tensor T (three scalars, since T is symmetric). These unknowns satisfy 
where ρ is the (constant) density, g is the acceleration of gravity, k is a constant describing internal friction, σ is the mean stress
T ii , and λ(x 1 , x 2 ) ≥ 0 is an auxiliary function that arises in the mathematical formulation of plasticity. The close analogy in form between (5.1) and (2.1) is readily apparent, even though the number of equations is different. However, the analogy is far closer than a superficial appearance. Specifically, as with (2.1), we have the following: (i) The algebraic constraint may be eliminated by an appropriate reparameterization of the stress (the Sokolovskii variables [13] ). (ii) The two remaining stress variables satisfy a strictly hyperbolic system that is uncoupled from the velocity. (iii) If λ is eliminated from the third equation in (5.1), the two velocity equations-with T regarded as known-are a linear, strictly hyperbolic system in v.
The present work originated from an attempt to use the three-dimensional analogue of (5.1) to model slow, steady flow in a hopper [6] , [9] . Although boundary conditions along the walls of the hopper are natural and easy to formulate, the situation at the top and bottom is very unclear: e.g., how many conditions should be imposed at the top and how many at the bottom? Exactly where should they be imposed? Since the equations are hyperbolic, one might seek a Cauchy problem. The stress and velocity equations decouple, and therefore there are various ways of posing different Cauchy problems. However, in [9] all ways of prescribing Cauchy data led to unphysical solutions in which the constraint λ ≥ 0 was violated. In such a solution, friction is adding energy to the flow. This paper identifies a well-posed, Dirichlet-type boundary value problem for the analogous, but technically simpler system (2.1). The appearance of a free boundary, which is crucial for the result, was suggested by hopper flow: there is some evidence that exit boundary conditions should be posed along a velocity characteristic, and for a nonlinear equation the location of characteristics is unknown a priori.
While answering one question, this paper raises many others: e.g., finding larger classes of well-posed boundary problems for (1.1) and extending understanding of the model problem to (5.1) and its three-dimensional analogue.
