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Abstract 
Hydrogen produced by microorganisms has been considered as a potential solution for 
sustainable hydrogen production for the future. In the current study, an advanced real-time 
optimisation methodology is developed to maximise the productivity of a 21-day fed-batch 
cyanobacterial hydrogen production process, which to the best of our knowledge has not been 
addressed before. This methodology consists of an economic model predictive control 
formulation used to predict the future experimental performance and identify the future 
optimal control actions, and a finite-data window least-squares procedure to re-estimate 
model parameter values of the on-going process and ensure the high accuracy of the dynamic 
model. To explore the efficiency of the current optimisation methodology, effects of its 
essential factors including control position, prediction horizon length, estimation window 
length, model synchronising frequency, terminal region and terminal cost on hydrogen 
production have been analysed. Finally, by implementing the proposed optimisation strategy 
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into the current computational fed-batch experiment, a significant increase of 28.7% on 
hydrogen productivity is achieved compared to the previous study. 
 
Keywords: biohydrogen production, economic model predictive control, finite-data window 
least-squares, on-line optimisation, dynamic simulation, fed-batch process. 
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1. Introduction 
Hydrogen is considered as one of the fuels with great potential to provide clean energy for 
transport, electricity and heating in the future (Tamburic et al. 2011). At present, 
microorganisms such as green algae, cyanobacteria and purple non-sulphur bacteria have 
been extensively studied for biohydrogen production (D. Zhang et al. 2015; Basak & Das 
2006). Many efforts have been conducted to identify biohydrogen synthesis metabolic 
mechanisms in different species (Melis et al. 2000; Min & Sherman 2010; Bandyopadhyay et 
al. 2010). Effects of culture composition and light intensity on biomass growth and hydrogen 
production have also been comprehensively explored from both simulation and experiment 
aspects (Basak & Das 2006; Dechatiwongse et al. 2014; Oh 2004; D. Zhang et al. 2015; 
Dongda Zhang, Pongsathorn Dechatiwongse, et al. 2015; Tamburic et al. 2012b) to determine 
the favourable conditions for biogas production. In addition, to facilitate the industrialisation 
of biohydrogen production process, a variety of novel photobioreactors (PBR) with different 
configurations have been designed to enhance hydrogen production and biomass density 
(Wang et al. 2013; Tamburic et al. 2011; Basak et al. 2014). 
 
In order to accomplish the scale-up of hydrogen production from laboratory to industry, long 
term biogas production process has been conducted in recent studies. For example, a 21-day 
and a 23-day fed-batch process for green algal hydrogen production have been reported by 
(Vijayaraghavan et al. 2009) and (Kim et al. 2010), respectively. A 31-day continuous process 
for cyanobacterial hydrogen production has been carried out by (Dechatiwongse et al. 2015). 
Similarly, a 24-day and a 30-day fed-batch process have also been developed by (Lee et al. 
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2011) and (Boran et al. 2010), respectively. Based on these studies, it is found that biogas 
productivity differs from 1.8 mL g-1 (biomass) h-1 to 37.9 mL g-1 (biomass) h-1 depending on 
both species nature and process operating conditions. 
 
Despite these achievements, the low biogas productivity shown in recent studies still presents 
an open challenge for the industrialisation of biohydrogen production, and to fill this gap 
process optimisation becomes an indispensable tool to maximise the process performance. 
However, as hydrogen is only generated by green algae and cyanobacteria in anaerobic and 
nutrient-deprived cultures whilst cell growth happens in aerobic and nutrient-sufficient 
environments (Dechatiwongse et al. 2015), the incompatibility between biomass growth and 
biogas production conditions significantly complicates the optimisation of this process. As a 
result, although recent studies have tried to extend cell growth period and increase hydrogen 
production (Tamburic et al. 2012a; Tamburic et al. 2013), the results suggest that it is difficult 
to accurately estimate and control the addition of limiting nutrients during the entire process 
purely based on experiments. Therefore, to address this open challenge, a real-time dynamic 
optimisation framework has to be implemented. 
 
Dynamic optimisation is the procedure of finding the optimal control by a given performance 
index (e.g. objective function) for a time-varying process. It has been extensively used for a 
number of off-line tasks in bioprocess simulation, including estimating parameter values for 
fermentation kinetic models (Dongda Zhang, Del-Rio Chanona, et al. 2015; Adesanya et al. 
2014), identifying desired operating conditions for batch and fed-batch processes (Del 
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Río-Chanona et al. 2015; Alagesan et al. 2013), conducting operating studies in response to 
disturbances and upsets, and exploring the design of control systems (Biegler 2014).  
 
In spite of the wide application on off-line optimisation, it is notable that bioprocesses in 
general are networks of complex biochemical reactions manipulated by enzymes and affected 
by culture conditions, in which advanced regulation methods have to be carried out to ensure 
the performance and efficiency of the process. As a result, traditional off-line control may not 
be suitable for the optimisation of complicated bioprocess since small deviations between the 
on-going process and the expected behaviours can lead to significant losses in terms of 
process efficiency (Mailleret et al. 2004).  
 
Model predictive control (MPC), on the other hand, is an on-line control implementation 
which is by now a well-established method for the optimal control of linear and non-linear 
systems (NMPC) (Grüne & Pannek 2011). This method has become the most widespread 
advanced control methodology currently used in industry (Anon 2013). The method 
approximates the solution of an infinite horizon optimal control problem, which is 
computationally intractable in general, by a sequence of finite horizon optimal control 
problems where the dynamic behaviour of the system is optimised over a prediction horizon 
by computing the optimal inputs over a control horizon (shown in Fig. 1). Then the first 
element of the resulting control sequence is implemented in each time step to generate a 
closed-loop static state feedback (Grüne & Pannek 2009).  
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In particular, the Economic MPC (EMPC) approach is that in which an economic criterion 
(e.g. profitability, efficiency, production, etc.) is directly included in the performance index of 
the MPC formulation. This implementation achieves higher accuracy for process optimisation 
compared to the conventional MPC method, since it systematically determines the optimal 
operating strategy based on the real time economic measurements whilst accounting for state 
constraints, input constraints and time-varying constraints (Biegler 1998; Ellis & Christofides 
2013; Bemporad & Morari 1999). Therefore, in the current study an EMPC strategy is 
employed to maximise biohydrogen production in a -real-time framework by administering 
the optimal influent nutrient flow rate over the entire process. 
 
 
Figure 1: Model predictive control framework 
 
2. Methodology Theory 
2.1 Dynamic model for cyanobacterial hydrogen production 
In the current study, cyanobacterium Cyanothece sp. ATCC 51142 is selected due to its high 
hydrogen productivity (Bandyopadhyay et al. 2010). In our previous study (Dongda Zhang, 
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Pongsathcrn Dechatiwongse, et al. 2015), a dynamic model has been proposed to simulate the 
entire batch process from cyanobacterial photo-heterotrophic growth to hydrogen production, 
and is shown in Equations (1a) to (1m). The detailed experimental setup and model 
construction can be found in (Dongda Zhang, Pongsathcrn Dechatiwongse, et al. 2015). 
Parameter values in the model are listed in Table 1. When simulating a fixed volume 
fed-batch process where dense nitrate (0.5 mol L-1) and glycerol (0.1 mol L-1) solutions are 
fed into the reactor, Equations (1b) and (1f) are replaced by Equations (1n) and (1o). 
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where 𝜇𝑚𝑎𝑥,ℎ and 𝜇𝑑,ℎ are the maximum specific photo-heterotrophic growth and decay 
rate, respectively. 𝑞 is the normalised nitrogen quota. 𝑘𝑞 denotes the normalised minimum 
nitrogen quota. 𝑁, 𝐶, 𝐻2, and 𝑂2 are the concentration of nitrate, glycerol, hydrogen and 
oxygen, respectively. 𝐾𝑁  and 𝐾𝐶  are the half-velocity constant of nitrate and glycerol, 
respectively. 𝑌𝑞/𝑋 , 𝑌𝑁/𝑋 , 𝑌𝐶/𝑋 , 𝑌𝑂/𝑋 . 𝑌𝐻/𝑋 , 𝑌𝐶 , 𝑌𝑂𝑑  are the yields of nutrients and 
products as indicated by the respective subscripts of the symbols used. 𝑘𝑠 and 𝑘𝑖 are the 
light saturation and photoinhibition terms, respectively, for biomass growth. 𝑘𝑠,𝐻2 and 𝑘𝑖,𝐻2 
are the light saturation and photoinhibition terms, respectively, for hydrogen production. 𝜏𝑐 
is the light absorption coefficient by cyanobacteria, 𝛼𝑔 is bubble volume fraction, 𝑑𝑏 is 
average bubble diameter, 𝐼0 is incident light intensity and 𝐼 is the local light intensity cells 
experience in the reactor. 𝐹𝑁  and 𝐹𝐶  are nitrate and glycerol feeding rate (mL h
-1), 
respectively; 𝑁𝑖𝑛 and 𝐶𝑖𝑛 are influent nitrate and glycerol concentration, respectively. 𝑧 is 
the distance after the exposure area, and 𝐿 is the photobioreactor width. 
 
The current species can only generate hydrogen after the depletion of oxygen and nitrogen 
source, when the culture condition switches from aerobic to anaerobic. Meanwhile, a sharp 
change in the activity of different Cyanothece sp. metabolic pathways is induced during the 
culture environment transition (Bandyopadhyay et al. 2010). To ensure biomass maintenance, 
nitrate has to be added during the process, which then leads to the generation of oxygen. As a 
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result, the culture will shift between the two conditions in a long term biogas production 
process (Feng et al. 2010). In addition, it is necessary for glycerol to be in excess in the 
culture since it provides the electrons for hydrogen production, and its concentration should 
be maintained between 20 mM to 50 mM (Min & Sherman 2010).  
 
Since all of these factors may cause great deviations between the on-going experimental 
performance and model based prediction results, synchronising parameter values with the 
ongoing real process (parameter re-estimation) turns out to be the most effective and 
straightforward way to ensure the accuracy of the dynamic model predictions. The detailed 
introduction of parameter re-estimation approach is presented in Section 2.3. 
Table 1: Parameters in the hydrogen production model. 
Parameter Value Parameter Value 
𝜇𝑚𝑎𝑥,ℎ h
-1 0.332 𝐾𝑁 mg 50.0 
𝜇𝑑,ℎ L ⋅ h
-1 ⋅ g-1 0.00716 𝑌𝑁/𝑋 mg ⋅ g
-1 492.7 
𝑘𝑞 0.165 𝑌𝑞/𝑋 g
-1 0.0317 
𝑘𝑠,𝐻2 μmolm
-2s-1 140 𝑌𝐻/𝑋 mL ⋅ g
-1 ⋅ h-1 14.20 
𝑘𝑖,𝐻2 μmolm
-2s-1 457 𝑌𝑂/𝑋 L ⋅ g
-1 81.02 
𝑌𝑂𝑑 L ⋅ g
-2 486.03 𝑌𝐶/𝑋 mmol ⋅ g
-1 20.454 
𝑌𝐶 mmol ⋅ g
-1 ⋅ h-1 0.0301 𝐾𝐶 mmol ⋅ L
-1 0.0 
𝛼𝑔 0.0067 𝑑𝑏 m 0.002 
𝑘𝑠 μmolm
-2s-1 165 𝜏𝑐 m
2⋅g-1 0.126 
𝑘𝑖 μmolm
-2s-1 457 𝐼0 μmolm
-2s-1 92.0 
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𝐿 m 0.025 𝑇  ̊C 35.0 
 
2.2 Computational experiments design 
In the current study, a 21-day fed-batch computational experiment is designed to develop the 
real-time optimisation framework. The initial biomass concentration and nitrate concentration 
are fixed at 0.2 g L-1 and 150 mg L-1, respectively. Incident light intensity and temperature are 
assumed to be 92 μmolm-2s-1 and 35 ̊C, respectively, which are the same with those in our 
previous research (Dongda Zhang, Pongsathcrn Dechatiwongse, et al. 2015). The current 
computational biohydrogen production process is then optimised by an Economic MPC 
strategy such that the controller dictates the optimal nitrate and glycerol inflow rates at every 
day.  
 
The dynamic system has been discretised through orthogonal collocation over finite elements 
in time in order to solve the optimal control problems involved (Kameswaran & Biegler 
2008). This results in a high-order implicit discretisation method which provides accurate 
profiles with relatively few finite elements, as well as good stability when dealing with stiff 
differential-algebraic equation (DAE) systems which encapsulate the process dynamics. 
Through orthogonal collocation the optimal control problems are transformed into large-scale 
nonlinear programming problems (NLP), and an interior point optimiser for large-scale 
nonlinear programs (IPOPT) developed by (Wächter & Biegler 2005) is used to solve the 
optimal solution in the present work. 
 
11 
 
Model results based on the parameter values listed in Table 1 are assumed to be the 
computational experiment performance of the 21-day hydrogen production process. A 10% 
error is embedded in the original parameter values to generate new parameter values for the 
dynamic model simulation at the beginning of the experiment. It is also assumed that state 
measurement errors are present, following a normal distribution with mean zero and standard 
deviation of 5% the measured value. Three computational experiments are carried out in the 
present study, and the optimised hydrogen production is then estimated by averaging the 
results of the three sets of computational experiments. 
 
2.3 Model identification  
To reliably optimise hydrogen production in real time it is important to have a robust model 
identification procedure which is able to estimate parameters efficiently at every stage of the 
process. Weighted non-linear least-squares method is one of the most efficient algorithms to 
estimate parameter values in a real-time optimisation framework where the data presents no 
gross errors (Zhang & Chen 2015). When these errors might exist in the measurements other 
methods such as redescending estimators (Arora & Biegler 2001), 
errors-in-variables-measured formulation (EVM) (Zavala & Biegler 2006), or other robust 
M-estimators can be employed to guarantee the accuracy of parameter estimation procedure. 
Given the high accuracy of current measurement instruments and the assumption that this 
measurement noise follows a normal distribution with mean zero and standard deviation of 5% 
the measured value, a weighted non-linear least squares algorithm is formulated to 
re-estimate the parameters.  
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Furthermore, due to the necessity of parameter re-estimation throughout the entire process, 
the computational effort will consistently grow with time as more information (experimental 
results) are collected and used in the non-linear least-squares procedure. To prevent the 
continuous increase in computational effort, a least-squares over a finite-data estimation 
window (FDW-LS) is employed in the present study. Once the optimisation problem is 
discretised and has been adapted to the orthogonal collocation formulation, the resulting NLP 
is defined as follows (Equations (2a) to (2h)). 
 
min
𝑝
∑ (?̂?𝑖 − 𝑥(𝑡𝑖, 𝑝))
𝑇
𝛼𝑖(?̂?𝑖 − 𝑥(𝑡𝑖, 𝑝))
𝑁
𝑖=𝑡−𝑤+1
+ ∆𝑝𝑇𝑐∆𝑝    (2𝑎) 
subject to: 
process dynamics 
?̇?𝑖,𝑗 = 𝑓(𝑥𝑖,𝑗, ?̇?𝑖,𝑗, 𝑝)    (2𝑏) 
collocation constraints 
𝑥𝑖,𝑗 = 𝑥𝑖−1,𝐾 + ℎ𝑖 ∑ 𝜑𝑙(𝜏𝑗)
𝐾
𝑙=1
?̇?𝑖,𝑙    (2𝑐) 
continuity constraints 
𝑥𝑖,0 = 𝑥𝑖−1,𝐾    (2𝑑) 
initial conditions 
𝑥1,0(𝑡0) = 𝑥0    (2𝑒) 
integration horizon 
0 ≤ 𝑡 ≤ 𝑡𝑓    (2𝑓) 
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bounds 
𝑥𝑙𝑏 ≤ 𝑥 ≤ 𝑥𝑢𝑏    (2𝑔) 
𝑝𝑙𝑏 ≤ 𝑝 ≤ 𝑝𝑢𝑏    (2ℎ) 
where 𝑥 is the vector of variables containing the chemical species in the model given by 
Equation (1a) to (1j), ?̂? is the measured states, 𝑝 is the vector of the model parameters to be 
determined, 𝑤 is the data estimation window length, 𝛼 is the weighting factor, ∆𝑝 is the 
change in parameters from the past iteration and 𝑐∆𝑝 is the penalty from prior parameter 
deviation. This optimisation problem is solved every time a new control input is supplied to 
the system, and old data points are discarded whenever they exceed the estimation window 
length. 
 
2.4 EMPC on-line optimisation 
EMPC is an on-line control strategy based on numerical optimisation. Future control actions 
and future model responses are predicted using a system model, and optimised at regular 
intervals with respect to a performance index. Given the FDW-LS strategy, future behaviour 
of the process can be predicted reliably, and the plan for the best actions can be identified 
accurately through EMPC. In the case of biohydrogen production, an optimisation problem is 
formulated such that at each day the hydrogen production at the end of the prediction horizon 
is maximised. This process is executed iteratively until the last day of the process. For the 
EMPC implementation in this work, a constraint such that hydrogen production must be 
higher than 100 mL L-1 at the end of the prediction horizon has been added as a terminal 
region constraint. In addition, the use of a terminal cost (quadratic objective function shown 
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in Equation (3b)) has been explored. The detailed formulation of terminal region and cost and 
their performance are presented in Section 3.5. The EMPC problem formulated for this work 
is the following (Equations (3a) to (3e)): 
 
max
𝐹𝑁(𝑡),𝐹𝐶(𝑡)
𝐻(𝑡𝐸𝑀𝑃𝐶)  (3𝑎) 
or 
min
𝐹𝑁(𝑡),𝐹𝐶(𝑡)
(𝐻(𝑡𝐸𝑀𝑃𝐶) − 2000)
2     (3𝑏) 
subject to: 
process dynamics 
Equations (1a) to (1j) 
bounds 
0 ≤ 𝐹𝑁(𝑡) ≤ 0.5 mL h
-1    (3𝑐) 
0 ≤ 𝐹𝐶(𝑡) ≤ 0.5 mL h
-1     (3𝑑) 
terminal region 
𝐻(𝑡𝐸𝑀𝑃𝐶) > 100  mL L
-1  (3𝑒) 
where 𝑡𝐸𝑀𝑃𝐶  is the final time in the EMPC prediction horizon. Once the sequence of optimal 
inputs from the optimisation problem are obtained only the first input is implemented as a 
control action, and the process is iteratively repeated for the whole duration of the experiment. 
The real-time optimisation strategy used in this work is depicted in Fig. 2. 
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Figure 2: Schematic representation of the on-line optimisation framework  
 
3. Results and discussion 
3.1 Results of on-line optimisation 
Fig. 3 shows the on-line optimisation result of the computational experiment with an 
estimation window length of 3 days and a prediction horizon of 5 days. Fig. 4 shows the 
inflow rates of nitrate and glycerol during the computational experiment. Both nitrate and 
glycerol inflow rates are changed once per day. Compared to the previous batch process 
under the same light intensity (Dechatiwongse et al. 2015), the current on-line optimisation 
experiment shows a 28.7% increase on hydrogen productivity. 
16 
 
 
 
 
Figure 3: On-line optimisation result of the computational experiment. Estimation window 
length: 3 days, prediction horizon: 5 days, inflow rates: changed once per day. (a): biomass 
concentration; (b): nitrate concentration; (c): glycerol concentration; (d): hydrogen 
concentration; (e): oxygen concentration. Red points: model prediction; blue points: 
computational experimental result. 
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Figure 4: Inflow rate of nitrate and glycerol. Estimation window length: 3 days, prediction 
horizon: 5 days, inflow rates: change once per day. (a): nitrate inflow rate; (b): glycerol 
inflow rate. 
 
From Fig. 3, it can be seen that the FDW-LS strategy is able to guarantee the dynamic model 
predicting accurately the experiment performance in the next 24 hours throughout the whole 
process. During the on-line optimisation process, all of the input nitrate is consumed by 
biomass for their maintenance, and nitrate concentration (Fig. 3b) in the reactor is kept low to 
ensure the culture is anaerobic (Fig. 3e) for continuous hydrogen production (Fig. 3d). 
Glycerol concentration in the reactor is also kept around 25 mM so that it is always in excess 
(Fig. 3c). Biomass concentration (Fig. 3a), however, decreases after the 100th hour due to the 
limiting concentration of nitrate. Both nitrate and glycerol inflow rates (Fig. 4a and 4b) are 
precisely controlled during the entire time course of the operation so that total volume 
increase at the end of the process is negligible.  
 
3.2 Effect of control position and prediction horizon 
Fig. 5 shows the comparison of on-line optimisation experiments with different control 
positions. In one implementation the 5 controls were allocated to the first five days in the 
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prediction horizon length, and the other implementation distributes the 5 controls in equal 
time intervals (for example, for a 10-day prediction horizon experiment, the controls are 
allocated at the beginning of day 1, day 3, day 5, day 7 and day 9). The comparison therefore 
aims to identify the influence of control positions on optimal biogas production.  
 
 
Figure 5: Comparison of on-line optimisation result with different control positions, both 
computational experiments have 5 controls. (a): experiments have an estimation window 
length of 3 days, filled circle: equal control interval, cross circle: controls only on the first 
five days; (b): experiments have an estimation window length of 5 days, filled square: equal 
control interval, open circle: controls only on the first five days. 
 
From Fig. 5, it can be seen that experiments in which controls are equally spaced in the 
prediction horizon show higher hydrogen production than those whose controls are allocated 
in a daily fashion only in early days, although this increase is not very significant (less than 
10%). This shows that controls can be placed more sparsely to increase the control horizon, 
without compromising process efficiency or controllability. 
 
For example, Fig. 6 compares the performance of two computational experiments which 
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controls are assigned at different positions. From the figure, it can be found that when all the 
controls are allocated within the first five days in a 20-day prediction horizon, there is a 
dramatic increase on nitrate concentration after the 200th hour (Fig. 6a). This consequently 
leads to a sharp increase on oxygen concentration (Fig. 6c). As a result, hydrogen production 
is inhibited during a short period (Fig. 6e, around 80 hours) and its total production is 
decreased. On the contrary, when the controls are assigned with equal spacing, both nitrate 
concentration (Fig. 6b) and oxygen concentration (Fig. 6d) are kept low so that hydrogen can 
be continuously produced (Fig. 6e). Therefore, using equally spaced controls throughout a 
longer control horizon will be considered as the optimisation strategy for future work. 
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Figure 6: Comparison of computational experiment performance with different control 
positions. Both experiments have an estimation window of 3 days, a prediction horizon of 20 
days and 5 controls. Red points: model prediction; blue points: computational experimental 
result. (a), (c) and (e): biomass concentration, nitrate concentration and hydrogen production 
when controls are in first five days; (b), (d) and (f): biomass concentration, nitrate 
concentration and hydrogen production when controls are equally allocated in the prediction 
horizon.  
 
In addition, from Fig. 5a and 5b it is also found that the optimal biogas production is not 
significantly affected by the chosen prediction horizons if controls are allocated with equal 
space. As a result, a 5-day prediction horizon will be selected for future work due to its 
convenience. 
 
3.3 Effect of estimation window length 
Fig. 7 shows the comparison of optimisation result when the computational experiment 
estimation window length is 3 days and 5 days, respectively. From Fig. 7a, it can be 
concluded that changing estimation window length does not have a significant effect on the 
optimised hydrogen production, since two of the optimal biogas production are higher in the 
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5-day estimation window experiment whilst others are higher in the 3-day estimation window 
experiment.  
 
 
 
Figure 7: On-line optimisation result of the computational experiment with a 5-day estimation 
window and 5 controls. (a): comparison of the optimal hydrogen production with different 
estimation window length. Five controls are equally spaced in each horizon. Filled square: 
5-day estimation window; filled circle: 3-day estimation window. (b), (c) and (d): biomass 
concentration, oxygen concentration and hydrogen production in the experiment with a 5-day 
estimation window and prediction horizon. Red points: model prediction; blue points: 
computational experimental result. 
 
As the estimation window length can be directly linked to the accuracy of the dynamic model 
used for future process predication and optimal control estimation, the current comparison 
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suggests that a 3-day estimation window is long enough to guarantee the high accuracy of 
present model for on-line optimisation. Indeed, by comparing the model accuracy in the 
5-day estimation window experiment (shown in Fig. 7b, 7c and 7d) with that in the 3-day 
estimation window experiment (shown in Fig. 3a, 3e and 3d), it can be concluded that both 
models are capable of well representing and predicting the experiment performance, since the 
errors between experiment and simulation results in both cases are negligible. Furthermore, 
the dynamic performance in both experiments are also similar. Therefore, the estimation 
window length in the future work will be selected as 3 days as it is less computationally 
demanding. 
 
3.4 Effect of model modification frequency 
Fig. 8 shows the comparison of optimisation result with different model parameter update 
frequencies. From Fig. 8a, it can be clearly concluded that optimal hydrogen productions 
from the experiment renewing model parameter values once per day are much higher than 
those from the experiment where model parameter values are only re-estimated once per two 
days. 
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Figure 8: Optimisation result of the computational experiment in which model parameter 
values are re-estimated once per two days. The five controls are assigned with equal space 
and the estimation window is 3 days. (a): comparison of optimisation result with different 
parameter re-estimation frequency. Filled circle: update once per day, filled diamond: update 
once per two days. (b), (c) and (d): biomass concentration, oxygen concentration and 
hydrogen production during the time course of the experiment. The prediction horizon is 20 
days. Red points: model prediction; blue points: computational experimental result. 
 
From Fig. 8b to 8d, it is found that compared to the experiment whose update frequency is 
once per day (Fig. 3), large deviations between simulation predictions and experiment results 
are observed in the experiment which re-estimates parameter values once every two days. It 
is then reasonable to explain why this experiment has a much lower hydrogen production, as 
the accuracy of the model in the experiment is worse. When extending the on-line 
optimisation prediction horizon, larger errors will be induced if the low accuracy model is 
used for optimal control estimation. As a result, a longer prediction horizon will eventually 
lead to a worse optimal control and lower hydrogen production. Hence, in future work it will 
be necessary to update model parameter values once per day. 
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3.5 Effect of terminal region and terminal cost 
The current work also estimated the optimal hydrogen production when the terminal cost 
(quadratic objective function presented in Equation 3(b)) and the terminal region constraint 
that hydrogen production at the end of the prediction horizon must be higher than 100 mL L-1 
are included in the EMPC. It is found that optimal hydrogen productions are improved by 
approximate 4% compared to previous implementations in this work when the experiment 
prediction horizon ranges between 5 days and 20 days, which indicates that both the 
quadratic terminal cost and the terminal region should be selected in the future. In the current 
work, the terminal cost takes the form of an unreachable setpoint (2000 mL L-1 of total 
hydrogen production). The use of unreachable setpoints has been theoretically explored for 
MPC in (Grüne & Pannek 2009). Although there has been no theoretical extension of 
unreachable setpoints for NMPC or EMPC, for this process it is efficient in practice.  
 
3.6 Comparison of on-line optimisation and off-line optimisation 
The off-line optimisation result of the fed-batch computational experiment has also been 
estimated in the current work. In the off-line optimisation, the initial conditions are kept same 
as those in the on-line optimisation. The offline optimisation result was obtained by 
optimising the operating conditions before the commencement of the computational 
experiment. This method was also implemented in IPOPT in the current study (Wächter & 
Biegler 2005). It is estimated that the optimal hydrogen production from the off-line 
optimisation is 658 mL L-1, 13% higher than the on-line optimisation biogas production (582 
mL L-1).  
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It is not surprising to see that off-line optimisation offers a better optimal result compared to 
on-line optimisation in theory, since on-line optimisation aims to maximise the target 
production in a prediction horizon instead of the whole process. However, in practice off-line 
optimisation needs a robust dynamic model characterised by very high accuracy; otherwise 
large errors will be induced and the optimal control will fail to provide a feasible action to 
enhance process productivity. This is similar with the case shown in Section 3.4.  
 
Compared to the off-line optimisation, on-line optimisation shows very promising results 
(88.5% production compared to the off-line) and does not require a highly accurate model to 
predict the entire performance of an unknown process before its implementation. Therefore, 
this method is more flexible and accurate than the off-line optimisation method in practice. 
 
Conclusion 
In the current study, a novel real-time optimisation strategy which incorporates an economic 
model predictive control approach and a finite-data window least-squares formulation has 
been developed to maximise the hydrogen production in a 21-day fed-batch computational 
experiment. Based on this strategy, a 28.7% increase on hydrogen productivity has been 
found compared to the previous batch process.  
 
By exploring the impact of essential factors in the on-line optimisation strategy on biogas 
production, it is concluded that an estimation window length of more than 3 days and a 
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prediction horizon length of more than 5 days do not significantly affect the on-line 
optimisation efficiency, and thus the estimation window length and prediction horizon length 
will be set to these values in future experimental work. It is also concluded that equally 
spacing controls in the prediction horizon can moderately enhance hydrogen production. 
 
On the contrary, model modification frequency has been found to mainly affect the efficiency 
of current on-line optimisation methodology, since future process prediction and optimal 
control decision are strongly dependent on the accuracy of the dynamic model. Therefore, it 
is essential to re-estimate model parameter values once per day in future work. Furthermore, 
both the terminal region and the terminal cost selected in the current study will be applied in 
future work as their implementation is capable of increasing the efficiency of the current 
optimisation strategy. 
 
In terms of future work, since the real-time optimisation strategy shows a promising biogas 
production and higher accuracy than the off-line optimisation, real experiments will be 
further conducted to verify the feasibility and efficiency of the current methodology. 
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