The geometry of arithmetic noncommutative projective lines by Nyman, Adam
ar
X
iv
:1
30
8.
51
85
v2
  [
ma
th.
QA
]  2
9 M
ay
 20
14
THE GEOMETRY OF ARITHMETIC NONCOMMUTATIVE
PROJECTIVE LINES
A. NYMAN
Abstract. Let k be a perfect field and let K/k be a finite extension of fields.
An arithmetic noncommutative projective line is a noncommutative space of
the form ProjSK(V ), where V be a k-central two-sided vector space over K of
rank two and SK(V ) is the noncommutative symmetric algebra generated by
V over K defined by M. Van den Bergh [26]. We study the geometry of these
spaces. More precisely, we prove they are integral, we classify vector bundles
over them, we classify them up to isomorphism, and we classify isomorphisms
between them. Using the classification of isomorphisms, we compute the au-
tomorphism group of an arithmetic noncommutative projective line.
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1. Introduction
Throughout this paper, k will denote a perfect field and K/k will be a finite
extension of fields. The purpose of this paper is to study the geometry of noncom-
mutative spaces (i.e. Grothendieck categories) of the form ProjSK(V ), where V is
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a k-central two-sided vector space over K of rank two, i.e. a k-central K − K-
bimodule which is two-dimensional as a vector space via the right and left actions
of K on V , SK(V ) is the noncommutative symmetric algebra defined by Van den
Bergh [26], and ProjSK(V ) denotes the quotient of the category of graded right
SK(V )-modules modulo the full subcategory of direct limits of right bounded mod-
ules. We denote the noncommutative space by PK(V ), and we refer to this space
as an arithmetic noncommutative projective line since, as we shall show, its geom-
etry is intimately connected to data associated with K/k. In the sequel, we shall
drop the term “arithmetic”. We hope that noncommutative projective lines have
some utility as basic examples arising in the relatively new field of noncommutative
arithmetic geometry.
Our primary motivation for the study of noncommutative projective lines is
Artin’s conjecture [1], which states that the division ring of fractions of a noncom-
mutative surface not finite over its center is the function field of a noncommutative
P1-bundle over a smooth commutative curve (see [26] for a definition of the latter
space). The investigations in this paper do not directly address this conjecture, but
provide what physicists might call a toy model for the geometry of noncommutative
P1-bundles over smooth commutative curves, since a noncommutative projective
line is just a noncommutative P1-bundle over the point Spec K. In Theorem 1.2,
stated below, we obtain isomorphism invariants of noncommutative projective lines.
It is not yet known whether these are also birational invariants. If Artin’s conjecture
is true, then noncommutative surfaces infinite over their center will share birational
invariants with noncommutative P1-bundles over smooth commutative curves, and
we hope our work suggests the form these invariants take.
In order to justify the name ‘noncommutative projective line’, these spaces should
have geometric properties in common with the commutative projective line, and
they do: it is known that they are noetherian [26, Section 6.3] Ext -finite [12,
Corollary 3.6] (homological) dimension one categories [4, Theorem 15.4] having a
Serre functor [4, Theorem 16.4]. In this paper, we prove the following
Theorem. Noncommutative projective lines are integral in the sense of [22] (Corol-
lary 3.9). The line bundles over a noncommutative projective line are indexed by
Z and every vector bundle over a noncommutative projective line is a direct sum of
line bundles (Corollary 3.17).
Using our classification of vector bundles, we classify noncommutative projective
lines up to k-linear equivalence. To describe the classification, we introduce some
notation. We let V ∗ denote the right dual of a two-sided vector space V (see
Section 2.1). If σ ∈ Gal(K/k), we let Kσ denote the two-sided vector space whose
left K action is ordinary multiplication in K and whose right K action is defined
as x · a := xσ(a). We prove the following (Theorem 5.2):
Theorem. There is a k-linear equivalence PK(V ) → PK(W ) if and only if there
exists δ, ǫ ∈ Gal(K/k) such that either
V ∼= Kδ ⊗K W ⊗K Kǫ
or
V ∼= Kδ ⊗K W
∗ ⊗K Kǫ.
The “if” direction was proven, in a much more general context, in [10]. This
result can be viewed as a noncommutative analogue of [6, Proposition 2.2, p. 370].
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In [14], simple two-sided vector spaces are classified. Since this classification will
be invoked in what follows, we recall it now. Let K be an algebraic closure of K,
let Emb(K) denote the set of k-algebra maps K → K, and let G = Gal(K/K).
Now, G acts on Emb(K) by left composition. Given λ ∈ Emb(K), we denote the
orbit of λ under this action by λG. We denote the set of finite orbits of Emb(K)
under the action of G by Λ(K).
Theorem 1.1. [14] There is a one-to-one correspondence between Λ(K) and iso-
morphism classes of simple left (and hence right) finite dimensional two-sided vector
spaces.
If λ ∈ Emb(K), we may construct from it a canonical two-sided vector space,
V (λ), as follows: we let K(λ) denote the composite of K and λ(K). We let the
underlying set of V (λ) be K(λ) and we define the K ⊗k K-structure to be that
induced by the formula a·v·b := avλ(b). By [5, Proposition 2.3], the correspondence
in Theorem 1.1 sends λG to the class of V (λ). The canonical form V (λ) will be
employed often in the sequel.
In [17, Theorem 1.3], David Patrick describes the form of two-sided vector spaces
of rank 2. Using Patrick’s result and Theorem 1.1 allows us to sharpen our classi-
fication of noncommutative projective lines as follows (Theorem 5.5):
Theorem 1.2. Suppose char k 6= 2 and let Vi be a rank 2 two-sided vector space
for i = 1, 2. There is a k-linear equivalence PK(V1)→ PK(V2) if and only if
(1) there exists σi ∈ Gal(K/k) such that Vi ∼= Kσi ⊕Kσi . In this case, P(Vi)
is equivalent to the commutative projective line over K.
(2) There exists σi, τi ∈ Gal(K/k), with σi 6= τi, Vi ∼= Kσi ⊕ Kτi and un-
der the (right) action of Gal(K/k)
2
on itself defined by (σ, τ) · (δ, ǫ) :=
(δ−1σǫ, δ−1τǫ) the orbit of (σ1, τ1) contains an element of the set
{(σ2, τ2), (σ
−1
2 , τ
−1
2 ), (τ2, σ2), (τ
−1
2 , σ
−1
2 )}.
(3) Vi ∼= V (λi), and under the action of Gal(K/k)
2
on Λ(K) defined by λG ·
(δ, ǫ) := (δ
−1
λǫ)G, the orbit of λG1 contains either λ
G
2 or µ
G
2 (where δ de-
notes an extension of δ to K, λ2 denotes an extension of λ2 to K and
µ2 := (λ2)
−1|K).
Next, we turn our attention to classifying k-linear equivalences PK(V )→ PK(W )
up to isomorphism. To describe our main result in this direction, we must recall
the definition of three types of canonical equivalences between noncommutative
projective lines, studied in Section 4. If δ, ǫ ∈ Gal(K/k) and we define
ζi =
{
δ if i is even
ǫ if i is odd,
then twisting by the sequence {Kζi}i∈Z in the sense of [26, Section 3.2] induces
an equivalence of categories Tδ,ǫ : PK(V ) → PK(Kδ−1 ⊗K V ⊗K Kǫ) (see Section
4.3 for more details). Next, let φ : V → W denote an isomorphism of two-sided
vector spaces. Then φ induces an isomorphism SK(V ) → SK(W ), which in turn
induces an equivalence Φ : PK(V ) → PK(W ). Finally, shifting graded modules
by an integer, i, induces an equivalence [i] : PK(V ) → PK(V i∗), and we have the
following classification of equivalences between noncommutative projective lines
(Theorem 6.9):
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Theorem. Suppose char k 6= 2 and let F : PK(V )→ PK(W ) be a k-linear equiva-
lence. Then there exists δ, ǫ ∈ Gal (K/k), an isomorphism φ : K−1δ ⊗K V ⊗KKǫ →
W i
∗
inducing an equivalence Φ : PK(Kδ−1⊗KV ⊗KKǫ)→ PK(W
i∗) and an integer
i such that
F ∼= [−i] ◦ Φ ◦ Tδ,ǫ.
Furthermore, δ, ǫ and i are unique up to natural equivalence, while Φ is naturally
equivalent to Φ′ if and only if there exist nonzero a, b ∈ K such that φ′φ−1(w) =
a · w · b for all w ∈W i∗.
We conclude the paper with a computation of the automorphism group of a
noncommutative projective line. We define the automorphism group of PK(V ), de-
noted AutPK(V ), to be the set of k-linear shift-free equivalences PK(V )→ PK(V )
modulo natural equivalence, with composition induced by composition of functors.
By specializing the classification of equivalences to the case that V =W , we com-
pute AutPK(V ) (Lemma 7.2, Lemma 7.3, and Theorem 7.4). To describe our
computation, we first introduce some notation. Let StabV denote the subgroup
of Gal (K/k)2 consisting of (δ, ǫ) such that Kδ−1 ⊗K V ⊗K Kǫ ∼= V and let Aut V
denote the set of two-sided vector space isomorphisms V → V modulo the relation
defined by setting φ′ ≡ φ if and only if there exist nonzero a, b ∈ K such that
φ′φ−1(v) = a · v · b for all v ∈ V .
Theorem. Suppose chark 6= 2. There exists a group homomorphism θ : StabV op →
Aut(Aut(V )) (described before Theorem 7.4), such that
AutPK(V ) ∼= Aut V ⋊θ StabV
op.
Furthermore, the factors of AutPK(V ) are described as follows (where σ, τ ∈
Gal(K/k) and σ 6= τ):
(1) If V ∼= Kσ ⊕Kσ then Aut V ∼= PGL2(K) and StabV ∼= Gal (K/k).
(2) If V ∼= Kσ ⊕Kτ then
Aut V ∼= K∗ ×K∗/{(aσ(b), aτ(b))|a, b ∈ K∗}.
and
StabV = {(δ, ǫ)|{δ−1σǫ, δ−1τǫ} = {σ, τ}},
(3) If V ∼= V (λ), and if, for δ ∈ Gal(K/k), δ denotes an extension of δ to K,
then
Aut(V ) ∼= K(λ)∗/K∗λ(K)∗.
and
Stab(V ) = {(δ, ǫ) ∈ Gal(K/k)2|(δ
−1
λǫ)G = λG},
There are many notions of noncommutative projective line in the literature and
we discuss some of them briefly. The subject of noncommutative curves of genus
zero is studied comprehensively by D. Kussin in [8]. In [13], we use the results of this
paper to prove that noncommutative projective lines are indeed noncommutative
curves of genus zero, and we find necessary and sufficient conditions for noncom-
mutative curves of genus zero to be noncommutative projective lines. We then
use results from this paper to address some problems posed in [8]. Another family
of noncommutative projective lines was introduced and studied by D. Piontkovski
[18]. The noncommutative members of this family are non-noetherian noncommu-
tative spaces, hence, are distinct from the spaces we study. S. P. Smith and J. J.
Zhang study another family of noncommutative spaces, {V1n}n∈N, analogous to the
THE GEOMETRY OF ARITHMETIC NONCOMMUTATIVE PROJECTIVE LINES 5
commutative projective line [24]. However, unless n = 2, their curves do not admit
a Serre functor [25, Section 7.3]. Noncommutative curves (not necessarily of genus
zero) are classified by I. Reiten and M. Van den Bergh in [19] over an algebraically
closed field. Hence, except for the case of a commutative projective line, the spaces
we study do not fit into their classification.
Notation and conventions: Throughout, V and W will denote two-sided vector
spaces of finite rank (see Section 2.1 for precise definitions of these terms). Starting
in Section 3, we will assume that V andW have rank 2. Unadorned tensor products
will be over K. If σ ∈ Gal(K/k) or λ ∈ Emb(K), we let σ and λ denote extensions
to K.
IfA is a Z-algebra (see [27, Section 2] for a definition) and i ∈ Z, we let eiA denote
the graded right A-module ⊕j∈ZAij and we let Aei denote the graded left A-module
⊕j∈ZAji. If A is either a right noetherian Z-graded algebra or a right noetherian
Z-algebra, we let GrA denote the category of graded right A-modules, and we let
grA denote the full subcategory of GrA consisting of noetherian objects. Following
[3, Section 2] and [27, Section 2], we let TorsA denote the full subcategory of GrA
consisting of objects which are direct limits of right bounded modules, and we let
ProjA denote the quotient of GrA by TorsA. Furthermore, we let πA : GrA→ ProjA
denote the quotient functor. We sometimes write π instead of πA where no confusion
arises. Similarly, we let τA : GrA → TorsA, or just τ , denote the torsion functor,
and we let ωA : ProjA → GrA, or just ω denote the section functor. Unless stated
otherwise, the term A-module will mean graded right A-module.
For the remainder of the paper, we will write P(V ) (instead of PK(V )) for a
noncommutative projective line defined by V . Similarly, we write S(V ) (instead of
SK(V )) for the noncommutative symmetric algebra generated by V .
Acknowledgement: I thank S. P. Smith for showing me, in 1998, a “noncommuta-
tive” proof of the classification of coherent sheaves over the commutative projective
line. His proof technique works in our context and is used to prove Theorem 3.14.
2. Two-sided vector spaces and noncommutative symmetric algebras
2.1. Two-sided vector spaces. By a two-sided vector space we mean a K ⊗kK-
module V . By right (resp. left) multiplication by K we mean multiplication by
elements in 1 ⊗k K (resp. K ⊗k 1). We denote the restriction of scalars of V to
K ⊗k 1 (resp. 1⊗k K) by KV (resp. VK).
If Mn(K) denotes the ring of n × n matrices over K and φ : K → Mn(K) is a
nonzero homomorphism, then we denote by Knφ the two-sided vector space whose
left action is the usual one whose right action is via φ; that is,
a · (v1, . . . , vn) = (av1, . . . , avn), (v1, . . . , vn) · a = (v1, . . . , vn)φ(a).
If V is a two-sided vector space with left dimension equal to n, then choosing a left
basis for V shows that V ∼= Knφ for some homomorphism φ : K →Mn(K).
We say V has rank n if dimK(KV ) = dimK(VK) = n. Note that since K/k is
finite, if dimK(KV ) = n or dimK(VK) = n, then V has rank n. For the remainder
of this section, we will assume two-sided vector spaces have finite rank n unless
otherwise stated.
Lemma 2.1. Suppose char k 6= 2. If V has rank two, then either
(1) V ∼= K2φ where φ(a) =
(
σ(a) 0
0 σ(a)
)
where σ ∈ Gal(K/k),
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(2) V ∼= K2φ where φ(a) =
(
σ(a) 0
0 τ(a)
)
, σ(a), τ(a) ∈ Gal(K/k), and τ 6= σ,
or
(3) V is simple. In this case V ∼= K2φ where φ(a) =
(
γ(a) δ(a)
mδ(a) γ(a)
)
and where
δ is a nonzero (γ, γ)-derivation of K, m ∈ K is not a perfect square, and
γ(ab) = γ(a)γ(b) +mδ(a)δ(b).
Proof. Let σ ∈ Gal(K/k). We show that there are no nonzero (σ, σ)-derivations.
The result will then follow from [17, Theorem 1.3].
Suppose δ is a (σ, σ)-derivation. Then δσ−1 is an ordinary k-linear K-derivation,
γ. We claim γ = 0. To this end, since K is a finite extension of a perfect field, it is
separable. Hence, ΩK/k = 0. On the other hand, Derk(K,K) ∼= HomK(ΩK/k,K).
Therefore, γ, and hence, δ, equals 0. 
We also need to recall (from [26]), the notion of left and right dual of a two-sided
vector space. The right dual of V , denoted V ∗, is the set HomK(VK ,K) with action
(a · ψ · b)(v) = aψ(bv) for all ψ ∈ HomK(VK ,K) and a, b ∈ K. We note that V ∗ is
a K ⊗k K-module since V is.
The left dual of V , denoted ∗V , is the set HomK(KV,K) with action (a·φ·b)(v) =
bφ(va) for all φ ∈ HomK(KV,K) and a, b ∈ K. As above, ∗V is a K ⊗k K-
module. This assignment extends to morphisms between two-sided vector spaces
in the obvious way.
We set
V i∗ :=


V if i = 0,
(V (i−1)∗)∗ if i > 0,
∗(V (i+1)∗) if i < 0.
We recall that by [5, Theorem 3.13], V ∼= V ∗∗. We will use this fact routinely in
what follows.
If V has rank n, then so does V i∗ for all i. Therefore, (−⊗V i∗,−⊗V (i+1)∗) has
an adjoint pair structure for each i by [5][Proposition 3.7 and Corollary 3.5], and the
Eilenberg-Watts Theorem implies that the unit of the pair (− ⊗ V i∗,−⊗ V (i+1)∗)
induces a map of two-sided vector spaces K → V i∗ ⊗ V (i+1)∗. We sometimes
denote the image of this map by Qi, and we abuse notation by calling the map ηi
and referring to it as the unit map.
It is straightforward to check that if ψ : V → W is a morphism of two-sided
vector spaces, than the left dual of ψ, ∗ψ, equals the composition
∗W → ∗V ⊗ V ⊗ ∗W → ∗V ⊗W ⊗ ∗W → ∗V
whose left arrow is induced by a unit, whose right arrow is induced by a counit,
and whose central arrow is induced by ψ. A similar result holds for the right dual
of ψ, ψ∗. We will use this fact without comment in the sequel.
2.2. Simple two-sided vector spaces. Recall that Theorem 1.1 describes simple
two-sided vector spaces in terms of arithmetic data associated to the extensionK/k.
In this section we describe arithmetic data associated to a twist of V (λ) (Lemma 2.2)
and the arithmetic data associated to the tensor product V (λ)⊗V (λ)∗ (Proposition
2.3). The latter result will be used in the proof of Proposition 4.6.
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Lemma 2.2. Suppose σ, τ ∈ Gal(K/k). Under the isomorphism given in Theorem
1.1, the G-orbit of σλτ corresponds to the isomorphism class of the simple two-sided
vector space Kσ ⊗ V (λ)⊗Kτ .
Proof. By [14, Lemma 4.4], if V (λ) ∼= 1Knφ , then Kσ ⊗ V (λ) ⊗ Kτ
∼= 1Knσφτ and
the latter two-sided vector space is simple. Therefore, the proof of Theorem 1.1
implies that the class of embeddings corresponding to Kσ ⊗ V (λ)⊗Kτ , equals the
class of a common eigenvalue for the image of σφτ : K → Mn(K) considered as a
subset of Mn(K). However, if w ∈ K
n
is a common eigenvector for the image of φ
with eigenvalue λ, then σ(w) is a common eigenvector for the image of σφτ with
eigenvalue σλτ . 
Proposition 2.3. Let λ ∈ Emb(K), let µ := (λ)−1, suppose ρ, υ ∈ G are such
that λG = {λ, ρλ} and µG = {µ, υµ}, and let V := V (λ) (so V has rank 2 since
|λG| = 2).
(1) If λυµ(K) ⊂ K then γ := λυµ|K ∈ Gal(K/k) has order 2 and
V ⊗ V ∗ ∼= K⊕2 ⊕K⊕2γ ,
(2) if λυµ(K) ⊂ ρλ(K), then δ := µρ−1λυµ|K is in Gal(K/k) and
V ⊗ V ∗ ∼= K⊕2 ⊕ (V ⊗Kδ).
(3) Otherwise,
V ⊗ V ∗ ∼= K⊕2 ⊕W
where W = V (λυµ), and W is not isomorphic to V (λδ) for any δ ∈
Gal(K/k).
Proof. By [5, Theorem 3.13], there is an isomorphism V (λ)∗ → V (µ), and by the
proof of [14, Theorem 4.7], the tensor product V (λ) ⊗ V (µ) is isomorphic to the
direct sum of K⊕2 with either V (λυµ) if λυµ has G-orbit size 2 or with K⊕2
λυµ
if
λυµ has G-orbit size 1.
Suppose λυµ|K ⊂ K so that λυµ|K ∈ Gal(K/k). Then λυµ|K is stable under
the action of G, so has orbit size 1. We first show that λυµ has order 2 in Gal(K/k).
To this end, we have λυµ|Kλυµ|K = λυ2µ|K . If υ2µ|K = υµ|K , then this would
contradict the assumption on υ. Therefore, since |µG| = 2, we must have υ2µ|K =
µ|K so that λυ2µ|K is the identity. It follows that the order of λυµ|K is at most
2. To show the order is exactly 2, we suppose |λυµ|K | = 1. Then λυµ|K = λµ|K ,
which implies that υµ|K = µ|K . This again contradicts the assumption on υ and
the fact that λυµ has order 2 follows. The second part of (1) follows from the proof
of [14, Theorem 4.7] in light of the fact that in this case, λυµ has orbit size 1.
Next, suppose that λυµ(K) ⊂ ρλ(K). Then δ := µρ−1λυµ|K is an element of
Gal(K/k). By definition of δ, λδ = ρ−1λυµK , and thus
(2-1) ρλδ = λυµ|K .
Now, on the one hand, V ⊗Kδ corresponds, via Lemma 2.2, to the G-orbit of λδ.
This orbit is {λδ, ρλδ}. On the other hand, the nontrivial summand in V ⊗ V ∗
corresponds to the G-orbit of λυµ. Since these orbits are equal by (2-1), the second
part of (2) follows.
In the final case, we first note that λυµ(K) is not contained in K, so that the G-
orbit size of λυµ is two. We next note that if λυµ(K) = λ(K), then υµ ∈ Gal(K/k),
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which is a contradiction. Therefore, λυµ(K) is not equal to λ(K) or ρλ(K). It
follows that λυµ|K 6= λδ and λυµ|K 6= ρλδ for any δ ∈ Gal(K/k). 
2.3. Noncommutative symmetric algebras. In this section we recall (from
[26]) the definition of the noncommutative symmetric algebra of a rank n two-sided
vector space V . The noncommutative symmetric algebra generated by V , denoted
S(V ), is the Z-algebra (see [27, Section 2] for a definition of Z-algebra) ⊕
i,j∈Z
Aij
with components defined as follows:
• Aij = 0 if i > j.
• Aii = K.
• Ai,i+1 = V i∗.
In order to define Aij for j > i+1, we introduce some notation: we define Ti,i+1 :=
Ai,i+1, and, for j > i+ 1, we define
Tij := Ai,i+1 ⊗Ai+1,i+2 ⊗ · · · ⊗Aj−1,j .
We let Ri,i+1 := 0, Ri,i+2 := Qi,
Ri,i+3 := Qi ⊗ V
(i+2)∗ + V i∗ ⊗Qi+1,
and, for j > i+ 3, we let
Rij := Qi ⊗ Ti+2,j + Ti,i+1 ⊗Qi+1 ⊗ Ti+3,j + · · ·+ Ti,j−2 ⊗Qj−2.
• For j > i+ 1, we define Aij as the quotient Tij/Rij .
Multiplication in S(V ) is defined as follows:
• if x ∈ Aij , y ∈ Alk and j 6= l, then xy = 0,
• if x ∈ Aij and y ∈ Ajk, with either i = j or j = k, then xy is induced by
the usual scalar action,
• otherwise, if i < j < k, we have
Aij ⊗Ajk =
Tij
Rij
⊗
Tjk
Rjk
∼=
Tik
Rij ⊗ Tjk + Tij ⊗Rjk
.
Since Rij ⊗ Tjk + Tij ⊗ Rjk is a submodule of Rik, there is thus an epi
µijk : Aij ⊗Ajk → Aik.
Lemma 2.4. For i, j ∈ Z with j > i, there is an isomorphism V i∗⊗· · ·⊗V j−1∗ →
V i+2∗ ⊗ · · · ⊗ V j+1∗ compatible with the relations in S(V ).
Proof. For each i ∈ Z we construct an isomorphism φi : V i∗ → V i+2∗. The desired
isomorphism will be the tensor product of these.
We begin by inductively constructing isomorphisms φn : V
n∗ → V n+2∗ for n ≥ 0.
There exists an isomorphism φ0 : V → V 2∗ by [5, Theorem 3.13]. Now, suppose
there is an isomorphism φi : V
i∗ → V i+2∗. This induces an isomorphism of functors
−⊗ V i∗ → −⊗ V i+2∗,
and we abuse notation by denoting it by φi. On the other hand, by [5, Proposition
3.7], there is an adjunction with left and right adjoint − ⊗ V l∗ and − ⊗ V l+1∗
respectively, for l = i and l = i + 2. It follows that there exists a unique natural
equivalence ψ : −⊗ V i+3∗ → −⊗ V i+1∗ between right adjoints such that (φi, ψ) is
a conjugate pair (see [9, Theorem 2, p.100] for a definition of conjugate pair and a
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proof of this fact). Therefore, if we again abuse notation by letting ψ : V i+3∗ →
V i+1∗ denote the isomorphism corresponding, via the Eilenberg-Watts Theorem,
to the natural transformation ψ, then we set φi+1 = ψ
−1.
To construct φi for i < 0 we proceed inductively as above using left adjoints
instead of right adjoints to define ψ.
It remains to prove that the isomorphism is compatible with the relations in
S(V ). To this end, by the definition of conjugate pair in [9, Theorem 2, p.100], the
diagram
K → V i∗ ⊗ V i+1∗y yφi⊗V i+1∗
V i+2∗ ⊗ V i+3∗ →
V i+2∗∗⊗φ−1i+1
V i+2∗ ⊗ V i+1∗
whose unlabeled arrows are induced by counits of the appropriate adjoint pair,
commutes. The lemma follows from this. 
Following [27, Section 2], if A is a Z-algebra and i ∈ Z, we let A(i) denote the
Z-algebra such that A(i)jl = Ai+j,i+l and with multiplication induced from that
on A. As in the proof of Lemma 2.4, the identity map V i∗ → V i∗ induces an
isomorphism of Z-algebras over K,
(2-2) S(V )(i)→ S(V i∗).
Let J ⊂ Z denote the set of all even numbers, and let B denote the J-Veronese
of S(V ) [27, Section 2]. The following result is implicit in [26], but since it is not
stated explicitly there we include it here for the readers convenience.
Corollary 2.5. The algebra B is 2-periodic, that is, there is an isomorphism of
Z-algebras B ∼= B(2).
Proof. It follows from Lemma 2.4 that there are K − K-bimodule isomorphisms
φij : Bij → Bi+2,j+2 for all i, j ∈ 2Z. The fact that the φij are compatible
with multiplication in B, follows from a routine but tedious verification, which we
omit. 
For the remainder of this section, we will work towards proofs of Corollary 2.7
and Corollary 2.9, which will be used to prove Proposition 5.6. We now introduce
some notation we will utilize in this section: if E is a category, we let IE denote the
identity functor on E.
Lemma 2.6. Let C and D be categories, let F, F ′ : C → D and G,G′ : D → C
denote functors, and let (F,G, η, ǫ), (F ′, G′, η′, ǫ′) denote adjunctions. Suppose
that α : IC → IC, β : ID → ID, γi : F → F ′, and δi : G→ G′ are isomorphisms for
i = 1, 2, and consider the diagrams
IC
η
→ GF FG
ǫ
→ID
α
y yδ1γi γ1δiy yβ
IC→
η′
G′F ′ F ′G′→
ǫ′
ID
If the left diagram commutes for i = 1, 2, then γ1 = γ2, and if the right diagram
commutes for i = 1, 2, then δ1 = δ2.
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Proof. We prove the first statement. The proof of the second is dual to that of the
first, and is omitted.
The universal property of η implies that for each object C in C, there exists a
unique gC : FC → F ′C such that the diagram
C
ηC
→ GFC
η′CαC
y yGgC
G′F ′C →
δ−1
1 F ′C
GF ′C
commutes. Therefore, γiC = gC for i = 1, 2 as desired. 
Corollary 2.7. Suppose that η : K → ∗V ⊗ V and η′ : K → ∗W ⊗W are unit
maps, and that ψ : V →W is an isomorphism. Let 0 6= a ∈ K and let aµ : K → K
denote left-multiplication by a. If φ : ∗V → ∗W is an isomorphism such that
K
η
→ ∗V ⊗ V
aµ
y yφ⊗ψ
K→
η′
∗W ⊗W
commutes, then φ = aµ(
∗ψ)−1.
Proof. By [15, Theorem 1.2] and Lemma 2.6, it suffices to show that φ = aµ(
∗ψ)−1
makes the diagram commute. This fact follows from [11, Corollary 6.7]. 
We now work towards proving Corollary 2.9. To this end, we recall that there is
a canonical isomorphism
V ∗∗ ⊗ V ∗ → (V ⊗ V ∗)∗
defined as follows: by [5, Proposition 3.7], there are adjunctions
(−⊗ V,−⊗ V ∗, η0, ǫ0),
(−⊗ V ∗,−⊗ V ∗∗, η1, ǫ1),
and
(−⊗ (V ⊗ V ∗),−⊗ (V ⊗ V ∗)∗, η01, ǫ01).
By [9, Theorem 1, p. 103], we may compose the first two adjunctions to get
another adjunction. Thus, by the uniqueness of right adjoints, there exists a unique
isomorphism of functors ψ : −⊗(V ∗∗⊗V ∗)→ −⊗(V ⊗V ∗)∗ such that the diagram
(2-3)
−⊗ (V ∗∗ ⊗ V ∗)⊗ (V ⊗ V ∗)→−⊗ (V ⊗ V ∗)∗ ⊗ (V ⊗ V ∗)y yǫ01
IModK = IModK .
whose top horizontal is induced by ψ and whose left vertical is induced by ǫ0 and ǫ1,
commutes. The canonical isomorphism V ∗∗ ⊗ V ∗ → (V ⊗ V ∗)∗ is the isomorphism
corresponding to ψ via the Eilenberg-Watts Theorem.
Lemma 2.8. Retain the notation in the preceding paragraph and let ǫ : V ∗∗⊗V ∗ →
K denote the composition
V ∗∗ ⊗ V ∗ → (V ⊗ V ∗)∗
η∗0→ K∗ → K
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whose first and last maps are canonical. Then
(−⊗ V ∗,−⊗ V ∗∗, η1, ǫ)
is an adjunction.
Proof. It suffices to show that the compositions
V ∗∗ → V ∗∗ ⊗K
V ∗∗⊗η1
→ V ∗∗ ⊗ V ∗ ⊗ V ∗∗
ǫ⊗V ∗∗
→ K ⊗ V ∗∗ → V ∗∗
and
V ∗ → K ⊗ V ∗
η1⊗V
∗
→ V ∗ ⊗ V ∗∗ ⊗ V ∗
V ∗⊗ǫ
→ V ∗ ⊗K → V ∗
whose unlabeled morphisms are canonical, are the identity. To this end, after
expanding the compositions using the definition of ǫ and η∗0 , one utilizes the com-
mutativity of (2-3) as well as the fact that the compositions
V ∗∗ → V ∗∗ ⊗K
V ∗∗⊗ηi
→ V ∗∗ ⊗ V ∗ ⊗ V ∗∗
ǫi⊗V
∗∗
→ K ⊗ V ∗∗ → V ∗∗
and
V ∗ → K ⊗ V ∗
ηi⊗V
∗
→ V ∗ ⊗ V ∗∗ ⊗ V ∗
V ∗⊗ǫi→ V ∗ ⊗K → V ∗
are the identity for i = 0, 1. The straightforward but tedious details are left to the
reader. 
Corollary 2.9. Suppose that η : K → ∗V ⊗ V and η′ : K → ∗W ⊗W are unit
maps and that ψ : V →W is an isomorphism. Let 0 6= a ∈ K and let µa : K → K
denote right multiplication by a. If φ : V ∗ →W ∗ is an isomorphism such that
(2-4)
K
η
→ V ⊗ V ∗
µa
y yψ⊗φ
K→
η′
W ⊗W ∗
commutes, then φ = (ψ∗)−1µa.
Proof. By taking the right dual of (2-4), we get a diagram
(2-5)
V ∗∗ ⊗ V ∗ → (V ⊗ V ∗)∗
η∗
→K∗→K
φ∗⊗ψ∗
x (ψ⊗φ)∗x xµ∗a xaµ
W ∗∗ ⊗W ∗→(W ⊗W ∗)∗→
η′∗
K∗→K
whose unlabeled maps are canonical. The diagram commutes by the functoriality of
(−)∗ and by [11, Corollary 6.3], and the compositions of the horizontal maps equal
the map ǫ defined in the statement of Lemma 2.8. On the one hand, if we replace
φ∗ by aµ(ψ
∗∗)−1, the outer circuit of (2-5) commutes by [11, Corollary 6.7]. On
the other hand, by [15, Theorem 1.2], and Lemma 2.6, this choice of φ∗ is unique
making the outer circuit of (2-5) commute. Finally, since V ∗ and W ∗ are finite
rank, one can explicitly check, using the proof of [5, Proposition 3.7], that right
duality is faithful on isomorphisms V ∗ →W ∗. The result now follows from the fact
that µ∗a = aµ. 
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3. Vector bundles over P(V )
Throughout this section, we let A denote the Z-algebra S(V ) where V is rank 2,
we let J ⊂ Z denote the subset of even integers, and we let B denote the J-Veronese
of A. We recall that by [26, Section 6.3], the category GrA is locally noetherian.
We define a Z-graded ring C by letting
Ci := B0,2i
and by letting multiplication in C be defined by the composition
Ci ⊗ Cj = B0,2i ⊗B0,2j
∼= B0,2i ⊗B2i,2i+2j
→ B0,2i+2j
= Ci+j
whose second map is from Corollary 2.5, and whose third map is multiplication in
B.
In this section, we prove that C is a domain (Corollary 3.8), we prove that P(V )
is an integral noncommutative space (Corollary 3.9), and we classify vector bundles
over P(V ) (Corollary 3.17). This last result generalizes the main result in [7] when
the base field is perfect.
Our proof that C is a domain follows from a variant of the proof of [2, Lemma
3.15], and is thus homological in nature. For this reason, we begin this section by
developing some basic homological results for A. Many of these results (and their
proofs) are motivated by the intuition that A behaves as if it were a noetherian
regular algebra (in the sense of [2]) of global dimension 2.
Since K/k is finite and k is perfect, SpecK is smooth of finite type over k so
that we may use most of the results of [26, Sections 4-7], all of [11, Sections 1-4] and
most of [4, Section 13-15] (in the last reference, the global hypothesis that the base
field is algebraically closed is not needed for the results we will use). In particular,
we will employ internal hom and tensor functors on GrA, as well as their derived
functors. More specific references will be given when these functors are invoked.
3.1. Homological preliminaries. We recall [11, Section 2.2] that (ekA)≥k+n is
defined to be the sum of K − K-bimodules ⊕
i≥0
ekAk+n+i. We define A≥n :=
⊕
k
(ekA)≥k+n with its natural A − A-bimodule structure and we let A0 denote the
A−A-bimodule A/A≥1.
An object in GrA is called free if it is isomorphic to a module of the form ⊕ieiA.
Let M ∈ grA. We call a resolution
· · ·Fi
fi
→ Fi−1
fi−1
→ · · · → F0
f0
→M → 0
minimal if the ker fi ⊂ FiA≥1 and if Fi is free and noetherian.
The following result allows us to construct minimal projective resolutions of
noetherian A-modules, following [21, Chapter 10, Lemma 2.4]:
Lemma 3.1. LetM be a noetherian A-module. Then there exists a finite-dimensional
K-subspace U ⊂M with a homogeneous basis such that M = U ⊕UA≥1. It follows
that there exists an epimorphism f from a noetherian free module P to M with the
property that ker f ⊂ PA≥1.
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Proof. We begin with the proof of the first part of the lemma. Suppose M is
left bounded by degree d. We let Ud := Md. If M = Ud ⊕ UdA≥1 we are done.
Otherwise, for some n > 0 we may define nonzero vector spaces Ud+1, . . . , Ud+n by
Ud+i := SpanK{u ∈Md+i|u /∈ (Ud ⊕ · · · ⊕ Ud+i−1)A≥1}.
Since M is noetherian, there must exist an m > 0 such that
M = Ud ⊕ · · · ⊕ Ud+m + (Ud ⊕ · · · ⊕ Ud+m)A≥1.
Furthermore, by degree considerations and the definition of the subspaces Ud+i,
(Ud ⊕ · · · ⊕ Ud+m) ∩ (Ud ⊕ · · · ⊕ Ud+m)A≥1 = 0.
The first part of the lemma follows with U := Ud ⊕ · · · ⊕ Ud+m.
For the second part of the lemma, we let P := ⊕mi=0Ud+i ⊗ ed+iA and we let
f : P → M be induced by the A-module action on M . The fact that f is epic
follows from the fact that M is generated by U .
Finally, we prove ker f ⊂ PA≥1. First, suppose 0 6= p ∈ P is homogeneous of
degree d+ n for some 0 ≤ n ≤ m, and f(p) = 0. Then n > 0 and
p =
∑
i0
ui0 ⊗ ai0 + · · ·+
∑
in
uin ⊗ ain
where uil ∈ Ud+l and ail ∈ Ad+l,d+n. Since f(p) = 0,
(3-1)
∑
i0
ui0ai0 + · · ·+
∑
in
uinain = 0.
Since ain ∈ Ad+n,d+n, if the last sum of (3-1) were nonzero, then some element of
Ud+n would be in (Ud+ · · ·+Ud+n−1)A≥1 which contradicts the definition of Ud+n.
Therefore, the last sum in (3-1) is zero and p ∈ PA≥1.
Now suppose p ∈ ker f and p is homogeneous of degree ≥ d +m + 1. Then by
degree considerations, we must have p ∈ PA≥1. The result follows. 
In the next result we employ the functors⊗A and Tor
A
i (−,−) defined and studied
in [4, Section 14]. For the readers convenience, we recall the definitions. Let
M denote a graded right A-module and let N denote a graded A − K-bimodule,
i.e. N = ⊕m∈ZNm, where Nm are k-central K − K-bimodules, and there are
multiplication maps Am,n⊗K Nn → Nm satisfying the usual associativity and unit
axiom. We let
M⊗AN := coker
(⊕
l,m
Ml ⊗K Al,m ⊗K Nm
µ⊗1−1⊗µ
−−−−−−→
⊕
n
Mn ⊗K Nn
)
,
where µ denotes the appropriate multiplication. A graded A−K-module N is called
internally flat if −⊗AN is exact. The bimodule N is said to have finite internal
flat dimension if it has a finite resolution by internally flat bimodules. The notions
of internally flat right A-module and finite internal flat dimension of an A-module
are defined similarly. Finally, for a graded A − K-module N of finite internal
flat dimension, the derived functors TorAi (−, N) are defined using internally flat
resolutions in the first component.
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Proposition 3.2. If F is a noetherian free module and i : FA≥1 → F is inclusion,
then i⊗AA0 vanishes. It follows that if M is an object in grA with a minimal
resolution
· · ·Fi
fi
→ Fi−1
fi−1
→ · · · → F0
f0
→M → 0
by free noetherian objects Fi, and if Fj 6= 0, for some j, then Tor
A
j (M,A0) 6= 0.
Therefore, the length of a minimal resolution of a noetherian module is at most 2.
Proof. To prove the first assertion, we first note that emA⊗AA0
∼= Amm = K by
[11, Proposition 3.5]. On the other hand, by the right exactness of −⊗AA0, and by
[4, Proposition 15.2], the module (emA/emA≥m+1)⊗AA0 is also isomorphic to K
as a K-module. Thus, if
i : emA≥m+1 → emA
is inclusion, then i⊗AA0 vanishes. Therefore, if F is a noetherian free module and
i : FA≥1 → F is inclusion, then it follows that i⊗AA0 = 0.
Next, we prove the second assertion. Since fj factors through the inclusion
Fj−1A≥1 → Fj−1, the first assertion implies that fj⊗AA0 = 0 for j ≥ 0. It follows
that TorAj (M,A0)
∼= Fj⊗AA0. Therefore, if Fj 6= 0, then Tor
A
j (M,A0) 6= 0 by [4,
Lemma 15.2].
To prove the final assertion, we recall from [4, Section 14] that internal tor can
also be computed using internally flat resolutions of A0. Since A0 has an internally
flat resolution of length 2 [4, Propostion 14.2], the length of a minimal resolution
of a noetherian module is at most 2. 
Corollary 3.3. Suppose P is a noetherian projective object in GrA. Then P is
free.
Proof. By Lemma 3.1, there exists an epimorphism f from a noetherian free module
F to P with the property that ker f ⊂ FA≥1. Since P is projective, f splits.
Since ker f is a summand of F , if i : ker f → F denotes inclusion, then i⊗AA0 is
injective. By the first part of Proposition 3.2, i⊗AA0 = 0, so that (ker f)⊗AA0 = 0.
Therefore, inclusion of P in F induces a surjection P⊗AA0 → F⊗AA0. It thus
follows from [4, Lemma 15.2] that inclusion is a surjection. 
The following is inspired by [2, Proposition 2.40(i)].
Corollary 3.4. Suppose M is a graded noetherian right A-module and there is an
exact sequence
(3-2) 0→ K → F1 → F0
f0
→M → 0
with F0 and F1 noetherian and free, ker f0 ⊂ F0A≥1, and K ⊂ F1A≥1. Then K is
free.
Proof. If K were not free, it would have a minimal resolution of length at least 1.
Attaching this resolution to (3-2) would yield a minimal resolution of M of length
greater than 2, violating Proposition 3.2. 
In the next result, we use the internal hom functors and their derived func-
tors introduced in [11, Section 3.2 and Section 4.1]. The statement and proof are
motivated by [2, Proposition 2.46(i)].
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Lemma 3.5. Suppose N and P are noetherian free A-modules and f : N → P
is a morphism whose image is contained in PA≥1. Then the induced morphism,
Ext2GrA(A0, f) = 0. Therefore, if M is noetherian, HomGrA(A0,M) = 0 if and only
if the length of a minimal resolution of M is at most 1.
Proof. Since the functor Ext2GrA(A0,−) is additive, it suffices to prove the result
when N = eiA and P = ejA. By [11, Theorem 4.4], Ext
2
GrA(A0, ekA) is concen-
trated in degree k− 2. Therefore, the result holds when i 6= j. Now, suppose i = j.
Then the only graded right A-module homomorphisms f : N → P are induced by
scalar multiplication. Therefore, if f 6= 0, the image of f is not in PA≥1. The first
result follows.
To prove the second result, we note that by [11, Theorem 4.4], Proposition 3.2,
and the first part of this lemma, the proof of [2, Proposition 2.46i] works in our
context, and establishes the second part of the lemma. 
3.2. Proof that P(V ) is integral. By [26, Theorem 6.1.2], we know that
dimK(ejAj+i)K = i+ 1.
It follows from this, Lemma 3.1 and Proposition 3.2 that if M ∈ grA, the function
f(n) := dimK Mn is eventually of the form cn + d, with c, d ∈ Z and c ≥ 0. If
M 6= 0, we let dimM = 1 if c > 0 and 0 otherwise. If M = 0 define dimM =
−1. Furthermore, if M ∈ GrA is not noetherian, let dimM = sup{dimN |N ≤
M is noetherian}. It is now straightforward to check that dim(−) is a dimension
function on GrA in the sense of [16, Definition 3.1].
In the proof of Theorem 3.7, below, and in the proof that ProjA is integral
(completed in Corollary 3.9), we will need the following
Proposition 3.6. The category of graded left A-modules is locally noetherian.
Proof sketch. As one can check, the statements of [26, Lemma 3.2.1 and Lemma
3.2.2] are true if the term noetherian is interpreted as meaning that the category
of graded left modules over the algebra in question is locally noetherian. Fur-
thermore, there is a graded left module analogue of [26, Definition 3.3.2], and the
corresponding versions of [26, Theorem 3.3.3 and Theorem 5.2.1] hold in our con-
text. Therefore, again in our context, it is straightforward to check that if D is the
Z-algebra in [26, Step 9 of Section 6.3], then the category of graded left D-modules
is locally noetherian. The result then follows from the graded left module version
of [26, Lemma 3.2.2] mentioned in the first line of this proof. ✷
We call a graded left module free if it is isomorphic to a module of the form
⊕iAei. There are graded left module analogues of Lemma 3.1 and Proposition 3.2,
which allows one to deduce that every noetherian object in the category of graded
left A-modules has a minimal resolution of length at most 2. It follows that if M is
a noetherian graded left A-module, the function f(n) := dimK M−n is eventually
of the form cn+ d, with c, d ∈ Z and c ≥ 0. The dimension of a graded left module
is defined analogously to the dimension of a graded right module.
The proof of the following result is an adaptation of the proof of [2, Lemma 3.15]
to the present context.
Theorem 3.7. If x, y ∈ A are homogeneous elements such that xy = 0, then either
x = 0 or y = 0.
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Proof. We note that it suffices to prove that if y ∈ Ajl has the property that there
exists a nonzero x ∈ Aij such that xy = 0, then y = 0. We prove this in several
steps. Throughout the proof, we will let Nj ⊂ ejA denote the sum of all submod-
ules of dimension ≤ 0.
Step 1: We prove that if y ∈ Ajl has the property that there exists a nonzero
x ∈ Aij such that xy = 0, then either x ∈ Ni or y ∈ Nj. To prove this, we let Kj
denote the graded submodule of ejA consisting of all m such that xm = 0. Then
y ∈ Kj , and if xµ : ejA → eiA denotes left multiplication by x, there is a short
exact sequence
0→ Kj → ejA
xµ
→ xejA→ 0.
There are three possibilities for dimKj. Either dimKj = −1, in which case y = 0
so that y ∈ Nj, or dimKj = 0, in which case Kj ⊂ Nj so that y ∈ Nj, or
dimKj = 1. In the third case, dimK(Kj)l will eventually have the form cl + d,
where c is an integer ≥ 1. Since dimK(ejA)l is eventually of the form l− j + 1, we
must have c = 1 so that dim(ejA/Kj) ≤ 0. It follows dim(xejA) ≤ 0 so that x ∈ Ni.
Step 2: We prove that it suffices to show that Ni = 0 for all i. For, if this is
the case, then by Step 1, if y ∈ Ajl has the property that there exists a nonzero
x ∈ Aij such that xy = 0, then y = 0.
Step 3: We prove that it suffices to show that for all i, there exists a homoge-
neous zi ∈ Aei such that ziNi = 0 and such that zi is not an element of ⊕jNj.
Suppose this is the case. By Step 2, it suffices to prove that Ni = 0 for all i. To
this end, suppose zi ∈ Ali, let ziµ : eiA→ elA denote left multiplication by zi and
consider the exact sequence
(3-3) 0→ L→ eiA
zi
µ
→ elA→ elA/zieiA→ 0.
By the hypothesis on zi, Ni ⊂ L. On the other hand, since zi is not an element of
⊕jNj , dim zieiA = 1. Therefore, since there is a short exact sequence
0→ L→ eiA→ zieiA→ 0
and since dimK(eiA)j is eventually j − i+ 1, it follows that dimL ≤ 0. Therefore,
L ⊂ Ni so that L = Ni. Either zi ∈ Aii which implies that Ni = 0, or (3-3) satisfies
the hypotheses of Corollary 3.4, in which case it follows that L = Ni is free and has
dimension ≤ 0. Therefore, Ni = 0 as desired.
Step 4: We prove that ⊕iNi is a graded left module with ith component Ni. It
suffices to show that if x ∈ Aij and n ∈ Nj then xn ∈ Ni. This follows from the
fact that left multiplication by x induces a morphism of right modules Nj → eiA
and the dimension of the image of a homomorphism is less than or equal to the
dimension of the domain.
Step 5: We prove that if n ∈ Ni is homogeneous, the graded left module generated
by n has left dimension ≤ 0. Therefore, the left dimension of ⊕iNi is ≤ 0. The
second statement follows from the first since left dimension is a dimension function
on the category of graded left A-modules. We now prove the first statement. To
this end, we begin with the observation that since eiA ∼= ei+2jA[2j] for any j ∈ Z
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by the proof of [4, Proposition 13.2], it follows that Ni ∼= Ni+2j [2j]. Next, we note
that since eiA is noetherian, there exists integers di, li such that dimK(Ni)l = di
for all l > li. We claim that for all j ∈ Z, di+2j = di and li+2j can be taken to be
li + 2j. To prove the claim, we note that dimK(Ni+2j [2j])l = di for all l > li by
the initial observation, which implies that dimK(Ni+2j)l+2j = di for all l > li and
therefore dimK(Ni+2j)l = di for all l > li + 2j. The claim follows.
Now let m ∈ Ni with m ∈ Ain. Then Ai−2j,im is a left K-subspace of (Ni−2j)n,
and by the claim, the latter space has dimension di for all n > li − 2j, i.e. for all
j > (li − n)/2. It follows that Aeim has left dimension ≤ 0, as desired.
Step 6: We prove that for all i, there exists a homogeneous zi ∈ Aei such that
ziNi = 0 and such that zi is not an element of ⊕jNj. The theorem will then follow
from Step 3. Let I ⊂ Aei denote the graded left ideal of all x such that xNi = 0,
let n1, . . . , nl denote a set of homogeneous generators of Ni as a graded right A-
module, and let Iν ⊂ Aei denote the graded left ideal of all x such that xnν = 0.
Then I = ∩Iν and Aeinν ∼= Aei/Iν so that
dim(Aei/I) ≤ max{dim(Aei/Iν)}
= max{dim(Aeinν)}
≤ dim(⊕jNj)
≤ 0
where the second to last inequality follows from Step 4 and the last inequality
follows from Step 5. Hence, dim I = 1, which establishes the result. 
The next result now follows easily from Theorem 3.7 in light of the definition of
C.
Corollary 3.8. The algebra C is a domain.
Since A is right and left noetherian, so is C. Since C is a domain, the set of
nonzero homogeneous elements forms both a left and a right Ore set, and
Q := FracgrC
is both a left and a right ring of fractions.
The following result invokes the notion of an integral noncommutative space
and big injective defined and studied in [22]. In order to understand the notation
employed in the result and in the following section, the reader may wish to review
the comments on notation and conventions concluding the introduction.
Corollary 3.9. The space ProjC is integral with big injective πCQ.
Proof. Since C is a domain by Corollary 3.8 which is generated in degree 1, all
hypotheses of [22, Theorem 4.5] hold for C except that C0 = K acts centrally on
C. However, the proof still works in our context. 
3.3. Grothendieck’s Theorem. The goal of this section is to classify vector bun-
dles (defined before Corollary 3.17) over P(V ). We will need a number of prelimi-
nary results.
Lemma 3.10. Let l ∈ N. If x1, . . . , xn are nonzero homogeneous elements in Q⊕l
then the graded right C-module generated by x1, . . . , xn is contained in a submodule
isomorphic to a finite direct sum of shifts of C.
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Proof. If x1, . . . , xn are independent over C then the result follows. Otherwise, after
relabeling, suppose x1, . . . , xm, with m < n, is a maximal subset of {x1, . . . , xn}
which is independent over C. Then there exists c1, . . . , cm ∈ C homogeneous and
not all zero, and cm+1 homogeneous and nonzero, such that
x1c1 + · · ·+ xmcm = xm+1cm+1.
Thus, in Q⊕l, x1c1c
−1
m+1 + · · · + xmcmc
−1
m+1 = xm+1. By the left Ore condition,
for each 1 ≤ j ≤ m, there exist nonzero dj , ej ∈ C such that cjc
−1
m+1 = e
−1
j dj .
Therefore,
x1e
−1
1 d1 + · · ·+ xme
−1
m dm = xm+1.
From this and the right Ore condition, {y1 := x1e
−1
1 , . . . , ym := xme
−1
m } is indepen-
dent over C and generates a graded right C-module which contains x1, . . . , xm+1.
If n = m+ 1, we are done. Otherwise, {y1, . . . , ym, xm+2} is dependent over C
since {x1, . . . , xm, xm+2} is, so we can repeat the argument above to find z1, . . . , zm ∈
Q⊕m independent over C generating a graded right C-module which contains
x1, . . . , xm+2. A repetition of this argument a finite number of times establishes
the result. 
Lemma 3.11. For all i ∈ Z, the unit map ηi : eiA→ ωπeiA is an isomorphism.
Proof. By [11, Theorem 4.11, and Corollary 4.12], τeiA = R
1τeiA = 0 and for any
M ∈ GrS(V ), there is an exact sequence
(3-4) 0→ τM →M → ωπM → R1 τM → 0
whose center arrow is the unit map. Therefore, applying (3-4) in the case M =
eiA, the third arrow in (3-4) is an isomorphism of right A-modules and the result
follows. 
Corollary 3.12. If πeiA ∼= πejA, then i = j.
Proof. On the one hand, by Lemma 3.11,
HomP(V )(πeiA, πejA) ∼= HomGrA(eiA, ejA)
∼= Aji.
On the other hand, under the hypothesis,
HomP(V )(πeiA, πejA) ∼= HomP(V )(πeiA, πeiA),
so that, again by Lemma 3.11, HomP(V )(πeiA, πejA) ∼= K. It follows from [26,
Theorem 6.1.2] that j = i. 
Proposition 3.13. There is an equivalence ProjC → P(V ) sending πCC[i] to
πAe−2iA.
Proof. If we let C′ be the 2Z-graded ring defined by letting C′2i := Ci, and by
letting multiplication be that induced by multiplication in C, then there is a canon-
ical equivalence GrC → GrC′ sending C[i] to C′[2i] and inducing an equivalence
ProjC → ProjC′. By the proof of [27, Lemma 2.4], if B is the 2Z-Veronese of A,
and if Cˇ′ denotes the 2Z-algebra with Cˇ′2i,2j := C
′
2j−2i and with multiplication
induced by multiplication in C′, then B ∼= Cˇ′. Thus, by [20, p. 380], there is a
canonical equivalence GrC′ → GrB sending C′[2i] to e−2iB and inducing an equiv-
alence ProjC′ → ProjB. Finally, the functor − ⊗B A : GrB → GrA defined in [27,
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Section 2] sends ejB to ejA and induces an equivalence ProjB → ProjA by [27,
Lemma 2.5]. The proposition follows. 
For the rest of this section, we will identify the categories ProjC and P(V ) via
the equivalence in Proposition 3.13 without further comment.
Following [22], we denote the big injective in P(V ) (computed in Corollary 3.9)
by E . Recall from [22] that an object M in P(V ) is torsion if HomP(V )(M, E) = 0,
and is torsion-free if the only submodule of it that is torsion is 0. Let T denote
the full subcategory of P(V ) of torsion objects. Then T is a localizing subcategory,
and there is a map of noncommutative spaces j : P(V )/T → P(V ) [22, Section 3].
Furthermore, if M is an object of P(V ), then there is an exact sequence
(3-5) 0→ T1 →M→ j∗j
∗M→ T2 → 0
with T1, T2 ∈ T. In particular, if M is torsion-free, then there is a short exact
sequence
(3-6) 0→M→ j∗j
∗M→N → 0
where N ∈ T.
Theorem 3.14. Every noetherian torsion-free object in P(V ) is a finite sum of
the form ⊕πAeiA, and every noetherian object of P(V ) is a direct sum of a torsion
object and a torsion-free object.
Proof. We first claim that if M is torsion-free and noetherian, then M is a sub-
module of a finite direct sum of shifts of πCC. To this end, we apply ωC to the
short exact sequence (3-6), to get an exact sequence
0→ ωCM→ ωCj∗j
∗M→ ωCN .
By the proof of [22, Proposition 3.9], j∗j
∗M is a finite direct sum of copies of E . On
the other hand, ωCE = ωCπCQ, and Q ∼= ωCπCQ since Q is injective and τCQ = 0.
Therefore, ωCM is a submodule of a finite direct sum of copies of Q and the claim
now follows from Lemma 3.10.
Applying πC to this containment, we conclude thatM⊂ πC(⊕iC[i]). By Propo-
sition 3.13, M⊂ πA(⊕ie−2iA). We denote the cokernel of this inclusion by C. By
Lemma 3.11, ωAM ⊂ ⊕ie−2iA, with cokernel D contained in ωAC. Furthermore,
since τA(ωAC) = 0 and since τA is left exact, we deduce that τAD = 0. It follows
from Lemma 3.5 and [11, Proposition 3.19] that D has a minimal resolution with
length at most 1. Therefore, since there is a short exact sequence
0→ ωAM→⊕ie−2iA→ D → 0
in grA, we conclude that ωAM is projective, hence free by Corollary 3.3.
Finally, suppose thatM is a noetherian object of P(V ). Since j∗j∗M is torsion-
free, it follows from (3-5) that M is an extension of a torsion-free module by a
torsion module. Therefore, by the argument in the first two paragraphs, it suffices
to prove that if T is a noetherian torsion object, then Ext1P(V )(πCC[i], T ) = 0.
To prove this, we first note that by Proposition 3.13, it suffices to show that
Ext1P(V )(πAe−2iA, T ) = 0. However, by [4, Proposition 13.2 and Theorem 13.3],
Ext1P(V )(πAe−2iA, T )
∼= HomP(V )(T , πAe−2i+2A), so it suffices to show that there
is no nonzero homomorphism T → πAe−2i+2A. However, πAe−2i+2A ∼= πCC[i−1],
so the result will follow if we can show this module is torsion-free. To prove this,
we note that, as in the proof of Corollary 3.9, C[i− 1] is isomorphic to a subobject
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of Q. Therefore, by the exactness of πC and the fact that πCQ is torsion-free, we
may conclude that πCC[i− 1] is torsion-free as desired. 
The notion of rank of a module over an integral noncommutative space is de-
fined in [22, Definition 3.3]. The following is a straightforward consequence of [22,
Corollary 3.7].
Lemma 3.15. If Z and W are integral locally noetherian spaces, and if F : Z→W
is an equivalence, then F sends torsion-free rank 1 objects to torsion-free rank 1
objects.
Lemma 3.16. For each i ∈ Z, the module πAeiA is torsion-free of rank 1.
Proof. For the proof we let π denote πC . We claim that πC has rank 1. Since
the shift functor in GrC induces an equivalence in ProjC, it will follow from the
claim and Lemma 3.15 that πC[i] has rank 1 as well. To prove the claim, we
must show that the left HomProjC(πQ, πQ)-module HomProjC(πC, πQ) is simple.
Since HomProjC(πQ, πQ) is a division ring, it thus suffices to show that the map
HomProjC(πQ, πQ)→ HomProjC(πC, πQ) induced by inclusion C → Q is surjective.
This follows from the fact that πQ is an injective object in ProjC.
To prove the lemma, we note that if i is even, then πAeiA ∼= πC[−i/2] by
Proposition 3.13, so that in this case, the result follows from the claim. If i is odd,
then since eiA is a submodule of ei−1A, we may conclude, by the exactness of πA,
that πAeiA is a submodule of πC[−i/2], and hence of πQ. By [11, Corollary 4.12],
πAeiA 6= 0, and the result follows. 
We define a vector bundle over P(V ) to be a noetherian torsion-free object, and
we define a line bundle over P(V ) to be a vector bundle of rank 1. We have the
following classification of vector bundles over P(V ).
Corollary 3.17. Every vector bundle over P(V ) is a finite direct sum of line bun-
dles, the line bundles are the objects of the form πeiA, and πeiA ∼= πejA implies
i = j.
Proof. The first and second results follow from the first part of Theorem 3.14 and
Lemma 3.16, and the last result is exactly Corollary 3.12. 
4. Canonical equivalences
In this section we define and study three canonical equivalences between non-
commutative projective lines. We will see, in Corollary 6.6, that any equivalence
between noncommutative projective lines is a composition of these three. In order
to understand the notation employed throughout this section and the following two,
the reader may wish to review the comments on notation and conventions conclud-
ing the introduction. Throughout this section, we will let Pi := eiS(V ), Pi := πPi,
P ′i := eiS(W ) and P
′
i := πP
′
i .
4.1. The functor [i]. We first define the shift functor. Suppose i ∈ Z and A is a
Z-algebra. For any right A-module M , we let M [i] denote the right A(i)-module
with M [i]j =Mi+j and with multiplication induced by that of A on M . We define
shift on morphisms similarly. By [23, Lemma 3.1], shift by i induces a functor on
the level of Proj, and we abuse notation by calling this functor [i] as well.
We will also abuse notation repeatedly as follows: since there is a canonical
isomorphism S(V )(i)→ S(V i∗) of Z-algebras overK (see 2-2), shifting by [i] induces
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an equivalence GrS(V ) → GrS(V i∗) and an equivalence P(V ) → P(V i∗). We call
both of these equivalences [i]. Similarly, shift by −i induces equivalences in the
opposite direction, which we call [−i].
Lemma 4.1. Let W = V i∗. Under the equivalence [i] : P(V ) → P(W ), the image
of Pl is isomorphic to P ′l−i.
Proof. By Theorem 3.14, Lemma 3.15 and Lemma 3.16, Pl[i] ∼= P ′j for some
j. Therefore, ωπ(Pl[i]) ∼= P ′j by Lemma 3.11. Since τPl = 0, it follows that
τS(W )(Pl[i]) = 0 so that there is an inclusion Pl[i] → P
′
j . Comparing nonzero de-
grees, we conclude that l − i ≥ j. Using the functor [−i] instead of [i] allows us
to reverse the argument and conclude that l − i ≤ j so that j = l − i, whence the
result. 
4.2. The functor Φ. Suppose φ : V → W is an isomorphism of two-sided vector
spaces. Then it is straightforward to check that φ induces an isomorphism of Z-
algebras S(V )→ S(W ), which we also call φ.
We denote by Φ the equivalence GrS(V ) → GrS(W ) defined as follows: If M is
an object in GrS(V ), we define Φ(M)i :=Mi as a set, with S(W )-module structure
Φ(M)i ⊗ S(W )ij
1⊗φ−1
→ Φ(M)i ⊗ S(V )ij
µ
→ Φ(M)j ,
where µ denotes the S(V )-module multiplication on M . If f : M → N is a mor-
phism in GrS(V ) and m ∈ Mi, we define Φ(f)i(m) = fi(m). By [23, Lemma 3.1],
Φ descends to a functor P(V ) → P(W ). We abuse notation by calling this Φ as
well. It is elementary to check that if φ1 : V →W induces Φ1 : P(V )→ P(W ) and
φ2 : W → U induces Φ2 : P(W ) → P(U) then Φ2Φ1 is naturally equivalent to the
equivalence induced by φ2φ1.
Lemma 4.2. Suppose Φ : GrS(V ) → GrS(W ) is induced by an isomorphism φ :
V →W .
(1) There is an isomorphism ΦPi → P ′i , and thus ΦPi
∼= P ′i.
(2) Suppose f : ΦPi → P
′
i is an isomorphism. Then fi : K → K equals
left multiplication by a nonzero element a ∈ K, denoted aµ, and fi+1 =
aµ(φ
i∗)j where j = 1 if i is even and j = −1 if i is odd.
Proof. The proof of the first part of (1) is similar to the proof of Lemma 4.1. The
details are left to the reader. For the proof of the second part of (1), recall that by
abuse of notation, the symbol ΦPi denotes πΦωPi. Therefore, the second part of (1)
follows from the first part of (1), as πΦωPi ∼= πΦPi, where in the last isomorphism
we have invoked Lemma 3.11.
We now turn to the proof of (2). Since f is a graded S(W )-module isomorphism,
fi : S(V )ii → S(W )ii is a right K-module homomorphism from K to K. Therefore,
there exists a nonzero a ∈ K such that fi = aµ. Similarly, the fact that f is
compatible with multiplication by elements of S(W )i,i+1 implies that fi+1 : V
i∗ →
W i∗ has the indicated form. 
Lemma 4.3. Suppose, for j = 1, 2, that Φj : GrS(V ) → GrS(W ) is induced by an
isomorphism φj : V →W .
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(1) Suppose h : Φ1Pi → Φ2Pi is an isomorphism. There exists a nonzero a ∈ K
such that hi = aµ where aµ denotes left multiplication by a, and
hi+1 =
{
aµ(φ
i∗
2 )
−1φi∗1 if i is even,
aµ(φ
i∗
2 )(φ
i∗
1 )
−1 if i is odd.
(2) Suppose η : Φ1 → Φ2 is an equivalence, where now Φi denotes the induced
equivalence P(V ) → P(W ). Then there exists nonzero a, b ∈ K such that
φ−12 φ1(v) = a · v · b for all v ∈ V .
Proof. The first assertion of (1) follows from the fact that (ΦjPi)i = K. To prove
the second part of (1), we note that by Lemma 4.2(1), there exist isomorphisms
f1 : Φ1Pi → P ′i and f2 : Φ2Pi → P
′
i . Since h is an isomorphism, and since every
isomorphism P ′i → P
′
i is left multiplication by a nonzero element of K, there exists
a nonzero b ∈ K such that the diagram
(Φ1Pi)i+1
f1
→(P ′i )i+1
hi+1
y ybµ
(Φ2Pi)i+1→
f2
(P ′i )i+1
commutes. The result now follows from Lemma 4.2(2).
We now prove part (2). We let v ∈ V and we recall that the notation ΦiPj
means πΦiωπPj . Consider the following commutative diagram
(4-1)
Φ1P1→Φ1P0
ηP1
y yηP0
Φ2P1→Φ2P0
whose horizontals are induced by left multiplication by v ∈ V . Applying ω to this
diagram and noting that, by Lemma 4.2(1), ΦjPi ∼= P ′i , it follows from Lemma 3.11
and the naturality of the unit map that the diagram
Φ1ωπP1→Φ1ωπP0y y
Φ2ωπP1→Φ2ωπP0
whose horizontals are induced by left multiplication by v, and whose verticals are
induced by ωη and the unit map, commutes. Therefore, by Lemma 3.11 and the
naturality of the unit map, we deduce the existence of a commutative diagram
(Φ1P1)1→(Φ1P0)1y y
(Φ2P1)1→(Φ2P0)1
whose horizontals are induced by left multiplication by v ∈ V and whose verticals
are degree 1 components of isomorphisms. The result now follows from the first
part of the lemma. 
We now prove that the equivalence Φ is compatible with taking the Veronese.
We let J ⊂ Z denote the set of even integers and we let B denote the J-Veronese
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of S(V ). We suppose Φ : GrS(V ) → GrS(V ) is an equivalence induced by an
isomorphism of two-sided vector spaces φ : V → V , and we let ΦB : GrB → GrB
denote the induced equivalence. If we let Res : GrS(V )→ GrB denote the canonical
restriction functor [27, Section 2], then it is easy to check that
(4-2) ΦB Res = ResΦ.
Since the functors Res, Φ and ΦB preserve torsion objects, it follows from [23,
Lemma 3.1] that they descend to the functors Res : P(V ) → ProjB, Φ : P(V ) →
P(V ) and ΦB : ProjB → ProjB having the property that
(4-3) πB Res ∼= ResπS(V ),
(4-4) πS(V )Φ ∼= ΦπS(V )
and
(4-5) πBΦB ∼= ΦBπB.
It is straightforward to check that ΦB : ProjB → ProjB is an equivalence. Further-
more, by [27, Lemma 2.5], Res is an equivalence.
Lemma 4.4. Retain the notation above. Then ΦBRes ∼= ResΦ.
Proof. It suffices to prove
(4-6) ΦBResπS(V ) ∼= ResΦπS(V )
since right composing both sides of (4-6) by ωS(V ) implies the result. Hence we
proceed to prove (4-6). We note that
ΦBResπS(V ) ∼= ΦBπB Res
∼= πBΦB Res
= πB ResΦ
∼= ResπS(V )Φ
∼= ResΦπS(V )
where the first isomorphism is induced by (4-3), the second isomorphism is induced
by (4-5), the equality follows from (4-2), the fourth isomorphism is induced by
(4-3), and the final isomorphism is induced by (4-4). 
Lemma 4.5. Suppose there exists nonzero a, b ∈ K such that φ : V → V is the
bimodule map defined by φ(v) = a · v · b. Then the induced equivalence Φ : P(V )→
P(V ) is naturally equivalent to the identity functor.
Proof. We first prove that if a = b−1 then Φ : GrS(V ) → GrS(V ) is naturally
equivalent to the identity. To prove this, one checks that right multiplication by
b−1, µb−1 : Φ(M)→M , is a right module isomorphism natural in M .
Next, we suppose a = 1. In this case, by Lemma 4.4, it suffices to show that the
induced functor ΦB : GrB → GrB is naturally equivalent to the identity. To this
end, we note that if φ : V → V equals right multiplication by b, µb, then since µ∗b
is left multiplication by b, it follows that φ ⊗ (φ∗)−1 : V ⊗ V ∗ → V ⊗ V ∗ is the
identity map.
The general case follows from the fact that if φ(v) = a·v·b, then φ is a composition
of φ1 : V → V defined by φ1(v) = v · ab and φ2 : V → V defined by φ2(v) =
a · v · a−1. 
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4.3. The functors Tσ and Tδ,ǫ. Suppose that for each i ∈ Z, σi ∈ Gal(K/k), and
let σ := {σi}i∈Z. Let A denote a Z-algebra, and let Aσ denote the Z-algebra with
Aσ,ij := Kσ−1i
⊗Aij ⊗Kσj
and with multiplication induced by that of A. By [26, Section 4.2], the functor
Tσ : GrA → GrAσ defined on objects by Tσ(M)i := M ⊗ Kσi with the natural
multiplication induced by that of A, and on morphisms in the obvious way is an
equivalence. By [23, Lemma 3.1], Tσ descends to an equivalence ProjA → ProjAσ,
and we abuse notation by calling this Tσ.
The following result is utilized in the proof of Theorem 5.2.
Proposition 4.6. Suppose char k 6= 2, and for each i ∈ Z, let τi ∈ Gal(K/k),
and let τ := {τi}i∈Z. If there is an isomorphism f : S(V )τ → S(W ) over K, then
τi = τ0 for i even and τi = τ1 for i odd.
Proof. Since fi,i+1 and fi+1,i+2 are isomorphisms of two-sided vector spaces,
Kτ−1i+1
⊗ V i+1∗ ⊗Kτi+2 ∼= W
i+1∗
∼= (W i∗)∗
∼= (Kτ−1i
⊗ V i∗ ⊗Kτi+1)
∗
which implies that
(4-7) V i+1∗ ∼= V i+1∗ ⊗Kτiτ−1i+2
According to Lemma 2.1, there are three possibilities for the structure of V .
First, we suppose that there exists σ ∈ Gal(K/k) such that V ∼= Kσ ⊕Kσ. By
(4-7), if i is even, then Kσ−1 ⊕ Kσ−1 ∼= Kσ−1τiτ−1i+2
⊕ Kσ−1τiτ−1i+2
. It follows that
τi = τi+2 for all even i. If i is odd, the result holds by a similar argument.
Next, suppose that there exists σ, τ ∈ Gal(K/k) with σ 6= τ such that V ∼=
Kσ ⊕Kτ . By (4-7), if i is even, we have that
Kσ−1 ⊕Kτ−1 ∼= Kσ−1τiτ−1i+2
⊕Kτ−1τiτ−1i+2
.
Therefore, either τi = τi+2 for all even i, or there exists an even i such that τ
−1 =
σ−1τiτ
−1
i+2 and σ
−1 = τ−1τiτ
−1
i+2. In the latter case, it follows that στ
−1 has order
2. Since f01 is an isomorphism, we deduce that W ∼= Kσ′ ⊕Kτ ′ with σ
′ 6= τ ′, and
since fi,i+2 is an isomorphism, there is an isomorphism
(4-8) Kτ−1i
⊗ (K ⊕Kστ−1 ⊕Kτσ−1)⊗Kτi+2 ∼= K ⊕Kσ′τ ′−1 ⊕Kτ ′σ′−1 .
The right-hand side of (4-8) has exactly one summand isomorphic to K. On the
other hand, since στ−1 has order 2, the left-hand side of (4-8) has two isomorphic
nontrivial factors. It follows that if i is even, τi = τi+2 and the result follows in this
case. If i is odd, the result holds by a similar argument.
Finally, we prove the result when V is simple. We begin with the proof that
τ2i = τ0 for all i ∈ Z. There are three cases to consider, according to the structure
of V ⊗ V ∗ described in Proposition 2.3. First, suppose V ∼= V (λ) is described by
the first part of Proposition 2.3. Then, for i ∈ Z, S(V )2i,2i+2
∼= K ⊕ K⊕2δ where
δ ∈ Gal(K/k) has order 2. It follows that
(4-9) Kτ−1
2i
⊗ S(V )2i,2i+2 ⊗Kτ2i+2
∼= Kτ2i−1τ2i+2 ⊕Kτ2i−1δτ2i+2
⊕2.
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On the other hand, by our hypothesis, W must also be described by the first part
of Proposition 2.3. Thus,
(4-10) Kτ2i−1 ⊗ S(V )2i,2i+2 ⊗Kτ2i+2
∼= K ⊕K⊕2γ
where γ ∈ Gal(K/k) has order 2. Applying HomK⊗kK(−,K) to (4-10) yields K.
Therefore, the application of HomK⊗kK(−,K) to (4-9) must yield K as well, and
this is only possible if τ2i = τ2i+2 for all i.
Next, suppose that V is described by the second or third part of Proposition 2.3,
and suppose that i ∈ Z is even. We deduce from (4-7) that V ∗ ∼= V ∗ ⊗Kτiτi+2−1 .
Thus, by Lemma 2.2, µ has the same G-orbit as µτiτi+2
−1. If τi 6= τi+2, then the
image of µ equals the image of ǫµ, where ǫ ∈ G and ǫµ 6= µ. It follows that λǫµ
sends K to K, contrary to the assumption on V . Therefore, τi = τi+2 for i even so
that τi = τ0.
Finally, we must prove that if V is simple then τ2i+1 = τ1 for all i ∈ Z. By
[5, Theorem 3.13], V ∗ is simple, and the result follows from considering the three
possibilities for the structure of V ∗ according to Proposition 2.3 and reasoning as
above. 
In what follows, we will need a special kind of twist. If δ, ǫ ∈ Gal(K/k) and a
sequence ζ is defined by
ζi =
{
δ if i is even
ǫ if i is odd,
then we define Aδ,ǫ := Aζ . We will need the following
Lemma 4.7. If i ∈ Z and δ, ǫ ∈ Gal(K/k), then there exist canonical adjunctions
(− ⊗ (Kδ−1 ⊗ V ⊗Kǫ)
i∗,−⊗ (Kδ−1 ⊗ V ⊗Kǫ)
i+1∗, ηi, ǫi)
such that the associated noncommutative symmetric algebra S(Kδ−1 ⊗ V ⊗ Kǫ) is
canonically isomorphic to S(V )δ,ǫ.
Proof. The proof is almost identical to the proof of [10, Theorem 4.1], and so we
omit the details. 
Let δ, ǫ ∈ Gal(K/k) and let Tδ,ǫ : GrS(V ) → GrS(Kδ−1 ⊗ V ⊗ Kǫ) denote the
composition
(4-11) GrS(V )
Tζ
→ GrS(V )ζ → GrS(Kδ−1 ⊗ V ⊗Kǫ)
whose second composite is the equivalence induced by the isomorphism from Lemma
4.7.
Lemma 4.8. Suppose δ, ǫ ∈ Gal(K/k) and let W = K−1δ ⊗ V ⊗Kǫ.
(1) There is an isomorphism Tδ,ǫ(Pi)→ P ′i and thus Tδ,ǫ(Pi)
∼= P ′i.
(2) Suppose f : Tδ,ǫPi → P ′i is an isomorphism. Let ζ denote the sequence of
automorphisms
ζi =
{
δ if i is even
ǫ if i is odd.
There exists a nonzero a ∈ K such that fi : S(V )ii ⊗ Kζi → S(W )ii is
defined by fi(1⊗ b) = aµζ
−1
i (b), where aµ denotes left multiplication by a.
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Proof. The proof of (1) is similar to the proof of Lemma 4.1 and we leave the details
to the reader.
For the proof of (2), we identify S(V )ii⊗Kζi with Kζi . Under this identification,
fi : Kζi → K is a right K-module map so that fi(b) = fi(1 · ζ
−1
i (b)) = fi(1)ζ
−1
i (b).
Thus, the assertion holds if we set a = fi(1). 
The following lemma, which will be employed in the proof of Theorem 7.4, has
a straightforward proof, which is omitted. It describes two compatibilities between
Φ and Tδ,ǫ.
Lemma 4.9. Suppose δ, δ′, ǫ, ǫ′ ∈ Gal(K/k),
φ : Kδ−1 ⊗ V ⊗Kǫ → V
is an isomorphism of two-sided vector spaces with induced equivalence Φ, and
φ′ : K(δδ′)−1 ⊗ V ⊗Kǫǫ′ → Kδ′−1 ⊗Kδ−1 ⊗ V ⊗Kǫ ⊗Kǫ′
is the canonical isomorphism with induced equivalence Φ′.
Then the diagram
P(Kδ−1 ⊗ V ⊗Kǫ)
Φ
→ P(V )
Tδ′,ǫ′
y yTδ′,ǫ′
P(Kδ′−1 ⊗ (Kδ−1 ⊗ V ⊗Kǫ)⊗Kǫ′)→P(Kδ′−1 ⊗ V ⊗Kǫ′)
whose bottom horizontal is induced by Kδ′−1 ⊗ φ⊗Kǫ′ , and the diagram
P(V )
Tδ,ǫ
→ P(Kδ−1 ⊗ V ⊗Kǫ)
Tδδ′ ,ǫǫ′
y yTδ′,ǫ′
P(K(δδ′)−1 ⊗ V ⊗Kǫǫ′)→
Φ′
P(Kδ′−1 ⊗Kδ−1 ⊗ V ⊗Kǫ ⊗Kǫ′)
commutes up to isomorphism.
5. Classification of noncommutative projective lines
Our goal in this section is to classify noncommutative projective lines up to k-
linear equivalence. We first introduce notation that will be employed in this section.
We let π, ω and τ denote the usual quotient, section, and torsion functors associated
to S(V ), we let Pi := eiS(V ), we let Pi := πPi, and we let H denote the Z-algebra
with
Hij = HomGrS(V )(Pj , Pi)
and with multiplication induced by composition. It is straightforward to check that
the map
fij : S(V )ij → HomGrS(V )(Pj , Pi)
defined by sending x to the function sending ej to x induces an isomorphism of
Z-algebras f : S(V )→ H . We let A denote the Z-algebra with
Aij = HomProjS(V )(Pj ,Pi)
and with multiplication induced by composition. Finally, we let gij : Hij → Aij be
the map induced by the functor π. Primed versions of this notation correspond to
the analogous constructions with W in place of V .
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We give Hij a two-sided vector space structure through the map f and we give
Aij a two-sided vector space structure through the map gf . A similar remark holds
for primed objects.
Lemma 5.1. The map of Z-algebras g : H → A is a K-algebra isomorphism. In
particular, for any i, j ∈ Z, S(V )ij and Aij are isomorphic two-sided vector spaces
over K.
Proof. By the naturality of the unit map ηi : Pi → ωπPi, the diagram
HomGrS(V )(Pj , Pi) → HomProjS(V )(Pj ,Pi)y y
HomGrS(V )(Pj , ωπPi)
=
→HomGrS(V )(Pj , ωπPi)
whose left vertical is induced by ηi, whose right vertical is induced by adjointness,
and whose top horizontal is induced by π, commutes. Since the verticals and bottom
horizontal are isomorphisms by Lemma 3.11, so is the top horizontal, whence the
result. 
Theorem 5.2. Suppose F : P(V ) → P(W ) is a k-linear equivalence. Then there
is an associated i ∈ Z and an associated sequence τ = {τm}m∈Z in Gal(K/k), such
that there is a K-algebra isomorphism
h : A → A′(i)τ .
Furthermore, if F is naturally equivalent to G and G has associated integer j and
sequence σ, then j = i and σ = τ .
If char k 6= 2, then τ is 2-periodic.
Proof. By Theorem 3.14, Lemma 3.15 and Lemma 3.16, for any j ∈ Z, F (Pj) ∼= P
′
l
for some l ∈ Z. In particular, F (P0) ∼= P ′i for some i ∈ Z, and this i is unique by
Corollary 3.12. Furthermore, since F induces a k-linear isomorphism
HomProjS(V )(Pj ,P0)→ HomProjS(W )(P
′
l ,P
′
i),
we conclude, by Lemma 5.1, that l = i+ j. For each j ∈ Z, choose an isomorphism
θj : F (Pj)→ P ′i+j . Then, for all l, j ∈ Z, the composition tlj defined by:
Alj = HomProjS(V )(Pj ,Pl) → HomProjS(W )(FPj , FPl)
→ HomProjS(W )(P
′
i+j ,P
′
i+l)
= A′i+l,i+j
whose first arrow is induced by F and whose second arrow is induced by the iso-
morphisms θj and θl, is a k-linear isomorphism.
For each j ∈ Z there exists a unique bijection τj making the diagram
Ajj
tjj
−→A′i+j,i+j
gjjfjj
x xg′i+j,i+jf ′i+j,i+j
K
τj
−→ K
commute. Since f , g, f ′, g′ and t are k-linear isomorphisms which respect multipli-
cation, the bottom horizontal is a k-linear isomorphism of K onto K which respects
multiplication, i.e. τj ∈ Gal(K/k).
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If a ∈ K and x ∈ Alj , we have
tlj(a · x) = tlj(gllfll(a)x)
= θlF (gllfll(a)x)θ
−1
j
= θlF (gllfll(a))F (x)θ
−1
j
= θlF (gllfll(a))θ
−1
l θlF (x)θ
−1
j
= g′i+l,i+lf
′
i+l,i+l(τl(a))tlj(x)
= τl(a) · tlj(x).
A similar computation establishes the fact that tlj(x · a) = tlj(x) · τj(a).
We claim the map
hlj : Alj → Kτ−1
l
⊗A′i+l,i+j ⊗Kτj
defined by hlj(x) = 1 ⊗ tlj(x) ⊗ 1 is an isomorphism of two-sided vector spaces.
For, if a ∈ K,
hlj(a · x) = 1⊗ tlj(a · x) ⊗ 1
= 1⊗ τl(a) · tlj(x)⊗ 1
= a · (1⊗ tlj(x) ⊗ 1)
= a · hlj(x).
A similar computation shows that hlj is compatible with right multiplication by K.
The fact that hlj is onto and compatible with addition is clear, and the fact that
hlj is one-to-one follows by comparing k-dimension. This establishes the claim.
Next we show that h is a morphism of Z-algebras. In particular, we need to
prove that h is compatible with multiplication. To this end, it suffices to prove
that, for all l, j, k ∈ Z, and for any x ∈ Alj and y ∈ Ajk,
tlk(xy) = tlj(x)tjk(y).
We compute:
tlk(xy) = θlF (xy)θ
−1
k
= θlF (x)F (y)θ
−1
k
= θlF (x)θ
−1
j θjF (y)θ
−1
k
= tlj(x)tkj(y).
To complete the proof of the first part of the result, we must show that if
G : P(V ) → P(W ) is another k-linear equivalence with associated sequence of au-
tomorphisms σ and associated shift by j, then F naturally equivalent to G implies
j = i and σ = τ . The proof will show that the automorphisms τi in the statement
of the theorem are independent of choice of θi. The fact that j = i follows from
Corollary 3.12.
To prove that σ = τ , we must show that the diagram
(5-1)
HomP(V )(Pj ,Pj)
F
→HomP(W )(FPj , FPj)
G
y y
HomP(W )(GPj , GPj)→HomP(W )(P
′
j+i,P
′
j+i)
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whose right vertical is induced by an isomorphism θj : FPj → P ′j+i and whose
bottom horizontal is induced by an isomorphism γj : GPj → P ′j+i, commutes.
It is elementary to check that the diagram
HomP(V )(Pj ,Pj)
F
→HomP(W )(FPj, FPj)
=
y y
HomP(V )(Pj ,Pj)→
G
HomP(W )(GPj , GPj)
whose right vertical is induced by an equivalence F → G, commutes. Therefore, to
show that (5-1) commutes, it suffices to show that the diagram
(5-2)
HomP(W )(GPj , GPj)→HomP(W )(FPj , FPj)y y
HomP(W )(P
′
j+i,P
′
j+i)→=
HomP(W )(P
′
j+i,P
′
j+i)
whose left vertical is induced by γ, whose right vertical is induced by θ and whose
top horizontal is induced by the equivalence η : F → G, commutes. To prove
this, let x be an element of the upper left corner of (5-2). Then, via the upper
route of (5-2), x goes to θjη
−1xηθ−1j , while via the lower route, it goes to γjxγ
−1
j .
Therefore, to complete the proof, we must show that x = γj
−1θjη
−1xηθ−1j γj . But
ηθ−1j γj ∈ HomP(W )(GPj , GPj), and HomP(W )(GPj , GPj)
∼= K by Lemma 5.1,
which is abelian under composition. The first part of the theorem follows.
We complete the proof of the theorem by checking that if chark 6= 2, then τ
is 2-periodic. Let τ−1 denote the sequence {τ−1i }i∈Z and note that there is an
isomorphism of Z-algebras over K given by the composition
S(V )τ−1 → Aτ−1 → A
′(i)→ S(W )(i)
whose first and third arrows are induced by the isomorphism gf and (g′f ′)−1 de-
fined at the beginning of this section and whose second arrow is induced by the
isomorphism h. Therefore, the result follows from Proposition 4.6 in light of the
fact that S(W )(i) = S(W i∗). 
Corollary 5.3. If F : P(V ) → P(W ) is a k-linear equivalence, then there exists
δ, ǫ ∈ Gal(K/k) such that
V ∼= Kδ ⊗W ⊗Kǫ,
or
V ∼= Kδ ⊗W
∗ ⊗Kǫ.
Proof. Let h : A → A′(i)τ be the Z-algebra isomorphism over K constructed in
Theorem 5.2. It follows from Lemma 5.1 that h01 induces an isomorphism of two-
sided vector spaces
V → Kτ−1
0
⊗A′i,i+1 ⊗Kτ1 .
Again by Lemma 5.1, A′i,i+1 is isomorphic to eitherW orW ∗ depending on whether
i is even or odd. 
The converse of Corollary 5.3 holds as well, thanks to results in [10].
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Proposition 5.4. [10] If there exist δ, ǫ ∈ Gal(K/k) with the property that either
V ∼= Kδ ⊗W ⊗Kǫ,
or
V ∼= Kδ ⊗W
∗ ⊗Kǫ,
then there is a k-linear equivalence P(V )→ P(W ).
Proof. The fact that there is a k-linear equivalence P(W )→ P(W ∗) follows from [10,
Lemma 4.2] and the fact that there is a k-linear equivalence P(W )→ P(Kδ⊗W⊗Kǫ)
follows from the comments after the proof of [10, Theorem 4.2]. 
Combining our results with Lemma 2.1, we obtain the following result, which
invokes notation defined in the introduction.
Theorem 5.5. Suppose chark 6= 2 and suppose that Vi is a rank 2 two-sided vector
space for i = 1, 2. Then there is a k-linear equivalence P(V1) → P(V2) if and only
if
(1) there exists σi ∈ Gal(K/k) such that Vi ∼= Kσi ⊕Kσi . In this case, P(Vi)
is equivalent to the commutative projective line over K.
(2) There exists σi, τi ∈ Gal(K/k), with σi 6= τi, Vi ∼= Kσi ⊕ Kτi and un-
der the (right) action of Gal(K/k)
2
on itself defined by (σ, τ) · (δ, ǫ) :=
(δ−1σǫ, δ−1τǫ) the orbit of (σ1, τ1) contains an element of the set
{(σ2, τ2), (σ
−1
2 , τ
−1
2 ), (τ2, σ2), (τ
−1
2 , σ
−1
2 )}.
(3) Vi ∼= V (λi), and under the action of Gal(K/k)
2
on Λ(K) defined by λG ·
(δ, ǫ) := (δ
−1
λǫ)G, the orbit of λG1 contains either λ
G
2 or µ2 := (λ2)
−1|K .
Proof. By Lemma 2.1, there are three possibilities for V1. If there exists σ1 ∈
Gal(K/k) such that V1 ∼= Kσ1⊕Kσ1 or there exist σ1, τ1 ∈ Gal(K/k), with σ1 6= τ1
and V1 ∼= Kσ1 ⊕Kτ1, the result follows from Corollary 5.3 for the forward direction
and Proposition 5.4 for the backward direction, in light of the fact that for σ, τ ∈
Gal(K/k), Kσ ∼= Kτ if and only if σ = τ .
Now suppose V1 ∼= V (λ1) for some embedding λ1 : K → K. If there is an
equivalence P(V1)→ P(V2), then, by Corollary 5.3, V2 is simple so that V2 ∼= V (λ2)
and there exist δ, ǫ ∈ Gal(K/k) such that either Kδ−1 ⊗ V (λ1) ⊗ Kǫ ∼= V (λ2) or
Kδ−1 ⊗ V (λ1) ⊗Kǫ ∼= V (µ2), where in the second case we have used [5, Theorem
3.13]. It follows from Lemma 2.2 that either λG2 = (δ
−1
λ1ǫ)
G or µG2 = (δ
−1
λ1ǫ)
G.
The proof of the converse is similar but uses Proposition 5.4 and we omit the
details. 
We will need the following sharpening of Theorem 5.2 to prove Theorem 6.7.
Proposition 5.6. Suppose chark 6= 2. The isomorphism h from Theorem 5.2 can
be chosen so that the composition
ψ : S(Kτ0 ⊗ V ⊗Kτ−1
1
)→ S(V )τ−1 → S(W )(i)
γ
→ S(W i∗)
whose first map is the isomorphism constructed in Lemma 4.7, whose second map
is induced by h, and whose third arrow is the map (2-2), is an isomorphism
S(Kτ0 ⊗ V ⊗Kτ−1
1
)→ S(W i∗)
induced by an isomorphism of two-sided vector spaces Kτ0 ⊗ V ⊗Kτ−1
1
→W i∗.
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Proof. The isomorphism h from Theorem 5.2, and hence ψ, depends on the choice
of isomorphisms θj : FPj → P ′i+j for all j ∈ Z. Given an initial choice of θj ’s, we
describe a modification of these choices producing an isomorphism
ψ′ : S(Kτ0 ⊗ V ⊗Kτ−1
1
)→ S(W i∗)
induced by an isomorphism of two-sided vector spaces Kτ0 ⊗ V ⊗Kτ−1
1
→W i∗.
By definition, the map ψ is an isomorphism of noncommutative symmetric al-
gebras over K. By Corollary 2.9, ψ12 = (ψ
−1
01 )
∗µa, where µa denotes right mul-
tiplication by a nonzero a ∈ K. On the one hand, if x ∈ V ∗, then, identifying
Kτ1 ⊗ V
∗ ⊗Kτ−1
0
with (Kτ0 ⊗ V ⊗Kτ−1
1
)∗, we have
(5-3) ψ12(1⊗ x⊗ 1) = (ψ
−1
01 )
∗(1⊗ x⊗ 1 · a).
On the other hand, if xµ : P2 → P1 denotes left multiplication by x, then
(5-4) ψ12(1⊗ x⊗ 1) = γ12(g
′f ′)−1(θ1F (π(xµ))θ
−1
2 ).
We let θ′2 = µaθ2. Then (θ
′
2)
−1 = θ−12 µa−1 , and so
γ12(g
′f ′)−1(θ1F (π(xµ))θ
′
2
−1
) = γ12(g
′f ′)−1(θ1F (π(xµ))θ
−1
2 · a
−1)
= γ12(g
′f ′)−1(θ1F (π(xµ))θ
−1
2 ) · a
−1
= ((ψ−101 )
∗(1⊗ x⊗ 1 · a)) · a−1
= (ψ−101 )
∗(1⊗ x⊗ 1)
where the third equality follows from (5-4) and (5-3).
Continuing inductively, we define, for j > 1, θ′j such that
ψ′j,j+1 =
{
ψj∗01 if j is even
(ψ−101 )
j∗ if i is odd.
A similar argument, employing Corollary 2.7 in lieu of Corollary 2.9, allows us to
define, for j < 0, θ′j such that
ψ′j,j+1 =
{
ψj∗01 if j is even
(ψ−101 )
j∗ if i is odd.

6. Classification of equivalences
The goal of this section, realized in Theorem 6.9, is to classify equivalences
between noncommutative projective lines.
Throughout this section, we will employ the following notation: F : P(V ) →
P(W ) will denote a k-linear equivalence, τ = {τi} will denote the associated se-
quence of automorphisms from Theorem 5.2, and τ−1 will denote the sequence
{τ−1i }. As in Section 5, we will let Pi := eiS(V ), Pi := πPi, P
′
i := eiS(W ) and
P ′i := πP
′
i .
We let the functor
Γ : P(V )→ GrA
be defined on objects by Γ(M) := ⊕j∈ZHomP(V )(Pj ,M), with graded module
structure induced by composition. We let
Ψ : GrS(V )→ GrA
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denote the equivalence induced by the isomorphism gf : S(V ) → A, where f :
S(V )→ H and g : H → A are isomorphisms defined at the beginning of Section 5.
We let Ψτ : GrS(V )τ → GrAτ denote the induced equivalence, we let Ψ−1 : GrA →
GrS(V ) denote the equivalence induced by (gf)−1 : A → S(V ), and we let Ψ−1τ
denote the equivalence induced by Ψ−1. We define
π : GrA → P(V )
to be the composition πΨ−1, and we define
∆ : GrAτ−1 → GrA
′(i)
be the functor induced by the isomorphism h defined in Theorem 5.2. Finally, we
let
∆′ : GrS(V )τ−1 → GrS(W )(i)
be the functor induced by the composition
S(V )τ−1 → Aτ−1 → A
′(i)→ S(W )(i)
whose first and third arrows are induced by the isomorphism gf and (g′f ′)−1 defined
at the beginning of Section 5 and whose second arrow is induced by the isomorphism
h constructed in Theorem 5.2. We will abuse notation by letting ∆′ also denote
the induced equivalence ProjS(V )τ−1 → ProjS(W )(i).
We will sometimes abuse notation by using identical notation when replacing V
by W and A by A′ when there is no chance of confusion.
Lemma 6.1. The diagram of functors
GrS(V )
Ψ
→GrA
ω
x xΓ
P(V ) →
=
P(V )
commutes up to natural equivalence.
Proof. We need to prove that there is an isomorphism of functors Γ→ Ψω. LetM
be an object in P(V ). We define a function ηM : Γ(M)→ ΨωM by the composition
Γ(M)i = HomP(V )(Pi,M)
∼= HomGrS(V )(Pi, ωM)
∼= (ωM)i
= (ΨωM)i
whose second map is induced by adjointness of π and ω, and whose third map is
evaluation at 1 ∈ S(V )ii. The proof that this map is natural inM is straightforward
and omitted. Thus, to show that η is a natural isomorphism, it remains to check
that for all i, j ∈ Z, the diagram
(6-1)
Γ(M)i ⊗Aij → Γ(M)j
η
y yη
Ψ(ωM)i ⊗Aij→Ψ(ωM)j
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whose horizontals are multiplication, commutes. To this end, suppose s ∈ Γ(M)i
and xij ∈ S(V )ij . We compute the image of s⊗ gf(xij) ∈ Γ(M)i⊗Aij via the two
routes of (6-1). Via the upper route, we end up with the element
ωsωπ(xijµ)ηj(1)
where ηj : Pj → ωπPj is the unit map and xijµ : Pj → Pi denotes left multiplication
by xij . If we map s⊗gf(xij) via the lower route, we obtain (ωsηi(1)) ·xij , where ηi
is defined analogously to ηj . Thus, since ηi is compatible with right S(V )-module
multiplication, it suffices to prove that
ωπ(xijµ)ηj(1) = ηi(xij).
This equality follows from the naturality of the unit of an adjoint pair. 
It follows from Lemma 6.1 that
(6-2) πΓ ∼= idP(V ).
We omit the routine verification of the following
Lemma 6.2. The diagram of functors
GrS(V )
Ψ
→ GrA
Tτ
y yTτ
GrS(V )τ→
Ψτ
GrAτ
commutes exactly.
Proposition 6.3. The diagram
GrA
Tτ−1→ GrAτ−1
∆
→GrA′(i)
Γ
x x[i]
P(V ) →
F
P(W ) →
Γ
GrA′
commutes up to natural equivalence of functors.
Proof. Let M be an object in P(V ). We define an isomorphism
(6-3) ηM : ∆Tτ−1ΓM→ (ΓFM)[i]
in GrA′(i), and we show that η is natural in M.
We begin by noting that (∆Tτ−1ΓM)l = HomP(V )(Pl,M)⊗Kτ−1
l
. On the other
hand, (ΓFM)[i]l = HomP(W )(P
′
i+l, FM), so that in order to define an isomorphism
(6-3), we must first define an abelian group isomorphism
(ηM)l : HomP(V )(Pl,M)⊗Kτ−1
l
→ HomP(W )(P
′
i+l, FM)
and prove that this isomorphism is natural in M and respects A′(i)-module multi-
plication.
We define (ηM)l as the composition
HomP(V )(Pl,M)⊗Kτ−1
l
→ HomP(V )(Pl,M)
F
→ HomP(W )(FPl, FM)
→ HomP(W )(P
′
i+l, FM)
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whose first arrow is induced by the assignment m ⊗ a 7→ m · a and whose last
arrow is induced by the map θl : FPl → P ′i+l chosen in the proof of Theorem 5.2.
The fact that (ηM)l is an abelian group isomorphism which is natural in M is
straightforward and the verification is omitted.
We proceed to check that η is compatible with A′(i)-module multiplication. Let
m ∈ HomP(V )(Pl,M) and let y ∈ A
′
i+l,i+j . Let x ∈ Alj be such that y = tlj(x),
where t : A → A′(i) is the map defined in the proof of Theorem 5.2. Then,
as the reader can check, the proof of compatibility will follow from the fact that
F (m)F (x)θ−1j = F (m)θ
−1
l y. Therefore, it suffices to check that θlF (x)θ
−1
j = tlj(x).
This last equality follows from the definition of t and the proof follows. 
Corollary 6.4. There is an isomorphism
F ∼= π[−i]∆Tτ−1Γ.
Proof. By Proposition 6.3, there is an equivalence ΓF ∼= [−i]∆Tτ−1Γ. The result
follows by applying π to the left-hand side of the equation and invoking (6-2). 
Proposition 6.5. There is an isomorphism F ∼= π[−i]∆′Tτ−1ωS(V ).
Proof. We show that the diagram
GrS(V )τ−1
Ψ
τ−1→ GrAτ−1
∆
→GrA′(i)→ GrS(W )(i)
T
τ−1
x xTτ−1 y[−i] y[−i]
GrS(V ) →
Ψ
GrA GrA′
Ψ−1
→ GrS(W )
ω
x xΓ πy yπ
P(V ) →
=
P(V ) →
F
P(W ) →
=
P(W )
whose upper right arrow is induced by Ψ−1, commutes up to natural equivalence.
The bottom left square commutes by Lemma 6.1, the top left square commutes by
Lemma 6.2, the central rectangle commutes by Corollary 6.4, the upper right square
commutes by definition, and the bottom right square commutes by the definition
of π. The result follows from the fact that the top row equals the functor ∆′. 
Corollary 6.6. The diagram
(6-4)
P(V )
F
→ P(W )
T
τ−1
y x[−i]
ProjS(V )τ−1→
∆′
ProjS(W )(i)
commutes up to natural equivalence.
Proof. The result follows from Proposition 6.5 and [23, Lemma 3.1(1)]. We leave
the details of the straightforward proof to the reader. 
The next result follows directly from Corollary 6.6 and Proposition 5.6.
Theorem 6.7. Suppose char k 6= 2. There exists δ, ǫ ∈ Gal(K/k), i ∈ Z and an
equivalence
Φ : P(Kδ−1 ⊗ V ⊗Kǫ)→ P(W
i∗)
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induced by an isomorphism of two-sided vector spaces φ : Kδ−1 ⊗ V ⊗ Kǫ → W
i∗
such that the diagram
(6-5)
P(V )
F
→ P(W )
Tδ,ǫ
y x[−i]
P(Kδ−1 ⊗ V ⊗Kǫ)→
Φ
P(W i∗)
commutes up to natural equivalence.
We next prove that the integer i and the automorphisms δ, ǫ ∈ Gal(K/k) from
Theorem 6.7 are unique up to natural equivalence, and we explore the dependence
of the equivalence Φ on F from Theorem 6.7.
Proposition 6.8. Retain the notation and hypotheses from Theorem 6.7. The
integer i, δ, and ǫ are unique up to natural equivalence.
Proof. First, suppose [−i]Φ1Tδ1,ǫ1 ∼= [−j]Φ2Tδ2,ǫ2 . By Lemma 4.2(1), Lemma 4.8(1)
and Lemma 4.1, the left-hand side takes Pl to P ′l+i, while the right-hand side takes
Pl to P ′l+j . Therefore i = j by Corollary 3.12.
Next, we must show that δ1 = δ2 and ǫ1 = ǫ2. To accomplish this, we show
that if F = ΦTδ,ǫ where Φ is induced by an isomorphism of two-sided vector spaces
φ : V →W , then the sequence τ associated to F by Theorem 5.2 is
τi =
{
δ−1 if i is even
ǫ−1 if i is odd.
The result will then follow from Theorem 5.2. By Lemma 4.2(1) and Lemma 4.8(1),
the integer i in Theorem 5.2 is 0. After some preliminary steps, we will compute
tjj : Ajj → A
′
jj where t is defined in the proof of Theorem 5.2, and will use this
computation to determine the sequence τ . Throughout the proof we let T = Tδ,ǫ,
we let
ζi =
{
δ if i is even
ǫ if i is odd,
we let U = Kδ−1 ⊗ V ⊗ Kǫ, we let Qi = eiS(U) and we let Qi = πQi. By
Lemma 4.2(1) and Lemma 4.8(1), there exist isomorphisms h1 : ΦQi → P ′i and
h2 : TPi → Qi.
Step 1: We note that the diagram
HomP(U)(TPi, TPi)
Φ
→HomP(W )(ΦTPi,ΦTPi)→HomP(W )(ΦQi,ΦQi)y y
HomP(U)(Qi,Qi) →
Φ
HomP(W )(ΦQi,ΦQi) → HomP(W )(P
′
i,P
′
i)
whose left vertical is induced by h2, whose upper right horizontal is induced by h2
and whose bottom right horizontal and right vertical are induced by h1, commutes.
The straightforward verification is left to the reader.
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Step 2: We note that the diagram
HomGrS(U)(Qi, Qi)
Φ
→HomGrS(W )(ΦQi,ΦQi)→HomGrS(W )(P
′
i , P
′
i )
π
y yπ
HomP(U)(Qi,Qi) →
Φ
HomP(W )(ΦQi,ΦQi) → HomP(W )(P
′
i,P
′
i)
whose right horizontal maps are induced by h2, commutes. The routine proof, which
employs Lemma 3.11, is omitted.
Step 3: The diagram
HomGrS(V )(Pi, Pi)
T
→HomGrS(U)(TPi, TPi)→HomGrS(U)(Qi, Qi)
π
y yπ
HomP(V )(Pi,Pi) →
T
HomP(U)(TPi, TPi)→ HomP(U)(Qi,Qi)
whose unlabeled arrows are induced by h2, commutes. The straightforward proof is
similar to the proof of Step 2, and is omitted.
Step 4: Let H denote the algebra described in Section 5. The composition tiiπ :
Hii → A′ii defined in the proof of Theorem 5.2 is equal to the composition
HomGrS(V )(Pi, Pi)
T
→ HomGrS(U)(TPi, TPi)
→ HomGrS(U)(Qi, Qi)
Φ
→ HomGrS(W )(ΦQi,ΦQi)
→ HomGrS(W )(P
′
i , P
′
i )
π
→ HomP(W )(P
′
i,P
′
i)
whose second arrow is induced by h2 and whose fourth arrow is induced by h1. This
follows from Step1, Step 2 and Step 3.
Step 5: We compute τi. Let c ∈ K, and let cµ ∈ HomGrS(V )(Pi, Pi) denote left
multiplication by c. By Step 4, tiiπ(cµ) = π(h1Φ(h2)ΦT (cµ)Φ(h
−1
2 )h
−1
1 ). There-
fore, by the proof of Theorem 5.2,
(6-6) τi(c) = h1Φ(h2)ΦT (cµ)Φ(h
−1
2 )h
−1
1 (1).
We explicitly compute the right-hand side of (6-6). By Lemma 4.2(2) and Lemma
4.8(2), there exist nonzero a, b ∈ K such that (h1)i is left multiplication by a, aµ,
and (h2)i = bµζ
−1
i where bµ denotes left multiplication by b. Recall that Φ doesn’t
change the underlying set of a module or the value of a morphism. Similarly, if
h : M → N is a morphism in GrS(V ), then T (h)i :M ⊗Kζi → N ⊗Kζi is the map
hi ⊗Kζi . It then follows from direct calculation that τi(c) = ζ
−1
i (c) and the result
follows. 
Summarizing our results in this section, we have the following
Theorem 6.9. Suppose chark 6= 2 and let F : P(V ) → P(W ) be a k-linear
equivalence. Up to natural equivalence, there exists a unique i ∈ Z, unique δ, ǫ ∈
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Gal (K/k), and an isomorphism φ : Kδ−1⊗V ⊗Kǫ →W
i∗ inducing an equivalence
Φ : P(Kδ−1 ⊗ V ⊗Kǫ)→ P(W
i∗) such that
F ∼= [−i] ◦ Φ ◦ Tδ,ǫ.
Furthermore, Φ is determined up to inner automorphism in the sense that if Φ′ is
induced by φ′ : Kδ−1 ⊗ V ⊗Kǫ → W
i∗ , then Φ is naturally equivalent to Φ′ if and
only if there exist nonzero a, b ∈ K such that φ′φ−1(w) = a · w · b for all w ∈ W i∗.
Proof. The existence of the factorization of F follows from Theorem 6.7, the unique-
ness of i, δ, and ǫ follow from Proposition 6.8, and the classification of possible Φ
follows from Lemma 4.3(2) and Lemma 4.5. 
7. Automorphism groups of noncommutative projective lines
For the readers convenience we recall the following notation from the introduc-
tion: We define the automorphism group of P(V ), denoted AutP(V ), to be the set
of k-linear shift-free equivalences P(V ) → P(V ) modulo natural equivalence, with
composition induced by composition of functors. Let StabV denote the subgroup
of Gal (K/k)2 consisting of (δ, ǫ) such that Kδ−1 ⊗ V ⊗ Kǫ ∼= V and let Aut V
denote the set of two-sided vector spaces isomorphisms V → V modulo the relation
defined by setting φ′ ≡ φ if and only if there exist nonzero a, b ∈ K such that
φ′φ−1(v) = a · v · b for all v ∈ V . Our goal in this section, realized in Theorem 7.4,
is to compute AutP(V ).
In this section we will assume char k 6= 2 so that we may employ a divide-and-
conquer strategy using the cases in Lemma 2.1. We advise the reader to recall
the definition of V (λ) and K(λ) introduced after the statement of Theorem 1.1
from the introduction. We also introduce the following notation: if δ ∈ Gal(K/k)
and γ ∈ Emb(K), we let δK ∨ γ(K)γ denote the two-sided vector space over K
with underlying set K ∨ γ(K) and K-action defined by a · v · b := avγ(b). Thus,
1K ∨ λ(K)λ = V (λ).
Proposition 7.1. If (δ, ǫ) ∈ StabV then there exists a canonical isomorphism
ψδ,ǫ : V → Kδ−1 ⊗ V ⊗Kǫ.
Therefore, there is a canonical bijection AutP(V )→ AutV × StabV .
Proof. We prove the first part in three cases corresponding to the structure of V
according to Lemma 2.1.
First, suppose there exists a σ ∈ Gal(K/k) such that V = Kσ ⊕Kσ. The fact
that (δ, ǫ) ∈ StabV then implies that ǫ = σ−1δσ, and it is thus straightforward to
check that the map
ψδ,ǫ : V → Kδ−1 ⊗ V ⊗Kǫ
defined by (a, b) 7→ 1⊗ (δ(a), δ(b))⊗1 is an isomorphism of two-sided vector spaces.
Next, suppose there exist σ, τ ∈ Gal(K/k) such that σ 6= τ and V = Kσ⊕Kτ , and
suppose (δ, ǫ) ∈ StabV . There are two possibilities. If δ−1σǫ = σ and δ−1τǫ = τ ,
then ǫ = σ−1δσ = τ−1δτ , and the map
ψδ,ǫ : V → Kδ−1 ⊗ V ⊗Kǫ
defined by (a, b) 7→ 1⊗ (δ(a), δ(b))⊗1 is an isomorphism of two-sided vector spaces.
If δ−1σǫ = τ and δ−1τǫ = σ, then ǫ = τ−1δσ = σ−1δτ , and the map
ψδ,ǫ : V → Kδ−1 ⊗ V ⊗Kǫ
38 A. NYMAN
defined by (a, b) 7→ 1⊗ (δ(b), δ(a))⊗1 is an isomorphism of two-sided vector spaces.
Finally, suppose V = 1K ∨ λ(K)λ. Suppose, further, that (δ, ǫ) ∈ StabV . It
follows from Lemma 2.2 that γ−1λǫ ∈ λG for some extension γ of δ. Therefore,
there exists an extension δ of δ such that δ
−1
λǫ = λ. We claim that δ|K(λ) is a
k-linear automorphism of K(λ) and that if δ
′
is another extension of δ with the
property that (δ
′
)−1λǫ = λ then δ
′
|K(λ) = δ|K(λ). To prove the claims, let a ∈ K
be such that K = k[a]. Then λ(a) is not in K, and every element of K(λ) can be
written uniquely in the form f(a) + g(a)λ(a) for some f, g ∈ k[x]. We have
δ(f(a) + g(a)λ(a)) = f(δ(a)) + g(δ(a))δ(λ(a))
= f(δ(a)) + g(δ(a))λ(ǫ(a)) ∈ K(λ).
The first claim follows immediately, while the second claim follows from the fact
that if the above computation is preformed using δ
′
in place of δ, the same outcome
occurs.
We define ψ : K(λ)→ K(λ) to be the function δ|K(λ) where δ is some extension
of δ such that δ
−1
λǫ = λ.
We next claim that ψ induces an isomorphism of two-sided vector spaces
ψ : 1K ∨ λ(K)λ → δK ∨ λǫ(K)λǫ.
The proof is routine and omitted.
Finally, we claim that δK∨λǫ(K)λǫ is canonically isomorphic to Kδ−1 ⊗V ⊗Kǫ.
To prove the claim, one checks that the function
(7-1) δK ∨ λǫ(K)λǫ → Kδ−1 ⊗ V ⊗Kǫ
defined by sending v to 1 ⊗ v ⊗ 1 is a two-sided vector space isomorphism. We
define ψδ,ǫ to be the composition of (7-1) with ψ.
For the second part of the proposition, we note that if F : P(V )→ P(V ) is a shift-
free k-linear equivalence, then by Theorem 6.9, F ∼= ΦTδ,ǫ, where Φ : P(Kδ−1 ⊗
V ⊗ Kǫ) → P(V ) is induced by an isomorphism of two-sided vector spaces φ :
Kδ−1 ⊗ V ⊗Kǫ → V . We define a function
AutP(V )→ Aut V × StabV
by sending the class of ΦTδ,ǫ to ([φψδ,ǫ], (δ, ǫ)). 
We now turn to the computation of the groups Aut V and StabV .
Lemma 7.2. The group Aut(V ) is the following:
(1) if there exists σ ∈ Gal(K/k) such that V = Kσ ⊕Kσ then
Aut(V ) ∼= PGL2(K),
(2) if there exists σ, τ ∈ Gal(K/k), σ 6= τ and V = Kσ ⊕Kτ then
Aut(V ) ∼= K∗ ×K∗/{(aσ(b), aτ(b))|a, b ∈ K∗}
(3) if V = 1K ∨ λ(K)λ then
Aut(V ) ∼= K(λ)∗/K∗λ(K)∗.
Proof. The result in (1) is elementary. We now prove the result in case there exists
σ, τ ∈ Gal(K/k), σ 6= τ and V = Kσ ⊕ Kτ . In this case, the function K ×K →
HomK⊗kK(Kσ ⊕Kτ ,Kσ ⊕Kτ ) sending (a, b) to aµ⊕ bµ, where aµ : Kσ → Kσ and
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bµ : Kτ → Kτ denote left multiplication by a and b, is a bijection compatible with
multiplication, and the result follows easily from this.
Finally, in case V = 1K ∨ λ(K)λ, it follows from [14, Proposition 3.6] that
the function K(λ) → HomK⊗kK(V, V ) defined by sending a to aµ is a bijection
compatible with multiplication, and the result follows. 
Lemma 7.3. The group Stab(V ) is the following:
(1) if there exists σ ∈ Gal(K/k) such that V = Kσ ⊕Kσ then
Stab(V ) ∼= Gal(K/k),
(2) if there exists σ, τ ∈ Gal(K/k), σ 6= τ , and V = Kσ ⊕Kτ , then
Stab(V ) = {(δ, ǫ) ∈ Gal(K/k)2|{δ−1σǫ, δ−1τǫ} = {σ, τ}}
(3) if V = 1K ∨ λ(K)λ then
Stab(V ) = {(δ, ǫ) ∈ Gal(K/k)2|(δ
−1
λǫ)G = λG}.
Proof. The result in cases (1) and (2) follows from the fact that if σ, σ′ ∈ Gal(K/k),
then Kσ ∼= Kσ′ if and only if σ = σ′. In case (3), the result is an application of
Lemma 2.2. 
In preparation for Theorem 7.4, we define a group homomorphism
θ : Stab(V )op → Aut(Aut(V ))
as follows:
(1) In case σ ∈ Gal(K/k), V = Kσ ⊕Kσ, and (δ, ǫ) ∈ StabV , we define θ(δ, ǫ)
by sending the class of a matrix (aij) to the class of (δ
−1(aij)), i.e. θ(δ, ǫ)
acting on the class of an isomorphism φ equals the class of δ−1φδ, where
δ−1 and δ act coordinate-wise on K2.
(2) In case σ, τ ∈ Gal(K/k), σ 6= τ , V = Kσ ⊕Kτ , and (δ, ǫ) ∈ StabV is such
that δ−1σǫ = σ, we define θ(δ, ǫ) as the element in
Aut(K∗ ×K∗/{(aσ(b), aτ(b))|a, b ∈ K∗})
which sends the class of the pair (c, d) ∈ K∗ ×K∗ to the class of the pair
(δ−1(c), δ−1(d)). In other words, θ(δ, ǫ) acting on the class of an isomor-
phism φ equals the class of δ−1φδ, where δ−1 and δ act coordinate-wise on
K2.
If δ−1σǫ = τ , then we define θ(δ, ǫ) as automorphism sending the class of
(c, d) to the class of (δ−1(d), δ−1(c)). In other words, θ(δ, ǫ) acting on the
class of an isomorphism φ equals the class of υδ−1φδυ, where δ−1 and δ act
coordinate-wise on K2 and υ is the linear transformation that exchanges
the coordinates.
(3) In case V = 1K∨λ(K)λ and (δ, ǫ) ∈ StabV , we define θ(δ, ǫ) as the function
sending the class of c ∈ K(λ)∗ to the class of ψ−1(c), where ψ : K(λ) →
K(λ) is the k-algebra isomorphism defined in Proposition 7.1. Thus, θ(δ, ǫ)
acting on the class of an isomorphism φ equals the class of ψ−1φψ.
It is straightforward to check that the function θ defined above is a group homo-
morphism.
Theorem 7.4. The bijection from Proposition 7.1 induces an isomorphism of
groups AutP(V )→ Aut V ⋊θ StabV op.
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Proof. We describe the product structure on AutP(V ). For i = 1, 2, we have
functors
P(V )
Tδi,ǫi→ P(Kδ−1i
⊗ V ⊗Kǫi)
Φi→ P(V )
where Φi is induced by an isomorphism of two-sided vector spacesKδ−1i
⊗V ⊗Kǫi →
V . We let
Sδ2,ǫ2 : P(Kδ−1
1
⊗ V ⊗Kǫ1)→ P(Kδ−1
2
⊗Kδ−1
1
⊗ V ⊗Kǫ1 ⊗Kǫ2)
denote the twist functor, we let S′ be a left and right adjoint of Sδ2,ǫ2 and we let
Φ˜1 : P(Kδ−1
2
⊗Kδ−1
1
⊗V ⊗Kǫ1 ⊗Kǫ2)→ P(Kδ−1
2
⊗V ⊗Kǫ2) denote the equivalence
induced by Kδ−1
2
⊗ φ1 ⊗Kǫ2 . Then we have
Φ2Tδ2,ǫ2Φ1Tδ1,ǫ1
∼= Φ2Tδ2,ǫ2Φ1S
′Sδ2,ǫ2Tδ1,ǫ1
∼= Φ2Φ˜1Sδ2,ǫ2Tδ1,ǫ1
∼= Φ2Φ˜1Φ
′Tδ1δ2,ǫ1ǫ2
where the second natural equivalence is from the first part of Lemma 4.9, Φ′ is
induced by the canonical isomorphism of two-sided vector spaces
K(δ1δ2)−1 ⊗ V ⊗Kǫ1ǫ2 → Kδ−1
2
⊗Kδ−1
1
⊗ V ⊗Kǫ1 ⊗Kǫ2,
and the third natural equivalence is from the second part of Lemma 4.9. Now,
Φ2Φ˜1Φ
′ is naturally equivalent to the functor induced by the isomorphism of two-
sided vector spaces
K(δ1δ2)−1⊗V⊗Kǫ1ǫ2 → Kδ−1
2
⊗Kδ−1
1
⊗V⊗Kǫ1⊗Kǫ2
K
δ
−1
2
⊗φ1⊗Kǫ2
→ Kδ−1
2
⊗V⊗Kǫ2
φ2
→ V
whose left arrow is canonical. If we call the above composition φ, then under the
bijection from Proposition 7.1,
[Φ2Tδ2,ǫ2 ][Φ1Tδ1,ǫ1 ] 7→ ([φψδ1δ2,ǫ1ǫ2 ], (δ1δ2, ǫ1ǫ2)) ∈ Aut V × StabV.
Therefore, to complete the proof of the theorem, it remains to check that
[φ2ψδ2,ǫ2 ]θδ2,ǫ2([φ1ψδ1,ǫ1 ]) = [φψδ1δ2,ǫ1ǫ2 ]
in Aut(V ). This follows from an explicit case-by-case computation. The straight-
forward details are left to the reader. 
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