In current research and practice, deduplication is usually considered as a deterministic approach in which database tuples are either declared to be duplicates or not. In ambiguous situations, however, it is often not completely clear-cut, which tuples represent the same real-world entity. In deterministic approaches, many realistic possibilities may be ignored, which in turn can lead to false decisions. In this article, we present an indeterministic approach for deduplication by using a probabilistic target model including techniques for proper probabilistic interpretation of similarity matching results. Thus, instead of deciding for one of the most likely situations, all realistic situations are modeled in the resultant data. This approach minimizes the negative impact of false decisions. Moreover, the deduplication process becomes almost fully automatic and human effort can be largely reduced. To increase applicability, we introduce several semi-indeterministic methods that heuristically reduce the set of indeterministically handled decisions in several meaningful ways. We also describe a full-indeterministic method for theoretical and presentational reasons.
INTRODUCTION
In a variety of commercial and scientific situations, for example, in healthcare [Taddei et al. 2008] or bioinformatics [Goble and Stevens 2008] , data from different sources need to be combined. For that reason, data integration [Lenzerini 2002 ] has become an important area of research. Nevertheless, data sets to be integrated may contain duplicates. Working with non-duplicate-free data, however, can do serious economic damage or can lead to incorrect conclusions in scientific applications. Therefore, deduplication [Elmagarmid et al. 2007; Naumann and Herschel 2010] is an important component in an integration process. Due to deficiencies like missing data, typos, data obsolescence or misspellings, real-life data are often incorrect and incomplete. Hence, it often cannot be determined with absolute certainty from the data itself that two or more database tuples belong to the same real-world entity. This principally hinders deduplication and is a crucial source of uncertainty. Most current deduplication approaches acknowledge many kinds of uncertainty and often apply fuzzy matching techniques, but in the end they still are deterministic: finally an absolute decision needs to be taken either by (1) deferring the situation to domain experts (clerical review) which is expensive and time consuming, or (2) choose one of the most likely configurations thereby risking a wrong choice with all consequences this may have.
By using probabilistic target models, however, such determinism is not necessary. Instead any kind of uncertainty arising in duplicate decisions can be accurately modeled in the resultant data. In this way, all significantly likely duplicate mergings find their way into the database, hence any query answer or other derived data will reflect the inherent uncertainty. This concept may protect against negative impact resulting from false duplicate decisions. Moreover, expensive tuning of thresholds and the even more expensive clerical reviews can be avoided. Due to the fact that no decisions are taken (the decisions are handled indeterministically), we denote this concept as an indeterministic deduplication. 1 In traditional deduplication approaches "old" tuples are usually kept around. However, this means that they are stored separately and hence cannot be uniformly queried with the deduplicated relation. This may be very well for applications needing concrete results (whether or not certain), but is not adequate for a lot of other applications as consistent query answering or data mining tasks (see Section 6).
Motivating Example
As an illustration, consider relation R of Figure 1 . All 4 tuples bear some resemblance, so, in theory, there are 15 possible ways to deduplicate this table. By making a few realistic assumptions, however, we can easily reduce this number. For example, it is quite certain that t 4 represents a different entity here. This leaves 4 possible worlds for which the 4th can also be rejected, because it can be realistically argued that the situation where t 1 and t 3 represent the same real-world entity (notation t 1 = id t 3 ) while t 2 is not, cannot be true: For t 1 = id t 3 , two typos each one in the SSN and the lname need to have occurred. Nevertheless, each of these typos individually would have resulted in t 2 . Thus, the depicted three worlds I 1 -I 3 are the only realistic ones.
Typically, fuzzy matching techniques do expose more than one possibility, in our example by assigning significant probabilities to t 1 = id t 3 and t 2 = id t 3 as well. Deterministic deduplication approaches, however, need to defer such ambiguous situations to expensive clerical reviews or simply decide on the most likely situation, which is I 1 in our example. However, only merging t 1 and t 2 (notation μ({t 1 , t 2 })) may be a false decision. By ignoring the other two possibilities, any use of this result or data derived from it may be wrong as well. Moreover, this may go unnoticed for a long time. In contrast to deterministic approaches where always a single world results, by using an indeterministic approach, we are able to maintain all three realistic database instances I 1 , I 2 and I 3 .
Contribution
Although data integration is regarded as an important application area for probabilistic databases, much work focuses on modeling the uncertainty in schema matching [Dong et al. 2009] or in the merge result of conflicting tuples [Tseng et al. 1993 ]. Modeling the uncertainty around possible duplicate representations, is much less researched. Exceptions can be found in Beskales et al. [2009] , and Ioannou et al. [2010] . Both approaches store the probabilistic result in a special data model. Beskales et al. [2009] embrace the concept of indeterministic deduplication for data cleaning. They define a tailor-made data model that is restricted if the data should be further processed such as in subsequent integration steps. Ioannou et al. [2010] produce indeterministic deduplication results at query time by processing the entity data along with probabilistic linkages both stored in a probabilistic linkage database.
In general, deduplication is required in many application areas and hence the resultant data should be further processed in a variety of ways. Using a tailor-made data model, however, is usually too specific to cover all these ways. For that reason, we propose to model ambiguous situations within the possible world semantics and store the resultant data using a traditional probabilistic databases like Trio [Benjelloun et al. 2006] or MayBMS [Koch 2009 ]. In this way, the resultant data are modeled in a more general fashion and we benefit from the strong querying power supported by these databases, which has been extensively studied in the past.
Our approach is, in essence, a generic graph-based process that starts from a graph representing matching similarities and that results in a set of graphs representing multiple possible worlds that are subsequently stored in a probabilistic database. Due to the inherent complexity of a full-indeterministic approach (an approach in which each uncertain decision is handled indeterministically) is usually not manageable, we introduce some semi-indeterministic methodes which reduce the volume of resultant uncertain data to a manageable size making the indeterministic deduplication feasible in practice. Moreover, we present techniques for probabilistic interpretation of similarity matching results. Although our approach is generic, the final step of modeling the resultant uncertainty in probabilistic data depends on the used probabilistic data model. In this article, we use the ULDB model from the Trio database as a representative, but using another model, for example, MayBMS, is also possible.
Outline
The article is structured as follows. First, we examine related work in Section 2. Then, we discuss deterministic techniques for deduplication (Section 3.1), outline probabilistic data models (especially, the ULDB model) and show how data lineage can be used to faithfully model tuple dependencies (Section 3.2). In Sections 4 and 5, we propose our indeterministic approach. This is done by first clarifying the problem, then presenting a theoretical full-indeterministic method, which is finally refined to several semi-indeterministic methods. Moreover, we discuss sources of matching probabilities. In Section 6, we consider querying indeterministic deduplication results. Finally, in Section 7, we show by some experiments on a real data set how efficient and effective our approach can be if semi-indeterministic methods are used. Section 8 concludes the article and gives an outlook on future research. 
RELATED WORK
In general, duplicate detection is already handled in several works (for overviews, see Elmagarmid et al. [2007] , Naumann and Herschel [2010] , and Talburt [2011] ). However, even though in the most of these works uncertainty in tuple matching is considered by using different measures of similarity, the decision whether two tuples are duplicates or not is always made in a deterministic way.
There are several approaches using probabilistic data models for handling uncertainties in tuple merging. In de Keijzer and van Keulen [2008] , a semi-structured probabilistic model is used for handling ambiguities in deduplication of XML data. Tseng et al. [1993] already used probabilistic values to resolve conflicts between two or more certain relational values. None of the studies, however, handle the uncertainty of duplicate decisions in detecting relational duplicates.
A probabilistic handling of uncertain duplicate decisions is proposed by Beskales et al. [2009] . In this approach, deduplication is considered as a data cleaning task and uncertainty in duplicate decisions is handled by using a set of possible repairs. In contrast to our graph-based approach using the possible world semantics, the authors restrict to hierarchical tuple clusterings. Thus, our approach is more general, which can be specialized to the hierarchical clustering approach by using an HC-restriction (see Section 5.3). Moreover, for representing possible repairs, Beskales et al. [2009] define a new and specific uncertain data model. In contrast, since our approach is based on the possible world semantics, several existing traditional probabilistic data model as ULDB or MayBMS can be used. As we think, this increases the reusability of the resultant data, especially if deduplication is considered as a step in a data integration process.
Another indeterministic approach was introduced in Ioannou et al. [2010] . Based on linkage information, Ioannou et al. [2010] decide at query time (on the fly) which of the query-relevant tuples are duplicates and have to be merged. Although, this and our approach are similar to a large extent, there are quite some differences: First, Ioannou et al. [2010] use their own probabilistic data model (called probabilistic linkage database) that supports only simple queries with projections and selections. In contrast, our approach is based on the usage of traditional probabilistic databases for which efficient querying is already researched in an exhaustive way [Dalvi and Suciu 2007; Koch 2008] . Thus, complex queries with joins, grouping, aggregations, subqueries etc. can be efficiently performed on the resultant data (see Section 6). Moreover, using a linkage database or using a traditional probabilistic database results in two fundamental different approaches for handling uncertain decisions in deduplication. Ioannou et al. [2010] perform an offline tuple matching, store the most uncertain duplicate decisions (linkages) for single tuple pairs persistently in their special database and finally perform the possible world creation at query time. In contrast, similar to Beskales et al. [2009] , we do not store the uncertain tuple matching results persistently, but immediately perform the possible world creation on the given tuple matchings and finally store the resultant worlds in a probabilistic database. Thus, in the approach of Ioannou et al. [2010] , queries are applied to stored linkages, and in our approach, queries are applied to stored possible worlds.
Furthermore, in their on-the-fly entity-aware query processing only a small number of linkages exists. Since in reality for a lot of tuple pairs a nonlinkage (probability of 0) cannot be taken with absolute certainty, we understand their approach in the way that they only consider linkages with high probability and then perform the transitive closure of them for creating factors. This guarantees that factors are always very small, which makes the querying efficient, but also poses two kinds of problems: (1) they cannot ensure that always the most probable worlds result and (2) they disregard negative information (certain non-duplicate decisions), which makes the result more inaccurate and which makes an introduction of negative expertise during the initially offline performed linkage creation impossible. For an illustration of these drawbacks, we include an example in Appendix A.
Finally, Ioannou et al. do not discuss the sources of their linkage probabilities as we will do in Section 5.2. On the other hand, they consider uncertainty on data level from which we currently abstract.
BACKGROUND
Due to it is required background for our proposed approach, we shortly present deterministic deduplication and probabilistic data models, especially, the ULDB model.
Deterministic Deduplication
Traditional approaches for deterministic deduplication are based on pairwise tuple comparisons and consist of four main phases [Naumann and Herschel 2010] [Elmagarmid et al. 2007 ] are based on probability theory [Fellegi and Sunter 1969; Newcombe et al. 1959] , identification rules [Hernández and Stolfo 1995; Wang and Madnick 1989] , distance measures [Koudas et al. 2004] or learning techniques [Ravikumar and Cohen 2004] . In general, the decision whether a tuple pair (t i , t j ) is a match or an unmatch can be decomposed into two steps (see Figure 2 ). In the tuple matching step (Step 1), based on the comparison vector a single similarity degree sim(t i , t j ) is determined by a matching function:
In the classification step (
Step 2), based on the similarity sim(t i , t j ) the tuple pair is assigned to M or U. To minimize the number of uncertain decisions, in most approaches a third set of possibly matching tuples (P) is intermediately introduced. Each tuple pair originally classified to P is later manually assigned to M or U by domain experts (clerical reviews). Usually, the classification is based on two tuple similarity thresholds T λ and T μ that demarcate the boundaries between the sets M, P, and U (see Figure 6 ). (3) Duplicate Clustering. Based on the decisions taken for individual tuple pairs a globally consistent result is achieved by using a duplicate clustering technique. Simplest, clustering can be achieved by using the transitive closure of detected matches. More complex, but also more promising approaches are presented in Naumann and Herschel [2010] and Hassanzadeh et al. [2009] . (4) Tuple Merging. After detecting multiple duplicates, these various representations have to be merged (also known as fusion [Bleiholder and Naumann 2008] ) into a single tuple. In our work, we focus on handling uncertainty in duplicate decisions and abstract from merging details. In the following, we assume an associative and idempotent merging function μ, where t = μ(T) represents the tuple resulting from merging the tuples of set T. Since, we use a probabilistic target model, merging cannot be only realized by conflict resolution, but also by creating a probabilistic tuple with all the base-tuples as alternatives. For reasons of clarity and comprehensibility, in following examples, the index of a merged tuple is an ordered concatenation of the indexes of the tuples it is merged from. For example, the result of μ({t 1 , t 2 , t 3 }) is denoted by t 123 .
In summary, the outcome of using a deterministic approach is only one of several (maybe equally probable) possible worlds. On the contrary, the usage of probabilistic data models allows for constructing and later querying all these worlds simultaneously. Matching of attribute values and tuple merging is required in both concepts and hence will be reused in our indeterministic approach as it is.
Probabilistic Data Models
Theoretically, a probabilistic database is defined as PDB = (W, P) where W = {I 1 , . . . , I n } is the set of possible worlds and P : W → (0, 1] , I∈W P(I) = 1 is the probability distribution over these worlds. Because the data of individual worlds often considerably overlaps and it is sometimes even impossible to store them separately, a succinct representation has to be used.
In probabilistic relational models, uncertainty is modeled on two levels: (a) each tuple t is assigned with a probability p(t) ∈ (0, 1] denoting the likelihood that t belongs to the corresponding relation, and (b) alternatives for attribute values are given. In earlier approaches, alternatives of different attribute values are considered to be independent (e.g., Barbará et al. [1992] ). In these models, each attribute value can be considered as a separate random variable with its own probability distribution. Newer models like ULDB [Benjelloun et al. 2006] or MayBMS [Koch 2009 ] support dependencies by introducing new concepts like ULDB's x-tuple and MayBMS's U-relation. Both models support all the concepts required for our purpose. Since we are more familiar with the ULDB model, we consider it as a representative throughout this paper. Nevertheless, we shortly discuss a usage of MayBMS in Appendix B.
ULDB: A Model for Uncertainty and Lineage.
For modeling dependencies between attribute values, in the ULDB model the concept of x-tuples is introduced. An x-tuple t consists of one or more alternatives (t 1 , . . . , t n ) which are mutually exclusive. Maybe x-tuples (tuples for which non-existence is possible, that is, for which the probability sum of the alternatives is smaller than 1) are indicated by "?". Relations containing one or more x-tuples are called x-relations. As an example, see the x-relations R 1 , R 2 , and R 3 in Figure 3 and Figure 4 .
Besides data uncertainty, the ULDB model supports the concept of data lineage. The lineage of a data item contains information about its derivation. In the ULDB model, lineage is considered at the granularity of x-tuple alternatives and is defined as a Boolean function λ over the presence of other alternatives.
An example of lineage is shown in Figure 4 . Relation R 3 results from a natural join of R 1 with R 2 and a subsequent projection on the attributes name and industry. Let (i, j) denote the jth alternative of x-tuple t i (outside of lineage also shortly noted as t j i ). The lineage formula λ(7, 1) = ((1, 1)∧(4, 1))∨((2, 1)∧(3, 1)) for the single alternative of t 7 expresses the information that this alternative is derived from the first alternatives of t 1 and t 4 or from the first alternatives of t 2 and t 3 .
An interesting and useful feature of lineage is that the probability of an alternative can be computed from the probabilities of the data items in its lineage. Moreover, an x-tuple alternative with lineage can belong to a possible world only, if its lineage condition is satisfied by the presence of the referenced alternatives in the considered world. As a consequence, lineage imposes restrictions on possible worlds. For example, if the alternative t 1 6 is not present in a possible world I 1 then alternative 1 must be chosen for x-tuple t 1 , and hence x-tuple t 7 must be present in I 1 .
Tuple Dependencies.
A general framework for modeling tuple dependencies in probabilistic data is proposed in Sen and Deshpande [2007] . For representing the indeterministic deduplication result, however, only a modeling of a specific kind of mutual exclusion, which we denote as complementation, is required.
Definition 1 (Complementation).
The tuple sets A = {A 1 , . . . , A k } are complementing (short cpl(A)) in a probabilistic database PDB = (W, P), iff their existence are jointly exhaustive and mutually exclusive events in W. Naturally speaking either all tuples of A 1 exist and none of A 2 , . . . , A k that is not in A 1 , or all tuples of A 2 exists and none of A 1 , A 3 , . . . , A k that is not in A 2 , and so on:
Modeling Tuple Dependencies in ULDB.
For modeling complementations within the ULDB model, we use the concept of data lineage and create a specific catalog relation called tuple dependency-indicator (short I td ). In more detail, for modeling the complementation cpl({A 1 , . . . , A k }) of k x-tuple sets, we create one indicator x-tuple i ∈ I td with k alternatives so that j∈{1,...,k} p(i j ) = 1. Whereas the x-tuples of the first set have a lineage to the first alternative of i, the x-tuples of the second set have a lineage to its second alternative, and so forth. Note, in such cases, the new lineage conditions hold for the whole x-tuple and hence for all of its alternatives. Thus, we consider lineage on x-tuple granularity.
Because the alternatives of i are mutually exclusive, this dependency holds for the x-tuple sets, too. Due to the fact that i is not maybe, one of the x-tuple sets exists for sure. In other words, we use the complementation of x-tuple alternatives to model complementing sets of x-tuples.
Since in data lineage the presence of alternatives can be negated (e.g., ¬(i, 1)), theoretically instead of k only k − 1 indicator alternatives are sufficient. In this case, the indicator tuple becomes maybe and the fact that one x-tuple set must exists is modeled by the used negation. Nevertheless, for query-processing reasons, it is desirable to minimize the complexity of lineage formulas. Thus, we use negation only for modeling mutual exclusions between two tuple sets (k = 2). Otherwise, we always use k indicator alternatives.
As an example, we consider two certain tuples (x-tuples with one alternative) t 1 and t 2 of a relation R, which are duplicates with a probability of 60%. To model the two possible worlds resulting from this uncertain duplicate decision, we have to ensure that either the tuples t 1 and t 2 or the merged tuple t 12 = μ({t 1 , t 2 }) belong to the resultant x-relation R X . To represent this complementation, we need an indicator x-tuple i 1 of the catalog relation I td having the single alternative i 1 1 = 1 with a probability of 40%. By creating the lineages λ(t 1 ), λ(t 2 ) and λ(t 12 ) as depicted in Figure 5 , we can guarantee that always one of these x-tuple sets exist, but we can exclude that both x-tuple sets belong to a same possible world. In our case, all source tuples are certain. Thus, the probabilities of t 1 , t 2 and t 12 result in p(
Querying Probabilistic Data.
Querying probabilistic data has been extensively studied in the past and is still an active field of research [Dalvi and Suciu 2007; Koch 2008 Koch , 2009 Sarma et al. 2008; Suciu et al. 2011] . In general, queries on probabilistic data can be evaluated in an intensional or an extensional manner [Suciu et al. 2011] . The principle of intensional query semantics is to build a propositional formula (like the ULDB's lineage) for each result tuple during query evaluation and then to compute probabilities based on these formulas and the source data in a subsequent step. In contrast, in extensional query semantics, probability computation is directly included in query evaluation. This, semantics is more efficient, but correct probabilities can only be ensured for some specific classes of queries (see concept of "safe queries" in Dalvi and Suciu [2007] ). Probability computation of intensional queries is based on probabilistic inference and can be performed exactly, for example, by variable elimination [Dechter 1996 ], or roughly by approximation techniques [Koch 2008 ] (e.g., by Monte-Carlo estimation [Karp and Luby 1983] ). In our research, we focus on the two probabilistic databases Trio [Widom 2009 ] and MayBMS [Koch 2009 ] and hence base ourselves on the manuals for TriQL 2 (The Trio Query Language) and MayBMS-SQL 3 . Trio computes probabilities by exploiting the result tuples' lineages and hence uses intensional query semantics [Sarma et al. 2008] . MayBMS provides techniques for both semantics (intensional and extensional) [Koch 2009 ]. We consider querying indeterministic deduplication results in Section 6.
PROBLEM DESCRIPTION AND MOTIVATION
The use of deterministic deduplication presented in Section 3.1 results in an elementary problem to solve (for illustration see Figure 6 ): The greater the distance between the two thresholds T λ and T μ , the lower is the number of false decisions (sum of yellow areas), but the higher is the number of possible matches which have to be resolved by domain experts (red area). In general, for financial and processing-time-based reasons, clerical reviews have to be reduced to a minimum. Nevertheless, data of high quality result only from an effective deduplication. As a consequence, in existing approaches a trade-off between the effectiveness of the deduplication process and the human effort resulting from clerical reviews has to be accepted. This trade-off, however, is not required if a probabilistic target model is used. Instead, uncertain decisions can be handled indeterministically and both, the number of false decisions as well as human effort, can be largely reduced.
This problem goes hand in hand with three other challenges:
(1) In many applications (e.g., dynamic data integration) a full-automatic deduplication is required (T λ = T μ ). Whatever a value for T λ is used, always a single world results which is selected without the help of human expertise and hence must not be the most probable. As shown in Figure 6 , the number of false decisions grows extremely in this situation. In contrast, by using an indeterministic approach the deduplication process can be fully automatized without accepting such a high rate of false (un)matches as it results from a deterministic one, because multiple possible worlds are considered. (2) In general, resolving uncertain decisions is extremely costly in terms of time. As a rough guide, 10% of duplicate decisions cause 90% of the required processing time. Thus, the whole integration process need not become blocked because of a small amount of ambiguous matches that need clerical review. By using an indeterministic handling of uncertain decisions, the uncertainty of the ambiguous matches is intermediately modeled in the resultant data and can be resolved later after the integration process is finished (see the concept of good-is-good-enough integration in de Keijzer and van Keulen [2008] ). (3) In a deterministic approach, a domain expert is always forced to decide. Allknowing experts, however, are not a realistic assumption. In contrast, even experts are often not aware about the real-world state. As a consequence, in ambiguous situations, experts only have the choice between making an uncertain decision or to spend more time for further investigations. Both options, however, are not desirable in many deduplication processes.
INDETERMINISTIC DEDUPLICATION
The problems we have stated in the previous section arise, because in decision models (see Section 3.1) uncertainty is ignored during the classification of tuple pairs into M, U (or P) (Step 2). Such classifications, however, are not enforced, if a probabilistic target model is used. In contrast, if similarity between tuples can be mapped to the probability that both tuples are duplicates (in the following, denoted as matching probability), probabilities of possible worlds can be derived.
9:10 F. Panse et al. Fig. 7 . Execution phases of a(n) (in)deterministic deduplication process. As intuitively known and as formally examined in Appendix D, due to the high number of resultant possible worlds an indeterministic handling of all uncertain decisions (full-indeterministic approach) is usually not manageable. For that reason, we introduce some semi-indeterministic strategies that carefully reduce the number of indeterministically handled decisions in Section 5.3. Since such strategies can be seen as restrictions on the full-indeterministic approach, we present the latter first.
Full-Indeterministic Approach
In the full-indeterministic approach, the three phases, decision model, duplicate clustering and tuple merging, are replaced by three other phases (see Figure 7) . Similar to the first decision model step, initially for each tuple pair a tuple matching is applied, where after similarity computation a matching probability is computed (Phase 1). Based on the computed matching probabilities a set of possible worlds is derived (Phase 2). Finally, depending on the used target model, a probabilistic result relation representing all these worlds needs to be generated (Phase 3). Tuple merging is included in the phase of possible world creation.
Extended Tuple Matching (Phase 1).
In the tuple matching phase, two tuples are first matched by computing their tuple similarity (Figure 8, Step 1) . As known from the first decision model step (see Figure 2) , the similarity of two tuples t i and t j results from applying a matching function ϕ( c ij ).
Since we want to interpret matching results as the probability that both tuples are duplicates (P(t 1 = id t 2 ), short p(t i , t j )), a mapping from tuple similarity to matching probability (sim2p-mapping) is required ( Figure 8, Step 2). In the following, the function used for the sim2p-mapping is denoted as ρ:
In several decision models, for example, identification rules (e.g., Hernández and Stolfo [1995] ), the similarity of two tuples is defined as the certainty that both tuples (N, E, γ ) with N = {t 1 , t 2 , t 3 }, E = {{t 1 , t 2 }, {t 1 , t 3 }, {t 2 , t 3 }}, γ = {{t 1 , t 2 } → 0.8, {t 1 , t 3 } → 0.4, {t 2 , t 3 } → 0.3}. are duplicates. Thus, in these cases, tuple similarity can be directly used as matching probability. Other sources of matching probabilities are discussed in Section 5.2.
Possible World Creation (Phase 2).
In the second phase, a set of possible worlds is derived from the matching probabilities in four steps (algorithm for some of the individual steps are presented in Appendix C). For reasons of presentation, we define possible world creation as a graph-based process. For this purpose, we define two kinds of graphs: a matching-graph representing tuple matching results and world-graphs each representing a conceivable world.
Generation of the Initial Matching-Graph.
A matching-graph is a weighted undirected graph, where each node represents a base-tuple. Two nodes are connected with an edge, if the corresponding tuples have been matched in the tuple matching phase. 4 The weight of an edge denotes the probability that the connected tuples are duplicates. An exemplary matching-graph is shown in Figure 9 .
where N is a set of nodes, E ⊆ {{a, b} | a, b ∈ N} is a set of undirected edges and γ is a weight function γ : E →[ 0, 1] denoting matching probabilities.
We call an edge to be uncertain, if its weight is between 0 and 1 (γ ∈ (0, 1)). The set of definite positive edges (γ = 1) is denoted by E + , the set of definite negative edges (γ = 0) is denoted by E − and the set of uncertain edges is denoted by E ? .
Generation of World-graphs. A world-graph is an unweighted undirected graph representing one conceivable world where edges denote that the associated tuples are declared to be duplicates. E, P) where N is a set of nodes, E ⊆ {{a, b} | a, b ∈ N} is a set of undirected edges and P is the probability of the corresponding world.
From the initial M-graph a set of W-graphs can be derived by removing all definite negative edges and by eliminating each uncertain edge by either removing it or replacing it by a definite positive edge. The process of W-graph generation is formalized by the mapping ν : M → 2 G , where M is the set of all possible matching-graphs and 2 G is the power set of all possible world-graphs. Let M = (N, E, γ ) be the initial M-graph, the mapping ν is defined as:
More illustrative, we exactly create one W-graph for each possible combination K ∈ 2 E ? of uncertain edges. All W-graphs have the same nodes (the set N) as the initial Mgraph and contain each edge e ∈ E + . The probability of each W-graph results from the 9:12 F. Panse et al. weights of the edges belonging to this W-graph and the inverse weights of the edges not belonging to this W-graph.
As an example, we consider the M-graph M from Figure 9 . The base-tuples t 1 , t 2 and t 3 are pairwise compared with each other and have the matching probabilities p(t 1 , t 2 ) = 0.8, p(t 1 , t 3 ) = 0.4, and p(t 2 , t 3 ) = 0.3. Based on these probabilities, eight worlds along with their corresponding W-graphs can be derived (see Figure 10 ).
Removing Inconsistent World-Graphs. By definition, identity is a transitive relation. Worlds in which transitivity is not valid are considered impossible.
Definition 4 (Possible World). A world I is possible, if and only if (∀t 1 , t 2 , t 3 ∈ I) : t 1 = id t 2 ∧ t 1 = id t 3 ⇒ t 2 = id t 3 .
A W-graph is called consistent, if it represents a possible world. An M-graph is consistent, if at least one consistent W-graph can be derived from it.
THEOREM 1. A W-graph G = (N, E, P) that represents world I is consistent, if and only if G is equivalent to its transitive closure: G
In the tuple-matching phase, tuple pairs are matched independently. Thus, worlds are created from independent considerations and hence can be impossible. Each inconsistent W-graph represents an impossible world and hence is removed from the set of considered graphs. In other words, dependencies between individually taken duplicate decisions are introduced by only considering consistent W-graphs.
We consider the example from Figure 10 . Due to the transitivity of identity is violated, three ({I 5 , I 6 , I 7 }) of the eight worlds are definitely not the true world and hence the W-graphs G 5 , G 6 , and G 7 have to be removed from further considerations.
After removing inconsistent W-graphs (impossible worlds), the probabilities of the remaining W-graphs (worlds) no longer sum up to 1. Therefore, the probabilities of the remaining W-graphs are conditioned with the event B that the true world must be a possible world (the probability of B is the overall probability of all remaining Wgraphs). For instance, in our example, the conditioned probability of G 1 (and hence I 1 ) results in:
Generation of Possible Worlds. Finally, from each W-graph exactly one possible world has to be derived. Since all considered W-graphs are consistent, each W-graph G = (N, E, P) can be divided into m maximally connected components {G 1 , . . . , G m }. A component with only one node represents a base-tuple that is apparently not a duplicate, hence, it is included in the resultant world as it is (e.g., tuple t 3 in I 2 ). The tuples associated with a component consisting of multiples nodes have to be merged into one result tuple by using the merging function μ (e.g., in I 2 the tuples t 1 and t 2 are merged to t 12 ). Thus, from a given component
Since all possible worlds (set W) are mutually exclusive and one of these worlds must exist, the tuple dependency cpl(W) is implicitly given.
Generation of Probabilistic Data (Phase 3).
In the last phase, a probabilistic database representing the resultant set of possible worlds needs to be generated. That generation, however, depends on the used target model.
As described in Section 3.2.2, for representing the resultant set of possible worlds within the ULDB model, we use an indicator tuple i ∈ I td with |W| alternatives. The resultant x-relation R X contains each tuple belonging to at least one possible world. The new lineage for each of these tuples results in the disjunction of the indicator's alternatives representing the worlds this tuple belongs to. A complete algorithm for x-relation generation is shown in Appendix C.
For our example, we create an indicator x-tuple i 1 ∈ I td with one alternative for each of the five possible worlds {I 1 , I 2 , I 3 , I 4 , I 8 } and generate the lineage for each tuple in the resultant x-relations R X as described in Section 3.2.2 (see Figure 11) . 
Sources of Matching Probabilities
The effectiveness of the indeterministic deduplication essentially depends on the taken matching probabilities. Nevertheless, most often, deriving adequate probabilities from tuple similarities is not trivial. In many cases, tuple similarity is directly derived from the similarities of their attribute values. The similarity sim(a 1 , a 2 ) = 0.5 of two attribute values a 1 and a 2 , however, does not necessarily imply that both values represent the same real-world property with a probability of 50%. In contrast, often the opposite is true. For example, it is very unlikely that "Sabine" and "Janina" both represent the first name of the same person. Using the normalized Levenshtein-distance, however, the similarity of both words is 0.5.
In general, the more similar two tuples are, the higher is the probability that they are duplicates. Thus, a sim2p-mapping must be monotonically nondecreasing.
Some possible sources of matching probabilities are the following.
(1) Specifications Based on Empirical Analyses. To receive adequate mappings from tuple similarity to matching probability, statistics can be used. For example, the probability that the tuples t i and t j are duplicates can be defined as the conditional probability P(t i = id t j |sim(t i , t j )), which can result from empirical analysis on labeled sample (training) data. Since the resultant function should be nondecreasing some further curve-fitting modification steps need to be applied. Nevertheless, this approach is only possible if labeled sample data is available. Moreover, the resultant sim2p-mapping is extremely domain-dependent. An example of a mapping function resulting from an empirical analysis on a labeled data set is depicted in Figure 15 (
ii). (2) Specifications Based on Threshold Distances. If the indeterministical handling is
only applied to possible matches (see P-restriction in Section 5.3), only tuple pairs with a similarity sim(t i , t j ) ∈ (T λ , T μ ] need to be considered. In this case, matching probability can be automatically derived from the distances of the tuple similarity to the two thresholds T λ and T μ :
(3) Manual Specifications. In cases, clerical reviews are used to evaluate possible matches, but domain experts do not know with certainty whether tuples are duplicates or not, the matching probabilities can be manually specified by these experts during their review (see manual-restriction in Section 5.3).
All the methods we have discussed here derive matching probabilities from singlevalue tuple similarities. However, uncertainty in deduplication does not only arise in the classification step by not knowing which threshold classifies best, but is also present in choosing methods for matching attribute values and/or computing tuple similarities. Consequently, instead of deriving the matching probability of a tuple pair from a single similarity value, we could derive it from a set of similarity values, where each value is weighted by its believability. These similarity values as well as their believabilities can be computed by the weighted use of several attribute-value matching methods and/or several tuple-similarity computation methods. The matching probability of a specific tuple pair can then be finally derived by applying a single threshold classification or a two-threshold classification to each of the pair's similarity values.
Semi-Indeterministic Approaches
To make the indeterministic approach feasible in practice, we propose five semiindeterministic approaches in which only the most probable worlds are taken into account. In the first four approaches, the initial M-graph is modified. Thus, the number of resultant worlds is downsized by reducing the set of uncertain edges and hence by reducing the set of indeterministically handled decisions. In contrast, in the fifth approach, the number of W-graphs is reduced by modifying the W-graph-generation mapping ν. An important point is that these approaches are not considered to be competitors, but are designed for different scenarios and partially can be combined with each other.
In the end, the probabilities of all worlds must sum up to 1. Thus, the actual probabilities of the resultant worlds are conditioned and hence may be distorted. However, the result is still more accurate than the one world resulting from a deterministic approach.
The five semi-indeterministic approaches are:
(1) (α, β)-Restrictions. In order to filter out the most improbable worlds, only the most uncertain duplicate decisions have to be considered in an indeterministic way. The uncertainty whether two tuples are duplicates is maximal, if their matching probability is 0.5. For that reason, we define the two thresholds α < 0.5 and β ≥ 0.5. Probabilities lower than α are then initially mapped to 0 and probabilities greater or equal to β are initially mapped to 1. Thus, only decisions with probabilities between α and β are handled indeterministically. In contrast, decisions with probabilities outside this range are quite evident and can be deterministically handled without running a high risk of failure. On the whole, depending on α and β, the number of uncertain decisions (and hence the number of uncertain edges in corresponding M-graphs) can be effectively reduced by this way (see our experimental results in Section 7). To make sure that the most probable worlds result, we always use β = 1 − α. (2) P-Restrictions. In this approach, we limit the indeterministic deduplication on tuple pairs classified into the set of possible matches (P). Matching probability can be suitably computed by regarding T λ and T μ (see Section 5.2). Naturally, the effectiveness and correctness of a P-restriction is lower than evaluating the tuple pairs in P by clerical reviews. However, a P-restriction is a full-automatic approach and hence no effort of domain experts is required. The main difference to (α, β)-restrictions is that at first the set of indeterministically handled decisions is restricted and then probabilities are computed. On the contrary (α, β)-restrictions are based on probability values and hence require a sim2p-mapping resulting from empirical analyses. Note, by considering tuple similarity as matching probability (p(t i , t j ) = sim(t i , t j )), a P-restriction produces the same worlds (but not the same probabilities) as an (α, β)-restriction with α = T λ and β = T μ . (3) Manual-Restrictions. During clerical reviews, it could happen that responsible experts do not know with certainty whether two tuples are duplicates or not. In such cases, experts can consider both choices by handling the decision indeterministically. By doing so, the indeterministic approach is only applied to individual tuple pairs and the number of resultant worlds remains low. (4) Context-Based-Restrictions. During an integration process additional context information on the given sources can be available. Sometimes, this information can be used to restrict the set of uncertain decision. For instance, one or more source relations can be known (no heuristic, because certain information is used) or assumed (heuristic) to be duplicate-free. Thus, with respect to these relations instead of intrasource duplicates only intersource duplicates need to be detected. In this case, tuples originating from same sources do not need to be compared and corresponding matching probabilities can be automatically set to 0. This enormously decreases the number of worlds that have to be considered in the subsequent steps.
As an example, we consider the two relations R 1 = {t 1 , t 2 , t 3 } and R 2 = {t 4 , t 5 }. Both relations are known to be duplicate-free. For that reason, in the corresponding Mgraph M 1 (see Figure 12 ) all edges connecting two nodes representing tuples of the same source are weighted with 0 (for simplification, these edges are removed in Figure 12 ). Thus, by using the available context information the initial M-graph can be restricted to a bipartite graph. As a consequence, each W-graph is a bipartite graph, too, which is only consistent, if each node is only connected with at most one other node. This in turn reduces the number of considered W-graphs enormously. (5) HC-Restrictions. Restrictions on hierarchical tuple clustering are already known from Beskales et al. [2009] . In our approach, such restrictions can be achieved by modifying the original W-graph-generation mapping ν that we have introduced in Eq. (3). One of several possible HC-restrictions is to consider an uncertain edge only then, if all other edges having a weight greater or equal than the edge's weight have been considered as well, instead of generating one W-graph for each possible combination of uncertain edges. Let M = (N, E, γ ) be an M-graph. The previously mentioned HC-restriction can be realized by introducing the parameter τ ∈ {γ (e)|e∈E}. For each τ , a W-graph is generated by only regarding edges having a weight greater than or equal to τ . A corresponding W-graph-generation mapping ν HC is defined as:
Using this HC-restriction strategy, from the M-graph M shown in Figure 9 only the W-graphs {G 1 , G 2 , G 5 , G 8 } are derived. As a consequence, the hierarchical clustering with the three consistent W-graphs {G 1 , G 2 , G 8 }, as illustrated in Figure 13 results. Instead of a final conditioning, the range of τ leading to a specific W-graph could be taken as the graph's resultant probability (e.g. P 1 = 0.2, P 2 = 0.5, and P 8 = 0.3). The main benefit of restricting the indeterministic deduplication result to hierarchical clusterings is its low computation complexity. By using the mapping ν for W-graph-generation, from an M-graph with k uncertain edges 2 k W-graph result. In contrast, the mapping ν HC used for creating hierarchical clusterings generates at most k + 1 W-graphs. Thus, an HC-restriction performs well even for M-graphs (or partial M-graphs, see Section 5.3.2) with many uncertain edges (see experimental results in Appendix F).
Since an HC-restriction concerns the W-graph-generation mapping instead of changing matching probabilities, it can be combined with other restriction techniques, as for example, an (α, β)-restriction.
Note, by using P-restrictions or manual-restrictions the classification step is additionally included in the extended tuple matching phase.
As mentioned previously, these strategies do not compete with each other, but are possible alternatives, each having a different best use case as listed in Table I . (α, β)-restrictions are based on given matching probabilities and hence are particularly suitable for cases where training data were given for empirical analyses. In contrast, due to matching probabilities can be completely derived by threshold distances, deduplication processes using P-restrictions can be performed automatically without labeled training data. Manual restrictions are designed for unburden experts to come to ultimate decisions in clerical reviews and hence to avoid doubtful decisions in semiautomatic deduplication processes. HC-restrictions can be combined with any other strategy to improve efficiency. Thus, they can be used in every scenario, independent from the source of matching probabilities. Context-based-restrictions enable the inclusion of additional context information and hence can be used to improve effectiveness and efficiency. They can be combined with any other strategy.
5.3.1. Consistency. By using a semi-indeterministic approach, deterministically taken decisions can be contradictory. In general, in an (α, β)-restriction, the closer α and β, 9:18 F. Panse et al. the higher is the probability that the initial M-graph is inconsistent and hence all resultant worlds are per se impossible. In such cases, repair operations are required for ensuring the consistency of the resultant M-graph with minimal effort and minimal decision modifications (see future goals in Section 8).
Let
) by the certainty of their original weight c(e) = |γ 1 (e) − 0.5| in ascending order and then modify edge by edge from the top of the sorted list from definite to uncertain until the modified M-graph is consistent.
Decomposition of Matching-Graphs.
The more the set of indeterministically handled decisions is restricted, the larger is the proportion of edges weighted with 0. As a consequence, the usage of a semi-indeterministic approach enables a splitting of the initial M-graph into multiple independent subgraphs (called partial M-graphs 5 ). In this case, for each of the partial M-graphs the W-graph-generation mappings ν (or ν HC respectively) can be applied independently. Thus, the number of resultant W-graphs can be dramatically downsized and hence the resultant possible worlds are represented in a more succinct way. Since the decisions of the individual subgraphs are independent to each other, instead of complementations of whole worlds, only complementations of small parts of these worlds result. This in turn extremely reduces the number of required indicator alternatives. An example for decomposing an initial M-graph is shown in Figure 14 .
5.3.3. Complexity. All proposed techniques for semi-indeterministic restrictions may, in the worst case, eliminate not even one uncertain edge and hence both full-and semi-indeterministic approaches have theoretically the same complexity. However, as we will see in the experimental results presented in Section 7, even marginal restrictions come nowhere near the worst case, because they eliminate the majority of the uncertain edges rather than none at all. Since the number of uncertain edges k is the dominant factor in the complexity formulas (see Appendix D), it means that, in practice, a semi-indeterministic approach moves us into an entirely different area of complexity curve, an area we show is well manageable in practice.
QUERYING INDETERMINISTIC DEDUPLICATION RESULTS
We identified four classes of applications for which querying indeterministic deduplication results is of use. Each of them is based on a different type of queries:
(1) Applications Needing Concrete Absolute Query Results. Concreteness can be achieved by querying the most probable world. This is similar to querying a deterministic deduplication result. Q1 is a sample TriQL-query computing the most probable world by using horizontal subqueries on indicator tuples:
(2) Applications Interested in Query Results that Are Dead Certain (see the concept of consistent query answering [Arenas et al. 1999] Note, traditional (vertical) subqueries and subquery-predicates are not supported by the currently available Trio version, but all these queries can be also formulated by using joins and auxiliary tables. However, we use these constructs in our examples, because they are part of the TriQL manual and we want to define queries as short as possible. Equivalent and working queries are listed in Appendix E.
EXPERIMENTAL EVALUATIONS
To demonstrate the efficiency and effectiveness of semi-indeterministic approaches, we run two experiments each with different (α, β)-restrictions on an online cd dataset 6 with 9,763 items. To obtain matching probabilities, we split the data into two parts. The first part (5000 items) was used as labeled sample data to determine an adequate sim2p-mapping (see Section 5.2). The second part (4763 items) was used as actual source data. To match attribute values, we used the normalized Levenshtein distance. To compute tuple similarity, we used an ordinary distance function based on the similarities of the values of the three attributes a 1 =dtitle, a 2 =artist, and a 3 =category:
Experiments on Efficiency
To evaluate the efficiency also for very small restrictions (e.g., α = 0.01), we only use 2000 items of the second data part for these experiments. The experimental results are shown in Table II and are graphically presented in Figure 15 . We use M-graph decomposition to improve efficiency, but perform all experiments by using the nonhierarchical W-graph-generation mapping ν. Experimental results of using an HC-restriction for improving efficiency further on are reported in Appendix F.
As depicted in Figure 15 (i), the similarity of most tuple pairs was very low (98.7% were lower than 0.35 and only 0.002% were higher than 0.7). Moreover, as shown in Figure 15 (ii), only high similarity implied an appreciable value of matching probability (almost all duplicates of the labeled sample data had a similarity higher than 0.7). The number of considered worlds and the number of W-graphs could be drastically downsized by only taking the most uncertain decisions into account. For example, only a small restriction of the area of indeterministically handled decisions from (0, 1) to (.1, .9) was required to decrease the number of uncertain edges by almost a factor of one hundred thousand (see Figure 15(iii) ).
As expected, the complexity decreased with a shrinking area of indeterministically handled decisions. A (0, 1)-restriction is a full-indeterministic approach having an unmanageable complexity, even if not as complex as the worst case predicted in Appendix D (only each fourth edge was uncertain). In contrast, a (.5, .5)-restriction is equal to a full-deterministic approach. Therefore, naturally no uncertain edge and hence only one W-graph as well as only one possible world resulted. Since 16 duplicates were detected, the resultant x-relation contains 1984 tuples.
In general, most edges had low weights. Thus, the number of uncertain edges decreased dramatically, if the area of indeterministically handled decisions was marginally reduced. In contrast, a restriction of this area from α = 0.05 to α = 0.4 only insignificantly reduced this number further on. The number of resultant possible worlds imploded exponentially with a shrinking indeterministic area. In contrast, the number of resultant tuples and the number of required indicator alternatives decreased proportionally with a decreasing number of uncertain edges (see Table II ). Runtime (we measured runtime starting from tuple matching results) increased noticeably for very small restrictions (α < 0.02), but was still of an acceptable size for all experiments. Note that all experiments were performed by a prototypical implementation that was not tuned so far. Thus, absolute runtime values do not bring any scientific value and can be only used to give a feeling of complexity.
As shown by these results, the number of edges weighted with 0 increased enormously, if a semi-indeterministic approach is used. As mentioned in Section 5.3.2, the more edges were weighted with 0, the more partial M-graphs the initial M-graph could be decomposed into. For example, already a small restriction to α = 0.05 was sufficient to decompose the initial M-graph into a high number of subgraphs (1952 partial M-graphs) . The most of these partial M-graphs (1913) were single nodes. For that reason, only 2011 partial W-graphs resulted. This in turn reduced the required number of indicator tuple alternatives from 1.7 · 10 11 (the number of possible worlds) to 51. In contrast, in a full-indeterministic approach instead of 1913 only 12 tuples could definitely be excluded to be duplicates. In general, in a full-indeterministic approach, the initial M-graph can be only limitedly decomposed.
To score the uncertainty of the probabilistic result, we adopted the two measures Uncertainty Density (Dens.) and Answer Decisiveness (Dec.) from de Keijzer and van Keulen [2007] by considering each partial M-graph as a choice point and its consistent partial W-graphs as its mutually exclusive alternatives. The Uncertainty Density (Answer Decisiveness) is evaluated to 0 (1) for a databases that contains no uncertainty. As you can see, for α ≥ 0.05, the uncertainty was very low, because the majority of basetuples could be classified as nonduplicates with high certainty. Even for α = 0.0165, the resultant uncertainty was still of a manageable size.
In conclusion, these results demonstrate that the complexity and uncertainty of an indeterministic approach is already manageable, if the area of indeterministically handled decisions is only marginally restricted.
More detailed results on our experiments on efficiency are listed in Appendix F.
Experiments on Effectiveness
To evaluate the effectiveness of several (α, 1 − α)-restrictions (FAID 1 -FAID 3 ), we took all 4763 items of the second data part as input. Existing adaptations to recall and precision, such as van Keulen and de Keijzer [2009] , insufficiently capture what is intuitively better for these applications. In general, the meaning of quality depends on the intended use. Thus, we compared the number of resultant false decisions, 7 which, for example, is an appropriate measure for the quality of consistent query results, with those resulting from four processes of two ordinary deterministic deduplication approaches: (1) A process of a full-automatic approach for deduplication (FADD 1 ) as a benchmark having a single threshold T λ = T μ . To obtain an adequate benchmark, we took the threshold T λ = 0.78 leading to the best F 1 -score in the labeled sample data.
(2) Three processes of a semi-automatic approach (SADD 1 -SADD 3 ) each producing a temporary set of possible matches requiring clerical reviews. We considered several threshold settings (each with center 0.78) each resulting in a set P having a realistic number of clerical reviews. To be independent of the experts' competence, we assumed each manual decision to be correct. As presented in Table III , in comparison to FADD 1 , the number of false decisions decreased with a growing size of P. The share of false decisions taken by FADD 1 , which was correctly assigned to M or U (denoted as improvement) by SADD 1 -SADD 3 , was up to 50%. However, in reverse, the number of clerical reviews increased as well. For example, given the setting P = (0.63, 0.93], 2735 clerical reviews were required. Take into consideration that these were 0.022% of all matches, which was not much in our experiment, but which can be tremendous for large data sets (c.a. 1.1M reviews for 100,000 source items). In contrast, by using one of the indeterministic processes FAID 1 -FAID 3 , the number of false decisions was reduced to a large extent without any clerical review. Even an (.4, .6)-reduction had an improvement of around 23%. A restriction with α = 0.05 which was still performing efficiently (see Section 7.1) improved the result of 66.7%, which was higher than the best result of the semi-automatic deterministic approaches. Of course, by using an indeterministic approach, the resultant data was more accurate, but also more uncertain than by using a deterministic one. To score certainty, we took the Answer Decisiveness as used in our experiments before. As you can see, the certainties of our indeterministic results were only marginally reduced. In general, the extent of indeterministically handled decisions is always a trade-off between accuracy and certainty and thus, the best configuration setting differs from case to case.
These results demonstrate the effectiveness of our indeterministic approach in general, but also show the high potential of using an adequate sim2p-mapping. From the used sample data, we got a sim2p-mapping of good quality (we have to confess that this was not always the case). Thus, even if all indeterministically handled decisions would be pass to a domain expert, the number of clerical reviews for FAID 3 (137 reviews) would be lower than by using SADD 2 (389 reviews) despite the fact that the number of false decisions is reduced as well (improvement 66.7% to 43.3%).
CONCLUSION
In this article, we propose an efficient indeterministic approach for deduplication including how to represent possible mergings using x-relations [Benjelloun et al. 2006] . The latter requires careful construction of data lineage to faithfully represent the inherent tuple dependencies. For reasons of generality and illustration, we first present a theoretical full-indeterministic approach that we then refine into a set of more practical semi-indeterministic approaches. For the same reasons, we model the fundamental part using a graph-based approach and possible world semantics.
The main contributions of this article are: An indeterministic approach for deduplication that is based on the possible world semantics. The approach minimizes the negative impact (i.e., loss of data quality) resulting from false decisions in ambiguous circumstances and avoids human effort during the duplicate decisions -clerical reviews and tuning of thresholds are not that crucial anymore. Moreover, it enables the usage of traditional probabilistic databases as Trio, which increases the usability of the resultant data (e.g., for further integration processes) and enables a more powerful querying than in other indeterministic approaches. Finally, we present techniques for proper probabilistic interpretation of similarity values.
We have shown by experiments that even very small and cautious restrictions of the set of indeterministically handled decisions already reduce the volume of resultant uncertain data to a manageable size, making indeterministic deduplication feasible in practice. Moreover, we demonstrate that the number of false decisions resulting from deterministic approaches with or without clerical reviews can be reduced to a large extent, if an indeterministic approach is used.
Although feasible, better scalability of deduplication remains a direction for future research. Another direction is to identify effective and efficient repair strategies for dealing with an inconsistent initial M-graph (see Section 5.3.1). Furthermore, if deduplication is to be a step in a larger data integration process, it needs to be extended to probabilistic source data. Moreover it should respect fundamental properties such as idempotence if data is duplicate-free. Another important aspect is to analyze the correlation between the amount of uncertainty modeled in the database and the response time of different kind of queries. Finally, an essential point of future work is the design of new well-defined quality metrics for probabilistic data. These are required for (1) capturing the benefits and drawbacks of probabilistic data with respect to certain data, (2) working out the most effective parameter settings (e.g. used similarity measures, matching functions or sim2p-mappings), and (3) better comparing the effectiveness of full-indeterministic, semi-indeterministic and deterministic approaches for deduplication.
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