This paper shows that microscopic obstacles can have a profound effect on the motion of a phase boundary and endow it with some crucial and characteristic experimentally observed features.
Introduction
A curious feature of the hysteresis in shape-memory alloys is that it generally does not vanish even as the loading rate approaches zero (Abeyaratne et al . 1996; Huo & Muller 1993; Leo et al . 1993; Lieberman et al . 1975 ). Instead, it contains an inherent rate-independent component. The shape-memory effect arises from a firstorder displacive (or martensitic) phase transformation, and the hysteresis is related to the nucleation and propagation of phase boundaries. The rate-independent hysteresis is the consequence of a widely observed 'stick-slip' character in the motion of a phase boundary: it does not move until the generalized or thermodynamic driving force acting on it reaches a critical value, and it then appears to move with little additional resistance (Escobar & Clifton 1993; Abeyaratne & Knowles 1997) .
Consider, for example, the bar shown in figure 1a . Suppose the bar is made up of a phase transforming material, and a phase boundary separating the '+' and '−' phases propagates from the left to the right for the applied uniaxial load. The typical experimental observation of the relation between the phase boundary velocity and the applied load is shown schematically as the bold curve in figure 1b. Note the characteristic features: the flat 'stick' region, and the vertical departure which characterizes the 'slip'. There have been some attempts to derive the velocity-load relation starting from more fundamental models (Barsch & Krumhansl 1984; Truskinovsky 1985; Abeyaratne & Knowles 1991) ; unfortunately, they show no stick-slip feature and the typical result is shown schematically as the thin curve in figure 1b .
The analysis in this paper shows that microscopic heterogeneities like impurities, precipitates and dislocations in single crystals and grains in polycrystals can give rise to this stick-slip behaviour. We begin at the microscopic level in the framework of Abeyaratne & Knowles (1988) with an empirical rule (kinetic relation) for the propagation of the phase boundary that does not have a stick-slip character. We then average or 'homogenize' the resulting equations, and find that the stick-slip character arises automatically. In particular, we assume the relation marked 'micro' at the microscopic level and derive the relation marked 'macro' at the macroscopic The bold curve is the typical experimental observation.
level in figure 3a . It will be clear that any microscopic law would lead to the same qualitative macroscopic stick-slip feature. The model presented here has similarities to that of Abeyaratne et al . (1996) , and provides a simple explicit example of the homogenization of a Hamilton-Jacobi equation. Similar stick-slip behaviour is also observed in crack propagation and the propagation of domain walls in ferromagnetic and ferroelectric materials. Though the analysis here concentrates on the shape-memory effect, it will be clear that similar results should also hold for these phenomena.
A comment about length-scales and models. Our microscopic length-scale is that of the heterogeneities, and consequently much larger than the atomistic scale. This paper does not deal with the relation between the atomistic and microscopic scale, instead it deals with the relation between the microscopic and the macroscopic scale, the scale of the specimen. The atomistic mechanisms are captured at the microscopic level empirically in the framework of Abeyaratne & Knowles using a kinetic relation. This paper shows that, irrespective of the microscopic kinetic relation, one observes a stick-slip behaviour at the macroscopic scale.
Background: homogeneous body
Consider a homogeneous bar (0, L) of unit cross-section made of a phase-transforming material. Let u(x, t) denote the displacement of the particle x at time t. The strain γ = ∂u/∂x. The behaviour of the material is characterized by a 'two-well' energy per unit length W (γ) shown schematically in figure 2. There are two phases: the stable '−' phase with stress-free strain 0 and the metastable '+' phase with stress-free strain γ T . The difference in energy between the two phases is σ m γ T . We use the following form for all our calculations:
where E is the elastic modulus. We do not need the unstable region and have omitted its description. Suppose one end of the bar is fixed (u(0, t) = 0) while the other end is subjected to a specified load (stress) σ(t). We assume that the loading rate is small enough that we can neglect inertia. Then, the equilibrium equation is W (γ(x, t)) = σ(t). It is clear from figure 2 that this can have multiple solutions for some values of the applied load (Ericksen 1975) . Local stability rules out the downward branch, but we still have multiple solutions. One approach is to seek the solution that minimizes the total energy,
This gives
which is shown as the broken curve in figure 2. σ m is often called the Maxwell stress; it is the stress at which there is an exchange of stability between the phases. By minimizing energy, we have allowed phase boundaries to propagate freely with infinite speed if necessary, and hence we have no hysteresis. We remedy this by introducing the kinetics of the phase boundary following the framework of Abeyaratne & Knowles (1988) . Consider an applied load that starts at zero, reaches a peak and then reduces to zero. For definiteness, take σ(t) = σ 0 sin ωt, σ 0 > 0. Initially, the material is in the − phase. As the load increases, the + phase nucleates on the left, the phase boundary sweeps through the specimen and the entire specimen is in the + phase. As the load peaks and then decreases, the − phase nucleates on the right, the phase boundary sweeps through the specimen and the entire specimen reverts to the − phase. At any given time, the interface is at the position s ∈ [0, L] and the strain,
In order to complete this picture, we need the position of the interface s(t). To this end, we first identify a thermodynamic driving force on the boundary; for our example, it is given by for some β > 0. We can now relate the velocity of the interface to the applied load as shown by the broken line in figure 3a , and consequently calculate the response of the bar. Figure 3c shows schematically the applied load versus overall strain (γ = u(L)/L) for some loading rate. As the loading rate becomes smaller and smaller, the hysteresis loop collapses to the broken line. The kinetic relation (2.3) is not 'sticky'; so the interface moves whenever the driving traction is non-zero and the hysteresis goes down to zero with decreasing loading rate.
Heterogeneous body
Now consider a heterogeneous bar (0, L) of unit cross-section, where each part is made of a phase-transforming material. The energy density and the kinetic relations are now functions of the position x in the bar: W = W (γ, x) and v = v(f, x). We are interested in a situation where the properties of the bar vary at a length-scale that is much smaller than the length L of the bar. A simple example of this is a bar whose properties are periodic with period for some L. We call the characteristic length of the heterogeneities. We will carry out our analysis with the particular functions W and v in (2.1) and (2.3) with
whereγ T ,σ m ,β are periodic functions with period 1. We assume that each of these are bounded away from zero. For future use, we define
We note here that our results are not confined to the periodic case; they can easily be extended to quite general forms of microscopic heterogeneities (using weakconvergence methods). Now suppose our bar is once again subjected to the applied load described earlier. Each part of the bar is initially in the − phase; as the load increases the + phase nucleates on the left and the phase boundary sweeps through the bar and so forth. The continuous curve is the response for some finite loading rate while the broken curve is the response in the limit as the loading rate becomes smaller and smaller. Note that the homogeneous bar has no rate-independent hysteresis while the heterogeneous bar does.
The velocity of the boundary now depends on the applied load and on the position s:ṡ
We integrate this to find the motion of the interface as shown by the curve marked 'micro' in figure 3b. As the characteristic length of the heterogeneities becomes very small, → 0, we see only the 'average' of this uneven motion at the length-scale of the bar: the broken line in figure 3b . We are interested in finding the equation that governs this average motion by averaging or homogenizing (3.2). To this end, let us assume for now that the applied load σ is constant for some interval of time. First, let us consider the case σ > σ 2 so thatṡ > 0 (the interface moves unidirectionally from the left to the right). We can then easily integrate (3.2) to obtain the time T taken by the boundary to travel through :
Therefore, the effective velocity of the phase boundary is given bȳ
as it sweeps the characteristic length from left to right. Notice the effective velocity is the harmonic mean of the velocity in the different parts and for this applied load,
Further, we now show that
i.e. we can find positive constants c, C such that
Let us assume for the moment thatσ m is a smooth function with a unique maximum at S 0 ; so we can find positive constants a, A such that
2 ) for some positive constant B (recall thatβ andγ T are bounded away from zero). Consequently,
which provides a square-root lower bound forV (σ). We can similarly obtain a squareroot upper bound for σ near σ 2 by using the other inequality in (3.5). We obtain (3.4) by combining these bounds. The result remains unchanged ifσ m is smooth with a finite number of minima and also for a generalσ m if the 'mass' of the function is bounded away from σ 2 . Second, consider the case σ < σ 1 . Proceeding as before, we can conclude that the effective velocity is again given byV (σ) in equation (3.3) although nowV < 0. Also as before,V
Now consider the remaining case σ 1 σ σ 2 . Here,ṡ takes both positive and negative values and the boundary is stuck between two points which are one characteristic length apart. ThusV (σ) = 0 for such applied load.
It turns out that these results hold even when the applied load is a Lipschitz function of time in the limit → 0. This can be established by using methods similar to those in the proof of theorem 6.1 in Abeyaratne et al . (1996) .
Thus we conclude that for a bar with very fine heterogeneities, the effective velocity of the phase boundary, (3.8) and thatV has the square-root behaviour described by (3.4) and (3.7). This is summarized by the bold curve in figure 3a .
Physically, we can explain this as follows. The phase boundary has to go over the highest obstacle to move to the right and under the lowest obstacle to move to the left. Further, near the end of the 'stick' region, it is held back by very few obstacles. Therefore, a slight increase in the load can cause a significant increase in the velocity and this gives rise to the almost vertical behaviour of the velocity versus applied load.
The bold curve in figure 3a is strikingly similar to the observations of Escobar & Clifton (1993) as interpreted by Abeyaratne & Knowles (1997) . Further, relations forV which have just the zero and vertical portions have been used successfully to model other experimental observations (Leo et al . 1993; Bhattacharya et al . 1997) .
We can finally calculate the overall response of the bar. This is shown schematically in figure 3d for some finite loading rate as the continuous curve. As the loading rate becomes smaller and smaller, the hysteresis loop does not go to zero; instead it approaches the broken loop shown in the figure.
Discussion (a) Jerky motion
If the characteristic length of the heterogeneity is comparable with that of the bar, i.e. ∼ L, then we would experimentally observe the jerky motion (continuous curve in figure 3b ) and the applied load versus the overall strain of the bar would be serrated. This is consistent with some experiments (see, for example, Leo et al . 1993; Chang 1952 ) and has been studied systematically by Rosakis & Knowles (1999) .
(b) Effective energy is irrelevant
The effective velocityV contains terms both from the energy density and the kinetics. Indeed, it mixes these terms up in an inseparable way. Therefore, we cannot describe the kinetics at the macroscale as 'effective kinetics' on the 'effective energy'. In other words, we can not writē V = average kinetic relation (average driving force).
In particular, the effective or overall energy is quite irrelevant from the point of view of kinetics.
(c) Connection to the model of Abeyaratne et al. Abeyaratne et al . (1996) studied rate-independent hysteresis in a very carefully designed experiment where a plate made of a two-phase material was subjected to biaxial dead tension. For this set-up, the total energy of specimen Φ is a function of a loading parameter σ and the volume fraction of a particular phase, λ. At any fixed σ, Φ as a function of λ has many little 'wiggles'; each wiggle models a microscopic event (nucleation of a needle) in the experiment. Specifically, consider
The evolution of the volume fraction follows the gradient floẇ
They show that as → 0, the solution to this equation approaches that oḟ
where F has features that are very similar toV in (3.8). The hysteresis loops calculated from this equation matched the experimental observations remarkably accurately. Abeyaratne (personal communication) has pointed out the following connection with the model presented here. Consider our heterogeneous bar with a phase boundary at position s with the + phase to the left and the − phase to the right. Then, the total energy of the bar (2.2) can be written as
whereγ T ,σ m are periodic with period one. It follows then that
whereΦ(σ, ·) is a periodic function of period one. Now, if we recall that the thermodynamic driving force f = −∂Φ/∂s and assume that the kinetic relation is v = βf for a constant β, the propagation of the phase boundary is given by the equation,
The similarity between (4.3), (4.4) and (4.1), (4.2) is clear.
(d ) Higher dimensions and mathematical setting
Consider a three-dimensional body and a phase boundary S t with normaln propagating in it. The thermodynamic driving force at any point on the boundary is
where W is the stored energy density, I is the identity matrix, F is the deformation gradient and S the Piola-Kirchhoff stress. These are obtained by solving the equilibrium equation and consequently depend on the position of the entire boundary. However, in order to explore the mathematical structure, let us ignore this nonlocality and assume that the driving force at any x ∈ S t can be written as 6) where σ(t) is a scalar parameter that describes the applied load and where we have assumed that the body is heterogeneous at the length-scale . The normal velocity v n of the phase boundary is related to the driving force through an empirical kinetic relation v n = v(f ). Then, the motion of the boundary is given by the equation
Let us describe the phase boundary as the zero-level-set of a scalar function u (i.e. S t = {x : u(x, t) = 0}) so that the normaln = −∇u/|∇u| and the normal velocity v n = u t /|∇u|. Then, equation (4.7) can be rewritten as the Hamilton-Jacobi equation Varadan (1987), and in E (1991) and Evans (1992) . We expect the results to show a similar flattening, but with possibly very dramatic anisotropy depending on the microstructure. Unfortunately, the problem in the more relevant non-local setting (4.5) appears to be completely open.
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