At the Ketzin pilot site 67,000 tonnes of CO 2 were injected between 2008 and 2013 into a sandstone formation. Pressure monitoring and observation of CO 2 arrival in two observation wells provide valuable field measurements for history matching. Modelling of the CO 2 injection faces several challenges and uncertainties as discussed in this study. Different approaches towards matching the observed data are presented. It can be shown that a calibration of the simulation models (ECLIPSE E100 and Dumux) to the data is possible with good accuracy, while considerable uncertainties in the model parameters remain, to a large amount resulting from strong correlations between permeability and porosity.
Introduction
The Ketzin pilot site in Brandenburg/Germany was the first on-shore CO 2 storage site in Europe and the only active one in Germany. The depth of the used saline aquifer is at about 630 m to 650 m near the injector [1] . CO 2 storage in Ketzin started in June 2008 and was regularly stopped in August 2013. A total amount of about 67,000 tonnes of CO 2 was injected at slightly supercritical pressure and temperature into the 74 m thick Stuttgart Formation. The lithology of the formation is heterogeneous, composed of sand channels of high permeability embedded in flood plain facies rocks with low permeability [2] . Three wells were drilled before the injection: The Ktzi 201 as injection and observation well and Ktzi 201 and Ktzi 202 as observation wells. Data sets of the geological structure, seismic surveys [3] , core material information and well-log data [4] , and hydraulic pumping tests [5] are available.
The primary task of numerical modelling work for Ketzin since the project start in 2004 has been the development of calibrated and -to some extent -predictive models. The available data include continuous pressure monitoring at the Ktzi 201 injection well and, for about one year, also at the Ktzi 202 borehole as well as the arrival times of the CO 2 at the two observation wells. Varying injection rates lead to a corresponding pressure response in the reservoir. A matching of measurement and simulations would give a reliable estimate of the order of magnitude of the reservoir permeability. In fact, a match of the observed pressure after injection is considered the most important prerequisite for predictive assessments in the reservoir. The observed early CO 2 arrival at the first observation well (21.7 days) provides information only for the immediate vicinity of the injection well (50 m). We discuss the implications on the reliability of estimated parameters from a successful pressure match in comparison to a match of the arrival times.
History matching is common practice in reservoir engineering, e.g. [6] , often applied as an iterative trial-and-error process by adjusting the geological model to reproduce observations like oil or gas production rates and pressure responses, see e.g. [7] . Other approaches rely on sophisticated statistics with a focus on probability estimates to exclude less probable realizations of the geological model, e.g. [8] . This study has its focus on the Ketzin CO 2 storage project as a showcase with best-possible site exploration and monitoring over several years. We follow the traditional trial-and-error approach, while also including inverse modelling techniques for some parameter estimates. The history matching is performed with two different numerical simulators: the industry standard code ECLIPSE [9] and the scientific dynamic flow model Dumux [10] . Using Dumux, we tested different approaches to match the data available in late 2012, while trying to identify the most sensitive parameters and to reduce the arbitrariness of decisions for fitting model parameters to data. Since the approaches for the history matching were chosen almost independently by the different modelers, this study can be viewed also as an intercomparison study. For example, previous benchmark studies on CO 2 storage related problems revealed that the influence of different codes on the simulation results is much smaller than the influence of the decisions and choices made by the modelers [11] , and that geology is the most important factor of uncertainty in actual projects.
Remarks on the static geological model and the applied simulators ECLIPSE 100 and Dumux
Details on lithology and mineralogy, the depositional system, available data, and the set-up of the primary geological model are presented by Förster et al. [12] and Norden & Frykman [13] . Based on additional monitoring data, the geological model was updated and modified as reported in Kempka et al. [14] , which is the basis for the present study. The reservoir model follows an integrated geological concept considering the basin-wide observed characteristics of the formation and site-specific point and spatial data. The geological model was subdivided into three zones with different discretization. The uppermost zone with a thickness of 24 m is discretized by 0.5 m in the vertical, while 1 m steps were used for the 12 m interval below and the 36 m thick lowermost zone with 3 m steps. For all zones, the horizontal resolution of the geological model is 5 m × 5 m and the conceptual facies model considers two major types, a floodplain and a sand channel facies. The distribution of petrophysical properties within the facies was modeled using a sequential Gaussian simulation with the Petrel software package, mainly based on the petrophysical core and log data available from the site [4] . From spectral decomposition of the 3D seismic data and trend-maps of total porosity were calculated, allowing a co-Kriging of this parameter for the channel facies. Then, effective porosity was modeled based on established variograms and using a co-Kriging algorithm considering the results of the total porosity simulation. In a last step, permeability was calculated using the determined poro-perm relationship for the different facies environment [13] .
The software package ECLIPSE 100 [9] is a black-oil simulator using the finite-difference method for spatial discretization. It can handle up to four phases (gas, oil, water, and a tracer) under isothermal conditions. In order to allow for simulation of CO 2 solubility in brine, the ECLIPSE 100 oil and gas phases were adapted to represent the brine and CO 2 phases, respectively. Dumux [10] is an open-source software under the GPL license for simulating flow and transport in porous media, including compositional, non-isothermal, multi-scale or multi-physics approaches. Dumux is based on DUNE [15] , which features slim interfaces for an efficient use of inheritance and new libraries. We used here a subdomain collocation method (BOX), i.e. a dual mesh approach with finite-volume properties, where gradients of pressure, mass fraction, etc., are approximated by finite-element shape functions. The BOX method was applied for an unstructured tetrahedron mesh, while a cell-centered finite-volume method was applied for a hexahedron mesh in a previous study. Both ECLIPSE 100 and Dumux solve the equations fully implicit in time.
Approaches towards history matching
Correlations between model parameters impede the finding of a unique set of parameters by a calibration, the more so where the real geology is (a) not exactly known and (b) the available geological model is mapped to even coarser meshes for simulating the far-field flow and transport processes. More degrees of freedom, i.e. a larger number of estimated parameters, increase the chance of obtaining a good history match. But the more calibration parameters, the more correlations occur, reducing the uniqueness of the obtained set of best-fit parameters. The approaches introduced below differ in the set of calibration parameters and in the applied concepts to find the sets of best-fit parameters. Meshes were constructed with particular focus on fine spatial resolution in the vicinity of the wells, i.e. in the two-phase flow region. However, in the far-well regions, the applied meshes in the dynamic simulations were coarser than the spatial resolution of the geological model. Thus, permeability and porosity had to be mapped from the hexahedral grid based geological model onto the different meshes. Dependent on the interpolation method, this results in a more or less strong deviation of the implemented geology in the dynamic flow simulations.
A few remarks are helpful on the observation data in Ketzin. The arrival times at the observation wells need to be considered with care due to the individual completion of each well which is beyond the scope to be explained here, [16] . The arrival of CO 2 at the wells was measured with gas membrane sensors (GMS), which were installed at a depth of 150 m below ground surface [17] . It is fair to assume that CO 2 reaching the observation wells will enter the open annulus in the well first, accumulate there, cross the filter screens and only then move upward within the well. Therefore, the arrival time measured by the GMS does not necessarily provide an accurate value for the CO 2 arrival at the well, which must be earlier than the detection by the sensor in the field. The postulated arrival times [18, 19] are associated with an uncertainty of several days, indicating only that CO 2 has finally reached the sensors after a certain time period. Therefore, a weight-shift in the calibration process towards pressure matching is given.
Approach I: Calibration with six permeability multipliers using ECLIPSE
In Approach I, we considered the manual adaptation of two permeability tensors for the entire model, i.e. a total of six permeability modifiers. As discussed by Kempka & Kühn [20] , one of both permeability tensors was applied for the near-well area determined by the average simulated spatial migration of gaseous CO 2 after 400 days of injection, and the other one for the far-well area. Model parameterization was carried out as discussed by Kempka et al. [20, 21] , whereas CO 2 phase density and viscosity were derived here from Span & Wagner [22] instead of Peneloux et al. [23] . This required an adaptation of the six permeability modifiers in the entire model to achieve a comparable match quality to that documented by [20] . Thereto, fitting of the simulated Ktzi 201 downhole pressure was carried out by matching the near-well permeability multipliers to the observed data, while maintaining the far-well permeability multiplier at the same value. Thereafter, only the far-well multiplier was adapted to match the Ktzi 201 downhole pressure development for 1286 days of CO 2 injection (24/06/2008 to 31/12/2011). In a last step, both permeability tensors were fitted at the same time to achieve the final match of simulated to observed Ktzi 201 downhole pressure. Subsequently, a predictive simulation run was carried out without changing the adapted permeability multipliers for the next 908 days of injection operation (26 May 2014, 2193 days after start of injection).
Approach II: Calibration using a reduced number of fitted parameters
Approach II aims at (i) reducing the number of fitted parameters and (ii) accounting for the different value of information from pressure measurements and observed CO 2 arrival. The pressure response of the reservoir to varying injection rates allows for an integral interpretation of hydraulic properties as permeability, porosity, and relative permeability, while the observed arrival of CO 2 at a well is only a point information, affected by the near-borehole geology, its individual completion and the measurement method. Thus, we put less emphasis on the CO 2 arrival times at the observation wells. We simply introduce a local geological barrier-like feature (see Fig. 4 ) for matching the arrival time at the Ktzi 202 borehole. The more degrees of freedom are chosen, the better matches the calibrated model, but increasing the number of parameters results in increased parameter correlation. Finsterle [24] stated that an overparameterisation results in higher parameter uncertainty and the effectiveness of the calibrated model is reduced.
The observed pressures and CO 2 arrivals at the boreholes are affected by various parameters: Permeability is determined by the geological model, whereby pressure evolution depends strongly on permeability. The arrival times are also directly affected, since lower permeability retards the CO 2 flow. Obviously, the variation of porosity influences the arrival times and pressure is indirectly influenced by the pore space compressibility. Measurements of relative permeability are rather uncertain (see below). Since pressure and arrival times are sensitive to intrinsic permeability, they are sensitive to relative permeability as well. Capillary pressure measurements are also associated with uncertainties; capillary pressure is not scaled here with poro-perm data, since a scaling with the Leverett-J function had very minor influence (not shown in this study). Thus, the capillary pressure is expected to have a smaller influence on the CO 2 distribution in the subsurface. The skin factor at the injection well simulates formation damage due to drilling, which effectively can change the permeability and, thus, influence the pressure directly at the injection. For the arrival times, the influence of a skin factor is expected to be small [20, 21] . The variation of anisotropy presented in Approach I ( [20] ) showed that the plume propagation is highly influenced by the anisotropy in the lateral directions; thus, the arrival time is sensitive to the anisotropy ratio. The pressure field is further influenced by the vertical direction.
The Dumux simulations use a similar setup as those with Eclipse, i.e. the geological model as explained in Sec. 2 ( Fig. 1) . Hydrostatic conditions with a pressure gradient as in Tab. 1 are assigned as initial and lateral boundary conditions. The model top and bottom represent no-flow boundaries. The temperature is 34
• C at 639.5 m depth with a thermal gradient of 0.03
• C/m. The parameters for salinity, anisotropy, and pore compressibility are shown in Tab. 1. A Brooks-Corey relation is used for capillary pressure based on (unpublished) data from the CO 2 SINK project: Different meshes were constructed for the Dumux simulations. The first approach was a tetrahedron mesh ( Fig. 1  left) with a circular refinement region around the injection and observation wells. The second mesh uses hexahedrons (Fig. 1, right ) with a refinement around the wells. We discuss here only results with the hexahedron mesh with cell-centered finite volumes and refer to Kempka et al. [14] for results with the tetrahedrons.
The matching procedure involves a calibration for the initial period using inverse modelling with subsequent extrapolation in time. The procedure is tailored to keep computational efforts low: (i) Calibration of only three parameters with an inverse modeling approach using iTOUGH2 [24] is applied to match the pressure at the injection well for the first 50 days. Concurrently, the arrival time at Ktzi 200 is matched as well. (ii) The calibrated model (first 50 days) is extrapolated to predict the further behavior. (iii) The second arrival time at Ktzi 202 is matched by adapting a local geological feature as the low permeable "barrier". This idea arises from apparently good hydraulic responses between the wells Ktzi 201 and Ktzi 202 in pumping tests [5] , while there is a retardation of the CO 2 arrival. This can be explained by a geologic feature acting as a barrier only for the lighter phase (here the CO 2 ) at the top of the reservoir.
Results and discussion

Best-fit results from Approach I
The best fit for the history matching technique applied in Approach I was achieved with the permeability multipliers listed in Tab. 2. A reduction of permeability multipliers in the near-well area compared to those in Kempka et al. [20] was necessary since a deviation in CO 2 density of up to 5 % between the Peneloux et al. [23] and Span & Wagner [22] equations of state (EOS) was observed at the given pressure and temperature conditions in the Stuttgart Formation. Consequently, the permeability multipliers had to be adapted to achieve an acceptable fit between simulated and observed downhole pressures at the Ktzi 201 well with the Span & Wagner EOS. However, the permeability multipliers for the far-well area were not modified in the present study. Simulation results shown in Fig. 5 reveal that a good match of Ktzi 201 downhole pressure is achieved for the entire time of operation. Maximum deviations occur at days 20 and 60 of the injection operation with up to 2.5 bar (about 3.2 %), since the matching procedure applied aimed at an optimal adaptation of the two permeability tensors to account for the pressure development during the first 1286 days of injection operation. Note that injection rates at the Ketzin pilot site were determined by a flow meter [1, 25] with relatively high uncertainties in flow-through measurements, which had to be corrected by using the fill state of the CO 2 storage tank [26] . Thus, already small deviations in the corrected injection rate may result in significant pressure differences in the first weeks of operation, whereby about 1,700 tonnes of CO 2 were in the storage formation after 60 days of injection. The difference between simulated and observed downhole pressure in the Ktzi 201 well decreases thereafter until reaching the end of the history matching phase at 1286 days. Deviations between simulated and observed reservoir pressures stay below 1 % for the history matching period ending at day 1286. Thereafter, and until day 2193, the simulation was run without rematching the Ktzi 201 downhole pressure (see Fig. 2 ) exhibiting a continuation of the good matching results until the end of injection. From our point of view, the stop of injection operation for about seven months from day 1424 until day 1660 is an important indicator by means of model predictability, since reservoir pressure relaxation influences CO 2 volume expansion in the entire reservoir at the given time. An excellent downhole pressure match with insignificant deviations (< 0.05 %) was achieved for that period of operation emphasizing the reliability of the model in terms of reservoir pressure development prediction. From day 1680 on, CO 2 injection at the Ketzin pilot site was carried out by decreasing the injection temperature by 5 K per week instead of continuing injection at reservoir temperature to investigate the impact of cold injection on reservoir pressure and near-well temperature development. Independent of the fact that expansion of colder CO 2 implies an insignificant pressure increase due to the limited temperature difference, Ktzi 201 downhole pressure simulated with the isothermal ECLIPSE 100 simulator is about 1 % above the observed one, whereas the deviation decreases until the next injection stop at 1764 days. The following stop of injection until day 1793 is again simulated with an excellent agreement between simulated and observed Ktzi 201 downhole pressure (deviation < 0.3 %). Changes in the EOS applied for density and viscosity calculation [22] as well as the required revision of near-well permeability tensors in the present ECLIPSE 100 model had a significant impact on the simulated CO 2 arrival times. Tab. 3 gives the resulting arrival times of dissolved and gaseous CO 2 , comparing the results to those presented by Kempka et al. [20] . While the deviation of the arrival time at the Ktzi 200 well increased by factor two to 12.9 %, the deviation of the arrival time at the Ktzi 202 well is remarkably small with 0.4 % following the undertaken model revision.
Results from Approach II Inverse modeling for the first 50 days of injection
Eleven time steps between 17 and 50 days (no data earlier than 17 days available) are used to fit the pressure for the first 50 days of injection. For the CO 2 arrival in Ktzi 200, a step function is applied for the inverse modelling (0 at the beginning and 1 when the CO 2 has arrived). Different combinations of estimated parameters were chosen with different weights given to the measurements. Below we present and discuss three of these cases.
Cases 1 and 2 apply an overall multiplier for permeability (M K ) and porosity (M phi ). In addition, the parameter n of the relative permeability for CO 2 (Eq. 1) is varied. The standard deviation for the arrival time is set to 0.02 and for the pressure to 10 4 Pa. The lower bound M phi is decreased in Case 2 compared to Case 1 (0.6 instead of 0.7) with different starting values applied. Case 3 uses a different set of multipliers. The porosity field is still matched by adapting M phi , whereas M K depends directly on M phi via the Kozeny-Carman [27] relation with a porosity of 0.2 as a basis:
2 )). The lower limit for M phi is set to 0.2. Further, the relative permeabilities for CO 2 (n CO2 ) and water (n w ) are varied separately. The standard deviation for the arrival time is increased to 0.05 to put more emphasis on the pressure fit.
The results of the three inversions are shown in Tab. 4. Fig. 2a compares the obtained pressure curves to the measurements for the first 50 days and shows a satisfactory match in all cases. The arrival times are matched much better by Cases 2 and 3. In Case 2, the relative permeability is the most sensitive parameter for the total matching in this particular case. It is most sensitive for the pressure, whereas porosity is the most sensitive for the arrival time. But one should keep in mind that sensitivities in the inversions strongly depend on the initial weighting of the measurements. Overall, the sensitivities of relative permeability, intrinsic permeability, and porosity for a best-fit to the monitoring data of the first 50 days of CO 2 injection are of comparable order of magnitude. Case 3 produces similar results as Case 2. The estimated parameter n w represents an adjustment of the relative permeability curve and has only a small influence on the system behavior during the first 50 days. This is confirmed by the total sensitivity coefficients which are 218.4 for M phi (including M K ), 34.3 for n CO 2 , and only 10.8 for n w . Thus, the variation of the porosity combined with permeability variation dominates the overall sensitivity of the system. 
Testing the predictive capability: The time between 50 days and 1286 days
The calibrated models (as discussed above) were then applied to simulate a longer time-scale. The pressure curves are presented in Fig. 2b for a period of 500 days. All the cases show deviations from the measured pressures. Case 1 starts diverging after about 180 days, Case 3 even earlier, while Case 2 matches the pressure well for about 380 days In Case 1, both permeability (M K =0.1067) and relative permeability (n CO 2 =1.5376) are lower compared to Case 2, probably the reason for the earlier increase of the pressure. The relative permeability of water seems to become more important after about 150 days when the CO 2 plume is bigger.
One should conclude that a perfect fit of the pressure curve over the whole simulation time with global multipliers for the entire domain is not possible without introducing more degrees of freedom than the three used in this exercise up to here. Approach I [20] showed a better match by distinguishing between near-well and far-field multipliers for permeability. This distinction is adopted for Case 2 because it fits the pressure at least for 380 days and the most exact arrival time at the Ktzi 200 borehole is achieved. Within the far-field region, the original permeability and porosity values of the geological model are used. The multipliers of Case 2 for the porosity and the permeability are only applied in the near-well region. The relative permeability is the same in the whole domain (n CO 2 =1.1497).
For Case 2a, a near-well region of 1000 m × 900 m is defined around the injection well (located at x=3242.7 m and y=2803.7 m). As presented in Fig. 3a , the pressure curve is closer to the measurements at longer time scales and the trend of pressure decrease after 400 days can be observed for Case 2a. Since the pressure is underestimated between 200 days and 800 days, a second trial-and-error run with the near-well region enlarged by 100 m in every direction is performed (Case 2b). The pressure curve is then closer to the measurements for about 800 days compared to Case 2a. At time scales larger than 800 days, Case 2a fits the pressure curve better than Case 2b. The pressure measurements at Ktzi 202, only available between about 600 days and 1200 days after injection starts, are matched well in both cases (see Fig. 3b ) with the maximum deviation in the order of 1 bar.
The remaining task is the matching of the arrival time at the Ktzi 202 borehole. In Case 2, the CO 2 arrives after 216.6 days. The distinction between near-well and far-field leads to an even earlier arrival (208.52 days in Case 2a). The barrier retards the arrival time as expected and the observed arrival of 271 days is almost achieved. Fig. 4 shows a section through Ktzi 201 and Ktzi 202 for Cases 2 and D-2b-b2 after 255 days. The CO 2 has already arrived at Ktzi 202 in Case 2, whereas it is shortly before arrival in Case 2b-b2. It is retained at the barrier and flows underneath until enough CO 2 has accumulated. Despite the hints on the probability that these kind of features might exist in the reservoir, the choice of inserting a barrier is, of course, somewhat arbitrary. Further extrapolation of matched models to most recent data The comparison between measurements and simulation for the full time period is shown in Fig. 5 (left) . The Dumux model overestimates pressure at later times, while the amplitudes during shut-down and restart phases are still reproduced well. The Eclipse model (Approach I) matches the pressure response with excellent agreement, and the question turns up how this can be explained. For both approaches, the calibration is based on adapting the permeability. Dumux uses an anisotropy, which reduces the vertical permeability by a factor of 3. Thus, there is a tendency towards more horizontal flow in the modification according to Approach I (see Tab. 2), leading to a relatively stronger vertical CO 2 movement in Approach II, where more CO 2 spreads right underneath the top, then encountering regions of lower permeability and, thus, the pressure level is higher to push it forth. Hence, this realization of the geology as obtained from the modifications by Approach II seems to provide no satisfactory calibration at later times. Part of the deviations in Approach II, even though not quantifiable, are also due to a geological offset of about 10 m to 20 m in the far-field in the domain.
While discussing up to now mainly the differences in pressure responses, Fig. 6 gives an impression of the differences in CO 2 plume evolution. The top views of the plumes at different times are visibly different. However, since the details of the permeability field are associated with large uncertainties, it cannot be expected that a perfect match can be achieved, the more so as there is no further evidence than the arrival times in the observation wells. 
Conclusions
The results as presented above are obtained from work accompanying the Ketzin pilot project and were assembled for this study to summarize a number of interesting lessons that can be learned from the modeling work. First of all, we want to emphasize that the measurements and observations from the Ketzin project are well-controlled according to what the state-of-the-art allows. The Ketzin storage project is still far from the industrial scale. Thus, it should be expected that monitoring data from any present or future storage project is hardly available with higher reliability or accuracy. We should evaluate the results of this study in the light of this.
In general, it is costly and difficult to collect sufficient data from large-scale subsurface projects that allow predictive simulations. Data are of different accuracy, often only point-wise from boreholes. Thus, the required parameters for full-scale numerical models are associated with uncertainties. In order to make decisions based on numerical models it is usually required to quantify the uncertainties from data and models. This study does not cover the topic of uncertainties, but rather gives insights in data quality of actual projects and the range of interpretations with different models and different approaches. We can state at the end of this modeling exercise the following:
• Numerical simulation models were calibrated to available pressure data and observed arrival times.
• Parameters in the multiphase flow models are in parts strongly correlated to each other regarding their physical meaning. For example, relative permeabilities and intrinsic permeabilities have a high degree of correlation and are, thus, difficult to determine. The variation of porosity combined with permeability variation proved to be dominating the overall sensitivity of the simulated pressure values.
• The exact spatial distribution of permeabilities and porosities is currently impossible to determine. However, the basic response of the reservoir in terms of pressure increase due to injection of CO 2 can be calibrated and allows predictive simulations for pressure responses for a considerable time period. The variation of porosity combined with permeability variation proved to be dominating the overall sensitivity of the pressure responses.
• The matching of arrival times in strongly heterogeneous reservoirs is possible, while reliable long-term predictions of CO 2 plume evolution are more difficult to achieve. They strongly depend on geologic information and iterative integration of measurement data during the storage project.
• Quantification of uncertainties is a major task for future projects. This is computationally expensive and, for large-scale scenarios, requires sophisticated methods of model simplification, e.g. response surface methods.
