The following problem arises in the study of survivable connection-oriented networks. Given a demand matrix to be routed between nodes, we want to route all demands, so that the residual capacity given by the difference between link capacity and link flow is maximized. Each demand can use only one path. Therefore, the flow is modeled as nonbifurcated multicommodity flow. We call the considered problem nonbifurcated congestion (NBC) problem. Solving NBC problem enables robust restoration of failed connections in a case of network failure. We propose a new heuristic algorithm for NBC problem and compare its performance with existing algorithms.
Introduction
The congestion problem arises in many practical applications encountered in computer networks. In this paper we concentrate on a special version of the congestion problem. Our objective is to maximize the minimum residual capacity of network links. The residual capacity is defined as the difference between capacity and flow of link and denotes the link capacity not used currently. Since we focus on connection-oriented high-speed networks using techniques like multiprotocol label switching (MPLS), asynchronous transfer mode (ATM), or optical networks each demand can use only one route. It means that the network flow is modeled as nonbifurcated multicommodity flow. The problem formulated in this work is called nonbifurcated congestion (NBC) problem.
We are interested in the NBC problem from the perspective of network survivability. Our objective is to route all demands in the network maximizing the minimum residual capacity of links. Such formulation of the optimization problem is important in network survivability, because resources of residual capacity, indispensable for rerouting of failed connections in a case of network failure, are located "proportionally" in the network. Survivability techniques require residual capacity to perform restoration of broken 2 Maximizing residual capacity in networks connections. The main idea of approach used to enable survivability in connection-oriented networks is as follows. Each circuit, that is, virtual path in ATM or label switched path in MPLS, has a primary route and a backup route. The primary route is used for transmitting of data in normal, failure-free state of the network. After a failure of the primary route the failed circuit is switched to the backup route. Less residual capacity in the network links means that fewer connections would be restored when a failure occurs. In other words, it is probable that more failed connections would be restored due to higher value of residual capacity. It should be noted that the residual capacity could be applied for assignment of both primary and backup routes in the network. Considerable information on issues of network survivability can be found in [10] .
Minimum congestion/maximum throughput problems are common in networking applications. An issue of great significance is the fact that we are routing at the same time many commodities in a network. Moreover, considered problems are the min-max problems. Another common property is that these problems formulated as linear programs (bifurcated flows) or integer problems (nonbifurcated flows) are quite difficult.
In this paper we propose an heuristic algorithm for the NBC problem. The concept of approximation and heuristics has a significant role in all areas of science and engineering. It is expected to be possible to develop approximation algorithms for optimization problems with solid mathematical foundations and which can be efficiently implemented. According to experience with various optimization problems, it is evident that obtaining a partially accurate answer, quickly, can be much preferable to having to wait an excessively long time for an optimal solution. Therefore, approximation algorithms based on various heuristic approaches should be able to combine mathematical theory, computational efficiency, and practicality [2] .
The remainder of this paper is organized as follows. In next section the nonbifurcated congestion problem is formulated as zero-one integer problem. Section 3 includes the discussion on related work on congestion problems and various optimization methods applied to problems similar to NBC. In Section 4 we introduce a congestion avoidance algorithm for NBC problem. In Section 5 we present some results of computational tests with a special focus on tuning of algorithm's parameters and comparison of CA against other algorithms. Finally, we conclude and suggest further research.
Nonbifurcated congestion problem
We are given a network (G,c) where G = (N,A) is a directed graph with n nodes and m arcs, c : A → R + is a function that defines capacities of the arcs. We assume that all commodities (demands) included in a set P are numbered from 1 to p, where p denotes the number of all commodities. For kth commodity s k denotes a source and t k denotes a destination of the commodity. Each commodity of flow requirement Q k must be routed from node s k to node t k through a given network. A multicommodity (m.c.) flow is a set of functions
for which flow of the kth commodity in arc (x, y) f k (x, y) for k = 1,..., p satisfies the Krzysztof Walkowiak 3 following conditions:
where D(x) = {y : y ∈ N and (x, y) ∈ A} is a set of destination nodes of edges leaving the node x and B(x) = {y : y ∈ N and (y,x) ∈ A} is a set of source nodes of edges entering the node x. 
Multicommodity flows are of two types: bifurcated and nonbifurcated. The former one is a flow in which one commodity can be transported using many paths. Each path carries only a part of the commodity. For the nonbifurcated flow each commodity flows along one path only. An example of bifurcated flow is flow of the Internet using the TCP/IP protocols. Connection-oriented networks like ATM, MPLS, and Frame Relay are examples of networks applying the nonbifurcated m.c. flows. It should be noted that the nonbifurcated flow problem are called in the literature unsplittable flow problem (UFP) [13] [14] [15] .
In this work we focus on a static flow assignment problem for nonbifurcated flows. The global m.c. flow denoted by f = [ f 1 , f 2 ,..., f m ] is defined as a vector of flows in all arcs according to constraints (2.1)- (2.4) .
In this work we apply a link-path formulation of the nonbifurcated m.c. flow [19] . It is obtained by providing for each commodity i ∈ P a set of routes (paths) Π i = {π such that 12) we will obtain the bifurcated multicommodity flow problem. NBC is a 0/1 integer program but it is generally considered as a very hard problem. The first reason why this occurs is that the objective function (in the min-max formulation) is convex piecewise linear and not separable with respect to arcs. The second reason is that the solution space that includes all possible paths is extremely large.
Related work
Congestion problems formulated similarly to our formulation given by (2.5)-(2.10) can be found in the literature. The maximum concurrent flow problem consists in maximizing the throughput of the network, that is, as large a common percentage of each demand as possible should be routed while not exceeding the capacity constraint. In the minimum congestion problem full demands must be routed in order to minimize the maximum load of an arc and satisfy the capacity constraint. Also the relative congestion defined as the maximum ratio over all arcs of flow f a divided by the capacity c a can be applied as an objective function [2, 3, 6, 7, 14, 15] .
As mentioned above, our main focus in this work is on the network survivability of connection-oriented networks. Therefore, in this work we apply formulation (2.5)-(2.10) of the congestion problem using nonbifurcated m.c. flows, which is more convenient for use in optimization of flows in survivable networks. Some of algorithms developed for the maximum concurrent flow and the minimum congestion problems can be also applied to our NBC problem.
Most literature we have found either concerns congestion problems of bifurcated m.c. flows, or some limited versions of UFP in the context of congestion.
A comprehensive treatment of various algorithms developed for maximum concurrent flow and minimum congestion problems is given in [2] . Author focuses only on bifurcated m.c. flows. Most of discussed algorithms are based on the flow deviation (FD) method [8] . FD has been proposed in the context of design of packet-switched networks and has been broadly used by the community of telecommunication networks.
Krzysztof Walkowiak 5 Authors of [7] consider a routing problem of bifurcated multicommodity flows consisting in minimizing the maximal relative congestion on the arcs of the network with a bounded number of paths. An algorithm derived from the FD method is proposed. The main idea of Duhamel et al. is the use of a convex increasing congestion function separable on the arcs what tends to push flow on a subset of the active paths produced by the minimum congestion solution. Similar approach is proposed in [4] -an adaptation of the FD method based on Kleinrock's delay function is used to obtain a fully polynomial approximation scheme.
Chlamatac et al. proposed an algorithm for optimization of virtual paths in ATM networks that minimizes the load on networks links [6] . Since ATM is a connection-oriented technique, the network flow is modeled as nonbifurcated m.c. flow. The central idea behind the algorithm is to assign random weights to the links in a special way that assures, for any possible realization of the weights, that the minimum weight path between two nodes will be inevitably a minimum-hop path. Authors prove that for large networks the solution provided by the algorithm is within a small factor of the best possible solution. Numerical evaluation of the algorithm is provided.
Ott et al. consider various problems of flow allocation in the context of MPLS. A relative congestion is taken into account as an objective in one of optimization problems. Since, the problem is formulated as bifurcated m.c. flow, linear programming methods are used [18] .
There are many papers concentrating on developing constant-factor approximation algorithms and bounds for various versions of unsplittable flow problems (UFP). Some of them consider a limited versions of UFP-the single-source unsplittable flow problem, which consists in allocating a set of commodities having the same source node to single paths [13, 14] . Approximation algorithms for multisource UFP are discussed in [1, 15] . However, works concentrating on constant-factor approximation algorithms lack numerical experiments presenting performance of algorithms in real networks. Main focus is reduced to mathematical properties of algorithms, while the way of how to use these algorithms for optimization of flows in real computer networks is not discussed, what limits significance of such papers for the telecommunication practitioners.
The NBC problem, like many other network design problems, is very complex and numerically intractable even for networks with a small number of nodes. Notice that the NBC problem is an integer 0-1 problem with linear constraints. However, size of the problem is very large even for relatively small networks. A popular method to solve 0-1 problems is the branch-and-bound (B & B) approach. Such algorithms were applied to many problems related to NBC [12, 19, 20] . Nevertheless, B & B algorithms are intractable for networks of medium and large sizes. The only way to solve the NBC problem by an exact algorithm that can produce the optimal solution is to reduce size of the problem and consider only a part of all possible routes. Such an approach, called path generation technique is discussed in [19] . Another possible method to reduce size of the considered problem is the hop-limit approach proposed in [11] .
Lagrangian relaxation is a decomposition method that can be applied to 0/1 optimization problems. This approach consists in relaxation of the primal problem by incorporating a subset of constraints to Lagrangian function using dual multipliers. The new optimization problem, called dual problem, in which the Lagrangian is the criterion function, is much more simpler than primal problem, because the set of constraint is reduced. Moreover, reducing of some constraints (by introducing them into the Lagrangian) eliminates dependency between variables and the Lagrangian problem can be divided into two (or more) separate subproblems. Consequently, we obtain a much less complicated optimization problem, which is tractable in a reasonable time. This is a highly desired feature of the Lagrangian relaxation that motivates the use of this approach. The most common method to solve the dual problem is subgradient optimization, which has long been popular among optimization practitioners, because of its ease of implementation, general applicability and (potential) computational success [19] .
The Lagrangian relaxation and subgradient optimization technique is used in [9] to solve the nonbifurcated problem. The goal is to select a set of routes which minimizes the expected end-to-end delay function defined by Kleinrock. Since the objective function is separable with respect to arcs, the Lagrangian relaxation leads to two relatively simple kinds of subproblems. First subproblem can be separated into m (number of arcs) subproblems solved very simply. The second subproblem can be separated into p (number of demands) subproblems, which require calculation of the shortest path under a given metric. Results reported in [9] shows robustness of the Lagrangian approach.
However, the Lagrangian relaxation does not work efficiently for NBC and other minmax 0/1 problems. The main reason of this is that the objective function of NBC is not separable with respect to arcs. Therefore, Lagrangian approach cannot yield subproblems that could be solved effectively.
All references discussed above consider the static optimization of network flows. There are also related works that focus on dynamic, online optimization of network demands. In dynamic routing, requests arrive one-by-one and future demands are unknown. Traditional routing protocols applies a single metric such as hop count or delay that characterizes the network, and use the shortest-path algorithms for path computation [22] . However, in order to support bottleneck metrics like residual capacity or link utilization, other algorithms have been proposed. We focus on one of them, that is, the shortestwidest path (SWP) algorithm proposed in [16, 22] . SWP algorithm finds a path with the maximum residual capacity among all feasible paths. If there are several such paths, the one with minimum hop count is selected. Dynamic routing algorithms can be used also for static optimization of network flows by applying the same algorithm sequentially for all demands. Since all demands are known a priori in static optimization, sequence of processed demands can be changed to improve the results.
Congestion avoidance algorithm
In this section we present a new algorithm called congestion avoidance (CA) for the nonbifurcated congestion problem given by (2.5)-(2.10). The main idea of CA algorithm is derived from FD algorithm for nonbifurcated m.c. flows proposed in [8] . The FD algorithm and its modifications have proven its effectiveness in many network design problems [2, 5, 17, 21] . We present two versions of congestion avoidance algorithm.
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We assume that X j is a set of variables x k i , which are equal to one. The set X j is called a selection. Each selection determines the unique set of selected routes for all demands. Let X 1 denote a feasible initial solution. In order to find X 1 we apply an algorithm based on the initial phase of the FD algorithm. Let z(H) denote a value of the minimal arc's residual capacity obtained for routes allocation given by a selection H. We start with j := 1.
Algorithm CA1 (α,β)
Step 1. For a solution X j find the minimal value of residual capacity r min = min a∈A r a and the maximal value of residual capacity r max = max a∈A r a . Let Cong(α) be a set that includes all α-congested arcs a ∈ A for which r a ≤ (r min + α(r max − r min )). Next, let P cong be a set that consists of all demands that path of the demand uses at least one arc included in the set Cong(α).
Step 2. Find a selection SWP(X j ) of variables x k i associated with the widest-shortest route π k i for a selection X j . To find a widest-shortest route for each demand i ∈ P first remove the demand from the network, and next using the SWP algorithm calculate the path. Set i := 1 and go to Step 3.
Step 3. Let H := X r .
(a) If i ∈ P cong , then calculate a selection V from the selection H in the following way: Step 4. If j ≥ β, stop the algorithm. Otherwise set j := j + 1, X j := H and go to Step 1.
The central idea of the CA1 algorithm is as follows. The algorithm has two parameters that can be tuned. Parameter α ∈ (0,1] is used to find set Cong(α) including all α-congested arcs (Step 1). The second parameter of the CA algorithm, β, is a number of iterations for which the main loop of the algorithm is repeated.
We start with a feasible solution X 1 , which defines all routes used by demands. Consequently, having these routes and bandwidth requirements of all demands, flow and residual capacity of each arc can be found. To find all α-congested arcs we first find the minimal value of residual capacity r min = min a∈A r a and the maximal value of residual capacity r max = max a∈A r a for an m.c. flow given by current selection. An arc a is α-congested if the following condition is satisfied:
Note that if α = 1, all arcs are included in the set Cong(α). If α = 0.1, only arcs for which the residual capacity is between r min and (0.9r min + 0.1r max ) are included in the set Cong(α). The Cong(α) is applied to calculate set P cong . The P cong set includes all demands,
8 Maximizing residual capacity in networks which routes use at least one α-congested arc (Step 1). The main idea of using parameter α is to concentrate the algorithm on the most congested arcs and try to increase the residual capacity of arcs included in Cong(α) by changing routes for demands included in the set P cong . To improve the solution, we find set SWP(X j ) that comprises new routes for each demand i ∈ P cong calculated according to the shortest-widest path algorithm (Step 2). In particular, for each i ∈ P cong we remove the demand i from the network (decrease flow on each arc used by the demand i by the value of i capacity), and calculate a new route using SWP algorithm. Next, we try to improve the solution by deviation of one selected demand i ∈ P cong to the widest route (Step 3(a) ). In
Step 3(b) we evaluate the new solution denoted as V . If minimal residual capacity of V is greater or equal to the minimal residual capacity of previous selection, we accept the change of route for demand i. Note that in nonbifurcated flow deviation algorithm [8] , solutions are compared using condition "less" ("less" because the problem is to minimize objective function, in our case we want to maximize the objective function). We use the "greater or equal" condition to enlarge the solution space analyzed by algorithm CA. Moreover, another difference between FD and CA is the stopping condition. The FD stops if the m.c. flow is not changed after the deviation. Since we apply the "greater or equal," we have to repeat the main loop of CA β times. Finally, FD uses a shortest path algorithm to obtain a new route for deviation while CA applies shortest-widest path algorithm because our objective is to maximize residual capacity. Now we present a second version of congestion avoidance algorithm.
Algorithm CA2 (α,δ).
Steps 1-3. The same as in algorithm CA1.
Step 4. If z(X j ) = z(X j−(δ−1) ), stop the algorithm. Otherwise set j := j + 1, X j := H and go to Step 1.
Algorithm CA2 has also two parameters that can be tuned. Parameter α has the same task as in CA1. The second parameter of the CA2-δ is used in the stopping condition. We suppose that if for a particular number of iterations the algorithm yields the same result, we can stop the algorithm because a local minimum is obtained. Therefore, if for δ consecutive iterations CA2 does not improve the network congestion given by formula (2.11), the algorithm terminates. Deployment of CA2 was motivated by initial results of CA1 computational tests. Comprehensive analysis of results can be found in the next section.
Numerical results
All tested algorithms were coded in C++, and the program was run on an IBM-compatible PC with 2 GHz Intel processor and 512 MB of RAM. To evaluate algorithms CA1, CA2 and other tested algorithms for various networks in terms of topology and density (average node degree) we selected to numerical experiments 7 networks. Three topologies are shown in Figure 5 bandwidth, for instance, 1 Mb/s. We assume that for all networks capacity of each link is 5000 BU. We run three sets of experiments. In experiment A it is assumed that there is a requirement to set up a connection for each direction of every node pair. Thus, the total number of demands (commodities) is 1260. Each demand is defined by the source node, destination node, and flow requirement. Several demand patterns are examined for each network. However, all demands are homogenous and flow requirement for each demand is the same. For instance, for network 104 we perform 15 simulations starting with flow requirement of each demand equal to 50 BU, the biggest value of flow requirement is 64 BU. In experiment B, there are also 1260 demands-one demand for each origin-destination node pair. However, bandwidth requirements are heterogeneous-a random value is chosen independently for each demand. Finally, in experiment C 2500 fully heterogeneous demands are generated, that is, origin node, destination node, and bandwidth requirement are chosen for each demand at random.
The first objective of experiments is tuning of the CA1 algorithm. As a starting solution we use the solution given by the initial phase of the FD for nonbifurcated flows [8] . Due to initial trial runs we decided to set the number of iterations (parameter β) to 50. We run simulations for the following values of parameter α = {1; 0.75;0.5;0.25;0.1;0.05;0.01; 0.005;0.001}.
To compare results we apply the competitive ration performance indicator. The competitive ration, which indicates how well an algorithm performs for a given parameter α, is defined as the difference between result obtained for a particular parameter α and the maximum value of minimal residual capacity obtained in a considered simulation (unique in terms of network topology and demand pattern). For instance, if for the test consisting of 9 simulations of CA (9 different values of parameter α) maximum value of minimal residual capacity is 2500 and the minimal residual capacity of the considered simulation is 2000; the competitive ration is calculated as follows: (2500 − −2000)/2500 = 20%. The competitive ration indicates quality of obtained result of given simulation compared to results of other simulations for a particular network and demand. Low value of competitive ration means that the result of current simulation is very close to the best results obtained in a given test. Notice that the competitive ration must be in the range [0,100%]. For presentation of aggregate results we apply the aggregate competitive ration, which is a sum of competitive rations over all considered experiments.
In Table 5 .2, for each experiment, and network topology combination, we report aggregate competitive ration obtained for tested values of α. Generally, we can see that results obtained for irregular mesh topologies (104, 114, 128, 144, 162) are similar for various values of α. Only for networks 108ring and 120mesh more differences can be observed. However, for experiment C the difference between regular and irregular topologies is relatively smaller. The experimental data is reasonably well explained by the fact that for experiment C there are more demands (2500) and demands are heterogeneous. For experiments A and B there are 1260 homogeneous demands (one demand for each origin-destination node pair). Table 5.3 shows the ranking of all tested values of parameter α. For instance, the second column of Table 5 .3 demonstrates that setting α = 1 provides the "first place" (best results) in 101 of 105 simulations run for experiment A, 89 of 140 simulations run for experiment B and 23 of 70 simulations run for experiment C. Columns 3-10 of Table 5 .3 present detailed ranking for other values of α. In experiments A and B for many demand patterns algorithm CA1 yields the same result regardless of parameter α. As above, the results obtained for experiment C differ from other experiments. This follows from the heterogeneity of demands. More demands with random bandwidth requirements mean more combinations of routes and more possible solutions. Therefore, CA1 generates different results for various α.
Now we focus on the second parameter of algorithm CA1-number of iterations denoted as β. Recall, that in our simulations we set β to 50. However, for each simulation we record the number of iteration in which the final (best) solution is obtained. After this iteration the solution was not improved. A  101  101  101  101  101  101  103  103  103   B  89  89  89  89  90  93  96  97  101   C  23  24  22  20  27  25  31  25  23 analysis of Table 5 .4 shows that the results depend on the experiment. When the number of demands grows, the CA1 algorithm needs more iterations to find a stable solution. Also of significance is that the number of iterations grows as the value of α decreases. This is also evident from the construct of algorithm CA1. In each iteration we try to change routes of demands that use α-congested arcs. If α is low, only few arcs are taken into account, and consequently relatively small number of demands are deviated. Therefore, CA1 needs more iteration for small values of α. However, since fewer paths are rerouted, the calculation time should be lower for low α. This can be observed in Table 5 .5, which summarizes the decision time needed to run all 50 iterations of CA1. The time required to find the initial solution is not included, since it is the same for all tested α. Figure 5 .2 shows the convergence of the CA1 algorithm obtained in experiment C for network topology 128. Curves for five values of parameter α are presented. We can see that for α > 0.1 the algorithm requires only few iterations to find a stable solution. For smaller values of α, the number of iterations grows.
Summarizing the discussion on the CA1 parameter tuning we conclude that the algorithm offer similar results for tested values of α. However, if we take into account also the number of iterations and decision time, we can see that for α = 0.01 combination of both objectives: quality of result and calculation time is in our opinion the best. The parameter β defining the number of algorithm's iterations can be reduced to value 10 for experiment C and 5 for the two other experiments.
Our analysis of the CA1 performance suggests that the stopping criterion of the algorithm can be improved to minimize the decision time. Therefore, we developed a second algorithm, CA2, that examines results of consecutive iterations and if for a particular number of iterations the results are the same, the algorithm stops. Since CA2 is very similar to CA1, we apply results of CA1 tuning and decide to use the CA2 algorithm with the following parameters: α = 0.01, δ = 3.
For reference we selected several algorithms developed of nonbifurcated versions of the congestion problem. We implement the algorithm CFZ proposed by Chlamatac et al. [6] . CFZ minimizes the network load, however, the capacity constraint is not taken into account, that is, links have no limits on the load they can carry. Therefore, we propose a modification of the CFZ algorithm (called CFZMod), in which only feasible paths are considered in Step 4 of CFZ. By a feasible path for a particular demand we mean a path that has residual capacity of all arcs not lower than bandwidth requirement of the demand. Consequently, we try to avoid allocating demands to paths that cannot transport the whole capacity of the demand. If a feasible path does not exist for, it means that the algorithm cannot yield a feasible (in terms of capacity constraint) solution.
Another possible method of solving the NBC problem can be derived from works [4, 7] that propose applying a convex increasing congestion function separable on the arcs that leads to improvement of network congestion. As in [4] we implement the FD algorithm, however we use the nonbifurcated version of FD, while Bienstock and Raskina focuses on bifurcated flows. As objective we apply the average delay function that fulfills required conditions; it is a convex increasing function separable on the arcs.
We also use the shortest-widest path (SWP) algorithm [16, 22] for comparison of results. Since we consider a static problem, we can employ the SWP for various orderings A  76  74  69  62  53  51  38  38  38   B  81  78  73  65  56  53  25  13  6   C  324  319  299  261  210  156  100  64  27 14 Maximizing residual capacity in networks of commodities. In particular, we develop three versions of algorithm using the shortestwidest path (SWP) method. In SWPNorm algorithm paths are processed without any sorting, that is, demands are allocated one-by-one as they are located in the set to paths found by SWP. SWPRand(n) method assumes that paths are sorted randomly, n various (in terms of demands' ordering) sets are generated. In SWPSort algorithm initially paths are allocated by the SWPNorm algorithm. Next, for each path the path's residual capacity (i.e., the miminal value of residual capacity over all arcs belonging to the path) is calculated. Finally, paths are sorted according to their residual capacity, starting from the path with the smallest value of residual capacity. If two paths have the same residual capacity, we compare the value of paths' bandwidth requirement. As discussed in a related work, there are also many other methods developed for congestion problems for bifurcated m.c. flows. However, since we consider a network that uses a connection-oriented technique (e.g., MPLS, ATM), the algorithms developed for bifurcated flows cannot be applied in our case.
According to the discussion on the CA1 parameter setting we decided to use the following two combinations of CA1 parameters for comparison with other algorithms: CA1(0.01,5) (α = 0.0l; β = 5) and CA1(0.01,10) (α = 0.0l; β = 10). We also report results of CA2(0.01,3) (α = 0.0l; δ = 3). As a starting solution of both CA algorithms we use the route combination yielded by the initial phase of nonbifurcated FD algorithm. Table 5 . 6 shows the ranking of all tested algorithms. For instance, the seventh column of Table 5 .6 demonstrates that CA1(0.01,5) algorithm provides the "first place" (best results) in 103 of 105 simulations run for experiment A, 137 of 140 simulations run for experiment B, and 42 of 70 simulations run for experiment C. In experiments A and B for many demand patterns algorithms CA1 and CA2 yield the same result regardless of parameter α. As above, the results obtained for experiment C differ from other experiments. This is due to heterogeneity of the demands. More demands with random bandwidth requirements mean more combinations of routes and more possible solutions. Therefore, CA1 and CA2 generate different results. It should be noted that tested algorithms do not always yield a feasible solution. Detailed results are reported in Table 5 .7. The worst performance yields the CFZ algorithm. In experiment A for only 12 of 105 tests (unique in terms of network topology and demand pattern) CFZ can find a feasible solution. This is because, as mentioned above, CFZ does not apply the capacity constraint. Furthermore, CFZ uses only the shortest routes for each demand. In congested networks to omit highly congested arcs, other longer routes should be used. We can observe that the modified CFZ produce much more feasible solutions. Only FD, CA1(0.01,5), CA1(0.01,10), and CA2(0.01,3) can find a feasible result for each test.
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In Table 5 .8, for each experiment and network combination, we report aggregate competitive ration obtained all for tested algorithms. Two versions of CA outperform other algorithms in all experiments. For the most heterogeneous case-experiment C-CA2 provides the best results. SWPRand and FD offer the best performance, regardless of CA. We do not show results of CFZ, because as mentioned above in most of tests, CFZ cannot find a feasible solution. Table 5 .9 summarizes the decision time needed to run tested algorithms. Recall that to run the CA algorithm we need an initial solution, which is provided by FD. SWP and SWPSort require only one execution of the shortest-widest path algorithm for each demand. Therefore, the decision time is relatively low. The CA algorithm itself needs only few seconds to find solution. However, when we add the decision time of FD the time grows substantially. Notice that, since in experiment C the number of demands (2500) is about twice the number of demands in experiments A and B (1260), calculation time is also larger. Generally, decision times obtained for various network topologies are comparable.
Concluding, both versions of CA outperform all other tested algorithms. Evaluating jointly objectives of solution quality and decision time CA2(0.01,3) offers the best performance among all tested algorithms. Another important observation is that network topology and demand pattern can affect the performance of CA algorithms in terms of decision time and quality of results. 
Concluding remarks
In this paper a new algorithm-congestion avoidance (CA) for the congestion problem in connection-oriented networks has been proposed. We have discussed main properties of two versions of CA. Next we have run simulations to calibrate two input parameters of CA1. According to obtained results, performance of CA depends on both parameters. However, the influence of α parameter is not substantial. If we take into account jointly the quality of results and computation time, we can conclude that the best results provide α = 0.01. The second parameter denoting the number of CA1's iterations depends on traffic demands pattern. For heterogeneous demands the algorithm needs more iterations than for homogenous demands. Increasing the number of demands causes that more calculations steps are required to converge CA1 to a stable solution. Finally, we have evaluated CA1 and CA2 against existing heuristics. Results show supremacy of CA comparing to other algorithms. In future work we plan to apply CA to the problem of primary routes assignment in survivable connection-oriented networks like MPLS and ATM. In our opinion, allocation of demand paths that maximizes residual capacity can guarantee good restoration performance after a network failure.
