A categorical model of the multiplicative and exponential fragments of intuitionistic linear logic (MELL), known as a linear category, is a symmetric monoidal closed category with a monoidal coalgebra modality (also known as a linear exponential comonad). Inspired by Blute and Scott's work on categories of modules of Hopf algebras as models of linear logic, we study categories of algebras of monads (also known as Eilenberg-Moore categories) as models of MELL. We define a MELL lifting monad on a linear category as a Hopf monad -in the Bruguieres, Lack, and Virelizier sense -with a special kind of mixed distributive law over the monoidal coalgebra modality. As our main result, we show that the linear category structure lifts to the category of algebras of MELL lifting monads. We explain how groups in the category of coalgebras of the monoidal coalgebra modality induce MELL lifting monads and provide a source for such groups from enrichment over abelian groups. Along the way we also define mixed distributive laws of symmetric comonoidal monads over symmetric monoidal comonads and lifting differential category structure.
Introduction
Linear logic, as introduced by Girard [14] , is a resource sensitive logic which due to its flexibility admits multiple different fragments and a wide range of applications. A categorical model of the multiplicative fragment of intuitionistic linear logic (MILL) [3, 15] is a symmetric monoidal closed category. Categories of modules of Hopf algebras [25, 38] (over a commutative ring) are important and of interest especially in representation theory [41] due in part as they are monoidal closed categories [9, 25] . Blute [6] and Scott [5] studied the idea of interpreting categories of modules of Hopf algebras as models of MILL with negation and its non-commutative variant. If one looks at the more general setting, categories of modules of cocommutative Hopf monoids in arbitrary symmetric monoidal closed categories are again symmetric monoidal closed categories and therefore models of MILL. But for what kind of monoids in categorical models of the multiplicative and exponential fragments of intuitionistic linear logic (MELL), is their categories of modules again a categorical model of MELL?
The exponential fragment of MELL adds in the exponential modality which is a unary connective !, read as either "of course" or "bang", admitting four structural rules [3, 29] : promotion, dereliction, contraction, and weakening. In terms of the categorical semantics, the exponential modality ! is interpreted as a monoidal coalgebra modality [4] (see Definition 4.3), also known as a linear exponential comonad [34] , which in particular is a symmetric monoidal comonad (see Definition a partial answer to the Question 2 while Theorem 6.9 provides the full answer. We summarize these two main results as follows:
• The Eilenberg-Moore category of an exponential lifting monad admits a monoidal coalgebra modality (Proposition 6.5).
• The Eilenberg-Moore category of a MELL lifting monad is a linear category (Theorem 6.9).
Proposition 6.7 and Theorem 6.10 are dedicated to answering Question 1, which we summarize as (by abusing notation slightly):
• Monoids A in the Eilenberg-Moore category of a monoidal coalgebra modality induce exponential lifting monads A⊗−, and therefore the category of modules over A admits a monoidal coalgebra modality (Proposition 6.7).
• Groups H in the Eilenberg-Moore category of a monoidal coalgebra modality of a linear category induce MELL lifting monads H ⊗ − and therefore the category of modules over H is a linear category (Theorem 6.10).
We note that since the Eilenberg-Moore category of a monoidal coalgebra modality in a Cartesian monoidal category [34] , it follows that groups in the Eilenberg-Moore category are in fact also cocommutative Hopf monoids in the base category (see Definition 2.2 and Definition 2.12 for more details). We also address the special of Lafont categories [29] , that is, when the monoidal coalgebra modality is in fact a free exponential modality [30, 36] . In this case, Corollary 6.11 states that the category of modules over a cocommutative Hopf monoid is again a Lafont category. In the process of studying liftings of monoidal coalgebra modalities, we also discuss liftings of the strictly weaker notion of coalgebra modalities (Definition 6.1) in order to also discuss lifting differential category structure (Definition 7.10). In discussing differential categories, we also explain how additive structure and negatives provide a source of the desired monoids for answering Question 2 (Proposition 7.3 and Theorem 7.7).
Organization of this paper Section 2 is dedicated to reviewing the familiar concepts of symmetric monoidal categories, (co)monoids, bimonoids, and Hopf monoids. Section 3 reviews the notions of (co)monads, symmetric comonoidal monads, symmetric monoidal comonads, and Hopf monads, where in particular we also discuss in detail the structures on their Eilenberg-Moore categories. In Section 4 we review the categorial semantics of MELL by defining coalgebra modalities, monoidal coalgebra, linear categories, and Lafont categories. Section 5 begins by reviewing the notion of a mixed distributive law and later also introduces and studies symmetric monoidal mixed distributive laws. Section 6 is dedicated to answering Question 1 and Question 2 by introducing exponential lifting monads and MELL lifting monads and stating the main results of this paper. Finally Section 7 addresses lifting differential category structure and how additive structure induces a source of exponential lifting monads and MELL lifting monads.
Monoids, Comonoids, Bimonoids, and Hopf Monoids
In this section we review the notions of monoids, comonoids, bimonoids, and Hopf monoids. We refer the reader to [20, 29] for a more detailed introduction to monoids and comonoids, and to [5, 6] for details on bimonoids and Hopf monoids. We conclude this section with examples of Hopf monoids (and therefore also examples of monoids, comonoids, and bimonoids) in various examples of well known symmetric monoidal closed categories (Example 2.13).
Symmetric Monoidal (Closed) Categories
We begin by first recalling the definitions of symmetric monoidal categories, Cartesian monoidal categories, and symmetric monoidal closed categories. The axiomatization of these concepts can be given in various equivalent ways. In this paper we have chosen to express them as found in [29] . For a more in depth introduction to symmetric monoidal categories, we refer to reader to the following introductory sources [1, 24, 29] Definition 2.1 A symmetric monoidal category [29] is a septuple (X, ⊗, K, α, ℓ, ρ, σ) consisting of a category X, a functor ⊗ : X × X − → X called the monoidal product, an object K of X called the monoidal unit, and four natural isomorphisms: / /
From now on (to avoid overloading definitions with notation), symmetric monoidal categories will simply be denoted as triples (X, ⊗, K) when there is no confusion about the natural isomorphisms α, ℓ, ρ, and σ. This should hopefully not cause any confusion as this paper only works with symmetric monoidal categories and non of the weaker alternatives (such as monoidal categories or braided monoidal categories [29] ).
A particularly useful natural isomorphism in a symmetric monoidal category is the interchange (2) In particular, the interchange map appears in the coherences of a bimonoid (Definition 2.8) and of a monoidal coalgebra modality (Definition 4.3).
Special examples of symmetric monoidal categories are those whose monoidal structure is in fact a finite product structure. Definition 2.2 A Cartesian monoidal category [29] is a symmetric monoidal category (X, ⊗, K) such that: [24] , that is, for each object A there exists a unique map t A : A − → K;
(ii) A ⊗ B is a product [24] of A and B with projection maps:
that is, for every pair of maps f : C − → A and g : C − → B, there exists a unique map f, g : C − → A ⊗ B such that the following diagram commutes:
The map f, g is called the pairing of f and g.
Any category with chosen products and terminal object is a Cartesian symmetric monoidal category where the natural isomorphisms α, ℓ, ρ, and σ are all induced by the universal property of the product [35] . Definition 2.3 A symmetric monoidal closed category [29] is a symmetric monoidal category (X, ⊗, K) such that for each pair of objects A and B, there is an object A ⊸ B, called the internal hom of A and B, and a map ev A,B : (A ⊸ B) ⊗ A − → B, called the evaluation map, such that for every map f : C ⊗ A − → B, there exists a unique map f : C − → A ⊸ B such that the following diagram commutes:
A Cartesian closed category [1] is a Cartesian monoidal category which is also a symmetric monoidal closed category. 1. Let SET be the category of sets and functions between them. Then (SET, ×, { * }) is a Cartesian monoidal category where the product is given by the Cartesian product of sets ×, the terminal object is a chosen singleton { * }. (SET, ×, { * }) is also a Cartesian closed category where in particular X ⊸ Y is the set of all functions from X to Y .
2. Let REL be the category of sets and relations, where recall that a relation from a set X to a set Y , denoted R : X − → Y , is a subset R ⊆ X × Y . Then (REL, ×, { * }) is a symmetric monoidal category where the monoidal product and monoidal unit are again given by the Cartesian product of sets and a chosen singleton respectively. It is important to note that the Cartesian product of sets is not a product (in the categorical sense) for REL, and therefore (REL, ×, { * }) is not a Cartesian monoidal category. (REL, ×, { * }) is also a symmetric monoidal closed category with X ⊸ Y := X × Y .
3. Let K be a field and VEC K the category of K-vector spaces and K-linear maps between them. Then (VEC K , ⊗, K) is a symmetric monoidal closed category where the monoidal product is given by the algebraic tensor product of vector spaces ⊗, and the monoidal unit is the field
is also symmetric monoidal closed category where V ⊸ W is the K-vector space of all K-linear maps from V to W .
Monoids and Comonoids
Here we review the notion of monoids and comonoids. While monoids and comonoids are dual notions (in the categorical sense), we take the pain of defining both concepts explicitly.
Definition 2.5 Let (X, ⊗, K) be a symmetric monoidal category.
(i) A monoid [29] in (X, ⊗, K) is a triple (A, ∇, u) consisting of an object A, a map ∇ : A ⊗ A − → A called the multiplication, and a map u : K − → A called the unit, and such that the following diagrams commute:
is a map f : A − → B which preserves the multiplication and the unit, that is, the following diagrams commute:
Definition 2.6 Let (X, ⊗, K) be a symmetric monoidal category.
(i) A comonoid [29] in (X, ⊗, K) is a triple (C, ∆, e) consisting of an object C, a map ∆ : C − → C ⊗ C called the comultiplication, and a map e : C − → K called the counit such that the following diagrams commute:
(ii) A comonoid (C, ∆, e) is said to be cocommutative if the following diagram commutes:
(iii) If (C, ∆, e) and (D, ∆ ′ , e ′ ) are comonoids, then a comonoid morphism f : (C, ∆, e) − → (D, ∆ ′ , e ′ ) is a map f : C − → D which preserves the comultiplication and counit, that is, the following diagrams commute:
Every object of a Cartesian monoidal category comes equipped with a unique cocommutative comonoid structure using the diagonal map and terminal map. In the categorical semantics of linear logic, this is of particular interests when considering the Eilenberg-Moore category of a monoidal coalgebra modality (Section 4.2).
Lemma 2.7 [33] Let (X, ⊗, K) be a Cartesian monoidal category. Then every object A admits a unique cocommutative comonoid structure (A, ∆ A , t A ) where the counit t A : A − → K is the unique map to the terminal object K, and ∆ A := 1 A , 1 A , that is, the unique map which makes the following diagram commute:
Furthermore, for every map f :
is a comonoid morphism.
Bimonoids and Hopf Monoids
Bimonoids are both monoids and comonoids such that monoid and comonoid structures are compatible.
is a comonoid, and the following diagrams commute:
) where τ is the interchange map as defined in (2) . A bimonoid is said to be (co)commutative if the underlying (co)monoid is (co)commutative.
For a Cartesian monoidal category, every monoid induces a cocommutative bimonoid. This is because the bimonoid identities are equivalent to requiring that the multiplication and unit be comonoid morphisms, and dually that the comultiplication and counit be monoid morphisms.
Lemma 2.9 [33] Let (X, ⊗, K) be a Cartesian monoidal category and (A, ∇, u) a monoid in (X, ⊗, K). Then (A, ∇, u, ∆ A , t A ) is a cocommutative bimonoid, where (A, ∆ A , t A ) is the unique cocommutative comonoid structure on A from Lemma 2.7. Definition 2.10 In a symmetric monoidal category (X, ⊗, K), a Hopf monoid [5, 6] is a sextuple (H, ∇, u, ∆, e, S) consisting of a bimonoid (H, ∇, u, ∆, e) and a map S : H − → H called the antipode such that the following diagram commutes:
A Hopf monoid is said to be (co)commutative if its underlying bimonoid is (co)commutative.
Here are a few well known properties about Hopf monoids: Lemma 2.11 [6, 25] Let (H, ∇, u A , ∆, e, S) be a Hopf monoid in a symmetric monoidal category.
(i) The antipode is unique, that is, if (H, ∇, u A , ∆, e, S ′ ) is also a Hopf monoid then S = S ′ .
(ii) If (H, ∇, u A , ∆, e, S) is commutative (resp. cocommutative) then S : (H, ∇, u) − → (H, ∇, u) is a monoid morphism (resp. S : (H, ∆, e) − → (H, ∆, e) is a comonoid morphism).
In Cartesian monoidal categories, Hopf monoids are better known as groups:
is a (commutative and) cocommutative Hopf monoid, where (A, ∆ A , t A ) is the unique cocommutative comonoid structure on A from Lemma 2.7.
Example 2.13 As cocommutative Hopf monoids will be of particular interest for this paper, we conclude this section with some examples of Hopf monoids in the symmetric monoidal categories from Example 2.4.
1. Since (SET, ×, { * }) is a Cartesian monoidal category, by Lemma 2.7, every set admits a unique cocommutative comonoid structure. Monoids in (SET, ×, { * }) coincide with the classical notion of monoids, and by Lemma 2.9 are therefore cocommutative bimonoids. Similarly, groups in (SET, ×, { * }) correspond to the classical notion of groups. Explicitly if G is a group in the classical sense with binary operation ·, unit element u, and inverse operation (−) −1 , then (G, ∇, u, ∆, e, S) is a cocommutative Hopf monoid in (SET, ×, { * }) where:
. Monoids in (REL, ×, { * }) are studied in [19] , while bimonoids and Hopf monoids in (REL, ×, { * }) are studied in [17] . In particular, every group in (SET, ×, { * }) induces a cocommutative Hopf monoid in (REL, ×, { * }). Explicitly, if G is a group (in the classical sense with binary operation, unit, and inverse operation as in the previous example), then following relations provide a cocommutative Hopf monoid structure on G in (REL, ×, { * }): 
is known as the group K-algebra and it is a cocommutative K-Hopf algebra with the following K-linear maps (which are defined on the basis elements):
Other examples of K-Hopf algebras include the polynomial rings K[x 1 , . . . , x n ], the tensor algebra T(V ) and the symmetric algebra S(V ) over a K-vector spaces V . For more details on these examples and other examples of Hopf algebras, see [5, 6, 25, 38] .
Monads and Comonads on Symmetric Monoidal Categories
In this section we review the notion of monads and comonads and their respective Eilenberg-Moore categories. In this paper we are particularly interested in monads and comonads on symmetric monoidal categories whose Eilenberg-Moore category is again a symmetric monoidal category such that the forgetful functor preserves the symmetric monoidal structure strictly. These special monads and comonads are known as symmetric comonoidal monads and symmetric monoidal comonads respectively. Again while these concepts are dual notions, we define both in detail to provide a complete story and to introduce notion. We also discuss Hopf monads, in the sense of Bruguieres, Lack, and Virelizier, in order to lift symmetric monoidal closed structure. We refer the reader to [24] for a detailed introduction of monads and comonads, and to [9, 10, 31] for more details on comonoidal monads and Hopf monads, and to [3, 18, 27, 29] for more details on symmetric monoidal comonads.
Monads and their Algebras
Definition 3.1 Let X be a category.
(i) A monad [24] on a category X is a triple (T, µ, η) consisting of a functor T : X − → X and two natural transformations µ A : TT(A) − → T(A) and η A : A − → T(A) such that the following diagrams commute:
(ii) A T-algebra is a pair (A, ν) consisting of an object A and a map ν : T(A) − → A of X such that the following diagrams commute:
(iii) For each object A, the free T-algebra over A is the T-algebra (T(A), µ A ).
(iv) A T-algebra morphism f : (A, ν) − → (B, ν ′ ) is a map f : A − → B such that the following diagrams commute:
(v) The category of T-algebras and T-algebra morphisms is denoted X T and is called as the Eilenberg-Moore category of algebras of the monad (T, µ, η). There is a forgetful functor U T : X T − → X, which is defined on objects as U T (A, ν) = A and on maps as
A particular source of examples of monads which we will be interested in for this paper are monads on symmetric monoidal category whose endofunctors are of the form A ⊗ −. Monads of this form are induced by monoids [10] and their algebras are more commonly known as modules.
Example 3.2 (X, ⊗, K) symmetric monoidal category be a symmetric monoidal category, then every object A induces an endofunctor A ⊗ − : X − → X defined in the obvious way. If (A, ∇, u) is a monoid in (X, ⊗, K), then the triple (A ⊗ −, µ ∇ , η u ) is a monad on X where the monad structure µ ∇ X : A ⊗ (A ⊗ X) − → A ⊗ X and η u A : X − → A ⊗ X are defined as follows:
Conversly, if (A ⊗ −, µ, η) is a monad on X, then the triple (A, m µ , u η ) is a monoid in (X, ⊗, K) where m µ : A ⊗ A − → A and u η : K − → A are defined as follows:
In fact, these constructions provide a bijective correspondence between monoid structures on A and monad structures on A ⊗ − [10] . For a monoid (A, ∇, u), the algebras of the induced monad (15), that is, the following diagrams commute:
The Eilenberg-Moore category of (A ⊗ −, µ ∇ , η u ) will be denoted as MOD(A, ∇, u) := X A⊗− .
Symmetric Comonoidal Monads
Before giving the definition, we should address the terminology regarding comonoidal monads. Comonoidal monads were originally introduced under the name Hopf monad by Moerdijk [31] , but are also referred to as bimonad in [9, 10] since bimonoids and Hopf monoids induce examples of such monads. However in the linear logic community, the terminology for the dual notion is symmetric monoidal comonad [3, 18, 27, 29] . Therefore we have elected to use the same terminology in this paper and thus refer to these monads as symmetric comonoidal monads.
Definition 3.3 Let (X, ⊗, K) be a symmetric monoidal category.
, and a map n K : T(K) − → K such that the following diagrams commute:
(ii) A symmetric comonoidal monad [31] on (X, ⊗, K) is a quintuple (T, µ, η, n, n K ) consisting of a monad (T, µ, η) and a symmetric comonoidal endofunctor (T, n, n K ) such that the following diagrams commute:
1 Comonoidal functors are also known as oplax monoidal functors [26] .
As observed by Moerdijk in [31, Proposition 3.2], the Eilenberg-Moore category of a symmetric comonoidal monad is a symmetric monoidal category. In fact for a monad on a symmetric monoidal category, symmetric comonoidal structures on the monad are in bijective correspondence with symmetric monoidal structures on the Eilenberg-Moore category which are strictly preserved by the forgetful functor [40] . Indeed, let (T, µ, η, n, n K ) be a symmetric comonoidal monad on a symmetric monoidal category (X, ⊗, K). Then X T , ⊗ n , (K, n K ),α,l,ρ,σ is a symmetric monoidal category. Here the tensor product ⊗ n of a pair of T-algebras (A, ν) and (B, ν ′ ), is defined as the pair (A, ν) ⊗ n (B, ν ′ ) := (A ⊗ B, ν ⊗ n ν ′ ) where ν ⊗ n ν ′ is defined as follows:
while the tensor product of T-algebra morphisms f and g is defined as f ⊗ n g := f ⊗ g. This tensor product is well defined by the left hand side diagrams of (21) and also that n is a T-algebra morphism. While the right hand side diagrams of (21) imply that (K, n K ) is a T-algebras. This is well defined by the two left hand side diagrams of (21) . The natural isomorphismsα,l,ρ andσ are defined as:α
which are well defined by the diagrams of (20) . As was the case for monads, particular examples of symmetric comonoidal monads of interest for this paper are those whose endofunctors are of the form A ⊗ −. Symmetric comonoidal monads of this form are induced by cocommutative bimonoids, which is why Bruguieres, Lack, and Virelizier refer to comonoidal monads as bimonads [9] .
where τ is the interchange map as defined in (2) . Therefore
is a cocommutative bimonoid where the monoid (A, m µ , u η ) is defined as in Example 3.2 while ∆ n : A − → A ⊗ A and e n K : A − → K are defined as follows:
These constructions are inverse to each other and gives a bijective correspondence between cocommutative bimonoid structure on A and symmetric comonoidal monad structure on A ⊗ − [10].
Symmetric Hopf Monads
We now address how to lift symmetric monoidal closed structure to Eilenberg-Moore categories of symmetric comonoidal monads in such a way that the forgetful functor also preserves the closed structure strictly. For this we turn to Bruguieres, Lack, and Virelizier's notion of a Hopf monad (which differs to Moerdijk's definition [31] ). Hopf monads were originally introduced by Bruguieres and Virelizier for monoidal categories with duals [10] , but the definition of Hopf monads was later extended to arbitrary monoidal categories by the two previous authors and Lack [9] . We choose the latter of the two as the definition is somewhat simpler.
Definition 3.5 Let (T, µ, η, n, n K ) be a symmetric comonoidal monad on a symmetric monoidal category (X, ⊗, K). The (left and right) fusion operators [9] of (T, µ, η, n, n K ) are the natural transformations h l A,B : T
(A⊗ TB) − → T(A)⊗ T(B) and h r A,B : T(T(A)⊗ B) − → T(A)⊗ T(B) defined respectively as:
A symmetric Hopf monad [9] on a symmetric monoidal category is a symmetric bimonad whose fusion operators are natural isomorphisms.
Extending on [9, Theorem 3.6], the Eilenberg-Moore category of a Hopf monad on a symmetric monoidal closed category is again a symmetric monoidal closed category such that the forgetful functor preserves the symmetric monoidal closed structure strictly. Explicitly, let (T, µ, η, n, n K ) be a symmetric Hopf monad on a symmetric monoidal closed category (X, ⊗, K), with internal hom ⊸ and evaluation map ev. Then X T , ⊗ n , (K, n K ) is a symmetric monoidal closed category where the internal hom of a pair of (A, ν) and (B, ν ′ ), is defined as the pair (A, ν) ⊸ (B, ν ′ ) := (A ⊸ B, γ ν,ν ′ ) where γ ν,ν ′ : T(A ⊸ B) − → A ⊸ B is the currying (as defined in (4)) of the map γ ν,ν ′ : T(A ⊸ B) ⊗ A − → B defined as follows:
and with evaluation map
The name Hopf monad comes from the fact that every Hopf monoid (with invertible antipode, which is the case for cocommutative Hopf monoids) defines a Hopf monad whose endofunctor is of the form H ⊗ −. Example 3.6 Let (H, ∇, u, ∆, e, S) be a cocommtuative Hopf monoid in a symmetric monoidal category (X, ⊗, K). Then for the induced (H ⊗ −, µ ∇ , η u , n ∆ , n e K ) symmetric comonoidal monad as defined in Example 3.4, the inverse of the left fusion operator,
, is given by:
and the inverse of the right fusion operator is defined similarly.
) is a cocommutative Hopf monoid where the cocommutative bimonoid structure is defined as in Example 3.4 while the antipode S h : H − → H is defined as follows:
For more details on this example and a string diagram representation, see [9, Example 2.10].
Comonads and their Coalgebras
The dual notion of a monad is that a comonad. Comonads are key structures in categorical semantics of the exponential fragment of linear logic. Throughout this paper we will encounter various different kinds of comonads with added structure such as coalgebra modalities, symmetric monoidal comonads, and monoidal coalgebra modalities. Definition 3.7 Let X be a category.
(i) A comonad [24] on a category X is a triple (!, δ, ε) consisting of a functor ! : X − → X and two natural transformations δ A : !(A) − → !!(A) and ε A : !(A) − → A such that the following diagrams commute:
(ii) A !-coalgebra is a pair (A, ω) consisting of an object A and a map ω : A − → !(A) of X such that the following diagrams commute:
(iii) For each object A, the cofree !-coalgebra over A is the !-coalgebra (!(A), δ A ).
(v) The category of !-coalgebras and !-coalgebra morphisms is denoted X ! and is also known as the Eilenberg-Moore category of coalgebras of the comonad (!, δ, ε). There is a forgetful functor U ! : X ! − → X, which is defined on objects as U ! (A, ω) = A and on maps as U ! (f ) = f .
As comonads are dual to monads, comonoids induce examples of comonads in the dual sense of Example 3.2. Though these are not usually the examples of comonads of interest in linear logic. We discuss examples of comonads of interest in linear logic and therefore to this paper in Example 4.6.
Symmetric Monoidal Comonads
Definition 3.8 Let (X, ⊗, K) be a symmetric monoidal category.
, and a map m K : K − → !(K) such that the following diagrams commute:
(ii) A symmetric monoidal comonad on (X, ⊗, K) is a quintuple (!, δ, ε, m, m K ) consisting of a comonad (!, δ, ε) and a symmetric monoidal endofunctor (!, m, m K ) such that the following diagrams commute:
As symmetric monoidal comonads are the dual notion of symmetric comonoidal monads, their Eilenberg-Moore categories are again symmetric monoidal categories. Let (!, δ, ε, m, m K ) be a symmetric monoidal comonad on a symmetric monoidal category (X, ⊗, K). Then (abusing notation slightly) X ! , ⊗ m , (K, m K ),α,l,ρ,σ is a symmetric monoidal category where in particular the tensor product ⊗ m of a pair of !-coalgebras (A, ω) and (B, ω ′ ), is defined as the pair
while the tensor product of !-coalgebra morphisms f and g is defined as f ⊗ m g := f ⊗ g. The diagrams of (29) state that m is a !-coalgebra morphism and that (K, m K ) is a !-coalgebra. The diagrams of (28) are the required coherences to make α, ℓ, ρ, and σ all !-coalgebra morphisms.
Coalgebra Modalities and Linear Categories
In this section we review the categorical semantics of the exponential modality in multiplicative and exponential fragment of linear logic (MELL). In particular we review the notions of coalgebra modalities, monoidal coalgebra modalities, and linear categories. We also discuss the particular case when the monoidal coalgebra modality is induced by cofree cocommutative comonoids, and linear categories of this form are better known as Lafont categories. For more details and an in-depth introduction on the categorical semantics of MELL we refer the reader to [3, 18, 27, 29] .
Coalgebra Modalities
Coalgebra modalities were defined by Blute, Cockett, and Seely when they introduced differential categories [7] and are a strictly weaker notion of monoidal coalgebra modalities. While monoidal coalgebra modalities are much more popular as they give categorical models of the exponential fragment of linear logic, coalgebra modalities have sufficient structure to axiomatize differentiation. Therefore, we believe it of interest to discuss coalgebra modalities in order to also discuss lifting differential category structure (see Section 7). Interesting examples of coalgebra modalities which are not monoidal can be found in [11] . Note that naturality of ∆ and e is equivalent to asking that for every map f :
is a comonoid morphism. Therefore it immediately follows that every comonad on a Cartesian monoidal category is a coalgebra modality.
Lemma 4.2 Let (!, δ, ε) be a comonad on a Cartesian monoidal category (X, ⊗, K). Then (!, δ, ε,∆, e) is a coalgebra modality on (X, ⊗, K) where (!(A),∆ A , e A ) is the unique cocommutative comonoid structure on !(A) from Lemma 2.7.
Every !-coalgebra of a coalgebra modality comes equipped with a cocommutative comonoid structure [29, 34] . Let (!, δ, ε, ∆, e) be a coalgebra modality on a symmetric monoidal category (X, ⊗, K) and (A, ω) an !-coalgebra of (!, δ, ε). Then the triple (A, ∆ ω , e ω ) is a cocommutative comonoid where the comultiplication and counit are defined as follows:
Notice that since δ A is a comonoid morphism, when applying this construction to a cofree !-coalgebra (!(A), δ A ) we re-obtain ∆ A and e A , that is, ∆ δ A A = ∆ A and e δ A A = e A . Furthermore, by naturality of ∆ A and e A , every !-coalgebra morphism becomes a comonoid morphism on the induced comonoid structures. In particular this implies that for every !-coalgebra (A, ω), we have that ω is a comonoid morphism, that is, the following diagrams commute:
Monoidal Coalgebra Modalities and Linear Categories
Definition 4.3 A monoidal coalgebra modality [4] (also called a linear exponential modality [34] ) on a symmetric monoidal category (X, ⊗, K) is a septuple (!, δ, ε, ∆, e, m, m K ) such that (!, δ, ε, m, m K ) is a symmetric monoidal comonad and (!, δ, ε, ∆, e) is a coalgebra modality, and such that ∆ and e are monoidal transformations, that is, the following diagrams commute:
(33) and also that ∆ A and e are !-coalgebra morphisms, that is, the following diagrams commute:
A linear category [3] is a symmetric monoidal closed category with a monoidal coalgebra modality.
There are many equivalent alternative descriptions of a monoidal coalgebra modality [34] . Of particular interest to this paper is that a monoidal coalgebra modality can be equivalently be described as a symmetric monoidal comonad whose Eilenberg-Moore category is a Cartesian monoidal category (Definition 2.2). So if (!, δ, ε, ∆, e, m, m K ) is a monoidal coalgebra modality on a symmetric monoidal category (X, ⊗, K), then X ! , ⊗ m , (K, m K ) (as defined in Section 3.5) is a Cartesian monoidal category. Furthermore, the canonical cocommutative comonoid structure from Lemma 2.7 on a !-coalgebra (A, ω) is precisely given by ∆ ω and e ω as defined in (31) , that is, ((A, ω), ∆ ω , e ω ) is a cocommutative comonoid in X ! , ⊗ m , (K, m K ) . As linear categories are categorical models of An important source of examples of monoidal coalgebra modalities are those for which !(A) is also the cofree cocommutative comonoid over A (as shown by Lafont in his PhD thesis [21] ). Monoidal coalgebra modalities with this extra couniversal property are known as free exponential modalities [30] and models of linear logic with free exponential modalities are known as Lafont categories [29] . While free exponential modalities have been around since the beginning with Girard's free exponential modality for coherence spaces [14] , new free exponential modalities are still being constructed and studied [12, 22, 36] , which shows the importance of these kinds models. In fact, Lafont categories are by far the most common examples of linear categories. Definition 4.4 A monoidal coalgebra modality (!, δ, ε, ∆, e, m, m K ) is said to be a free exponential modality [30, 36] if for each object A, !(A) is a cofree cocommutative comonoid over A, that is, if (C, ∆, e) is a cocommutative comonoid, then for every map f : C − → A there exists a unique comonoid morphismf : (C, ∆, e) − → (!(A), ∆, e) such that the following diagram commutes:
is a linear category whose monoidal coalgebra modality is a free exponential modality.
Observe that every Cartesian monoidal category trivially admits a free exponential modality.
Lemma 4.5 Let (X, ⊗, K) be a Cartesian monoidal category and let 1 X : X − → X be the identity functor. Then (!, δ, ε, ∆, t, m, m K ) is a free exponential modality where
is the unique cocommutative comonoid structure on A from Lemma 2.7. Therefore every Cartesian closed category is a Lafont category.
The Eilenberg-Moore category of a free exponential modality is equivalent to the category of cocommutative comonoids of the base symmetric monoidal category [27, 29] . Example 4.6 We conclude this section by briefly giving some examples of Lafont categories (and therefore examples of linear categories). In particular, we give examples of free exponential modalities on the symmetric monoidal closed categories of Example 2.4. Many other examples of free exponential modalities can be found in [18] , while detailed constructions of free exponential modalities can be found in [30, 36] .
1. Since (SET, ×, { * }) is a Cartesian closed category, it follows from Lemma 4.2 that every comonad on SET is a coalgebra modality and also by Lemma 4.5 that (SET, ×, { * }) is trivially a Lafont category where the free exponential modality is given by the identity functor.
(REL, ×, { * })
is a Lafont category with free exponential modality (!, δ, ε, ∆, e, m, m { * } ) where:
(i) The endofunctor ! : REL − → REL maps a set X to the set of all finite bags, also known as multisets, of X:
is the relation which relates a bag of X to a bag of Y of the same size and such that the elements of the bags are related:
(ii) ε X : !(X) − → X is the relation which relates one element bags to their element in X:
is the relation which relates a bag to the bag of all possible bag splittings of the original bag:
is the relation which relates a bag to the pair of all possible two bag splittings of the original bag:
(v) e X : !(X) − → { * } is the relation which relates the empty bag to the single element * :
is the relation which relates bags of X and bags of Y of the same size to their Cartesian product bag:
is the relation which relates * to every element of !({ * }):
For more details on the free exponential modality of (REL, ×, { * }) see [7, 18] .
3. Let K be a field. Then (VEC K , ⊗, K) is a Lafont category where full details of the free exponential modality and discussions on cofree cocommutative K-coalgebras can be found in [18, 32, 38] . In [32] , Murfet provides a nice expression of cofree cocommutative K-coalgebras when K is algebraically closed and of characteristic 0, say for example the complex numbers C. As a simple example in that case, the cofree cocommutative K-coalgebra over the field K itself isomorphic as K-coalgebra to:
where K[x] is the polynomial ring in one variable.
Symmetric Monoidal Mixed Distributive Laws
Distributive laws between monads, which are natural transformations satisfying certain coherences with the monad structures, were introduced by Beck [2] in order to both compose monads and lift one monad to the other's Eilenberg-Moore category. By lifting we mean that the forgetful functor from the Eilenberg-Moore category to base category preserves the monad strictly. In fact, there is a bijective correspondence between distributive laws between monads and lifting of monads. From a higher category theory perspective, a distributive law is a monad on the 2-category of monads of a 2-category [37] . There are also several other notions of distributive laws involving monads and bijective correspondence with certain liftings [40] . Of interest to this paper are mixed distributive laws of monads over comonads [2, 16] and in particular mixed distributive laws of symmetric comonoidal monads over symmetric monoidal comonads. This later kind of mixed distributive law will be in used in Section 6 to lift coalgebra modalities and linear category structure, which is the main goal of this paper. For a more detailed introduction on distributive laws and liftings see [40] .
Mixed Distributive Laws
Definition 5.1 Let (T, µ, η) be a monad and (!, δ, ε) a comonad on the same category X. A mixed distributive law [16, 40] of (T, µ, η) over (!, δ, ε) is a natural transformation λ A : T!(A) − → !T(A) such that the following diagrams commute:
TT!(A)
( ( P P P P P P P P P P P P P P T!(A)
T!(A)
As with distributive laws between monads, mixed distributive laws allow one to lift comonads to Eilenberg-Moore categories of monads and also to lift monads to Eilenberg-Moore categories of comonads, such that the respective forgetful functors preserve the monads or comonads strictly. In fact, mixed distributive laws are in bijective correspondence with these liftings. (i) Mixed distributive laws of (T, µ, η) over (!, δ, ε);
(ii) Liftings of the comonad (!, δ, ε) to X T , that is, a comonad (!,δ,ε) on X T such that the forgetful functor preserves the comonad strictly, that is, the following diagram commutes:
(iii) Liftings of the monad (T, µ, η) to X ! , that is, a monad (T,μ A ,η A ) on X ! such that the forgetful functor U ! preserves the comonad strictly, that is, the following diagram commutes:
and for each !-coalgebra (A, ω), U ! (μ (A,ω) ) = µ A and U ! (η (A,ω) ) = η A .
We briefly review how to construct mixed distributive laws from liftings and vice-versa (for more details see [40] ). Let λ A be a mixed distributive law of a monad (T, µ, η) over a comonad (!, δ, ε) over the same category X. For a T-algebra (A, ν), define the map ν ♯ : T!(A) − → !(A) as follows:
Then the pair (!(A), ν ♯ ) is a T-algebra. Dually, if (A, ω) is a !-coalgebra, then define the map ω ♭ : TA − → !T(A) as follows:
Then the pair (T(A), ω ♭ ) is a !-coalgebra. The induced comonad (!,δ,ε) on X T and the induced comonad (T,μ,η) on X ! are defined in the obvious way. Conversly, to obtain a mixed distributive law, we can either start with a lifting of a monad to the Eilenberg-Moore category of a comonad, or a lifting of a comonad to the Eilenberg-Moore category of a monad. We review explicitly the latter of these options as this is the construction we will use in many of the upcoming proofs of this paper. Let (!,δ,ε) be a lifting of (!, δ, ε) to X T . This implies that for each free T-algebra (T(A), µ A ) we have that!(T(A), µ A ) = (!T(A), µ 
!T(A) − → !T(A). Define the natural transformation λ A : T!(A) − → !T(A) as follows:
Then λ A is a mixed distributive law of (T, µ, η) over (!, δ, ε).
Symmetric Monoidal Mixed Distributive Laws
We now extend the definition of a mixed distributive law to a special mixed distributive law of symmetric comonoidal monads over symmetric monoidal comonads such that the liftings are again symmetric (co)monoidal. At this point the author would like to thank the reviewers for their suggestion of expanding out this part of the story, which was not done in the extended abstract version of this paper [23] .
Definition 5.3 Let (T, µ, η, n, n K ) be a symmetric comonoidal monad and (!, δ, ε, m, m K ) a symmetric monoidal comonad on the same symmetric monoidal category (X, ⊗, K). A symmetric monoidal mixed distributive law of (T, µ, η, n, n K ) over (!, δ, ε, m, m K ) is a mixed distributive law λ of (T, µ, η) over (!, δ, ε) such that the following diagrams commute:
As we will see in the Proposition 5.4, the coherences of a symmetric monoidal mixed distributive law are precisely the requirements needed in order to lift symmetric monoidal comonads to the Eilenberg-Moore categories of symmetric comonoidal monads, and vice-versa. In particular, the left diagram of (40) implies that m is a T-algebra morphism and similarly that n is a !-coalgebra morphism. While the right diagram of (40) implies that (K, m K ) is a T-algebra and that (K, n K ) is a !-coalgebra.
Proposition 5.4 Let (T, µ, η, n, n K ) be a symmetric comonoidal monad and (!, δ, ε, m, m K ) a symmetric monoidal comonad on the same symmetric monoidal category (X, ⊗, K). Then the following are in bijective correspondence:
1. Symmetric monoidal mixed distributive laws of (T, µ, η, n, n K ) over (!, δ, ε, m, m K );
Liftings of the symmetric monoidal comonad
which is a lifting of the underlying comonad to X T (in the sense of Theorem 5.2) such that for each pair of T-algebras (A, ν) and
Liftings of the symmetric comonoidal monad
which is a lifting of the underlying monad to X ! (in the sense of Theorem 5.2) such that for each pair of !-algebras (A, ω) and (B, ω ′ ), U ! (ñ (A,ω),(B,ω ′ ) ) = n A,B , and also that
Proof: The bijective correspondence will follow from Theorem 5.2. It remains to show that the induced lifting of the comonad (resp. monad) from the mixed distributive law is also a lifting of the symmetric monoidal comonad (resp. symmetric comonoidal monad), and similarly that the induced mixed distributive law from the liftings also satisfies (40) . Let λ be a symmetric mixed distributive law of (T, µ, η, n, n K ) over (!, δ, ε, m, m K ). Consider first the induced lifting of (!, δ, ε) from Theorem 5.2. To prove that we have a lifting of the symmetric monoidal comonad, it suffices to show that m and m K are T-algebra morphisms. The right diagram of (40) is precisely the statement that m K is a T-algebra morphism. Then if (A, ν) and (B, ν ′ ) are T-algebras, commutativity of the following diagrams show that m A,B is a T-algebra morphism:
Similarly, one can show that we also obtain a lifting of the symmetric comonoidal monad by proving that n and n K are !-coalgebra morphisms.
Conversly, let (!,δ,ε,m,m K ) be a lifting of (!, δ, ε, m, m K ) to X T . This implies that m and m K are T-algebra morphisms, and in particular for free T-algebras (T(A), µ A ) and the T-algebra (K, n K ), we have that the following diagrams commute:
(41) where recall for a T-algebra (A, ν), the map ν ♯ is the induced T-algebra on!(A, ν) = (!(A), ν ♯ ), and µ A ⊗ n µ A is defined as in (30) . Notice that since both n A,B and n K are T-algebra morphisms, the lifting implies that !(n A,B ) and !(n K ) are also, that is, the following diagrams commute:
Consider now the induced mixed distributive law λ of (T, µ, η) over (!, δ, ε) as defined in (39) . Then that λ is a symmetric monoidal mixed distributive law of (T, µ, η, n, n K ) over (!, δ, ε, m, m K ) follows from commutativity of the following diagrams:
One could have also started with the lifting of the symmetric comonoidal monad to obtain the desired symmetric monoidal mixed distributive law. ✷
As the main goal of this paper is to lift linear category structure to categories of module over monoids, we now study symmetric monoidal mixed distributive laws in the case when the symmetric comonoidal monad is induced by a cocommutative bimonoid (Example 3.4).
Proposition 5.5 Let (!, δ, ε, m, m K ) be a symmetric monoidal comonad on a symmetric monoidal category (X, ⊗, K). Then the following are in bijective correspondence: 
Proof: We first show that we can construct one from the other.
(1) ⇒ (2): Let ((A, ω), ∇, u, ∆, e) be a cocommutative bimonoid in (X ! , ⊗ m , (K, m K )). Explicitly this means that (A, ω) is a !-coalgebra, that (A, ∇, u, ∆, e) is a cocommutative bimonoid in (X, ⊗, K), and that ∇, u, ∆, and e are all !-coalgebra morphisms, that is, the following diagrams commute:
Define the natural transformation (natural by construction) ω
First that ω ♮ is a mixed distributive law of (A ⊗ −, µ ∇ , η u ) over (!, δ, ε) follows from commutativity of the following diagrams:
Next that ω ♮ is a symmetric monoidal mixed distributive law follows from commutativity of the following diagrams:
Finally that ω ♮ satisfies (43) follows immediately from the symmetric monoidal endofunctor coherences:
Recall that on objects the endofunctor
, where ω ♭ is defined as in (38) , that is:
Now notice that the following diagram also commutes:
The above diagram implies that (A⊗X, ω ♭ ) = (A, λ ♦ )⊗ n (X, ω) and therefore A ⊗ − = (A, λ ♦ )⊗ n −. As explained in Example 3.4, a symmetric comonoidal monad structure on (A, λ ♦ ) ⊗ n − induces a cocommutative bimonoid structure on (A, λ ♦ ). Furthermore, one easily checks that the induced cocommutative bimonoid structure on (A,
To prove the bijective correspondence, it suffices to show that these constructions are inverse to each other, that is, (ω ♮ ) ♦ = ω and (λ ♦ ) ♮ = λ. Starting with a cocommutative bimonoid
, that (ω ♮ ) ♦ = ω follows immediately from the symmetric monoidal endofunctor coherences:
Conversly, let (A, ∇, u, ∆, e) be a cocommutative bimonoid in (X, ⊗, K) equipped with a symmetric monoidal mixed distributive law λ which satisfies (43). That (λ ♦ ) ♮ = λ follows from commutativity of the following diagram:
, ,
We conclude this section with how to extend Proposition 5.5 from bimonoids to Hopf monoids, as we will need the latter to lift symmetric monoidal closed structure.
Proposition 5.6 Let (!, δ, ε, m, m K ) be a symmetric monoidal comonad on a symmetric monoidal category (X, ⊗, K). Then the following are in bijective correspondence:
2. Cocommutative Hopf monoids (H, ∇, u, ∆, e, S) in (X, ⊗, K) equipped with a natural transformation λ X : H ⊗ !(X) − → !(H ⊗ X) such that λ is a symmetric monoidal mixed distributive law of (H ⊗ −, µ ∇ , η u , n ∆ , n e K ), λ satisfies (43) and the following diagram commutes:
Proof: The bijective correspondence will follow immediately from Proposition 5.5 and that antipodes are unique for Hopf monoids (Lemma 2.11 (i)). It remains to show that the constructed symmetric mixed distributive law satisfies (48) and conversly that the antipode is a !-coalgebra morphism.
( (46)) satisfies (48) follows commutativity of the following diagram:
the following diagrams commute:
We first observe that these mixed distributive laws preserve the induced comonoid structure on !-coalgebras in the following sense: Lemma 6.2 Let (T, µ, η, n, n K ) be a symmetric comonoidal monad and (!, δ, ε, ∆, e) be a coalgebra modality on the same symmetric monoidal category (X, ⊗, K), and let λ be a coalgebra mixed distributive law of (T, µ, η, n, n K ) over (!, δ, ε, ∆, e). If (A, ω) is a !-coalgebra, then the following diagrams commute:
where ω ♭ is defined as in (38) , and both ∆ ω ♭ and e ω ♭ are defined as in (31) .
Proof: The lemma follows from commutativity of the following diagrams:
be a symmetric comonoidal monad and (!, δ, ε, ∆, e) be a coalgebra modality on the same symmetric monoidal category (X, ⊗, K). Then the following are in bijective correspondence:
1. Coalgebra mixed distributive laws of (T, µ, η, n, n K ) over (!, δ, ε, ∆, e);
2. Liftings of (!, δ, ε, ∆, e) to (X T , ⊗ n , (K, n K )), that is, a coalgebra modality (!,δ,ε,∆,ẽ) on (X T , ⊗ n , (K, n K )) which is a lifting of the underlying comonad (!, δ, ε) to X T (in the sense of Theorem 5.2) such that for every !-algebras (A, ω), U T (∆ (A,ω) ) = ∆ A and U T (ẽ (A,ω) ) = e A .
Proof: We take the same approach as in the proof of Proposition 5.4. The bijective correspondence will follow from Theorem 5.2, and so it remains to show that we obtain one from the other.
(1) ⇒ (2): Let λ be a coalgebra modality mixed distributive of (T, µ, η, n A,B , n K ) over (!, δ, ε, ∆, e).
Consider the induced lifting of (!, δ, ε) from Theorem 5.2. To prove that we have a lifting of the coalgebra modality, it suffices to show that ∆ and e are T-algebra morphisms. If (A, ν) is a Talgebra, commutativity of the following diagrams shows that ∆ A and e A are T-algebra morphisms:
Nat. of e e T(A)
Let (!,δ,ε,∆,ẽ) be a lifting of (!, δ, ε, ∆, e) to (X T , ⊗ n , (K, n K )). This implies that ∆ and e are T-algebra morphisms, where in particular for free T-algebras (T(A), µ A ), the following diagrams commute:
. Consider now the induced mixed distributive law λ of (T, µ, η) over (!, δ, ε) as defined in (39) . Then that λ is a comonoid morphism, and therefore also a coalgebra mixed distributive law, follows from commutativity of the following diagrams:
. .
T!T(A)
(52) Nat. of e T(e T(A) )
Lifting Monoidal Coalgebra Modalities
We first show that for monoidal coalgebra modalities, every symmetric monoidal mixed distributive law is in fact also a coalgebra mixed distributive law.
Lemma 6.4 Let (T, µ, η, n, n K ) be a symmetric comonoidal monad and (!, δ, ε, ∆, e, m, m K ) be a monoidal coalgebra modality on the same symmetric monoidal category (X, ⊗, K), and let λ be a symmetric monoidal mixed distributive law of (T, µ, η, n, n K ) over (!, δ, ε, m, m K ). Then λ is a coalgebra mixed distributive law of (T, µ, η, n, n K ) over (!, δ, ε, ∆, e).
Proof: Let λ be a symmetric monoidal mixed distributive law of (T, µ, η, n, n K ) over (!, δ, ε, m, m K ). By Proposition 5.4, this induces a symmetric comonoidal monad (T,μ,η,ñ,ñ (K,m K ) ) on the EilenbergMoore category (X ! , ⊗ m , (K, m K )), which in particular maps cocommutative comonoids to cocommutative comonoids. Since for every !-coalgebra (A, ω),
T , where ω ♭ is defined as in (38) , and (∆ ω ) T and (e ω ) T are defined as in (49). However (X ! , ⊗ m , (K, m K )) is a Cartesian monoidal category and therefore by Lemma 2.7 we have:
Applying (38) to a cofree !-coalgebra (!(A), δ A ), we obtain the !-coalgebra (T!(A), δ ♭ A ) and that
) is a !-coalgebra morphism. Since (!, δ, ε, ∆, e) is a coalgebra modality we also have that
) is a comonoid morphism (since recall that ∆ δ A = ∆ A and e δ A = e A ). However applying the above identity to to a cofree !-coalgebra (!(A), δ A ) we get that ∆ T A = ∆ δ ♭ A and that e T A = e δ ♭ A . Therefore we conclude that
) is a comonoid morphism and that λ is a coalgebra mixed distributive law. ✷ Gathering all of our results together, we can show that symmetric monoidal mixed distributive laws are precisely what is needed to lift monoidal coalgebra modalities. Proposition 6.5 Let (T, µ, η, n, n K ) be a symmetric bimonad and (!, δ, ε, ∆, e, m, m K ) be a monoidal coalgebra modality on the same symmetric monoidal category (X, ⊗, K). Then the following are in bijective correspondence:
1. Symmetric monoidal mixed distributive laws of (T, µ, η, n, n K ) over (!, δ, ε, m, m K ); 2. Liftings of the monoidal coalgebra modality (!, δ, ε, ∆, e, m, m K ) to X T , that is, a monoidal coalgebra modality
which is a lifting of the underlying coalgebra modality (!, δ, ε, ∆, e) to (X T , ⊗ n , (K, n K )) (in the sense of Proposition 6.3) and a lifting of the underlying symmetric monoidal comonad We give a name to symmetric comonoidal monads with symmetric monoidal mixed distributive laws over monoidal coalgebra modalities: Definition 6.6 Let (!, δ, ε, ∆, e, m, m K ) be a monoidal coalgebra modality on a symmetric monoidal category (X, ⊗, K). An exponential lifting monad of (!, δ, ε, ∆, e, m, m K ) is a sextuple (T, µ, η, n, n K , λ) consisting of a symmetric comonoidal monad (T, µ, η, n, n K ) on (X, ⊗, K) and a symmetric monoidal mixed distributive law λ of (T, µ, η, n, n K ) over (!, δ, ε, ∆, e, m, m K ). Proposition 6.5 implies that the Eilenberg-Moore category of an exponential lifting monad admits a monoidal coalgebra modality which is strictly preserved by the forgetful functor. We can also extend on Proposition 5.5 for monoidal coalgebra modalities. Proposition 6.7 Let (!, δ, ε, ∆, e, m, m K ) be a monoidal coalgebra modality on a symmetric monoidal category (X, ⊗, K). Then the following are in bijective correspondence:
is an exponential lifting monad (where the symmetric comonoidal monad is defined as in Example 3.4) of (!, δ, ε, ∆, e, m, m K ) and λ satisfies (43).
Therefore, each monoid in the Eilenberg-Moore category of a monoidal coalgebra modality induces an exponential lifting monad.
Proof: At first glance, it may be somewhat surprising that one only requires a monoid to obtain an exponential lifting monad while a cocommutative bimonoid was needed in Proposition 5.5 to construct a symmetric monoidal mixed distributive law. However since the Eilenberg-Moore category of a monoidal coalgebra modality is a Cartesian monoidal category it follows that every monoid is in fact a cocommutative bimonoid (Lemma 2.9). Therefore the bijective correspondence follows immediately from Proposition 5.5. ✷
Lifting Linear Category Structure
The last piece of the puzzle for lifting linear category structure is being able to lift the symmetric monoidal closed structure strictly. This is easily achieved by required the exponential lifting monads to be symmetric Hopf monads.
Definition 6.8 A MELL lifting monad on a linear category is an exponential lifting monad (with respect to the linear category's monoidal coalgebra modality) whose underlying symmetric comonoidal monad is also a symmetric Hopf monad.
It is worth mentioning that in the definitions of an exponential lifting monad and of an MELL lifting monad, we do not require that the underlying endofunctors of these monads be linearly distributive functors between linear categories in the sense of [18, 28] .
MELL lifting monads provide us with following main result of this paper:
Theorem 6.9 The Eilenberg-Moore category of a MELL lifting monad is a linear category such that the forgetful functor preserves the linear category structure strictly.
Recalling that cocommutative Hopf monoids in a Cartesian monoidal category are known as groups (Definition 2.12), then using Proposition 5.6 one can easily extend Proposition 6.7 to the context of linear categories. Theorem 6.10 Let (!, δ, ε, ∆, e, m, m K ) be a monoidal coalgebra modality on a symmetric monoidal closed category (X, ⊗, K), that is, (X, ⊗, K) is a linear category. Then the following are in bijective correspondence:
2. Cocommutative Hopf monoids (H, ∇, u, ∆, e, S) in (X, ⊗, K) equipped with a natural transformation
) is a MELL lifting monad (where the symmetric Hopf monad is defined as in Example 3.6), λ satisfies (43) and (48).
Finally recall that the Eilenberg-Moore category of a free exponential modality is equivalent to the category of cocommutative comonoids on the base category, it follows that groups in this Eilenberg-Moore category are in bijective correspondence to cocommutative Hopf monoids in the base category. Therefore we can conclude the following for Lafont categories:
Corollary 6.11 If (H, ∇, u, ∆, e, S) is a cocommutative Hopf monoid in a Lafont category, then MOD(H, ∇, u) is a Lafont category.
Mixed Distributive Laws for Differential Categories
In this final section, we discuss lifting differential category structure and how additive structure induces a source of exponential lifting monads and MELL lifting monads.
Additive Symmetric Monoidal Categories
Here we mean "additive" in the Blute, Cockett, and Seely sense of the term [7] , that is, enriched over commutative monoids. In particular, we do not assume negatives (at least not yet... see Theorem 7.6) nor do we assume biproducts which differs from other definitions of an additive category found in the literature [24] . Also in this section we will often use equational representation instead of commutative diagrams as it easier to work directly with equations when addition is involved. In this paper we will use diagrammatic order for composition: this means that the composite maps f : A − → B and g : B − → C is denoted f ; g : A − → C, which is the map which first does f then g. Definition 7.1 An additive category [7] is a category X such that for each pair of objects A and B, the hom-set X(A, B) is a commutative monoid (in the classical sense) with binary operation + : X(A, B) × X(A, B) − → X(A, B) called addition and unit 0 A,B : A − → B called the zero map, and furthermore that composition preserves the additive structure in the sense that:
An additive symmetric monoidal category [7] is a symmetric monoidal category (X, ⊗, K) such that X is an additive category and the monoidal product ⊗ is compatible with the additive structure in the sense that:
Example 7.2 Here are some examples of additive symmetric monoidal categories. Furthermore in these examples, the additive structures are induced from biproducts (see [24] for how biproducts induced an additive category structure).
1. The category of sets SET is cannot be made into an additive category. If SET was an additive category then categorical product (which is the Cartesian product) would coincide with the categorical coproduct (which is the disjoint union) -which is clearly not the case. Therefore obviously (SET, ×, { * }) cannot be made into an additive symmetric monoidal category. It is worth mentioning that every additive category can be completed to a category with biproducts [24] (which is itself an additive category), and similarly every additive symmetric monoidal category can be completed to an additive symmetric monoidal category with distributive biproducts. For this reason, it is possible to argue [13] that one should always assume a setting with biproducts. The problem is that arbitrary coalgebra modalities do not necessarily extend to the biproduct completion. However, monoidal coalgebra modalities induce monoidal coalgebra modalities on the biproduct completion (see [11] for more details).
In fact this natural (co)commutative bimonoid structure provides an equivalent definition of a monoidal coalgebra modality on additive symmetric monoidal category. This equivalent definition is known as an additive bialgebra modality [11] . We conclude this section with the observation that for a monoidal coalgebra modality on an additive symmetric monoidal category, every object induces an exponential lifting monad. Proposition 7.3 Let (!, δ, ε, ∆, e, m, m K ) be a monoidal coalgebra on an additive symmetric monoidal category (X, ⊗, K). Then for every object A, (!(A)⊗−, µ ∇ A , η u A , n ∆ A , n e K , δ ♭ A ) is an exponential lifting monad of (!, δ, ε, ∆, e, m, m K ) where the symmetric comonoidal monads is defined as in Example 3.4 and the symmetric monoidal mixed distributive law is defined as in (46).
Proof: This follows immediately from Proposition 6.7. ✷
MELL Lifting Monads from Negatives
In this section we add negatives to story to obtain a source of groups in the Eilenberg-Moore category of a monoidal coalgebra modality and therefore also a source of MELL lifting monads. In particular, we will show that the cofree coalgebras of monoidal coalgebra modalities on additive symmetric monoidal categories are Hopf monoids precisely when the additive symmetric monoidal category also admits negatives. Here we mean "admits negatives" in the sense of being enriched over abelian groups. We first note that for an additive symmetric monoidal category to have negatives: it is sufficient for the identity map of the monoidal unit to have an additive inverse. Proof: This theorem follows directly from Proposition 7.6 and Theorem 6.10. ✷
Lifting Differential Category Structure
We briefly give the definition of a differential category. For more details on differential categories see [4, 7, 11] .
Definition 7.8 A differential category [7] is an additive symmetric monoidal category (X, ⊗, K) with a coalgebra (!, δ, ε, ∆, e) equipped with a deriving transformation, that is, a natural transformation In order to be able to lift differential category structure we will need that the Eilenberg-Moore category of our symmetric comonoidal monad be an additive symmetric monoidal category. In order to achieve this we will need that the underlying endofunctor be additive. Definition 7.9 An additive functor between additive categories is a functor which preserves the additive structure strictly, that is, a functor T such that T(f + g) = T(f ) + T(g) and T(0) = 0.
One can easily check that for a monad on an additive category whose underlying endofunctor is additive, that its Eilenberg-Moore category is also an additive category such that the forgetful functor preserves the additive structure strictly. Similarly, for a symmetric comonoidal monad on an additive symmetric monoidal category whose underlying endofunctor is additive, its EilenbergMoore category is also an additive category such that the forgetful functor preserves the additive symmetric monoidal structure strictly. Luckily, for any additive symmetric monoidal category our favourite endofunctor A ⊗ − is additive for any object A. Definition 7.10 Let (X, ⊗, K) be a differential category with coalgebra modality (!, δ, ε, ∆, e) equipped with deriving transformation d, and let (T, µ, η, n, n K ) be a symmetric bimonad on (X, ⊗, K) whose underlying endofunctor T is additive. A differential mixed distributive law of (T, µ, η, n, n K ) over (!, δ, ε, ∆, e, d) is a coalgebra mixed distributive law λ of (T, µ, η, n, n K ) over (!, δ, ε, ∆, e) such that the following diagram commutes: 
Conclusion
The main goal of this paper was to study for which monoids in a linear category was the category of modules of said monoid again a linear category. We showed that the answer to this question was groups in the Eilenberg-Moore category of the monoidal coalgebra modality of a linear category, that is, cocommutative Hopf monoids in the linear category which come equipped with a special natural transformation (Theorem 6.10). Therefore category of modules over these cocommutative Hopf monoid are linear categories and therefore a model of MELL. Thus the work of this paper extends Blute and Scott's work [5, 6] by adding to the study of categories of modules over Hopf monoids as models of linear logic. This work should also hopefully pave the way for studying other applications of Hopf monoids in linear logic. For example, the bimonoid version of a coalgebra modality is known as a bialgebra modality, which are used in the study of differential categories [7, 11] . As such one could study the notion of a "Hopf algebra modality", a Hopf monoid version of a coalgebra modality, and look at what the antipode adds to the story. In particular, Proposition 7.6 implies that a monoidal coalgebra modality over an additive symmetric monoidal categories with negatives should be an example of a "Hopf algebra modality". This paper also introduces the notion of a symmetric monoidal mixed distributive law (Definition 5.3) and showed these are in bijective correspondence with lifting of symmetric monoidal comonads to the Eilenberg-Moore category of symmetric comonoidal monads and vice-versa (Proposition 5.4). While in this paper we focused mainly on symmetric comonoidal monads of the form A⊗−, it would be interesting to find and study more exotic examples of symmetric monoidal mixed distributive laws (whether they be related to MELL or not). One other possible direction would be to study symmetric monoidal mixed distributive laws from a higher category theory perspective.
