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Nous étudions le problème de l'estimation de moyenne et de la densité prédictive d'une
population sélectionnée, en obtenant de nouveaux développements qui incluent l'analyse
de biais, la décomposition du risque et les problèmes avec restrictions sur les paramètres
(chapitre 2). Nous proposons des estimateurs de densité prédictive eﬃcaces en termes de
pertes Kullback-Leibler et Hellinger (chapitre 3) améliorant les procédures de plug-in via
une perte duale et via une d'expansion de variance. Enﬁn, nous présentons les résultats
de l'amélioration de l'estimateur du maximum de vraisemblance (EMV) d'une moyenne
normale bornée pour une classe de fonctions de perte, y compris la perte normale réﬂéchie,
avec des implications pour l'estimation de densité prédictive. A savoir, nous donnons des
conditions sur la perte et la largeur de l'espace paramétrique pour lesquels l'estimateur
de Bayes par rapport à la loi a priori uniforme sur la frontière domine la EMV.
iv
ABSTRACT
We study the problem of point estimation and predictive density estimation of the
mean of a selected population, obtaining novel developments which include bias analysis,
decomposition of risk, and problems with restricted parameters (Chapter 2). We propose
eﬃcient predictive density estimators in terms of Kullback-Leibler and Hellinger losses
(Chapter 3) improving on plug-in procedures via a dual loss and via a variance expansion
scheme. Finally (Chapter 4), we present ﬁndings on improving on the maximum likelihood
estimator (MLE) of a bounded normal mean under a class of loss functions, including
reﬂected normal loss, with implications for predictive density estimation. Namely, we
give conditions on the loss and the width of the parameter space for which the Bayes
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INTRODUCTION
This thesis is concerned with statistical inference after selection (Chapters 2,3), as
well as the estimation of predictive densities (Chapters 1,3,4). It also contains original
contributions for the estimation of a bounded normal mean (Chapter 4), analyzed for a
wide class of loss functions, which arise when studying the eﬃciency of plug-in predictive
densities under various loss functions (such as α-divergence and integrated L1). The
problems of statistical inference after selection and the estimation of predictive densities
merge in Chapter 3 and the ﬁndings here represent, as far we can tell, a ﬁrst foray in this
area of research. Key ﬁndings include explicit improvements, for both Kullback-Leibler
and Hellinger losses, on a natural and benchmark predictive density for a normal model
with known variance.
A) Motivation for selective inference
The reproducibility crisis in scientiﬁc research is one the most important problems of
science. The journal Nature published a survey on reproducibility problem in research
(e.g., 1,500 scientists lift the lid on reproducibility, [2]). In Nature's survey, more than 60%
of respondents said that selective reporting is always or often one of the most signiﬁcant
factors contributing to this problem. More than half pointed to the low statistical power
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as another factor. Selective inference has been recognized as a key to addressing the
reproducibility crisis in science (e.g., Taylor and Tibshirani [44]). Benjamini, Heller and
Yekutili [7], and Benjamini [6], discussed the importance of selective inference in complex
research. The term selective-inference (also called post-selection inference or adaptive
data analysis) refers to a situation in which the researcher uses the data to decide which
statistical model is most relevant. And after selection, the researcher uses the same data
to estimate or test the selected model. Recently, selective inference has attracted a lot
of attention in the context of linear models as witnessed by the work of Lee and Taylor
[28], Reid et al. [35], Fithian et al. [18], and Taylor et al. [43], among many others.
The problem of selective inference has been formulated and addressed in various ways,
because many types of selection may appear in scientiﬁc research. In some practical
situations, researchers are faced with a selection procedure after comparing and ranking
diﬀerent populations (treatments, machines, methods, systems, fertilizers, drugs, etc.).
Consider p diﬀerent and independent populations, each determined by a value of the
parameter θ. For example, the diﬀerent populations may represent fertilizers and θ may be
the average yield. Classical approach to compare populations is to test the homogeneity
hypothesis H0 : θ1 = · · · = θp. If populations are normally distributed, the homogeneity
hypothesis can be tested using one-way ANOVA technique. When the homogeneity hy-
pothesis is rejected, researchers often report the largest (or smallest) sample means and
select their corresponding populations as extreme populations. The following examples
illustrate the importance of the estimation and prediction after ranking-selection proce-
dure in applications :
 Assume that an engineer examines diﬀerent machines and bought the most eﬃcient
one, and he wants to predict the eﬃciency of the selected machine.
 A farmer tries diﬀerent fertilizers in a given year and selects the fertilizer that
prompts the maximum yield. He not only wants to choose the best fertilizer for
2
the coming year but also seeks to predict the future yield.
 Researchers may be interested, not only in determining the most eﬃcient treat-
ment in ﬁghting a certain disease, but they also want to predict the eﬃciency of
the selected treatment without further experimentation.
B) Predictive density estimation
Predictive densities have been recognized as an appealing method in predicting a
future observation from a parametric model on the basis of past ones. They can be
generated from a Bayesian perspective. Predictive densities, given a loss function, can be
evaluated as well in terms of frequentist risk.
In a normal model, Aitchison [1] showed that Bayes predictive densities can dominate
the maximum likelihood predictive density estimator under Kullback-Leibler (KL) loss.
Komaki [25], showed for normal observables that the minimum risk equivariant predictive
density is inadmissible for three dimension or more, and dominated by Bayesian predic-
tive density with respect to a harmonic prior. George et al. [20] showed that there is a
duality between Bayesian predictive density estimation under KL loss and the problem
of the estimation of the mean of the multivariate normal distribution under squared error
loss. They showed that the generalized Bayes estimator for the mean of a multivariate
normal distribution under squared-error loss shares many properties like minimaxity, best
invariant estimator under location-scale transformation, constant risk, admissibility for
low dimension d ≤ 2 and inadmissibility for d ≥ 3, with the generalized Bayes predictive
density estimator under KL loss. More investigations on the dual relationship between
density estimation under α−divergence and the problem of point estimation have been
done by Ghosh et al. [21], Maruyama and Strawderman [30], and Kubokawa et al. [27].
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Despite some work on predictive density estimation, as well as other approaches for
prediction, there remains many other instances where the estimation of a predictive
density is important, such as in problem of inference following selection.
C) Organization of the thesis
This thesis is organized as follows.
In Chapter 1, we discuss the duality between point estimation and predictive density
estimation under diﬀerent losses. We establish a connection between α−divergence and
reﬂected normal losses. For predicting the density of Y ∼ Nd(θ, σ2Y Id) based on an obser-
vation of X ∼ Nd(θ, σ2XId), we introduce a class of predictive density estimators which
dominate the generalized Bayes density estimator for d ≥ 3 under a family of losses
including Kullback-Leibler and α−divergence losses with respect to the uniform prior.
We provide conditions on loss functions under which the Bayes estimator is the posterior
mean. Such a question arises in studying the eﬃciency of a plug-in predictive densities.
In Chapter 2, we introduce a selection rule for normal and more generally for location-
scale family of distributions, and we discuss statistical inferences following this selection.
The bias and risk of the natural estimator are studied and we analyze the risk and the
bias for a class of estimators. We provide conﬁdence sets for the selected parameter with
guarantee coverage at least (1−α). We studied estimation of the selected mean in a normal
case when we have two populations. We introduce an interesting class of estimators and
analyse its risk. Our attention in this section was on ﬁnding inﬁmum of the risk of
estimators which will be useful in Chapter 3, also, it contains novel contributions on risk
decomposition and selective inference with estimation of the parameters.
In Chapter 3, we consider predictive density estimation for the selected population,
4
and we mainly focus on normal populations. In this chapter, using mixture predictive
density in Chapter 1, we introduce estimators for the selected population. We provide
eﬃcient estimators for the case with p normal populations which dominate the maximum
likelihood density estimator under KL loss. Also, we study the predictive density estima-
tion under Hellinger loss, and we explain a dual relationship with reﬂected-normal loss
for point estimation.
In Chapter 4, motivated by the dual relationship between predictive density estima-
tion and point estimation, we study estimation under reﬂected-normal loss, especially
estimation of the bounded normal mean. The results apply to predictive density estima-
tion when we have a restriction on the parameters.
5
CHAPTER 1
Deﬁnitions and Preliminary Results
1.1 Introduction
An important motivation for this thesis comes from the dual connection between
point estimation and predictive density estimation. In this chapter, we review the basic
concepts and discuss this duality. Our ﬁndings focus mainly on proposing optimal pre-
dictive density estimators under Kullback-Leibler, α−divergence, integrated L2 and L1
losses. We present a mixture of known and new results. There include the followings.
A) A class of multivariate location-mixture predictive density estimators is gi-
ven, which improves on the MRE predictive density under Kullback-Leibler,
α−divergence and integrated L2 losses when the dimension is larger than or equal
to 3.
B) A class of multivariate scale-mixture predictive density estimators is introduced,
improving on a plug-in predictive density under Kullback-Leibler, α−divergence
and integrated L2 losses.
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C) Duality relationships between predictive density estimation, under α−divergence
and integrated L2 losses, and the point estimation problem under reﬂected normal
loss are expanded upon. More details on point estimation under reﬂected-normal
loss, especially for parametric are given in Chapter 3 of this dissertation.
D) We provide conditions on the prior and loss function for which the Bayes estimator
is always the posterior mean. Speciﬁcally, in a normal model with known variance
and non-informative prior on R for the mean, and loss which is an increasing
function of the squared-error loss, the Bayes estimator is the posterior mean.
This chapter is organized as follows. Section 1.2 presents an introduction to the predic-
tive density estimation including Bayesian and plug-in density estimators. In Section 1.3,
we discuss predictive density estimation under Kullback-Leibler loss. Besides, location
and scale mixture predictive densities are given to improve MRE and plug-in densities,
respectively. In Sections 1.4 and 1.5, location and scale predictive densities are discussed
under α-divergence and integrated squared-error losses, respectively. Section 1.6 talks
about the dual relationship between integrated L1 and a concave loss. In section 1.7, the
robustness of the Bayes rule is discussed under some conditions on the prior and loss
functions.
1.2 Predictive density estimation
Consider multivariate and conditionally independent random vectors
X | θ ∼ p(x | θ) , Y | θ ∼ q(y | θ) , x, y ∈ Rd , (1.1)
with p(· | θ) and q(· | θ) known Lebesgue densities for a given θ ∈ Θ ⊆ Rd.
Based on observing X = x, the purpose of the predictive density estimation is obtaining
7
a predictive density qˆ(y;x) that is close to q(y | θ). Consider assessing the eﬃciency of a






q(y | θ)) g(q(y | θ)) dy , (1.2)
where f is a convex function on R+ and g is a given function taking nonnegative values.






2 ) for |α| 6= 1
z log(z) for α = 1
− log(z) for α = −1,
yields the subclass of α−divergence losses. In all of the above examples, the f function
in (1.2) is convex. This class of loss functions includes Kullback-Leibler (KL) for α = −1,
reverse Kullback-Leibler for α = 1, and Hellinger for fα = f0/4. The choices f(t) = |t−1|s,




|qˆ(y;x) − q(y | θ)|s dy , (1.3)
provide other choices, in particular for s = 1, 2.
Two methods for obtaining a predictive density are plug-in and Bayes estimates. A
plug-in density estimate
qθˆ(y;x) = q(y | θ = θˆ(x)) (1.4)
is constructed by replacing the unknown parameter θ by θˆ(x) in the true parametric
density q(y | θ). Alternatively, a posterior predictive density estimator is given by the
conditional density of Y given X = x,
qˆpi(y | x) =
∫
Rd






q(y | θ)pi(θ | x)dθ (1.5)
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where pi(θ) is a prior, pi(θ | x) = pi(θ)p(x | θ)/mpi(x), and mpi(x) =
∫
Rd p(x | θ)pi(θ)dθ is
the marginal density of X with respect to prior pi(θ).
For all of the above losses, the performance of predictive densities qˆ(y;x) may be




L(θ, qˆ(·;x)) p(x | θ) dx . (1.6)
For the comparison of two predictive densities, we say that qˆ1 dominates qˆ2 if R(θ, qˆ1) ≤
R(θ, qˆ2) for all θ and with strict inequality for some θ.
The eﬃciency of a predictive density estimator is evaluated by comparing its frequen-
tist risk with the risk of the maximum likelihood density q(y | θˆmle), or the minimum
risk equivariant (MRE) predictive density. The MRE predictive density estimator, under
changes of location, is the generalized Bayes predictive density estimator with respect to
the Haar invariant prior pi(θ) = 1 (e.g., Eaton, [17]).
Consider independently distributed random vectors
X | θ ∼ Nd(θ, σ2XId) , Y | θ ∼ Nd(θ, σ2Y Id) , x, y, θ ∈ Rd ; (1.7)
with unknown common mean θ and known variances σ2X and σ
2
Y . Assume that p(x | θ) =
φ((x− θ)/σX)/σX and q(y | θ) = φ((y − θ)/σY )/σY , with φ(u) = (2pi)−d/2e−u2/2, denote
the densities of X and Y, respectively. The MRE predictive density estimator under KL














where ‖ · ‖ denotes the Euclidean norm (e.g., Aitchison, [1]). It should be noted that the
density in (1.8) is also the MRE under integrated squared-error loss, L2.













(see, Ghosh [21]). Therefore, the generalized Bayes predictive density estimator with






























































is the MRE predictive density estimator under α-divergence loss. Surprisingly, when
the parameter space is restricted, the benchmark MRE density may be an asymmetric








































































Y ) and qˆmre(y;x) is a type

















With the exception of reverse Kullback-Leibler loss, the MRE predictive density es-









with c ≥ 1. For example, Nd(x, c∗2σ2Y Id) with c∗2 = 1+σ2X/σ2Y is the MRE under KL loss.
For c = 1, the plug-in density Nd(x, σ2Y Id) is the maximum likelihood (ML) estimator,
and is dominated not only by MRE density estimator but also by densities given in (1.11)
for all values of c ∈ (1, c∗), and some values c ≥ c∗, (e.g, Fourdrinier et al. [19]).
George, Liang, and Xu [20] showed that there is a duality between predictive density
estimation under KL loss and the problem of the estimation of the mean of the multi-
variate normal distribution under squared error loss. They showed that the generalized
Bayes estimator for the mean of X | θ ∼ Nd(θ, σ2XId) under squared-error loss ‖θˆ − θ‖2
shares many properties like minimaxity, best invariant estimator under location-scale
transformation, constant risk, admissibility for d ≤ 2 and inadmissibility for d ≥ 3, with
the MRE density estimator (1.10) under KL loss. Also, they showed a duality between
the risk of Bayes predictive density estimator and Bayes point estimator under KL and
squared-error losses. More investigations on the dual relationship between density estima-
tion under α−divergence and the problem of point estimation have been done by Ghosh,
Mergel and Datta [21], Maruyama and Strawderman [30], and Kubokawa, Marchand,
and Strawderman [27].










where θˆ(x) is an estimator of θ. Cases c = 1 correspond to plug-in predictive density
estimators, while cases c > 1 correspond to scale expanded variants. As discussed in
Fourdrinier et al. [19], and Kubokawa, Marchand and Strawderman ([26], [27]) such scale
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expansions are interesting to consider and can provide signiﬁcant risk improvement on
plug-in procedures under α-divergence, and integrated L2 and L1 losses.
1.3 Dual relationship between KL and squared-error
losses
The Kullback-Leibler loss of the predictive density estimate qˆθˆ,c ∼ Nd(θˆ, c2σ2Y Id) in










































where RQ(θ, θˆ) = E‖θˆ(X) − θ‖2/σ2Y is the squared-error risk of θˆ(X) for estimating θ.
We thus obtain the following.
Lemma 1.1 (Duality between Kullback-Leibler and squared-error losses)
For the normal model (1.7), the frequentist risk of a predictive density estimator
qθˆ,c ∼ Nd(θˆ(X), c2σ2Y ) of the density of Y ∼ Nd(θ, σ2Y ) under KL loss, is dual
to the frequentist risk of θˆ(X) for estimating θ under squared-error loss. Hence,
qθˆ1,c ∼ Nd(θˆ1(X), c2σ2Y ) dominates qθˆ2,c ∼ Nd(θˆ2(X), c2σ2Y ) under KL loss iﬀ θˆ1(X)
dominates θˆ2(X) under squared-error loss.
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Proof. From (1.14), we have RKL(θ, qθˆ1,c)−RKL(θ, qθˆ2,c) = 12c2 (RQ(θ, θˆ1)−RQ(θ, θˆ2)),
which directly implies the result.
Example 1.2 Let Y ∼ Nd(θ, σ2Y Id) and X ∼ Nd(θ, σ2XId), d ≥ 3, are distribu-
ted independently. A class of point estimators are given by Stein's type estimator
δaJS(X) = (1 − aσ
2
X




2σ2Y Id) dominate Nd(X, c
2σ2Y Id), and for c







2σ2Y Id) dominate qˆmre under KL loss for 0 < a < 2(d− 2) and d ≥ 3.
1.3.1 Variance expanding
The following theorem presents conditions under which the plug-in density can be
improved by expanding the variance. This is a result from Fourdrinier et al. [19].
Theorem 1.3 Consider the normal model (1.7), and assume that for the point estimator
θˆ(X), infθ∈Θ RQ(θ, θˆ) > 0. Then, the expanded-variance estimator qθˆ,c ∼ Nd(θˆ(X), c2σ2Y )
dominates the plug-in density qθˆ,1 ∼ Nd(θˆ(X), σ2Y ) for some c > 1. i.e.
i) For ﬁxed θ ∈ Rd, the risk RKL(θ, qθˆ,c) is minimized at c20 = 1 + 1dRQ(θ, θˆ),
ii) qθˆ,c dominates qθˆ,1 for 1 < c
2 < 1 + 1
d
infθ∈ΘRQ(θ, θˆ),
iii) qθˆ,c dominates qθˆ,1 if and only if 1 < c












− 1) + m
2t
.





− 1) + m
2t
for t > 0, m > 0, and assume t0(m) be the
root of ψm(t) − m2 = 0 which lies in (1 + md ,∞). For a ﬁxed θ, by setting m = RQ(θ, θˆ)
in (1.14) we have RKL(θ, qθˆ,c) = ψm(c
2). It is easy to show that ψm(c2) is decreasing for
c2 ∈ [1, 1 + m
d
), and increasing for c2 ∈ (1 + m
d




Furthermore, ψm(c2) < ψm(1) for all 1 < c2 < t0(m). Consequently, i, ii, and iii are
proved directly.
Example 1.4 Let Y ∼ N(θ, σ2Y ) and X ∼ N(θ, σ2X) are distributed independently, when
x, y,∈ R and θ ∈ R+. Then, the maximum likelihood estimator (MLE) of the positive


































RQ(θ, δ+) = 2θΦ(
−θ
σX
) > 0 for all θ > 0. Thus, R(θ, δ+) is increasing on θ, and













for all θ ∈ R+. Therefore, in the view of Theorem 1.3, the density estimator
N(δ+(X), c
2σ2Y ) dominates the maximum likelihood density estimator N(δ+(X), σ
2
Y )







1.3.2 Mixture predictive density
Here is a general result which simply makes use of Jensen's inequality and provides
improvements for frequentist risk R(θ, qˆ) associated with the given losses (1.2).
Theorem 1.5 Under the assumptions of the normal model (1.7), consider the problem
of predictive density estimation for qθ, θ ∈ Θ, for a given loss (1.2). Further, suppose
there exists predictive density estimators qˆγ, γ ∈ (a, b), that dominate a target predictive




qˆz(y;X) dH(z) , (1.16)
dominates qˆγ0, where H is a cdf such that H(a) = 0 and H(b) = 1.
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Proof. By Jensen's inequality and a change in the order of integration, we have




















g(q(y | θ)) dy dH(z)
)
.
Now, use the assumed dominance results to infer that









g(q(y | θ)) dy dH(z)
)
= R(θ, qˆγ0)
with strict inequality for at least one θ, thus establishing the result.
Remark 1.6 Theorem 1.5 presents a general approach for improving a predictive density
estimator. The mixing parameter γ can be any parameter of the predictive density, and
it is applicable for mixing several parameters to improve on plug-in densities.
Corollary 1.7 (Scale-mixture predictive density) Consider the normal mo-
del (1.7), and suppose that qθˆ,c ∼ Nd(θˆ(X), c2σ2Y ) dominates the plug-in density















dominates qθˆ,1(y;x) as long as H(·) is a cdf such that H(a) = 0 and H(b) = 1.
Proof. The proof is a direct consequence of Theorem 1.3 and Theorem 1.5.










dominates the plug-in predictive density qθˆ,1 ∼ Nd(x, σ2Y ) under Kullback-Leibler, where




Y ) = 1.
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Proof. For θˆ(x) = x, c∗2 = 1+σ2X/σ
2
Y is the optimal choice for c under assumptions of







Example 1.9 (continuation of Example 1.4 ) Under the conditions of Example 1.4,







)dH(z) dominates the maximum






and H(·) is a cdf such that H(1) = 0 and H(c∗) = 1.
Komaki [25] and George et al. [20] showed that MRE density is not admissible for
d ≥ 3. Here, we show that a mixture on plug-in density estimator can dominates the
MRE for d ≥ 3.
Theorem 1.10 (Location-mixture predictive density) Under the assumptions of
the normal model (1.7), consider the class of Baranchik type estimator δa(X) = (1 −
a r(X
′X)
X′X )X, such that r(·) is an increasing function, 0 ≤ r(·) ≤ 1, r(·) 6= 0, and
0 < a < 2(d− 2)σ2X . Then, the density estimators Nd(δa(X), (σ2X + σ2Y )Id) dominate
















dominates qˆmre for d ≥ 3 under KL loss, where H(·) is a cdf such that H(0) = 0 and
H(2(d− 2)σ2X) = 1
Proof. For a choice of r(·), let qδa,1 ∼ Nd(δa(X), (σ2X+σ2Y )Id) and qˆmre ∼ Nd(X, (σ2X+
σ2Y )Id). From (1.14), we have










From Baranchick [3], we have that δa(X) dominates X in estimating θ under squared-
error loss, for all value 0 < a < 2(d− 2)σ2X whenever d ≥ 3. Therefore, qδa,1 dominates
qˆmre under KL loss when d ≥ 3 and 0 < a < 2(d− 2)σ2X . Using Theorem 1.5, and mixing
on a, completes the proof.
1.4 Dual relationship between reﬂected normal and α-
divergence losses
In the context of Lemma 1.1, it turns out that Kullback-Leibler loss has squared error
as a dual point estimation loss (e.g., see Fourdrinier et al., [19]). For other α−divergence
losses, the reﬂected normal loss is dual for plug-in predictive density estimators and for
scale expansion variants as in (1.12). The reﬂected normal loss (e.g., Spiring, [40]) is given
by
Lγ(θ, θˆ) = 1− e−‖θˆ−θ‖2/(2γ), (1.21)
where γ is a positive constant. Under the normal model (1.7), the α-divergence loss
incurred by the predictive density estimate qˆθˆ,c ∼ Nd(θˆ(x), c2σ2Y Id) in estimating of the













where we have set β = 1+α
2





k), k > 0, the







































) , θi ∈ Rd, σi ∈ R+, i = 1, 2,
(1.24)





1−β , the above loss reduces to
1
β(1− β)(1− b(c) + b(c)Lγ0(θ, θˆ)), (1.25)
for a ﬁxed α, where b(c) = c
d(1−β)







β(1− β)(1− b(c)) +
1
β(1− β)b(c)Rγ0(θ, θˆ), (1.26)
where Rγ0(θ, θˆ) = ELγ0(θ, θˆ).
Lemma 1.11 (Duality between α-divergence and reﬂected-normal losses)
For the normal model (1.7), the frequentist risk of a predictive density estimator
qθˆ,c ∼ Nd(θˆ(X), c2σ2Y Id) of the density of Y ∼ Nd(θ, σ2Y Id) under α-divergence loss,
with |α| < 1, is dual to the frequentist risk of θˆ(X) for estimating θ under reﬂected-






Y . Hence, qθˆ1,c ∼ Nd(θˆ1(X), c2σ2Y Id) dominates
qθˆ2,c ∼ Nd(θˆ2(X), c2σ2Y Id) under α-divergence loss iﬀ θˆ1(X) dominates θˆ2(X) under
reﬂected-normal loss Lγ0.
Proof. From (1.26), we have Rα(θ, qθˆ1,c) − Rα(θ, qθˆ2,c) = 1β(1−β)b(c)(Rγ0(θ, θˆ1) −






Y , which directly implies the result.
The reﬂected-normal loss (1.21) can be generalized to a multivariate case as
LQ(θ, θˆ) = 1− e− 12 (δ−θ)′Q−1(δ−θ), (1.27)
where Q is a known positive deﬁnite matrix. The next lemma, provide a useful property
of multivariate normal density and expression for the product of two normal densities.
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Lemma 1.12 Let p(y | θ,Σ) = (2pi)−d/2|Σ|−1/2 exp{−1
2
(y − θ)Σ−1(y − θ)} denote the
density of multivariate normal Nd(θ,Σ), then we have
p(x | θ1,Σ1) p(x | θ2,Σ2) = p(0 | θ1 − θ2,Σ1 + Σ2) p(x | θ∗,Σ∗),
where θ∗ = (Σ−11 + Σ
−1
2 )
−1(Σ−11 θ1 + Σ
−1
2 θ2) and Σ
∗ = (Σ−11 + Σ
−1
2 )
−1 which Σ1 and Σ2 are
positive deﬁnite matrix.
Proof. Using matrix identities (Σ1 + Σ2)−1 = Σ−11 − Σ−11 (Σ−11 + Σ−12 )−1Σ−11 and (x −
θ)′Σ−11 (x−θ)+(y−θ)′Σ−12 (y−θ) = (θ−m)′Σ−10 (θ−m)+(x−y)′(Σ1 +Σ2)−1(x−y) with










−1, the proof is immediate.
Theorem 1.13 Let X ∼ Nd(θ,Σ), and δ(X) be an estimator of the mean. Then δ(X)
dominates X under generalized reﬂected-normal loss (1.27) whenever δ(Z) dominates Z
under loss (δ − θ)′Q−1(δ − θ) for which Z ∼ N(θ,Σ0) with Σ0 = (Σ−1 +Q−1)−1.
Proof. Using inequality 1− e−x ≤ x for all x ∈ R, we have






















































where Z ∼ Nd(θ,Σ0) and Σ0 = (Σ−1 + Q−1)−1, and directly implies the result. The
following Corollary of Theorem 1.13 was given by Kubokawa et al. [27].
Corollary 1.14 Let X ∼ Nd(θ, σ2XId) with estimator δ(X) of the mean. Then δ(X)
dominates X under reﬂected-normal loss, Lγ, whenever δ(Z) dominates Z under squared
loss ‖δ − θ‖2 for which Z ∼ Nd(θ, σ20Id) with σ20 = (σ−2X + γ−1)−1.
Here, I would incorporate the result of Baranchick into Theorem 1.15.
Theorem 1.15 Consider the normal model (1.7). A class of point estimators is given
by Baranchik type estimator δa(X) = (1 − a r(X′X)X′X )X, such that r(·) is an increasing
function, 0 ≤ r(·) ≤ 1, r(·) 6= 0, and 0 < a < 2(d− 2)σ2X . Then, the estimators
qˆδa ∼ Nd(δa(X), ((1−α2 )σ2X + σ2Y )Id) dominate qˆmre ∼ Nd(X, ((1−α2 )σ2X + σ2Y )Id) under
α-divergence loss for d ≥ 3, whenever δa(Z) dominates Z under squared loss ‖δ− θ‖2 for













Proof . From Lemma 1.11, we have that qˆδa dominates qˆmre if and only if δa(X) do-













From Corollary 1.14, we have δa(X) dominates X under reﬂected-normal whenever






−1. In addition, from Baranchick [3], we know that δa(Z) dominates
Z for any value of σ20. This completes the proof.
Theorem 1.16 (Location-mixture predictive density) Under the normal mo-
del (1.7) and conditions of Theorems 1.15, the MRE predictive density estimator



















under α-divergence loss, where H(·) is a non-degenerate cumulative cdf such that H(0) =
0 and H(2(d− 2)σ2X) = 1.
Proof. This is a direct consequence of Theorems 1.15 and Theorem 1.5 with mixing
on the values of the parameter a.
1.5 Dual relationship between reﬂected normal and in-
tegrated L2 losses
Under the normal model (1.7), the integrated squared-error loss, L2, incurred by
the predictive density estimate qˆθˆ,c ∼ Nd(θˆ(x), c2σ2Y Id) in estimating of the density
Nd(θ, σ
2























k), k > 0, the above loss reduces to
(4pi c2 σ2Y )
−d/2 + (4pi σ2Y )










Finally, using the identity (4.26), we have for θ1 = θˆ(x), θ2 = θ, σ1 = cσY , σ2 = σY , the
above loss reduces to
(4pi c2 σ2Y )
−d/2 + (4pi σ2Y )
−d/2 − 2(2pi(c2 + 1)σ2Y )−d/2 e−‖θ1−θ2‖
2/(2σ2Y (c
2+1)) (1.31)
which can be written as
a(c) + b(c)Lγ0(θ, θˆ), (1.32)




and a(c) = (4pi c2 σ2Y )
−d/2+(4pi σ2Y )
−d/2−b(c). Therefore,
the integrated squared-error risk is
R2(θ, qθˆ,c) = a(c) + b(c)Rγ0(θ, θˆ), (1.33)
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where Rγ0(θ, θˆ) is reﬂected-normal risk of θˆ for estimating θ with γ0 = (c
2 + 1)σ2Y .
Lemma 1.17 (Duality between integrated L2 and reﬂected-normal losses)
For normal model (1.7), the frequentist risk of a predictive density qθˆ,c ∼ Nd(θˆ(X), c2σ2Y )
for estimating the density of Y ∼ Nd(θ, σ2Y ) under integrated L2 loss (1.3), is dual to
the risk of θˆ(X) for estimating θ under reﬂected-normal loss Lγ0 with γ0 = (c
2 + 1)σ2Y .
Hence, qθˆ1,c ∼ Nd(θˆ1(X), c2σ2Y ) dominates qθˆ2,c ∼ Nd(θˆ2(X), c2σ2Y ) under integrated L2
loss iﬀ θˆ1(X) dominates θˆ2(X) under reﬂected-normal loss Lγ0.
Proof. From (1.33), we have R2(θ, qθˆ1,c)−R2(θ, qθˆ2,c) = b(c)(Rγ0(θ, θˆ1)−Rγ0(θ, θˆ2)),
with γ0 = (c2 + 1)σ2Y , which directly implies the result.
Theorem 1.18 (Location-mixture predictive density) Under the conditions of
Theorems 1.15, the MRE predictive density estimator qˆmre ∼ N(x, σ2X +σ2Y ) is dominated














under integrated squared-error loss, where δa(X) = (1 − a r(X′X)X′X )X, such that r(·) is an
increasing function, 0 ≤ r(·) ≤ 1, r(·) 6= 0, and 0 < a < 2(d− 2)σ2X . and H(·) is a cdf
such that H(0) = 0 and H(2(d− 2)σ2X) = 1.
Proof. The proof is similar to the proof of Theorem 1.16.
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1.6 Dual relationship between integrated L1 and a spe-
cial concave losses
Integrated L1 loss, for predictive density estimation, has dual relationships with a
special loss function in the point estimation problem. Consider the normal model (1.7).















The following property of the multivariate normal distribution on the connection
between integrated L1 and a concave loss function is given by DasGupta and Lahiri
[15]. A generalization of this property for multivariate spherical densities is given by
Kubokawa, Marchand and Strawderman [27].
Lemma 1.19 (DasGupta and Lahiri [15]) Let X ∼ Nd(θ, Id). Then, for any esti-
mate δ(x) and integrated-L1 loss, we have∫
Rp






where Φ is the univariate cdf of standard normal distribution. Without loss of generality,











)− 1) pi(θ | x) dθ.(1.37)
This implies that the optimal plug-in is given by δ(x) = θˆpi(x) where θˆpi is the Bayes
point estimator of θ under loss




− 1 , (1.38)
with X | θ ∼ Np(θ, σ2XIp).
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Remark 1.20 The plug-in density estimator φ(y−δ(X)) is the optimal density estimator
for φ(y − θ) under integrated L1 loss whenever δ(X) is the Bayes estimator of θ under
the concave loss (1.38). Therefore, when θ | X ∼ N(X,Σ), the optimal density estimator
among plug-in estimators integrated L1 loss is φ(y −X).
Lemma 1.21 (Duality between integrated L1 loss and a special concave loss)
For normal model (1.7), the frequentist risk of a predictive density estimator
qθˆ,c ∼ Nd(θˆ(X), c2σ2Y ) of the density of Y ∼ Nd(θ, σ2Y ) under integrated L1 loss (1.3),
is dual to the frequentist risk of θˆ(X) for estimating θ under loss 2Φ( |θˆ−θ|
2
) − 1. Conse-
quently, qθˆ1,c ∼ Nd(θˆ1(X), c2σ2Y ) dominates qθˆ2,c ∼ Nd(θˆ2(X), c2σ2Y ) under integrated L1




1.7 A note on Bayes estimators for a class of loss func-
tions
In some cases the Bayes estimator of a parameter is the posterior expectation under
squared-error loss. This property holds for a class of loss functions under some conditions,
and we present conditions under which this property is robust.
Theorem 1.22 Let X | θ ∼ Nd(θ,ΣX) and the posterior is θ | X = x ∼ Nd(x,Σ). Then,
the Bayes estimator of θ is the posterior mean under loss L(θ, δ) = F (‖δ − θ‖2), where
F (·) is a non-negative increasing function.




∼ χp(‖µ(x)−δ(x)‖2τ2 ). Setting t = ‖µ(X)−δ(x)‖
2
τ2
, and L(θ, δ) = F (‖δ−θ‖2) where
F (·) is an increasing function. The posterior loss becomes
Eθ|X
(








which W has MLR property in parameter t, we easily infer that the choice t = 0, i.e.
δ(X) = µ(X) minimizes the posterior loss.
As seen above, the study of plug-in predictive densities for normal observables and
losses such as α−divergence, integrated L2 and L1, bring into play the dual point esti-
mation problem of estimating a multivariate normal mean under reﬂected normal loss,
and more generally losses of the form F (‖θˆ− θ|2). In many cases, the determination of a
corresponding Bayes estimate stems from an implicit equation. A good example of this is
presented in Chapter 3 where Bayes estimators for two-point priors and reﬂected normal
loss are studied. However, there remains a large class of problems where the Bayes esti-
mator remains the posterior expectation, as it the case of course for squared error loss.
Such a general result, which covers reﬂected normal loss and much more, is presented
next and relies on a the posterior distribution being normally distributed, as well as the
stochastically increasing ordering for noncentral chisquare distributions.
Theorem 1.23 Suppose for a given problem with parameter of interest θ and observable
X, that, for all x, θ|x ∼ Nd(µ(x),Σx) with positive deﬁnite Σx. Suppose that one wishes
to estimate θ under loss F ((θˆ−θ)′Q(θˆ−θ)) with positive deﬁnite Q, F strictly increasing
on R+ and F (0) = 0. Then the Bayes estimator of θ is given by µ(X).
Remark 1.24 The result may be interpreted as a robustness property of the posterior
expectation as this quantity remains the Bayes point estimator for all F,Q,Σx's. It is
particularly interesting since normally distributed posterior distributions arise naturally
when the prior is normally distributed. It seems likely that the result holds as well for a
vast class of elliptically distributed posteriors. Finally, it is also interesting that the result
applies quite generally independently of F .
Proof of Theorem 1.23. Let x be ﬁxed. We make use of a well-known diagonali-




′ = Id , and (A−1)′QA−1 = D ,
D being a diagonal matric with positive diagonal elements dii. Now, set µ = Aθ and
µˆ = Aθˆ, so that the Bayes estimator of µ minimizes in µˆ the posterior expectation
E
(
F ((θˆ − θ)′Q(θˆ − θ)|x
)













i dii(µˆi − µi)2, T ′ = 1trD
∑
i dii(νi − µi)2. Observe that
















With T stochastically larger than T ′ for all ν 6= 0, we have with F (t) = F0((trD) t)











F((θˆ − θ)′Q(θˆ − θ)|x
)
= µ(x) = E(θ|x) ,
which is the desired result. Finally, to justify the stochastic ordering, interpret the dis-
tributions of T and T ′ as mixtures such that T |K ∼ χ21(ν2K), T ′|K ∼ χ21(0), and K a
discrete random variable such that P(K = k) = dkk
trD
, so that
P(T ≥ t) = EKP(T ≥ t|K) > EKP(T ′ ≥ t|K) = P(T ′ ≥ t) ,
for all t > 0, and by virtue of the stochastic ordering for χ21(λ) distribitions.
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CHAPTER 2
Selective Point and Interval Estimation
2.1 Introduction
2.1.1 Problem setting
Consider p independent populations each indexed by a value of parameter θ. Let
Xi1, · · · , Xini be a random sample from the ith population with parameter θi, and assume
thatXi = h(Xi1, · · · , Xini) is a proper statistic with the cumulative distribution functions
(cdf) as
F (x ; θi) , i = 1, 2, . . . , p, (2.1)
where x ∈ R. Assume that the family of distributions {F (·; θi), i = 1, 2, . . . , p} is sto-
chastically increasing in the parameter, i.e.
F (x ; θ1) ≥ F (x ; θ2), (2.2)
for all θ1 ≤ θ2 and all x ∈ R. Let θ(1) ≤ θ(2) ≤ · · · ≤ θ(p) be the ordered parameters and
assume that there is no information as to which population is associated with θ(i), for
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i = 1, 2, · · · , p. Here, we assume that larger values of parameter θ are more preferable,
and that the population with the largest(smallest) θi as the best (worst) population.
Let I(·) is an indicator function throughout of this thesis. Let X = (X1, · · · , Xp) and




i I(Xi > max
j 6=i
Xj), (2.3)
is a natural rule to select the best population, when X ′is are continuous random variables,
but for instance see Vellaisamy [46] for a deﬁnition of S(X) in a discrete case. Let Y
represents the selected population. Then, its cdf is given by
F (y ; θS(X)), y ∈ R, (2.4)




θi I(Xi > max
j 6=i
Xj), (2.5)
is a function of the sample data and unknown parameters. The parameter θS(X) is called
a selected parameter.
2.1.2 Selective Inference
The problem of selection after ranking has been formulated and addressed by many
authors. Robert Bechhofer [4] proposed the Indiﬀerence Zone approach, and Shanti S.
Gupta [22] proposed the subset selection approach. In ranking and selection problems,
diﬀerent statistical inference problems like point and interval estimation or prediction
arise. If we use the original data, that has been used for selection, the inference is produced
simultaneously with the selection step. However, in the literature it is called inference
after selection.
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Most of this chapter concerns independently distributed
Xi | θi ∼ N(θi, σ2i ), i = 1, 2, . . . , p, (2.6)
where σ2i ∈ R+ is known, and θi ∈ R is an unknown population mean. Let X =






i=1 i I(Xi > maxj 6=iXj) is the selection rule, and θS(X) is the selected
parameter. For p = 2, the point estimation of θS has been studied by many authors (e.g,
see Dahiya [14], Putter and Rubinstein [33]). It is known that θˆmax(X) = max(X1, X2) is
admissible and minimax with respect to squared-error loss (Cohen and Sackrowitz [13]).
For some contributions related to selective point estimation, including frequentist
risk analysis for squared error and other losses, minimax analysis, hierarchical Bayes
approaches etc., one may refer to Sarkadi [38], Putter and Rubinstein [33], Blumenthal
and Cohen [9], Dahiya [14], Cohen and Sackrowitz [12, 13], Hwang [23], Sackrowitz and
Samuel- Cahn [36, 37], Berger and Deely [8], Parsian and Farsipour [32], Stallard and
Todd [41], Stallard et al. [42], Qiu and Hwang [34].
2.1.3 Outline
The rest of this chapter is organized as follows.
 In Section 2, some basic deﬁnitions and concepts of selected population and para-
meter, selection rules, and loss functions are presented. The population selection
for a general family of stochastically increasing models has been discussed.
 In Section 3, the ranking-selection procedure for a location family of distribu-
tions is presented, and the probability distribution of the selected largest location
parameter is discussed.
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 Section 4 concerns estimation of selected parameter. The natural estimator of
the selected parameter is given, and its bias and risk under a general class of
losses are analysed. Conﬁdence bounds and intervals for the selected parameter
are introduced. A new estimator of the selected parameter is given based on a
conditional maximum likelihood. Also, the Bayes estimation is discussed.
 In Section 5, a randomized selection procedure has been discussed to select the
best population, and the bias and risk of the proposed estimator for the selected
parameter, based on this randomized approach is derived.
 In Section 6, the selection bias is analysed when we have two population, and a
bias correction methodology is used in three steps. In each step the reduced-bias
estimator is improved in the sense of absolute bias. Also, a general new class of
estimators is introduced which contains the maximum likelihood estimator and
traditional reduced-bias estimators. A special case of this class of estimator is
an estimator for the mean of selected population when there is a restriction on
parameter space.
2.2 Population selection and selection rules
2.2.1 Selection rules
A motivating and interesting class of models for independent observables X1, . . . Xp
are models of the type
Xi ∼ f(x | θi) , i = 1, . . . , p , (2.8)
with absolutely continuous densities f with respect to Lebesgue measure on R, stochas-
tically increasing with respect to the θi's. Hence, quantiles and the expectation whenever
it exists, are increasing functions of the θi's. Based on an observation x = (x1, . . . , xp)
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from X = (X1, . . . Xp), we seek to select the population with the largest parameter θi,
and then to estimate this selected parameter θS in (2.5).
Formally, an underlying (non-randomized) selection rule may be deﬁned as a data-based
function
S : χ→ {1, 2, . . . , p}, (2.9)
where χ is the sample space, and S(X) = i if the ith population is selected. Therefore,
a non-randomized selection rule can be characterized by a partition A1, . . . , Ap of the
sample space with Ai = {x ∈ χ : S(x) = i}, and χ =
⋃p
i=1Ai ⊆ Rp with Ai ∩ Aj = ∅ for
i 6= j. Therefore, for a selection rule S(x) = ∑pi=1 i I(x ∈ Ai), the selected parameter θS
can be expressed as
θS = θS(X) =
p∑
i=1
θi I(x ∈ Ai), (2.10)
where I(x ∈ Ai) = 1 if the ith population is selected, and 0 otherwise. The selected
parameter is thus random and takes values θ1, . . . , θp with probabilities






f(xi | θi) dx. (2.11)




i I(t(Xi) > max
j 6=i
t(Xj)), (2.12)
in which t(·) is a pre-speciﬁed function. In what follows, we present some selection rules
which appear in diﬀerent problems.
Example 2.1 For selecting the population with largest parameter θi, a natural selection
rule is S(X) =
∑p
i=1 i I(Xi > maxj 6=iXj) where Xi is the sample estimator of θi. This
type of the selection rule is of our interest in this thesis.
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Example 2.2 Let Xi1, Xi2, · · · , Xini be a sample from ith population, i = 1, 2, · · · , p.
Rank all data from all observations together ; i.e., rank the data from 1 to n =
∑p
i=1 ni,
ignoring population membership. Let R¯i be the mean rank of all data from the i
th popu-




i I(R¯i > max
j 6=i
R¯j). (2.13)
Example 2.3 Let Xi ∼ Nd(θi,Σ), with θi ∈ Rd for i = 1, . . . , p, and unknown means
and known variance. Consider p tests of hypotheses for
H i0 : θi = 0, versus H
i
1 : θi 6= 0, i = 1, . . . , p. (2.14)
The most signiﬁcant population under their null hypotheses corresponds to the population
with largest Mahalanobis distance from the origin, X′iΣ


















) to make inference about the most signiﬁcant
populations, where S2i is the sample estimator of the variance of the i
th population.
Example 2.4 Consider now Xi ∼ N(θi, σ2i ), i = 1, · · · , p, with diﬀerent known va-
riances. A decision rule may be designed according to the statistical signiﬁcance. For
instance, with the hypothesis
H i0 : θi = 0, versus H
i
1 : θi > 0, (2.16)












Bowden and Glimm [10] addressed this type of selection rule.
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Example 2.5 A randomized procedure can be used to select the population corresponding
to the largest θi. Assume that we select the i
th population with probability αi(X) ∈ [0, 1].
Hence, the selected parameter is
θS = θi , with probability αi(X), (2.18)
for i = 1, . . . , p such that
∑p
i=1 αi(X) = 1. Assume that α(·) is a known pre-speciﬁed
function. The simple choice αi(X) = I(Xi > maxj 6=iXj) yields the natural estimator.
Given a prior on (θ1, . . . , θp), a reasonable choice for αi(X) is
αi(X) = P(θi > max
j 6=i
θj | X), (2.19)
which is a posterior probability. When pi(θ1, . . . , θp) =
∏p
i=1 pii(θi), and the Xi's are condi-




P(θj < u | X)pi(θi = u | X)du. (2.20)
The study of such randomized procedure is pursued in Section 2.4.
2.2.2 Random loss
To evaluate the performance of the estimator θˆS(x) =
∑p
i=1 θˆiI(x ∈ Ai) of θS, where θˆi
is an estimator of θi, we can use a loss function. A loss function for parameter estimation




L(θi, θˆi)I(x ∈ Ai), (2.21)
where L(θi, θˆi) measures a distance between θˆi and θi. Since this loss depends on the
selection rule and the data, it is random.
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2.3 Selected largest location parameter
Consider p independent populations, and let Xi1, · · · , Xini be a random sample from
the ith population with unknown parameter θi. Assume that Xi = h(Xi1, · · · , Xini) is an







where σ is known. Here, we consider the selection rule S(X) =
∑p
i=1 i I(Xi > maxj 6=iXj)







θi I(Xi ≥ max
j 6=i
Xj). (2.23)
Lemma 2.6 The selected parameter θS as given in (2.23) is a discrete random variable
with








)f(u)du, i = 1, . . . , p, (2.24)
where F is the cumulative density function corresponding to f .
Proof. From the deﬁnition of the selection rule, we have






































It is clear that, from (2.24), θS takes the largest(smallest) θi with the largest(smallest)
probability, and the P(θS = θi) increases when θi increases. Moreover, for θ(1) ≤ · · · ≤ θ(p),
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the probability









is the probability of selecting the population corresponding to the largest true parameter,
or the probability of correct selection. We have the following.
Theorem 2.7 Let θ(1) ≤ · · · ≤ θ(p). We have
a) P(θS = θ(1)) ≤ · · · ≤ P(θS = θ(p)).












c) The minimum of the probability of correct selection is 1
p
and attained for θ1 =
· · · = θp.
d) The probability of correct selection has supremum equal to 1, attained for θ(p) →
∞, when θ(1), . . . , θ(p−1) are ﬁxed.
Proof. a) For a ﬁxed u ∈ R and θ(i) ≤ θ(i′) we have
∏
j 6=i F (u+
θ(i)−θ(j)
σ







j 6=i F (u +
θ(i)−θ(j)
σ
)f(u)du ≤ ∫∞−∞∏j 6=i′ F (u + θ(i′)−θ(j)σ )f(u)du,
which establishes part (a).
b) Since for all 1 ≤ j < p and u ∈ R, we have F (u + θ(p)−θ(p−1)
σ
) ≤ F (u + θ(p)−θ(j)
σ
), it
follows that [F (u +
θ(p)−θ(p−1)
σ
)]p−1 ≤ ∏p−1j=1 F (u + θ(p)−θ(j)σ ) ≤ F (u + θ(p)−θ(p−1)σ ) ; taking
expectation on both sides completes the proof.
c) The lower bound of the probability of the correct selection in part (b) is minimized
when θ(p) = θ(p−1) which is equal to probability of correct selection whenever all θi's are
equal, and is 1
p
.










−∞ f(u)du = 1.
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The probability of a correct selection increases when σ2 decreases. For example, consi-
der p independent normal populations with means θ1, . . . , θp and variance σ2. If we have
just one observation from each population, then the probability of selecting the popula-










where φ(·) and Φ(·), hereafter, denote the N(0, 1) pdf and cdf, respectively. But, if we












which is increasing in n.
Remark 2.8 Consider the probability of correct selection (2.25). For θ(p) − θ(p−1) = d
we have









f(u)du = p∗. (2.28)
After determining a value of d to guarantee a pre-speciﬁed probability p∗, a selection rule
to select a non-empty subset of populations may be deﬁned as
Selection rule : select the ith population if Xi ≥ maxj{Xj} − d.
The selected subset deﬁnes an indiﬀerence zone. Also, it is proved that this selection rule
guarantees the lower bound p∗. This approach was studied by Bechhofer [4]. In several
papers, Bechhofer, Kiefer and Sobel[5], Gupta S.S. [22], have studied similar problems
for diﬀerent distributions.
Remark 2.9 Let Xi ∼ N(θi, σ2), i = 1, . . . , p, then we have
1
p





It is obvious that, when the true largest means θ(p) and θ(p−1) are close together, the upper
bound takes its smallest value. Similarly we have




where 1 ≤ i ≤ p−1. Therefore, when the largest mean θ(p) increases and other means are
ﬁxed, the probability of wrong selection P(θS < θ(p)) =
∑p−1
i=1 P(θS = θ(i)) tends to zero.
2.3.1 Maximum of the observations
With θS =
∑p




θˆi,mle(X) I(Xi > max
j 6=i
Xj), (2.31)
where θˆi,mle(X) is the maximum likelihood estimator of θi, for i = 1, . . . , p. If we assume
that f is an even and unimodal density, then θˆmax = max(X1, . . . , Xp) is the maximum



























The statistic U = (θˆmax − θS)/σ is a standardized version of θˆmax and will play an
important role in the results to come in assessing the eﬃciency of θˆmax as an estimator
of θS. For instance, E(U) relates to the standardized bias, while E(U2) measures mean
standardized squared error. The following results give distributional properties of U .






), i = 1, . . . , p, (2.34)
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with known σ. Let θˆmax = max(X1, . . . , Xp) be an estimator of θS =
∑p
i=1 θiI(Xi >










where F is the corresponding cdf of the density f given in (2.22).
Proof. The cumulative density function of U = (θˆmax − θS)/σ is



















Xj ≤ Xi|Xi − θi
σ











) f(t) dt. (2.36)
Now the density of U follows on diﬀerentiating both sides with respect to u.
Lemma 2.11 Under the assumptions of Lemma 2.10, the cdf of U = (θˆmax − θS)/σ is
maximized for all ﬁxed value u, whenever θ1, · · · , θp−1 are ﬁxed and θp →∞, and
FU(u | θ) ≤ F (u). (2.37)





θ∗1 ≤ . . . ≤ θ∗p−1 ≤ θ∗p. Let θ∗∗ = (θ∗1, . . . , θ∗p−1, θp), such that θ∗p ≤ θp. We want to show
that
FU(u | θ∗) ≤ FU(u | θ∗∗) ≤ lim
θp→∞




FU(u | θ∗∗) =
∫ u
−∞
f(t)dt = F (u). (2.39)
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To prove (2.38), ﬁrst decompose the cdf to obtain

























For the remainder, it will suﬃce to show that
∂
∂θp
FU(u | θ∗∗) ≥ 0,











































in the second term, we have
∂
∂θp







































































= F (t), (2.40)
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)→ 0, and F (u+ θp−θ∗j
σ
)→ 1 as θp →∞ for all i 6= p and j 6= p.
Theorem 2.12 Under the assumptions of Lemma 2.10, for any non-decreasing function
g(·), and U = (θˆmax − θS)/σ, we have
a) Eθ(g(U)) is bounded as∫ ∞
−∞








b) Eθ(g(U)) attains its upper bound in (2.41) whenever θ1 = · · · = θp.
c) Eθ(g(U)) attains its lower bound in (2.41) when θ1, . . . , θp−1 are ﬁxed and θp →∞.
Proof. a) The joint distribution of (X1 − θ1, · · · , Xp − θp) does not depend on the







































In other hand, let U∗ be distributed as U when θp →∞ and θ1, . . . , θp−1 are ﬁxed. Then,
from Lemma 2.13, we have U is stochastically larger than U∗, i.e.
FU(u | θ) ≤ FU∗(u) = F (u). (2.43)
Hence, for any non-decreasing function g, we have∫ ∞
−∞
g(u)f(u) du = E(g(U∗)) ≤ E(g(U)). (2.44)
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Inequalities (2.42) and (2.44) completes the proof of (2.41).















and this is equal to the upper bound in (2.41) when θ1 = · · · = θp.
c) It follows from Lemma 2.11 that limθp→∞ FU(u | θ) = F (u) when θ1, . . . , θp−1 are ﬁxed,
so limθp→∞ Eθ(g(U)) =
∫∞
−∞g(u)f(u) du.
Lemma 2.13 Under the assumptions of Lemma 2.10, the cdf of U = (θˆmax − θS)/σ,
FU(t | θ), is minimized for all ﬁxed value u, whenever θ1 = · · · = θp, and
FU(u | θ) ≥ (F (u))p. (2.46)
Proof. Setting g(u) = I(t,∞)(u) as a non-decreasing function of u, we have
Eθ(g(U)) = Eθ(I(t,∞)(U)) = 1− FU(t | θ). (2.47)
From part (b) of Theorem 2.12 we have that (2.47) attains its upper bound when all θi's






dt = (F (u))p. (2.48)
Remark 2.14 Let p be constant and consider U0 be distributed as U when all θi's are
equal. Then, the distribution of U0 is free of the parameters and U0 is always stochastically
larger than U . Also, we can say that, if the support of f is unbounded and θ1 = · · · = θp
then limp→∞ P(θˆmax − θS > c) = 1 for any constant c ∈ R.
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Remark 2.15 Lemma 2.11 and Lemma 2.13 present lower and upper bounds for the
cumulative distribution function of U = (θˆmax − θS)/σ. Also, Theorem 2.12 gives bounds
for Eθ(g(U)). Since these bounds are independent of the scale parameter, we can conclude
that these are valid even if the scale parameter is unknown.
2.3.2 Selection Bias
The bias of θˆmax = max(X1, · · · , Xp) is equal to




















It should be noted that θˆmax is biased and over-estimates the selected parameter θS






θi P(Xi > max
j 6=i
Xj) = E(θS). (2.51)
The following theorem provides the exact lower and upper bounds of the bias of θˆmax,
and it is established that the selection bias is maximized when all θi's are equal.






), i = 1, 2, . . . , p,
with p ≥ 2 and known σ2. For estimating the selected parameter, θS =
∑p
i=1 θiI(Xi ≥
maxj 6=iXj), by θˆmax = max(X1, . . . , Xp),
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b) The bias of θˆmax attains its upper bound when θ1 = · · · = θp.
c) The bias of θˆmax attains its lower bound when θ1, . . . , θp−1 and θp →∞.
Proof. This is an immediate consequence of Theorem 2.12.















































Since this is negative for ∆ > 0, and positive for ∆ < 0, the Bias(θˆmax) is maximized at
∆ = 0, and minimized when |∆| → ∞.
2.3.3 Risk Analysis
We study here the frequentist risk of θˆmax as an estimator of θS associated with general
loss ρ(θˆ− θ) with even and strict bowled-shaped ρ such that ρ(0) = 0. Examples include
absolute error loss ρ(u) = |u|, squared error loss ρ(u) = u2, and reﬂected-normal loss
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ρ(u) = 1 − e−u2/(2γ), for some γ > 0. By virtue of (2.35), the risk function R(θ, θˆmax) =
E ρ( θˆmax−θS
σ















under the conditions of Lemma 2.10, where θ = (θ1, . . . , θp).
It should be noted that this risk function is constant when p = 2 and variances are






























where ∆ = θ1− θ2. However, for p ≥ 3, the risk is not constant. In what follows, the risk
is discussed with more detail, and it will be shown that the risk is maximized when all
location parameters are equal.






), i = 1, 2, . . . , p,
with p ≥ 2 and known σ2. For estimating the selected parameter, θS =
∑p
i=1 θiI(Xi ≥
maxj 6=iXj), by θˆmax = max(X1, . . . , Xp), under loss ρ((θˆS − θS)/σ), with even and strict
bowled-shaped ρ(·), we have
a) The risk R(θ, θˆmax) is bounded as∫ ∞
−∞








b) The risk R(θ, θˆmax) attains its upper bound when θ1 = · · · = θp.
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c) The risk R(θ, θˆmax) attains its lower bound when θ1, . . . , θp−1 is ﬁxed and θp →∞.
Proof of Theorem 2.18. We may assume without loss of generality that θ1 ≤ · · · ≤
θp .
a) To prove (2.54), we ﬁrst want to show that infθ∈Rp R(θ, θˆmax) =
∫∞
−∞ ρ(u)f(u)du.






R(θ∗, θˆmax) ≥ lim
θp→∞
R(θ∗∗, θˆmax), (2.55)
where θ∗∗ = (θ∗1, . . . , θ
∗
p−1, θp)

































For the remainder, it will suﬃces to show that
∂
∂θp
R(θ, θˆmax) ≤ 0.
Let θ∗∗ = (θ∗1, . . . , θ
∗
p−1, θp)
′ where θ∗1, . . . , θ
∗
p−1 are ﬁxed, then
∂
∂θp



























































Qi(u− (θp − θ∗i )/(2σ)) = −Qi(−u− (θp − θ∗i )/(2σ)) ≥ 0, for u ≥ 0. (2.57)


























partitioning the region of integration into (−∞, 0) and (0,∞), changing variable from u
to -u, and using (2.57) and the fact ρ(w− (θp− θ∗i )/(2σ)) ≤ ρ(w+ (θp− θ∗i )/(2σ)) for all
w ≥ 0, we have∫
R













































Therefore since the risk is a decreasing function of θp when θ∗1, · · · , θ∗p−1 are arbitrary and
ﬁxed, the risk is minimized when θp → ∞. The proof of (2.56) is a direct consequence




ρ(u)f(u)du when θ1, . . . , θp−1 are ﬁxed. This is
also a proof for part c).





du. This part of proof follows that of Cohen and Sackro-
witz [12] for the normal case. Here it is shown that the proof is valid for a general
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class of location symmetric densities. Since the problem is permutation invariant in
indices of the parameters, we study the risk over a part of parameter space that
θ1 = . . . = θm ≤ θm+1 ≤ . . . ≤ θp, for a ﬁxed m in {1, 2, . . . , p − 1}. Hence the risk is
decomposed in the following form


































































Using the facts that ρ and f are even functions, and changing variable from u to −u in






















































F (−u+ θm − θl
σ














for m+ 1 ≤ j ≤ p, then Qj(−u−∆j) = −Qj(u−∆j) ≥ 0, for all u ≥ 0,


























Since ρ is a strict bowled shaped function, ρ(u + ∆j) ≥ ρ(u − ∆j) for all u ≥ 0 and
∆j ≥ 0. Therefore R(θ, θˆ) is an increasing function of θm and is maximized when θ1 =
. . . = θm = θm+1. Since the value m was permitted to be any value in {1, 2, . . . , p − 1},









This is also a proof for part b).
Remark 2.19 Theorem 2.18 presents the lower and upper bounds for the risk of
max(X1, . . . , Xp) to estimate the selected location parameter, which is independent of
the values of the scale parameter σ. Therefore, the results are valid for the case with
unknown scale parameters.
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Remark 2.20 Theorem 2.18 gives a general representation of the inﬁmum of the risk for
scale-location family of distributions. For the case when we have p independent normal
populations with equal variances, the inﬁmum of the risk of θˆmax in estimating the selected
mean under the squared error loss ρ(u) = u2, is
inf
θ∈Rp
E (θˆmax − θS)2 = σ2, (2.58)
and for absolute error loss we have
inf
θ∈Rp





Furthermore, the inﬁmum of the risk of θˆmax in estimating selected mean under reﬂected-











2.3.4 Conﬁdence regions for selected parameter
Finding conﬁdence regions for a selected parameter is important in statistical infe-
rence. We have following lower and upper conﬁdence bounds for the selected parameter
in a class location family of distributions.
Theorem 2.21 Under the assumptions of Lemma 2.10, for α ∈ (0, 1), we have
a) 1− α ≤ P
(
θS ≤ θˆmax − σ F−1(α)
)
≤ 1− αp,
b) 1− α ≤ P
(
θˆmax − σ F−1((1− α)1/p) ≤ θS
)
≤ (1− α)1/p.
Proof. From Lemma 2.13 and Lemma 2.11, we have
(F (u))p ≤ P




≤ F (u), (2.61)
for all value u ∈ R. Setting u = F−1(α) and u = F−1((1 − α)1/p) respectively yields a)
and b).
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Corollary 2.22 Under the assumptions of Theorem 2.21, for α ∈ (0, 1), an at least
100(1− α)% conﬁdence interval for the selected parameter is(
θˆmax − σ F−1((1− α
2





Proof. Let A = [a(θˆmax),∞) and B = (−∞, b(θˆmax)] be the conﬁdence regions
for the selected parameter with coverage at least equal to 1 − α
2
, as given in Theorem
2.21, where a(θˆmax) = θˆmax−σ F−1((1− α2 )1/p) and b(θˆmax) = θˆmax−σ F−1(α2 ). Then, the
interval [a(θˆmax), b(θˆmax)] has a coverage at least equal to 1−α, because of the probability
inequality P(A ∩B) ≥ P(A) + P(B)− 1.
2.3.5 Bayes estimation
Sackrowitz and Samuel-Cahn [37] as well as Dawid [16] studied the Bayes estimation
of the selected parameter. Dawid pointed out that Since Bayesian posterior distributions
are already fully conditioned on the data, the posterior distribution of any quantity is
the same, whether it was chosen in advance or selected in the light of the data". Senn
[39] provided a heuristic explanation that the existence of selection bias depended on the
priors, and showed that Dawid's claim is a consequence of using certain priors.
Lemma 2.23 For independently distributed Xi | θi ∼ f(· | θi), i = 1, . . . , p, with prior
pi(θ1, . . . , θp) =
∏p
i=1 pii(θi), and selection rule S(x) =
∑p
i=1 I(x ∈ Ai), we have
pi(θS | x) =
p∏
i=1
pii(θi | xi)I(x∈Ai) . (2.63)












pii(θi | xi)I(x∈Ai) .
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Theorem 2.24 Let Xi | θi ∼ f(x | θi), i = 1, 2, . . . , p, be distributed independently ;
and A1, A2, . . . , Ap be a partition of the sample space which represents the selection rule.
Then, the Bayes estimator of the selected parameter θS with respect to the prior pi(θ) =∏p




δpii(xi) I(x ∈ Ai), (2.64)
where δpii(xi) is the Bayes estimator of θi under loss function L(θi, θˆ) with respect to pii.
Proof. With given assumptions, we have pi(θ | x) = ∏pi=1 pii(θi | xi) , and the expected
posterior loss is equal to E
(∑p
i=1 L(θi, θˆ)I(x ∈ Ai) | x
)
. Then, we infer directly that
δpi(x) = argminθˆ E
( k∑
i=1













δpii(xi)I(x ∈ Ai). (2.65)
Example 2.25 Let Xi | θi ∼ N(θi, σ2), i = 1, 2, . . . , p, be independently distributed
with unknown means and known variance. For the selection rule S(x) =
∑p
i=1 i I(xi ≥
maxj 6=i xj), θˆmax(X) = max(X1, . . . , Xp) is the generalized Bayes estimator of the selected
parameter under squared-error loss with respect to prior pi(θ) = 1.
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2.3.6 Conditional Maximum Likelihood
Recently, the conditional approach has been explored in selective inference by several
authors, such as Taylor et al. [43], Lee et al. [28], as well as Reid et al. [35]. To illus-
trate, suppose X1, . . . , Xp are independently distributed as Xi ∼ N(θi, σ2) with unknown
mean θi, and let S(X) =
∑p
i=1 i I(Xi ≥ maxj 6=iXj) be the selection rule. Conditional on
having selection, the distribution of the selected population is truncated to the interval
(x(p−1),+∞), and a conditional likelihood can be deﬁned as











Therefore, the Conditional Maximum Likelihood (CML) estimator for the mean of the













Here is an alternate expression.
Lemma 2.26 For Xi ∼ N(θi, σ2), the conditional maximum likelihood estimator for the
mean of selected population is
θˆCML(X) = X(p) − σ φ(s0)
1− Φ(s0) , (2.68)
where X(p) is the largest order statistic, and s0 is the unique root of Gr(s) = (s+ r)(1−
Φ(s))− φ(s) on R, with r = (x(p) − x(p−1))/σ.
Alternatively, θˆCML can be represented as
θˆCML(X) = X(p) − σ(s0 + r) = X(p−1) − σs0. (2.69)
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Proof of Lemma 2.26. From (2.66), we have
d
dθ
















Therefore, the conditional maximum likelihood estimator is θˆCML = x(p) − σφ(s0)/(1 −
Φ(s0)), where s0 is the root of
Gr(s) = (s+ r)(1− Φ(s))− φ(s) = 0, (2.71)
with s = (x(p−1) − θ)/σ, r = (x(p) − x(p−1))/σ. Diﬀerentiating (2.71), we have
G′r(s)
1− Φ(s) = 1− r
φ(s)
1− Φ(s) ,
where φ(s)/(1− Φ(s)) is the reverse Mill's ratio. The result follows.




























Figure 2.1  Gr(s) as a function of s for r = 1 (solid line), r =
√
2/pi ≈ 0.79 (dashed
line), and r = 0.7 (dotted line).
Figure 2.1 presents Gr(s) as a function of s, for some values of r. As presented, s0 is
negative for r >
√
2/pi, and positive for r <
√
2/pi. A numerical evaluation shows that
limr→∞ s0 = −r, as illustrated in Figure 2.2.
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Figure 2.2  s0(r) as a function of r (solid line), for r >
√
2/pi, and s0 = −r (dashed line)
Lemma 2.27 Let Xi ∼ N(θi, σ2), i = 1, . . . , p be independent, and θˆCML be the condi-
tional maximum likelihood estimator for the mean of the selected population, as given in
(2.67). Then, θˆCML is always less than θˆmax = x(p), and
θˆCML =

> x(p−1) if x(p) − x(p−1) > σ
√
2/pi
= x(p−1) if x(p) − x(p−1) = σ
√
2/pi
< x(p−1) if x(p) − x(p−1) < σ
√
2/pi
Proof. Let θˆCML = x(p−1) − σs0. Since Gr(0) = 12(r − 2φ(0)), it follows that
Gr(0) > 0⇔ s0 > 0⇔ θˆ < x(p−1),
which leads the result.
Let θ(p) be θi if xi = x(p), and θ(p−1) be θj if xj = x(p−1). Namely, θ(p) and θ(p−1)
are the population means corresponding to two largest order statistics x(p) and x(p−1),
respectively. Then, r/
√
2 is the value of a test statistic Z = (Xi −Xj)/
√
2σ2 for the ho-
mogeneity hypothesis H0 : θi = θj. There is a connection between this hypothesis testing
problem and the conditional maximum likelihood estimator, θˆCML. When the two largest
populations are signiﬁcantly diﬀerent, the null hypothesis H0 : θi = θj is rejected, and
x(p−1) < θˆCML ≤ x(p). But, when they are very close together, the conditional maximum
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likelihood takes smaller values less than x(p−1). Intuitively, the rejection threshold point
in this homogeneity test is equivalent to the cut-oﬀ point 1/
√
pi in Lemma 2.27.
The above connection can be generalized to the case where the means are clustered
as θ1 ≤ · · · ≤ θp−k+1 = θp−k+2 = · · · = θp. In this case, the sample mean of the k largest
means is perhaps more plausible than the maximum value for estimating the largest
mean. Consider the homogeneity hypothesis
Hj0 : θ(p) = θ(p−1) = · · · = θ(p−j+1) , j = 2, . . . , p . (2.72)
Using one-way ANOVA, these hypotheses can best be tested. Assume that H20 is rejected,
and for j = k the hypothesis Hk0 is accepted, and H
k+1
0 is rejected. Therefore, if the k
largest selected means are equal, a preliminary test estimator may be deﬁned as the mean
of the k largest sample means. So, a plausible estimator is
θˆ(X) =

X(p) ; if H20 is rejected
X(p)+X(p−1)+...+X(p−k+1)
k
; if Hk0 is accepted, and H
k+1
0 is rejected
where uses the k largest sample means versus the conditional maximum likelihood esti-
mator in (2.68) which uses two largest sample means. This preliminary-test estimator can
be seen as a generalization of the hybrid estimator that has been studied by Blumenthal
and Cohen [9], and Dahiya [14] for two populations.
2.4 Randomized selection rule
Consider independently distributed
Xi | θi ∼ N(θi, σ2) , i = 1, . . . , p , (2.73)
with unknown means and unknown σ2. A randomized procedure can be used to select
the population. Based on an observation x = (x1, . . . , xp) from X = (X1, . . . Xp), assume
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that we select the ith population with probability αi(x) ∈ [0, 1] for i = 1, . . . , p such that∑p
i=1 αi(x) = 1. Hence, for selected parameter θS, we have
θS = θi , with probability αi(x). (2.74)
Assume that α(·) is a known pre-speciﬁed function. When our goal is to select a popula-
tion correspond to the largest mean, the simple choice αi(X) = I(Xi > maxj 6=iXj) yields
the traditional selection rule. A reasonable choice for αi(X) is
αi(X) = P(θi > max
j 6=i
θj | X), (2.75)
which is a posterior probability. For prior pi(θ1, . . . , θp) =
∏p


















P(θj < u | Xj)pi(θi = u | Xi)du. (2.76)























which also can be viewed as a maximum likelihood estimate of the probability given in
(2.24).
Both bias and frequentist risk may be evaluated by Eθ(ρ(θ, θˆS)), with ρ(θ, θˆS) = θˆS−θS
and ρ(θ, θˆS) = (θˆS − θS)2, respectively. The expectation is taken with respect to (X, Y ),
where P(Y = i | X) = αi(X). We thus have
EYθ
(




















f(x | θ)dx. (2.79)
2.4.1 Two normal populations
We continue here the bivariate normal case with X1 ∼ N(θ1, σ21) and X2 ∼ N(θ2, σ22)
independently distributed with unknown means and known variances. Based on observing
X = (X1, X2), we select
θS =

θ1 with probability α1(X),
θ2 with probability α2(X),




θˆ1(X) with probability α1(X),
θˆ2(X) with probability α2(X).
Example 2.28 Some randomized selections include
a) The choice α1(X) = I(X1 > X2) and θˆi = Xi leads to θˆmax = max(X1, X2).










2) and approaches to the choice in a) by taking c → ∞. The choice
c = 0 leads to choice α(X) = 1/2.
We analyse here the bias and risk for the class of choices α1(X) = α0(X1 − X2)
assuming α0 is twice diﬀerentiable.
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Lemma 2.29 Let X1 ∼ N(θ1, σ21) and X2 ∼ N(θ2, σ22) are independently distributed with
known variances. For probability α1(X) = α0(X1 −X2), we have
























where ∆ = θ1 − θ2, Z ∼ N(0, 1). Namely, RQ(θ, θˆS) = 1 for all α0 whenever σ21 = σ22.
Proof. The bias of θˆS = X2+(X1−X2)α0(X1−X2) in estimating the selected parameter
θS = θ2 + (θ1 − θ2)α0(X1 −X2), is
Biasθ(θˆS) = E
(
(X2 − θ2) +
(

















W α0(W + ∆)
)













; where Z ∼ N(0, 1), ∆ = θ1 − θ2.















b) The risk is






























v2 + (u2 − v2)α0(σ1u− σ2v + ∆)
)
φ(u)φ(v)dudv













σ2v + ∆)φ(u)φ(v)dudv. Using Stein's identity, we have∫ ∞
−∞



















α0(σ1u− σ2v + ∆)φ(u)du+ σ21
∫ ∞
−∞







(α0(σ1u− σ2v + ∆) + σ21α′′0(σ1u− σ2v + ∆))φ(u)φ(v)dudv
= E
(







where W ∼ N(0, σ21 + σ22). Similarly we have
I2 = E
(



















where Z ∼ N(0, 1).
Example 2.30 Take α0(t) = Φ(ct) with c ≥ 0, so that α′0(t) = cφ(ct) and α′′0(t) =




























where ∆ = θ1 − θ2.
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 Taking c→∞, we obtain Biasθ(θˆS)→ Biasθ(θˆmax).
 The bias is always maximized at ∆ = 0, for all c, and decreasing as a function of






 The trivial case c = 0 (i.e. α1(X) = α2(X) = 1/2 for all X), leads to the unbiased
estimator in the procedure of selecting (X1, θ1) with probability 1/2 and (X2, θ2)
with probability 1/2.
2.5 Estimation after selection : two normal populations
In this section, we focus on estimation of the selected mean for two normal popula-
tions. Our contribution here is to use a hierarchical bias reduction strategy which improves
the MLE in the sense of absolute bias. Also, we propose a new class of estimators which
contains the MLE and some other estimators in the literature. A simple risk decomposi-
tion for these estimators enables us to ﬁnd some new results when the parameter space
is restricted, |θ1− θ2| ≤ m. Finally, we also focus on lower bounds of mean squared error,
which we will ﬁnd for the application in Chapter 3.
2.5.1 Bias reduction
LetX1 ∼ N(θ1, σ2) andX2 ∼ N(θ2, σ2) be independent. For the selection rule S(X) =∑2
i=1 i I(Xi > Xj, j 6= i), the bias of θˆmax = max(X1, X2) to estimate the selected mean
is






where ∆ = θ1− θ2. It is easy to see that β(∆) is a decreasing function of |∆|, and takes a
maximum value σ/
√
pi for ∆ = 0. Hence, θˆmax is highly misleading when the population
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means are close together. If β(∆) be known, then θˆmax − β(∆) dominates θˆmax under
squared error loss.
However, β(∆) always is unknown and must be estimated. In Theorem 2.31, it is
shown that there does not exist an unbiased estimator for β(∆). This property has been
studied by Putter and Rubinstein [33], and Vellaisamy[45].
Theorem 2.31 Let X1 ∼ N(θ1, σ2) and X2 ∼ N(θ2, σ2) be independently distributed,
and let θˆmax = max(X1, X2) be an estimator of the selected mean θS = θ1 I(X1 > X2) +
θ2 I(X1 < X2). Then, there does not exist an unbiased estimator for bias β(∆).
Proof. We use the fact that T = X1 − X2 is a suﬃcient statistic of ∆ = θ1 − θ2.




), so there is a




























) dt = 0, for all ∆. (2.83)
By completeness of the family N(∆, 2σ2) densities, we have g(T ) = 0, which establishes
the result.
Since there does not exist an unbiased estimator, some bias corrections have been
proposed by Putter and Rubinstein [33], Dahiya [14], among others. Since θˆmax over-
estimates the selected mean, it appears plausible that bias reduction can be achieved
θˆλ = θˆmax − λβ̂(∆), (2.84)
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for some λ ≥ 0, where β̂(∆) is an estimator of β(∆).





Theorem 2.32 Let X1 ∼ N(θ1, σ2) and X2 ∼ N(θ2, σ2) be independent. The bias of the



















where ∆ = θ1 − θ2. Furthermore
(i) βλ(∆) is an even function of ∆,
(ii) β0(∆) is positive and decreasing in |∆|,
(iii) For λ ≥ √2, βλ(∆) is non-positive for all ∆,









(v) For λ ≥ 2√2, βλ(∆) is non-positive and increasing for all ∆ ≥ 0.
Proof. A straightforward calculation tells us that E(βˆ) = σφ( ∆
2σ




2) and (2.80), (2.85) is obtained. Part i) and ii) are immediate.
If λ >
√










< 0 which proves part iii). For part






















Therefore, for ∆ > 0, we have
d
d∆






























βλ(∆) = 0 for ∆ = ∆1. For part v), the result follow part iii) and iv).







the bias is an even function of ∆, the plot is presented for ∆ > 0 only. As illustrated in
the plot, if λ ≥ √2 then βλ(∆) is non-positive for all ∆. Also, if λ ≥ 2
√
2, then βλ(∆) is
non-positive and increasing for all ∆.
Theorem 2.33 Let β∗λ = sup∆ |βλ(∆)|. Then, we have













































(c) β∗λ ≥ β∗λ1 for all λ ≥ 0, where λ1 = 4− 2
√
2 ;
(d) β∗λ ≤ β∗0 for all λ ∈ (0, 2
√




Proof. It follows from properties iv) and v) of Theorem 2.32 that β∗λ = βλ(0)
for λ > 2
√




2], and β∗λ = βλ(0) for 0 < λ <
√
2 iﬀ
βλ(0) > βλ(∆1). Moreover, we have
|βλ0(0)| ≥ |βλ0(∆1)| ⇔ |1−
λ0√
2





⇔ λ ≤ 4− 2
√
2,
which establishes part b). Finally, parts c) and d) are directly obtained from part b).
Figure 2.4 presents the plot of bias function β∗λ for some values of λ. It is illustrated that
Figure 2.4  sup∆ |βλ(∆)| as a function of λ.
β∗λ is minimized at λ = 4− 2
√
2 ≈ 1.17157, which is a plausible choice for λ.
Remark 2.34 As proved in Theorem 2.31, there is no unbiased estimator for θS and for
the bias of θˆmax. However, the choice λ = 4 − 2
√
2 ≈ 1.1715 minimizes the maximum




θˆλ(X) = θˆmax(X)− λβˆ(T ), (2.86)
a bias-reduced estimator of β(θ) yields a new bias corrected estimator as
θ˜λ(X) = θˆmax(X)− λ
(
βˆ(T )− B̂ias(βˆ(T ))
)
, (2.87)
with βˆ(T ) =
√
2λσφ(T ), T = X1 − X2. A computation yields B̂ias(βˆ(T )) = σφ( T2σ ) −√
2σφ( T√
2σ
). By use of the identity E(φ( T
cσ




, c > 0, pursuing, it is easy





















Let Bˆ(T ) be an estimation of the bias B(∆) = E(B̂ias(βˆ(T )))−Bias(βˆ(T )). By replacing
B̂ias(βˆ(T )) in (2.87) with an estimator, a new estimator can be introduced as
˜˜θλ(X) = θˆmax(X)− λ
(
βˆ(T )− (B̂ias(βˆ(T ))− B̂(T ))), (2.89)




























Figure 2.5 presents the bias of θˆmax, θˆλ, θ˜λ, and
˜˜θλ as a function of ∆ for some values
of λ, when σ = 1. For the values λ1 = 1.1715, λ2 = 1.059, and λ3 = 1.029 the maximum
of bias in absolute value for the estimators θˆλ1, θ˜λ2, and
˜˜θλ3 are minimized. As illustrated
in Figure 2.5, ˜˜θλ3 has the smallest maximum of |bias| in comparison with θˆλ1 and θ˜λ2.
2.5.2 An interesting class of estimators
In this subsection we study a new subclass of estimators for selected mean of two
normal populations which includes the maximum likelihood estimator and pre-test esti-
mators among others.
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This estimator is the hybrid estimator that has been studied by Blumenthal and
Cohen [9], and Dahiya [14] for two populations.




)sgn(y), where λ ≥ 0 and φ(·) is the density of
standard normal distribution, it yields the estimator of the previous section






which is another estimator of the selected mean studied by Putter and Rubinstein
[33], and Dahiya [14].
d) Consider a restriction on parameter space as |θ1 − θ2| ≤ m, then, the maximum
likelihood estimator of (θ1, θ2) is given by
(θˆ1, θˆ2)mle =

(X1, X2) , if |X1 −X2| ≤ m,
(X¯ + m
2
, X¯ − m
2
) , if X1 −X2 ≥ m,
(X¯ − m
2
, X¯ + m
2
) , if X1 −X2 ≤ −m.
Hence, that the maximum likelihood estimation of the selected mean θS, is
θˆS,mle = max(θˆ1, θˆ2) =
{
max(X1, X2) , if |X1 −X2| ≤ m,
X¯ + m
2
, if |X1 −X2| ≥ m.









and also correspond to the maximum likelihood estimate of µ = (θ1 − θ2)/2 with
respect to the restriction |µ| ≤ m/2 in the model Y ∼ N(µ, σ2/2).






Theorem 2.36 Let Xi ∼ N(θi, σ2), i = 1, 2, be independent. For estimating θS =
( θ1+θ2
2
) + ( θ1−θ2
2
)sgn(X1 −X2) by θˆΨ, as in (2.90), we have
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(Ψ(Y )− µ)2), (2.93)
where µ = (θ1 − θ2)/2 and Y ∼ N(µ, σ2/2).
ii) θˆΨ1 dominates θˆΨ2 for estimating θS if and only if Ψ1(Y ) dominates Ψ2(Y ) for
estimating µ based on Y ∼ N(µ, σ2/2).
Proof. i) Since X1 +X2 is independent of X1 −X2, we have





)sgn(X1 −X2)− (θ1 + θ2
2















where Y = (X1−X2)/2 ∼ N(µ = (θ1−θ2)/2, σ2/2). ii) This is an immediate consequence
of i).
Theorem 2.36 provides a useful path for assessing the risk of estimators of θS by
reducing the risk to a one-dimensional problem of estimating a normal mean. We make
use of Theorem 2.36 for analyzing the risk in situations (a), (b), (c), (d) above, with
part (c) related to Section 2.5.3, and part (d) related to Section 2.5.4.
Example 2.37 For θˆmle = max(X1, X2) which corresponds to Ψmle(y) = y, from Theo-






(Y − µ)2) = σ2.
Furthermore, since Y is admissible for estimating its mean µ, for the model Y ∼
N(µ, σ2/2), then θˆmle is necessarily admissible for estimating the mean of the selected
population among subclass of estimators, θˆΨ.
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2.5.3 Risk analysis of bias reduced estimator
We study here the risk of the estimators θˆλ given in (2.91) that are also expressible as
θˆΨλ(X1, X2) = X¯ + Ψλ(
X1+X2
2





risk decomposition (2.93), we have, for Y ∼ N(µ, σ2
2
























Using familiar techniques of calculation, we obtain
1
σ2


























a result given by Putter and Rubinstein[33], and [14], but derivable here via Theorem
2.36's risk decomposition.
Observe now that Ψλ(Y ) is not a plausible estimator of µ in the sense that it is not
monotone. In fact, notice that limy→0+ Ψλ(y) = −
√
2λσφ(0) = − limy→0− Ψλ(y). It is
therefore the case that Ψλ(Y ) is not generalized Bayes, and is inadmissible for estimating
µ. Consequently, θˆλ is inadmissible for estimating θS regardless of the value of λ > 0.
One way to improve Ψλ is to force it to be sign preserving by the next lemma generally
for such Ψ's.
Lemma 2.38 Let Y ∼ N(µ, σ2
2
) and Ψ(Y ) be an equivariant (i.e, odd function) estima-
tor of µ that is not sign preserving, i.e., sgn(Ψ(t)) 6= sgn(t) for t ∈ A and A of positive
Lebesgue measure. Then, Ψλ(Y ) is inadmissible under squared-error loss and dominated
by Ψ1(Y ) = max(0,Ψ(Y )sgn(Y ))sgn(Y ).
Proof. We condition on R = |Y | as in Moors [31]. Consider equivariant estimators under
sign changes, such as Ψ(Y ), of the form Ψh(Y ) = h(R) sgn(Y ). Such estimators have risk
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R(θ,Ψh) which are functions of λ = |θ|. Conditioning on R, we have
Eµ
[




(h(R)sgn(Y )− µ)2 | R = r]
= λ2 + h2(r)− 2λh(r)Eλ
[
sgn(Y ) | R = r]
= (λ2 − h20(r)) + (h(r)− h0(r))2, (2.96)
with h0(r) = λEλ
[
sgn(Y ) | R = r] representing the optimal choice of h for known λ, r.
Since h0(r) ≥ λE0
[
sgn(Y ) | R = r] = 0 (stochastically increasing property) for all λ, r,
it follows that h1(r) = 0 leads to lower conditional risk h(r), whenever h(r) < 0. Since
this occurs for all λ > 0 and r > 0, the result follows.
The obvious consequence is as follows.
Corollary 2.39 For independent X1 ∼ N(θ1, σ2) and X2 ∼ N(θ2, σ2), estimators θˆλ,










Proof. The result is a direct consequence of Theorem 2.36 and Lemma 2.38.
Figure 2.6 presents the plot of risk function RQ(θ, θˆλ) for σ = 1 and some values of λ.
The risk function is an even function of ∆, and the inﬁmum of the risk of θ̂ML is attained
at ∆ = 0.
Remark 2.40 For θ1− θ2 = 0, we have RQ(θ, θˆλ)|θ1=θ2 = 1 + λpi ( λ√3 − 1) ≤ 1 iﬀ 0 ≤ λ ≤√
3. Hence, for λ >
√
3, the risk at θ1 − θ2 = 0 is larger than 1 = limθ1−θ2→∞R(θ, θˆλ),
and the inﬁmum risk cannot be attained at θ1 − θ2 = 0. However we have the following
theorem.
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ii) We also have
































} ≤ −2sφ(s) ≤ 0,
which implies





















λ ≤ e−s2/3 iﬀ s ≤ s0 =
√
3 log(27/4) ≈ 2.39.
iii) With the inequality Φ(s)− 1
2
≥ sφ(s), we have for s > 1 ;















2/3 + 8− 2s2
]
,
which is clearly negative for s ≥ 2, and certainly for s > s0. We have thus shown
that H(s) is positive at s = 0+, decreasing to s0, and negative for s > s0. Thus
H(s) changes sign once from + to - . This completes the proof.
2.5.4 Bounded mean problem
We consider restricted parameter space problem. For independently distributed
X1 ∼ N(θ1, σ2), X2 ∼ N(θ2, σ2) , with |θ1 − θ2| ≤ m, (2.99)
72
and m ≥ 0, the maximum likelihood estimator of the selected mean θS = θ1I(X1 >
X2) + θ2I(X2 > X12), is given by
θˆS,mle(X) =
{
max(X1, X2) , if |X1 −X2| ≤ m,
X¯ + m
2
, if |X1 −X2| ≥ m.






sgn(T ), which is





) with respect to the
restriction |µ| ≤ m
2
.
Estimation of the mean of normal distribution restricted to an interval has been stu-
died extensively. For estimating the mean of Y ∼ N(µ, σ2
2





], Marchand and Perron [29] as well as Casella and Strawderman [11] showed
that :
(i) The Bayes estimator with respect to the boundary uniform prior, δBU(Y ), domi-
nates the maximum likelihood estimator δmle(Y ) when m < σ/
√
2 ;





] dominate δmle(Y ) for m < c1σ/
√
2 ;
(iii) The Bayes estimator with respect to the fully uniform prior,δFU(Y ) dominates
δmle(Y ) for m < c2σ/
√
2 ;
with c1 ≈ 0.4837, c2 ≈ 0.5230, δBU(Y ) the Bayes estimator with respect to the two-point
uniform prior on {−m/2,m/2}, δFU(Y ) the Bayes estimator with respect to the uniform
U(−m/2,m/2) prior.










θˆΨ1 dominates θˆΨ2 under squared error loss iﬀ Ψ1(Y ) dominates Ψ2(Y ) for estimating
µ = (θ1 − θ2)/2 under the restriction |µ| ≤ m/2, where Y ∼ N(µ, σ2/2).
Proof. The proof is a direct consequence of the proof of Theorem 2.36.
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Corollary 2.43 Under the assumptions of the model (2.99), we have




Y ) dominates δmle(X), when m ≤ σ/
√
2 ;
(ii) for all Bayes estimators δpi(Y ) with pi a symmetric measure about 0 supported on
[−m,m], X¯ + δpi(Y ) dominate δmle(X) for m ≤ c1σ/
√
2 ;
(iii) X¯ + δFU(Y ) dominates δmle(X) for m ≤ c2σ/
√
2 ;
with c1 ≈ 0.4837, c2 ≈ 0.5230, δFU(Y ) is the Bayes estimator with respect to the uniform






Proof. The proof is a direct consequence of the results by Marchand and Perron [29]
and Casella and Strawderman [11], and Theorem 2.42.
The following lemma concerns the inﬁmum of risk which will be used in plug-in
predictive density estimation in Chapter 3.
Lemma 2.44 Let X ∼ N(θ, 1) with |θ| ≤ m. Then, under squared error loss, we have
a) R(m, δmle) ≤ 12 , for all m > 0.
b) For m < m0 ≈ 0.7518., the inﬁmum risk of the restricted maximum likelihood
estimator is attained at zero.





R(θ, δmle) = −(θ +m)φ(θ +m) + (θ −m)φ(θ −m) + Φ(m− θ)− 1 + Φ(m+ θ) +
(θ +m)2Φ(−θ −m) + (θ −m)2Φ(θ −m), (2.100)
thus
R(m, δmle) = −0.5 + (2m)2(1− Φ(2m)) + Φ(2m)− 2mφ(2m). (2.101)
a) From Mill's inequality for standard normal density, we have
x
1 + x2
φ(x) ≤ 1− Φ(x) ≤ φ(x)
x
, for x > 0. (2.102)
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x2(1− Φ(x)) ≤ lim
x→∞
xφ(x) = 0,
and so limx→∞ x2(1 − Φ(x)) = 0. Therefore limm→∞R(m, δmle) = −0.5 +






R(θ, δmle) = lim
θ→m−
2(θ −m)Φ(θ −m) + 2(θ +m)Φ(−θ −m)
> 0.
Hence, R(m, δmle) ≤ 12 for all m > 0.
b) Taking derivative, we have
∂
∂θ





R(θ, δmle) = Φ(θ −m) + (θ −m)φ(θ −m) + Φ(−θ −m)− (θ +m)φ(θ +m).
So ∂
∂θ






R(θ, δmle)|θ=0 = Φ(−m)−mφ(m) > 0, ∀ θ ∈ (0,m).
Since g(m) > 0 and g(1) < 0, there exist m0 < 1 such that g(m) > 0 for m < m0, and
the risk is minimized at zero. Numerical calculations shows that m0 ≈ 0.7518.
Theorem 2.45 Under the assumptions of the model (2.99), the risk of the MLE esti-
mator of θS under squared error loss, satisﬁes the following properties :
a) For m < m0 ≈ 0.7518., we have
inf
θ∈[0,m]
R(θ, δmle) = 2m
(
Φ(−m)−mφ(m))+ 2Φ(m)− 1.
b) infθ∈[0,m] R(θ, δmle) > σ
2
2
for all m ≥ 0.





We recall brieﬂy the problem of inference following selection, discussed in the pre-
vious chapter, and we then, introduce the problem of predictive density estimation after
selection. Consider independently distributed
Xi | θi ∼ q(x | θi) , i = 1, . . . , p, (3.1)
from a stochastically increasing family, with the selection procedure S(x) =
∑p
i=1 i I(xi >
maxj 6=i xj). Let Y denotes the selected population. Our objective is to propose an eﬃcient
predictive density qˆ(·;x) for the density of the selected population




q(y | θi) I(xi > max
j 6=i
xj) . (3.2)
Despite an extensive literature on estimating a selected parameter, the problem of
estimating the density of the selected population has not been studied. Here, our goal
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is to propose estimators for the density of the selected population (3.2), and to evaluate
the eﬃciency of the proposed estimators in the sense of frequentist risk in comparison
with the maximum likelihood estimator (MLE) of the density of the selected population
To measure the eﬃciency of the predictive density qˆ(y;x) for estimating the selected













q(y | θi)) g(q(y | θi)) dy , (3.4)






2 ) for |α| 6= 1
z log(z) for α = 1
− log(z) for α = −1,
yields the subclass of α−divergence losses. This class of loss functions includes Kullback-
Leibler (KL) for α = −1, reverse Kullback-Leibler for α = 1, and Hellinger for fα = f0/4.





|qˆ(y;x) − q(y | θi)|2 dy . (3.5)
For all of the above losses, the performance of predictive densities qˆ(y;x) may be measured
by the frequentist risk
R(θ, qˆ) = EL(θ, qˆ(·;X)) . (3.6)
For the comparison of two predictive densities, we say that qˆ1 dominates qˆ2 if R(θ, qˆ1) ≤
R(θ, qˆ2) for all θ and with strict inequality for some θ.
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Two methods for obtaining a predictive density are Bayes and plug-in estimates. A
plug-in density estimate
qθˆS(y;x) = q(y | θS = θˆS(x)) , y ∈ R, (3.7)
is constructed by replacing the unknown parameter θS by θˆS(x) in the parametrized




xi I(xi > max
j 6=i
xj)
= max(x1, . . . , xp), (3.8)
so, a natural plug-in density estimator for the density of the selected population is
q(y | max(x1, . . . , xp)) (3.9)
The above can be interpret as the maximum likelihood density estimator for unimodal
density q(· | θj) about θj.
3.1.1 Bayes estimation
Consider independent
Xi | θi ∼ q(x | θi) , i = 1, . . . , p , (3.10)
with absolutely continuous densities q(· | θi) with respect to Lebesgue measure on R, sto-
chastically increasing with respect to the θi's and the selection rule S(x) =
∑p
i=1 i I(xi >
maxj 6=i xj).
Lemma 3.1 Let θ = (θ1, . . . , θp), pi(θ) be the prior density, and pii(θi) be the marginal
prior densities for θi, i = 1, . . . , p. Then, the posterior distribution of the selected mean,
θS, given X = x is
pi(θS | x) =
p∏
i=1





Remark 3.2 The important point here is that the posterior distribution of θS ignores
the selection and is the same when there is no selection on data. This is valid for any
selection rule as long as the prior is multiplicative.
Proof of Lemma 3.1. We have
pi(θS | x) ∝
( p∏
i=1










which yields the result whenever pi(θ) =
∏p
i=1 pii(θi).
Corollary 3.3 Under model (3.10), the Bayes predictive density estimator of the selected
density q(· | θS) with respect to the prior pi(θ) =
∏p





qˆpii(y | xi) I(xi > max
j 6=i
xj), (3.12)
where, for i = 1, . . . , p, qˆpii(y | xi) is the Bayes predictive density estimator of q(y | θi)
under loss (3.4) with respect to the prior pii(·).
Proof. We have via Lemma 3.1,
qˆpi(y;x) = argminqˆ E
(


























Corollary 3.4 Let Xi | θi ∼ N(θi, σ2i ), i = 1, 2, . . . , p, be distributed independently with
unknown means and known σ2i . For the selection rule S(x) =
∑p
i=1 i I(xi > maxj 6=i xj),
the generalized Bayes predictive density estimator, associated with prior piU(θ) = 1, θ ∈





















i=1 σi I(xi > maxj 6=i xj).
Proof. The Bayes predictive density will be that if Y ∼ N(θS, σ2S) and X ∼ N(θS, σ2S).
A familiar evaluation (see, Aitchison [1]) yields the result.
Corollary 3.5 Under the assumptions of Corollary 3.4, the generalized Bayes predictive









Proof. When Y ∼ N(θS, σ2S) and X ∼ N(θS, σ2S), direct caulations imply the results
(see, Ghosh et al. [21]).
3.1.2 Mixture predictive density
Here is a general result which simply makes use of Jensen's inequality and provides
improvements for frequentist risk associated with the given losses (3.3). Our speciﬁc
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applications below will permit us to derive scale mixture of normal predictive densities
that dominates a plug-in N(θˆS, σ2S) densities where θˆS(x) =
∑p
i=1 θˆi(xi)I(xi > maxj 6=i xj).
Theorem 3.6 Let Xi | θi ∼ q(x | θi), i = 1, . . . , p,, be distributed independently. Consi-
der the problem of predictive density estimation for q(· | θS), for a given loss (3.3).
Further, suppose there exists predictive density estimators qˆγ, γ ∈ (a, b), that dominate a




qˆz(y;X) dH(z) , (3.16)
dominates qˆγ0, where H is a cdf such that H(a) = 0 and H(b) = 1.
Proof. By Jensen's inequality and with a change in the order of integration, we have




















g(q(y | θ,X)) dy dH(z)
)
.
Now, use the assumed dominance results to infer that









g(q(y | θ,X)) dy dH(z)
)
= R(θ, qˆγ0)
with strict inequality for at least one θ, thus establishing the result.
3.2 Expanded-scale plug-in density
Consider independently distributed
Xi | θi ∼ N(θi, σ2i ) , i = 1, . . . , p , (3.17)
with unknown means and known variances. Let {A1, A2, . . . , Ap} be a partition of the
sample space and S(x) =
∑p
i=1 i I(x ∈ Ai) be the selection rule. Based on an observation
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x = (x1, . . . , xp) from X = (X1, . . . Xp), we seek to estimate the density of the selected
population,
Y | θ,X = x ∼ N(θS, σ2S) , (3.18)
where θ = (θ1, . . . , θp), θS =
∑p




i I(x ∈ Ai) are the








where θˆS(x) is an estimator of θS, c > 0, which includes plug-in densities for c = 1, and
the generalized Bayes estimator in (3.14) for θˆS = θˆmax and c =
√
2.
Lemma 3.7 Under model (3.17), consider the predictive density in (3.19) with θˆS(x) =∑p
i=1 θˆi(xi)I(x ∈ Ai), where θˆi(x) is an estimator of θi. Then, the risk of qθˆ,c for estima-



















)2 I(X ∈ Ai)
)
.
Proof. Since LKL(θ, qθˆ,c) =
∑p













































(y − θi)2 − 1
c2
{(y − θi)2










































)2I(x ∈ Ai), (3.21)
and the result follows by taking expectation with respect to the density of X.
The rest follows a single pupulation result due to Fourdrinier et al. [19].
Theorem 3.8 Under the assumptions of Lemma 3.7, with infθ∈Θ RQ(θ, θˆS) > 0, we have
i) For ﬁxed θ ∈ Rp, the risk RKL(θ, qθˆS ,c) is minimized at c20 = 1 +RQ(θ, θˆS),
ii) qθˆS ,c dominates qθˆS ,1 for 1 < c
2 < 1 + infθ∈Θ RQ(θ, θˆS),
iii) qθˆS ,c dominates qθˆS ,1 if and only if 1 < c









Proof. Parts i), ii) are immediate. For a ﬁxed θ, by setting m = RQ(θ, θˆS) in
(3.20) we have RKL(θ, qθˆS ,c) = ψm(c
2). It is easy to show that ψm(c2) is decreasing for
c2 ∈ [1, 1+m), and increasing for c2 ∈ (1+m,∞) ; so that it takes its minimum at 1+m.
Furthermore, ψm(c2) < ψm(1) for all 1 < c2 < t0(m). Consequently, i), ii), and iii) are
established.























I(x ∈ Ai), (3.22)
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as in Theorem 3.8, and H is a cdf such that H(1) = 0 and H(c∗) = 1.
Proof. The proof is a direct consequence of Theorem 3.8 and Theorem 3.6.
3.2.1 Selection among p populations
Here, we recall a result Theorem 2.18 in Chapter 2. Following Theorem 2.18, under
model (3.17) with equal variances and selection rule S(x) =
∑p
i=1 i I(xi > maxj 6=i xj),
the risk of θˆmax(x) = max(x1, . . . , xp) in estimating the selected parameter under loss























































under Kullback-Leibler loss, where H is a cdf such that H(1) = 0 and H(
√
2) = 1.
Proof. This result directly comes from Theorem 3.6, Theorem 3.8, and 3.24.
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3.2.2 Two populations with unequal variances
Lemma 3.11 Let Xi ∼ N(θi, σ2i ), i = 1, 2 be independent, and θˆmax = max(x1, x2) be
an estimator of the selected mean θS = θ1 I(x1 > x2) + θ2 I(x2 > x1). Then, under loss
LQ(θ, θˆ) = (θˆ − θS)2/σ2S,
a) The risk of θˆmax is given by
















b) For σ22 > σ
2




























Proof. a) We have





)2 I(X1 > X2) + (
X2 − θ2
σ2

















y − θ1 − θ2
σ1
)dy.
Using the identity∫ ∞
−∞
u2φ(u)Φ(α + βu)du = Φ(
α√
1 + β2
)− αβ2(1 + β2)− 32φ( α√
1 + β2
), (3.28)
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   (σ21, σ
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2) = (1, 1), (1, 2), (1, 4)
#          σ21 
= σ22   σ21 < σ22   






    		
	    qθˆmax,c 	  

 	 qθˆmax,1  1 < c





        $  % 		
	 

    	     
  

































)1/2, and H is
a cdf such that H(a) = 0 and H(b) = 1.
Proof. This result directly comes from Theorem 3.9 and Corollary 3.12.
Here are further applications of Theorem 3.8 and Theorem 3.9.
Example 3.14 For independently distributed X1 ∼ N(θ1, σ2) and X2 ∼ N(θ2, σ2), consi-
der






with λ ≥ 0. Since infθ1,θ2 RQ(θ, θˆλ) = 1 + λpi ( λ√3 − 1), for λ ≤ 3, it follows that the
density estimator qθˆλ,c dominates the plug-in density qθˆλ,1 for 1 < c

























− 1))1/2, and H is a
cdf such that H(a) = 0 and H(b) = 1.
Example 3.15 Consider independently distributed Xi ∼ N(θi, σ2), i = 1, 2, with a res-
triction on parameter space as |θ1 − θ2| ≤ m. The maximum likelihood estimator of the
selected mean θS, is given by
θˆS,mle(X) =
{
max(X1, X2) if |X1 −X2| ≤ m,
X¯ + m
2
if |X1 −X2| ≥ m.




dominates the plug-in density qθˆmle,1 ∼ 1σφ(
y−θˆmle(x)
σ














under Kullback-Leibler loss, where H is a cdf such that H(1−) = 0 and H(
√
3/2) = 1.
3.3 Expanded-scale predictive density under Hellinger
loss
3.3.1 Duality between losses
Under normal model (3.17), we reconsider the predictive density qθˆ,c(y|x) in (3.19)
with θˆS(x) =
∑p
i=1 θˆi(x)I(x ∈ Ai), where θˆi(x) is an estimator of θi. The Hellinger loss












In this section, we provide scale expansion improvement of plug-in predictive density
(c = 1) obtained for θˆi(X) = Xi, i = 1, 2.
Lemma 3.16 Under the assumptions of Lemma 3.7, the Hellinger risk of qθˆ,c for esti-
mating q(y | θS) is given by
RH(θ, qθˆ,c) = (1−
√
2c/(1 + c2)) +
√
2c/(1 + c2) Rrn(θ, θˆS), (3.31)






, with ρ(u) = 1 − e−u2/(2γ) and γ = 2(c2 + 1), is
the reﬂected normal risk of θˆ(x) for estimating the mean of the selected population θS.
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Proof . The Hellinger loss for the density of the selected population is decomposed as
LH(θ, qθˆ,c(·;x)) =
∑p
i=1 LH(θi, qθˆS ,c(·;x))I(x ∈ Ai), where

























































2), and setting σ1 =
√
2σi, σ2 =√
2cσi, θ1 = θi, θ2 = θˆi(x), we have
LH(θi, qθˆS ,c(·;x)) = 1−
√





















. Taking expectation on both sides with respect to density of X completes
the proof.
3.3.2 Two populations
In what follows we seek conditions on c for which the scale expansion variant predictive
density estimator qθˆs,c ∼ N(θˆs, c2σ2s) improves on the plug-in qθˆs,1 ∼ N(θˆs, σ2s) under
Hellinger loss.
Corollary 3.17 Under the conditions of Lemma 3.16 for two normal populations, when
the selected mean is θS = θ1I(x1 > x2)+θ2I(x2 > x1), and θˆS = max(x1, x2), the Hellinger
risk of the predictive density qθˆ,c(y;x) is given by





















Proof. Set ∆ = θ1−θ2. As in the proof of Lemma 3.11, we have for ρ(u) = 1−e−u2/2γ

























































−∞ φ(u)Φ(α + βu)du = Φ(
α√
1+β2
) with α, β ∈ R, we obtain






































































Finally, the use of risk decompostion (3.31) in Lemma 3.16 with γ = 2(c2 + 1), completes
the proof.
Lemma 3.18 Under the conditions of Corollary 3.17, if σ21 = σ
2
2, the predictive density
qθˆS ,c dominates the plug-in density qθˆS ,1 for 1 < c < 3/2. Also, qθˆS ,c∗, with c∗ =
√
3/2,
dominates qθˆS ,c for all 1 < c < 3/2.




, and the analitical results
follow with ease.
Figure 3.2 illustrates the Hellinger risk function for the case with equal variances. For
equal variances, the Hellinger risk of qθˆs,c is just a function of c, and the optimal choice
of c is c∗ =
√
3/2. It should be noted that RH(θ, qθˆ,1)/RH(θ, qθˆ,c∗) ≈ 1.095, which is
indicative of the degree of improvement.
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Figure 3.2  Hellinger risk for the normal case with equal variances
















under Hellinger loss, where H is a cdf such that H(1−) = 0 and H(c∗) = 1.
Proof. This result directly comes from Theorem 3.6 and Lemma 3.18.
For the case with unequal variances, the situation is more delicate with the Hellinger
risk RH(θ, qθˆs,c) not constant. We nevertheless obtain here the following scale expansion
dominance result.




), y ∈ R, of a selected
normal population based on Xi ∼indep. N(θi, σ2i ), i = 1, 2, under Hellinger loss (3.30),
with θs = θ1I(X1 > X2) + θ2I(X2 > X1) and σs = σ1I(X1 > X2) + σ2I(X2 > X1). Then,
the predictive density qθˆs,c ∼ N(θˆs, c2σ2s), with θˆs(X) = max{X1, X2}, dominates qθˆs,1 for
91








f 2 + 4r(r + 1)(5 + 8φ(1))
2(r + 1)









Proof. In equation (3.33), set γ = 2(c2 +1) and rewrite the Hellinger risk given in (3.33)
as







= 1− (81/4) g1(γ) g2(γ) ,








−1/2, ∆ = θ1 − θ2, g1(γ) = (γ−2)1/4(γ+1)1/2 ,
and g2(γ) = Φ(∆h1(γ)) + Φ(−∆h2(γ)).
We pursue, and it will suﬃce, by showing that the product g1(γ)g2(γ) is, for all ∆ ∈ R,
increasing in γ ∈ (4, γ0). This last condition requires,
g′1(γ) g2(γ) ≥ g1(γ) |g′2(γ)| , (3.34)
for all ∆ ∈ R. Calculations yield
g′1(γ) =
5− γ





































γr + γ + r
.
It thus follows that suﬃcient condition (3.34) is satisﬁed for γ > 4 whenever
5− γ






γr + γ + r
⇐⇒ γ2(r + 1)− fγ − (5 + 8φ(1))r ≤ 0
⇐⇒ γ ≤ γ0 .
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under Hellinger loss, where c0 = (
γ0
2
− 1)1/2 as given in Theorem 3.20, and H is a cdf
such that H(1−) = 0 and H(c0) = 1.
Proof. The proof is a direct consequence of Theorem 3.6 and Theorem 3.20.
Figure 3.3  c0(r) is decreasing in r from r(0) = to limr→∞ c0(r) ≈ 1.13023 (solid line),
and limr→∞ c0(r) ≈ 1.13023 (dashed line).
It is apparent that the cut-oﬀ point c0 is not optimal, but it has the advantage
of being explicit. For instance, Theorem 3.20 applies for r = 1 yielding the condition
1 < c ≤ c0 ≈ 1.17188 in comparison to the necessary and suﬃcient 1 < c < 3/2. Of
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course, Theorem 3.20 is useful for r 6= 1, yielding for instance c0 ≈ 1.15688 for r = 2.
Moreover, as illustrated in Figure 3.3, c0(r) is a monotone decreasing function of r and
infr c0(r) = limr→∞ c0(r) ≈ 1.13023.
Remark 3.22 It must be noted that infr c0(r) ≈ 1.13023 is an optimal cut-point
which is valid for all variances. Thus, for all variances qθˆ,c improves the plug-in for
c ∈ (1, infr c0(r)). In addition, this improvement does not depend on the selection, there-























dominates the plug-in MLE density under Hellinger loss for all possible variances, where
b = infr c0(r), and H is a cdf such that H(1
−) = 0 and H(b) = 1.
Remark 3.23 The risk Rrn(θ, θˆ) is not constant. Minimizing Rrn(θ, θˆ) is equivalent to
maximizing g(z) = Φ(z) + Φ(−zA)− 1, where g(.) is an odd function and A is a positive
constant,
A =
γσ21 + (γ + 1)σ
2
2





< 1 ; σ22 < σ
2
1,
= 1 ; σ22 = σ
2
1,
> 1 ; σ22 > σ
2
1,
and z = (θ1 − θ2)/
√
σ22 + (γ/(1 + γ))σ
2





limz→+−∞ g(z) = g(0) = 0 and g
′(0) = φ(0)(1 − A) > 0, then g(z) has a maximum
on (0,+∞). From g′(z) = φ(z)− Aφ(Az) we have
g′(z) > 0 ⇔ z2 < − ln(A
2)
1− A2


























Figure 3.4  Hellinger risk RH(θ, qθˆ,c) with σ
2
1 = 1, σ
2
2 = 2, for c = 1 (solid line), c =
c0(2) ≈ 1.157 (Dashed line), c = 0.5(c0(2)+1) = 1.0784 (Dotted line), c = 1.45 (Dash-dot
line)
Figure 3.4 presents the Hellinger risk RH(θ, qθˆ,c) for σ
2
1 = 1, σ
2
2 = 2 and some values




On estimating a bounded normal mean
with applications to predictive density
estimation
This chapter contains a manuscript, joint with my supervisors Professor Éric Mar-
chand and Professor François Perron, submitted to Electronic Journal of Statistics. The
manuscript contains original ﬁndings of estimating a bounded normal mean under a
variety of loss functions with implication to predictive density estimation.
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On estimating a bounded normal mean with applications to predictive
density estimation
Éric Marchanda, François Perronb, Iraj Yadegaria
a Université de Sherbrooke, Département de mathématiques, Sherbrooke Qc, CANADA,
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b Université de Montréal, Département de mathématiques et de statistique, Montréal
Qc, CANADA, H3C 3J7 (e-mail : perronf@dms.umontreal.ca)
Abstract. For a normally distributed X ∼ N(µ, σ2) and for estimating µ when restricted to
an interval [−m,m] under general loss F (|d− µ|) with strictly increasing and absolutely
continuous F , we establish the inadmissibility of the restricted maximum likelihood estimator
δmle for a large class of F 's and provide explicit improvements. In particular, we give
conditions on F and m for which the Bayes estimator δBU with respect to the boundary
uniform prior pi(−m) = pi(m) = 1/2 dominates δmle. Speciﬁc examples include Ls loss with
s > 1, as well as reﬂected normal loss. Connections and implications for predictive density
estimation are outlined, and numerical evaluations illustrate the results.
AMS 2000 subject classiﬁcations : 62C20, 62C86, 62F10, 62F15, 62F30
Key words and phrases : Alpha divergence ; Bayes estimator ; Bounded mean ; Dominance ; Hel-
linger loss ; L1 loss ; L2 loss ; Kullback-Leibler loss ; Maximum likelihood ; Normal distribution ;
Point estimation ; Predictive density estimation ; Reﬂected normal loss.
4.1 Introduction
For a normally distributed observable X ∼ N(µ, σ2) we consider the restricted pa-
rameter space point estimation problem with µ ∈ Θ(m) = {µ ∈ R : |µ| ≤ mσ}. Both
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m and σ2 are known. We provide analysis for symmetric and strict bowled-shaped loss
functions
L(µ, d) = F (|d− µ|) , d, µ ∈ Θ(m), (4.1)
with F strictly increasing and absolutely continuous on [0, 2mσ], but otherwise general.
The simple model addressed here still remains relevant and inﬂuential. It is relevant to
various situations, namely via limit theorems, where all the uncertainty lies in the mean
signal with the noise controlled and X is a normally distributed summary statistic (that
may be suﬃcient as well). The other aspect of the model is the boundedness to an interval
assumption on the mean, centered here about 0 without loss of generality. It is indeed
often the case that bounds on the parameters can be stipulated and arise from a given
practical context.
A central objective is to study the eﬃciency of estimators that take values on or close
to the boundary of the parameter space, such as the benchmark maximum likelihood
estimator
δmle(X) = (mσ ∧ |X|) sgn(X) , (4.2)
and to provide dominating estimators δ(X), including Bayes estimators, whenever δmle
is inadmissible, in terms of frequentist risk
R(µ, δ) = Eµ F (|δ(X)− µ|) ;µ ∈ Θ(m) . (4.3)
With much previous work focussed on squared-error loss (i.e., F (t) = t2), our ﬁndings
encompass many other alternative convex losses, but alternatively loss function features
that may well be more attractive for the decision-maker such as boundedness and non-
convexity. These include for instance reﬂected normal loss (e.g., Spiring, 1993) given
by




γ being a positive constant. It is useful to observe that limγ→∞ 2γLγ(d, µ) = |d − µ|2,
so that we can reasonably anticipate that results relative to Lγ with γ large mimic
those for squared-error loss. Furthermore, as described in Section 2, additional sources of
motivation and connections with reﬂected normal loss Lγ arise from a predictive density
estimation perspective.
Remark 4.1 Other classes of loss functions for which our ﬁndings apply, and which also
arise in a predictive density estimation setting (see Lemma 4.4), are cases where F is
generated by a cdf on R+, such as a half-normal F (t) = Φ(t)− 1/2, Φ being the N(0, 1)
cdf. Our results also apply to a vast collection of losses F which are reﬂected densities
of the form F (t) = 1 − ψ(t)
ψ(0)
, t > 0, with ψ a decreasing density on R+, which include
reﬂected normal loss, as well as losses F (t) = 1− e−tα/2γ, α, γ > 0, which are reﬂections
of exponential power densities and which we will study. Alternatively, these latter losses
are generated by Weibull distribution functions which relate to the other losses of this
example.
Using various conditional risk decompositions, including a technique introduced by
Moors (1985), Marchand and Perron (2001) obtained estimators that dominate δmle un-
der squared-error loss, including Bayesian dominators for small enoughm. Namely, one of
their results, which duplicates an earlier ﬁnding by Casella and Strawderman (1981), esta-
blishes that δBU(X) dominates δmle(X) form ≤ σ , where δBU(X) = mσ tanh(mXσ ) is the
Bayes estimator with respect to the two-point uniform prior on the boundary {−m,m}
of Θ(m). Otherwise for larger m, the projection δp(X) = (|δBU(X)| ∧ |δmle(X)|) sgn(X)
was shown by Moors (1985) to dominate δmle(X) under squared-error loss. For other
losses, the situation may diﬀer. Indeed, for absolute value loss (i.e., F (t) = t), Iwasa
and Moritani (1997), as well as Kucerovsky et al. (2009), show that δmle is a proper
Bayes estimator and is thus admissible. On the other hand, Iwasa and Moritani (1997)
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establish the inadmissibility of δmle for a large class of convex losses, including L
s losses
(F (t) = ts) with s > 1.
As for squared-error loss and as shown below using a conditional risk decomposition,
we establish that δmle, as well as others estimator taking values on the boundary of the
parameter space, are inadmissible under reﬂected normal loss Lγ and for a large class
of losses. For such situations, an improvement is always provided by the above-deﬁned
projection δp(X), with δBU(X) the corresponding boundary uniform Bayes estimator.
Moreover, despite not having in general an explicit expression for δBU(X), we obtain a
simple suﬃcient condition (Theorem 4.24), applicable to a large class of losses F , for
δBU(X) to dominate δmle(X), namely m ≤ c0σ, with c0 the unique solution in c of
c f(c)
f ′(c) = 1 and f = F
′ a.e.. For Ls loss F (t) = ts with s > 1, this reduces to m ≤ σ√s− 1
(Example 4.25), extending the L2 result mentioned above. For reﬂected normal loss, the





4.26). In contrast to such losses ; conditions of which are presented in Section 4 and
which include strictly convex losses ; we show in Section 4.1 that losses in (4.1) with
concave F do not imply the deﬁciency of boundary taking estimators such as δmle(X).
In fact, in such cases, we show that the boundary uniform Bayes estimator is given by
δBU(X) = mσsgn(X).
The organization of the manuscript is as follows. In Section 2, we describe connections
with predictive density estimation problems and how the analysis of a collection of such
problems is contingent on a point estimation set-up as above with a dual loss, and as
analysed in this work. Section 3 deals with preliminary results and deﬁnitions, namely
those relative to the conditional risk where the conditioning is on |X| = r, as well as ﬁrst
properties of the best equivariant estimator δg∗λ when |µ| = λ. Section 4 begins with a
further description of the optimization problem of determining g∗λ (Theorem 4.8), while
Subsection 4.1 deals with concave F , a non-shrinking property, and the lack of ineﬃciency
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of estimators that take values on the boundary of the parameter space. Subsections 4.2,
4.3 establish properties of δg∗λ and namely a shrinkage property for a wide class of losses,
including convex losses. Subsection 4.4 contains dominance ﬁndings, while Section 5 is
dedicated to examples, illustrations, numerical evaluations, implications for predictive
density estimation, and further observations.
4.2 Connections with predictive density estimation
Additional motivation for the point estimation problem considered here stems from
further connections with predictive density estimation. There has been much recent Baye-
sian and decision theory analysis of predictive density estimators, in particular for mul-
tivariate normal or spherically symmetric settings, as witnessed by the work cited in this
section, as well as Komaki (2001), George, Liang and Xu (2006), Brown, George and
Xu (2008), Kato (2009), Maruyama and Strawderman (2012), Boisbunon and Maruyama
(2014), Maruyama and Ohnishi (2016), among others.
We describe here several such problems where the risk evaluation of a subclass of
predictive density estimators, including plug-in density estimators, is equivalent to the
risk evaluation of a point estimator under a dual loss. Consider spherically symmetric
and independently distributed
Y1|µ ∼ p(‖y1 − µ‖2) , Y2|µ ∼ q(‖y2 − µ‖2) , y1, y2, µ ∈ Rd ; (4.5)
with p and q known Lebesgue densities. 1 For predictive analysis purposes, one wishes to
obtain a predictive density qˆ(y2; y1), based on observed y1, as an estimate of q(‖y2−µ‖2),
y2 ∈ Rd. Several loss functions are at our disposal to measure eﬃciency and these include
1. The predictive density estimation-point estimation relationship which we exploit in this paper
relates to the univariate d = 1 case, but we present here the general d−variate case for sake of interest.
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the class of α−divergence loss functions (e.g., Csiszár, 1967) given by













1−α2 (1− z(1+α)/2) for |α| ≤ 1
z log(z) for α = 1
− log(z) for α = −1.
Notable examples in this class include Kullback-Leibler (h−1), reverse Kullback-Leibler
(h1), and Hellinger (h0/4). Integrated absolute error and squared error losses, referred
hereafter as L1 and L2 losses, provide other choices. These are Ls losses, s = 1, 2, given
by
L(µ, qˆ(·, y1)) =
∫
Rd
|qˆ(y2; y1) − q(‖y2 − µ‖2)|s dy2 . (4.7)
For all of the above losses, the performance of predictive densities qˆ(·;Y1) may be mea-




L(µ, qˆ(·; y1)) p(‖y1 − µ|2) dy1 . (4.8)






) , y2 ∈ Rd , (4.9)
where µˆ(Y1) is an estimator of µ. Cases c = 1 correspond to plug-in predictive density
estimators, while cases c > 1 correspond to scale expanded variants. As discussed in
Fourdrinier et al. (2011) for Kullback-Leibler loss, and Kubokawa, Marchand & Straw-
derman (2015, 2016) for L2 and L1 losses, such scale expansions are interesting to consider
and can provide signiﬁcant risk improvement on plug-in procedures. As an illustration,
consider the following multivariate normal version of (4.5) :
Y1|µ ∼ Nd(µ, σ2Y1Id) , Y2|µ ∼ Nd(µ, σ2Y2Id) , (4.10)
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for which the minimum risk equivariant MRE (under changes of location) predictive
density estimator, or equivalently the generalized Bayes predictive density estimator with
respect to the prior pi(µ) = 1, is given by a Nd(Y1, ((1−α2 )σ
2
Y1
+ σ2Y2)Id) density for α-
divergence loss Lhα (e.g., Ghosh, Mergel and Datta, 2008). With the exception of reverse
Kullback-Leibler loss, all the above MRE predictive density estimators are indeed scale
expansion variants and dominate the plug-in Nd(Y1, σ2Y2) density under the corresponding
loss.
Here is an adapted version of Kubokawa, Marchand and Strawderman (2015, Theorem
3.1, part a).
Lemma 4.2 (Duality between integrated L2 and reﬂected normal losses)
For normal model (4.10), the frequentist risk of a predictive density estimator qˆc,µˆ ∼
Nd(µˆ(Y1), c
2σ2Y2Id) of the density of Y2 ∼ Nd(µ, σ2Y2Id) under integrated L2 loss, is dual to
the frequentist risk of µˆ(Y1) for estimating µ under reﬂected normal loss Lγ0 with γ0 =
(c2 + 1)σ2Y2. Namely, qˆc,µˆ1 ∼ Nd(µˆ1(Y1), c2σY2Id) dominates qˆc,µˆ2 ∼ Nd(µˆ2(Y1), c2σ2Y2Id)
under integrated L2 loss iﬀ µˆ1(Y1) dominates µˆ2(Y1) under loss Lγ0.
In the context of Lemma 4.2, it turns out that both Kullback-Leibler and reverse
Kullback-Leibler losses have squared error as a dual point estimation loss (e.g., Fourdri-
nier et al., 2011 for KL loss). For other α−divergence losses, it is again reﬂected normal
loss which is dual for plug-in predictive density estimators and for scale expansion variants
as in (4.9) (also see Ghosh, Mergel and Datta, 2008 for related work).
Lemma 4.3 (Duality between α−divergence and reﬂected normal losses)
For normal model (4.10), the frequentist risk of a predictive density estimator qˆc,µˆ ∼
Nd(µˆ(Y1), c
2σ2Y2Id) of the density of Y2 ∼ Nd(µ, σ2Y2Id) under α−divergence loss (4.6),
with |α| < 1, is dual to the frequentist risk of µˆ(Y1) for estimating µ under reﬂected
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. Namely, qˆc,µˆ1 ∼ Nd(µˆ1(Y1), c2σ2Y2Id) dominates
qˆc,µˆ2 ∼ Nd(µˆ2(Y1), c2σ2Y2Id) under α−divergence loss iﬀ µˆ1(Y1) dominates µˆ2(Y1) under
loss Lγ0.
Proof. See the Appendix.
The last duality result for integrated L1 loss, due to Kubokawa, Marchand and Straw-
derman (2016), is limited to plug-in predictive density estimators, but applies not only
for normal models, but also quite generally for unimodal spherically symmetric models.
Lemma 4.4 (General spherically symmetric model duality for integrated L1 losses)
For estimating a unimodal spherically symmetric Lebesgue density of Y2 ∼ q(‖y2 −
µ‖2), y2 ∈ Rd, under integrated L1 loss and based on Y1 ∼ p(‖y1 − µ‖2), the frequentist
risk of the plug-in density estimator q(‖y2 − µˆ(X)‖2) is equal to the frequentist risk of
the point estimator µˆ(X) of µ under loss 4Q(‖µˆ−µ‖
2
) − 2 , with Q being the common
univariate marginal cdf associated with q. Consequently, q(‖y2 − µˆ1(Y1)‖2) dominates
q(‖y2 − µˆ2(Y1)‖2) iﬀ µˆ1(Y1) dominates µˆ2(Y1) under loss 2Q(‖µˆ−µ‖2 )− 1 .
With regards to the last result, the ﬁndings of this paper will apply for d = 1, X = Y1 ∼
N(µ, σ2), but general cdf Q.
4.3 Notations, deﬁnitions, and preliminary results
For our model X ∼ N(µ, σ2) with |µ| ≤ mσ, we assume σ = 1 without loss of
generality and we set λ = |µ|, R = |X|, r = |x|, and φ as the N(0, 1) pdf. With F absolu-
tely continuous, we can write F (t) =
∫ t
0
f(x) dx , t ≥ 0, f representing (throughout) the
Radon-Nikodym derivative of F and with f = F ′ a.e. The problem is invariant under sign
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changes and equivariant estimators are even functions of X. Equivariant estimators will
thus possess constant risk on orbits Sλ = {−λ, λ}, and we can therefore extract a best
equivariant estimator for (what we will refer to as) the local problem where |µ| = λ. This
can be done by conditioning on the maximal invariant statistic R (e.g., Eaton, 1989). We
hence study the conditional risks
ρ(λ, g(r), r) = Eµ (F (|δg(X)− µ|)|R = r)) , r > 0 , (4.11)
for equivariant estimators δg of the form
δg(x) = g(r) sgn(x) , (4.12)
with deﬁning multiplier function g : [0,∞)→ R.
The decomposition leads to the evaluation of the unconditional frequentist risk
R(µ, δg) = Eµ (F (|δg(X)− µ|)) = Eλ(ρ(λ, g(R), R)) , (4.13)
where R2 ∼ χ21(λ2) and λ ∈ [0,m]. Such inferences are summarized with the following
Lemma and will be further applied in Section 4.4. The main idea used here to obtain
dominance results, which goes back to the work of Moors (e.g., Moors, 1985), is that
estimator δg will dominate estimator δg1 whenever it lowers the conditional risk for all
r > 0 and for all λ (also see Marchand and Strawderman, 2004, for a presentation).
Lemma 4.5 (a) For the local problem |µ| = λ, an equivariant estimator δg∗λ such that
g∗λ(r) = argminy∈R {ρ(λ, y, r)} is best equivariant ;
(b) For the local problem |µ| = λ, a suﬃcient condition for δg to dominate δg1 is
ν{r > 0 : ρ(λ, g(r), r) > ρ(λ, g1(r), r)} = 0 , and ν{r > 0 : ρ(λ, g(r), r) < ρ(λ, g1(r), r)} > 0 ,
(4.14)
with ν the Lebesgue measure on R ;
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(c) For the full restricted parameter space |µ| ≤ m, a suﬃcient condition for δg to
dominate δg1 is
ν{r > 0 : ρ(λ, g(r), r) > ρ(λ, g1(r), r)} = 0 for all λ ∈ [0,m] ,
and ν{r > 0 : ρ(λ0, g(r), r) < ρ(λ0, g1(r), r)} > 0 , for some λ0 ∈ [0,m] . (4.15)
Here is a useful expression for the conditional risk, accompanied by a further speciﬁ-
cation of a best equivariant estimator.
Lemma 4.6 (a) For λ, r > 0, the conditional risk in (4.11) is given by
ρ(λ, y, r) = αλ(r)F (|y − λ|) + (1− αλ(r))F (y + λ) , (4.16)
= F (λ) +
∫ y
0
ψ(λ, t, r) dt, if 0 ≤ y ≤ λ, (4.17)
with αλ(r) =
eλr
eλr+e−λr and ψ(λ, t, r) = (1− αλ(r)) f(λ+ t)− αλ(r) f(λ− t).
(b) An equivariant estimator δg∗λ with g
∗
λ(r) = argmin0≤y≤λ {ρ(λ, y, r)} is best equi-
variant.
Proof. Equation (4.16) follows since, conditional on |X| = r,X takes values r and −r
with probabilities αλ(r) and 1−αλ(r) respectively where αλ(r) = (2pi)−1/2 φ(r−λ)(2pi)−1/2(φ(r−λ)+φ(r+λ)) =
eλr




f(x)dx. For part (b), given part (a) of Lemma 4.5 and the continuity of ρ,
it suﬃces to show, for a ﬁxed (r, λ), that : (i) ρ(λ, y, r) ≥ ρ(λ, λ, r) for y ≥ λ, and (ii)
ρ(λ, y, r) ≥ ρ(λ,−y, r) for y < 0. These inequalities are readily established with the
nondecreasing property of F , with the additional observation for (ii) that : ρ(λ, y, r) −
ρ(λ,−y, r) = (2αλ(r) − 1) {F (|λ − y|) − F (|λ + y|)} ≥ 0, given that αλ(r) ≥ 1/2 and
that |λ− y| ≥ |λ+ y| for y < 0, λ ≥ 0.
Remark 4.7 Alternatively and equivalently, the estimator δg∗λ is Bayes with respect to
the two-point uniform prior P (µ = λ) = P (µ = −λ) = 1/2, which we denote as piλ.
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This can be checked directly 2, but it also must be the case based on the fact that the
best equivariant estimator can be represented as the Bayes estimator associated with the
corresponding Haar measure, which is here the two-point uniform prior on {−λ, λ} (e.g.,
Eaton, 1989).
4.4 Main results
The main objective here is to study the eﬃciency of the maximum likelihood estimator
δmle, as well as other boundary-valued estimators for losses F (|d − µ|) as measured by
the corresponding risk in (4.3). In particular, there is the issue of inadmissibility and the
question of providing dominating estimators of δmle, whenever possible. In this regard, we
will particularly interested in the performance of the boundary uniform Bayes estimator
δBU(X) and conditions on (m,F ) for which δBU(X) dominates δmle. Other inferences,
not only are useful, but also turn out to be of interest. These include monotonicity
conditions, as well as conditions for which the best equivariant estimator for the local
problem |µ| = λ takes values on {−λ, λ}.
Subsection 4.1 deals with losses, which include concave F , where the best equivariant
estimator takes values on the boundary of the parameter space, and where improvement
by shrinkage is not possible. Afterwards, we study losses where improvement by shrin-
kage is possible. Subsection 4.2 provides conditions and examples, while subsection 4.3
establishes key monotonicity conditions. These lead to dominance results presented in
subsection 4.4, and examples and illustrations then follow in Section 5.
2. Expanding on this, ﬁrst observe that the expected posterior loss of the estimate δ is given by
ρ(λ, δ, x) and that
δpiλ(−x) = argminδ{ρ(λ, δ,−x)} = argminδ{ρ(λ,−δ, x)} = −argminδ{ρ(λ, δ, x)} = −δpiλ(x) ,
working with (4.16). We thus infer that δpiλ(x) is an odd function of x and that δpiλ(x) =
argminy{ρ(λ, y, |x|} sgn(x) = δg∗λ(x) for all x.
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Before proceeding, we present the following general result which addresses the minimi-
zation problem of the conditional risks ρ(λ, y, r) as a function of y for ﬁxed (λ, r).








is nonincreasing in y almost everywhere on [0, λ] .
(4.18)
If ess inf{f(λ − y)/f(λ + y) : y ∈ [0, λ]} < exp(−2λr), then ρ(λ, ·, r) is nonin-
creasing on [0, y0(λ, r)], nondecreasing on [y0(λ, r), λ] where y0(λ, r) is such that
f(λ−y)
f(λ+y)
≤ e−2λr for almost all y ≥ y0(λ, r), and f(λ−y)f(λ+y) ≥ e−2λr for almost all
y ≤ y0(λ, r) and 0 ≤ y0(λ, r) < λ ;
(ii) If f(λ− y) ≥ exp(−2λr)f(λ+ y) for almost all y ∈ [0, λ], then ρ(λ, ·, r) in nonin-
creasing on [0, λ].
Consequently, a best equivariant estimator for the local problem |µ| = λ is given by
δg∗λ(X) = g
∗
λ(|X|) sgn(X), with g∗λ(r) = y0(λ, r) for case (i), and g∗λ(r) = λ for case (ii).
Also,
(iii) If F is concave on [0, 2λ], then ρ(λ, λ, r) ≤ ρ(λ, t, r) for all t ∈ [0, λ], and g∗λ(r) =
λ.
(iv) If F is convex on [0, 2λ] and F ′(0) < exp(−2λr)F ′(2λ), then ρ(λ, ·, r) is nonin-
creasing on [0, y0(λ, r)], nondecreasing on [y0(λ, r), λ], with 0 ≤ y0(λ, r) < λ and
y0(λ, r) as given in part (i) above ;
(v) If F is convex on [0, 2λ] and F ′(0) ≥ exp(−2λr)F ′(2λ), then ρ(λ, ·, r) is nonin-
creasing on [0, λ] and g∗λ(r) = λ.
Proof. The proof of parts (i) and (ii) is based on equation (4.17). Under condition
(i), there exists 0 < δ ≤ λ such that ψ(λ, ·, r) > 0 almost everywhere on (λ − δ, λ]
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showing that ρ(λ, ·, r) is increasing on [λ− δ, λ]. Assumption (4.18) is then used to show
that y0(λ, r) < λ exists. Under condition (ii), we obtain that ψ(λ, ·, r) ≤ 0 almost
everywhere on [0, λ] showing that ρ(λ, ·, r) is nondecreasing on [0, λ].
The proof of part (iii), (iv), and (v) is based on Equation (4.16). For part (iii) the
concavity of F on [0, 2λ] implies the concavity of ρ(λ, ·, r) on [0, λ]. Since ρ(λ, ·, r) is
concave on [0, λ] the function ρ(λ, ·, r) reaches its minimum at 0 or λ. Since
ρ(λ, 0, r) = F (λ)
> F (2(1− αλ(r))λ), (as F is increasing and 1/2 < αλ(r) < 1)
≥ αλ(r)F (0) + (1− αλ(r))F (2λ), (F is concave )
= ρ(λ, λ, r) ,
we obtain that the function ρ(λ, ·, r) reaches its minimum at λ. For parts (iv) and (v),
the convexity of F on [0, 2λ] implies the convexity of ρ(λ, ·, r) on [0, λ]. For ρ′(λ, λ, r) =
d
dy
ρ(λ, y, r)|y=λ, we have ρ′(λ, λ, r) = (1 − αλ(r))F ′(2λ) − αλ(r)F ′(0). If ρ′(λ, λ, r) ≤ 0,
then the function ρ(λ, ·, r) is nonincreasing on [0, λ], which is (v). Finally, if ρ′(λ, λ, r) > 0,
then the function ρ(λ, ·, r) is increasing in a neighbourhood of λ, which leads to (iv).
Example 4.9 Theorem 4.8 covers a wide class of loss functions F identifying the best
point estimate of µ for ﬁxed λ, r. Several developments below deal with rather smooth
choices of F , but Theorem 4.8 covers many more cases. Suppose, for the sake of an
illustration that F (t) = max(t, t2) for t ∈ [0, 2λ]. We consider separately cases : (A)
λ > 1, (B) 1/2 < λ ≤ 1, (C) 0 < λ ≤ 1/2 .
(A) Observe that F is not diﬀerentiable at 1, but convex on [0, 2λ], so that we can
focus on parts (iv) and (v) of Theorem 4.8 and its discriminating inequality. For
λ > 1, we obtain




Therefore, we have that g∗λ(r) = λ for r ≥ r0 and g∗λ(r) = y0(λ, r) as deﬁned in







for 0 ≤ y ≤ λ− 1
1
2(λ+y)
for λ− 1 < y ≤ 2λ .
From this, we obtain for 0 < r < r0 :
y0(λ, r) =





exp(2λr)− λ for r ≥ log(4λ−2)
2λ





(B) For 1/2 < λ ≤ 1, we obtain, as in part (A), g∗λ(r) = λ for r ≥ r0 = log(4λ)2λ . But





1 for 0 ≤ y ≤ 1− λ
1
2(λ+y)
for 1− λ < y ≤ 2λ .
From this, we obtain from part (iv) of Theorem 4.8, for 0 < r < r0 :
g∗λ = y0(λ, r) =
{




exp(2λr)− λ for r ≥ log 2
2λ
.
We point out that parts (i) and (ii) of Theorem 4.8 can also be applied directly
for the above analysis.
(C) Finally, for 0 < λ ≤ 1/2, F is concave on [0, 2λ], so that g∗λ(r) = λ for all r > 0 as
indicated by part (iii) of Theorem 4.8. Alternatively, F is still convex as well on
[0, 2λ] and an application of part (iv) of Theorem 4.8 leads to the same evaluation
of gλ.
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4.4.1 Situations where the best equivariant estimator is not a
shrinker
Building on Theorem 4.8, we expand here on situations where the best equivariant
estimator for |µ| = λ is not a shrinker. These include cases where F is a concave function
on [0, 2λ].
Theorem 4.10 Assume that f(λ− y) ≥ f(λ+ y) for almost all y ∈ [0, λ]. Then,
(a) the function ρ(λ, ·, r) is nonincreasing on [0, λ] for all ﬁxed r > 0, λ > 0 and,
consequently, g∗λ(r) = λ ; for all ﬁxed (r, λ) ;
(b) The estimator δ∗gλ(x) = λ sgn(x) with 0 ≤ λ ≤ m is, for the full problem µ ∈ Θ(m),
a Bayes and admissible estimator of µ.
Proof. In view of Remark 4.7 and part (a), estimators δ∗gλ(x) are (essentially) unique
Bayes with ﬁnite Bayes risk, and thus admissible. This establishes part (b). Part (a) is a
corollary of Theorem 4.8. Indeed, given that f(λ− y) ≥ f(λ+ y) for almost all y ∈ [0, λ],
part (ii) of Theorem 4.8 yields the result.
The above result tells us that estimators taking values on the boundary {−m,m} of
the parameter space [−m,m], such as δmle, cannot be dominated by making use of the
conditional risk method of Moors (1985), or Marchand and Perron (2001), for a large
class of losses F , which include concave F on [0, 2λ]. Of course, for the speciﬁc case
of absolute-value loss, we have the stronger result that δmle is admissible (Iwasa and
Moritani, 1997 ; Kucerovksy et al. 2009), but the result here applies to a whole range of
losses.
Remark 4.11 Examples of losses with concave F in (4.1) for which Theorem 4.10 in-
clude Ls loss F (t) = ts with 0 < s ≤ 1 ; F (t) = 1 − e−t/γ with γ > 0 ; F (t) = Φ(t/γ)
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with a > 0, 0 < c ≤ 1 ; and more generally cases where F is
the cdf associated with a decreasing density F ′ on R+, such as the additional examples










, γ > 0, (i.e., half-
Logistic).
In terms of the predictive density estimation set-up of Section 2, we obtain the follo-
wing as a consequence of Theorem 4.10.
Corollary 4.12 For univariate model (4.5) with Y1 ∼ N(µ, σ2Y1), unimodal q and para-
metric constraint µ ∈ [−m,m], and for estimating the density q(|y2−µ|2), y2 ∈ R, under
integrated L1 loss, plug-in predictive density estimators q(|y − λ0sgn(Y1)|2) , y ∈ R, with
0 ≤ λ0 ≤ m, are admissible among plug-in density estimators q(|y − µˆ(Y1)|2), y ∈ R.
Proof. From Lemma 4.4, we have that q(|y− µˆ(Y1)|2) dominates q(|y−λ0sgn(Y1)|2)
under L1 loss for µ ∈ [−m,m] iﬀ µˆ(Y1) dominates λ0 sgn(Y1) with loss F (t) = Q( t2)− 1,
Q being the cdf of Y2 ∼ q(|y2 − µ|2). The unimodality assumption implies that Q, and
thus F , are concave on R+. Finally, Theorem 4.10 (see as well discussion that follows)
implies that the estimator λ0 sgn(Y1) is admissible for the point estimation problem which
implies the result.
Remark 4.13 In the predictive density estimation context of Corollary 4.12, we can
also establish the stronger result that q(|y − λ0sgn(Y1)|2) , y ∈ R, is admissible among all
predictive density estimators. Indeed, as pointed out by Kubokawa, Marchand and Straw-
derman (2016), the predictive density estimator q(|y −med(µ|y1)|2), where med(µ|y1) is
the posterior median, is Bayes for two-point priors. Since med(µ|y1) = λ0sgn(y1) for all
y1 6= 0 and the prior pi(λ0) = pi(−λ0) = 1/2, we conclude that the predictive density
estimator q(|y−λ0sgn(Y1)|2) is Bayes (essentially unique), and admissible in view of the
ﬁniteness of the Bayes risk.
112
4.4.2 Situations where the best equivariant estimator is a shrin-
ker
We now turn to situations where the best equivariant estimator δg∗λ for |µ| = λ takes
values on the interior of the interval [−λ, λ]. As a consequence of Theorem 4.8, we obtain
the following description of δg∗λ .
Corollary 4.14 Let λ > 0, r > 0 be ﬁxed. Assume that condition (4.18) holds, that
F is diﬀerentiable at 0 and 2λ, with F ′(0) = 0 and F ′(2λ) > 0. Then part (i)
of Theorem 4.8 applies and the best equivariant estimator for |µ| = λ is given by
δg∗λ(X) = g
∗
λ(|X|) sgn(X), with g∗λ(r) = y0(λ, r) = y0, with y0 satisfying f(λ−y)f(λ+y) ≤ e−2λr
for y ≥ y0, and f(λ−y)f(λ+y) ≥ e−2λr for y ≤ y0. In cases where f is continuous, y0 is a solution




= 1 . (4.19)
Proof. Equation (4.16) is used to show that ρ′(λ, λ, r) > 0 so there exists 0 <  < λ
such that ρ(λ, λ − , r) < ρ(λ, λ, r). To justify that part (i) of Theorem 4.8 applies, we
use equation (4.17) to derive
0 < ρ(λ, λ, r)− ρ(λ, λ− , r) =
∫ λ
λ−
ψ(λ, t, r)dt ,
which shows that the set {t : ψ(λ, t, r) > 0} has positive Lebesgue measure, so that
ess inf{f(λ− y)/f(λ+ y) : y ∈ [0, λ]} < exp(−2λr).
Speciﬁc instances where condition (4.18) holds, and Corollary 4.14 is applicable, in-
cludes cases where f is continuous on [0, 2λ] and where either : (I) F is convex on [0, 2λ],
or (II) f(λ−y)
f(λ+y)
is nonincreasing in y for y ∈ [0, λ], or (III) f(λ−y)
f(λ+y)
is nondecreasing in y
for y ≥ y1, and is nonincreasing in y for y < y1 for some y1 ∈ (0, λ). In such cases, in
contrast to concave F cases, best equivariant estimators for the local problem |µ| = λ are
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shrinkers, i.e., |δg∗λ(x)| < λ for almost all x. This ﬁnding, along with further monotonicity
properties still to establish, will be exploited below to identify complete classes of estima-
tors and obtain dominating estimators of boundary-taking estimators such as δmle(X)
for the global problem with |µ| ≤ m. Our formulation highlights namely conditions (I)
and (II), as these will play a key role later on for monotonicity and dominance results.
We pursue with illustrations.
Example 4.15 As mentioned in the previous paragraph, the shrinkage conclusion of
Corollary 4.14 applies to loss functions in (4.1) with F convex on [0, 2λ] (condition I),
such as Ls loss F (t) = ts, with s > 1, and such as F (t) = eβt− βt− 1 with β 6= 0 (i.e., a
symmetrized Linex loss function), among many other examples. For Ls loss with F (t) =
ts, s > 1, the best equivariant multiplier g∗λ(r) is obtained from (4.19) as the solution in
y ∈ [0, λ) of e2λr (λ−y
λ+y
)s−1 = 1. For L2 loss, we recover the familiar g∗λ(r) = λ tanh(λr)
and δg∗λ(x) = λ tanh(λx) (e.g., Casella and Strawderman, 1981).
Example 4.16 Investigating the conditions of Corollary 4.14 for reﬂected normal loss
and more generally to loss functions (4.1) with F (t) = 1− e− t
α
2γ , γ > 0, α > 1, we have





)1/α. However, we can show that condition (III) above, and thus condition
(4.18) required for Corollary 4.14 to apply, holds for all γ > 0, α ∈ (1, 3], λ > 0, telling
us that the best equivariant estimator for the local problem |µ| = λ is a shrinker in such















with Tα(y) = (λ− y) (λ+ y)α + (λ+ y) (λ− y)α. Since limy→λ− Tα(y) = −2λ(α− 1) < 0,




Tα(y) = (λ+ y)
αG(ρ, α) ,
114
with G(ρ, α) = ρα − αρα−1 + αρ− 1, and ρ = λ−y
λ+y
∈ [0, 1].
We conclude by showing that G(ρ, α) ≤ 0 for all ρ ∈ [0, 1], α ∈ (1, 3]. Observe that :
(a) G(0, α) = −1, (b) G(1, α) = 0, (c) ∂
∂ρ
G(ρ, α)|ρ=1 = α(3− α) ≥ 0 for all α ∈ (1, 3].
Furthermore, it is easy to see that : (d) G(·, α) is convex on [0, 1] whenever α ≤ 2 and
(e) G(·, α) is convex on [0, α−2], then concave on (α−2, 3) whenever α ∈ (2, 3]. Finally,
observe that both possibilities (a), (b) and (d), which is the case for α ∈ (1, 2], and (a),
(b), (c) and (e), which is the case for α ∈ (2, 3], imply G(ρ, α) ≤ 0 for all ρ ∈ [0, 1]. 3
Condition (III) is thus satisﬁed for all losses F (t) = 1 − e− t
α
2γ , for all λ > 0, γ > 0,
and α ∈ (1, 3]. Finally, we point out that stronger condition (II), that the ratio f(λ−y)
f(λ+y)





) is negative at y = 0+, which is equivalent to λ ≤ ( 2γ(α−1)
α
)1/α.
As an example of the best equivariant estimator δg∗λ, consider reﬂected normal loss Lγ








) = 1 . (4.20)
We conclude this example by pointing out that the Bayes estimator δg∗λ and its deﬁning
equation (4.19) were studied by Towhidi and Behboodian (2002) with the objective of
determining conditions for minimaxity (also see van Eeden, 2006 ; pp. 48-49). We will
comment on this below in Example 4.29.
4.4.3 Monotonicity properties of g∗λ(r)
We require the following monotonicity properties of the best equivariant multiplier
g∗λ(r).
3. For α > 3, we see that G(ρ, α) is positive for ρ close to 1 which implies that Tα(y) is nondecreasing
for small y in such cases, and that condition (4.18) required for Corollary 4.14 does not hold.
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Lemma 4.17 Consider the context of Corollary 4.14, the best equivariant estimator δg∗λ
under loss F (|d−µ|) for |µ| = λ, g∗λ(r) being the solution in y of equation (4.19). Suppose
that f is continuous on [0, 2m], f(0) = 0, and f > 0 on (0, 2m].
(a) Let r > 0 be ﬁxed. A suﬃcient condition for g∗λ(r) to be nondecreasing as a func-
tion of λ ∈ (0,m] is the logconcavity of f on [0, 2m] and that the ratio f(λ−y)
f(λ+y)
be
nonincreasing in y ∈ [0, λ] for all λ ∈ (0,m].
(b) Let λ > 0 be ﬁxed. A suﬃcient condition for g∗λ(r) to be nondecreasing in r for
r > 0 is that the ratio f(λ−y)
f(λ+y)
be nonincreasing in y ∈ [0, λ].
Proof. For part (a), the logconcavity assumption on f implies that f(λ−y)
f(λ+y)
is non-
decreasing in λ for λ > y and ﬁxed y > 0. Thereofore the left-hand side of (4.19) also is
nondecreasing in λ for λ > y and ﬁxed y > 0. Now, in view of this and the monotone
decreasing condition for the ratio f(λ−y)
f(λ+y)
, it must be the case that g∗λ(r) is nondecreasing
in λ for λ ∈ (0,m) given the equilibrium in (4.19). Part (b) is established analogously





is nonincreasing in both r and g∗λ(r), whence the monotone increasing property
of g∗λ(r) in r.
Example 4.18 (Ls losses and other convex losses - continuation of Example 4.15)
The logconcavity condition on f in part (a) of Lemma 4.17 is quite weak and satisﬁed
by all the losses studied up to now, as well as many more. It may be interpreted as a
condition stipulating that the loss does not rise too steeply from the origin as a function
of the error of estimation d− µ. An example of a loss in (4.1) that does not satisfy such
a condition, and penalizes severely error of estimation, is F (t) = et
2 − 1. Among loss
functions satisfying the condition, are included Ls loss with s > 1 and symmetrized Linex
loss given in Example 4.15. Furthermore, losses in (4.1) with convex F have ratios f(λ−y)
f(λ+y)
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which decrease in y since f = F ′ is increasing. We thus conclude that the monotonicity
properties of Lemma 4.17 hold for all Ls losses with s > 1, symmetrized Linex losses,
and more generally all strictly convex losses in (4.1) with log concave F ′.
Example 4.19 (Reﬂected normal loss and extensions-continuation of Example 4.16)
As seen in Example 4.16, for loss functions in (4.1) with F (t) = 1 − e− t
α
2γ , γ > 0 and
α ∈ (1, 3], the ratio f(λ−y)
f(λ+y)
decreases in y ∈ [0, λ] for all λ ∈ (0,m], if and only if
m ≤ ( 2γ(α−1)
α
)1/α. For reﬂected normal loss (α = 2), this simpliﬁes to m ≤ √γ. Since
F ′ is logconcave on R+, these conditions are suﬃcient for the monotonicity properties of
Lemma 4.17 to hold.
Remark 4.20 The monotonicity properties of Lemma 4.17 need not hold in the absence
of the given conditions. An illustration is given by Example 4.9 where, for 1/2 < λ ≤ 1
and small enough values of r (r < r0 as given), we have g
∗
λ(r) = 1 − λ which is strictly
decreasing in λ for 1/2 < λ ≤ 1.
4.4.4 Dominance results
With the conditional risk properties of Corollary 4.14 and Lemma 4.17's conditions
for monotonicity, Lemma 4.5 specializes to the following dominance results applicable to
estimators that that take values on or too close to boundary of the parameter space.
Theorem 4.21 Consider estimating the mean µ of X ∼ N(µ, 1) under loss F (|d − µ|)
as in (4.1).
(a) Let λ ≥ 0, r > 0 be ﬁxed and suppose that the conditions of Corollary 4.14 hold.
Suppose g1 is such that g1(r) > g
∗
λ(r). Deﬁne a(λ, g1(r), r) = 0 if ρ(λ, 0, r) <
ρ(λ, g1(r), r), and otherwise deﬁne a(λ, g1(r), r) as the solution in a ∈ [0, g∗λ(r))
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of ρ(λ, a, r) = ρ(λ, g1(r), r). Then, for g(r) 6= g1(r), we have ρ(λ, g(r), r) ≤
ρ(λ, g1(r), r) if and only if a(λ, g1(r), r) ≤ g(r) < g1(r), with equality occurring
only for g(r) = a(λ, g1(r), r) > 0, or g(r) = 0 and ρ(λ, 0, r) = ρ(λ, g1(r), r).
(b) Consider the parameter space µ ∈ [−m,m], set g¯m(r) = supλ∈[0,m]{g∗λ(r)}, and
suppose that g1 is such that Ag1 = {r ≥ 0 : g1(r) > g¯m(r)} 6= ∅ . Then, if the condi-
tions of Corollary 4.14 are satisﬁed for all λ ∈ (0,m], δg dominates δg1 whenever
g(r) = g1(r) IAcg1 (r) + g0(r) IAg1 (r) with g0(r) ∈
[
supλ∈[0,m] a(λ, g1(r), r)), g1(r)
)
.
(c) Further, assume that f is logconcave on [0, 2m] and that the ratio f(λ−y)
f(λ+y)
is nonin-
creasing in y ∈ [0, λ] for all λ ∈ (0,m]. Then, part (b) applies with g¯m ≡ g∗m.
Proof. Part (a) follows as a direct application of part (b) of Lemma 4.5 and part
(a) of Theorem 4.8 which tells us that the conditional local risk ρ(λ, y, r) is nonincreasing
in y for 0 < y < g∗λ(r), and nondecreasing for y > g
∗
λ(r). Part (c) follows from part (b)
since the additional assumptions and an application of Lemma 4.17 imply that g¯m ≡ g∗m.
For part (b), Theorem 4.8 applies and tells us that g1(r) > g
∗
λ(r) for all λ ∈ [0,m]
whenever r ∈ Ag1. An application of part (a) implies for the conditional risks that




a(λ, g1, r)), g1(r)
)
,
and the dominance result follows.
The previous result is as a complete class result in the spirit as those obtained by
Moors (1985), as well as Marchand and Perron (2001, 2005, 2009), applicable to squared
error loss. The novelty here is that the results are presented for a class of loss functions,
which include strictly convex loss functions, as well as for reﬂected normal loss Lγ, the
latter having motivated our study through the correspondence with predictive density
estimation. Practically speaking, equivariant estimators δg1 that take values on or too
close to the boundary {−m,m}, are inadmissible and improved by projecting towards
δgm , and even beyond δgm , as speciﬁed in the previous Theorem.
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Remark 4.22 Among the dominating estimators δg given in Theorem 4.21, a complete
subclass of estimators is obtained by taking g0(r) ∈
[
supλ∈[0,m] a(λ, g1, r)), g¯m(r)
]
.
We now apply the dominance results to the restricted maximum likelihood estimator of
µ given in (4.2). For the loss functions satisfying the required conditions, dominating
estimators can be determined by applying part (b) of Theorem 4.21.
Corollary 4.23 Consider estimating the mean µ of X ∼ N(µ, 1) under loss F (|d− µ|)
as in (4.1) under the parametric restriction µ ∈ [−m,m]. Suppose that the conditions
of Corollary 4.14 are satisﬁed for all λ ∈ (0,m]. Then δmle is inadmissible. Dominating
estimators include δg with g(r) = g¯m(r) ∧ gmle(r), as well as other estimators given by
part (b) of Theorem 4.21.
We seek more and search for conditions under which the Bayes boundary estimator
δBU satisﬁes the dominance conditions. For this, we will require that δBU shrinks δmle to-
wards 0, but we obtain a quite simple condition on m for such a shrinkage and dominance
to occur.
Theorem 4.24 Consider estimating the mean µ of X ∼ N(µ, 1) under loss F (|d −
µ|) as in (4.1) under the parametric restriction µ ∈ [−m,m]. Suppose that f is twice-
diﬀerentiable and f(0) = 0. Suppose f = F ′ is logconcave on [0, 2m] (C1), f(λ−y)
f(λ+y)
is
nonincreasing in y ∈ [0, λ] for all λ ∈ (0,m] (C2), and (log f)′ is convex on (0,m] (C3).
Then δBU dominates δmle for m ≤ c0 where c0 f(c0)f ′(c0) = 1.
Proof. With the given assumptions, we can apply Corollary 4.23, as well as part
(c) of Theorem 4.21 for δg ≡ δg∗m (i.e., δg ≡ δBU). There remains to further show, under




≤ 1 for all 0 < r < m. Set h(t) = log f(t), so that deﬁning equation (4.19) for
m = λ is written as
2mr + h(m− g∗m(r))− h(m+ g∗m(r)) = 1 . (4.21)





(h′(m− g∗m(r)) + h′(m+ g∗m(r))) , (4.22)
∂2g∗m(r)
∂2r




)2 (h′′(m− g∗m(r))− h′′(m+ g∗m(r))) .(4.23)
Now, observe that the right-hand side of (4.23) is negative by virtue of convexity condition
C3 on h′ = (log f)′. With h′(m − g∗m(r)) + h′(m + g∗m(r)) ≥ 0 following from condition
C2 and the monotone increasing in r property of g∗m(r) (Lemma 4.17), we conclude that
g∗m(r) must be a concave function of r > 0 under the given assumptions.
The concavity of g∗m(r) implies that
g∗m(r)
r
is decreasing in r > 0 since g∗m(r) is increasing
in r and since g∗m(0) = 0 (equation (4.21)). Therefore a necessary and suﬃcient condition










where we have further made use of (4.22). To conclude the proof, there remains to justify
that c f(c)
f ′(c) = c
1
h′(c) increases in c, for 0 < c ≤ m. But, this is indeed the case since 1h′(c)
increases in c, c ∈ (0,m], given condition C1, and since h′(c) > 0 for 0 < c ≤ m given
condition C2, which tells us that h′(c− y) + h′(c+ y) ≥ 0 for all y ∈ (0, c), and namely
for y → 0+.
120
4.5 Examples and implications for predictive density
estimation
We illustrate here how our dominance results apply for various loss functions, provi-
ding also implications for predictive density estimation as well as numerical risk function
comparisons for reﬂected normal loss.
Example 4.25 (Ls loss with s > 1)
As seen in Example 4.18, conditions (C1) and (C2) of Theorem 4.24 hold for loss |d−µ|s
with s > 1. Condition (C3) also holds as (log f(t))′ = (s−1)
t




s−1 , we conclude that the boundary uniform Bayes estimator δBU dominates
δmle for m ≤
√
s− 1. For s = 2 (i.e., squared error loss), this becomes m ≤ 1 thus
recovering a dominance result ﬁrst obtained by Casella and Strawderman (1981), and
with the entire proof an Ls loss extension of Marchand and Perron's (2001) univariate
squared error loss result.
Example 4.26 (Reﬂected normal loss and extensions ; continuation of Examples 4.16
and 4.19)
Consider again the class of loss functions F (|d − µ|) with F (t) = 1 − e− t
α
2γ , γ > 0 and
α > 1 and label these as Fα,γ.
 As seen in Example 4.16, the conditions of Corollary 4.14 are satisﬁed for all
γ > 0, 1 < α ≤ 3. It thus follows (Corollary 4.23) that the estimator δmle is
inadmissible for all such losses with dominating estimators provided by part (b)
of Theorem 4.21, and including δg with g(r) = g¯m(r) ∧ gmle(r).
 As seen in Example 4.19, conditions C1 and C2 of Theorem 4.24 are satisﬁed,
and equivalently Theorem 4.21(c)'s conditions, as long as m ≤ c1 = (2γ(α−1)α )1/α,
1 < α ≤ 3. Consequently, part (c) of Theorem 4.21, as well as Corollary 4.23,
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apply with g¯m = g
∗
m whenever m ≤ c1.
 For applying Theorem 4.24, consider m ≤ c1 (as above) so that conditions C1 and




is convex on (0,m) iﬀ 1 < α ≤ 2, or α > 2 and m ≤ c2 = ( 4γα(α−2))1/α. For δBU to








= 1⇐⇒ 2γc20 + αcα0 = 2γ(α− 1) .
Observe that 2γc21+αc
α
1 > 2γ(α−1), which implies that c0 ≤ c1. Theorem 4.24 thus
implies that δBU dominates δmle : (i) under loss Fα,γ with 1 < α ≤ 2 whenever
m ≤ c0 ; and (ii) under loss Fα,γ with 2 < α ≤ 3, whenever m ≤ c0 ∧ c2. Since
c0 ≤ c2 ⇐⇒ c22 + 2α−2 ≥ α− 1⇐= 2 < α ≤ 3 , this last condition simply reduces to
m ≤ c0.









. Observe that this cut-oﬀ
point approaches 1 for large γ, which corresponds to the cut-oﬀ point for domi-
nance under squared error loss (see Example 4.25) and which is plausible given
the heuristic argument following (4.4).
Remark 4.27 It is of interest to assess how a Bayes estimator relative to a loss func-
tion performs for other loss functions. Some of the theoretical developments are useful for
addressing such a question. As an illustration, consider reﬂected normal loss Lγ in (4.4)
and the corresponding boundary uniform Bayes estimator δBU,γ(x) = gBU,γ(|x|)sgn(x),





−1(u) for u ∈ (0, 1), we obtain alternatively







, for all m, r, γ > 0 .
Clearly then, we have gBU,γ(r) ≥ m tanh(mr) for all m, r, γ > 0 which, in other words,
tells us that δBU,γ always expands on the squared error loss boundary uniform Bayes
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estimator δBU(x) = m tanh(m|x|) sgn(x). It thus follows that
m tanh(mr) < gBU,γ(r) < gmle(r)




. An application of Corollary 4.23 and Corollary 4.14
for squared error loss (d−µ)2 therefore implies that δBU,γ dominates δmle under squared




. A summary of inferences under reﬂected normal loss is as
follows.
Theorem 4.28 Consider estimating the mean µ of X ∼ N(µ, 1) under the parametric
restriction µ ∈ [−m,m]. Under reﬂected normal loss Lγ in (4.4), the estimator δBU,γ








, δg with g(r) =
gBU,γ∧gmle(r) dominates δmle. Finally, these dominance results persist for squared error
loss.
Example 4.29 As a continuation of Example 4.26, Figure 1 represents the comparative
performance of δBU and δmle in terms of ratio of reﬂected normal risks (loss Lγ in 4.4)
as a function of λ = |µ| ∈ [0,m] for m = 0.5, 0.75 and γ = 1, 2, 4. For m = 0.5, the




for dominance is satisﬁed for the γ's here and the gains
in risk are quite important, and even more so for larger the value of γ. For m = 0.75, the
gains in risk are signiﬁcant, but more modest. For m = 1.0 (see Figure 2) comparison is
more nuanced with relatively poor performance of δBU for small values of |µ|. This is due
to the fact to large values of |δBU | (i.e., it does not shrink much).
In such cases where δBU does not dominate δmle, its truncation onto δmle given by
δg1(x) = (gBU(r) ∧ gmle(r))sgn(x) necessarily dominates δmle (Corollary 4.23). Howe-
ver, gains in risk as witnessed by Figure 2 are quite slim. The Bayes estimator under
L2 loss, none other than the posterior mean given by δg2(x) = m tanh(mx), remains an
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) = 1/2 (for
γ = 1), but still plausible nevertheless.
Example 4.30 (Gamma cdf loss function) Let us illustrate how the results above apply
for loss functions F (|d−µ|) with F given by a Gamma(α, β) cdf on R+ such that f(t) =
F ′(t) = t
α−1e−t/β
Γ(α)βα
, α, β > 0. For α ≤ 1, Theorem 4.10, or part (iii) of Theorem 4.8,
apply and estimators such as λ0sgn(x) with λ0 ∈ [0,m], such as the boundary valued
msgn(x) are admissible Bayes estimators. For α > 1, the situation is reversed and the
best equivariant estimator is a shrinker as either condition (II) or (III), that follow














which is less or equal than 0 for all y ∈ [0, λ] whenever λ ≤ (α − 1)β (i.e., condition
(II)), and otherwise varies from positive to negative as y varies on [0, λ] (i.e., condition
(III)). The conditions of Theorem 4.21 are thus veriﬁed and estimators that take values
on the boundary {−m,m} of the parameter space (with positive probability for all µ),
such as δmle, are inadmissible.
Turning to Theorem 4.24, take m ≤ (α − 1)β so that condition C2 is veriﬁed, observe




is convex on (0,m)
for all m > 0 (i.e., condition C3 is satisﬁed). We thus have that the Bayes estimator δBU







= 1⇐⇒ c0 = 1
2β
(√
1 + 4β2(α− 1)2 − 1
)
.
Finally, since c0 ≤ (α− 1)β, the condition m ≤ c0 is suﬃcient for δBU to dominate δmle
under the corresponding Gamma cdf loss and µ ∈ [−m,m].
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Example 4.31 As a follow-up to the duality results of Section 2, we illustrate how our
dominance ﬁndings lead to predictive density estimation results for α−divergence losses
with |α| < 1. Consider normal model (4.10), the restriction µ ∈ [−m,m], and predictive
density estimators qˆc2,δmle ∼ N(δmle(Y1), c2σ2Y2) of the density of Y2 ∼ N(µ, σ2Y2), where
δmle(Y1) is the restricted mle of µ and c
2 is a ﬁxed constant. The case c2 = 1 corres-
ponds to the predictive mle density. It follows from Lemma 4.3 and the inadmissibility of
δmle(Y1) under reﬂected normal loss (Example 4.26) that qˆc2,δmle is inadmissible for all
c2,m > 0, with predictive density improvements given by qˆc2,δg ∼ N(δg(Y1), c2σ2Y2) and








. In particular, if one chooses δg as the boundary uniform Bayes




σY2 (using the result of Example
4.26). Finally, we point out that a similar development for integrated L2 loss, via Lemma
4.2, holds as well.
4.6 Concluding remarks
This paper relates to the estimation of a bounded normal mean with a distinctive fea-
ture being the analysis provided for a large class of strict bowled-shaped losses, including
convex, non-convex or concave choices, Lq and reﬂected normal losses. Non-convex penal-
ties, as well as various strict bowled-shaped losses, are appealing and relevant to a wide
class of statistical problems (e.g., penalized regression, penalized variable selection). The
latter arise precisely in predictive density estimation problems as described in Section 2.
In assessing the frequentist risk eﬃciency of the restricted mle, as well as other estimators
taking values on the boundary of the parameter space, our ﬁndings clearly highlight the
role of the loss, as well as the width of the parameter space. In many cases, which include
convex choices of loss like Lq loss, as well as others like reﬂected normal loss, we establish
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the inadmissibility of the mle and provide improvements. Namely, we establish using
conditional risk techniques conditions for which the Bayes boundary uniform prior δBU
dominates the mle, despite the absence of explicit expressions for δBU and the risks of the
estimators. Further progress relative to the risk performance of other Bayes estimators,
such as the fully uniform Bayes estimator, as well as to multivariate versions of the
problem, are challenging and pertinent propositions for future work.
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4.7 Appendix
Proof of Lemma 4.3. From (4.6), we obtain that the α-divergence loss incurred by




















where we have set β = 1+α
2





k), k > 0, the
above loss reduces to
1
β(1− β)

































) , µi ∈ Rd, σi ∈ R+, i = 1, 2,
(4.26)





1−β , the above loss reduces to
1
β(1−β)(1 − b +
bLγ0(µ, µˆ)) with b =
cd(1−β)





, thus establishing the result.
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CONCLUSION
This thesis is mainly concerned on statistical inference following selection. We summarize
the key ﬁndings and directions for future research as follows.
A) In Chapter 1, we provide a general dominance result based on mixing predictive den-
sities and applicable to improve the minimum equivariant risk predictive density for
dimension 3 and more. This mixing approach is very interesting to be developed to other
distributions. We also paid attention to Bayesian point estimation and we provide condi-
tions under which the Bayes estimator is the posterior mean. One may be interested in
developing this problem to a more general family of losses and posterior distributions.
B) In Chapter 2, we focused on a selection rule for a normal model and more generally for
a location family of distributions. It might also be of value to develop this problem for
other selection rules which may appear in practical situations such as selection the most
signiﬁcant population.
C) In Chapter 2, we consider statistical inference following a selection for normal, and
more generally for location families of distributions which are stochastically increasing
in the location parameter. Developing this problem to a family of distribution which is
stochastically increasing in the scale parameter is an interesting problem that may be
applied in some research areas like reliability analysis.
D) In Chapter 2, we proposed an estimator for the mean of the selected population based on
conditional maximum likelihood. Developing conditional maximum likelihood approach
132
for estimation the density of the selected population is an interesting problem.
E) In Chapter 3, we mainly considered plug-in density estimation and mixing on the plug-
in density estimators. Further research is needed to study eﬃcient Bayesian predictive
density estimation for the selected population.
F) In Chapter 4, we study estimation of the bounded mean under a variety of losses. It may
be worthwhile to develop the results of Chapter 4 to a multivariate case.
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