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Современный процесс обучения представляет собой быстро развиваю-
щееся систему, где каждый год происходит все больше изменений. Подача 
материала студентам уже давно вышла за рамки лекционных занятий, и все 
больше переходит в режим дистанционного контроля. Исходя из этого широ-
кую популярность получили электронные образовательные ресурсы. В на-
стоящий момент именно они представляют собой базу, по обеспечению уча-
щихся необходимым материалом в ходе учебного процесса. 
Одним из таких ресурсов являются обучающие курсы. На их основе 
можно полностью выстраивать процесс дистанционного обучения студента. 
Но самое главное данный механизм позволяет достичь высокого уровня пре-
доставляемой информации и контроля в её освоении. В программе обучения 
студентов сибирского федерального университета, данная система применя-
ется уже не один год, и она уже успела себя зарекомендовать с положитель-
ной стороны.  
На фоне положительного успеха данных курсов, для более широкого 
охвата аудитории необходимо создание, как можно более разнообразных 
образовательных ресурсов для развития индивидуальной образовательной 
траектории учащихся. 
На сегодняшний день разработано множество программ для генерации 
наполнения электронных курсов и создания сопутствующего материала в 
процессе обучения. В данной работе рассматривается разработка генерируе-
мых шаблонов, на основе порождающих грамматик с параллелизмом. 
Актуальность работы заключается в том, что разработанный меха-
низм вариатизации будет имеет возможность универсального применения, 
как для форматирования текстового наполнения тестовых заданий, так и ге-
нерации кода, при разработке программного обеспечения, что позволит уско-
рить процесс выполнения работы, а также даст возможность для использова-
ния в развитии индивидуальной образовательной траектории учащихся. 
5 
 
Цель работы: разработать модель и программное обеспечение для ге-
нерирования вариативных учебных шаблонов.  
Задачи: 
 изучить применение математических методов в лингвистике, иссле-
довать механизмы представления формального языка; 
 исследовать проблему развития индивидуальной образовательной 
траектории; 
 рассмотреть механизмы порождающих грамматик с параллелизмом, 
обеспечивающих: широкий уровень контекста и большую порождаемую 
мощность; 
 создать программный продукт, позволяющий осуществлять генера-
цию программного обеспечения для предметной области, обеспечивающий 
вариативность учебных материалов. 
Объектом исследования являются системы генерирования обучаю-
щих материалов. 
Предметом исследования являются средства генерации на основе ме-
















1 Описание предметной области 
1.1 Математическая лингвистика 
Математическая лингвистика – математическая дисциплина, предме-
том которой является разработка формального аппарата для описания строе-
ния естественных и некоторых искусственных языков [1]. Появилась в 50-х 
годах 20 века, одной из главных причин появления математической лингвис-
тики послужила появившаяся в языкознании необходимость уточнения его 
основных понятий. Методы математической лингвистики имеют много об-
щего с методами математической логики – математической дисциплины, 
занимающейся изучением строения математических рассуждений, и в осо-
бенности таких её разделов, как теория алгоритмов и теория автоматов [2]. 
Также в математической лингвистике широко используются алгебраические 
методы. Математическая лингвистика развивается во взаимодействии с язы-
кознанием. Часто термин «математическая лингвистика» используется для 
обозначения лингвистических исследований, в которых применяется какой-
либо математический аппарат. 
Математическое описание языка основано на представлении Ферди-
нанда де Соссюра, как механизме, функционирование которого проявляется в 
речевой деятельности его носителей; результатом являются «правильные 
тексты» – последовательности речевых единиц, подчиняющиеся определён-
ным закономерностям, многие из которых допускают математическое описа-
ние [2]. Разработка и изучение способов математического описания правиль-
ных текстов, является содержанием одного из разделов математической лин-
гвистики – теории способов описания синтаксической структуры. Для описа-
ния строения предложения, а именно его синтаксической структуры можно 
выделить в нём группы слов, функционирующие как единые синтаксические 
единицы, либо указать для каждого слова те слова, которые ему непосредст-
венно подчинены, если такие есть. Так, в предложении «Ямщик сидит на 
облучке» при описании по 1‑ му способу составляющими будет всё предло-
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жение П, каждое его отдельное слово и группы слов A = сидит на облучке и 
B = на облучке (стрелки означают «непосредственное вложение»); 
 
Рисунок 1 – Система составляющих 
Описание по 2‑ му способу даёт схему, показанную на рисунке 2. 
 
Рисунок 2 – Синтаксическое подчинение 
Возникающие при этом математические объекты называются системой со-
ставляющих (1‑ й способ) и деревом синтаксического подчинения (2‑ й спо-
соб). Система составляющих – это множество отрезков предложения, содер-
жащее в качестве элементов всё предложение и все вхождения слов в это 
предложение «однословные отрезки» и обладающее тем свойством, что каж-
дые два входящих в него отрезка либо не пересекаются, либо один из них 
содержится в другом; дерево синтаксического подчинения, или просто дере-
во подчинения, есть дерево, множеством узлов которого служит множество 
вхождений слов в предложение [2]. Деревом в математике называется мно-
жество, между элементами которого, их называют узлами, установлено би-
нарное отношение – его называют отношением подчинения и графически 
изображают стрелками, идущими от подчиняющих узлов к подчиненным, 
при этом: среди узлов имеется точно один – его называют корнем, – не под-
чинённый никакому узлу; каждый из остальных узлов подчинен точно одно-
му узлу; невозможно, отправившись из какого-либо узла вдоль стрелок, вер-
нуться в тот же узел. Узлы дерева подчинения – это вхождения слов в пред-
ложения. При графическом изображении система составляющих, как на ри-
сунке 1, также приобретает вид дерева (дерева составляющих). Построенное 
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для предложения дерево подчинения или систему составляющих часто назы-
вают его синтаксической структурой в виде дерева подчинения (системы 
составляющих). Системы составляющих используются преимущественно в 
описаниях языков с жёстким порядком слов, деревья подчинения – в описа-
ниях языков со свободным порядком слов (в частности, русского), формаль-
но для каждого (не слишком короткого) предложения можно построить мно-
го разных синтаксических структур любого из двух видов, но среди них 
только одна или несколько являются правильными. Корнем правильного 
дерева подчинения служит обычно сказуемое. Предложение, имеющее более 
одной правильной синтаксической структуры (одного вида), называется син-
таксически омонимичным; как правило, разные синтаксические структуры 
отвечают разным смыслам предложения. Например, предложение «Школь-
ники из Ржева поехали в Торжок» допускает два правильных дерева подчи-
нения (рисунок 3 а, б); первое из них отвечает смыслу «Ржевские школьники 
поехали (не обязательно из Ржева) в Торжок», второе – «Школьники (не обя-
зательно ржевские) поехали из Ржева в Торжок» [2]. 
 
Рисунок 3 – Варианты синтаксического подчинения 
В русском и ряде других языков деревья подчинения предложений «де-
лового стиля» подчиняются, как правило, закону проективности, состоящему 
в том, что все стрелки можно провести над прямой, на которой записано 
предложение, таким образом, что никакие две из них не пересекутся и корень 
не будет лежать ни под какой стрелкой. В языке художественной литературы, 
особенно в поэзии, отклонения от закона проективности допустимы и чаще 
всего служат задаче создания определённого художественного эффекта. Так, 
в предложении «Друзья кровавой старины народной чаяли войны» непроек-
тивность приводит к эмфатическому выделению слова «народной» и одно-
9 
 
временно как бы замедляет речь, создавая этим впечатление известной при-
поднятости, торжественности. Имеются и другие формальные признаки де-
ревьев подчинения, которые могут использоваться для характеризации стиля. 
Например, максимальное число вложенных друг в друга стрелок служит ме-
рой «синтаксической громоздкости» предложения. 
 
Рисунок 4 – Пример подчинения 
Для более адекватного описания строения предложения составляющие 
обычно помечаются символами грамматических категорий («именная груп-
па», «группа переходного глагола» и т. п.), а стрелки дерева подчинения- 
символами синтаксических отношений («предикативное», «определитель-
ное» и т. п.). 
Аппарат деревьев подчинения и систем, составляющих используется 
также для представления глубинно-синтаксической структуры предложения, 
которая образует промежуточный уровень между семантической и обычной 
синтаксической структурой (последнюю часто называют поверхностно-
синтаксической) [2]. 
Более совершенное представление синтаксической структуры предло-
жения (требующее, однако, более сложного математического аппарата) дают 
системы синтаксических групп, в которые входят как словосочетания, так и 
синтаксические связи, причём не только между словами, но и между слово-
сочетаниями. Системы синтаксических групп позволяют совмещать стро-
гость формального описания строения предложения с гибкостью, присущей 
традиционным, неформальным описаниям. Деревья подчинения и системы 
составляющих являются предельными частными случаями систем синтакси-
ческих групп. 
Другой раздел математической лингвистики, занимающий в ней цен-
тральное место – теория формальных грамматик, начало которой было поло-
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жено работами Н. Хомского, описание которых будет подробно рассмотрено 
во втором разделе.  
 По своему назначению математическая лингвистика является прежде 
всего инструментом теоретического языковедения. В то же время ее методы 
находят широкое применение в прикладных лингвистических исследованиях 
– автоматической обработке текста, автоматическом переводе и разработках, 
связанных с так называемым общением между человеком и ЭВМ. 
 
1.2 Представление формального языка 
Коротко говоря, формальный язык – это математическая модель реаль-
ного языка. Под реальным языком здесь понимается некий способ коммуни-
кации (общения) субъектов друг с другом. Для общения субъекты использу-
ют конечный набор знаков (символов), которые проговариваются (выписы-
ваются) в строгом временном порядке, т.е. образуют линейные последова-
тельности. Такие последовательности обычно называют словами или пред-
ложениями. Таким образом, здесь рассматривается только так называемая 
коммуникативная функция языка, которая изучается с использованием мате-
матических методов. Другие функции языка здесь не изучаются и, потому, не 
рассматриваются. 
Чтобы лучше разобраться в том, как именно изучаются формальные 
языки, необходимо сначала понять, в чем заключаются особенности матема-
тических методов изучения. Согласно Колмогорову, математический метод, 
к чему бы он ни применялся, всегда следует двум основным принципам [3]: 
 обобщение (абстрагирование). Объекты изучения в математике – это 
специальные сущности, которые существуют только в математике и предна-
значены для изучения математиками. Математические объекты образуются 
путем обобщения реальных объектов. Изучая какой-нибудь объект, матема-
тик замечает только некоторые его свойства, а от остальных отвлекается. 
Так, абстрактный математический объект «число» может в реальности обо-
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значать количество гусей в пруду или количество молекул в капле воды; 
главное, чтобы о гусях и о молекулах воды можно было говорить, как о сово-
купностях. Из такой «идеализации» реальных объектов следует одно важное 
свойство: математика часто оперирует бесконечными совокупностями, тогда 
как в реальности таких совокупностей не существует; 
 строгость рассуждений. В науке принято для выяснения истинности 
того или иного рассуждения сверять их результаты с тем, что существует в 
действительности, т.е. проводить эксперименты. В математике этот критерий 
проверки рассуждения на истинность не работает. Поэтому выводы не про-
веряются экспериментальным путем, но принято доказывать их справедли-
вость строгими, подчиняющимися определенным правилам, рассуждениями. 
Эти рассуждения называются доказательствами и доказательства служат 
единственным способом обоснования верности того или иного утверждения. 
Таким образом, чтобы изучать языки с помощью математических ме-
тодов, необходимо сначала выделить из языка его свойства, которые пред-
ставляются важными для изучения, а затем эти свойства строго определить. 
Полученная таким образом абстракция будет называться формальным язы-
ком – математической моделью реального языка. Содержание конкретной 
математической модели зависит от того, какие свойства важны для изучения, 
т.е. что планируется в данный момент выделить и изучать. 
В качестве известного примера такой математической абстракции 
можно привести модель, известную под неблагозвучным для русского уха 
названием «мешок слов» [4]. В этой модели исследуются тексты естествен-
ного языка (т.е. одного из тех языков, которые люди используют в процессе 
повседневного общения между собой). Основной объект модели мешка слов 
– это слово, снабженное единственным атрибутом, частотой встречаемости 
этого слова в исходном тексте. В модели не учитывается, как слова распола-
гаются рядом друг с другом, только сколько раз каждое слово встречается в 
тексте. Мешок слов используется в машинном обучении на основе текстов в 
качестве одного из основных объектов изучения. 
12 
 
Но в теории формальных языков представляется важным изучить зако-
ны расположения слов рядом друг с другом, т.е. синтаксические свойства 
текстов. Для этого модель мешка слов выглядит бедной. Поэтому формаль-
ный язык задается как множество последовательностей, составленных из 
элементов конечного алфавита. 
Способ задания формального языка называет грамматикой этого языка. 
Таким образом, грамматикой мы называем любой способ задания языка. На-
пример, грамматика L = {a^nb^n} (здесь n – натуральное число) задает язык 
L, состоящий из цепочек вида ab, aabb, aaabbb и т.д. Язык L представляет 
собой бесконечное множество цепочек, но тем не менее, его грамматика 
(описание) состоит всего из 10 символов, т.е. конечна. 
Итак, грамматика языка описывает законы внутреннего строения его 
цепочек. Такие законы обычно называют синтаксическими закономерностя-
ми. Таким образом, можно перефразировать определение грамматики, как 
конечного способа описания синтаксических закономерностей языка. Для 
практики интересны не просто грамматики, но грамматики, которые могут 
быть заданы в рамках единого подхода (формализма или парадигмы). Иначе 
говоря, на основе единого языка (метаязыка) описания грамматик всех фор-
мальных языков. Тогда можно придумать алгоритм для компьютера, который 
будет брать на вход описание грамматики, сделанное на этом метаязыке, и 
что-то делать с цепочками языка. Такие парадигмы описания грамматик на-
зывают синтаксическими теориями. Формальная грамматика – это математи-
ческая модель грамматики, описанная в рамках какой-то синтаксической 
теории. Таких теорий придумано довольно много. Самый известный мета-
язык для задания грамматик – это, конечно, порождающие грамматики Хом-
ского. Грамматики можно подразделить по способу задания языка. Имеются 
три основных таких способа (вида грамматик): 
 распознающие грамматики. Такие грамматики представляют собой 
устройства (алгоритмы), которым на вход подается цепочка языка, а на вы-
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ходе устройство печатает «Да», если цепочка принадлежит языку, и «Нет» – 
в противном случае; 
 порождающие грамматики. Этот вид устройств используется для по-
рождения цепочек языков по требованию; 
 перечисляющие грамматики. Такие грамматики печатают одну за 
другой все цепочки языка.  
Далее хотелось бы немного коснуться темы индивидуализации траектории 
обучения. 
 
1.3 Индивидуальная образовательная траектория как способ по-
вышения эффективности обучения 
Современный подход к обучению сочетает традиционные методы пре-
подавания с индивидуальной работой преподавателя со студентом, а также 
предполагает большой объем самостоятельной работы учащегося. Индиви-
дуализация обучения происходит посредством реализации индивидуальных 
образовательных траекторий и маршрутов. Однако реализация индивидуаль-
но-ориентированной модели обучения современного специалиста заключает-
ся в формировании как профессиональной, так и коммуникативной компе-
тенций. Исследование показало, что нелинейность образовательного процес-
са и тесный контакт с преподавателем-наставником способствует созданию 
положительной эмоциональной атмосферы, мотивируя студента к активной 
работе и достижению поставленных индивидуальных образовательных целей 
в освоении профессиональных дисциплин [5]. Результаты исследования спо-
собствуют расширению возможностей для организации образовательного 
процесса в вузе, а также для самоуправления обучения учащимся совместно с 
наставником. Данный подход позволяет эффективно формировать вторичную 
профессиональную языковую личность, что способствует востребованности 
современного специалиста на рынке труда. 
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Индивидуальный образовательный маршрут в высшем профессиональ-
ном образовании означает связь между личными приоритетами учащегося 
(цели, планы, преференции) и образовательными возможностями вуза (меха-
низмы формирования и реализации данного маршрута, взаимодействие уча-
щегося с преподавателем). Сложная иерархическая структура высшего учеб-
ного заведения сама по себе способна предложить учащемуся различные 
способы обучения и формы работы.  
Разработанные индивидуальные образовательные программы включают сле-
дующие компоненты [6]:  
 целевой (цель получения образования в соответствии с государст-
венными стандартами, мотивы и потребности);  
 содержательный (учебные дисциплины и междисциплинарные связи 
для удовлетворения потребностей);  
 технологический (образовательные технологии, методики, система 
обучения);  
 диагностический (система контроля за приобретением знаний и фор-
мированием компетенций) [6].  
На сегодняшний день образовательный маршрут реализуется через специ-
ально создаваемую учебным заведением дифференцированную образова-
тельную программу, являющуюся своеобразной моделью достижения персо-
нальных целей учащегося. В такой программе описаны цели и содержание 
обучения, технологические параметры образовательной системы, педагоги-
ческие аспекты, оценочно-диагностические особенности. Индивидуальный 
образовательный маршрут – новое понимание образовательной программы, 
отражение гибкого вариативного подхода к особенностям и способностям 
каждого студента, с возможностью корректировки и совершенствования в 
зависимости от нужд учащегося. Цель создания подобного образовательного 
маршрута заключается в предоставлении учащемуся возможностей для полу-
чения знаний, индивидуальной информационной и организационной под-
держки для их систематизации и контроля усвоения. Маршруты могут быт 
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разных типов: адаптивный (для адаптации специалиста к современным усло-
виям), развивающий (для развития способностей специалиста, раскрытия его 
потенциала), созидательный (для получения навыков целенаправленного 
использования и преобразования имеющегося потенциала, развития карьеры) 
[7]. 
Индивидуальная образовательная траектория понимается как «индиви-
дуальный стиль образовательной деятельности», последовательность образо-
вательных шагов, соответствующих уровню развития учащегося, его воз-
можностям, интересам, реализуемую и координируемую преподавателем [8; 
9]. Значимость индивидуальной образовательной траектории заключается в 
том, что использование данного формата обучения означает создание гибко-
го оперативного формата (контекста) для оценки, формирования и развития 
индивидуальных (профессиональных) способностей, ценностных ориенти-
ров, взглядов и убеждений при помощи современных образовательных про-
грамм и технологий с учетом индивидуальных потребностей [7]. Мотивация 
получения высшего образования у современного человека неоднозначна. 
Учащиеся рассчитывают на приобретение престижной профессии, создание 
личного благополучного будущего, удовлетворение личных интересов и рас-
крытие собственного потенциала, достижение личностного самоопределения. 
Многие современные студенты настроены на профессиональное развитие и 
после окончания вуза и не исключают возможности смены профиля образо-
вания и получения второго диплома. Более того, в настоящее время наблюда-
ется феномен «работающего студента». Статистические данные свидетельст-
вуют о том, что более половины студентов, выстраивающих свою трудовую 
траекторию параллельно с образовательной, планируют работать по той спе-
циальности, по которой учатся в вузе; при этом, треть из них будучи еще 
студентами работает «по специальности» [7]. Таким образом, тенденция уз-
копрофильной профессиональной ориентации студента уже на стадии обуче-
ния в вузе в соответствии личными целеустановками и ориентирами должна 
быть реализована при помощи современных подходов к обучению, т.е. через 
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индивидуальную образовательную траекторию. Построение индивидуальной 
образовательной траектории подчинено следующим принципам: осознан-
ность перспективы и возможность участия в собственном образовании, гиб-
кость и динамичность образовательной системы в соответствии с требова-
ниями рынка труда, индивидуализация и творческая составляющая при рабо-
те с преподавателем- наставником. Индивидуальная траектория предполагает 
следующие технологические рамки: гибкость сроков изучения дисциплины, 
минимально допустимый образовательный стандарт и варианты его расши-
рения, виртуальные тренинговые системы, модульное обучение, чередование 
различных форм работы и аттестации [10]. Достичь целей индивидуального 
обучения можно при помощи индивидуально-ориентированной модели обу-
чения в вузе, основанной на теории управления, которая подразумевает не-
сколько ступеней: организация, планирование, реализация, управление, кон-
троль, рефлексия и коррекция. Применительно к системе образования в выс-
шем учебном заведении данная модель трансформируется в трехуровневую, 
реализующуюся на следующих этапах: ценностно-ориентированном, органи-
зационно-технологическом, контрольно-рефлексивном. На каждом этапе 
применяются определенные методы взаимодействия преподавателя и студен-
та, используются эффективные для каждого этапа средства обучения, кон-
троля и оценки работы студента. В данных условиях целесообразно исполь-
зовать модульные программы и учебный материал при нелинейной органи-
зации учебного процесса. Модульность и непрерывность являются основой 
для построения индивидуальной образовательной траектории. Если учесть 
индивидуально-ориентированную модель обучения в вузе, можно выделить 
несколько фаз реализации индивидуальной образовательной траектории [11]: 
 диагностическая. Подготовительный этап для создания условий ус-
пешного обучения. Ведущая роль отводится преподавателю, который помо-
гает студенту ориентироваться в учебном материале и выбрать оптимальную 
для него форму работы, при этом студенты приобретают базовые навыки; 
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 целеполагающая. Предполагает активное сотрудничество студента и 
педагога. Учащийся создает индивидуальную траекторию в виде графика с 
указанием желаемого уровня владения, к примеру, иностранным языком по 
окончании курса, но не ниже уровня, заложенного в государственном обра-
зовательном стандарте. Совместно с преподавателем прогнозируются резуль-
таты, определяются временные рамки, выбираются алгоритм самостоятель-
ной работы и формы взаимодействия с наставником. Таким образом вы-
страивается индивидуальный образовательной маршрут для достижения по-
ставленной цели; 
 мотивирующая. Фаза активной деятельности студента, когда он со-
трудничает с преподавателем, посещая занятия, отчитывается о проделанной 
за определенный период времени работе. В зависимости от результатов, пре-
подаватель корректирует образовательную траекторию, стимулирует исполь-
зование иностранного языка в рамках профильных дисциплин при сотрудни-
честве с другими преподавателями. При этом, в качестве мотивирующих 
инструментов могут быть использованы такие приемы, как подготовка док-
лада или презентации по специальности на иностранном языке, выступление 
на конференции, участие в междисциплинарном проекте, участие в олимпиа-
де, освобождение от контрольных испытаний или консультаций, зачет срезу 
по нескольким дисциплинам (по специальности и иностранному языку); 
 экспериментально-познавательная. Период последовательной само-
стоятельной реализации индивидуального образовательного маршрута путем 
выполнения индивидуальных заданий с использованием различным техноло-
гий и ресурсов. Взаимодействие с преподавателем осуществляется в форме 
групповых занятий интерактивного характера (ролевые игры, кейсы, проек-
ты, симуляция профессиональных коммуникативных ситуаций). Подобная 
форма работы приветствуются студентами и обладают высоким мотивацион-
ным потенциалом; 
 контролирующая (оценочная). Контроль и оценка выполнения зада-
ний и степень реализации индивидуальной образовательной траектории осу-
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ществляется как преподавателем, так и студентом, что способствует разви-
тию самоконтроля и адекватного восприятия личных достижений. В процес-
се анализа проделанной работы выявляются типичные ошибки, анализиру-
ются причины неудач и успехов. Все выполненные учащимся работы оформ-
ляются в виде отчетов и собираются в личной папке достижений (портфо-
лио), которое кроме этого содержит характеристики, результаты контроль-
ных работ и тестов студента. Портфолио отображает объем выполненных 
работ, уровень сформированности компетенций, прилежание и самооценку 
студента.  
Индивидуальная образовательная траектория является активной формой обу-
чения, где инициатива принадлежит как преподавателю, который скорее вы-
полняет роль наставника и коллеги, так и самому учащемуся, создающему 
персональный образовательный маршрут [12]. 
Нелинейность образовательного процесса при реализации индивиду-
ального образовательного маршрута предоставляет большие возможности 
для самостоятельной работы студента, что способствует эффективному фор-
мированию профессионально значимых навыков будущего специалиста, 
один из которых – профессиональная коммуникация, при этом в условиях 
глобализации и международной интеграции на первый план выходит профес-
сиональная коммуникация специалиста на иностранном языке.  
Кроме индивидуальных ценностных ориентиров личностно-
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 программы, предназначенные непосредственно для обучения.  
В узком смысле термин «программное обеспечение обучения» отно-
сится только к комплексу программ, обеспечивающих изучение того или 
иного предмета [16, 18]. Разнообразие терминологии, описывающей такие 
программы, сопоставимо с разнообразием терминологии, связанной с опре-
делением компьютерного обучения в целом.  
В зарубежных исследованиях [33-36] для названиях обучающих про-
грамм используется множество терминов, от общих – «educational software» 
(программное обеспечение, предназначенное для использования в сфере об-
разования), «courseware» (программное обеспечение обучения), «educational 
course» (образовательный курс), «tutorial» (обучение) – до акцентирующих 
содержательные, структурные, технологические особенности программ и 
комплексность программного обеспечения, такие, например, как «hypermedia 
courseware» (гипермедийный курс), «hypermedia learning system» (гиперме-
дийная обучающая система), «computer-aided multimedia interactive learning 
environment» (компьютерная мультимедийная интерактивная обучающая 
среда).  
В отечественной литературе [17, 20, 23] наиболее распространенными 
являются понятия «автоматизированный обучающий курс» (АОК), «автома-
тизированная обучающая система» (АОС), «средства компьютерной под-
держки обучения», «электронный учебник» и т.д.  
Названия и определения программ для обучения языку включают тер-
мины «language learning system» (система обучения языку), «CALL software 
package» (пакет программ компьютерного обучения языку), «CALL system» 
(система компьютерного обучения языку), «dedicated language learning 
program» (программа обучения отдельному языку), «language workstation» и, 
соответственно, в отечественной литературе – «компьютерная программа для 
обучения языку», АОС для изучения языка (отдельных аспектов языка), 
«компьютерный языковой курс» и т.д.  
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Необходимо отметить, что в использовании терминов прослеживается 
та же тенденция, что и в целом в терминологии вычислительной техники, - от 
понятий, акцентирующих возможности автоматизации обучения в 70-е и 80-е 
гг. («автоматизированная обучающая система», «обучающий лингвистиче-
ский автомат»), к современным понятиям, использующим в качестве базовых 
терминов «компьютер», «компьютерный» («компьютерная обучающая про-
грамма», «компьютерная обучающая система»), а также определениям новых 
технологических возможностей: мультимедийная программа», гипертексто-
вый учебник» и т.п.  
Четкого разграничения таких понятий, как «автоматизированный учеб-
ный курс» – «компьютерный учебный курс» – «обучающая программа» – 
«автоматизированная обучающая система» (АОС), не существует. Как пра-
вило, АОС – это комплекс программ, который обеспечивает функционирова-
ние обучающей программы и позволяет разрабатывать новые курсы. Можно 
предположить, что «компьютерный учебный курс» или «электронный учеб-
ник» посвящены изучению какого-либо законченного курса или обладают 
большими сервисными возможностями по сравнению с просто «обучающей 
программой», но в конкретных программах это различие последовательно не 
реализуется. В большей степени это выражается в названии, данном автора-
ми своей программе; кроме того, обучающая программа может включать 
информационный блок, блоки учебных и контролирующих заданий, систему 
справочных программ, терминологические словари, а также инструменталь-
ные средства, позволяющие варьировать ее языковое содержание [24, 26, 36].  
Противопоставление терминов «компьютерный учебник» и «обучаю-
щая программа» представляется искусственным. Истоки такого противопос-
тавления лежат в том, что достаточно долго наиболее распространенными 
типами обучающих программ были тренировочные и контролирующие про-
граммы, которые жестко регламентируют деятельность обучаемого. Эти тер-
мины служат для обозначения программных продуктов, специально разрабо-
танных для использования в целях обучения (независимо от предмета изуче-
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ния, объема материала, структуры и других показателей как технического, 
так и методического планов) и содержащих систему учебных компьютерных 
заданий. Именно наличие этой системы отличает компьютерные обучающие 
программы от разнообразных прикладных программ (редакторов текстов, баз 
данных, электронных таблиц и т.д.), использующихся в обучении.  
 
1.5 Специфика компьютерных средств обучения 
При сравнении компьютерных и бумажных учебных пособий в первую 
очередь отмечаются предоставляемые компьютером технологические и ме-
тодические преимущества [36]. Они связаны со следующими возможностя-
ми:  
 индивидуализация обучения; 
 оперирование большими объемами информации;  
 комплексное воздействие на различные каналы восприятия;  
 неограниченное количество обращений к заданиям; 
 немедленное предоставление программой обратной связи и др.  
Как средство обучения компьютерная программа обладает целым ря-
дом характеристик [26, 23-25]. Основными особенностями компьютерной 
программы вообще и обучающей, в частности, являются:  
 интерактивность; 
 использование комплекса средств для предоставления информации 
(текста, графики, звука, анимации, видео); 
 нелинейность представления информации; 
 индивидуальность дизайна; 
 необходимость специальной подготовки пользователя для работы с 
программой.  
Рассмотрим вышеперечисленные характеристики подробнее.  
Интерактивность программы – это ее способность вести «диалог» с 
пользователем, т.е. реагировать на вводимые пользователем запросы или 
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команды. Особенностью человеко-машинного взаимодействия является при-
надлежность его к особому типу коммуникации, называемой интеракцией 
[30]. 
Интеракция предполагает не только обмен информацией между участ-
никами коммуникации, но также их совместную деятельность. Немедленная 
реакция системы на команды и запросы пользователя позволяет последнему 
определять и при необходимости корректировать свои дальнейшие действия. 
Интерактивность (работа в диалоговом режиме) является неотъемлемым 
свойством современных компьютерных программ.  
Способы ведения человеко-машинного диалога и его содержание опре-
деляются техническим уровнем и типом программ. Совершенствование воз-
можностей организации диалога с компьютером ведется в двух направлениях 
[19]:  
 развитие средств, позволяющих взаимодействовать с машиной на ес-
тественном языке; 
 разработка интерфейса, позволяющего создавать наиболее приемле-
мую для пользователя форму ведения диалога.  
Понятие «интерфейс» обозначает точку стыковки двух элементов, 
обеспечивающую их взаимодействие. В вычислительной технике различные 
типы интерфейсов реализуются на аппаратном и программном уровнях. В 
первом случае это разъемы, платы и другие средства соединения внешних 
устройств с компьютером, во втором – интерфейсы пользователя и интер-
фейсы, обеспечивающие работу приложений с конкретными операционными 
системами, позволяющие коррелировать работу операционной системы.  
Интерфейс пользователя позволяет человеку активно работать с про-
граммой и может быть представлен тремя (не являющимися взаимоисклю-
чающими) разновидностями: интерфейсом командной строки, интерфейсом 
на основе меню (горизонтального, вертикального, «всплывающего», «спус-




Для современных обучающих компьютерных программ не характерно 
использование интерфейса командной строки, наиболее распространенным 
является интерфейс на основе меню или графический.  
Специфика структуры и содержания диалога «пользователь (обучае-
мый)» – «компьютер» в обучающей компьютерной системе обусловлена тем, 
что обучающая программа обеспечивает взаимодействие одновременно с 
«учебным пособием», «преподавателем» и сложным технически устройст-
вом. Наиболее существенные различия между диалогом в обучающей про-
грамме и программах других типов проявляются в содержании обратной 
связи. Выполняя функции преподавателя, программа должна не только от-
реагировать на верные или неверные действия обучаемого, но и в том и дру-
гом случае оценивать и мотивировать его [15].  
Принципиальным отличием компьютерной обучающей программы от 
традиционного обучения под руководством преподавателя является активная 
роль обучаемого. Даже если программа строго регламентирует последова-
тельность, темп и объем работы, то решение о необходимости использования 
каждой конкретной программы, возможных способах применения и продол-
жительности работы с ней принимает все же пользователь. Если пользова-
тель считает, что программа не обеспечивает достижения поставленных це-
лей обучения или делает это недостаточно эффективно, он может в любой 
момент не просто прекратить взаимодействие с программой (независимо от 
того, предусмотрена ли такая возможность разработчиками или нет), но и 
вообще отказаться от нее [16, 33, 34].  
Возможность использования комплекса средств для представления ин-
формации – текста, звука, графики, мультипликации, видео – позволяет ре-
шать следующие задачи: 
 ориентироваться на различные каналы восприятия обучаемого; 
 варьировать режимы представления информации; 
 показывать явления в динамике. 
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При этом информационные обучающие технологии позволяют не про-
сто механически объединять эти средства, а использовать их для создания 
качественно новых возможностей обучения [19-22].  
Адаптивность в вычислительной технике подразумевает способность 
системы автоматически изменять свое функционирование в зависимости от 
определенных аспектов работы, состояния или внешних условий [14, 18]. Для 
компьютерного обучения адаптивные возможности означают наличие 
средств индивидуализации обучения. Параметры индивидуализа-
ции/адаптивности могут быть самыми различными и варьироваться очень 
широко, включая как интерфейсные и методические характеристики, так и 
параметры модели обучаемого. Это может быть, например:  
 выбор уровня сложности изучаемого материала; 
 выбор количества заданий; 
 коррекция системой содержимого и объема порций обучающей ин-
формации; 
 выбор времени на выполнение заданий; 
 выбор системы оценки; 
 настройка цветовой палитры экрана и т.д.  
Учет возможных параметров индивидуализации в обучающей компью-
терной системе зависит от того, насколько построенная модель обучаемого 
адекватна реальному объекту [21-23]. Одним из свойств компьютерной обу-
чающей программы, принципиально отличающих ее от традиционного под-
хода к обучению, является нелинейность представления информации [26,24]. 
Если при традиционном подходе к обучению содержание учебника представ-
лено как линейная последовательность разделов, то обучающая информация 
компьютерной системы является скрытым от пользователя. Пользователь не 
имеет возможности получить полное представление о содержании и возмож-
ностях программы столь же быстро, как это можно сделать при просмотре 
учебника. На основе экрана, который видит пользователь после запуска, 
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можно получить лишь общее представление о ее структуре и возможностях, 
которые детализируются только в процессе дальнейшей работы.  
Чтобы познакомиться с содержанием программы, как правило, требу-
ется ее «прогон» – последовательное выполнение основных операций про-
граммы. Такого беглого просмотра недостаточно для получения полного 
представления о языковом наполнении заданий, содержании системы помо-
щи, всех возможных режимах работы, особенностях обратной связи и т.п., 
как правило, для этого необходимо тщательное изучение программы. Для 
обучаемого подобная «закрытость» содержания может служить в определен-
ной мере мотивирующим стимулом к работе с программой.  
Индивидуальность дизайна – еще одна специфическая черта обучаю-
щих компьютерных программ [36,37]. Дизайн программы в этом случае по-
нимается в широком смысле, идущем от определения дизайна как «проекти-
рования», «разработки», и охватывает ее всю – от тонкостей разработки ал-
горитма обучения и способов управления программой, интерфейсного реше-
ния, представления обучающей информации до общей структуры програм-
мы, включая и дизайн в узком смысле – как ее оформление.  
Как правило, разработчики стремятся сделать программу не только 
функциональной, но и неповторимой, ярко индивидуальной. Компьютерная 
обучающая программа дает возможность для проявления творческого начала 
разработчиков. Способы презентации материала, его организация, интер-
фейсное решение не являются унифицированными и во многом зависят от 
квалификации и творческого потенциала разработчиков.  
Все описанные особенности компьютерных средств обучения выдви-
гают дополнительные требования к ученику – необходимость подготовки 
пользователя. Обучаемые должны владеть навыками работы на компьютере, 
в том числе навыками работы с обучающими программами.  
Разные типы интерфейса предполагают различную степень активности 
пользователя. Интерфейс на основе меню требует понимания терминов, обо-
значающих предлагаемые программой возможности. Для работы с графиче-
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ским интерфейсом необходимо понимание предлагаемой системы обозначе-
ний. Несмотря на то, что разработчики стремятся сделать интерфейс про-
граммы как можно более «дружелюбным» и интуитивным, начинающим 
пользователям, например, не кажутся естественными такие действия, как 
нажатие кнопки «ввод» или щелканье кнопкой мыши каждый раз после вы-
бора нужного пункта меню и т.д. Но эта проблема имеет весьма простое ре-
шение – подробное ознакомление с руководством пользователя и практика 
работы с программой.  
Наличие качественного программного обеспечения является одним из 
ведущих факторов успешной интеграции компьютерного обучения в учеб-
ный процесс. Оценка качества компьютерной обучающей программы отли-
чается особой сложностью, поскольку требует междисциплинарного подхода 
и привлечения данных таких наук, как лингвистика, информатика, психоло-
гия, эргономика и т.д. Параметры оценки в наиболее общем виде могут быть 
представлены тремя группами: технические, эргономические и методические 
[37].  
Техническим характеристикам большое внимание в оценке качестве 
уделялось в то время, когда технологические средства были еще недостаточ-
но совершенными. Например, одна из форм оценки качества компьютерных 
обучающих программ, разработанная в ФРГ в 1988г. оценивает техническое 
качество программы по следующим показателям: надежность работы про-
граммы, продолжительность загрузки, четкость общего представления про-
граммы, возможность запуска и возврата в любой момент к любой про-
граммной функции, качество графики, возможность распечатки изображения 
с экрана и записанных результатов и др. Важным моментом в становлении 
системы оценки стало появление понятия «технический стандарт» современ-
ной компьютерной обучающей программы. Программа, не обеспечивающая 
бесперебойности работы и четкого выполнения заявленных функций, рас-
сматривается в настоящее время как опытный образец, и не может быть се-
рийно использована без соответствующей доработки. Технический стандарт 
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современных программ для обучения языку требует, кроме того, определен-
ной конфигурации компьютера. Хотя нет прямой зависимости между техни-
ческими возможностями программы и ее образовательным качеством, обрат-
ная все же существует: современная программа для обучения языку без ис-
пользования средств мультимедиа не может быть признана полноценным 
средством обучения.  
Эргономическое качество программы связано с такими показателями, 
как соотношение цветов, выбор шрифта и его размера, расположение мате-
риала на экране и т.п. Для них в настоящее время выработаны определенные 
требования [21, 22, 36]. Что касается дизайна программы с эстетической точ-
ки зрения, то в этом плане оценка зависит от эстетического вкуса пользова-
теля и в определенной степени является субъективной.  
Методическому качеству компьютерных обучающих программ стало 
уделяться серьезное внимание с развитием технологических возможностей и 
накоплением опыта по их разработке и использованию [18, 36]. Современная 
программа должна предоставлять обучаемому возможность выбора последо-
вательность, объема и темпа работы, а также возможность выхода в любой 
момент. Отсутствие таких средств навигации воспринимается как стремление 
жестко управлять деятельностью обучаемого, что противоречит антропоцен-
трическим подходам как в области проектирования компьютерных систем, 
так и в сфере обучения [36, 37].  
Сложностью в оценке обучающей программы является то, что все ука-
занные параметры не реализуются изолированно друг от друга. Например, 
такое качество программы, как интерактивность, с одной стороны, является 
неотъемлемым свойством компьютерной программы, с другой стороны, слу-
жит психологическим средством мотивации обучаемого.  
Высокий уровень технологического и эргономического качества явля-
ется обязательным для современной компьютерной обучающей программы. 
Методическое качество программы определяется эффективностью использо-
вания технических возможностей в реализации поставленных целей обуче-
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ния. Исчерпывающая оценка программы может быть дана только на основе 
тщательной экспертизы, тем не менее, даже общее определение соответствия 
программы современным требованиям технического, эргономического и 
лингвометодического стандарта позволит, с одной стороны, исключить ис-
пользование программ, не соответствующих этим стандартам, а с другой 
стороны – осознать достоинства и недостатки программ, реализующих этот 
стандарт, и эффективно их использовать.  
 
1.6  Исследование разработанных аналогов 
Программа testEdu. Данная программа генерирует html тесты с исполь-
зованием javascript кода. Эти тесты можно использовать без подключения к 
автономно. Тесты получаются интерактивные, и учителю не надо будет про-
верять результат, программа сама проверит и выдаст процент правильно ре-
шенных заданий. С интуитивно понятным интерфейсом. 
 
Рисунок 5 – Окно генератора программы testEdu 
30 
 
Работа данной программы осуществляется по шаблону, текстовые данные 
берутся из заполненных текстовых полей и вставляются в уже готовый кон-
тейнер.  
 
Рисунок 6 – Пример теста 
ADTester – это пакет программ, предназначенный для проведения тес-
тирования. С помощью ADTester возможна организация проведения тестиро-
вания в любых образовательных учреждениях, будь то школа, университет 
или колледж. Тестирование может проводиться, как с целью выявления зна-
ний учащихся в той или иной области, так и для обучающих целей. С помо-
щью пакета можно легко создавать тесты по любым предметам школьной 
программы, по любым ВУЗовским дисциплинам, любые тесты для узкопро-
фессионального тестирования, различные психологические тесты и т.д.  
В своих тестах вы можете использовать различные шрифты, формулы, 
схемы, таблицы, HTML документы и любые OLE-объекты. Любой вопрос и 
ответ можно полноценно форматировать – различные шрифты, абзацы, спи-




Рисунок 7 – Окно генератора программы ADTester 
Программа Конструктор тестов. Программное обеспечение разработа-
но Павлом Козловским и работает под управлением Microsoft Windows. Ути-
лита «Конструктор тестов» предоставляет пользователям мощный и простой 
в использовании инструмент для создания высокопрофессиональных тестов 
для проверки знаний. Программу можно использовать как на домашнем ком-
пьютере, так и на компьютерах в школах или других учебных заведений. 
Программу состоит из двух функциональных блоков – «Редактор» и «Трена-
жёр». С помощью первого можно создавать, редактировать и удалять тесты, а 
с помощью второго осуществлять сам процесс тестирования. 
В число её возможностей входят неограниченное количество тем (тес-
тов), а также привязывание к созданному тесту музыкальное сопровождение, 
назначение звуковых эффектов в формате WAV, MID или RMI, добавление 
графических JPG, JPEG, BMP, ICO, EMF, WMF-файлов, AVI-видео файлов 
или форматированного текста. Имеется поддержка многопользовательского 
тестирования на одном компьютере с созданием персональной карточки для 
каждого пользователя. «Конструктор тестов» оснащён хранилищем результа-
тов, которое собирает и хранит результаты проведённых тестирований с раз-
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личных персональных компьютеров по локальной сети и отправляет их на 
сервер официального сайта программы в модуль «Администратор результа-
тов». 
 
Рисунок 8 – Окно программы конструктора тестов 
Имеется возможность сохранить текст в файл DB, DBF, TXT, HTML, 
XLS, DOC, RTF, PDF и другие или осуществить его печать на принтере; соз-
дание множественного выбора ответа, к примеру, выбор одного/нескольких 
правильных ответов, самостоятельный ввод ответа с клавиатуры или уста-
новка последовательности правильных ответов и другие; созданиерезервной 
копии, проверка орфографии, синхронизирование базы данных (экспорт в 
архив и импорт из него) для переноса с одного компьютера на другой или 
обмена данными с другим пользователем; копирование тем целиком или 
только выборочных вопросов; интернациональная поддержка языков; и мно-
гое другое. 
Генератор обучающих тестовых заданий LES. Данное программное 
обеспечение построено на генерировании большого числа заданий на основе 
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случайной генерации с последующей обработкой для выборки осмысленных 
вариантов заданий, состоит из редактора заданий и основной программы. 
Приложение имеет модульную структуру. Каждый модуль является обособ-
ленной частью набора типов заданий, которые требуются чтобы полностью 
написать учебник или экзамен по языку. Данное разработка предназначена 
для специалистов – филологов которые используя также разработанный язык 
к данной программе смогу форматировать задания изменяя и дополняя моду-
ли. 
  
Рисунок 9 – Окно редактора заданий 
Редактор модулей включает в себя два элемента для редактирования списка 
заданий и формирования готового набора заданий в виде дерева. В редакторе 
есть шаблоны типов заданий, с помощью который составителю легче разра-




Рисунок 10 – Функциональное наполнение 
Имеется возможность вставлять различные обьекты в задания, будь то 
изображения или звуковые файлы.  
 
Рисунок 11 – Редактор заданий 
В рассмотренных аналогах используется генерация путем подстановки 
данных в ограниченные шаблоны без возможности их дальнейшей 
доработки. И только в последней работе разработан собственный язык с 
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помощью, которого возможна доработка модулей, что в свою очередь будет 
требовать от пользователя дополнительных навыков и времени на его 
изучение.  
В следующей главе рассматриваются механизмы генерации 
используеме в разработке программного обечпечения. 
 
2 Генерируемое программное обеспечение 
В современных условиях, при разработке любого программного продук-
та, преследуется несколько целей – это получение качественного программного 
изделия за минимальный отрезок времени и при минимальных затратах ресур-
сов. Такие задачи, поставленные перед разработчиком, требуют глубокого ана-
лиза при выборе методов проектирования. Наиболее надежное программное 
обеспечение можно получить при автоматической генерации программного 
кода, тем самым сократив количество ошибок, которые возникают на этапе 
разработки. 
 
2.1 Процедурная генерация 
 Процедурная генерация – широко распространенный термин в разработке 
игр, и не только. Относится к контенту, создаваемому посредством какого-либо 
алгоритма, а не вручную [28]. 
 Процедурная генерация становится ведущей технологией проектирования 
контента сайтов и их визуального наполнения. Независимо от сферы использо-
вания процедурно генеративный дизайн можно охарактеризовать как контро-
лируемую последовательность элементов, выстраивающихся в единую форму 
или композицию по заданным параметрам. На плоскости это может означать 
генерацию группы фигур и расстановку их в композиционный ряд. В 3D среде 
генеративный дизайн применяют для получения ряда уникальных объектов, 
которые не будут выглядеть копиями друг друга. Принципы генерации исполь-
зуются для получения уникального контента путем увеличения трудозатрат на 
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производство программы, которая будет обрабатывать загруженную информа-
цию для получения финального результата. 
 Основные преимущества, которые дает использование технологии проце-
дурной генерации – это создание большого количества уникального контента и 
возможности его размещения. При этом работа дизайнера и модельера произ-
водится один раз – на этапе создания алгоритма и составляющих его частей. В 
этом случае мы исключаем момент, когда в проекте используется библиотека 
графических элементов, которую и могут наполнять дизайнеры в дальнейшем, 
для увеличения разнообразия полученного результата. Для принятия решения 
об использовании данной технологии, необходимо рассчитать затраты на напи-
сание программы и аналогичной ручной работы по созданию необходимого 
количества объектов. 
Рассмотрим те преимущества, которые дает нам генерация пользователь-
ского интерфейса [27]: 
 возможность абстрагировать бизнес-процессы от конкретной реализа-
ции пользовательского интерфейса. Впоследствии это позволит быстрее пере-
ходить к новым технологиям и платформам, изменять или внедрять новые биз-
нес-процессы. Абстрактная форма независима от технологии и остается преж-
ней. С минимальными изменениями ее можно использовать в генерации кода 
для новой технологии. Это является очень важным свойством, так как техноло-
гии разработки пользовательского интерфейса развиваются и меняются весьма 
быстро, по сравнению, например, с технологиями баз данных; 
 возможность систематизировать пользовательский интерфейс и сделать 
его единообразным во всем приложении. Это относится как к внешнему виду и 
функциональности, так и к внутреннему содержимому, организации структуры 
кода и соответствия ее стандартам; 
 скорость внедрения. Изменения могут быть быстро распространены по 
всему приложению, достаточно либо изменить шаблоны, либо изменить абст-
рактный файл определений; 
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 гибкость к изменениям. Разделение метаданных и шаблонов, а также 
большая скорость внедрения изменений при генерации позволяют легко и бы-
стро модифицировать приложения. Можно внедрять несколько вариантов ис-
полнения пользовательских операций, тем самым формируя богатый функцио-
нальный интерфейс; 
 существенно снижается количество ошибок. Сведен к минимуму чело-
веческий фактор при работе с кодом пользовательского интерфейса, содержа-
щего еще множество вызовов и команд, относящихся к другим уровням прило-
жения. 
Обычно в коде пользовательского интерфейса кроме него самого присут-
ствуют множество вызовов процедур из других уровней приложения, код биз-
нес-правил, код безопасности и другой код приложения. Практически всегда 
необходимо скопировать часть бизнес логики в код пользовательского интер-
фейса. Особенно это касается проверки корректности введенных пользователем 
данных. Требования бизнес логики могут содержать формат вводимых пользо-
вателем данных. И для облегчения нагрузки на сервер некоторые данные быва-
ет необходимо проверять с клиентской стороны [27].  
Также часто возникают опасения, что сгенерированный пользователь-
ский интерфейс будет скудным на внешний вид и бедным на функциональ-
ность. На это можно ответить, что генератор лишь повторяет ту работу, кото-
рую вы делаете вручную. Если изначально интерфейс плохо спроектирован и 
не продуман, слабо стандартизирован, то такие его качества будут автоматиче-
ски воспроизводиться генератором. А хорошо продуманный интерфейс будет 
генерироваться так же, как если бы был сделан вручную. 
Генератор может повлиять негативно на пользователь-
ский интерфейс только из-за необходимости стандартизации разнородного кода 
и связанные с этим сложности программирования, а также из-за ошибок самого 
генератора. Однако путем тестирования и хорошей организации кода интер-
фейса этого можно избежать. Напротив, более однородный и максимально 
стандартизированный код пользовательского интерфейса, полученный в ре-
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зультате эффективной генерации, оказывает положительное влияние на интер-
фейс, делает его узнаваемым, единообразным и более удобным в использова-
нии. 
Разработка хорошего и удобного пользовательского интерфейса является 
непростой задачей. Поэтому возникают опасения, что генерация кода может 
ухудшить его. Мы убедились, что причиной нежелания генерировать пользова-
тельский интерфейс является вовсе не сложность генерации, а неудобство, вы-
званное плохой организацией программной структуры интерфейса, наличием 
большого количества разнообразного кода внутри модуля самого интерфейса. В 
действительности, генерация кода помогает сделать пользователь-
ский интерфейс такого высокого качества и стандартизированности, какого при 
использовании ручного программирования достичь весьма трудно. Генерация 
пользовательского интерфейса дает самый сильный эффект по увеличению 
производительности труда разработчика. 
 
2.2 Разработка приложений с гибким интерфейсом 
Проблема унифицированных интерфейсов является актуальной в связи с 
выпуском различных версий графических приложений. Данная проблема реша-
ется на стыке таких наук, как информатики, теории компиляторов, теории алго-
ритмов и т.д. 
Вопрос о наличии гибких настроек интерфейсов требует исследований в 
рамках вопроса предоставления пользователю режима доступа к изменению 
проекции иерархии внутренних данных программы (баз данных, объектов ин-
терфейсов на различные формы представления данных). 
Отцом GUI (GUI – graphical user interface) считается Дуглас Карл Энгель-
барт (Douglas Karl Engelbart), опубликовавший в 1962 году свои идеи в докладе 
«Усиление человеческого интеллекта». Это был огромный скачек в мышлении 
на 1962 год, в связи с чем, доклад нашел поддержку и Дуглас получил финан-
сирование. Собрав группу ученых, Энгельбарт со своей командой разработали 
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элементы компьютерного интерфейса, такие как «мышь», «гипертекст» и за-
датки графического интерфейса.  
В последующем, над разработкой GUI работало множество компаний, 
среди которых самые значительные были Xerox и Apple, положившие старт 
новой эре инноваций в компьютерной графике. 
Таким образом, то, что раньше было фантастикой (а именно отказ от ис-
пользования перфокарт, ввод данных с терминала или же вывод в терминал 
результата), сейчас обычное дело. Однако разработки и идеи не останавливают-
ся. 
Проблема унифицированных GUI. При разработке графического интер-
фейса пользователя, разработчик(и) опираются на личное мнение дизайнеров. 
Однако дизайнер не может предусмотреть мнение всех пользователей относи-
тельно приложения, в связи с чем, всегда находятся пользователи недовольные 
текущим GUI. И если имеется альтернатива приложению, пользователь станет 
искать более приемлемый для него в использовании аналог. Концепция DWIM 
(Do What I Mean – «делай то, что я имею в виду») зачастую не соблюдается в 
современных приложениях. Дизайнерам, привыкшим к современным стандар-
там графических приложений, кажется вполне логичным определенные иконки, 
названия или же поведение элементов, что зачастую расходится с мнением 





Рисунок 12 – мультииерархия программного обеспечения 
Гибкий GUI, это не отказ от огромной работы дизайнеров, это самая лег-
кая возможность удержания и привлечения пользователя. Если пользователю 
что-то не нравится в дизайне, он волен сам подстроить его под себя.  
Большинство приложений позволяет изменить горячие клавиши, что яв-
ляется весьма удобным, как и изменения панели быстрого доступа. 
Но можно дать пользователю возможность не только изменить панель 
быстрого доступа, но и все остальные элементы подстроить под себя. Однако, 
вспоминая Unix и X Windows System, можно пойти и дальше, соединяя в ин-
терфейсе одного приложения, функции другого приложения. 
API (Application Programming Interface).  В такой модели, API следует 
реализовать с терминальным доступом, причем с возможность обработки вво-
димой команды, а также с базой данных API. Таким образом, любое приложе-
ние сможет создать процесс с нашим приложением, а используя базу данных 
получить информацию обо всех доступных командах [29]. Приведем следую-
щий пример. Возьмем некий файловый менеджер, который переходит по ката-
Дерево субъектов работы с ПО 




Дерево алгоритмов: циклов, 
условий и последовательностей 
операций и функций 
Дерево функций: арифметических, 
тригонометрических, логических, и 
т.п. 
Деревья систем переменных, базы 
данных и ресурсов компьютера и 
распределенных ресурсов сетей 
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логам и отображает их содержимое. Для каждого из этих действий, он исполь-
зует команду операционной системы, а результат после обработки выводит в 
графическом виде. При этом операционная система не использует меню (1 – 
перейти, 2 – вывести, и т.д.), а просто обрабатывает команду и (если необходи-
мо) выдает результат. 
Рассмотрим реализацию GUI. Существуют инструменты, с помощью ко-
торых можно довольно просто использовать данную модель. Один из них – 
декларативный язык программирования QML. QML очень похож на XML 
(eXtensible Markup Language — расширяемый язык разметки), поэтому можно 
создавать с помощью QML все окна приложения совместно с дизайнером, а 
потом позволить пользователю добавлять, удалять или же изменять элементы 
текущего окна. После сохранения пользователем, приложению всего лишь не-
обходимо выбрать дизайн окна пользователя за место заданного по умолчанию.  
Таблица 1 – Типы деревьев составляющих мультииерархическую  
систему программного обеспечения 
Типы объектов и явлений Пример 
 
Дерево объектов интерфейса Form1 
Pannel1 
  Table1 
  Pannel3 
      Button1 
   Pannel2 
    Image1 
    Memo1 
Дерево подобъектов Maket.Buyer.Taking.WhatIsTaken.PlaceToHold
.Form.Colour 
Дерево алгоритмов (условий, циклов и 
последовательностей) в методах 
For … do 
Begin 
  If … then 
  Begin else 
    For … do 
    Begin 
    End; 
    For … do 
Дерево или массивы параметров [[1,4],[ 2,6], [3,5],[1, 8]] 
Значения параметров X = 6.78, Y = 6.78 
Возможно применение порождающих грамматик над деревьями строк 
(таких как грамматики Монтегю) в целях генерации кода, обеспечивающего 
автоматическое добавление в программу функций гибкого интерфейса. 
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Таким образом, при обработке определенных объектов, например, закла-
док, можно будет порождать списки альтернатив этих объектов, например, 
панелей, дополнительных форм, панелей меню и выпадающих списков со 
ссылками на другие формы, закладки, панели, выпадающие меню. Что может 
дать возможность трансформировать интерфейс в сторону максимальной гиб-
кости.  
На основе такого простого редактора, встроенного в произвольную про-
грамму (посредством расширения и компиляции кода встроенными модулями 
языков программирования с использованием расширенных порождающих 
грамматик Монтегю) можно было бы копировать файлы настроек интерфейса 
своих друзей, известных людей из социальных сетей, работающих ради компь-
ютерного сообщества дизайнеров, художников и просто энтузиастов. Исполь-
зование модели гибкого интерфейса, может послужить хорошей возможностью 
удержать старых пользователей при выпуске новой версии продукта с графиче-
скими изменениями в приложении, а также привлечь новых пользователей, 
которых не устраивает GUI конкурента. 
 
2.3 Порождающие грамматики 
Для начала необходимо разобраться в основных понятиях и определениях [30]. 
 Определение: алфавит – это конечное множество символов. Предполага-
ется, что термин «символ» имеет достаточно ясный интуитивный смысл и не 
нуждается в дальнейшем уточнении.  
  Определение: цепочкой символов в алфавите V называется любая конеч-
ная последовательность символов этого алфавита.  
  Определение: цепочка, которая не содержит ни одного символа, называ-
ется пустой цепочкой. Для ее обозначения будем использовать греческую букву 
.  
Предполагается, что сама буква  в алфавит V не входит; она лишь помогает 
обозначить пустую последовательность символов.  
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  Определение: если  и  – цепочки, то цепочка  (результат приписыва-
ния цепочки  в конец цепочки ), называется конкатенацией (или сцеплением 
) цепочек  и . Конкатенацию можно считать двуместной операцией над це-
почками:   . Например, если   ab и   cd, то   abcd. Для любой 
цепочки  справедливы равенства:     . Для любых цепочек , ,  
справедливо ()  ()   (свойство ассоциативности операции конка-
тенации).  
  Определение: обращением (или реверсом) цепочки  называется цепочка, 
символы которой записаны в обратном порядке. Обращение цепочки  будем 
обозначать    . Например, если   abcdef, то     fedcba. Для пустой цепоч-
ки:    . 
  Определение: n-ой степенью цепочки  (будем обозначать    ) называет-
ся конкатенация n цепочек :         в количестве n элементов. Свой-
ства степени:     ;                . 
  Определение: длина цепочки – это число составляющих ее символов (или 
длина последовательности символов). Например, если   abbcaad, то длина  
равна 7. Длину цепочки  будем обозначать |  |. Длина  равна 0.  
  Определение: через |  |s обозначают число вхождений символа s в це-
почку .  Например, | babb |a  1, | babb |b  3, | babb |c  0. Определение: обо-
значим через V * множество, содержащее все цепочки в алфавите V, включая 
пустую цепочку . Например, если V  {0, 1}, то V *  {, 0, 1, 00, 11, 01, 10, 
000, 001, 011, ... }. 
  Определение: обозначим через V множество, содержащее все цепочки в 
алфавите V, исключая пустую цепочку . Следовательно, V *  V  {}. 
  Определение: язык в алфавите V – это подмножество множества всех 
цепочек в этом алфавите. Для любого языка L справедливо L  V * . Известны 
различные способы описания языков. Конечный язык можно описать простым 
перечислением его цепочек. Поскольку формальный язык может быть и беско-
нечным, требуются механизмы, позволяющие конечным образом представлять 
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бесконечные языки. Можно выделить два основных подхода для такого пред-
ставления: механизм распознавания и механизм порождения (генерации). Ме-
ханизм распознавания (распознаватель), по сути, является процедурой специ-
ального вида, которая по заданной цепочке определяет, принадлежит ли она 
языку. Если принадлежит, то процедура останавливается с ответом «да», т. е. 
допускает цепочку; иначе – останавливается с ответом «нет» или зацикливает-
ся. Язык, определяемый распознавателем – это множество всех цепочек, кото-
рые он допускает. 
  Определение: декартовым произведением A  B множеств A и B называ-
ется множество { (a, b) | a  A, b  B }.  
  Определение: порождающая грамматика G – это четверка  T, N, P, S , 
где:  
 T – алфавит терминальных символов ( терминалов );  
 N – алфавит нетерминальных символов (нетерминалов), T  N  ;  
 P – конечное  подмножество множества (T  N)   (T  N) * ; элемент 
(, ) множества P называется правилом вывода и записывается в виде  → ;  
называется левой частью правила,  – правой частью; левая часть любого пра-
вила из P обязана содержать хотя бы один нетерминал;  
 S – начальный символ (цель) грамматики, S  N. 
Грамматика представляет собой конечное описание формального языка. 
Формальный язык, в свою очередь, является произвольным множеством цепо-
чек, составленных из символов некоторого конечного алфавита. Произволь-
ность множества здесь понимается в том смысле, что оно может быть беско-
нечным, конечным или пустым [31]. 
Формализм порождающих грамматик Хомского был введен Ноамом 
Хомским в конце 50-х годов прошлого века. За короткое время этот формализм 
обрел необычайную популярность. Некоторое время порождающие грамматики 
рассматривались как панацея – универсальный подход для задания всевозмож-
ных языков, в том числе и естественных (т.е. языков, которые люди используют 
для повседневного общения между собой). Но время показало, что порождаю-
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щие грамматики для описания естественных языков не очень удобны. Сейчас 
порождающие грамматики применяются, в основном, для описания синтаксиса 
формальных языков, подобных языкам программирования и другим компью-
терным языкам [30]. 
Порождающая грамматика Хомского задается как множество «правил по-
рождения» (продукций). Каждое правило является просто парой цепочек (w', 
w'') и задает возможность замены левой цепочки на правую при генерации це-
почек языка, задаваемого грамматикой. По этой причине, правила обычно запи-
сывают в виде w' → w'', указывая конкретно, что на что можно заменять. Мно-
жество правил в грамматике должно быть непустым и конечным, и обычно 
обозначается латинской P [30]. 
Цепочки в правилах грамматики могут быть составлены из символов двух 
алфавитов: алфавита терминальных символов (терминалов) и алфавита нетер-
минальных символов (нетерминалов). Алфавит терминалов обозначают через 
T. Этот алфавит на самом деле совпадает с алфавитом того формального языка, 
который задает данная грамматика. Смысл термина «терминальный» состоит в 
том, что в правилах грамматики в левой части не может быть цепочек, которые 
составлены только из терминальных символов. Поэтому, если такая цепочка 
получилась в результате подстановки, то следующая процесс порождения це-
почки остановится (terminate). Нетерминальные символы используются в про-
межуточных порождениях цепочек. Смысл нетерминала в задании алгоритма 
порождения цепочки может быть самый разный и обычно зависит от типа 
грамматики, в которой этот символ используется. Различные примеры исполь-
зования нетерминальных символов будут рассмотрены ниже. 
Но один нетерминальный символ всегда имеет один и тот же смысл – он 
обозначает все цепочки языка. Называется этот нетерминал «начальным нетер-
минальным символов порождающей грамматики» и обычно обозначается по-
средством латинского S (start или sentence). В каждой порождающей граммати-
ке обязательно должно быть правило, левая часть состоит из единственного 
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начального нетерминала, иначе в данной грамматике нельзя будет породить 
даже одной цепочки. 
Язык порождающей грамматики. Порождающая грамматика Хомского 
задает язык посредством конечного числа подстановок цепочек из начального 
нетерминала грамматики на основе правил порождения. Опишем это чуть более 
конкретно. 
Шаг порождения w' alpha w'' → w' beta w'' состоит в замене подцепоч-
ки alpha на подцепочку beta в соответствии с правилом порождения alpha → 
beta. При этом, очевидно, из цепочки w' alpha w'' получается цепочка w' beta w''. 
Иначе говоря, если имеется некоторая цепочка и некоторая ее подцепочка явля-
ется левой частью какого-то правила грамматики, то мы имеем полное право 
заменить эту левую часть правила на правую. Конечная последовательность 
шагов порождений называется порождением. Нуль или более порождений бу-
дет обозначать знаком →*. Обозначение alpha →* beta говорит о том, что це-
почка beta получена из цепочки alpha конечным числом подстановок на основе 
правил порождения. В этом обозначении может быть так, что подстановка (по-
рождение) не была применена ни разу, в этом случае цепочка alpha совпадает 
с beta. 
Математическая формула такова: L = {w | S →* w}. 
Пусть язык L состоит из одной цепочки, которая состоит из единственно-
го символа a. Иначе говоря, L = {a}. Для порождения цепочки a достаточно 
одного правила S → a. Единственное порождение, которое может быть в дан-
ной грамматике – это S → a. 
Следует заметить, что для этого языка можно было бы ввести еще один 
нетерминальный символ, скажем, символ A, а также правила S → A и A → a. 
Тогда единственным порождением было бы следующее: S → A → a. Так как 
алфавит нетерминалов грамматики мы выбираем произвольно, становится по-
нятно, что даже для такого простого языка имеется бесконечное множество 
порождающих грамматик, задающих данный язык. 
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Язык простых арифметических выражений. Рассмотрим язык A = {a+a, 
a+a+a, a+a+a+a, ...}. Цепочки этого языка представляют собой последователь-
ности символовa, разделенных символами +. Как задать правила порождения 
этого языка? Заметим, что каждая цепочка языка начинается с символа a за 
которым идет одна или более цепочек +a. Соответственно, возникает мысль 
сначала породить символ a, а затем каждая цепочка языка будет получаться 
присоединением к этому символу справа одной или более цепочек +a. Чтобы 
отделить эти две стадии порождения друг от друга, введем нетерминальный 
символ A. Тогда, получим грамматику со следующими правила-
ми: S→aA,A→+aA,A→+a. Рассмотрим, например, как можно породить цепоч-
ку a+a+a. S → aA → a+aA → a+a+a. В этом порождении последовательно были 
применены все три правила: S→aA,A→+aA,A→+a. Язык A содержит беско-
нечное число цепочек, значит, ограничения на длину цепочки в этом языке нет. 
Единственный способ порождать цепочки неограниченной длины, это исполь-
зовать рекурсивные правила порождения, т.е. правила, в которых в правой час-
ти правила содержится его левая часть. В примере выше это правило A → +aA. 
Левая часть – это цепочка из единственного символа A, который также содер-
жится и в правой части. Такая рекурсия позволяет последовательно применять 
в подстановке одно и то же правила, увеличивая, сколько необходимо, длину 
порождаемой цепочки. Рекурсия может быть и опосредованной, через проме-
жуточные правила. Например, правила A → aBc, B → deA задают опосредо-
ванную рекурсию цепочки A.  
Классификация грамматик и языков по Хомскому. Определим с помощью 
ограничений на вид правил вывода четыре типа грамматик: тип 0, тип 1, тип 2, 
тип 3. Каждому типу грамматик соответствует свой класс языков. Если язык 
порождается грамматикой типа i (для i  0, 1, 2, 3), то он является языком типа 
i.  
Тип 0. Любая порождающая грамматика является грамматикой типа 0. На 
вид правил грамматик этого типа не накладывается никаких дополнительных 
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ограничений. Класс языков типа 0 совпадает с классом рекурсивно перечисли-
мых языков.  
Грамматики с ограничениями на вид правил вывода Тип 1. Грамматика G 
  T, N, P, S  называется неукорачивающей, если правая часть каждого прави-
ла из P не короче левой части (т. е. для любого правила  →   P выполняется 
неравенство |  |  |  | ). В виде исключения в неукорачивающей грамматике 
допускается наличие правила S → , при условии, что S (начальный символ) не 
встречается в правых частях правил.  
Грамматикой типа 1 будем называть неукорачивающую грамматику. Тип 
1 в некоторых источниках определяют с помощью так называемых контекстно-
зависимых грамматик. Грамматика G   T, N, P, S  называется контекстно-
зависимой (КЗ), если каждое правило из P имеет вид  → , где   1A2,   
12, A  N,   (T  N )  , 1, 2  (T  N) * . В виде исключения в КЗ-
грамматике допускается наличие правила с пустой правой частью S → , при 
условии, что S (начальный символ) не встречается в правых частях правил. 
Цепочку 1 называют левым контекстом, цепочку 2 называют правым контек-
стом. Язык, порождаемый контекстно-зависимой грамматикой, называется кон-
текстно-зависимым языком. 
Пусть L – формальный язык. Следующие утверждения эквивалентны: 1) 
существует контекстно-зависимая грамматика G1, такая что L  L(G1); 2) суще-
ствует неукорачивающая грамматика G2, такая что L  L(G2). Очевидно, что из 
(1) следует (2): любая контекстно-зависимая грамматика удовлетворяет ограни-
чениям неукорачивающей грамматики (см. определения). Доказательство в 
обратную сторону основывается на том, что можно каждое неукорачивающее 
правило заменить эквивалентной серией контекстно-зависимых правил. Язык, 
порождаемый неукорачивающей грамматикой, контекстно-зависим. Таким 




Тип 2. Грамматика G   T, N, P, S  называется контекстно-свободной 
(КС), если каждое правило из Р имеет вид A → , где A  N,   ( T  N ) *. 
Заметим, что в КС-грамматиках допускаются правила с пустыми правыми час-
тями. Язык, порождаемый контекстно-свободной грамматикой, называется 
контекстно-свободным языком. Грамматикой типа 2 будем называть контекст-
но-свободную грамматику. КС грамматика может являться неукорачивающей, 
т.е. удовлетворять ограничениям неукорачивающей грамматики. 
Для любой КС-грамматики G существует неукорачивающая КС грамма-
тика G', такая что L(G)  L(G'), любой контекстно-свободный язык порождается 
неукорачивающей контекстно-свободной грамматикой. Как следует из опреде-
лений, такая КС- грамматика может содержать не более одного правила с пус-
той правой частью, причем это правило имеет вид S → , где S – начальный 
символ, и при этом никакое правило из P не содержит S в своей правой части.  
Тип 3. Грамматика G   T, N, P, S  называется праволинейной, если каж-
дое правило из Р имеет вид A → wB либо A → w, где A, B  N, w  T*. Грам-
матика G   T, N, P, S  называется леволинейной, если каждое правило из Р 
имеет вид A → Bw либо A → w, где A, B  N, w  T * . 
Иерархия Хомского. Справедливы следующие соотношения:  
 любая регулярная грамматика является КС-грамматикой;  
 любая неукорачивающая КС-грамматика является КЗ-грамматикой;  
 любая неукорачивающая грамматика является грамматикой типа 0; 
 каждый регулярный язык является КС-языком, но существуют КС-
языки, которые не являются регулярными, например: L  {a n b n | n  0}; 
 каждый КС-язык является КЗ-языком, но существуют КЗ-языки, кото-
рые не являются КС-языками, например: L  {a n b n c n | n  0}; 
 каждый КЗ-язык является языком типа 0 (т. е. рекурсивно перечисли-
мым языком), но существуют языки типа 0, которые не являются КЗ-языками, 
например: язык, состоящий из записей самоприменимых алгоритмов Маркова в 
некотором алфавите.  
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Из вышеописанных соотношений следует иерархия классов языков: Тип 3 (Ре-
гулярные)  Тип 2 (КС)  Тип 1 (КЗ)  Тип 0: 
 
Рисунок 13 – Иерархия классов языков 
Рекурсивные порождающие грамматики [32]. Как известно, стандартные 
порождающие грамматики над строками имеют вид четверки в свою очередь 
рекурсивная порождающая грамматика будет иметь вид пятерки G =  T, N, P, 
S, C , где C – это множество подстрок интерпретируемых по своему синтакси-
су, как команды к системе генерации дерева строк порождающей грамматики. 
Порождение есть пошаговый процесс, в котором на каждом шаге из це-
почки, уже полученной на предыдущем шаге (в частности, из начальной), мож-
но путем применения к ней правил замены получить новую цепочку. 
При порождении фраз порождающей грамматикой используются различ-
ные синтаксические формы, в частности, указание на параллельную замену 
подстрок. 
При этом сами правила порождающих грамматик, имеющих вид «под-
строка1» + «подстрока2» + … + «подстрокаn» → «подстрока1’» + «подстро-
ка2’» + … + «подстрокаn’», будут иметь следующие добавления в синтаксисе 
внутреннего описания правил, а именно после любой строки может находиться 
команда вида: «строкаi» + «строкаi+1» + … {название_базы_правил, глуби-
на_генерации, количество_строк}. 
Таким образом, предложенные подходы позволяют успешно осуществ-
лять генерацию различных строк подмножеств грамматически и семантически 
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осмысленного естественного языка, например, испанского, английского, не-
мецкого и частично языков программирования. 
3 Описание практической части 
Основной задачей, для решения поставленной цели, являлась разработка 
модели трансформаций, описывающей механизм сужения множества порож-
даемых подстрок путем синхронных преобразований.  
3.1 Описание модели трансформаций 
На основе языка типа 0, получаем множество перечисляемых цепочек, 
которые охватывают все возможные варианты, тем самым имеем избыток эле-
ментов.  
 
Рисунок 14 – Множество вариантов цепочек порождений 
Чтобы уменьшить данное избыточное нечеткое конечное множество, не-
обходимо добавление изменений в правила порождения и расстановка в тексте 




Изменения в порождающей грамматике G’ = {T, N’, P’, S’} будут затра-
гивать: Р’ – правила порождений, N’ – множество нетерминалов, и входную 
конструкцию S’. 
1) S’ =    →  
  расстановка специальных символов, указывающих на элементы 
синхронных преобразований производится в ручную по входной строке, в 
дальнейшем предполагается настройка, автоматической расстановкой данных 
элементов; 
2) N’ представляет собой расширение алфавита нетерминалов, путем добавле-
ния связанных цепочек. 
3) Р’ правила порождения дополняются таким образом, что преобразование 
подстроки будет происходить лишь в тот момент, когда пройдена вся строка и 
определены все связанные цепочки. 
 
Рисунок 15 – График распределения порождаемы цепочек 
На рисунке 15 в виде графика изображена разница в использовании дан-
ных методов, где: 
S – количество сгенерированных вариантов; 
i – шаги итерации; 
М1 – множество всех возможных вариантов; 
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М2 – множество с использованием механизма синхронных преобразова-
ний. 
Mopt – уровень при котором, порождаемое множество будет достаточ-
ным, для описания всех полезных вариантов. 
Для расчета множеств М1 и М2 воспользуемся формулами (1) и (2): 
  =    
  
                                                                                                    (1) 
 
  =    
     
                                                                                                (2) 
 
i – элемент входной строки; 
n – количество элементов; 
j – количество правил порождений для элемента; 
j’ – разница между j и количеством синхронных преобразований.   
 
 
Рисунок 16 – множества М1 и М2 
Тем самым мы получим коэффициент полезности Q, который в дальней-
шем возможно использовать при добавлении новых методов, для их сравнений. 
 = 
       
         




3.2 Структурная схема работы программы 









Выборка и сохранение 
полученных шаблонов
 
Рисунок 17 – Структурная схема работы программы 
 входная строка представляет собой набор текста, как программного ко-
да, используемого при написании оформления интернет страниц, так и осмыс-
ленных текстовых заданий; 
 алфавит нетерминалов, записывается в виде последовательности строк; 
 правила порождения также являются последовательностью строк, пре-
образований. 
Программа имеет два режима работы: 
1)  генерация компьютером случайных предложений на основе выбранных 
подстановочных грамматик; 
2)  выбор пользователем необходимого шаблона из дерева вариантов и 





3.3 Функции программы 




Рисунок 18 – Функции программы 
 
 
Рисунок 19 – Общий алгоритм работы программы 
Алгоритм работы программы представляет собой последовательные опе-




3.4 Визуальное отображение программы  
 
Рисунок 20 – Окно программы 
Главное окно разбито на 4 блока: 
 1й – выводится входная строка с расстановкой символов связи, обозна-
ченных как [1], [2]; 
 2й – представляет собой окно вывода сгенерированного шаблона, в нем 
удаляются символы связи, для последующего сохранения (копирования); 
 3й – дерево генерации вариантов, в нем происходит удаление совпа-
дающих вариантов, а также удаление вариантов, в которых не присутствует 
связь; 
 4й – стандартная функциональная панель, с функциями ввода, показа 
словарей, сохранения, и запуска функции преобразований. 
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3.5 Входные данные 
На вход программе подается: 
 входная текстовая строка, в которой необходимо расставить символы 
связи;  
 
Рисунок 21 – Входная текстовая строка 
 правила порождений, в которых показаны, связи синхронных преобразо-
ваний. 
 
Рисунок 22 – Правила порождений 
3.6 Применение программы 
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Наряду с использованием данной программы для генерирование тексто-
вых заданий, также возможно её применение для генерации программного ко-
да. 
 
Рисунок 23 – Пример генерации скрипта для замены фона страницы 
 
Исходя из количества правил трансформации, получаем большую 





Рисунок 24 – Результат подстановки сгенерированного скрипта в тело html 
станицы 
 
3.7 Платформа для развертывания программы 
Операционная система Windows XP, Windows 7, Windows Vista. 
Язык программирования:  Delphi. 
Delphi – императивный, структурированный, объектно-ориентированный 
язык программирования, диалект Object Pascal. 
Система Delphi позволяет решать множество задач, в частности: 
 создавать законченные приложения для Windows самой различной на-
правленности: от чисто вычислительных и логических, до графических и муль-
тимедиа; 
 быстро создавать (даже начинающим программистам) профессиональ-
но выглядящий оконный интерфейс для любых приложений;  




 высокопроизводительный компилятор в машинный код; 
 объектно-ориентированная модель компонент; 
 визуальное  построение приложений из программных прототипов; 
 масштабируемые средства для построения баз данных.  
Простота, скорость и эффективность Delphi объясняют ее популярность. 
Delphi имеет один из самых быстрых компиляторов, порождающий, тем не 
менее, весьма и весьма неплохой объектный код. Есть и другие достоинства: 
простота изучения Object Pascal; нововведения вроде свойств (properties); про-
граммы, написанные на Delphi, не требуется снабжать дополнительными биб-
лиотеками (в отличие от связки C++/MFC). Модель программирования в Delphi 
– компонентная, что позволяет пользоваться компонентами, написанными дру-
гими разработчиками, даже не имея их исходного кода. В Интернете есть ог-
ромное количество компонентов, значительная часть которых распространяется 
бесплатно. К достоинствам можно отнести очень быстрый браузер классов и 



















В результате проделанной работы была разработана универсальная про-
грамма для генерации варьируемых шаблонов, на основе которых, при учете 
написания правил трансформации и использовании метасимволов, можно будет 
создавать и изменять наполнение, как на уровне программного кода, так и на-
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