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Abstract
Renewable energy resources are becoming critical players in the electricity
generation sector, primarily due to viability in combating global warming, effectiveness
in reducing pollution caused by fossil fuel based generation, and diversifying energy mix
to ensure energy security and sustainability. Solar energy is one of the most common
types of renewable energy that has grown rapidly over the past decade and is anticipated
to grow even faster in the future. Power supply from renewable resources is forecasted to
surpass other types of generation in a foreseeable future. Numerous factors, including but
not limited to the dropping cost of solar technology, environmental concerns, and the
state and governmental incentives, have made the path for a rapid growth of solar
generation. However, increased generation from renewable resources exposes the power
system to more vulnerabilities, conceivably due to their variable generation, thus
highlighting the importance of accurate forecasting methods. An accurate solar
forecasting method, which takes into account generation variability and is able to identify
associated uncertainty, can support a reliable and cost-effective deployment. More and
more large-scale solar PV farms are expected to be integrated in the existing grids in the
foreseeable future in compliance with the energy sector renewable portfolio standards
(RPS) in different states and countries. The integration of large-scale solar PV into power
systems, however, will necessitate a system upgrade by adding new generation units and
transmission lines.
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This dissertation proposes a forecasting model that aims to enhance the
forecasting result and reduce errors. The proposed model utilizes a new approach to
overcome some of significant challenges in solar generation forecasting. The model
includes different data processing stages in order to ensure the quality of the data before
it is fed to the forecasting tool. The model undergoes further enhancement such as
forecasting methods combination and multilevel measurements application. Numerical
simulations exhibit the merits of the proposed method through testing under different
weather conditions and case studies. Moreover, a co-optimization generation and
transmission planning model is proposed to maximize large-scale solar PV hosting
capacity. The solution of this model further determines the optimal solar PV size and
location, along with potential required PV energy curtailment. Numerical simulations
study the proposed co-optimization planning problem with and without considering the
solar PV integration and exhibit the effectiveness of the proposed model.
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Chapter One: Introduction
Renewable generation has become a viable source that can provide sustainable
and inexpensive supply of electricity, due to significant technological advances and many
local and national incentives. However, generation from renewable resources has
confronted variety of challenges, mainly because of the inherently variable generation.
Such variability is caused by various climatic parameters such as temperature, air
pressure, cloudiness, etc. [1]. An accurate forecast of generation of these resources will
provide the power system operator with the ability to track and regulate any generation
variability form variable resources through dispatching controllable generation resources
in a coordinated fashion [1].

Figure 1.1 The new added U.S. electric generation from 2010 to 2018 [2].

The growth in the amount of generation from renewable energy resources has
been unprecedented. This growth is driven by the environmental concerns associated with
CO2 emissions and the global warming, as well as the state and governmental support of

1

renewable resources, combined with the falling cost of the renewable energy technology.
As shown in Fig. 1, 30% of the newly added generation capacity in the U.S. in the first
three quarters of 2018 came from solar with a total of 6.5 GW, 51% of it being utilityscale PV. The cumulative installed solar PV in the U.S. is currently at 60 GW and this
number is expected to double over the next four years. However, the generation
variability of these resources, especially at high levels of penetration, may cause an
inimical effect on power system operation.
One of the main
Introduction

challenges is therefore to perform as accurate as possible

Renewable power generation has seen a tremendous growth in recent years because it has
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The characteristics of variability and uncertainty of PV solar power have been studied
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see forenergy
exampleforecasting
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2 to one time resolution. This makes it
are used in these studies, however, are typically fixed
difficult to analyze the variability across several timescales. The studies use either a one- or twostage scheduling model when determining the commitment of generation resources and their
dispatch. This refers to using either a perfect forecast of VG or simulating one single chance of
forecast error, where the scheduling is updated only once, which typically reflects the impact of
long-term day-ahead forecast error. In reality, forecasts are updated continuously as the system

reduce the uncertainty and provide system operators with the ability to plan ahead and
control any fluctuations form renewable generation by increasing or decreasing
generation from controllable generation units in a more efficient way.

Figure 1.3 U.S. solar energy deployment [4].

In December 2015, legislation was singed to extend the solar Investment Tax
Credit (ITC) through 2020 in the Unites States. The ITC extension will result in more
than 72 GW of PV to be deployed from 2016 through 2020. Fig. 1.3 depicts the projected
solar PV deployment in this timeframe [4]. With such increase in solar generation
installations, a proper forecasting is needed to help power system operators safely
integrate solar generation and accordingly optimize electricity production and system
management.
1.1 Solar Forecasting Challenges and Techniques
Forecasting is not only essential for variable generation, but also useful in load
forecasting. In addition, some energy economics quantities such as the electricity price
should be forecasted to help with grid’s operation, maintenance, and planning [5]. An
accurate renewable generation forecast will provide benefits by (i) Minimizing penalties
and charges due to imbalance of generated power, (ii) Providing a good knowledge of
3

future energy market trading, and (iii) Helping to carry out reliable operation and
maintenance planning [6].
1.1.1 Solar Forecasting Challenges
The current forecasting methods have confronted variety of challenges that are the
source of high forecasting error. When comparing the load forecasting errors to solar
forecasting errors, it is clear that the solar forecasting is less accurate due to several
reasons: First, the time series of solar irradiance is less predictable compared to load
forecasting. This is because of the non-stationarity nature of the solar data. The noncontinuity of the solar data pattern due to weather changes has imposed significant
limitations to forecasting models [7]. So, during the clear sky conditions (sunny) as in
Fig.1.4 (a), it is obvious that the patterns are noticeable and the forecasting error is less in
these conditions. However, if the weather conditions vary, the pattern of the time series is
hardly predictable as in Fig. 1.4 (b).
The second challenge that imposes limitations to forecasting model is the change
of daytime hours from one day to another during the forecasting horizon (i.e., the sunset
and the sunrise). As shown in Table 1.1, the daytime hours change every day. This will
impact the pattern of the time series and hence increase the error relatively. The third
challenge is the lack of long-term historical solar irradiance data. The long-term
forecasting usually requires a long range of dataset to be trained so the model can extract
patterns of the time series.

4

(a)

(b)
Figure 1.4 Solar irradiance for four consecutive days (a) Sunny, (b) Partly cloudy.

Therefore, the solar irradiance is highly dependent on cloud cover and the
daytime hours. In addition, the solar irradiance shows a weak stationarity character in
terms of a repetitive pattern. Such variations in pattern will cause difficulty to predict any
future changes in solar irradiance and limits the application of historical data to highly
correlated ones. Also, the forecasting model requires a large historical dataset to be
trained and such amount of data is most likely difficult to be found as solar measurements
are limited [7].
Table 1.1 Sample of Selected Sunrise and Sunset time and Daytime hours
Day

Sunrise

Sunset

Daytime hours

22-Jan

7:15

17:06

9 h, 51 min

18-Jul

5:46

20:24

14 h, 38 min

3-Nov

6:30

16:54

10 h, 24 min

5

1.1.2 Solar Forecasting Techniques
Forecasting methods can be categorized into three different methods: Physical,
Statistical, and Hybrid [8]. Physical models tend to be good for long term forecasting.
Two common physical models are the NWP and the satellite sky imagery. The NWP is
based on the physics of the atmosphere which uses current observations of the weather
and processes this data to predict the future states using super computers. The satellite
and cloud imagery based model is a physical forecasting model that analyzes clouds [9],
[10]. Under low sun elevations, low irradiance conditions, and high spatial variability, the
errors of satellite and cloud images can increase significantly. In [11] a 17% RMSE for
half hour cloud index forecast and 30% RMSE for 2 hours forecast is regressive (AR),
moving average (MA), or both (ARMA). The persistence model is the simplest way for
forecasting which basically predicts the future value, assuming it is the same as the
previous value. Time series models are based on the historical data and defined as a
sequence of observations measured over time, such as the hourly, daily, or weekly. It is a
stochastic process as observations could be random. Hybrid models merge two
forecasting techniques to improve the forecast accuracy. The basic idea of hybrid models
is to overcome any deficiency of using an individual model, such as regression models, to
take the advantage of each individual model and combine them to reduce forecast errors.
For instance, the NWP model can be combined with the ANN by feeding the outputs
from the NWP as input to the ANN. In [12], a hybrid model is developed using the
satellite imaging as inputs to ANN.

6

1.2 Solar Forecasting State of the Art
There are extensive studies on solar generation forecasting based on variety of
methods with the common goal of minimizing the forecasting error. Using an efficient
forecasting tool, power system operators will be able to schedule generation, obtain
operating reserves, and administrate changes in loads and power outputs economically.
Solar forecast is used in power industry to shape generation portfolios. For instant in
Germany, the traded solar capacity in energy market is 38 GW. Such amount of capacity
would robustly have an effect on market prices [13]. Forecasting is commonly performed
using physical or statistical models, or a combination of the two. Physical models rely on
the physics of the atmosphere by observing the current weather conditions and predict the
future climate parameters using supercomputers. Physical models are appropriate for
long-time horizons and can be divided into two categories of numerical weather
prediction (NWP) and the satellite/cloud imagery. The NWP utilizes the current
observations in atmosphere, which are processed to produce hundreds of meteorological
elements such as temperature and solar irradiance through a process called assimilation.
There are different NWP models such as global forecast system (GFS) and the ERA5 by
the European center for medium range weather forecast [14]. In [15], different NWP
models are analyzed to predict 14 hours of GHI, where the resulted root mean square
error (RMSE) ranges from 20% to 40%. The satellite/cloud imagery helps understand the
cloud motion by knowing the cloudiness with high spatial resolution. By understanding
the cloud motion, the cloud position can be predicted, and thus the solar irradiance can be
forecasted [10].
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The statistical models require a large set of historical data in order to form a
relationship between input and other important factors to forecast the output. These
models rely on different mathematical algorithms to recognize the time series trends and
patterns. The common statistical models are persistence model, which predicts the next
value based on the previous value, autoregressive (AR), moving average (MA),
autoregressive and moving average (ARMA), and artificial neural networks (ANNs).
Time series models aim to predict the future sequence of observations using historical
data over various time horizons such as hourly, daily, or weekly. As the observations
could be random, the time series is referred as a stochastic process [16]. Time series
models focus only at the patterns of the data. In order to forecast a time series, these
patterns should be identifiable and predictable. One of the most widely-used time series
models is the ARMA model, which was created by Peter Whittle in 1951 and thoroughly
developed and explained by Box-Jenkins in 1971. The ARMA model can be represented
mathematically as following:
p

q

i=1

j=1

X t = ∑ Φi * X t−i +∑ β j * εt− j + εt

(1.1)

Here Φi is coefficient for AR part, β j is the coefficient for MA part, εt is the
white noise, and p and q are the orders of the AR and the MA, respectively. In [17], for
one-hour ahead forecast, the ARMA model improves the accuracy, the mean square error
(MSE), over the persistence model by almost 44.38%. It should be noted that the time
series has to be stationary before it is fed to the ARMA model [18]. The artificial neural
network (ANN) is another viable statistical forecasting method. The ANN is inspired by
the idea of the human biological neural system. These models have the ability to process
8

a complex nonlinear time series and find the relationship between the input and the target
output using different training and learning algorithms. There are different types of
ANNs such as the recurrent neural network (RNN), feed forward neural network (FFNN),
and radial basis function neural network (RBFNN). A detailed review of different ANNs
for solar forecasting applications is provided in [19]. Hybrid models have become more
attractive to forecasters as they offer the combined advantages and reduce the limitations
of other methods. Hybrid models are basically combining two forecasting methods in
order to get a better forecasting accuracy. In [20], a hybrid model of a variety of
forecasting models is proposed to predict the next 48 hours solar generation in North
Portugal. The hybrid model has shown an improvement of 57.4% over the persistence
model and 34.06% over the statistical model. Some of the viable solar forecasting models
in the literature can be found in [21]–[33].
There are a few major sources of error in solar forecasting: (i) the time series of
solar irradiance is unpredictable, caused mainly by weather changes and partial/full cloud
cover. As a result, the solar time series is considered non-stationary. Solar has a clear
pattern of hourly solar irradiance in clear sky days while it has fluctuations and changes
in the patterns due to climate changes. Statistical methods, such as learning-based models
used in forecasting, require the time series to be stationary; and (ii) the solar irradiance
changes every day based on the duration of the day and sunrise/sunset times. When the
duration is different, the historical data cannot be easily used to forecast solar irradiance.
For example, the solar data from one day before, one week before, or one month before
cannot be suitable to make a viable forecast, while the data from one year before (on the
same exact date) is useful as it has similar sunrise/sunset times. This drawback limits the
9

number of available data points to a set of selected points, which may not be adequate to
perform an accurate forecast [34][35].
1.3 Solar PV Integration to Power Systems
By 2023, over 14 GW of solar PV capacity is expected to be installed annually
[2]. Such large-scale solar PV integration poses multiple challenges to system control and
operation due to the specific characteristics of the solar generation, including variability
and uncertainty. Solar PV is considered an intermittent resource due to its output
variations. Its generation is also uncertain as there is a lack of ability to perfectly predict
the variations [36]-[37]. An extensive study on key challenges imposed by the integration
of large-scale solar PV to the transmission grid is discussed in [38], where being ‘zero
inertia’ is further discussed as one of the main concerns.
The study in [39] discusses the adverse effects of low system inertia on the
system’s angle and frequency stability due to large-scale solar PV integration. Other
challenges discussed in [38] associated with large-scale solar PV integration are voltage
regulation and stability. A study is conducted in [40] to exhibit the negative impact of
large-scale solar PV on voltage stability when integrated in the Western Electricity
Coordinating Council (WECC) system. In [41], authors analyze system stability in case
of large-scale and distributed solar PV generation, where it is concluded that the
distributed solar PV generation is preferred over large-scale integration from a stability
viewpoint.
Various studies discuss the grid performance and the operational economics when
the solar PV is integrated at different levels of penetration. In [42], authors study the
operation and the benefits of 25% solar energy penetration in the Western
10

Interconnection, which is a large portion of the WECC operated by a group of utilities in
Arizona, Colorado, Nevada, New Mexico, and Wyoming. The paper concludes that it is
operationally feasible by the Western Interconnection to adopt 25% solar energy
penetration if specific operational practices and infrastructure changes are applied to the
grid. A study conducted by the National Renewable Energy Laboratory (NREL), titled
“the Eastern Renewable Generation Integration Study (ERGIS)” investigates the impact
of 30% renewable energy (solar and wind) penetration on the Eastern Interconnection
(EI) [43]. The study exhibits the technical potential for EI to accommodate up to 400 GW
solar and wind generation. The study reports multiple findings with respect to solar PV
and wind integration to EI, and accordingly concludes that at high penetration of solar PV
and wind, the operation of thermal and hydro generation changes, different operation
patterns are formed at sunrise and sunset, and transmission flows experience a rapid
change.
The market of wind and solar PV experiences unprecedented growth in the last
decade due to renewable energy polices. In the near future, some states aim to achieve a
target renewables portfolio standard (RPS), where utilities have to ensure that a
percentage from the electricity, they sell comes from renewable energy resources. For
instant, Hawaii requires to accomplish 100% RPS by 2045 [44]. A study is presented in
[45] to evaluate the integration of 50% renewables to meet the renewables portfolio
standard (RPS) in California in 2030.
In the past decade, an extensive research has been conducted on how to optimally
size and integrate solar PV in the distribution grid, which is referred to as hosting
capacity. In [44], an optimization-based method is presented to determine the hosting
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capacity for distributed generation (DG) resources including solar PV, considering
various performance measures. The use of active and reactive power control strategies to
increase the hosting capacity through testing different solar PV inverters is demonstrated
in [45]. The study in [46] presents a dynamic solar hosting capacity calculation in
microgrids in case of transition from the grid-connected mode to the islanded mode.
More hosting capacity studies can be found in [47]–[50].
The problem of generation and transmission expansion planning has been
investigated in many previous studies. Authors in [51] provide a framework to analyze
transmission expansion planning problem from various perspectives including
mathematical models and fundamental concepts, available software tools, and
educational opportunities. The study in [52] proposes two models to evaluate output
power associated with large-scale wind turbines and solar PV. A probabilistic generation
expansion planning model is studied in [53] while taking solar PV variability
and generator outage possibility into account. This study, however, does not consider unit
commitment and transmission line limits. The effect of solar PV penetration on system
reliability is investigated in [39], where it concludes that strict performance requirements
are needed in case of high solar PV penetration to keep the system reliable. The study in
[54] analyzes the impact of large-scale wind and solar PV on net load, where it shows
that negative net load leads to renewable generation curtailment. Authors in [55]
highlight the effect of DERs on design, operation, and regulation of transmission
systems.
Although extensive research exists on generation and transmission expansion
planning problem, only a few studies are available in the literature in which the concept
12

of large-scale solar PV planning is discussed. The study in [56] presents an optimizationbased model for large-scale solar PV planning from a private investor perspective so as to
pave the way for the investor in making decisions for PV sitting, sizing, and the time of
investment. Leveraging a Differential Evolution algorithm, the study in [57] proposes a
least-cost generation expansion planning model with solar power plants. Reference [58]
studies large-scale solar PV in order to address economic, energy security and
environmental challenges confronting power systems. A probabilistic generation
portfolio modelling tool is further presented with the objective of minimizing cost and
CO2 emission.
1.4 Dissertation Outline
This dissertation is organized as follows:
Chapter 2 proposes a new approach to overcome one of the most significant
challenges in solar generation forecasting, i.e., the limited availability of the stationary
data sets. This challenge is addressed by converting the non-stationary historical solar
irradiance data into a stationary set, which will be further validated using an ADF test.
This conversion will be followed by a neural network-based forecasting and proper postprocessing steps. Numerical simulations exhibit the performance of the proposed method
Chapter 3 proposes a two-stage day-ahead solar forecasting method that breaks
down the forecasting into linear and nonlinear parts, determines subsequent forecasts, and
accordingly, improves accuracy of the obtained results. To further reduce the error
resulted from nonstationarity of the historical solar radiation data, a data processing
approach, including pre-process and post-process levels, is integrated with the proposed
method.
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Chapter 4 presents a solar photovoltaic (PV) generation forecasting model based
on multi-level solar measurements and utilizing a nonlinear autoregressive with
exogenous input (NARX) model to improve the training and achieve better forecasts. The
proposed model consists of four stages of data preparation, establishment of fitting
model, model training, and forecasting. The model is tested under different weather
conditions. Numerical simulations exhibit the acceptable performance of the model when
compared to forecasting results obtained from two-level and single-level studies
Chapter five proposes and develops a co-optimization generation and
transmission expansion planning model with the objective of maximizing large-scale
solar PV hosting capacity. In the proposed model, dispatchable generation units and
transmission lines are expanded in a way that the system will be able to host a maximum
capacity for large-scale solar PV penetration. A decomposition approach is applied to
coordinate planning and operation problems, and further ensure the computational
efficiency of the proposed model.
Chapter six investigates the effect of the solar PV large ramp rate in the operation
of the IEEE 33-bus test system. A one-hour time horizon with a resolution of 1 minute of
solar PV output has been used to investigate the possible voltage fluctuations caused by
the solar generation ramp rate. The simulation results show that mitigation of the ramp
rate can reduce the standard deviation in daily voltage values compared to the case when
the ramp rates are not mitigated.
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Chapter Two: Day-ahead Solar Forecasting Using Time Series Stationarization
2.1 The Proposed Forecasting Model
The global horizontal irradiance (GHI) is the main solar irradiance component
considered in this dissertation. The GHI is the total amount of irradiance received by the
surface horizontal to the ground. It consists of both Direct Normal Irradiance (DNI) and
Diffuse Horizontal Irradiance (DHI). The GHI used in this dissertation is available to
public [59] for different locations in the U.S provided by National Renewable Energy
Laboratory (NREL). Two different GHI data sets were used which are the historical GHI
and the clear sky GHI. The clear sky GHI represents the peak GHI that could be received
at the surface during a clear sky condition.
The proposed model consists of three stages to forecast the GHI and as shown in
Fig. 2.1. The model includes three stages of data pre-processing, forecasting, and data
post-processing. After the output of the model is obtained, errors are calculated, using
multiple error criteria, to determine the solution accuracy. These three stages are
presented in detail in the following:
2.1.1 Stage 1: Data Pre-Process
Before data are fed into the forecasting tool, the data set is modified under the
data pre-processing stage. The pre-processing includes: removing the offset, removing
nighttime GHI values, detrending, and normalization. Removing the offset is achieved by
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subtracting the historical GHI from the clear sky GHI using (2.1). The GHI scattered by
cloudiness or other factors is represented by the deviated GHI that is the result in (2.1) as
shown in Fig. 2.2.

GHI dev. (t,h) = GHICSK (t,h) − GHI his. (t,h)
GHI norm. (t,h) = GHI dev. (t,h) / GHICSK (t,h)

h ∉ nighttimehours
h ∉ nighttimehours

(2.1)
(2.2)

The resultant data in (1) are a function of time and location that reflects all
meteorological data that affects solar irradiance such as cloudiness and aerosol. The next
process after removing offset is to remove the nighttime GHI values. The solar irradiance
varies during the daytime and it is zero during the nighttime. By knowing the sunrise and
sunset for each day, this step can be accomplished regardless of the length of the daytime.
The sunrise and sunset times are fixed for each specific day for the same location over the
years. The complete list of sunrise and sunset times can be found in [60]. This resultant
data from previous two steps are introduced to model fitting in order to detrend the solar
time series. The solar time series is a non-stationary time series that has to be
stationarized before it is fed to the forecasting tool.
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Data Pre-Processing

Remove nighttime values
Remove offset
Data Detrending
Apply AlSadah Model It

Residual series

Rt=Yt-It

No

Is it stationary?
ADF test

Yes
Forecasting

Establish Fitting model for
Target using TSNN
No
Is fitting Model ok?

Yes
Use ARMAX to predict
Output

Identify coefficients for
ARMAX
Data Post-Processing

Add nighttime values
Find the target GHI
MAPE

Is MAPE OK?
Yes
Predicted GHI
Figure 2.1 The flowchart of proposed model for GHI forecasting
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Figure 2.2 GHI difference between clear sky GHI and historical GHI

Various detrending models are discussed in [61] and [62] and in both, authors
have concluded that the Al-Sadah’s model, which is also referred as high order
polynomial model, works more efficiently than other detrending models such as Jain,
Baig, and Kaplains.
The high order polynomial model can be represented as follows [63]:

I t = a0 + a1h + a2 h 2 + ... + an h n

h ∉ nighttimehours

(2.3)

Where constants a( , a* … a, can be found by fitting the actual data of solar time
series using least squares regression analysis. After the model is analyzed, a stationary
test is applied to residuals to check if the data is stationary or not.
The test used in this dissertation is the Augmented Dickey–Fuller (ADF) test [34].
The ADF test examines whether there is a unit root in the time series. If there is a unit
root, which means that the test result is above the critical value, the null hypothesis
should be accepted and the time series is not stationary, otherwise the null hypothesis is
rejected and the time series is stationary. The ADF model can be presented as follows:
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Δxt = µ + βt + ρ xt−1 + δ1Δxt−1 + δ2 Δxt−2 + ...+ δ p Δxt− p + et

(2.4)

Here µ is a constant called drift, b a coefficient that represents the trend, p is the
number of lags or the order of the autoregression process, and et represents random
variables with zero mean. The detrending is tested first on the hourly average of the
month since the specific day’s series is less predictable due to variations caused by
different factors. Then, if the fitting model is stationary, the model is applied to the
historical hourly GHI to predict day-ahead GHI.
The last step in data pre-processing is normalization. Some data sets have
extreme values that could lead to distorting the forecasted result. Also, by using
normalization, all data sets will be under the same reference scale, thus the variability as
a result of changing solar irradiance peak will be eliminated. The normalization in actual
data is performed by dividing the resultant data from previous steps over the associated
clear sky solar irradiance in the same day as in (2.2). The outputs from (2.2) are
normalized GHI values ranging from 0 to 1. Also, normalization is performed in the data
output from fitting model using (2.5). Data normalization ensures the quality of the input
data before it is fed to the forecasting model.

I tNorm (t,h) = I t (t,h) / GHICSK (t,h)

h ∉ nighttimehours
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(2.5)
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Figure 2.3 Daytime hourly GHI in cloudiness and clear days

2.1.2 Stage 2: Forecasting
In this stage, the pre-processed data are introduced to the forecasting tool, here the
neural network (NN). The historical detrended GHI data are fed to the model as an input
and the actual GHI is fed as a target. The NN model is established by entering the number
of hidden layers. The historical data is trained using different training methods and the
error is analyzed. The training process continues until the error between the forecasted
and the actual GHI is minimized given the inputs, weights, number of hidden nodes and
layers as illustrated in (2.6). The actual N outputs and the forecasted outputs are
^

GHI norm.k and GHI norm.k , respectively. The weights between neurons arew and v. If the
desired accuracy is not achieved, i.e., an acceptable error, the step is repeated by using a
different NN structure. The feed-forward neural network (FFNN) is the simplest model in
NN and is used in this dissertation due to its promising results in forecasting. The
objective of this method is to forecast N outputs given m inputs as represented in (2.7).
However, any other method can be utilized without loss of generality.
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^
1 N
min E(w,v) = ∑ (GHI norm.k − GHI norm.k )2
2 k=1

(2.6)

( y(tm+1 ), y(tm+2 ),..., y(tm+n )) ≈ f (x(t1 ), x(t2 ),..., x(tm )

(2.7)

2.1.3 Stage 3: Data Post-Processing
The resultant forecasted data from stage two represent the daytime GHI values in
normalized form. So, stage three is the reverse of the first stage. Stage three includes
three processes: denormalization, adding nighttime hours, and calculating the forecasted
GHI.
The processed data is denormalized through multiplying the hourly peak clear sky
GHI by the hourly output GHI from stage two as in (2.8). Then, the nighttime values are
added in the second process using sunrise and sunset times in addition to the daytime
duration. The final step is to subtract the previous resultant GHI data from the clear sky
GHI to obtain the actual forecast values using (2.9).

GHI denorm. (t,h) = GHI NN (t,h) *GHICSK (t,h)

GHI forecast (t,h) = GHICSK (t,h) − GHI denorm. (t,h)

∀h

(2.8)

∀h

(2.9)

2.2 Numerical Studies
A day-ahead forecast under various weather conditions is performed to show the
significance of the stationary data sets in improving the forecast accuracy. MAPE is
calculated to evaluate the performance under each case. The following cases are studied:
Case1: Forecast using stationary data.
Case2: Forecast using non-stationary data.
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Case 1: Forecast using stationary data.
The hourly solar GHI used in the simulation is obtained from NREL [59]. First,
the hourly actual and clear sky irradiance monthly average (for March 2010) is calculated
to fit the high order polynomial as in (2.3). Then the data undergoes the first two
processes in stage one which are removing the nighttime hours and removing the offset.
The resultant data is fitted using Al-Sadah’s model as shown in Fig. 2.4.

Figure 2.4 Actual hourly average for month of March and the fitting model series

The residual, which is the difference between the actual series and fitting series, is
computed. Fig. 2.5 depicts the residual series after detrending by the Al-Sadah’s model.

Figure 2.5 The residual after detrending
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In the ADF test to check if the series is stationary or not, “daftest” command in
Matalb was used to test the stationarity using the significance level of 0.05. The test
result is summarized in Table 2.1.

Table 2.1 The ADF Test for The Detrending Model-Case1

Statistical
Power
0.001

Significance
level
0.05

Test
result
-5.12

Critical
value
-1.957

RMSE

NRMSE

4.30

0.032

The test result is below the critical value and that means there is no unit root in
the data tested, so the null hypothesis should be rejected and the time series is stationary.
The statistical power shows the probability that the detrended time series has unit root.
As shown in Table 2.1, the probability in the detrended model is very low which
confirms the conclusion.
The forecasting accuracy is checked using a variety of error measures, including
the following three indicators: root mean square error (RMSE), normalized root mean
square error (NRMSE), and mean absolute percent error (MAPE):

MAPE =

1 N GHI (t)actual − GHI (t) forecast
*100
∑
n t=1
GHI (t)actual

RMSE =

1 N
(GHI (t)actual − GHI (t) forecast )2
∑
n t=1

RMSE =

1 N
∑ (GHI (t)actual − GHI (t) forecast )
n t=1
1 N
∑ (GHI (t)actual
n t=1
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(2.10)

(2.11)

(2.12)

The model is further tested under cloudy conditions to check if the model can
detect variations due to cloud movement. In this case, the data from May 4th was
detrended and used as an input to the forecasting tool in order to predict solar GHI of
May 5th, which was a cloudy day. Fig. 2.7 depicts the forecasted solar.
Multiple days are forecasted using the proposed method under different weather
conditions. First, the data of March 7th, 2010 is detrended and then used as historical data
to train the forecasting model and to predict the next day, i.e., March 8th 2010, which was
a partially cloudy day. The forecast result is depicted in Fig.2.6.
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Figure 2.6 The actual and predicted for March 8th, 2010
250
Actual Solar GHI
Predicted Solar GHI

200

W/m

2

150

100

50

0

2

4

6

8

10

12
houre

14

16

18

20

Figure 2.7 The actual and predicted for May 5th, 2010

24

22

24

Finally, the model was tested under clear sky condition (sunny). August 13th was
selected to be the target and the data from previous day, August 12th, was detrended and
used as input to train the model and forecast output as shown in Fig. 2.8. Table 2.2
summarizes the performance of the forecasts using different accuracy indicators.
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Figure 2.8 The actual and predicted for August 13th 2010
Table 2.2 Forecast Performance under Different Weather Conditions-Case1

Weather

MAPE

RMSE

(%)

(W/m^2)

Day
Condition

NRMSE

P. Cloudy

March 8th

0.811

1.609

0.025

Cloudy

May 5th

0.799

10.582

0.047

Sunny

August 13

0.639

10.066

0.032

Case 2: Forecast using non-stationary data.
The hourly GHI data for March 2010 is tested, using ADF, for checking
stationarity and the output results are summarized in Table 2.3. As presented, the test
result is above the critical value, which indicates that there is a unit root and null
hypothesis should be accepted. As a result, the available solar irradiance is a nonstationary time series. This data is directly fed to the neural network forecasting tool to
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forecast GHI values for different test dates under various weather conditions. The
resultant MAPE is summarized in Table 2.4. As the obtained results indicate, the forecast
is more accurate under clear sky conditions, i.e., a sunny day, compared to other days
with cloud cover, conceivably due to the GHI variability during cloudy days. Moreover,
the error in cloudy and partly cloudy days is almost the same, but it cannot be generalized
for other days with similar weather conditions.
Table 2.3 The ADF Test for Hourly Average GHI For March 2010 – Case 2

Statistical Power
0.47

Significance level

Test result

Critical value

0.05

-0.465

-1.9567

Table 2.4 Forecast Performance – Case 2

Weather Condition

Day

MAPE (%)

Partly Cloudy

April 8

2.624

Cloudy

May 5

2.670

Sunny

August 13

1.117

2.3 Discussion
As shown in Table 2.2, the MAPE for the day-ahead forecast is below 1%. The
new model has shown a promising result for 24 hours ahead forecast under different
climate conditions. Moreover, even with existence of variations due to clouds in some
days, the proposed model has shown the ability to detect such fluctuations. The NRMSE
is also below 0.05, which indicates that the model has presented a very good result and
can potentially outperform many of the current forecasting methods. The results show
that the application of stationary data set could reduce the MAPE ranges by as much as
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42% in sunny days and 70% in cloudy days. The high accuracy of the forecast would
allow power system operators to predict any sudden fluctuations in the solar output and
perform the proper control actions. The model has different features when compared to
the existing methods:
• The model converts the solar irradiance time series to a stationary time series and
apply ADF test to check the stationarity.
• The model has shown a significance decrease in MAPE when compared to
exiting methods.
• The new model performs well under different weather conditions, including
cloudy conditions.
• The new model reduces the size of the time series to almost half by removing
nighttime values, which accelerates the time needed for simulations.
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Chapter Three: Two-Stage Hybrid Day-Ahead Solar Forecasting
3.1 The Architecture of The Forecasting Model
Fig. 3.1 depicts the architecture of the proposed decomposed forecasting model.
The forecasting model uses two cascaded stages based on Nonlinear Autoregressive
Neural Network (NARNN) and the Autoregressive Moving Average with Exogenous
Input (ARMAX). The main advantage of this decomposed model is to process both linear
and nonlinear parts of the solar time series. NARNN deals with the nonlinear part of the
forecasting and is used to predict a fitting model based on the historical stationary solar
data. On the other hand, ARMAX considers the linear part of the forecasting and is used
to forecast solar irradiance using the predicted fitting model as an input. These two stages

Stage 1

along with data processing is explained in the following:
Hourly Solar Time Series

Data Preparation

Train the model based on previous
detrended data

Establish Fitting Model
using NARNN

Stage 2

Exogenous Input: Target Fitting Model
Identify coefficients for ARMAX

ARMAX to Forecast
Output
Adjust the Output

Predicted GHI

Figure 3.1 The architecture of the proposed forecasting model.
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3.1.1 Data Preparation and Preprocessing
The solar data considered in this model are the horizontal global irradiance (GHI)
that represent the solar irradiance received at horizontal surface on the ground. The
historical GHI data are analyzed and undergone several preprocessing steps to ensure the
quality of the data.
The GHI data preparation includes removing GHI nighttime values, removing
offset, and detrending. The historical GHI is subtracted from the maximum received GHI
under clear sky conditions to remove the offset. The resultant data from this process
represent solar irradiance scattered by clouds or other factors. The resultant data are more
dependent on the location and time that reflects other meteorological data. The next step
is to consider only daytime hours, as solar output at nighttime hours is zero. Reducing the
size of the data is achieved by eliminating the nighttime values provided that the time of
sunrise and sunset, which will further reduce the simulation time.
Statistical models require data set to be stationary before it is applied to
forecasting model. The output data from the two previous steps are detrended and then
tested using the Augmented Dickey–Fuller (ADF). The ADF test validates the
stationarity of the time series. The ADF test checks if there is a unit root. If test result
comes below a defined critical value, then the time series is stationary and the null
hypothesis should be rejected. Otherwise, the time series is considered nonstationary and
the null hypothesis should be accepted. Different detrending models are addressed and
compared in [61].
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The detrending model used in this dissertation is Al-Sadah’s model as represented
mathematically in (3.1). Constants a0, a1,…, an are determined using the least square
regression analysis to fit the actual data set:

Yt = a0 + a1h + a2h 2 + ...+ an h n

(3.1)

Where h is the local time. After the data are tested for the stationarity and
verified, it will be normalized to obtain a number between 0 and 1. Normalization is an
important step to ensure all data sets are under same reference scale, and to eliminate any
variability due to the changes in the peak of the clear sky irradiance. More detail on GHI
data preprocessing can be found in [64].
3.1.2 Forecasting – Stage 1: Nonlinear Autoregressive Neural Network
The NARNN model is a time series model that requires a large set of historical
data. In order to train the model and predict the fitting model, a large set of the previous
hourly stationary data from the target day are used. One key issue is that the larger
number of days that are used for the training, the more accurate the prediction will be.
The NARNN is presented in (3.2) where d is the number of previous hourly samples,
determined through trial and error.
Once the fitting model is achieved, it is introduced as an exogenous input to the
second stage of the forecasting, i.e. ARMAX. The predicted fitting model form this stage
plays an active role in forecasting of the next stage, where a more accurately predicted
fitting model in the first stage better ensures a more precise forecasting result in the
second stage. The architecture of the NARNN is depicted in Fig. 3.2.

y(t) = f ( y(t −1), y(t − 2),..., y(t − d ))
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(3.2)
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fn
Figure 3.2 The architecture of the NARNN

In order to evaluate the performance of the fitting model the coefficient of
determination R2, which ranges between 0 and 1, is calculated as in (3). If R2 =1, the
NARNN is able to predict the fitting model without any error, while R2 =0 means that the
NARNN is not able to predict the fitting model and further training is needed.
⎡ N
⎤
2
⎢ ∑ (GHI (t)actual − GHI (t) forecast ) ⎥
⎥
R 2 = 1− ⎢ t=1N
⎢
⎥
2
⎢ ∑ (GHI (t)actual − GHI (t)actual ) ⎥
⎣ t=1
⎦

(3.3)

3.1.3 Forecasting – Stage 2: Autoregressive Moving Average with Exogenous
Input
The autoregressive moving average model with exogenous input includes two
parts and can be mathematically represented as in (3.4).
(3.4)

A(q)y(k) = B(q)u(k) + C(q)v(k)

Where, A(q)=1+a1q-1+…+anq-n, n is the order and a1,…,an are coefficients for the
AR part. B(q)=b1+b2q-1+…+bmq-m+1, m is the order and b1,…,bm are coefficients for the
input. C(q)=1+c1q-1+…+crq-r, r is the order and c1,…,cr are coefficients for the MA part.
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In order to find the coefficients for both AR and MA parts, the previous day is
used to train the ARMAX model and estimate coefficients. The order of the ARMAX can
be identified using the partial and autocorrelation plots. More detail on how to estimate
the order of ARMAX model can be found in [65]. In addition, the Akaike Information
Criterion (AIC) can be used to determine the order of ARMAX model. The AIC is
modeled under different ARMAX orders and the best order is the one with the lowest
AIC [66]. However, in this paper another method is used to find the orders of the AR and
the MA. It is assumed that the orders of both the AR and the MA are the same, and then
the error value is calculated by increasing the orders. The point with the least error for
test data is considered as the best order for the ARMAX model. Fig. 3.3 shows the
procedure of finding the order of the ARMAX model.
Once the ARMAX is developed, the fitting model predicted from Stage 1 is
introduced as an exogenous input to this stage and the target output is forecasted. To
achieve the final GHI, the forecasted output resulted from the ARMAX is adjusted as
well.
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Figure 3.3 Determining AR and MA orders based on error value.

3.1.4 Data Finalization
The output data from the second stage are in normalized form and represent GHI
values excluding nighttime hours. So, in order to adjust the predicted GHI values, the
GHI data are normalized and nighttime values are added. Finally, the forecasted GHI is
calculated.
The performance of the model is accordingly evaluated by calculating the
Normalized Root Mean Square Error (NRMSE) as in (3.5).
N

NRMSE =

1
* ∑ (GHI(t)actual − GHI(t) forecast )2
N t=1
N

1
* ∑ GHI(t)actual
N t=1

(3.5)

3.2 Numerical Simulations
The hourly GHI data for the Denver International Airport are used for forecasting
[59]. The proposed model is applied to three test days under different weather conditions,
and the R2 and the NRMSE are computed to evaluate output result in stage 1 and 2,
respectively. The coefficient R2 is used to evaluate the performance of the fitting model
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resulted from the NARNN, and accordingly the NRMSE is applied in the ARMAX
model to evaluate the efficiency of the forested GHI. In order to present the effectiveness
of the proposed two-stage forecasting model and show the role of the data detrending, the
following cases are studied:
Case 1: Forecasting using the proposed model with stationary data.
Case 2: Forecasting using the proposed model with nonstationary data
Case 3: Forecasting using only one stage instead of the proposed two-stage
method
Case 1: Using Two-Stage Model with Stationary Data.
In this case, stationary data with the proposed two-stage forecasting model are
used for solar forecasting. In this respect, first, the historical GHI data undergo mentioned
processes to ensure stationarity before the data are fed to NARNN. Second, the NARNN
is trained based on the stationary data to establish the target fitting model. Fig. 3.4 depicts
the fitting model predicted by the NARNN model for a cloudy day. The calculated R2 is
0.90, which reveals that the predicted fitting model is close to the target and the fitting
model is well predicted in order to be fed to Stage 2. Third step is to introduce the fitting
model to the Stage 2 forecasting, i.e., the ARMAX model. The ARMAX model is
developed using order 2 for both AR and MA. It should be noted that the previous day is
used to train the model and identify ARMAX coefficient. The ARMAX model forecasts
the output as shown in Fig. 3.5. The NRMSE is calculated as 0.085.
In order to evaluate the efficiency of the proposed model, Case 1 is further
applied to two additional days. The predicted fitting model by Stage 1 and the forecasted
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GHI resulted from Stages 2 for the partly cloudy day are depicted in Figs. 3.6 and 3.7,
respectively. Similarly, the fitting model and the forecasted GHI for the sunny day are
respectively shown in Figs. 3.8 and 3.9. Table 3.1 summarizes the obtained R2 and the
NRMSE for each of the studied days. As tabulated in Table 3.1, the NARNN detects the
fitting model and the ARMAX forecasts the GHI quite accurately. Moreover, the
proposed two-stage model with stationary data can accurately forecast not only the sunny
days, but also the cloudy and partly cloudy ones.
Table 3.1 R2 and NRMSE for the Fitting Model and forecasted GHI in case 1.

Weather Condition

R2

NRMSE

Cloudy

0.90

0.085

Partly Cloudy

0.91

0.100

Sunny

0.86

0.048

Case 2: Using Two-Stage Model with Data.
Data stationarity has a significant Nonstationary role in forecasting solar
irradiance. This case aims at investigating the effect of using stationary data in the
proposed method. In this regard, the proposed two-stage method is utilized but instead of
feeding stationary data to the model, the nonstationary data are used. The simulation
processes including Stages 1 and 2 (fitting model predicted by NARNN and the ARMAX
model) are completely executed for Case 2 without the pre-processing. Table 3.2
compares the NRMSE values in this case with the same three days as in Case 1. The
NRMSE values for the two-stage method using nonstationary solar data are higher
compared to NRMSE values computed before. That means even though the cascaded
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two-stage method is a useful approach to deal with nonlinear and linear parts of the
forecasting, the data stationarity plays a critical role in the accuracy of the results.
Case 3: Using One-Stage Forecasting Method.
To show the merits of the two-stage method over a single-stage method, the
forecasting is performed using only one stage, here the NARNN. In this case, the
stationary data are applied to forecast the target days. That is, similar to Case 1, the
historical GHI data undergo preprocess to ensure stationarity before the data is used in
the NARNN. It is then trained based on the historical data set considering a similar
number of previous hourly samples, as in Cases 1 and 2. Table 3.2 shows the NRMSE
values for the single-stage method comparing with the proposed two-stage method in
Case 1. The two-stage method in Case 1 has a better performance in solar forecasting as
the NRMSE values are much less than this case, exhibiting the advantages of the twostage method over a single-stage method. These results advocate on the merits of
decomposing model to reap the benefit of both linear and nonlinear parts in the proposed
model.
Table 3.2 The NRMSE for Different Case Studies

Weather
Condition

NRMSE (Two-Stage
model and
stationary data)

NRMSE (Two- Stage
model and
nonstationary data)

NRMSE (One stage
model NARNN)

Cloudy

0.085

0.3007

0.512

Partly Cloudy

0.100

0.6799

0.9899

Sunny

0.048

0.212

0.301
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Figure 3.4 The fitting model for the cloudy day using NARNN.
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Figure 3.5 Forecasted GHI for the cloudy day using ARMAX.
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Figure 3.6 The fitting model for the partly cloudy day using NARNN.
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Figure 3.7 Forecasted GHI for the partly cloudy using ARMAX.
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Figure 3.8 The fitting model for the sunny day using NARNN.
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Figure 3.9 Forecasted GHI for the sunny day using ARMAX.
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3.3 Discussion
The maximum NRMSE for one day ahead forecast using the proposed two-stage
model and stationary data under different weather conditions is 0.1, which is a promising
result. In the proposed model, the minimum NRMSE is achieved in a sunny day, which is
quite expected as the trends of the solar time series under clear sky conditions are more
predictable. Nevertheless, the two-stage model accuracy has improved by 71% to 85%
when using stationary data compared to nonstationary data. Finally, the two-stage model
outperforms the single-stage model and reduces the NRMSE by almost 83% to 90%.
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Chapter Four: Day-Ahead Solar Forecasting Based on Multi-level Solar
Measurements
4.1 Forecasting Model Outline and Architecture
Fig. 4.1 depicts the three levels of solar PV measurements: customer, feeder, and
substation. The proposed model aims to outperform the forecast applied at each solar
measurement level. The forecast in each level is performed using a nonlinear
autoregressive neural network. The mean absolute percent error MAPE is accordingly
calculated as in (4.3) for each level, and denoted as EC, EF, and ES for customer, feeder,
and substation, respectively. This model aims to reduce the forecasting error to be less
than the minimum of EC, EF, and ES. Fig. 4.2 depicts the three datasets, which are

Substation

processed under different stages and explained in the following.

Feeder level

Customer level

Substation level
Figure 4.1 Multi-level Solar PVs installed at different locations.
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Hourly solar PV generation at customer
(C), feeder (F), and substation (S) levels
Forecast using NARNN
and calculate the errors
EC, EF , ES
Data PreparationStage 1
Preprocessed Data at customer, feeder,
and substation level
Fitting Model
Establish a fitting model using NARNN
at customer, feeder and substation level
Forecasting2
Select the best fitting model with
2
maximum R
Train the model
based on the
previous
preprocessed data

Forecast the output using NARX

Calculate the new error (En)

NO
En<min (EC , EF , ES )
Yes
Data post-processing and final output
Figure 4.2 The flowchart of the multi-level solar PV generation forecasting.

4.1.1 Data Preprocessing and Adjustment
The data used in the simulation represent the total solar PV generation. The data
preparation includes removing offset, normalization, removing nighttime values, and
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stationarization. More detail about data preprocessing can be found in [64]. The data
preparation is to ensure the quality of dataset before it is inputted to the forecasting
model. This step includes the simulation of maximum power generated from solar PV at
clear sky conditions. This is achieved by simulating the maximum solar PV generation at
clear sky conditions using the system advisory model (SAM) provided by National
Renewable Energy Laboratory (NREL) [67]. The maximum solar irradiance along with
different metrological inputs in clear condition are fed to SAM in order to simulate the
maximum solar PV generation. Fig. 4.3 presents the flowchart for data preparation.
Clear sky solar
PV generation

Benchmark data

Data
preprocessing

Stationarity check

Figure 4.3 The flowchart for data preparation.

4.1.2 Fitting Model
By using NARNN, the fitting model is created for each level. In this respect, the
NARNN model utilizes a large set of historical data in order to train the model and then
forecast the output. It is applied to the three datasets, including customer, feeder, and
substation in order to establish the three fitting models. The best fitting model among the
three is selected using the coefficient of determination R2. The coefficient of
determination examines the proportion variance of the predicted fitting model. The
coefficient of determination can be expressed mathematically as in (1), where P(t)actual is
the average of the actual data over the number of samples. The R2 ranges from 0 to 1,
where 0 represents that the fitting model is not predictable, and 1 means that the NARNN
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is able to predict the fitting without any error. So, the best selected fitting model among
the three is the one with maximum R2.
⎡N
⎤
2
⎢ ∑ (P(t)actual − P(t) forecast ) ⎥
⎥
R 2 = 1− ⎢ t=1N
⎢
⎥
2
⎢ ∑ (P(t)actual − P(t)actual ) ⎥
⎣ t=1
⎦

(4.1)

4.1.3 NARX Forecasting
NARX is a time series model that predicts the output using historical values y(t)
as well as inputs x(t). The NARX model is presented in (4.2), where d is the number of
considered historical values. The fitting model is fed as an input to NARX along with the
previously preprocessed data. The NARX is trained and the output is forecasted. Fig. 4.4
depicts the architecture of the NARX. The goal is to forecast a day-ahead solar PV
generation with a new error En, which is less than the minimum of the three errors as
shown in the flowchart in terms of a condition.
y(t) = f (x(t −1),.., x(t − d), y(t −1),.., y(t − d))

(4.2)

4.1.4 Data Post-processing and Accuracy Check
The output from the forecasting model is post-processed by denormalizing,
adding nighttime values, and calculating the final solar output as explained in detail in
[64]. MAPE and the root mean square error (RMSE) are calculated as in (4.3) and (4.4),
respectively.

MAPE =

1 N P(t)actual − P(t) forecast
∑
N t=1
P(t)actual
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(4.3)

1 N
* ∑ (P(t)actual − P(t) forecast )2
N t=1

RMSE =

Hidden Layer

x(t-1)
…
x(t-d)

neuron

(4.4)

Output Layer

fn
fn

Σ
y(t-1)
…
y(t-d)

fn

y(t)

fn
Figure 4.4 The architecture of the NARX

4.2 Numerical Simulations
The hourly solar PV generation of three levels including customer (C), feeder (F),
and substation (S), for a specific area in Denver, Colorado are utilized to perform
forecasting. The data used in this model are available in [68]. The customer level data are
considered as the aggregated customers’ solar PVs generation for a selected area. The
feeder level data are the aggregated solar PVs generation for each feeder, in which four
feeders are considered in this study. Finally, the substation level data are the solar PV
generation measured at the substation level. In order to demonstrate the merits of the
proposed model, the following four cases with various weather conditions are
investigated:
Case 1: Forecast using NARNN for each level without data processing.
Case 2: Forecast using NARX with three-level measurements and data
processing.
Case 3: Forecast using NARX with two-level measurements and data processing.
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Case 4: Forecast using NARX with single-level measurement and data
processing.
Case 1: In this case, by leveraging NARNN, day-ahead solar PV generation is
forecasted for all three levels, while ignoring data processing. The calculated MAPE and
RMSE for the customer, feeder, and substation levels with different weather conditions
are listed in Table 4.1. As highlighted in Table 4.1, the customer level forecast has
achieved the minimum MAPE as well as RMSE for the selected weather conditions. This
case is considered as a base case, in which the calculated values are utilized in order to
demonstrate the effectiveness of using the three-level measurements for forecasting. The
objective in the following case is to apply the proposed model in order to get a new error
that is less than the minimum achieved under this case.
Table 4.1 Case 1: MAPE and RMSE for the Considered Datasets

Sunny

Cloudy

Partly Cloudy

Dataset level

RMSE
(kW)

MAPE
(%)

RMSE
(kW)

MAPE
(%)

RMSE
(kW)

Customer

44.58

4.47

20.54

6.04

36.11

4.09

Feeder

48.81

8.29

23.12

7.34

38.59

6.73

Substation

70.77

10.41

43.65

10.13

53.03

10.37

MAPE
(%)

Case 2: In this case, three-level measurements are preprocessed in order to ensure
the quality of the training data fed to the forecasting model. This case includes three
forecasting stages: establishing the fitting model from each measurement level using the
NARNN, training the NARX model using the previously preprocessed datasets, and
forecasting the solar PV generation using the three-level measurements and the fitting
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model as input. The fitting model with the minimum MAPE and the maximum R2 is
selected as input to NARX. Table 4.2 exhibits how well the fitting model is established in
terms of R2 and MAPE for the three-level measurements under different weather
conditions. As highlighted in Table 4.2, the fitting model established by using the
customer level measurement outperforms the ones established by using the feeder and
substation measurements. In order to show the merit of using three-level measurements
for the same location, the three measurements along with the best fitting model are fed as
inputs to NARX to forecast the solar PV generation. The forecast is simulated for the
same selected days in Case 1. Table 4.3 exhibits the MAPE and RMSE for the selected
days. The forecast errors in this case are less than the minimum achieved in Case 1. Fig.
4.5, 4.6 and 4.7 depict the forecasted and actual solar PV generation for the considered
sunny, cloudy, and partly cloudy days, respectively.
Table 4.2 The Fitting Model MAPE and R2 for the Considered Levels

Sunny

Cloudy

Partly Cloudy

Dataset level

MAPE
(%)

R2

MAPE
(%)

R2

MAPE
(%)

R2

Customer

2.39

0.9987

2.29

0.9956

3.49

0.99

Feeder

3.78

0.996

2.80

0.9943

4.02

0.988

Substation

5.95

0.9873

4.98

0.9821

5.37

0.986

Case 3: In this case only two measurements at customer and feeder levels are
used for forecasting. The preprocessed data along with the best selected fitting model are
fed to NARX. The forecasting performance of this case is shown in Table 4.3. In sunny
day, this case has reduced the MAPE compared to Case 1 by 47%. In cloudy and partly
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cloudy weather conditions, Case 3 has reduced the MAPE compared to Case 1 by 61%
and 19%, respectively.
Case 4: To exhibit the effectiveness of the three-level measurements, Case 2 is
repeated, but only one measurement (customer level) is included as an input to NARX.
Similar to the previous case, the best fitting model based on MAPE and R2 is fed to
NARX along with preprocessed customer level measurement. Table 4.3 shows the
forecast error using NARX with single-level measurement comparing to NARX with
three-level measurements, two-level measurements, and the minimum forecast error
among the single-level measurement using NARNN without data processing. A singlelevel measurement considerably improves the results over NARNN method; however,
achieve not as good solution as in two previous cases with three- and two-level
measurements.
Table 4.3 The MAPE for Different Case Studies

Sunny

Minimum
MAPE (Using
NARNN
without data
processing)
4.47

MAPE (Using
NARX and
three-level
processed
data)
1.67

MAPE (Using
NARX and
two-level
processed
data)
2.38

MAPE (Using
NARX and
single-level
processed
data)
3.14

Cloudy

6.04

2.10

2.36

2.44

Partly Cloudy

4.09

2.69

3.30

3.39

Weather
Condition
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Figure 4.5 Actual and forecasted solar PV generation in a sunny day
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Figure 4.6 Actual and forecasted solar PV generation in a cloudy day
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Figure 4.7 Actual and forecasted solar PV generation in a partly cloudy day

4.3 Discussion
As shown in Table 4.3, the model minimizes the forecast error to outperform the
minimum error reported at customer level. The proposed model has reduced the error
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compared to the minimum error in Case 1 by 63%, 65%, and 34% for sunny, cloudy, and
partly cloudy weather conditions, respectively. Moreover, the merit of using three-level
measurements is shown by comparing the forecast error using the proposed model with
applying two-level measurements to the model as in Case 3. The MAPE is reduced by
30%, 11%, and 18% for sunny, cloudy, and partly cloudy weather conditions,
respectively. The three-level measurement also outperforms Case 4 in which only singlelevel measurement are included. The three-level measurements model has reduced the
MAPE by 47%, 14%, and 21% for sunny, cloudy, and partly cloudy weather conditions,
respectively. The previous cases have shown that forecasting performance is greatly
impacted by the historical data used to train the model. Multiple historical data for a
specific location along with an appropriate data processing will improve the training step
and minimize the forecasting error.
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Chapter Five: Co-Optimization Generation and Transmission Planning for
Maximizing Large-Scale Solar Integration
5.1 Co-optimization Generation and Transmission Model Outline
Fig. 5.1 depicts the proposed co-optimization generation and transmission
planning model for maximizing large-scale solar PV hosting capacity. The objective of
this problem is to minimize the investment cost, for new generation units and
transmission lines, plus the system operation costs. The planning problem aims at
providing new generation units and transmission lines required for increasing PV hosting
capacity. In other words, the system is upgraded to maximize the amount of solar PV that
can be integrated to the grid. The objective is subject to prevailing operation and planning
constraints associated with generation units, transmission lines, and solar PV, which will
be discussed in detail in the next section.
The planning problem is analyzed on an annual basis. A year is broken down into
several days at which the maximum solar variability is expected to occur. The number of
days is regarded as a tradeoff between the computational complexity and the accuracy of
the proposed planning model.
The Benders decomposition is applied to help with the computational complexity
of the proposed problem. The Benders decomposition is widely applied in long-term
expansion planning problems as discussed in [69]–[72]. In this dissertation, the planning
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problem is decomposed into a master problem and two subproblems. The master problem
determines optimal investment plan for new generation units and transmission lines, and
the subproblems provide feasibility check and optimal operation.
The optimal plan determined in the master problem is sent to the subproblems.
The first subproblem will minimize the system network violations based on the calculated
plan. If the feasibility check fails in subproblem 1, a feasibility cut is formed and sent
back to the master problem to revise the solution of the next iteration of the master
problem. The optimal operation is calculated in subproblem 2. In this subproblem, the
operation cost is minimized considering the prevailing system operation constraints. The
optimality is checked by calculating the upper bound of the original planning problem
and comparing it with the lower bound which comes from the master problem. If the
solution is not optimal, an optimality cut is generated and added to the master problem
for the next iteration. This process will continue iteratively until a secure and optimal
planning solution is achieved.
Capacity factor is one of the key factors associated with solar PV sizing. Capacity
factor for solar PV generation unit is a percentage defined as the amount of energy
produced by solar PV during some period of time over its total energy it produces if it
runs at its full output for the same period.[73]. Due to climate conditions and zero solar
irradiance at nighttime, solar PV is commonly operated at low capacity factor ranging
from 10% to 25% [74]. Another decisive factor in integrating large-scale solar PV is its
generation variability. Due to sudden changes in solar PV generation, the system operator
may not be able to accommodate the variabilities which leads to curtailing some of the
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PV generation. In order to represent the capacity factor of solar PV as well as its
variability in the planning model, the normalized solar generation is used. This
normalized solar generation is obtained from long-term forecasts, where to find the actual
PV generation, this normalized generation is multiplied by annual PV installed capacity.
Planning Level

Master Problem
(Optimal Investment Plan)

Operation Level

Form Feasibility
Cuts
NO
Feasibility
Check
(Subproblem 1)

Form Optimality
Cuts

NO

Feasible
Solution
?
YES

Optimal
Solution
?

Optimal Operation
(Subproblem 2)

YES
Final Solution (Optimal Plan)
Figure 5.1 The architecture of the proposed planning model.

5.2 Problem Formulation
The objective of the proposed model over the planning horizon is to minimize the
planning cost of new generation units and transmission lines required for increasing
large-scale solar PV hosting capacity. The planning cost of the new solar PVs is ignored
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in this study and only the planning cost to upgrade the system in order to accommodate
more solar PVs is considered. The objective function consists of the investment cost of
new generation units, new transmission lines, as well as the system operation cost over
the planning horizon.
The ultimate solution for this problem economically determines the size and the
installation time for adding new generation units, transmission lines, and the maximum
possible large-scale solar PV capacity.

The solution steps of the proposed model as

follows:
A) Step 1 (optimal investment plan)
The first step is to calculate the optimal investment plan and projected operation
cost as shown in (5.1). By ignoring the investment cost of new large-scale solar PVs, the
system aims at maximizing the installed solar PV. The size and the location of the
expanded generation units and transmission lines are optimally determined by the model
in each year. kt=1/(1+d)t-1 is the present-worth value coefficient, introduced to evaluate
the objective function in terms of discounted cost. The projected operation cost will be
achieved from the optimality cuts calculated in the optimal operation subproblem. This
term will be considered 0 in the first iteration.
The objective function in (5.1) is subject to investment constraints (5.2)-(5.4). The
construction and commissioning time associated with installing new generation units and
transmission lines are considered as in (5.2). To ensure there is no recurrence in
calculating the capital cost, once either of the candidate generation units or transmission
lines are installed, the corresponding investment state will be fixed as 1 for the remainder
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of the planning horizon as in (5.3). The main purpose of the proposed model is to
increase the large-scale solar PV hosting capacity on an annual basis. The total installed
solar PV capacity at each year should be greater than or equal to the installed solar PV
size in the previous year as in (5.4). Nevertheless, in each year, the size and the location
of the installed PV is calculated in an optimal fashion.

min MP
MP ≥ ∑

κ t IC j Pjtmax,C (x jt − x j(t−1) ) + ∑κ t Γ t

(5.1)

x jt = 0

∀t < CTj ,∀j ∈CG,CL

(5.2)

x j(t−1) ≤ x jt

∀j ∈CG,CL,∀t

(5.3)

P s b(t−1) ≤ P s bt

∀b,∀t

(5.4)

t

∑

j∈CG,CL

t

At high solar PV penetration, the system is expected to experience overgeneration which accordingly violates the system load-supply balance. To tackle this
obstacle, generation curtailment may be required in the system. Although the curtailment
reduces the capacity factor of the renewable resource, it can alleviate the over-generation
and balance the system. Curtailment can be as a result of over-generation (i.e., the
renewable generation exceeds the demand), congestion in transmission lines, or voltage
and interconnection issues. The Electric Reliability Council of Texas ERCOT curtailed
around 17% of wind generation in 2009 [75]. In 2014, ERCOT completed a project to
add new transmission lines of a capacity of 19 GW in order to accommodate the
expansion in the renewable energy resources [76]. The CAISO predicts at 40% and 50%
RPS, the generation curtailment is about 6.5% and 9% of renewable output, respectively
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[75]. The curtailment of variable energy resources can be reduced by including a battery
energy storage systems (BESS). In [77], 99% reduction in wind energy curtailment is
achieved by including a BESS. In this dissertation, a target value for solar PV curtailment
is introduced in the model.
B) Step 2 (feasibility check):
Once the optimal planning decisions for installing new units and transmission
lines are made in the master problem, the new system topology is sent to subproblem 1 to
examine the feasibility of the proposed plan. This task is accomplished by minimizing the
potential power mismatches via introducing two nonnegative slack variables to the load
balance equation at each bus. The objective is to minimize the system violations based
on the master problem solution by minimizing the sum of these slack variables as in
(5.5).
Equation (5.6) shows load balance equation at bus b, where SL1 and SL2
represent virtual generation and virtual load, respectively, where virtual load translates to
generation curtailment meaning the solar PV generation must be curtailed. Since there is
no energy storage system incorporated in the problem, a generation curtailment from
solar PV is expected especially at higher solar PV penetrations. The investment states
associated with generation unit and transmission line as well as the optimal size of solar
PV are obtained from the optimal planning master problem. These calculated variables
are substituted for local variables in order to obtain related dual variables (5.7) and (5.8).
This problem is subject to existing and candidate generation unit and transmission line
constraints. These constraints represent the capacity of existing and candidate generation
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units (5.9) and (5.10), the existing and candidate units ramp up and ramp down rate limits
(5.11) and (5.12). The DC power flow calculation for the existing and candidate lines is
presented in (5.13) and (5.14), respectively. The existing and candidate transmission line
flows are respectively presented in (5.15) and (5.16). The phase angle of reference bus is
defined in (5.17).
Min rt = ∑ ∑ ∑ (SLbhqt ,1 +SLbhqt ,2 )
q

∑P

jhqt

j∈Gb

h

(5.5)

b

+ ∑ PL jhqt + α% bhqt P̂ sbt − Dbhqt + SLbhqt ,1 − SLbhqt ,2 = 0

∀b,∀h,∀q

(5.6)

j∈Lb

x jt = x̂ jt ↔ λ jt
P s bt = P̂ sbt ↔ π bt

∀j ∈CG,CL

(5.7)

∀b

(5.8)

0 ≤ Pjhqt ≤ Pjmax,E

∀j ∈EG,∀h,∀q

(5.9)

0 ≤ Pjhqt ≤ Pjmax,C x̂ jt

∀j ∈CG,∀h,∀q

(5.10)

Pjhqt − Pj( h−1)qt ≤ RU j

∀j ∈EG,CG,∀h,∀q

(5.11)

Pj( h−1)qt − Pjhqt ≤ RD j

∀j ∈EG,CG,∀h,∀q

(5.12)

∀j ∈EL,∀h,∀q

(5.13)

PL jhqt =

PL jhqt −

θ mhqt − θ nhqt
xmn

θ mhqt − θ nhqt
xmn

PL jhqt ≤ PLmax,E
j

≤ L(1− x̂ jt )

∀j ∈CL,∀h,∀q

∀j ∈EL,∀h,∀q
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(514)

(5.15)

.C
PL jhqt ≤ PLmax
x̂ jt
j

θ bhqt = 0

∀j ∈CL,∀h,∀q

(5.16)

b = ref,∀h,∀q

(5.17)

The curtailment is included in the model by introducing the target value (dt) in the
Benders cut (5.18). If the proposed objective in (5.5) is less than or equal to the target
value for solar PV generation curtailment, the problem will move forward to the optimal
operation subproblem. Otherwise, the Benders cut (5.18) will be formed and added to the
master problem for the next iteration. The target value for solar PV generation
curtailment is expected to increase gradually as the solar PV penetration grows through
the planning horizon.
Here l and p are dual values of constraints (5.7) and (5.8), respectively. The
Benders cut (5.19) demonstrates that the violation could be mitigated by revising the
investment plan. In other words, this cut recalculates the capacity signals for the
investment of new generating units, new solar PVs, and transmission lines in case the
existing ones cannot satisfy the system feasibility. Nevertheless, the iterative procedure
continues until a secure plan that satisfies the system feasibility is obtained.

rt + ∑ λ jt (x jt − x̂ jt ) + ∑ π bt (P s bt − P̂ sbt ) ≤ δ t
j

∀j ∈CG,CL,∀t

(5.18)

b

C) Step 3 (optimality check):
After the feasibility of the calculated investment plan is ensured, the optimality of
the solution will be checked in the optimal operation subproblem. The objective of the
optimal operation subproblem is to minimize the operating cost for every year as shown
in (5.19).
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min Qt = ∑ ∑ ∑κ t c jhqt Pjhqt

∀j ∈EG,CG

(5.19)

+ ∑ PL jhqt + α% bhqt P̂ sbt − ŜLbhqt ,2 = Dbhqt ∀b,∀h,∀q

(5.20)

q

h

j

Subject to (9)-(17) and (20).

∑P

jhqt

j∈Gb

j∈Lb

The load balance equation is presented in (20), where the solar PV generation
curtailment calculated in Subproblem 1, and then introduced in the load balance equation.
If the proposed plan is not optimal, a Benders cut will be formed and added to the
master problem for the next iteration. Leveraging the proposed Benders cut (5.21), the
lower bound of objective function in the master problem is restricted.

Γ t ≥ Q̂t + ∑ λ jt (x jt − x̂ jt ) + ∑ π bt (P s bt − P̂ sbt )
j

∀j ∈CG,CL ,∀t

(5.21)

b

An optimal solution of the co-optimization generation and transmission planning
problem is calculated through the iterative process amongst the master problem and
subproblems. The master problem solution is regarded as the lower bound for the optimal
solution. Accordingly, the upper bound for the original problem is calculated by utilizing
the result from the optimal operation subproblem as in (5.22). This solution provides the
upper bound of the objective function of the co-optimization generation and transmission
planning. This upper bound is utilized to check the optimality of the solution, so that the
stopping criterion is specified on the basis of this solution. The optimal solution for the
proposed co-optimization generation and transmission planning problem is obtained once
the lower and upper bounds are converged, according to a convergence criterion as in
(5.23).
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Y = ∑ ∑κ t IC jt Pjtmax,C (x jt − x̂ j(t−1) ) + ∑ ∑κ t IC s (P s bt − P̂ sb(t−1) ) + ∑κ t Γ t
t

j

t

b

t

(5.22)

∀j ∈CG,CL

Y − MP
≤ε
Y + MP

(5.23)

5.3 Numerical Simulations
Four cases based on a modified six-bus test system as well as the IEEE 118-bus
system are analyzed to demonstrate the effectiveness and the performance of the
proposed co-optimization generation and transmission planning model. The proposed
model is formulated as mixed integer linear programming (MILP) and solved in a high
performance computing server with Intel Xeon E7 2.3 GHz processor and 96 GB RAM
using CPLEX 12.6.
A ten-year planning horizon is considered. The six-bus system data is available in
[37]. The candidate generation units and transmission lines data are provided in Tables
5.1, and 5.2, respectively, where a set of four candidate generation units and four
candidate transmission lines are regarded as planning options. The investment cost for
solar PV is ignored to maximize its deployment. The annual load growth is considered
5% per year. The forecasted yearly peak load for the six-bus system is listed in Table 5.3,
where the load is distributed amongst buses 3, 4, and 5 at the rate of 20%, 40%, and 40%,
respectively. The data associated with the modified IEEE 118-bus system are provide in
[37]. The system has 118 buses, 54 units, and 186 branches. In order to reduce the
computational burden, days which have worst solar PV ramping rate are considered. The
following cases are studied for the six-bus system:
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Case 1: Solar PV integration ignoring the co-optimization generation and
transmission planning.
Case 2: Solar PV integration supported by generation expansion planning.
Case 3: Solar PV integration supported by transmission expansion planning.
Case 4: Co-optimization generation and transmission planning.
An additional case is considered to study a relatively bigger test system:
Case 5: Co-optimization generation and transmission planning to support solar PV
integration for the IEEE 118-bus system.

Figure 5.2 IEEE Six-Bus System
Table 5.1 Existing and Candidate Generation Unit Data of Six-Bus System

Unit
No.

Bus
Generating Investment Cost Operation Cost Commissioning
No. Capacity (MW)
($/kW)
($/MWh)
Time (Year)

1

1

100

Existing

15

-

2

2

100

Existing

-

3
4
5
6
7

2
1
2
2
3

50
100
80
60
20

Existing
200
270
250

18
23
15
21
24
24

250
60

3
2
2
1

Table 5.2 Existing and Candidate Transmission Line Data of Six-bus System

Line From
To Bus X (p.u)
No. Bus

Capacity Investment Cost Commissioning
(MW)
($/kW)
Time (Year)

1

1

2

0.17

70

Existing

-

2

2

3

0.037

70

Existing

-

3

1

4

0.258

80

Existing

-

4

2

4

0.197

80

Existing

-

5

4

5

0.037

50

Existing

-

6

5

6

0.14

80

Existing

-

7

3

6

0.018

80

Existing

-

8

1

2

0.17

70

23

2

9

2

3

0.258

70

23

2

10

2

4

0.258

80

24

2

11

3

6

0.018

70

24

2

Table 5.3 Forecasted Yearly Peak Load of Six-bus System

Year

1

2

3

4

5

Peak
(MW)

209

219

230

241

254

Year

6

7

8

9

10

Peak
(MW)

266

280

294

308

324

Case 1: The large-scale PV hosting capacity is calculated without considering any
system upgrade. A total solar capacity of 123.95 MW is installed at bus 5 in year 1. Load
is mainly supplied by unit 1 as the least expensive unit. Unit 2 is the next economic unit
after unit 1, however it is partially dispatched due to congestion in line 2-3. The system
accommodates a considerable amount of solar PV in the first six year to reach a total
capacity of 162.55 MW (with a breakdown of 141.78 MW and 20.77 MW at buses 5 and
4, respectively). In year 7, however, the system has neither adequate generation to supply
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the load nor adequate network capacity to accommodate additional solar PV, therefore it
experiences a load curtailment of 12.65 MWh. In the first seven years, the system
experiences solar PV generation curtailment mainly due to overgeneration. However,
once there is no further installation of solar PV and considering the load growth, the
curtailment is reduced to zero. By the end of the planning horizon the total installed solar

Solar PV Integration without System Upgrades
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100

150
100
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0
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Solar Capacity
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0
5
6
7
8
9
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Year
Curtailed PV generation
Curtailed Load

Curtailed energy (MWh)

Cumulative Installed PV (MW)

PV capacity reaches 163 MW which supplies 21% of the total annual load.

4

Figure 5.3 Installed solar capacity and curtailed load and solar energy in Case 1

Case 2: Solar PV integration is supported by generation expansion planning in
this case, i.e., the proposed planning model is used while ignoring transmission line
installation. The load is mainly supplied by unit 1 and when solar PV generation is
available, generation from both units 2 and 3 goes to zero in most times. The system
keeps accommodating more solar PV while maintaining the feasibility of transmission
flows to reach a total of 157.53 MW at bus 3 in year 5. About 25% of the load supply in
year 5 comes from solar PV, where the system curtails a total of 150 MWh of solar PV
energy due to excess generation. In year 6, a total of 4.92 MW and 12.80 MW is installed
at buses 3 and 5, respectively. In year 7, a new generation capacity needs to be installed
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to satisfy the load growth especially at hours where solar PV generation is not available.
In year 8, line 5-6 is congested which causes unit 2 to dispatch at its maximum capacity
in order to supply the load at bus 4. Due to repeated congestion at both lines 2-3 and 5-6,
the system has to curtail a total of 150 MWh of solar PV energy in year 8. In year 9,
when solar PV generation is not available or low, units 1 and 2 are dispatched at their
maximum capacity. Moreover, since lines 1-2, 2-3 and 5-6 are congested, a new
generation needs to be installed to supply the load at bus 4. The available options are to
install at bus 1 or 2. The installation of a new unit at bus 2 would cause more congestion
between buses 2 and 3. As a result, the model selects unit 4 to be installed. Once
candidate unit 4 is installed, unit 2 reduces its generation as it is cheaper to supply the
load from the new installed unit.

By the end of the planning horizon, the total

installed solar PV capacity reaches 192 MW which supplies 26% of the annual load, i.e.,

Solar PV Integration with Generation Expansion Planning
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a 5% increase compared to Case 1 at the expense of high investment cost of $ 17.3 M.

Figure 5.4 Installed solar capacity and curtailed solar energy in Case 2

Case 3: Solar PV integration is supported by transmission expansion planning in
this case, i.e., the proposed planning model is used while ignoring generation unit
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installation. Similar to previous cases, line 2-3 often experiences a congestion, causing a
reduction in generation of unit 2. In year 1, the total installed PV capacity is 122.36 MW.
Candidate lines 2-3 and 1-4 are installed in the second year to increase the network
capacity and hence allow more large-scale solar PV installations. In year 4, a total of
86.16 MW solar PV capacity is installed at bus 5. Also, candidate line 1-2 is installed in
year 4 to increase the network capacity. In year 7, the system needs to install new
generation units to meet the demand growth; however, since no generation expansion is
considered in this case, the system curtails 7.45 MWh of the load. Compared to Case 1,
the load curtailment is reduced due to the increase in solar PV hosting capacity driven by
the increase in the network capacity. By the end of the planning horizon, the total
installed solar PV capacity is 266 MW, which supplies 34%, a much higher percentage
than in previous cases. The planning cost for adding the new lines is $ 4.58 M.
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Solar PV Integration with Transmission Expansion Planning
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Figure 5.5 Installed solar capacity and curtailed load and solar energy in Case 3

Case 4: In this case, the proposed co-optimization generation and transmission
planning model is employed to maximize solar PV capacity. Fig. 5.7 shows the annual
installed solar PV over the planning horizon.
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In the first year, the total installed solar PV capacity is 122.55 MW where 120.09
MW and 2.46 MW are installed at buses 5 and 6, respectively. To remove congestion in
line 2-3, candidate line 2-3 is installed in year 2. Line 4-5 is congested at the first year
caused by the installation of solar PV at bus 5. During nighttime hours or the
unavailability of solar generation due to weather conditions, unit 1 is dispatched at its
maximum capacity and the remaining is supplied by units 2 and 3. However, during the
afternoon periods where solar PV generation is at its maximum, the load is supplied by
solar PV as it has no operation cost. Accordingly, generation from units 1 and 2 is
reduced and the generation from units 3 is dropped to zero. In year 1, 23% of the annual
demand is supplied by solar PV. The total solar energy curtailed in year 1 is 30.42 MWh,
which is mainly due to solar PV over-generation. In year 2, the total solar PV capacity is
increased to 150.15 MW where 8.19 MW and 19.41 MW are installed at buses 5 and 6,
respectively. In year 2, 27% of the annual demand is supplied by solar PV. A total of 5.3
GWh solar PV energy is curtailed in year 2 due to excess solar PV generation,
representing 1.78% of its total annual energy generation.
A total of 15.04 MW of solar PV capacity is added in year 3. In year 4, an
additional of 144.89 MW is installed at bus 3, supplying 39% of the annual demand. In
year 5, a total of 100.69 MW solar PV is installed at bus 5 which increases the annual
demand supplied by solar PV to 40%. The installed capacity of the solar PV meets the
load growth which delayed any additional unit to be installed to meet the load growth. In
year 5, line 3-6 experiences congestion which results in additional curtailment of solar
PV generation. As a result, the candidate line 4 is installed. As the hosting capacity of the
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solar PV increases, the system experiences more solar PV energy curtailment due to
excess generation. In year 5, the total solar PV energy curtailed over the year is 10.78
GWh. In year 6, the system accommodates more solar PV where an additional 14.86 MW
is installed at bus 3. In year 7, the system needs to install new generation capacity in
order to meet the load growth especially at nighttime hours when solar irradiance is not
available. Considering the remaining years in the planning horizon, candidate units 6 and
7 are the available options. Unit 6 is installed as it has higher ramp up/down limits, which
can manage any substantial ramps in the net load caused by the solar PV variability. At
the end of the planning horizon, the solar PV reaches a total capacity of 451 MW and
supplies 40% of the annual demand. The total planning cost for reinforcing the system
with new lines and units is $ 14.3 M. In year 10, the total curtailed solar PV energy is
10.14 GWh, which represents 34% of the total solar PV generation.
Table 5.4 Candidate Unit and Line Installation Year for Six Bus-System
Candidate Unit

Candidate Line

4

5

6

7

1-2

2-3

2-4

3-6

Case 2

9

-

-

7

-

-

-

-

Case 3

-

-

-

-

4

2

-

Case 4

-

-

7

-

-

-

5
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Figure 5.6 Installed solar capacity and curtailed solar energy in Case 4

Case 5: To demonstrate the effectiveness of the proposed model on a relatively
larger system, the proposed co-optimization generation and transmission planning
problem is solved for the IEEE 118-bus system. The list of existing and candidate
generating units and transmission lines for the IEEE 118-bus system is available in [37].
The existing generation capacity is 7,500 MW. The peak load is 4090 MW and the load
growth is considered to be 5%.
In the first year, a total of 1.35 GW of solar PV is installed. Candidate lines 80-99
and 94-100 are installed in year 1 in order to accommodate the anticipated increase in
solar PV penetration. At the second year, a total of 0.8 GW is added to the system at
buses 37, 56, 100 and 113 and candidate lines 8-30 and 17-113 are further installed.
Candidate units 2, 3 and 11 are installed in year 2 at the buses 10, 12, and 113 in order to
mitigate any ramps caused by solar PV variability. Unit 9 is installed in year 5 in order to
transfer power to the loads due to congestion in line 8-5. A 2.5 GW of solar PV is added
in year 6. To elevate this congestion and provide solar PV generation with sufficient
access to transmission lines capacity, candidate lines 77-82 and 82-83 are installed in
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year 6. Also, the total curtailed solar PV energy is 2,835 GWh, which represents 23% of
the generated solar PV.
The total cumulative solar PV installed by the end of the planning horizon is 7.9
GW which supplies 38% of the annual load. The total planning cost in order to maximize
the solar PV hosting capacity and accommodate such large-scale of solar PV is $100 M.
Table 5.5 Summary for Six-Bus system Cases
Case 1

Case 2

Case 3

Case 4

Solar PV penetration

21 %

26 %

34%

40 %

Total Planning Cost ($ M)

0

17.3

4.58

14.3

Installed PV (MW)

163

192

266

451
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Chapter Six: Investigating the Voltage Fluctuation Caused by Solar PV Generation
Variability in Distribution Grids
The installation of solar PV at both distribution and transmission levels has been
streamlined due to considerable enhancements in power electronics. However, at high
penetration levels the market value of this resource drops as discussed in [79]. The paper
reveals that the value of solar can decline up to 50-80% at 15% penetration. It further
discusses various integration options in order to mitigate the drop in the variable
generation value. Three factors that negatively impact solar, especially at high
penetration levels, are listed in [80] as the low capacity credit, the reduction in utilizing
dispatchable resources, and the over generation produced by variable generation.
The negative impacts of solar generation in transmission and distribution result
from two key characteristics: the variability and uncertainty of solar generation. The first
characteristic is the intermittent supply in solar generation due to solar irradiance
variations and other metrological factors such as the movement of the clouds. The second
one is the difficulty to predict in advance the time, the duration, and the magnitude of this
variability [64]. These two characteristics must be managed by the power system operator
to maintain the system adequacy and reliability, while minimizing the curtailment from
solar generation. In [81], a study presents the value of solar PV with the use of energy
storage to ensure the availability of the solar power throughout the day and to reduce
the variability to allow solar generation to be integrated into the grid with less
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curtailment. Solar PV is considered a non-dispatchable energy source due to its output
variability. Therefore, large-scale solar PV integration may cause instability and power
quality issues in power systems due to fluctuations in generation output. Power system
operators should be ready to clear any imbalances in the power system caused by
under/over generation from solar PV by dispatching other dispatchable resources,
utilizing demand response, and/or curtailing the PV generation. These solutions
commonly result in a higher operational cost. Solar forecasting is considered a solution
for predicting solar generation variability; however, it greatly depends on the forecasting
accuracy, especially at high resolutions. The energy storage system is also proposed as a
solution to capture solar PV fluctuations. In [82], the author studies the solar PV
fluctuation and determines the sizing requirements for an energy storage unit to mitigate
its fluctuation. A 1.2 MW PV in Hawaii is studied in [83] to investigate the effect of the
unmitigated ramp rate. The study has revealed that the ramp rate could reach up to
63%/minute of the rated capacity. The integration of the electric vehicle chargers can
improve the solar PV integration into the grid by reducing the solar PV output ramp rate
as explained in [84]. Hundreds of distributed batteries are used in a control algorithm that
was designed in [85] to smooth the PV generation. The trade-off between the smoothing
and the size of the energy storage is also discussed. The Puerto Rico Electric Power
Authority (PREPA) has included a ramp rate limit of 10%/min of the rated capacity for
both wind and solar generation. Likewise, the Germany transmission and distribution
operator has imposed the same ramp rate limit [86].
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This chapter investigates the impact of solar ramp rate on the IEEE 33-bus test
system by integrating a 1.04 MW solar PV system. This chapter exhibits the changes in
the voltage when the ramp rate limitation has been applied to solar output. The ramp rate
limitation is 10%/minute of the installed capacity. The system is studied for one selected
hour, representing the highest ramps.
6.1 Data analyses
The solar irradiance and generation with different ramp rates of one cloudy day is
shown in Figure 6.1(a). It is clear from the figure that ramps are small in morning and
evening hours due to clear weather conditions. However, ramp rate in the middle of the
day is high due to solar irradiance variability. Passing clouds can cause ramp rates to
reach up to 500 kW/min as shown in Figure 6.1(b). Ramp rate can be calculated under
different time scales using (6.1). The ramp rate should be curtailed at a maximum of 10%
of the installed capacity in this work.

RR =

p(t) − p(t + Δt)
Δt

(6.1)
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Figure 6.1 One-minute resolution solar (a) generation. (b) Ramp rate.

6.2 Case Study
Figure 6.2 depicts the total number of the ramps that exceeded the ramp rate limit.
A total of 49 ramps is experienced when the ramp rate limit is set to 10%/min of the
installed capacity where 37% of these ramps have occurred between 11:30 AM and 12:30
PM. If the ramp rate limit is set to 20%/min of the total installed capacity, the total
number of ramps is reduced to 20. After 40%/min ramp rate limit, the number of
72

violations is zero. Figure 6.3 exhibits actual solar generation and ramp rate along with the
mitigated solar generation and ramp rate for the time between 11:30 and 12:30.

Number of violations

250
200
150
100
50
0
1%

5%

9% 13% 17% 21% 25% 29% 33%
Ramp rate limit (%/min of the installed capacity)

37%

Figure 6.2 The number of ramp rate volitions as ramp rate limit increases.

In order to investigate the impact of solar power ramp rate mitigation, the IEEE
33-bus test system shown in Figure 6.4 is used to run the power flow for a selected hour
(11:30am to 12:30pm) and calculate the voltage changes at each bus. A 1.04 MW solar
PV is connected to bus 18. The load is considered to be constant at this hour, with a value
of 5.6 MW. It is assumed that solar has no voltage control. The following cases are
studied:
Case 1: Voltage deviation at each bus without solar generation ramp rate
mitigation.
Case 2: Voltage deviation at each bus with solar generation ramp rate mitigation.
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Figure 6.3 Original versus mitigated (a) solar generation. (b) solar ramp rate

Figure 6.4 IEEE 33-bus test system with PV connected to bus 18

The solar generation is adjusted as in Figure 6(a) to mitigate the solar generation
ramp rate. It is assumed that ramp rate, with negative and positive slopes, is corrected by
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charging and discharging the energy storage to reduce the ramp rate to a maximum of
104 kW/min. The energy storage sizing requirement is ignored in this thesis assuming
that the existing energy storage is optimally sized and placed to limit and capture the
solar ramp rate of larger than 104 kW/min. In [87] the solar gneration ramp rate is
mitigated by controling the voltage using a capcitor. Other techinques can be used to
mitigate the solar generation ramp rate, which are not discussed in this thesis.
Case 1: Voltage deviation at each bus without solar generation ramp rate
mitigation
Figure 6.1(b) depicts the ramp rate for a selected day. The highest ramp rate
occurs between 11:30am and 12:30pm where the ramp rate has reached 496 kW/min. To
run the simulation, the solar generation data for the hour in Figure 6.2(a) is selected as
solar generation connected to bus 18. The solar generation is considered in this study
with unity power factor so no reactive power is generated by the solar PV. In this hour,
18 violations to ramp rate limit, which is 104 kW/min, have been recorded. The power
flow is simulated under this case without mitigating the ramp rate. Table 6.1 depicts the
standard deviation for each bus over the hour and the highest deviation is on bus 18
where the PV is connected. In the simulation, bus one is considered an infinite bus with
the bus voltage fixed to 1 pu. All the buses are still within the voltage limits used in the
power flow. Figure 6.5 illustrates the changes in the voltage at bus 18 for each minute. It
is clear that the trend for changes in voltage at bus 18 follows the ramp rate trend.
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Table 6.1 Standard Deviation for the voltage at each bus – Case 1

Bus#

Standard
deviation

Bus#

Standard
deviation

Bus#

Standard
deviation

Bus#

Standard
deviation

2

0.000159

10

0.008644

18

0.018148

26

0.003724

3

0.001008

11

0.008964

19

0.000159

27

0.003738

4

0.001635

12

0.009573

20

0.000160

28

0.003800

5

0.002286

13

0.011965

21

0.000160

29

0.003846

6

0.003713

14

0.012846

22

0.000160

30

0.003865

7

0.004048

15

0.013790

23

0.001013

31

0.003888

8

0.005222

16

0.014973

24

0.001023

32

0.003893

9

0.006924

17

0.017006

25

0.001027

33

0.003895

Case 2: Voltage deviation at each bus with solar generation ramp rate
mitigation
Under this case, the solar generation ramp rate is mitigated as shown in Figure
6.3(b) and limited to 104 kW/min. The ramp rate mitigation reduces the standard
deviation in the voltage at each bus compared to case 1. Bus 18 still has the highest
standard deviation, but it is reduced by almost 23% compared to Case 1. The buses
closest to PV have experienced a bigger reduction in the standard deviation compared to
the ones that are further from PV. Results further indicate that standard deviation
increases gradually as buses get closer to bus 18.
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Figure 6.5 Voltage at bus 18 with/without ramp rate mitigation.
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Chapter Seven: Conclusion and Future Work
7.1 Conclusion
The shift from conventional generation to renewable energy resources in an effort
to reduce emissions has led to a rapid proliferation of renewable resources especially
solar photovoltaic (PV) in power systems. Power supply from renewable resources is on a
global rise where it is forecasted that renewable generation will surpass other types of
generation in a foreseeable future. However, such increase in the renewable resources,
mainly solar and wind, exposes the power grid to more vulnerabilities due to the
variability and uncertainty associated with these resources. In this dissertation, chapters
two, three, and four addressed different approaches to enhance the forecasting accuracy
and hence reduce the error. Chapters five and six discussed the integration of solar PV to
power system.
A novel model for forecasting short-term solar irradiance was proposed in chapter
two. The proposed model converts the non-stationary solar time series data to stationary
time series data using high order polynomial model for detrending and further validating
the stationarity by calculating residuals. The employed polynomial fitting model had an
order of 4 to 6. The proposed model achieved a MAPE under 1%, which was a promising
result. The high accuracy of the model would allow system operators to detect any
sudden changes in solar output and prepare for proper actions. The FFNN was used to
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perform the forecasting on the stationary data. This work was extended to include hybrid
forecasting methods that could potentially outperform single methods. The hybrid model
can detect the linear and non-linear components in solar time series and overcome any
deficiency for individual models. A solar forecasting model based on decomposed linear
and nonlinear statistical methods was proposed in chapter three. The proposed model
benefited from NARNN in Stage 1 forecasting and ARMAX in Stage 2 forecasting
combined with a carefully developed data processing approach. The model was simulated
to forecast three days under different weather conditions of sunny, partly cloudy, and
cloudy. The maximum resultant NRMSE was obtained as 0.1, for a partly cloudy day,
which shows the acceptable performance of the proposed model. To exhibit the
effectiveness of the two-stage model, three cases were further studied, comparing the
two-stage model with a single-stage model, which clearly demonstrated improvements in
NRMSE. The importance of the data stationarity in improving forecasting accuracy was
moreover investigated. Furthermore, to include different level of solar measurements a
day-ahead solar PV generation forecast model based on multi-level measurements was
proposed in chapter four. The proposed model demonstrated an improvement in
forecasting accuracy by reducing the MAPE from 14% to 47% for various weather
conditions, compared to the case when only single-level measurements were included. It
was further seen that the data preprocessing was an important step to ensure the quality of
the data before it was used in the training process. The numerical studies revealed that
training the forecasting model without data preprocessing might adversely impact the
forecasting accuracy. The proposed preprocessing model could potentially reduce the
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MAPE by 34% to 65%. It was further shown that the three-level measurements help
achieve a better forecasting accuracy compared to two-level measurements.
Improving the forecasting accuracy of solar PV generation would boost the
integration of solar PV. Such increase in solar PV integration mandates an upgrade in the
power grid to safely accommodate high solar PV penetration. A co-optimization
generation and transmission planning model to maximize large-scale solar PV integration
was proposed in chapter five. The Benders decomposition method was used to tackle the
computational complexity of the model. The proposed model was analyzed through
numerical simulations on a small-scale six-bus system as well as relatively large 118-bus
test system. The obtained results exhibited that maximizing the large-scale solar PV
hosting capacity necessitates a system upgrade. New transmission lines and generation
units were to be installed to ensure system flexibility. With proper investments in system
upgrade, the studied test system could accommodate up to 40% solar PV by the end of
the planning horizon. It was further concluded that reinforcing the system with only
transmission lines upgrade would decrease the solar PV penetration to 34%. Moreover,
the solar PV penetration would decrease by 14% when the system is only reinforced with
generation units upgrade, advocating that a co-optimization planning is much more
effective than individual upgrades of generation and transmission. The results further
advocated that solar PV energy curtailment is an inherent part of the large-scale solar PV
proliferation. This energy curtailment is mainly caused by the lack of adequate system
capacity, either in generation or transmission, to fully support solar PV generation, as
well as potential overgeneration at times of low load. To study the impact of solar
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integration in the operation level, the effect of the solar generation ramp rate was
investigated in the IEEE 33-bus test system. The power flow was simulated under two
different cases. First, the solar ramp rate was not mitigated while in the second case the
solar generation ramp rate was mitigated to limit the ramp rate<10%/min of the installed
capacity. The solar generation between 11:30am and 12:30pm had the highest ramp rate.
A total of 18 violations to ramp rate limit have occurred at this hour. The ramp rate
mitigation reduced the standard deviation for bus 18 where the PV is connected by almost
23%. In the case of higher solar penetration, the solar ramp rate may cause a negative
impact on the system voltage. Mitigating the solar generation ramp rate reduces any
deviation caused in the system voltage, especially at the bus where the PV is connected.
7.2 Future Work
This dissertation focuses on improving the forecasting for solar PV generation
and investigating the integration of solar PV to power system. Different forecasting
approaches presented here along with demonstrations of their merits and efficacy. The
proposed forecasting models can be further enhanced by including multiple
meteorological parameters such as cloud cover, solar irradiance, and temperature along
with three-level measurements as inputs to forecasting tool.
Also, the co-optimization generation and transmission planning model can be
extended to include BESS in order to reduce the solar PV energy curtailment and also
supply the load at night time. The model can be applied to high resolution solar PV data
such as 5-min interval data in order to capture solar PV variability. Cost saving due to the
reduction of the carbon dioxide CO2 can be further incorporated in the proposed model.
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