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Abstract. The problem of decidability of ultimate equivalence, emptiness of intersection and 
finiteness of intersection, for HDOL sequences the generating morphisms of which have nonsingular 
Parikh matrices is investigated. The Grst and the third of these decidability problems are shown to 
be closely connected with the equivalence problem for these sequences. In certain special cases the 
problems are proved to be solvable. A connection between the problem of effective findability of 
zeros in Z-rational sequences and the above problems is established (cf. [lo]). 
1. Introduction 
Decidability problems connected with sequences of words generated by deter- 
ministic Lindenmayer systems are continuously a popular branch of L systems theory 
(for earlier results the reader is referred to the relevant chapters of [8]). Culik II and 
Frig [4] solved the foremost of all these problems, the DOL equivalence problem. 
Among other recent positive results are the solvability of the ultimate equivalence 
problem for DOL systems proved by Culik II [31 and the solvability of the 
equivalence problem as well as the ultimate equivalence problem for HDOL systems 
the eigenvalues of the Parikh gnatrices of which are of the form I% where r is a real 
number and 6 is a root of unity (see [lo]). 
Here we concentrate ourselves on HDOL systems with nonsingular Parikh 
matrices. Using certain combinatorial word mappings introduced in [9] we are able 
to obtain the following results. The equivalence problem and the ultimate 
equivalence problem for the sequences generated by these systems are one and the 
same problem. Infinite intersections of these sequences must take place in an 
ultimately periodic fashion much in the same way as an infinite amount of zeros 
appear in a Z-rational sequence (cf. [l]). Finally we show that an algorithm for 
finding zeros of Z-rational sequences can be modified into an algorithm for deciding 
whether or not the intersection of two HDOL sequences the generating morphisms of 
which have nonsingular Parikh matrices is finite (or empty). (The existence of the first 
algorithm is one of the major open problems in the theory of Z-rational sequences. 
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In [lo] it is shown to imply the solvability of the equivalence problem and the 
ultimate equivalence problem for all HDOL sequences.) 
Further restriction to DOL sequences with generating morphisms having nonsing- 
ular Parikh matrices immediately implies (via the algorithm of Culik II and “i;riS [4]) 
that the finiteness of intersection problem for these sequences i solvable. 
It is also shown that the finiteness problem as well as the emptiness problem 
are solvable for intersections of HDOL sequences the eigenvalues of the Parikh 
matrices of the generating morphisms of which are of the form I& where I > 0 and E is 
a root of unity. Since also the equivalence problem is solvable for these sequences 
(see [lo]), they form (essentially) the widest class of HDOL sequences for which we 
know all four decision problems (equivalence, ultimate equivalence, emptiness of 
intersection and finiteness of intersection) to be solvable. 
2. Notation and preliminaries 
An HDOL system is an ordered quintuple G = (A, B, 6, a, w) where A and B are 
finite alphabets, 6 is an endomorphism on A*, o :A* + B* is a morphism and 
o E A*. The sequence generated by G is 
E(G) = {(n, &S”(w)) 1 n a 0) 
which is also denoted by (CR?” (w)). If A = B and o is identity endomorphism, then G 
is called a DOL system and we write G = (A, S, 0). Two (H)DOL sequences are called 
equivalent if they are the same and ultimately equivalent if they differ from each other 
only in a finite number of terms. For basic facts about (H)DOL systems and sequences 
the reader is referred to [8]. 
By IPI we denote the length of the word P and by [P] its Parikh vector. The Parikh 
matrix of a morphism p on A* is denoted by [&I, i.e. 
where T denotes transpose. The cardinality of a set S is denoted by card(S). The set 
of nonnegative integers is denoted by N. Direct product of matrices is denoted by 0, 
i.e. 
.@A=(++) 
where 0’ and 0” are zero matrices of appropriate sizes. 
3. Ultimate equivalence 
For results in this section as well as in the following ones we recall some of our 
earlier results in [9]. 
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Let A be a finite alphabet. Then there is a sequence of mappings ei : A* + Npi 
(i = 0, 1, . . .) such that 
(i) card(A) + l l * +card(A’+l); 
(ii) P = Q whenever @i(P) = @i(Q) and 2i 2 IPI, IQl; 
(iii) &+1(P) = (&(P) I&+#)) for some mapping &+I : A* + NPi+lepi ; 
(iv) &(P) = [PI. 
Furthermore, for each morphism p : A* + B* where B is another finite alphabet 
there is a sequence of integer matrices (ri) such that 
(v) ri is of size pi X qi where qi = card(B) + l 9 l + card(13i’1); 
(vi) 7~ (P) = &(P)c where ri : B* + Nqi (i = 0,1, . . .) is the sequence of map- 
pings with d&main B* corresponding to (0i) on A*; 
(vii) 
where r(d:+‘) isthe (i + 1)st Kronecker power (tensor power, Hadamard power) of &, 
ri+l is an integer matrix and 0’ a zero matrix of appropriate size; 
(viii) r0 = [h]. 
The definitions of (ei) (resp. (Ti)) and (ri) are constructive but rather complicated 
(for this reason we will not give them here but instead refer to [9]); recently another 
sequence of mappings atisfying (i)-(viii) has been given in [S, 71. 
Theorem 1. Let G1 = (AI, B, 61, al, ~1) and Gz = (AZ, B, &,cT~, 02) be HDOL 
systems such tkt [&I and [&I are nonsingular. If E(GI) and E(G2) differ only in a 
finite number of terms, then E(G1) = E(G2). 
Proof. Let E(G1) = (a,) alrd E(G2) = (&). Further let (fi), (Ai), (Ai) and (52i) be 
the sequences ofmatrices associated with &, S2, al and g2, respectively, as described 
above. By (vi) we see that 
7:’ = Titan) - Ti (0”) = 8:” (ol)r,“Ai - ei2) (w2)A Ifii (n 2 0) 
where (0:“) on AT and (e~2’) on A: correspond to (&) on A*. By the Cayley- 
Hamilton Theorem the sequence (7:)) is governed by the linear recurrence quation 
Pi(E)?:’ = b 
where pi is the characteristic polynomial of I’i @ Ai, E is the shift operator given by 
Er’n” * = y(n’il and 0 is a zero row vector. 
By assumption & = [&I and A0 = [S 2 are nonsingular. Since raising a matrix to ] 
some Kronecker power does not remove its nonsingularity we see, by (vii), that also 
ri and Ai and hence & 0 Ai are nonsingular. SO pi(O) # 0. 
Let now E(Gl) and E(G2) differ only in a finite number of terms. Then (YE’) is 
ultimately zerc for each i 2 0. Applying the recursion given by (1) in a ‘backward’ 
fashion and recalling that pi(O) # 0 we see that rz’ = 0 for all i, n 2 0. Assume now, 
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contrary to the claim, that cym # &, for some m - *O. To derive a contradiction, let 
2i 2 la,l, Ip)!l. Since Ti(am) = Ti(Pm), it follows from (ii) that cy,,, = &. SO we 
conclude that E(G1) = E(Ga). 
Thus HDOL sequences the generating endomorphisms of which have nonsingular 
Parikh matrices cannot differ only in a finite but nonzero number of terms. If they 
differ from each other this must take place in infinitely many terms. We discuss the 
case where the sequences, however, have infinitely many common terms in the next 
section. 
Concerning DOL sequences we have the following corollary to Theorem 1. 
Corollary 1. It is decidable of any two given DOL systems G1 and GZ with nonsingular 
Parikh matrices whether or not E(G1) and E(G2) are ultimately equivalent. 
Proof. By Theorem 1, if E(G1) and E(Gz) differ only in a finite number of terms they 
must be equivalent. Thus it suffices to decide whether or not E(G1) = E(G2) which 
can be done by the algorithm of Culik II and Fri5 [4]. 
In order to somewhat sharpen Theorem 1 we note that although some HDOL 
system G = (A, B, 6, U, O) may not satisfy the conditions of the theorem, i.e. [S] is 
singular, it can be-the case that, for some m 2 1, S m = EKU where [YEK] is nonsingular. 
Instead of G we may then consider the HDOL systems 
Gk =(A’, B’, U&K, aSk%~, v(w)) (k = 1,. . . , m) 
where A’ and B’ are properly chosen. Let us take the following example: 
Example. Let G = ({a, b, c}, 6, b) where 6 is given by 
s(a) = A, S(b) = ab2, S(c)=ac 
(A is the empty word) whence 
K = V&. 
Then [VEK] = [K~] is nonsingular and instead of in\ ,stigating the DOL system G we 
investigate the HDOL systems 
and 
GZ = ((b, c}, {a, b, c), V&K, &K, b). 
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Starting from two equivalent (H)DOL sequences we can always obtain two 
ultimately equivalent ones simply by adding some finite amount of ‘initial mess’ in 
the beginning of the sequences. Adding init+ cLA .rness necessarily makes the Parikh 
matrices of the generating endomorphisms singular since some symbols appear in the 
sequences only in a finite but nonzero number of terms. All ultimately equivalent 
pairs of DOL sequences, of course, are not obtained in this fashion, for instance the 
pair a, ab, (ab)*, . . . and b, ab, (ab)*, . . . . 
4. Infinite intersection of HDOL sequences 
Let us now see in what way the intersection of two HDOL sequences the generating 
endomorphisms of which have nonsingular Parikh matrices can be infinite. 
Theorem 2. Let GI= (AI, B, 81, al, 01) and G2 = (AZ, B, 62,~ 02) be HDOL 
systemssuch t at [&] and [&I are nonsingularand letE(G1) = ((Y”) andE(G2) = (&) 
have an infinite intersection. Then there xists a computable integer a 2 1 and numbers 
usaand 06bl,...,b,,<asuchthat 
T={n Ia, =&}=(~{as+bjIspO})vF 
j=l 
where F is a finite set. 
Proof. Let us use the notation of the proof of Theorem 1. Then we know that, for 
each i a 0, the sequence (‘y(ni)) has infinitely many zero terms. Also each of the 
sequences (#qr), where qr is a column vector the only nonzero entry of which is the 
rth one which has the value 1, have infinitely many zero terms. By the Skolem- 
Mahler-Lech Theorem (see e.g. [6 or l]), then 
zr={n 1 ~~)~~=O}= fi {ajid+bji, 1 sa0) 
j-l 
where l.c.m.{ajiy #0 1 j = 1, . . . , Uir} divides vi, the 1.c.m. of the degrees of those 
primitive roots of unity which can be expressed as quotients of eigenvaiues ofri 0 Ai- 
So we may write 
Tir = 8 {viS+Cjir I sa0) UFi, 
j=l > 
where Fir is a finite set and further 
where Fi is a finite set. 
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To get an upper bound for the numbers ~0, ~1, . . . we take advantage of the theory . 
of field extensions (see e.g. [2]). Let K be the field which we get by adjoining the 
eigenvalues of r0 @ & into Q, the field of rationals. Then the degree [K : Q] of this 
extension does not exceed (card(A&+ card(Az))!. By (vii) in Section 3, we see that 
the eigenvalues of rj (resp. AJ consist of all products 51. . . Sy where 1 s y s i + 1 and ’ 
lj are eigenvalues of Fo (resp. do). SO, all eigenvalues of ri 60 Ai as well as their 
quotients are in K. It follows that q (Vi) s (card(A1) + card(Az))! for each i > 0 where 
Q denotes Euler’s totient function. This gives us the desired effective bound c on vi: c 
can be taken to be the largest number such that cp (c) < (card(A 1) + card(A*))!. 
We may write further 
z= iTfr {C!S+Cji 1~30) UFi. 
j=l 
We show then that we may assume that cji < c ! for all j and i. Let Cji = c !c$ + cii where 
0 s c;~ c c !. The sequence 
W &l = ri taC$i+fiC! ) - *ri @l$+?lC ! ) (n =0, 1, . . .) 
has only finitely many nonzero terms and is governed by the linear recurrence 
equation ni (E)et ’ = 6 where ni is the ‘characteristic polynomial of rf! @ A f !. Since 
[&I = r. and [&I = A 0 are nonsingular it follows that also rf! 0 Ai! is nonsingular 
whence gi(0) # 0 and &’ = 6 for all i, n 2 0. We replace cji by cii. 
Consider now T = Ton Tl n . . . , Denote 
If, for some j, Cja T, then CjZ q for some i and hence Cj A T c Fim Thus 
T= (G{C!S+bjiSaO})uF 
j=l 
for some Oj C c ! and some finite set F. 
The theorem follows when we write a = c!. Naturally we may take u s a because 
otherwise the union is not disjoint and u can be reduced. 
Using the Skolem-Mahler-Lech Theorem we have obtained a,.. analogy of the 
theorem for sequences of words. We have however estricted ourselves to HDOL 
sequences of a special kind. It would be interesting to know whether the result holds 
true for HDOL sequences ingencra;t. Taking into account also the refinements of the 
result given by the proof of Theorem 2 we know at least that these cannot be 
incorporated into the general case. To see this consider the DOL systems G1 = 
({a, b), 61, a) and G2 = ({a, b}, 62, a) where 
&(a) = S*(b) = ab, t%(b) = 62(a) = ba. 
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Thus [&I= [&I is singular. Since 61 and 82 are monomorphisms, 8: = S$ and 
&(a) # &(a) we see that the result of Theorem 2 holds with a = 2 but not with a = 1. 
However, the eigenvalues of [&I = [&I are nonnegative numbers and thus vi = 1 in 
the proof of the theorem. 
To be able to compute u and 61, . . . , 6, in Theorem 2 one should be able to decide 
whether or not the sequences (a&‘“‘&)) and (c&~~(w~)) are equivalent (j = 
0 , . . . , a - 1). This can be done if G1 and GZ are DOL systems (by the result of &lik 
II and Frig [4]) and also if the eigenvalues of [&I 0 [&I are of the form r& where r is a 
real number and c is a root of unity (see [lo]). So we have the following corollaries. 
Corollary 2. It is decidable of any two given DOL systems G1 and GZ with nonsingular 
Parikh matrices whether or not E (Gl) A E(GJ is infinite. 
Corollary 3. It is decidable of any two given HDOL systems G1 and GZ, such that the 
eigenvalues ofthe Parikh matrices of G1 and & are of the form re where r > 0 and E is a 
root of unity, whether or not E(G1) n E(G2) is infinite. 
Moreover, results in [lo] imply 
Corollary 4. An algorithm for finding the zeros of Z-rational sequences can be modified 
into an algorithm which of any two given HDOL systems G1 and GZ with nonsingular 
Parikh matrices decides whether or not E(G1) n E(G2) is infinite. 
5. Empty intersection of HDOL sequences 
Let G1 = (Al, B, &, cl, ol) and GZ = (AZ, B, 62, We, 02) be HDOL systems uch 
that [&I and [&I are nonsingular. Using Theorem 2 we may assume that card 
(E( G1) n E(G2)) < 00 because instead of G1 and GZ we may investigate the pairs 
Gik’ = (4, B, G, ~1, a:-’ (WI)), 
Gik’ = (A*, B, S:, ~2, a:-’ (4) 
(k = 1,. . . , a) 
of HDOL systems. So the following theorem holds. 
Theorem 3. To obtain an algorithm for deciding of any two given HDOL systems G1 
and G2 with nonsingular Parikh matrices whether or not .E(GI) n E(G2) is empty it 
suffices to do this in the case where we know in advance that E(GI) n E(G2) is finite. 
Here we have again an analogy to the situation with Z-rational sequences ( ee [ 11). 
Recalling the argumentation of the proof of Theorem 2 we see that each of the 
sequences (#) either has finitely many zero terms or then is a zero sequence (we 
384 K. Ruohonen 
assume that the original G1 and Gz are replaced by the pairs of HDOL system? given 
above). If the latter alternative holds true for large i, then by (ii) in Section 3 
E(Gi) nE(G2) is nonempty (it suffices to take 2i a Ic&J~)~, IV&J&. We may 
assume that the former alternative holds true for some i and we have 
Theorem 4. An algorithm for finding the zeros of Z-rational sequences gives an 
algorithm for deciding of any two given HDOL systems Gl and Gz with nonsingular 
Parikh matrices whether or not E(GI) n E(G2) is empty. 
Such an algorithm is known to exist in certain special cases and so we have the 
following corollary. ’
Corollary 5. It is decidable of any two given HDOL systems G1 and Gz, such that the 
eigenvalues ofthe Parikh matrices of G1 and GZ are of the form re, where r > 0 and 8 is 
a root of unity, whether or not E(GI) n E(G2) is empty. 
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