ABSTRACT A robust adaptive beamforming method is proposed in this paper for uniform linear arrays with respect to sensor gain and phase uncertainties. The sensor gain and phase parameters are obtained by solving a series of linear equations that describe the specific structure of the array covariance matrix for a uniform linear array. Partly calibrated parameter constraints are required due to the rank defect of the coefficient matrix. The necessary condition to enable the partly calibrated sensors to estimate all the unknown gain and phase parameters is also deduced. Sensor noise power, and hence, interference-plusnoise covariance matrix (INCM) can then be calculated with the sensor gain and phase information. The robust adaptive beamformer is finally formed using the reconstructed INCM. In comparison with other reconstruction-based beamformers, the proposed method achieves satisfactory performance when sensor gain and phase uncertainties dominate the steering vector mismatch. The effectiveness of the proposed method is also confirmed by experimental results.
I. INTRODUCTION
Adaptive beamformers, which can automatically suppress interferences, are widely applied in the fields of sensor array signal processing [1] - [3] . A Capon beamformer, which can achieve optimum interference suppression performance under ideal conditions without any model mismatch, is one of the well-known types of adaptive beamformer. However, Capon beamformer is highly sensitive to steering vector mismatches, such as the direction error of the desired signal, sensor gain and phase uncertainties, and array shape mismatch. Therefore, improving the robustness of Capon beamforming is an urgent problem that should be solved.
The most widely used robust technique for Capon beamforming is the diagonal loading (DL) method [4] . However, the optimal DL parameter changes with the signal-to-noise ratio (SNR), and therefore, is difficult to adopt. Several generalized DL algorithms are available, such as robust Capon beamforming (RCB) [5] and doubly constrained RCB [6] , which both apply a presumed spherical or ellipsoidal uncertainty set to limit the error of the steering vector, and an equivalent DL parameter can be calculated using the uncertainty factor. Then, a type of iterative Capon beamforming methods [7] , [8] is proposed, and the influence of the uncertainty factor is reduced. Recently, a reconstructionbased robust adaptive beamforming algorithm, which reconstructs the interference-plus-noise covariance matrix (INCM) by using the Capon spectrum, is proposed in [9] and the beamforming performance can be improved. However, these methods are typically robust for the direction error of the desired signal.
In practice, sensor gain and phase mismatch is also a common model mismatch, particularly for the hydrophone arrays of sonar systems [10] , [11] . The sensor gain and phase mismatch typically affects the estimation of signal power and the direction estimation of signals. A novel reconstruction-based adaptive beamformer presented in [12] is robust to slight gain and phase perturbations. Nevertheless, a time-consuming integral must be conducted on the surface of a high-dimensional annulus of the steering vector uncertainty set. According to [9] and [12] , the performance of the reconstruction-based robust adaptive beamformer depends on the accuracy of covariance matrix reconstruction.
The performance of spatial spectrum estimation and the accuracy of the reconstructed covariance matrix are improved if the sensor gain and phase uncertainties are well compensated. A self-calibration algorithm with partly calibrated arrays, which was proposed in [13] , allows the sensor gain and phase vector to be estimated when at least one pair of consecutive elements is calibrated beforehand. An estimation of signal parameters via rotational invariance techniquelike algorithm (ESPRIT-like) [14] can robustly estimate the direction-of-arrival (DOA) and sensor response parameters for partly calibrated uniform linear arrays (ULAs) if accurate subspace information is known beforehand.
In the current study, a robust adaptive beamforming method is proposed for ULAs with sensor gain and phase uncertainties. Sensor noise power output may vary along the array due to the sensor gain uncertainties, and therefore, a non-uniform noise model is used in this study. First, a set of linear equations is formulated by using the specific structure of the sample covariance matrix. The non-uniformity of sensor noises can be simply eliminated when the linear equations are formulated without the main diagonal elements. Partly calibrated parameter constraints are required due to the rank defect of the coefficient matrix, and the sensor gain and phase parameters of a ULA can be estimated by solving the linear equations. The necessary condition to enable the partly calibrated sensors to estimate all the unknown gain and phase parameters is also deduced. The noise environment is nonuniform, and thus, INCM is reconstructed using the sparse asymptotic minimum variance (SAMV) [15] spatial spectrum with the estimated sensor gain and phase information. Then, the robust beamformer is formed. Moreover, no user parameter or accurate subspace information is required in the entire procedure. The simulations and experimental results show that the proposed method achieves good performance when large sensor gain and phase uncertainties dominate the main model mismatches.
II. SIGNAL MODEL
A ULA composed of M sensors with half-wavelength interelement spacing is considered. The sensors of the ULA is assumed to be non-isotropic with the response parameters modeled as γ = [γ 1 , γ 2 , ..., γ M ] T , where γ m = g m exp(jϕ m ), g m and ϕ m are the sensor gain and phase parameters, respectively.
A narrow-band signal and K uncorrelated interferences impinge on the ULA from the far field. The array observation vector x(n) ∈ C M ×1 at the nth snapshot is modeled as follows:
where a(θ 0 ) is the nominal steering vector of the designed signal; A int (θ int ) ∈ C M ×K is the nominal steering matrix of the interferences; θ 0 and θ int = [θ 1 , θ 2 , ..., θ K ] indicate the directions of the designed signal and interferences, respectively; s 0 (n), s(n) ∈ C K ×1 and e(n) ∈ C M ×1 represent the statistically independent waveforms of the designed signal, interferences and noises, respectively. The array covariance matrix R can be calculated as follows:
where R s , R int and R n denote the signal, interference and noise covariance matrix, respectively; p 0 is the signal power and the superscript H represents Hermitian transpose. Considering that the waveforms of the interferences are uncorrelated,
Sensor noise is typically produced by electronic equipment and other unwanted random signals received by sensors [16] . The noise power of each sensor may be non-uniform, particularly when the amplitude responses and electronic system noises vary with sensors. Therefore, sensor noise is modeled as a non-uniform and uncorrelated zero-mean Gaussian process with the following covariance matrix:
where σ 2 m denotes the noise power of the mth sensor, and e m is a vector with the mth element equal to 1 and other elements equal to 0.
The beamformer output y(n) is calculated as y(n) = w H x(n), where w is the weight vector. The optimal weight vector w of the adaptive beanformer can be obtained by maximizing the output signal-to-interference-plus-noise ratio (SINR):
The solution of the maximum problem in (4) can be calculated as
which is known as the Capon beamformer. In practice, the weight vector can be approximately calculated with N snapshots as
is the sample covariance matrix, a(θ 0 ) is the nominal steering vector andθ 0 is the estimated direction of the designed signal. The weight vector in (6) is called as the sample matrix inversion (SMI) beamformer [19] .
The performance of the SMI beamformer is degraded when mismatches occur between a(θ 0 ) and the actual steering vector, such as sensor position perturbations, sensor gain and phase uncertainties or the inaccurate DOA of the desired signal. In most applications, sensors are assembled in fixed positions, which can be measured and calibrated beforehand. However, the sensor gain and phase parameters are usually difficult to be calibrated. Therefore, a robust adaptive beamformer for sensor gain and phase uncertainties is considered in the next section.
III. PROPOSED METHOD
In this section, we first focus on estimating sensor gain and phase vectors and then form a robust adaptive beamformer with the calibrated parameters in the non-uniform noise environment.
A. GAIN AND PHASE ESTIMATION
The nominal steering vector a(θ) of a ULA can be presented as follows:
where f is the frequency of the narrow-band sources, and τ (θ ) represents the time delay between adjacent sensors. In accordance with the expression of the data covariance matrix R in (2), the (m, n)th element of R, which is denoted by R m,n , can be expressed as follows:
where δ m,n refers to a Kronecker delta function and only equal to 1 when m = n and the superscript * denotes the conjugate operator.
The entries of the covariance matrix exhibit the following relationship:
As demonstrated in [13] , sensor gain and phase parameters can be estimated when at least one pair of consecutive sensors are calibrated beforehand. Assume that the qth and (q + 1)th sensors are calibrated well beforehand for unique identification, i.e. γ q = γ q+1 = 1 [17] . Then, the other sensor gain and phase parameters can be calculated successively as follows [13] :
In this study, we extend the assumption in [13] to a general one, i.e., the two well-calibrated sensors are not necessarily adjacent. Then, we deduce the necessary condition of the partly calibrated sensors, and the calibration method in [13] will also be generalized.
Without losing generality, we assume that the qth sensor is regarded as the reference sensor and calibrated beforehand, i.e. γ q = 1. In accordance with (9), we can obtain that
After calculating the logarithm of both sides of (11), linear equations are constructed as follows:
Then, the following relation is obtained [18] :
and
In practice, the entries of the data covariance matrices R m,m+1 and R q,q+1 is replaced withR m,m+1 andR q,q+1 , which are the (m, m + 1)th and (q, q + 1)th entries, respectively, of the sample covariance matrixR. Then, a matrix form of (13) can be written as:
where
coefficient matrices, η and µ signify vectors of the additive measurement error, and the sensor gain and phase parameters except the reference one are listed as vectors as follows:ḡ
Proof: See Appendix. Another independent linear constraint, such as the partly calibrated parameters, should be added to achieve a unique solution for (15) because of the rank defects of the coefficient matrices G and .
Proposition 1: The solution of the sensor gain and phase parameters in (15) can be unique achieved if at least the qth and (q + 1 + 2l)th sensors are well calibrated beforehand, where l is an integer and −q 2 ≤ l ≤ (M − q − 1) 2.
Proof: In accordance with (30), if g q+1+2l or g q+1−2l is one of the partly calibrated parameters, then the constraints are linearly independent with the coefficient matrix G. Similarly, according to (32), a unique solution of sensor phase VOLUME 7, 2019 parameters can be obtained when any ϕ q+l or ϕ q−l is known beforehand. Therefore, at least the qth and (q + 1 + 2l)th sensors' response parameters should be pre-calibrated to guarantee the unique solution of the uncalibrated sensor parameters.
Assume that M c sensors are already calibrated well and the serial numbers of the M c calibrated sensors are {m 1 
Their response parameters γ m 1 = · · · = γ m Mc = 1 and the constraints of the pre-calibrated sensors can be expressed in a matrix form as follows:
where 0 (M c −1)×1 denotes an (M c − 1) × 1 vector with all the elements equal to 0, and W is a (M − 1) × (M c − 1) weighting matrix:
where e m i is a vector which is defined in (3). The least squares solution is then achieved as follows:
After the unique solutionsĝ andφ are achieved, the sensor gain and phase parameters can be calculated as follows:
B. ROBUST ADAPTIVE BEAMFORMING
A conventional adaptive beamformer, such as SMI beamformer, typically applies the sample covariance matrix to form the weight vector, which may cause the desired signal self-cancelation at high SNR and degrade performance. Besides, the steering vector mismatch, such as the sensor gain and phase uncertainties in (5), is also the main factors of the beamforming performance degradation. The performance of the adaptive beamformer can be improved by INCM reconstruction and steering vector estimation [9] , [12] . In accordance with [12] , a Capon spatial spectrum is accumulated in a high-dimension annulus to reconstruct the INCM as follows:
whereσ 2 is the estimated noise power obtained by the minimum eigenvalue ofR, is the angular sector of the interferences and the uncertainty set of the high-dimension annulus is defined as Sa(θ ∈ ) = { a| ā(θ ) − a 2 ≤ η, θ ∈ }.
After considering the steering vector in the uncertainty set, the beamformer in [12] is robust to slight gain and phase perturbations. However, the uncertainty set parameter η is difficult to choose, particularly for severe sensor gain and phase mismatch. For the non-uniform noise environment, the noise power cannot be estimated simply by the eigendecomposition. In this study, the spatial spectrum is estimated by the type II SAMV algorithm [15] in the non-uniform noise environment with the calibrated sensor gain and phase parameters. The INCM is reconstructed with estimated spatial spectrum and steering vector is then calculated.
A grid ofK candidate directions is considered to constitute a set denoted by . After considering sensor gain and phase uncertainties, the steering matrix of each grid can be expressed as follows:
The power of each angular grid pointp k and noise powerσ 2 m can be estimated iteratively by using the type II SAMV algorithm [15] as follows:
where R −1(i) denotes the inverse of the reconstructed covariance matrix R (i) at the ith iteration. R (i) can be calculated as follows:
can be initialized through conventional beamforming, and the noise power estimator can be initialized by averaging the powers of the array observation vector [15] .
The iteration is terminated when the relative change
of the ith iteration is less than a specified tolerance or when the iteration number reaches a fixed upper limit.
Finally, after considering sensor gain and phase uncertainties, the reconstructed INCM is calculated as follows:
where¯ represents the direction sector of the interferences, and integer I refers to the final iteration number. The DOA of the desired signal can also be obtained by finding the peak of the SAMV spatial spectrum, which is denoted asθ 0 . The weight vector of the proposed robust adaptive beamformer can then be calculated as follows:
The beampattern is calculated with the real sensor response parameters as follows:
In summary, the proposed robust adaptive beamforming algorithm for the ULA with sensor gain and phase uncertainties can be described as follows:
Step 1: Partial sensors should be calibrated beforehand and the necessary condition of the partly calibrated sensors derived in Proposition 1 must be met.
Step 2: The sample covariance matrixR is calculated.
Step 3: The sensor gain and phase parameters are estimated by (18) and (19) .
Step 4: Equation (22) is calculated iteratively. When the iteration is terminated, the INCM is reconstructed by (24).
Step 5: The direction of the desired signal is estimated by finding the peak of the SAMV spatial spectrum. Then, the weight vector is calculated by (25).
C. COMPUTATIONAL COMPLEXITIES
The computational complexity of the proposed algorithm can be divided into two parts: sensor parameter estimation and covariance matrix reconstruction. In accordance with (17), the computational complexity of sensor parameter estimation is O((M − 1) 3 ) mainly because of the matrix inversion operation. The covariance matrix reconstruction operation has a complexity of O(M 2K I ), whereK is the number of direction grids and I is the final iteration number in the SAMV algorithm. In general,K I is considerably larger than M − 1. Therefore, the algorithmic complexity of the proposed adaptive beamformer is O(M 2K I ).
IV. SIMULATIONS
A ULA with 12 sensors and half-wavelength spacing is considered in this work. Two uncorrelated far-field narrow-band interferences impinge on the array from the directions of 0 • and 10 • . The desired signal is achieved in the direction of −20 • . The first sensor is regarded as the reference sensor. The parameters of the first and fourth sensors are calibrated, which indicates that γ 1 = γ 4 = 1. The other unknown gain and phase parameters are randomly generated from uniform distributions g m ∼ U [0.5, 1.5] and φ m ∼U [−π 2, π 2], respectively, and are listed in Table 1 . In the following simulations, the non-uniform noise covariance matrix is assumed as The SNR and interference-to-noise ratio (INR) in nonuniform noise are defined as follows:
where p s and p i are the powers of the signal and interference, respectively; and M indicates the number of sensors.
A. SIMULATIONS OF SENSOR GAIN AND PHASE ESTIMATION
The INR of the two interfering sources and the SNR are all set to 10 dB in this simulation. A total of 500 snapshots are available. According to Proposition 1, a unique solution for (19) can be guaranteed for the case that the first and fourth sensors are well calibrated, i.e. γ 1 = γ 4 = 1. The performances of sensor gain and phase estimation are shown in Table 2 , where the mean square errors (MSEs) are calculated from 200 independent Monte Carlo experiments. A good estimation of sensor response parameters can be obtained with the partly calibrated sensors constraint in Proposition 1. The low measured MSE values of sensor gain and phase estimation can provide accurate sensor response parameters to construct the covariance matrix and steering vector of the desired signal. The spatial spectrum is estimated by the SAMV algorithm and the number of iterations in the SAMV is fixed as 20. As shown in Fig. 1 , the 10 trials of the SAMV spatial VOLUME 7, 2019 spectrum with the estimated sensor parameters overlap with the ideal SAMV spatial spectrum. While the standard Capon spatial spectrum is poor for the severe sensor gain and phase mismatch. Thus, a covariance matrix reconstructed by Capon spatial spectrum without gain/phase information will be distorted and the adaptive beamforming will have nulls that deviate from the true direction of the interferences.
B. SIMULATIONS OF ROBUST ADAPTIVE BEAMFORMING
In this simulation, the INRs of the two interfering sources are both equal to 20 dB. Under the same simulation conditions used in the previous example, the performance of the proposed beamformer is compared with those of the worstcase-based beamformer (WCB) [20] , the beamformer in [12] , an SMI beamformer [19] , and the ideal Capon beamformer without any parameter mismatch. The upper bound η of the uncertainty set for the beamformer in [12] The normalized beampatterns are plotted in Fig. 2 at SNR = 10dB. As shown in Fig. 2 , the desired signal is regarded as an interference and suppressed by the SMI algorithm. A high sidelobe level is observed in the WCB beampattern due to the high uncertainty level for improving robustness in the large sensor response parameter mismatches. The beamformer in [12] has nulls that deviate from the true direction because the uncertainty of the highdimensional annulus is hard to choose properly in the severe sensor gain and phase mismatch situation and the noise model is also mismatched. Therefore, the INCM is poorly reconstructed for the beamformer in [12] . By contrast, the proposed beamformer can accurately reconstruct the INCM with the estimated sensor response parameters and non-uniform noise powers, and an improved beampattern which is close to that of the ideal Capon beamformer is obtained. Subsequently, the performance of the proposed method is measured by the output signal-to-interference-plus-noise ratio (SINR). In the simulation, 200 Monte Carlo trials are performed. Figs. 3 and 4 show the output SINR versus the input SNR and the number of snapshots, respectively. The SNR ranges from −10 dB to 30 dB (Fig. 3) , and the number of snapshots ranges from 10 to 500 (Fig. 4) . Under a severe sensor gain and phase uncertainty, the performances of the beamformer in [12] and WCB degrade. As a reconstruction-based method, the beamformer in [12] has a better performance than WCB in high SNR levels. However, due to the calibration of sensor response parameters and the INCM reconstruction from the SAMV spatial spectrum, the proposed beamformer can approach the optimal output SINR in the whole levels of SNR in this simulation.
C. INFLUENCE OF NON-UNIFORM NOISE ENVIRONMENT
Under the same simulation conditions used in the previous example, the performance of the proposed beamformer is compared in different non-uniform noise environments in this simulation. We assume that the noise power of each sensor increases linearly between 1 and σ 2 max , i.e. the noise power of the mth sensor σ 2 m = 1 + σ 2 max − 1 (m − 1) (M − 1), where σ 2 max varies from 1 to 100. When σ 2 max = 1, the noise powers along the array are evidently uniform. The SNR is fixed at 10dB and 500 snapshots are available. A total of 200 Monte Carlo trials are also performed in this simulation. Fig. 5 shows the output SINR versus the maximum value of non-uniform noise power σ 2 max . The optimal output SINR slightly decreases with an increase of the non-uniformity of noise powers in Fig. 5 . The reason for this phenomenon is that the subspace composed by the eigenvectors associated with the M − K smallest eigenvalues of the array covariance matrix in (2) deviates from the real noise subspace in a non-uniform noise environment. Therefore, the interference suppression capability decreases [21] . The output SINR of the proposed beamformer is better than that of the compared algorithms and close to the optimal output SINR due to the non-uniform noise model assumption considered in the SAMV algorithm. Therefore, the proposed algorithm exhibits an apparent performance improvement when large sensor gain and phase uncertainties dominate the main steering vector mismatch even in a considerably non-uniform noise environment.
V. EXPERIMENT RESULTS
To further confirm the effectiveness of the proposed method, an experiment was carried out in a lake [22] . The structure of the array used in the experiment is shown in Fig. 6 . Three narrowband and uncorrelated sources with center frequency 3000 Hz impinge on the array from the far field at angles θ = [60 • , 90 • , 150 • ]. The intersensor distance of the array is a half of the wavelength. The source 2 is regarded as the desired signal and the source 1 and 3 are interferences. The 1th to 7th hydrophones are selected to form a 7-element ULA (the 8th hydrophone did not work), data from which are processed in the following simulations. First, only source 2 is enabled. To obtain the measured steering vector, the array has been rotated from 0 • to 180 • with step 3 • within the x-y horizontal plane. Hence, the measured steering vector is a(¯ ) and¯ denotes the set of the rotation angles. Subsequently, all three sources are enabled. The received data is processed to obtain the weight vector w and the beampattern is calculated with the measured steering vector a(¯ ) as B(θ ) = w H a(¯ ) .
According to Proposition 1, all the unknown hydrophone response parameters can be uniquely determined when at least the qth and (q + 1 + 2l)th sensors are calibrated well beforehand. If the first hydrophone is regarded as the reference sensor with its output calibrated, the other pre-calibrated hydrophone can be chosen from the 2nd, the 4th or the 6th hydrophone and the corresponding output should also be calibrated. Hence, there are three different cases to be analyzed in the following processing, which are CASE 1: γ 1 = γ 2 = 1; CASE 2: γ 1 = γ 4 = 1 and CASE 3: γ 1 = γ 6 = 1.
The estimated gain parameters of all the hydrophones are listed in Table 3 . We can find that the estimated gain parameters of the three different cases are close to each other and consistent with the measured gain values. Similarly, the estimated phase parameters of hydrophones are listed in Table 4 . The estimated phase parameters are also approximately centered around the measured phase values. The measured sensor gain and phase parameters in Table 4 are calculated from measured steering vector a(¯ ) and averaged along the angles¯ .
With the estimated hydrophone response parameters, the normalized beampatterns of the proposed method in the all three cases are plotted in Fig. 7, 8 and 9 , respectively, together with the beamformer in [12] and the SMI beamformer for comparison. The upper bound η for the beamformer in [12] is set as 3 in the experiment. The weight vector of the SMI beamformer is calculated with the nominal steering vector in the accurate direction of source 2. The beampatterns of the SMI beamformer in Fig. 7-9 are the same, because the SMI beamformer is not affected by the partly calibrated sensors. Due to the mismatch between the nominal steering vector and the real one, the sidelobe level of the SMI beamformer is high. By considering the uncertainty of the steering vector, the beamformer in [12] has better beampattern than that of SMI. A null near 60 • is formed by the beamformer in [12] , whereas the interference in 150 • cannot be well suppressed. However, benefit from the calibration of sensor response parameters, the proposed method has deeper and more accurate nulls for all three CASEs, which means better interference suppression performance. 
VI. CONCLUSION
A novel robust adaptive beamformer based on INCM reconstruction for ULAs is proposed to deal with sensor gain and phase mismatch. In consideration of a non-uniform noise environment, the SAMV spatial spectrum is utilized to reconstruct the covariance matrix, along with sensor gain and phase information, which is estimated by solving linears equation with partly calibrated parameter constraints. In the procedure of the proposed beamformer, no user parameter or accurate subspace information is required. The simulation results demonstrate that the proposed method can achieve considerable performance improvement when sensor gain and phase uncertainties dominate the main steering vector mismatch. The effectiveness of the proposed method is also confirmed by experimental results with a hydrophone array.
APPENDIX
The ranks of coefficient matrices G and are calculated in this appendix. The recursion relation between ln g m and ln g m−2 can be determined by focusing on the recursion relation in (13) 
Considering that ln g q = 0, all the variables of the sensor gain vectorḡ in (15) can then be calculated as follows:
As shown in (15) , M − 1 variables are present in the sensor gain vectorḡ. Hence, M − 2 independent parameters are obtained from (30). Similarly, the recursion relation between ϕ m and ϕ m+1 can be determined as follows:
Considering that ϕ q = 0, the variable of the sensor gain vectorφ in (15) can then be calculated as follows:
There are M − 2 independent parameters obtained from (32). Therefore, the ranks of coefficient matrices G and are both equal to M − 2.
